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Detekce genů v DNA sekvencích je jedním z řady složitých problémů, které jsou v součas-
nosti řešeny v rámci bioinformatiky. Tato práce pojednává o detekci genů v DNA sekvencích
s pomocí metod využívajících Skryté Markovovy modely. Obsahuje stručný popis základ-
ních principů molekulární biologie, vysvětluje způsob uložení genetické informace v DNA
sekvencích a také teoretický základ Skrytých Markovových modelů. Dále je popsán postup
vytváření konkrétních Skrytých Markovových modelů pro řešení problému detekce genů
v DNA sekvencích, podle tohoto modelu je navržena aplikace, která je testována na reál-
ných datech. V závěru práce jsou zhodnoceny testy aplikace a jsou navrženy další možné
rozšíření projektu.
Abstract
Gene detection in DNA sequences is one of the most difficult problems, which have been
currently solved in bioinformatics. This thesis deals with gene detection in DNA sequences
with methods using Hidden Markov Models. It contains a brief description of the funda-
mental principles of molecular biology, explains how genetic information is stored in DNA
sequences, as well as the theoretical basis of the Hidden Markov Models. Further is descri-
bed subsequent approach in the design of specific Hidden Markov Models for solving the
problem of gene detection in DNA sequences. Is designed and implemented application,
which uses previously designed Hidden Markov model for gene detection. This application
is tested on the real data, results of these tests are discussed in the end of the thesis, as
well as the possible extension and continuation of the project.
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Každá buňka v živých organismech obsahuje molekuly DNA, které nesou důležité informace
o tom, jak jsou nové buňky vytvářeny. Jinými slovy, molekuly DNA mají v sobě zakódo-
vané informace, které napomáhají vybírat prvky nutné pro stavbu každé buňky. Všechny
buňky jsou z velké části tvořeny proteiny a právě molekula DNA nese na určitých místech
návod, jak konkrétní proteiny vytvářet. Nalezení těchto částí molekul DNA (tyto části se
nazývají geny) nám pak pomáhá porozumět tomu, jakým způsobem jsou vytvářeny nové
proteiny a následně buňky. Můžeme pak zkoumat, jaký vliv mají jednotlivé proteiny na
funkci buněk, neboli – které části DNA (geny) jsou zodpovědné za konkrétní znak daného
organismu (např. který gen ovlivňuje barvu očí u člověka) a tak dále.
Detekce genů v DNA sekvencích není z pohledu bioinformatiky triviálním úkolem, pro-
tože sekvence molekul DNA jsou oproti jednotlivým genům velmi dlouhé a abychom mohli
o části DNA sekvence prohlásit, že kóduje určitý gen, tak tato část musí splňovat mnoho
podmínek. Existuje několik metod detekce genů v DNA sekvencích, nejjednodušší metodou
je nalézt krátké úseky, které ohraničují gen a za výsledný gen prohlásit oblast mezi těmito
úseky. Bohužel ne vždy tyto krátké úseky ohraničují gen, a proto je tato metoda velmi
nespolehlivá.
Rozšířením předchozí metody je metoda založená na statistice. Úseky DNA které kódují
geny jsou tvořeny ze sekvence prvků, u kterých je známa jejich struktura a ví se, že tvoří
určité proteiny. Tato metoda určí četnost těchto známých prvků v celé DNA sekvenci, v
místě kde je největší zastoupení těchto prvků můžeme předpokládat, že se nachází gen.
Ale ani tento přístup není příliš spolehlivý, úspěšnější metodou pro řešení tohoto problému
jsou Skryté Markovovy modely, které využívají pravděpodobnostní model pro popis sek-
vence genu. Úseky genů v DNA sekvenci mají specifickou strukturu a obsahují některé
význačné oblasti okolo genů, tato struktura se popíše pravděpodobnostním modelem, který
se vyhodnotí, a určí se nejpravděpodobnější umístění genů v DNA sekvenci. Úspěšnost této
metody závisí na znalosti struktury genů a navrženém modelu. U pokročilých systémů de-
tekce genů se tato metoda velmi často kombinuje s dalšími technikami, které mají za cíl
ještě zvýšit úspěšnost řešení.
Tato práce se zabývá se problematikou detekce genů v DNA sekvencích, s využitím Skry-
tých Markovových modelů. V kapitole 2 jsou vysvětleny základní pojmy z biologie, nutné
pro pochopení problematiky detekce genů. Tato kapitola také popisuje jakým způsobem
jsou v DNA sekvencích uloženy geny a jaká je jejich struktura. V kapitole 3 jsou definovány
Skryté Markovovy modely a algoritmy pracující s těmito modely, je zde naznačeno využití
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těchto modelů při hledání genů v DNA sekvencích. V kapitole 4 jsou na základě znalostí
o struktuře genů navrženy konkrétní Skryté Markovovy modely. Kapitola 5 popisuje návrh
a implementaci aplikace, která pro detekci genů využívá Skryté Markovovy modely po-
psané v kapitole 4. Kapitola 6 pak obsahuje popis a zhodnocení experimentů prováděných
s touto aplikací na reálných datech. V závěru práce je mimo jiné diskutováno další možné




Tato kapitola vysvětluje čtenáři některé základní pojmy a principy molekulární biologie
tak, aby lépe porozuměl následujícímu obsahu práce. Pojmy jsou proto popsány v takovém
rozsahu, aby pokrývaly nutný základ pro pochopení tématu z pohledu této práce. Odbor-
nější informace z okruhu biologie a chemie týkající se těchto pojmů zmíněny nejsou.
DNA
Deoxyribonukleová kyselina (dále DNA) nese genetickou informaci u všech živých orga-
nismů, s výjimkou u několika organismů, jako jsou např. RNA viry, kde genetickou infor-
maci nese ribonukleová kyselina (RNA). Molekula DNA je složena ze dvou vláken (řetězců)
stočených do šroubovice, vlákna jsou spolu spojena vodíkovými můstky (vazba na úrovni
elektronů mezi atomem vodíku a jiným atomem). Každý řetězec molekuly DNA je složen
z řady vzájemně propojených nukleotidů, nukleotid je tvořen ze sacharidu (cukru) deoxyri-
bosy, fosfátové skupiny a nukleonové báze.
Nukleonové báze:
 adenin (zkr. A) – patří mezi puriny
 cytosin (zkr. C) – patří mezi pyrimidiny
 guanin (zkr. G) – patří mezi puriny
 thymin (zkr. T) – patří mezi pyrimidiny
 uracil (zkr. U) – patří mezi pyrimidiny a vyskytuje se pouze u RNA a nahrazuje zde
thymin
Nukleotidy jsou spojeny v řetězec vazbami mezi cukry a fosfáty tvořící kostru, liší se
pouze bázemi, proto se jednotlivé nukleotidy často označují zkratkou značící nukleotidovou
bázi (tzn. A,C,G,T). To, jakým způsobem jsou jednotlivé nukleotidy propojeny (vždy se
střídá cukr a fosfát) dává řetězci polaritu, proto se jeden konec DNA řetězce značí 3’ (končí
sacharidem) a druhý konec se značí 5’ (končí fosfátem). Jednotlivé stavební podjednotky
DNA můžeme vidět na obrázku 2.1.
Řetězce nukleotidů jsou spojeny vodíkovými vazbami mezi protějšími bázemi, spojení
jednotlivých bází je takové, že se vždy páruje adenin s thyminem (dvě vodíkové vazby) a
guanin s cytosinem (tři vodíkové vazby), toto se nazývá komplementarita bází. Oba řetězce
musí být vůči sobě antiparalelní, to znamená, že polarita jednoho řetězce musí být opačná
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Obrázek 2.1: DNA a její stavební podjednotky [1]
vůči druhému řetězci, tedy směr jednoho řetězce je 3’5’ a směr druhého řetězce je 5’3’
a zároveň musí být dodržena komplementarita bází. DNA pak v organismu tvoří pravotoči-
vou dvoušroubovici, složenou ze dvou antiparalelních řetězců. Tímto se vlastně jednotlivé
řetězce doplňují – informace je redundantní – pomáhá to zabraňovat šíření chyb při předá-
vání genetické informace [1].
DNA sekvence
DNA sekvence je reprezentace genetické informace zakódované v DNA řetězci posloupností
nukleotidů. DNA sekvence se značí zkratkami nukleonových bází, např. sekvence řetězce




Jedná se o grafickou reprezentaci několika seřazených sekvencí, která proporčně zobrazuje
výskyt daných symbolů na určitých pozicích. Na obrázku 2.2 je zobrazen příklad sekvenč-
ního loga, symboly A, C, G a T reprezentují jednotlivé nukleotidy a jejich pozici v řetězci,
velikost jednotlivých symbolů určuje míru, s jakou se symbol na dané pozici vyskytuje ve
všech sekvencích, tedy se jedná o frekvenci výskytu symbolů [13].
Obrázek 2.2: Příklad sekvenčního loga.
Gen
Gen – informační a funkční jednotka obsahující genetickou informaci o primární struktuře
funkční molekuly translačního produktu (proteinu) [5]. Za gen budeme považovat kódující
část DNA, tedy úsek DNA sekvence, který kóduje určitý protein (ve speciálních případech
existují i geny, které nekódují protein).
Genom
Soubor všech molekul DNA (případně u některých virů RNA), tedy soubor všech genů i
nekódujících sekvencí u živého organismu [5]. Je to tedy celková genetická informace daného
organismu.
Chromosom
Řetězce molekul DNA jsou velmi dlouhé, proto jsou molekuly DNA sbaleny do speciálních
struktur – chromosomů. DNA spolu s proteiny vytváří sérii klubíček a smyček, které však
mají takovou strukturu, že dovolují DNA plnou funkčnost a interakci s okolím potřebnou
pro specifické reakce uvnitř buňky. V buňce jsou vždy přítomny dva páry stejných chro-
mosomů, např. u člověka je to 23 párů [1].
Kodon
Kodon je trojice nukleotidů na řetězci DNA (RNA), která kóduje jednu aminokyselinu nebo
má nějakou speciální funkci.
Aminokyseliny
Aminokyseliny představují různé třídy molekul s některými společnými chemickými vlast-
nostmi. Jak již bylo řečeno, aminokyseliny jsou tvořeny trojicí nukleotidů a jsou vytvářeny
právě podle sekvence těchto nukleotidů v DNA řetězci. Aminokyseliny tvoří základ pro-
teinů, každý protein je tvořen kombinací 21 aminokyselin [1]. Mezi těchto 21 základních
aminokyselin patří např. Alanin, Glycin, Cystein, jejich názvy se často značí zkratkami
ALA, GLY, CYS atd.
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Proteiny
Proteiny neboli bílkoviny tvoří většinu hmoty každé buňky, jsou základními stavebními
kameny buňky, ale také obstarávají většinu důležitých buněčných funkcí. Proteiny plní zá-
kladní funkce u všech živých organismů. Každý protein je tvořen řetězcem aminokyselin (viz
níže) a vytváří tak jedinečnou strukturu, která má velký vliv na funkci proteinu. Struktura
proteinu závisí na pořadí aminokyselin [1].
Prokaryotická buňka
Prokaryotická buňka je typická spíše pro jednobuněčné organismy a bakterie, je velmi jedno-
duchá, neobsahuje jádro. DNA je obsažena volně uvnitř buňky, genom je velmi kompaktní s
malými mezerami mezi geny [1], [5]. Příklad prokaryotické buňky můžeme vidět na obrázku
2.3, který zobrazuje jednoduchou bakterii.
Obrázek 2.3: Bakterie – prokaryotická buňka [1]
Eukaryotická buňka
Eukaryotická buňka je obvykle řádově větší než prokaryotická, jádro je obaleno membránou.
Je to typ buňky všech organismů vyjma bakterií, DNA se nachází v jádře buňky, genom je
větší než u prokaryotické buňky [1]. Příklad typické eukaryotické buňky můžeme vidět na
obrázku 2.4.
8
Obrázek 2.4: Živočišná buňka – eukaryotická buňka [1]
2.1 Centrální dogma molekulární biologie
Centrální dogma molekulární biologie popisuje možný přenos genetické informace v rámci
buňky. V základu dovoluje přenos genetické informace z DNA do RNA a následně z RNA
do proteinů [3]. Ostatní přenosy jsou možné pouze ve výjimečných případech, např. u RNA
virů nebo v laboratorních podmínkách. Všechny možné směry přenosu jsou zobrazené na
obrázku 2.5.
Obrázek 2.5: Šipky zobrazují směr toku genetické informace, plná čára představuje obvyklý
směr toku v organismech, přerušovaná čára představuje možný tok dat u některých RNA
virů nebo v laboratorních podmínkách.
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Přenos genetické informace je v buňce řízen enzymy, což jsou proteiny spouštějící
určité chemické reakce. Možné přenosy genetické informace:
 replikace – přenos genetické informace v rámci buněčného dělení, kdy se k původní
molekule DNA vytvoří identická molekula DNA.
 transkripce – dochází k vytvoření molekuly mRNA (mRNA je typ molekuly RNA)
podle molekuly DNA, v molekule mRNA se vytvoří nukleotidy komplementární k těm
v DNA, pouze dochází k záměně thyminu za uracil, tak jak je zobrazeno na obrázku
2.6. Důležitou úlohu v tomto procesu hraje enzym RNA polymeráza, který spouští
transkripci tím, že nasedne na specifickou oblast v DNA sekvenci předcházející sa-
motný gen, tato oblast se nazývá promotor.
Obrázek 2.6: Transkripce DNA do RNA.
 translace – překlad sekvence nukleotidů na molekule mRNA na sekvenci aminokyse-
lin, které následně tvoří protein. Dochází vždy k přepisu tří nukleotidů na jednu ami-
nokyselinu – trojice nukleotidů kóduje jednu aminokyselinu, viz obrázek 2.7. RNA
má čtyři nukleotidy (A,C,G,U), počet všech možných kombinací trojic nukleotidů je
43 = 64, ale proteiny obsahují standardně pouze 21 aminokyselin, takže některé ami-
nokyseliny jsou kódovány více trojicemi nukleotidů a některé trojice nukleotidů mají
jiné speciální funkce, které si zmíníme později [1].
Obrázek 2.7: Translace RNA do sekvence aminokyselin: Alanin–Histidin–Arginin–Cystein.
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2.2 Struktura genů v DNA sekvenci
Jak jsme si již řekli, geny můžeme chápat jako tu část DNA sekvence, která kóduje určitý
protein. Kódující oblast v DNA sekvenci bývá ohraničena určitými signály, což jsou krátké
sekvence nukleotidů pomáhající enzymům nasedat na molekulu DNA na správném místě
a začít replikaci, transkripci, translaci a další potřebné procesy. Rozpoznání těchto signálů
nám pak pomůže při detekci genů. Struktura genu v prokaryotické a eukaryotické buňce
se liší, eukaryotní gen má mnohem složitější strukturu, to je patrné na obrázku 2.8, kde je
srovnání eukaryotního a prokaryotního genu, jejich podrobnější strukturu si rozebere níže.
Obrázek 2.8: Porovnání bakteriálního – prokaryotního a eukaryotního genu, zeleně je vy-
značen promotor [1].
2.2.1 Prokaryotní gen
Geny u prokaryotních organismů mají jednodušší strukturu než u eukaryotních, geny se v
prokaryotním genomu vyskytují s vysokou hustotou. DNA sekvence se dělí na kódující a
nekódující sekvence, v kódující sekvenci jsou zakódované geny, přesná funkce nekódujících
sekvencí není zatím plně objasněna, nejspíše má ale vliv na tvar a uspořádání DNA v chro-
mosomech. Před kódující oblastí se nachází oblast zvaná promotor a za kódující oblastí se
nachází terminátor, funkci těchto oblastí si popíšeme dále.
Promotor
Každou kódující oblast předchází krátká sekvence – promotor, je to oblast která obsahuje
několik signálů pomáhajících k započetí transkripce. Jeden z těchto signálů se nazývá Prib-
nowův box, což je sekvence nukletoidů TATAAT a druhá sekvence, která se v promotoru
objevuje je TTGACAT. U prokaryotních organismů může každá kódující oblast obsahovat ně-
kolik po sobe jdoucích genů [4], [7].
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Obrázek 2.9: Struktura prokaryotického promotoru
Obrázek 2.10: Oblast promotoru – Pribnovůw box zobrazen na sekvenčním logu.
Terminátor
Za posledním genem se nachází oblast zvaná terminátor, tato oblast signalizuje blížící se ko-
nec transkripce. Terminátor má nejčastěji podobu palindromatické smyčky, za kterou se na
3’5’ DNA řetězci vyskytuje sekvence několika adeninů (přibližně okolo 7). Na ukončení
transkripce se podílí ρ− faktor, jedná se o protein který napomáhá oddělení DNA řetězce
od nově vzniklého RNA řetězce [4].
Transkripce a translace
Bezprostředně za promotorem se spustí transkripce molekuly DNA do RNA, transkripce je
ukončena terminátorem. Oblast, která je transkribována do RNA, může obsahovat několik
za sebou jdoucích genů. Gen může předcházet Shineova-Dalgarnova sekvence (AGGA), jejíž
přítomnost s velkou pravděpodobností rozhoduje o tom, jestli na daném úseku proběhne
translace. Na začátku genu se pak nachází start kodon (AUG), gen je ukončen stop kodo-
nem (UAA, UAG nebo UGA). Tato oblast se přepíše do sekvence aminokyselin, které pak tvoří
protein, viz obrázek 2.11, [4].
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Obrázek 2.11: Prokaryotický gen s vyznačenými signály pro transkripci a translaci.
2.2.2 Eukaryotní gen
Geny eukaryotních organismů mohou mít kódující sekvenci přerušovanou nekódujícími
úseky, na obrázku 2.8 je patrné, že u eukaryotního genu jsou vyznačené kódující oblasti
– exony přerušované nekódujícími úseky – introny. Opět si popíšeme význačné oblasti eu-
karyotních genů.
Promotor
Dalším rozdílem oproti prokaryotním genům je to, že v kódující sekvenci je zakódován vždy
jen jeden gen, tzn. že za každým promotorem se nachází jeden gen, který ovšem může být
přerušován introny. V kapitole 2 jsme si uvedli, že za transkripci je zodpovědná RNA poly-
meráza, u eukaryotních genů můžou transkripci začít tři typy RNA polymerázy, a to RNA
polymeráza I, II nebo III. Každý typ RNA polymerázy ale vyžaduje jiný promotor (jinou
sekvenci signálů) [7].
Eukaryotický promotor pro RNA polymerázu II:
(Pozice je uváděna od začátku transkripce na DNA řetězci, pozice: 0)
 startovací nukleotid + inr-element, pozice: +1
 TATA-box (Hognessův box), pozice: -34 až -26
 CAAT-box, pozice -75 až -80
 GC-box, pozice: -90
 úsek ATTTGCAT
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Promotory různých genů se liší počtem, umístěním a kombinací těchto elementů. Všechny
promotory musí ale obsahovat jeden nebo více elementů, aby mohly zahájit transkripci [4].
Běžná struktura eukaryotního promotoru pro RNA polymerázu II je naznačena na obrázku
2.12.
Obrázek 2.12: Struktura eukaryotického promotoru pro RNA polymerázu II, Py značí, že
se na daném místě může vyskytovat libovolný pyrimidin, tzn. G nebo T.
Na promotoru, na který se při transkripci napojuje RNA polymeráza I, jsou dvě vý-
znamnější oblasti: jedna sousedící se startovacím nukleotidem – základní oblast a oblast
mezi nukleotidy -100 až -200 – regulační oblast. Na promotoru se nenachází TATA-box.
RNA polymeráza III se při transkripci může napojovat na tři promotory opět s odlišnou
strukturou [7].
Transkripce a sestřih
Transkripce u eukaryotních genů probíhá obdobně jako u prokaryotních s tím rozdílem, že
po transkripci DNA do RNA dochází k tzv. sestřihu (angl. splicing) – z RNA se odstraňují
introny, exony jsou spojeny a následně se provede translace. Každý gen může obsahovat
různý počet intronů, to má za následek to, že může docházet k sestřihu na různých místech,
tzn. že podoba výsledného genu se může různit, tento proces se nazývá alternativní sestřih
[4], viz obrázek 2.13.
Obrázek 2.13: Alternativní sestřih genu pro alfa-tropomyozin u krysy (regulace kontrakce
svalových buněk) [4].
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K sestřihu dojde tak, že jsou v RNA sekvenci rozpoznány skupiny nukleotidů, nejčastěji
poblíž začátku a konce intronu. Počátek intronu se nazývá donor, konec akceptor (viz.
obrázek 2.15), nejčastěji odpovídá donor a akceptor nukleotidům GU–AG nebo AU–AC. Intron
je vystřižen a vytváří lasovitou smyčku, kdy se začátek intronu připojí na adenin přibližně
30 nukleotidů před koncem. Struktura intronu je zobrazena na obrázku 2.14. Někdy se může
stát, že uvnitř jednoho intronu se nachází další intron, tato struktura se nazývá twintron
[4], [1].
Obrázek 2.14: Schéma intronu, červeně označený adenin je místem uzavření lasovité smyčky
[1].
Obrázek 2.15: Levé sekvenční logo zobrazuje oblast donoru, pravé oblast akceptoru.
Terminátor
Terminace transkripce nastává na signalizační sekvenci AATAAA, označované jako tzv. po-
lyadenační signál, který signalizuje, že v krátké vzdálenosti za touto sekvencí (10 až 30
nukleotidů) dojde k ukončení transkripce [7].
Translace
Po sestřihu dochází k translaci, na začátku RNA je vyhledán start kodon AUG a podle ná-
sledujících kodonů se sestavuje řetězec aminokyselin, který tvoří protein. Jakmile se narazí




Skryté Markovovy modely (angl. Hidden Markov models, zkráceně HMM) jsou jednou z
metod strojového učení používaných v bioinformatice k hledání genů v DNA sekvencích.
Algoritmy strojového učení používají trénovací data k tomu, aby upravily své vnitřní para-
metry k analýze podobných dat. Systém se tak pomocí trénovacích dat ”učí“, můžeme říct,
že získává určitou znalost. HMM se pak ”učí“ (upravují) své vnitřní neznámé pravděpodob-
nostní parametry pomocí trénovacích vzorků a tyto parametry pak využívají ke zkoumání
zadaných vzorků [8].
Skryté Markovovy modely a Markovovy řetězce jsou pravděpodobnostní modely, které pou-
žíváme abychom pro nějakou biologickou sekvenci, v našem případě DNA sekvenci, zana-
lyzovali, co daná sekvence představuje nebo jestli je část DNA sekvence genem.
3.1 Markovův řetězec
Markovův řetězec (angl. Markov chain) je náhodný proces, můžeme si ho představit jako
model generující sekvence, ve kterých pravděpodobnost aktuálního symbolu závisí pouze
na předcházejícím symbolu. Markovův řetězec je definován množinou stavů Q generujících
nějaký symbol a množinou přechodů mezi stavy. Každý přechod má přiřazenou pravděpo-
dobnost přechodu aij , která představuje podmíněnou pravděpodobnost přechodu ze stavu
i do stavu j. Musí platit, že součet všech pravděpodobností ze stavu musí být rovné 1,
formálně
∑
j∈Q aij = 1, pro ∀j ∈ Q.
Obrázek 3.1: Model Markovova řetězce s vyznačenými pravděpodobnostmi u některých
přechodů.
Obrázek 3.1 zobrazuje model Markovova řetězce generující symboly A, T, G, C, stavy
jsou znázorněny kolečky (A, T, G, C) a šipky představují přechody mezi nimi, pro přehled-
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nost jsou u přechodů uvedeny jen některé pravděpodobnosti.
Pravděpodobnost, že se systém nachází ve stavu qi závisí pouze na předchozím stavu qi−1,
tato vlastnost se označuje jako Markovova vlastnost (angl. Markov property), lze ji vyjádřit
vztahem:




kde x představuje sekvenci symbolů (např. DNA sekvenci) o délce L, a q1, q2, . . . qi před-
stavují stavy při průchodu modelem, P (qi|qi−1) představuje pravděpodobnost přechodu
aqi−1qi . Pravděpodobnost prvního stavu P (q1) určíme tak, že můžeme přidat ještě jeden
předcházející stav q0, ze kterého provede přechod pouze do qi.
P (x|model) pak určuje pravděpodobnost s jakou patří řetězec x do zkoumaného modelu





Tuto pravděpodobnost pak můžeme využít ke klasifikaci pomocí Markovova řetězce – se-
stavíme několik modelů pro různé třídy a určujeme s jakou pravděpodobností patří vzorek
(vstupní sekvence) k modelu, tzn. patří do příslušné třídy [6].
3.2 Skrytý Markovův model
Skrytý Markovův model je model složený z Markovových řetězců a skrytých stavů. V Mar-
kovovu řetězci jsou stavy generující jednotlivé symboly známé, mezi jednotlivými stavy jsou
pak přechody s různými pravděpodobnostmi. Ve Skrytém Markovově modelu také známe
pravděpodobnosti přechodů mezi stavy, ale jednotlivé stavy mohou generovat různé sym-
boly s určitou pravděpodobností. Průchod jednotlivými stavy je před námi skrytý, vidíme
pouze výstup modelu, tzn. sekvenci generovaných symbolů.
Pravděpodobnost generování symbolů standardně závisí pouze na aktuálním stavu, můžeme
ale použít Skryté Markovovy modely vyšších řádů (angl. higher-order Markov models), kde
tato pravděpodobnost může být závislá na více předchozích generovaných symbolech, mlu-
víme pak o Markovově modelu prvního řádu, druhého řádu, atd [9].
3.2.1 Formální definice
Skrytý Markovův model je M = (Q,Σ, A,E), kde:
 Q je množina (skrytých) stavů, Q = {q1, q2 . . . , qm}
 Σ je abeceda generovaných symbolů, Σ = {s1, s2, . . . , sn}
 A = (akl) je |Q| × |Q| matice popisující pravděpodobnost přechodu do stavu l pokud
je HMM ve stavu k, tedy akl = P (l|k) pro k, l ∈ Q
 E = (ek(b)) je |Q| × |Σ| matice popisující pravděpodobnost generování symbolu b
během kroku kdy je HMM ve stavu k, tedy ek(b) = P (b|k) pro k ∈ Q, b ∈ Σ
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3.2.2 Příklad
HMM M generující řetězec symbolů A,B,C můžeme zapsat takto, graf zobrazující M je
na obrázku 3.2:
M = ({q0, q1, q2, q3}, {A,B,C}, A,E)
A = {(q0, q1, 1), (q1, q1, 0.65), (q1, q2, 0.35), (q2, q2, 0.5), (q2, q1, 0.4), (q2, q3, 0.1)}
E = {(q1, A, 0.25), (q1, B, 0.55), (q1, C, 0.2), (q2, A, 0.1), (q2, B, 0.75), (q2, C, 0.15)}
Obrázek 3.2: Příklad Skrytého Markovova modelu, má 4 stavy (stavy q0 a q3 jsou speciální
– počáteční a koncový), zeleně jsou procentuálně uvedeny pravděpodobnosti přechodu mezi
stavy a modře jsou znázorněny pravděpodobnosti generování symbolů (A, B, C) ve stavech.
3.3 Využití Skrytého Markovova modelu
Skryté Markovovy modely můžeme využít k:
 Evaluaci: k sekvenci x se určí pravděpodobnost P(x), že x získáme z modelu.
 Dekódování: k sekvenci x se určí nejpravděpodobnější cesta přes stavy v modelu,
která by mohla generovat x.
 Učení: podle zadaných trénovacích sekvencí se pro model hledají nejvhodnější para-
metry – pravděpodobnosti přechodu a generování symbolů, takové parametry, které
nejlépe vyjadřují trénovací sekvence. Cílem je najít obecný model, který je vhodný
pro ostatní podobné sekvence.
Evaluace, dekódování a učení Skrytého Markovova modelu lze provést pomocí Forward
nebo Backward algoritmu, Viterbiho algoritmu respektive Baum-Welch algoritmu [6].
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3.3.1 Forward algoritmus
Pravděpodobnost P (x), že sekvence x je generovaná zadaným Skrytým Markovovým mo-
delem, můžeme řešit pomocí Forward algoritmu.
Uvažujme, že vstupní sekvence je x = x1x2 . . . xL, tato sekvence může být generovaná více
různými průchody přes stavy v modelu, jednu tuto cestu si můžeme označit pi = pi1pi2 . . . piL.
Počáteční a koncový stav si označme jako pi0 = piL+1 = 0, takže pi = 0pi1pi2 . . . piL0. Pravdě-
podobnost, že x je generována cestou pi je:




Tímto získáme pravděpodobnost jedné cesty, abychom mohli určit pravděpodobnost




P (x, pi), (3.4)
takto se ale díky délce sekvence L dostáváme až na exponenciální složitost, takže tento vý-
počet není moc výhodný. Proto můžeme využít Forward algoritmus, který využívá techniku
dynamického programování.
Definujeme si dopředné proměnné (angl. forward variables), fk(i), které určují pravděpo-
dobnost, že se model nachází ve stavu k a má prozkoumáno prvních i symbolů vstupní
sekvence x. Snažíme se vypočítat fpiL+1(0) – pravděpodobnost, že se nachází v koncovém
stavu a prošli jsme celou vstupní sekvenci. Pseudokód algoritmu 3.3.1 se skládá ze tří kroků,
nejprve jsou nainicializovány proměnné pro všechny stavy a protože jsme zatím neprozkou-
mali sekvenci, tak je pravděpodobnost počátečního stavu rovna 1, ostatní jsou rovny 0.
V dalším kroku se provádí součet všech pravděpodobností přechodů z jednoho stavu do
druhého, provádí se to takto rekurzivně pro všechny stavy. Posledním krokem je ukončující
podmínka – prošli jsme celou vstupní sekvenci x a dostali jsme se do koncového stavu.
Získáme součtem pravděpodobností generování požadované sekvence symbolů [6].
Obrázek 3.3: Grafická reprezentace Forward algoritmu.
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Algoritmus 3.3.1. Forward algoritmus,
určí pravděpodobnost P (x), že sekvence byla generována zadaným Skrytým Markovovým
modelem [6].
Vstup: Skrytý Markovův model, definovaný množinou stavů Q generující symboly
a pravděpodobností přechodu a pravděpodobností generování symbolů.
Zkoumaná sekvence x.
Výstup: Pravděpodobnost P (x).
Metoda:
1: Inicializace (i = 0):
2: fpi0(0) = 1, fpik(0) = 0 pro k > 0
3: Rekurze (i = 1 . . . L):








Backward algoritmus je obdoba Forward algoritmu, využívá zpětné proměnné (angl. back-
ward variables) bk(i), které určují pravděpodobnost, že se model nachází ve stavu k a bude
generovat posledních i symbolů vstupní sekvence x.
Backward algoritmus 3.3.2 postupuje podobně jako Forward algoritmus, ale jde od konce
sekvence směrem k počátku a pro každý aktuální stav počítá zpětnou proměnnou pomocí
pravděpodobnosti následujícího stavu a pravděpodobnosti přechodu do něj. Pravděpodob-
nost P (x) získáme vypočítáním zpětné proměnné pro první symbol a stav, bpi0(0) [10].
Algoritmus 3.3.2. Backward algoritmus,
určí pravděpodobnost P (x), že sekvence byla generována zadaným Skrytým Markovovým
modelem [10].
Vstup: Skrytý Markovův model, definovaný množinou stavů Q generující symboly
a pravděpodobností přechodu a pravděpodobností generování symbolů.
Zkoumaná sekvence x.
Výstup: Pravděpodobnost P (x).
Metoda:
1: Inicializace (i = L):
2: bpik(L) = apikpi0 pro i = L





6: P (x) = bpi0(0)
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Obrázek 3.4: Grafická reprezentace Backward algoritmu.
3.3.3 Viterbiho algoritmus
Nalezení nejpravděpodobnější cesty přes stavy modelu, které generují sekvenci x, lze řešit
pomocí Viterbiho algoritmu.
Sekvenci x může generovat více různých cest, my se budeme snažit najít tu nejpravdě-
podobnější cestu pi∗ – tu která má nejvyšší pravděpodobnost toho, že generuje x, pi∗ =
argmaxpiP (x|pi). Pro sekvenci u délce L to znamená |Q|L možných cest, kde |Q| je počet
stavů v modelu. Toto opět vede k velkému množství cest, proto budeme tento problém řešit
podobně jako u Forward algoritmu pomocí dynamického programování.
V každém kroku se Viterbiho algoritmus snaží najít nejpravděpodobnější cestu pro gene-
rování následujícího symbolu. Definujme vpil(i) jako pravděpodobnost nejpravděpodobnější
cesty pro prvních i symbolů z x končící ve stavu pil. Abychom získali pi∗ musíme vypočítat
pravděpodobnost nejpravděpodobnější cesty pro celou sekvenci končící v koncovém stavu –
maxkvpik(L). Pravděpodobnost vpil(i) vypočítáme jako:
vpil(i) = epil(xi)·maxk(vpil(k)apikpil), (3.5)
kde epil(xi) značí, že nejpravděpodobnější cesta generující x1x2 . . . xi a končící ve stavu
pil musí generovat xi ve stavu xl a musí obsahovat nejpravděpodobnější cestu generující
x1x2 . . . xi−1 a končí ve stavu pik následovanou přechodem ze stavu pik do pil (apikpil). Tak
můžeme vypočítat vpik(L) pro každý stav pik a rekurzivně získat pravděpodobnost nejprav-
děpodobnější cesty.
Viterbiho algoritmus (viz 3.3.3) pracuje podobně jako Forward algoritmus (3.3.1), v
prvním kroku proběhne inicializace, v dalším kroku se rekurzivně pro všechny stavy hledá
nejlepší cesta vedoucí do aktuálního stavu pil přes předchůdce pik (vpik(i − 1)apikpil). Získa-
nou nejlepší hodnotu uchováváme v matici a je přístupná pomocí ukazatele ptr. Ukončení
algoritmu nastane až získáme výslednou hodnotu maxk(vpik(L).
Časová náročnost toho algoritmu je O(|Q|2|L|), což je výrazně lepší než kdybychom po-
stupně výše uvedené řešení – vyzkoušeli všechny možné sekvence a postupně vyhodnocovali
pravděpodobnosti (O(|Q|L)) [6].
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Algoritmus 3.3.3. Viterbiho algoritmus,
najde nejpravděpodobnější cestu v modelu generující sekvenci symbolů x [6].
Vstup: Skrytý Markovův model, definovaný množinou stavů Q generující symboly
a pravděpodobností přechodu a pravděpodobností generování symbolů.
Zkoumaná sekvence x.
Výstup: Nejpravděpodobnější cesta modelem, pi∗.
Metoda:
1: Inicializace (i = 0):
2: vpi0(0) = 1, vpik(0) = 0 pro k > 0
3: Rekurze (i = 1 . . . L):
4: vpil(i) = epil(xi)maxk(vpik(i− 1)apikpil)
5: ptri(pil) = argmaxk(vpik(i− 1)apikpil)
6: Ukončení:
7: P (x, pi∗) = maxk(vpik(L)apikpi0)
8: pi∗L = argmaxk(vpik(L)apikpi0)
Obrázek 3.5: Diagram možných stavů při běhu Viterbiho algoritmu [8].
3.3.4 Baum-Welch algoritmus
Pokud ale neznáme nastavení parametrů modelu, pravděpodobnosti přechodů a generování
symbolů, musí se model nejprve natrénovat. To znamená, že se model natrénuje několika sek-
vencemi, podle nich model nastaví své parametry a pak může analyzovat podobné neznámé
sekvence. Pokud bychom pro trénovací sekvence znali přesné cesty přes stavy modelu, bylo
by nastavení parametrů jednoduché. Spočítali bychom procentuální využití jednotlivých
přechodů a generování symbolů a podle nich určili jednotlivé parametry – pravděpodob-
nosti.
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Jestliže ale neznáme odpovídající cesty pro trénovací sekvence, nemůžeme je využít přímo k
nastavení parametrů. Musíme proto využít nějakou metodu pro trénovaní Skrytých Marko-
vových modelů, nejčastěji se používá Baum-Welch algoritmus. Tato metoda provádí po-
stupný odhad parametrů, využívá Forward-backward algoritmus, je to iterační metoda
složená z Forward a Backward algoritmu a následné úpravy parametrů. Nejprve se na-
staví počáteční odhady parametrů a pak se postupně upravují jednotlivé parametry dokud
nezkonvergují, tzn. dokud je změna parametrů patrná, např. větší než nějaká zadaná kon-
stanta [10].
Nejprve si definujme ξt(pij , pii) jako pravděpodobnost, že se systém v čase t nachází ve stavu
pij a v čase t + 1 se nachází ve stavu pii a také si definujme γt(pij) jako pravděpodobnost,
že se systém nachází v čase t ve stavu pij . Tyto pravděpodobnosti vypočítáme jako [11]:
ξt(pij , pii) =
fpij (t)apijpiiepij (xt)fpii(t+ 1)∑N
j=1
∑N





ξt(pij , pii) (3.7)
kde N značí počet stavů.
Pomocí těchto pravděpodobností získáme následující hodnoty, které využijeme při úpravě
parametrů modelu.
 očekávaný počet přechodů ze stavu pij :
∑L−1
t=1 γt(pij)
 očekávaný počet přechodů ze stavu pij do stavu pii:
∑L−1
t=1 ξt(pij , pii)
 očekáváný počet kroků kdy se systém nachází ve stavu pij :
∑L
t=1 γt(pij)
 očekáváný počet kroků kdy se systém nachází ve stavu pij a generuje symbol xt:∑L
t=1 γt(pij), xt = b
Obrázek 3.6: Grafická reprezentace Forward-backward algoritmu, systém v čase t nachází
ve stavu pij a v čase t+ 1 ve stavu pii.
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Algoritmus 3.3.4. Baum-Welch algoritmus,
najde parametry modelu, která nejlépe odpovídají trénovacím sekvencím [12], [11].
Vstup: Skrytý Markovův model.
Množina trénovacích sekvencí.
Výstup: Pravděpodobnosti přechodů akl.
Pravděpodobnosti generování symbolů ek(b).
Metoda:
1: Inicializace:
2: Nainicializují se pravděpodobnosti přechodů a pravděpodobnosti generování symbolů
3: Výpočet Forward a Backward algoritmu pro všechny stavy.










8: Jakmile výsledek zkonverguje nebo se dosáhne požadovaného počtu iterací.
3.4 Hledání genů pomocí Skrytých Markovových modelů
Využitím Skrytých Markovových modelů můžeme hledat geny v DNA sekvencích, sestavíme
model, který bude odpovídat význačným signálům a oblastem ve struktuře genu uvedených
v podkapitole 2.2. Pomocí tohoto modelu budeme analyzovat další sekvence a hledat geny,
postup je následující:
1. Podle signálů a dalších informací o struktuře genů sestavíme model, tzn. zavedeme
stavy modelu a přechody mezi nimi.
2. Natrénujeme model na DNA sekvencích pomocí Baum-Welch algoritmu, určíme tím
pravděpodobnosti parametrů modelu (pravděpodobnosti přechodů a generování sym-
bolů).
3. Nad takto sestaveným modelem budeme analyzovat neznámé DNA sekvence, budeme
se snažit určit kódující oblasti a z nich případně vyloučit introny a identifikovat tak




V kapitole 2 jsme si popsali strukturu genů, v kapitole 3 jsme si vysvětlili co jsou to Skryté
Markovovy modely. S těmito znalostmi nyní sestavíme Skrytý Markovův model tak, aby od-
povídal struktuře genů a mohl být použit pro detekci genů. Důležitou roli zde hrají signály,
které se nachází okolo genu, proto si nejprve vytvoříme jednoduchý model reprezentující
gen v rámci DNA sekvence a postupně budeme do modelu přidávat jednotlivé signály a
strukturní oblasti.
Budeme vytvářet grafickou reprezentaci modelu, ta pomůže jednoduššímu pochopení návaz-
ností mezi stavy. Stav bude reprezentován kruhem, uvnitř kterého bude číslo stavu, šipky
mezi stavy budou znázorňovat přechody. V modelu se také mohou objevit symboly, které
jsou generovány v daném stavu, tyto symboly budou modrou barvou.
4.1 Model reprezentující kódující a nekódující oblast
Už víme, že DNA sekvence obsahuje nekódující a kódující oblast – ta odpovídá genu a
eukaryotický gen je tvořen exony a introny. Na obrázku 4.1 můžeme vidět model, který
kromě počáteční (a zároveň koncového) stavu obsahuje tři stavy. Ty právě reprezentují
nekódující oblast (N), intron (I) a exon (E).
Obrázek 4.1: Model, který obsahuje stavy reprezentující nekódující oblast, oblast exonů a
intronů.
V tomto modelu zatím nejsou uvedeny symboly generované jednotlivých stavů. Zob-
razuje pouze propojení jednotlivých oblastí – oblast intronu musí být uvnitř exonu, proto
neexistuje přechod mezi stavy nekódující oblasti a intronů.
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4.2 Model s reprezentací kodonu
V kapitole 2 jsme si uvedli, že při transkripci genu (resp. RNA sekvence) se vždy přepisuje
trojice nukleotidů na jednu aminokyselinu a také, že tato trojice nukleotidů je nazývána
kodon. Model by měl proto respektovat to, že exony jsou tvořeny kodony, proto si pro
oblast exonu zavedeme tři stavy, které budou reprezentovat trojici nukleotidů v kodonu. Na
obrázku 4.2 reprezentuje stav 0 nekódující oblast, stavy 1, 2 a 3 reprezentují kodon – tedy
oblast exonu a stav 4 intron.
Obrázek 4.2: Model, ve kterém jsou stavy reprezentující kodon (stavy 1, 2 a 3).
4.3 Zavedení signálů do modelu
Nyní máme v modelu zavedeny exony, introny a reprezentaci kodonu, dále je potřeba tyto
oblasti od sebe odlišit. Před a za kódující oblastí se nachází specifické úseky DNA, jsou to
signály které pomáhají translaci RNA sekvence na protein. Jak již víme, signál před kódu-
jící oblastí se nazývá start kodon a signál za kódující oblastí se nazývá stop kodon. Tyto
signály nám pomohou určit kde začíná a kde končí exon, stejně tak je i intron ohraničen
signály. Na začátku intronu se nachazí donor a na konci akceptor. Protože známe strukturu
těchto signálů, tak si je můžeme zavést do modelu, viz obrázek 4.3.
Struktura signálů:
 start kodon – ATG
 stop kodon – TGA, TAG, TAA
 donor – GT
 akceptor – AG
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Obrázek 4.3: Model s novými stavy pro signály: start kodon, stop kodon, donor a akceptor.
Modře jsou znázorněny nukleotidy pro jednotlivé signály.
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4.4 Možnost přerušení kodonu intronem (Model I.)
Jak jsme si již uvedli, exony jsou tvořeny sekvencí kodonů a exony mohou být přerušovány
introny. Protože toto přerušení může nastat na jakékoliv pozici v rámci kodon, tzn. že
přerušení může nastat po prvním nebo druhém nukleotidu, musíme správně namodelovat
situaci, kdy se po návratu z intronu pokračuje na správné pozici v rámci kodonu. Proto
musíme zavést další stavy modelu, které budou reprezentovat intron na různých pozicích
kodonu, viz obrázek 4.4.
Obrázek 4.4: Model, který správně řeší přerušení exonu intronem v rámci kodonu.
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4.5 Model s oblastí promotoru (Model II.)
Kódující oblast předchází promotor, jedná se o oblast, která pomáhá zahájit transkripci.
V kapitole 2 jsme si popsali strukturu promotoru u eukaryotických organismů, proto nyní
do modelu přidáme další stavy, které budou reprezentovat promotor RNA polymerázu II.
Tento promotor obsahuje několik signálů, které zavedeme do modelu, jedná se o: TATA-box,
CAAT-box a GC-box.
Obrázek 4.5: Model, který obsahuje znázorněnou oblast promotoru. Detailnější pohled na
promotor je z důvodu přehlednosti na obrázku 4.6.
Každý signál je tvořen specifickou sekvencí nukleotidů, tyto sekvence nejsou ve všech
případech identické, mohou se u různých promotorů mírně lišit. Následující tabulky nesou
procentuální zastoupení jednotlivých nukleotidů na pozicích v rámci signálů. Tato data,
uvedená v [2], pochází z měření 502 sekvencí promotorů.
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Tabulka Pozice nukleotidů pro TATA-box
Pozice 0 1 2 3 4 5
A 16 352 3 354 268 360
C 46 0 10 0 0 3
G 18 3 2 5 0 20
T 309 35 374 30 121 6
T/c A/t T A/t A/t A
Tabulka 4.1: Tabulka zobrazuje četnost nukleotidů na jednotlivých pozicích. Na posledním
řádku je uveden nejpravděpodobnější nukleotid velkým znakem, méně pravděpodobný malý
znakem. Tyto hodnoty použijeme v návrhu modelu [2].
Tabulka Pozice nukleotidů pro CAAT-box
Pozice 0 1 2 3 4
A 0 0 175 119 17
C 173 174 0 8 0
G 1 0 0 21 15
T 1 1 0 27 143
C C A A/t T/a
Tabulka 4.2: Tabulka zobrazuje podobným způsobem jako 4.1 četnost nukleotidů na jed-
notlivých pozicích [2].
Tabulka Pozice nukleotidů pro GC-box
Pozice 0 1 2 3 4
A 0 2 54 46 1
C 0 0 170 1 3
G 274 272 0 224 222
T 0 0 50 3 48
G G C/t/a G/a G/t
Tabulka 4.3: Tabulka zobrazuje podobným způsobem jako 4.1 četnost nukleotidů na jed-
notlivých pozicích [2].
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Na základě hodnot z výše uvedených tabulek, přidáme do modelu signály reprezentující
oblast promotoru. Modře jsou označeny nukleotidy, tak jak jsou generovány v jednotlivých
stavech.
Obrázek 4.6: Část modelu reprezentující oblast promotoru, spodní sekvence stavů repre-
zentuje GC-box, prostřední CAAT-box a vrchní reprezentuje TATA-box.
Nyní máme s využitím důležitých signálů navrženy modely, které odpovídají struktuře
genů v DNA sekvenci. V podkapitole 4.4 je navržen základní model – Model I. a v pod-
kapitole 4.5 je navržen rozšířený model, který obsahuje oblast eukaryotického promotoru –





V následující kapitole si popíšeme specifikaci, návrh, některé implementační detaily a použití
aplikace, která bude využívat Skrytý Markovův model navržený v předchozí kapitole.
5.1 Specifikace aplikace
Specifikujme si aplikaci, která bude detekovat geny v DNA sekvenci za pomoci Skrytých
Markovových modelů. Aplikace bude vstupní DNA sekvence přijímat ze souborů, které bu-
dou obsahovat data ve formátu FASTA1, výstupní data (pozice nalezených genů) budou ve
formátu GFF2. Formát FASTA je zvolen, protože se jedná o jeden z nejpoužívanějších for-
mátů pro reprezentaci nukleotidových sekvencí, formát GFF je zvolen, protože má vhodnou
strukturu pro reprezentaci různých úseků DNA sekvencí, tedy i exonů.
Aplikace bude používat modely navržený v kapitole 4 (Model I. a Model II.), za pomoci
trénovacích sekvencí se upraví pravděpodobnosti přechodu a generování symbolů na tomto
modelu. Takto naučený model bude poté vyhodnocovat vstupní sekvence, detekovat geny
a výsledky uloží do výstupního souboru. Pro tyto účely bude vyhovovat konzolová aplikace
spustitelná na platformách GNU/Linux a Windows, nastavení aplikace se bude provádět
konfiguračním souborem.
FASTA formát
Níže je uvedena struktura souboru ve formátu FASTA, řádek začínající znakem > obsahuje
informace o biologické sekvenci (v tomto případě DNA sekvenci), která nasleduje za tímto
řádkem.Další řádkem začínající znakem > uvozuje novou sekvenci. Každý soubor může ob-
sahovat různé množství těchto sekvencí.




> seq2 popis druhé sekvence.
CGATCGATCGTACGTCGACTGATCGTAGCTACGTCGTACGTAG
CATCGTCAGTTACTGCATGCTCG
1Specifikaci formátu FASTA lze nalézt např. na http://www.ncbi.nlm.nih.gov/BLAST/fasta.shtml.
2Specifikaci formátu GFF lze nalézt např. na http://www.sanger.ac.uk/resources/software/gff/spec.html
32
GFF formát
Soubory s daty ve formátu GFF mají pevně danou strukturu, každý řádek obsahuje násle-
dující položky oddělené mezerou:
- seqname – název sekvence
- source – zdroj odkud jsou data získána, nejčastěji název programu
- feature – typ daného úseku sekvence, např. exon, intron, . . .
- start – začátek úseku
- end – konec úseku
- score – hodnota reprezentující skóre, pokud nemá hodnotu
- strand – znak ”+“, ”-“ značí směr sekvence
- frame – 0, 1 nebo 2 značí pozici v rámci kodonu, kde úsek začíná, pokud se neuvede
- attribute – nejčastěji tato hodnota označuje skupinu úseků v rámci sekvence
Příklad3 GFF souboru:
chr22 TeleGene enhancer 1000000 1001000 500 + . touch1
chr22 TeleGene promoter 1010000 1010100 900 + . touch1
chr22 TeleGene promoter 1020000 1020000 800 - . touch2
...
5.2 Návrh aplikace
Aplikace by měla mít část, která se stará o korektní zpracování a načtení konfigurace,
správné načtení vstupních a trénovacích sekvencí, část reprezentující samotný Skrytý Mar-
kovův model s příslušnými algoritmy a hlavní část řídící správný běh programu. Nastavení
aplikace pomocí konfiguračního souboru je výhodné, protože pro běh programu bude po-
třeba nastavit větší množství parametrů, vstupních a trénovacích sekvencí může být několik,
a proto by bylo z uživatelského hlediska velmi nepohodlné opakované zadávaní těchto hod-
not do příkazového řádku. Použití konfiguračního souboru má dále tu výhodu, že můžeme
přenášet a používat několik různých konfigurací a při případném rozšíření aplikace u GUI4
může být tato konfigurace využita k pohodlnému načítání vstupních parametrů. Struktura
konfiguračního souboru je popsána v příloze A.
Z počáteční analýzy je zřejmé, že aplikace bude složena z poměrně malého počtu částí, kde
největší význam má modul popisující Skrytý Markovův model. Bylo by nevhodné zavádět
do návrhu a samotné implementace aplikace velkou abstrakci nad daty a vytvářet složitý
objektový model, protože by to vedlo k zatemnění kódu a ke zbytečně velkým výkonnostním
nárokům aplikace.
5.2.1 Návrh modulů a tříd
Třída HMM
Skrytý Markovův model si popíšeme třídou HMM, nad kterou budou pracovat jednotlivé
algoritmy. Z definice Skrytého Markovova modelu (str. 17) víme, že je model tvořen skry-
tými stavy, abecedou generovaných symbolů, maticí popisující přechody mezi stavy a maticí
3Zdroj příkladu spolu s popisem formátu: http://genome.ucsc.edu/FAQ/FAQformat.html#format3
4Grafické uživatelské rozhraní.
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určující pravděpodobnosti generování symbolů. Třída HMM by proto měla nést všechny
tyto parametry. Jednotlivé stavy by mohly být tvořeny instancemi speciální třídy, která
by je popisovala, ale to by vedlo ke zbytečně složitému a neefektivnímu použití algoritmů
nad tímto modelem. Lepší je si reprezentovat stavy jen pomocí indexů, to pak můžeme vý-
hodně využít při popisování přechodů mezi stavy, kdy matice přechodů je reprezentována
jako dvourozměrné pole např. a[i][j], kde hodnota na této pozici udává pravděpodobnost
přechodu ze stavu i do stavu j. Podobně tuto vlastnost využijeme při reprezentaci matice
generování symbolů a také to usnadní implementaci algoritmů nad modelem. Metoda init-
TransitionMatrix() se stará o správné počáteční nastavení matice přechodů, podobně i pro
matici generování symbolů. Algoritmy pracující nad tímto modelem implementují metody
forward(), backward(), viterbi() a baumWelch().
Obrázek 5.1: Struktura aplikace, Hlavní modul využívá pro svůj běh pomocné třídy. U tříd
jsou uvedeny některé metody.
Třída ConfigurationParser
Třídou ConfigurationParser obsluhuje načítání a kontrolu konfiguračního souboru a po-
skytuje načtené parametry pro aplikaci. Tato třída má několik metod, které se starají o
načtení jednotlivých položek konfiguračního souboru, jako např. parseOutputFile(), která
vrací jméno výstupního souboru.
Třída FASTAParser
Instance třídy FASTAParser obsluhuje jeden FASTA soubor, ze kterého jednoduše posky-
tuje jednotlivé sekvence a k nim přidružené informace. Metoda convertSymbols() převádí
sekvence do formátu, který je vhodný pro reprezentaci sekvencí v algoritmech nad Skrytým
Markovovým modelem v třídě HMM, jednotlivé symboly převádí na čísla:
 A→ 0
 C → 1
 G→ 2
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 T → 3
Třída GFFWriter
Třída GFFWriter přijímá sekvenci stavů z průchodu modelem pomocí Viterbiho algoritmu,
metoda parsePath()tuto sekvenci převede na záznamy o výskytu exonů ve vstupní sekvenci.
A metoda writeToFile() tyto záznamy následně zapíše do výstupního souboru ve formátu
GFF.
Hlavní modul
Výše uvedené třídy pak využívá hlavní modul, který řídí samotný běh aplikace. Předává
těmto třídám potřebné parametry a volá příslušné metody. Jednotlivé části aplikace se
vůbec neovlivňují, proto je možné velmi jednoduše libovolnou část vyměnit nebo upravit.
Zjednodušený model aplikace je zobrazen na obrázku 5.1.
5.2.2 Počáteční nastavení přechodové matice
Důležitou částí je návrh počátečního nastavení přechodové matice, využijeme Skrytý Mar-
kovův model navržený v kapitole 4. Návrh přechodové matice pro Model I. je v tabulce
5.1, kde hodnota na pozici udává[i,j], kde i je index řádku a j je index sloupce, udává
pravděpodobnost přechodu ze stavu i do stavu j. Např. [4,5] = 0.5, což znamená, že prav-
děpodobnost přechodu ze stavu 4 do stavu 5 je 0.5. Je zřejmé, že kde v navrženém modelu
vedl z daného stavu pouze jeden přechod, tam je v tabulce pravděpodobnost rovna 1, když
ze stavu vedlo více přechodů, pravděpodobnost se poměrně rozdělila. Při trénování modelu
pak dojde ke zpřesnění těchto hodnot.




























Tabulka 5.1: Počáteční nastavení přechodové matice pro Model I., hodnota na pozici [i,j],
kde i je index řádku a j je index sloupce, udává pravděpodobnost přechodu ze stavu i do
stavu j. Pro přehlednost nejsou v tabulce uvedeny hodnoty, kde je pravděpodobnost rovna
0.
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5.2.3 Počáteční nastavení matice generování symbolů
Stejně tak musíme nastavit matici generování symbolů, opět vycházíme z dříve navrženého
modelu (Model I. kapitola 4). V tabulce 5.2 podobně jako u předchozí matice, udává hodnota
na pozici [i,j], kde i je index řádku a j je název sloupce, pravděpodobnost generování
symbolu j ve stavu i. Např. [0,A] = 0.25, což znamená, že pravděpodobnost generování
symbolu A ve stavu 0 je 0.25. Při návrhu hodnot této matice jsme postupovali obdobně a
stejně jako v předchozím případě dojde při trénování modelu k úpravě pravděpodobností u
stavu, který generuje více symbolů.
A C G T




4 0.25 0.25 0.25 0.25
5 0.25 0.25 0.25 0.25
6 0.25 0.25 0.25 0.25
7 1
8 1















24 0.25 0.25 0.25 0.25
25 1
26 1
Tabulka 5.2: Počáteční nastavení matice generování symbolů pro Model I., Hodnota na
pozici (i,j), kde i je index řádku a j je název sloupce, udává pravděpodobnost generování




Aplikace je implementována v multiplatformním jazyce Python verze 2.7. Při implementaci
je využita knihovna Numpy verze 1.4.1 pro práci s poli a knihovna Biopython verze 1.55
pro práci se biologickými daty. Implementace v tomto jazyce plně postačuje pro demon-
strační řešení problému hledání genů a ověření funkčnosti navrženého modelu. Přestože se
jedná o jazyk s vyšší úrovní abstrakce, tak umožňuje poměrně rychlou práci s řetězci a poli.
Navíc lze využít některé pokročilé konstrukce, které značně urychlují běh aplikace.
Například následující část kódu Forward algoritmu provádí iterační výpočet nad dvou-
rozměrným polem F , které nese hodnoty dopředných proměnných.
1: for t in range (1, L):
2: for state in range(0, self.N):
3: sum = 0.0
4: for state2 in range(0, self.N):
5: sum = sum + (F[state2, t-1] * self.A[state2, state])
6: scales[t] = 1.0 / sum * self.E[state, seq[t]]
7: F[state, t] = sum / scales[t]
Tato část kódu může být nahrazena konstrukcí, která využívá knihovnu Numpy :
1: for t in range(1,L):
2: F[:, t] = np.dot(F[:,t-1], self.A) * self.E[:, seq[t]]
3: scales[t] = 1.0 / np.sum(F[ :,t])
4: F[:,t] = F[:,t] * scales[t]
u které je výpočet v porovnání s předchozí konstrukcí řádově rychlejší.
Při implementaci algoritmů se vyskytl problém s možným podtečením hodnot. Kon-
krétně se jedná o implementaci Baum-Welch algoritmu, kde dochází při výpočtu dopředných
a zpětných proměnných k velkému množství násobení malých hodnot – pravděpodobností.
Může se stát, že při opakovaném násobení mohou tyto hodnoty přesáhnout rozsah datového
typu float v Pythonu. Proto byla nutná úprava Forward a Backward algoritmu tak, jak je
navrženo v [11].
Hodnoty pravděpodobnosti přechodů a generování symbolů musely být upraveny určitou
hodnotou (koeficientem) a tím se změní měřítko. Tento koeficient získáme tak, že ve For-
ward algoritmu při každém kroku nejprve vypočítáme dopředné proměnné (ve výše uvede-
ném kódu je to proměnná F ), vypočítáme sumu těchto proměnných a za výslednou hodnotu
koeficientu (v kódu scales) dosadíme výsledek výpočtu 1/suma proměnných. Takto získáme
koeficienty, pomocí kterých upravíme dopředné proměnné a poté tyto koeficienty předáme
Backward algoritmu, který těmito koeficienty upraví zpětné proměnné. Podobným způ-
sobem dochází k lehké úpravě dalšího kroku Baum-Welch algoritmu – úpravě parametrů
modelu, protože zde se opět pracuje s pravděpodobnostmi přechodů a generování symbolů.
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U Viterbiho algoritmu také dochází k velkému množství násobení pravděpodobností, zde
můžeme předejít podtečení hodnot tím, že budeme pracovat s logaritmem těchto hodnot.
Úprava algoritmu je tedy jednoduchá, tam kde se pracuje s pravděpodobnostmi, dosadíme
logaritmus těchto hodnot. Původní násobení těchto hodnot musíme nahradit součtem jejich
logaritmů, protože log(xy) = log(x) + log(y).
Jednotlivé části aplikace jsou implementovány v samostatných modulech (souborech),
implementace Skrytého Markovova modelu a algoritmů nad ním je v modulu hmm.py, mo-
dul parsers.py obsahuje třídu implementující parser konfiguračního souboru, parser souborů
FASTA a také obsahuje třídu, která převádí výsledek běhu Skrytého Markovova modelu do
formátu GFF a tyto výsledky pak zapisuje do výstupního souboru. Hlavní modul pyhmm.py
pak řídí samotný běh aplikace a využívá k tomu ostatní moduly.
5.4 Spuštění aplikace
Aplikace se spouští v terminálu, přejdeme do adresáře obsahující moduly aplikace a následu-
jícím příkazem spustíme aplikaci, která za parametrem -c přijímá cestu ke konfiguračnímu
souboru, který má formát popsaný v příloze A:
$ python2 pyhmm.py -c config.ini
Nastavením v konfiguračním souboru můžeme určit, zdali má proběhnout trénování
modelu. Trénování modelu je velmi časově a paměťově náročná operace, proto by v tomto
případě měla být aplikace spouštěna na dostatečně výkonném počítači.
Pokud neproběhne natrénování modelu, použije se počáteční nastavení modelu podle jed-
noho ze dvou návrhů modelu z kapitoly 4. První – základní model je navržen v podkapitole
4.4 (v konfiguračním souboru parametr model type=1 ), druhý model obsahuje oblast pro-




Tato kapitola popisuje způsob testování navržených a implementovaných modelů na reál-
ných datech. Na konci kapitoly se nachází shrnutí testů a popsány možné úpravy a vylepšení
modelu.
6.1 Způsob testování
Aplikace byla testována na vzorových datech zveřejněných na serveru www.geneprediction.org,
jedno z těchto testovacích dat je např. DNA houby Aspergillus fumigatus (tato plísňovitá
houba způsobuje onemocnění dýchacích cest1). Tyto data obsahují jak DNA sekvence, tak
i pozice jednotlivých genů v DNA sekvencích, proto umožňují dobrou kontrolu výsledků.
Byly provedeny sady testů nejprve se základním modelem (Model I.) a poté i s rozšíře-
ným modelem, který zohledňuje oblast promotoru (Model II.). Testování probíhalo na vý-
konném počítači s operačním systémem GNU/Linux. Běh Baum-Welch algoritmu vyžaduje
vysoký výpočetní výkon i velké množství operační paměti, je to způsobeno náročnými vý-
počty nad velkým počtem reálných hodnot. Stejně tak je zapotřebí vysoký výkon pro běh
Viterbiho algoritmu, proto je pro správný běh aplikace doporučen výkonný počítač.
Testy by měly ověřit správnost navržené implementace a prokázat, že navržené modely
jsou dobrým základem pro další rozšiřování, tak aby se zvýšila úspěšnost detekce genů.
Nelze očekávat, že navržené modely budou mít stoprocentní úspěšnost, protože se jedná
o velice složitý problém. K maximalizování úspěšnosti je třeba využít Skryté Markovovy
modely vyšších řádů, případně využít dalších pomocných technik, tato problematika ale
přesahuje rámec této práce.
Testy byly prováděny na obou modelech, pro každý model byl spuštěn test s počáteč-
ním nastavením přechodových matic a matic generování symbolů, tak jak jsou tyto prav-
děpodobnosti navrženy v podkapitole 5.2.2 resp. 5.2.3. Dále byly tyto modely testovány s
využitím trénování modelu, který upravuje nastavení těchto pravděpodobností, trénování




Následující část stručně popisuje průběh a výsledky jednotlivých testů. Výsledky těchto
testů jsou průměrné hodnoty z běhu nad různými vstupními daty.
6.2.1 Model I. – bez trénování
Testování základního modelu bez použití trénování modelu probíhalo nad celými zdrojovými
daty. Výsledky těchto testů by měly naznačit jak je přesné počáteční nastavení pravděpo-
dobností.
Výsledkem běhu aplikace s tímto modelem bylo zhruba trojnásobné množství nalezených
exonů v porovnání se vzorovými daty. Mezi těmito výsledky bylo zhruba 5 % správných
výsledků. Tento počet je způsoben jednak tím, že model nebyl natrénován a také z důvodu
přílišné obecnosti modelu, která způsobuje, že model chybně označí část DNA jako geny.
6.2.2 Model I. – s trénováním
Pro tyto testy byla využita třetina náhodně vybraných sekvencí pro natrénování modelu.
Celkový test proběhl celkem třikrát, vždy s jinými náhodně vybranými trénovacími sekven-
cemi a celkové výsledky tvoří průměrné hodnoty ze všech tří běhů.
Trénovací část proběhla celkem v padesáti iteracích, poté byla spuštěna detekce genů
nad zbývajícími sekvencemi. Takto natrénovaný model dosahoval mírně lepších výsledků,
kdy chybně označil zhruba dvojnásobné množství exonů a dosahoval úspěšnosti zhruba 8 %.
6.2.3 Model II. – bez trénování
Při těchto testech byl použit Model II., který správně reprezentuje oblast promotoru před-
cházející gen, opět s počátečním nastavením pravděpodobností.
Úspěšnost těchto testů byla zhruba 24 %, množství chybně označených oblastí DNA
sekvence byla také nižší.
6.2.4 Model II. – s trénováním
Poslední sada testů probíhala na Modelu II. s použitím trénování modelu. Byla použita
stejná metoda jako v předchozím případě, tedy tři běhy aplikace s různými trénovacími
sekvencemi. Každý běh trénování byl spuštěn v padesáti iteracích.
Tyto testy dosahovaly nejlepších výsledků, takto natrénovaný model dosahoval úspěš-
nosti zhruba 36 %.
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6.3 Shrnutí
Tyto základní testy ukázaly, že při použití příliš obecného modelu aplikace ve velké míře
chybně vyhodnotí části DNA jako geny. Použitím rozšířeného modelu, se podařilo dosáh-
nout výrazně lepších výsledků. Rozšířený model má tu nevýhodu, že obsahuje větší množ-
ství stavů, proto velmi roste výpočetní a časová náročnost. Cílem tohoto projektu bylo
navrhnout aplikaci využívající Skryté Markovovy modely a ověřit její funkčnost na reál-
ných datech, což se podařilo. Při návrhu aplikace byl kladen důraz na jednotlivé použité
algoritmy a metody, tyto se ukázaly jako funkční a použitelné. Výsledky, které dává tato
aplikace mohou být dále zlepšovány rozšiřováním a přesnější specifikací jednotlivých signálů




V této práci jsem se zabýval hledáním genů v DNA sekvencích pomocí Skrytých Marko-
vových modelů. Nejprve stručně vysvětluji některé pojmy z oblasti molekulární biologie
důležité pro pochopení tématiky, popisuji jak dochází k předávání genetické informace v
buňce a jak je tato informace uchovávána. Dále také uvádím stavbu a strukturu molekuly
DNA, rozdíl mezi prokaryotickou a eukaryotickou buňkou a to, jaká je struktura genů v
těchto typech buněk. V kapitole 3 popisuji Skryté Markovovy modely, z čeho jsou složeny a
jak fungují, dále vysvětluji algoritmy pro práci se těmito modely, důležité např. pro nasta-
vení nebo učení modelů. V kapitole 4 se zabývám návrhem Skrytého Markovova modelu,
který je sestaven na základě znalostí o struktuře genů. Tento navržený model pak využívám
v aplikaci, se kterou provádím experimenty nad reálnými daty, jež jsou popsány v kapitole 6.
Experimenty jsem prováděl se dvěma typy modelu, jeden je základní a druhý rozšířený,
který využívá více signálů. Z výsledků testů vyplývá, že základní model ve velké míře chybně
označoval za geny i ty úseky DNA, které geny nekódovaly. Tato chybovost je způsobena pří-
lišnou obecností modelu. Použitím rozšířeného modelu jsem dosáhl lepších výsledků, tento
model totiž zohledňuje oblast promotoru, která je v rámci DNA sekvenci specifická a proto
model vykazoval menší chybovost.
Navržená aplikace prokázala na experimentech svoji základní funkčnost, díky své struk-
tuře navíc umožňuje jednoduché rozšíření o další modely. Úspěšnost aplikace při hledání
genů by bylo možné zvýšit dalším rozšířením o složitější modely. Jednou z cest by mohlo
být více různých modelů použitých v aplikaci, tyto modely by byly navržené speciálně pro
různé typy DNA. Tato specializace by mohla pomoci ke zvýšení úspěšnosti.
Dalším zajímavým rozšířením, jež by mohlo vést k lepším výsledkům, by mohly být mo-
dely, které by nezohledňovaly jen strukturu a pozici signálů okolo genů, ale využívala by se
i znalost o přibližné vzdálenosti mezi jednotlivými signály.
Jiné rozšíření aplikace by mohlo využít Skrytých Markovových modelů vyšších řádů, tato
problematika ale přesahuje rámec této práce.
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Aplikace při spuštění načte konfigurační soubor a pomocí tohoto souboru nastaví své vnitřní
parametry. Konfigurační soubor má několik sekcí, každá sekce je uvozena názvem. Název ka-
ždé sekce je uveden v hranatých závorkách, například sekce Main je uvedena takto: [MAIN].
Řádky začínající znakem ”#“ nebo ”;“ jsou ignorovány a mohou být tedy použity jako ko-
mentáře. Struktura konfiguračního souboru je podobná INI souborům1.
Sekce konfigurační souboru:
 MAIN – tato sekce obsahuje základní nastavení programu. Na každém řádku se na-
chází dvojice parametr = hodnota, popis parametrů:
– parametr verbose nastavený na true povolí vypisování informací z běhu aplikace
na standardní výstup, nastavením na false se nevypisují žádné informace. Pokud
není přiřazena žádná hodnota, použije se výchozí nastavení – true.
– parametr train phase nastavený na true říká, že má proběhnout trénovací fáze,
nastavením na false se tato fáze přeskočí, pokud není parametr uveden, považuje
se za nastavený na true
– parametr test phase se nastavuje podobně jako předchozí, určuje zdali má pro-
běhnout fáze vyhledávání genů nad neznámými sekvencemi, pokud není parametr
uveden, považuje se za nastavený na true
– parametr output file nastavuje cestu k souboru s výsledkem běhu souboru,
– parametr train iterations udává počet iterací při trénovaní modelu,
– parametr load em matrix udává cestu k načtení uložené natrénované matice,
která udává pravděpodobnosti generování symbolů. Pokud není přiřazena žádná
hodnota, použije se výchozí nastavení.
– parametr store em matrix udává cestu k uložení natrénované matice, která udává
pravděpodobnosti generování symbolů. Pokud není přiřazena žádná hodnota,
nedojde k uložení natrénované matice.
– parametr load tran matrix udává cestu k načtení uložené natrénované přecho-
dové matice. Pokud není přiřazena žádná hodnota, použije se výchozí nastavení.
– parametr store tran matrix udává cestu k uložení natrénované přechodové ma-
tice. Pokud není přiřazena žádná hodnota, nedojde k uložení natrénované matice.
1Struktura je popsána v RFC 882: http://tools.ietf.org/html/rfc822.html, sekce 3.1.1, “LONG HEADER
FIELDS”.
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 TRAIN FILES – obsahuje cestu k souborům ve formátu FASTA, které obsahují tré-
novací sekvence. Jméno každého souboru je na samostatném řádku.
 INPUT FILES – obsahuje cestu k souborům ve formátu FASTA, které obsahují





train phase = true
test phase = true
output file = name.gff
train iterations = 10
load em matrix = filename
store em matrix = filename
load tran matrix = filename
store tran matrix = filename
[TRAIN FILES]
train file1.fasta
train file2.fasta
train file3.fasta
[INPUT FILES]
input file1.fasta
input file2.fasta
input file3.fasta
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