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Abst rac t - -A  representation formula (by means of the generalized Lucas Polynomials of first 
kind) for the moments of the density of zeros of Orthogonal Polynomial Sets defined by a three- 
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1. INTRODUCTION 
The problem of computing the moments of the density of zeros for Orthogonal Polynomial Sets 
(shortly OPS) associated with a Jacobi matrix, or defined by a second order hypergeometric 
differential equation, has been studied in some articles appeared in the Journal of Mathematical 
Physics (see, e.g., [1-5]). 
It is well known that the Hamiltonian matrix of a physical system can be reduced by a similar- 
ity transformation to a Jacobi (i.e., tridiagonal symmetric matrix). A relevant problem in Physics 
is to deduce the information about the zero's distribution of the OPS associated with the Jacobi 
matrix starting directly from the entries of the matrix and then avoiding the explicit represen- 
tation of the polynomials. A method traditionally used is connected with the representation f 
the sums of powers of zeros of the considered polynomials. These sums are symmetric functions 
of the zeros and are strictly related to the moments of the zero's distribution with respect o the 
origin. In this article, we explicitly compute the above-mentioned moments by using a simple 
link with the generalized Lucas polynomials of first kind. 
The article is organized as follows: in Section 2 and Section 3, we recall some basic definitions 
related with the general solution of a bilateral inear recurrence relation. We subsequently in- 
troduce the generalized Lucas polynomials of second and first kind. In Section 4 and Section 5, 
these results are applied to our problem. The numerical values presented in Section 6 have been 
obtained by using a suitable software (a FORTRAN program named "Momenti" is at present 
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available) which allows us to obtain the same values as in the case considered by Ricci [5] and 
Natalini [6], when the coefficients of the ODE defining the OPS are known. 
2. THE GENERAL IZED LUCAS 
POLYNOMIALS  OF SECOND K IND 
Consider the bilateral homogeneous recurrence relation with r + 1 terms and constant (real or 
complex) coefficients Uk (k = 1, 2 , . . . ,  r), (ur 7 t 0) 
Z n -~ U lXn_ l  - u2Xn-  2 "[-'." n c ( -1 ) r - lu rXn_r ,  n E Z. (2.1) 
In the literature (see, e.g., [70, a general solution of (2.1) is usually obtained by starting from 
the roots of the characteristic equation 
q~ - ulq ~-1 +. . .  + (-1)~u~ = 0. (2.2) 
However, this general method presents ome disadvantages: 
(i) it leads out of the quotient's field of the coefficients u l , . . . ,  ur; 
(ii) it requires the knowledge of the roots of the characteristic equation; 
(iii) it gives different representations of the general solution according to the multiplicity of 
the roots. 
A simpler technique for constructing a general solution of the recurrence relation (2.1) is 
based on the use of a canonical basis for the r-dimensional vectorial space Vr of the solu- 
tions. This method avoids all the above-mentioned difficulties. We will consider the general 
solution as a linear combination of the particular solutions corresponding to the initial values 
(1,0, 0 , . . . ,  0), (0, 1, 0 , . . . ,  0) , . . . ,  (0, 0, 0 , . . . ,  1). These particular solutions will be denoted by 
Fk,n(Ul, . . .  ,Ur) or simply by Fk,~ (k = 1,... ,r; n E Z). 
We will adopt a somewhat unusual choice for the indexes, by putting the following initial 
conditions 
Fr -k+l ,h -2 (U l , . . . ,Ur )  = ~k,h, k,h = 1 , . . . , r .  (2.3) 
This choice will be justified in the subsequent Remarks 2.1 and 3.1. 
The Fk,n functions have been considered by Raghavacharyulu and Tekumalla [8] and by Bruschi 
and Ricci [9,10]. In the last papers the reflection property 
(Ur- ?All) i , k= l ,  r; nEZ,  , , . . . ,  Fk ,~(u l , . . . ,u~)  = F~-k+i , -~+~-s  \ u~ ' " '  ur  u r  
has been proved under the hypothesis u~ 7t 0. This relation permits the definition of the Fk,n 
functions with negative values for the index n. 
All the Fk,n functions can be represented starting from the unique sequence Fi,n, since the 
solutions 
{Fl,n-1}, {Fi,n-2},..., {Fl,n-r}, n E Z 
constitutes another basis for V~. This is a consequence of the following relations: 
fx ,n  -~- U lF l ,n -x  Jr-F2,n-1, 
F2,n = - U2F l ,n -1  -t- F3 ,n-1 ,  
- .  (2.4) 
Fr - l ,n  = ( -1 ) r -2ur - l F l ,n -1  -k F~,,~-I, 
Fr,n = (-1)r-XurFl,n-1. 
The above considerations justify the following definition. 
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DEFINITION 2.1. The bilateral sequence {Fl,n}nez corresponding to the initial conditions 
F1 , -1  --- 0, F1,0 = 0, F1,1 = 0 , . . . ,  E l , r -2  = 1, 
is called the "fundamental solution" of the recurrence relation (2.1). 
This is the "fonction fondamentale" of Lucas (see [11]). 
For the sake of simplicity in the sequel, we will adopt the notation 
F l ,~(u l , . . . ,  u~) = ~(u l , . . . ,  u~) = ~,  n ~ Z. 
For n >_ -1,  the sequence (I),~ constitutes a sequence of polynomials indicated in the literature 
as generalized Lucas polynomials of the second kind. 
REMARK 2.1. Note that in the particular case r = 2, by putting ul = x,u2 = 1, we obtain 
~On(uI,i) =i~n(x,l) =Un (2)  , nEN0 
where Un(x) denotes the n th classical Chebyshev polynomials of the second kind with the same 
index n. This is a consequence of the prescribed choice of indexes for the Fk,~ functions. 
If r _> 3, by putting ur = 1 a set of multidimensional Chebyshev polynomials of the second 
kind can be obtained by the position 
(~n(Ul,...,Ur-I,1) =: U(r-1)(Ul,...,Ur-1), hEN0.  
Some properties of these polynomials have been studies by Bruschi and Ricci [10]. More general 
definitions and extensions of this class of multidimensional polynomials can be found in papers 
by Lild [12], Lild et al. [13,14], Koornwinder [15,16], and Beerends [17]. 
3. THE GENERALIZED LUCAS 
POLYNOMIALS OF FIRST KIND 
Among the solutions of the bilateral recurrence relation (2.1) there is, of course, the sum of 
n th powers of the roots of the characteristic equation (2.2). 
We shall refer to this solution as the "primordial solution" of the linear recurrence (2.1). As a 
matter of fact, it generalizes the so-called "fonction primordiale" of Lucas (see [11]). 
We shall denote this solution by the symbol {q~n(Ul . . . .  ,u~)}~ez = {~n}neZ. For n > r - 2 
the terms k~n are a sequence of polynomials, called generalized Lucas polynomials of first kind. It 
is clear that these polynomials are determined assuming the initial conditions expressed by the 
Newton classical formulas 
~I/r-1 = ~1 = ~ qi 
i=1 
II) r : U l l I / r _ l  -- 2U 2 ~- ~ q~ 
i=1 
~2r-3 = ul~2~-a - u2q12~-5 +."  + ( -1) r -au~-2~r-1  (3.1) 
+ ( -1) r -2( r  - 1)ur-1 = £ q~-I 
i=1 
k02r-2 = ui~2r-3 - u2kO2r-4 + ""  + ( -1 ) r -~ur - i~r -1  
"t" ( - -1 ) r - l ru r  = ~ q~, 
i=1 
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and, for n > 2r - 2, 
Cn "-: Ul Cn--1 -- U2~n-2  "{-' '"  "~- ( - -1 ) r - - lu r~n- r  
= ~ q~-~+2, n > 2r - 2. 
i=1 
Hence, for n = 2r 2, we have 
(3.2) 
~r-2  = r = ~ q0. (3.3) 
i=1 
The generalized Lucas polynomials of first kind are then defined, for every n _> r - 2 by the 
initial conditions (3.1), and the recurrence relation (3.2). 
REMARK 3.1. In the particular case r = 2, Ul = x, u2 = 1, we obtain 
k~n(ul ,1)=~n(x,  1 )=2Tn(2  ) , nElgo,  
where Tn(x) denotes the n th classical Chebyshev polynomials of first kind. Even in this case, 
if r _> 3, a particular set of the multidimensional Chebyshev polynomials of first kind can be 
obtained by the definition 
~n(U l , . . . ,  Ur_ l ,  1) =:  T ( r -1 ) (U l , . . .  , Ur -1) ,  n ~ r - 2. 
Some properties of these polynomials have been studied by Bruschi and Ricci [10]. More 
general definitions and extensions of this class of multidimensional polynomials can be found in 
the papers by Lidl [12], Lidl et al. [13,14], Koornwinder [15,16], and Beerends [17]. 
4. THE PROBLEM 
Denote by {aN} and {iN-l} (N _ 1) the coefficients of the three-term recurrence relation 
P-1 : 0; Po(x) : 1, 
PN(X)  ~- (X - -C~N)PN- I (X )  -- ~2  1PN-2(X) ,  
N _> 1. (4.1) 
As stated in the well-known FAVARD's theorem (see [18]), there exists a suitable measure de, 
supported by an interval [a, b] of the real axis, such that the system of polynomials defined by (4.1) 
is constituted by polynomials orthogonal in [a, b] with respect o the measure de. 
For any fixed N E N consider the density of the zeros xk) N of the polynomial PN, defined by 
the distribution measure 
N 
1 
k=l 
whose moments are given by 
5 = Dirac delta, (4.2) 
N 
,(N> 1 E r (4.3) #r = -~ X k,N. 
k=l 
fiN) Our problem consists in representing, V N E N, the moments #r starting directly from 
the entries {C~N} and {/~N-I} of the 3acobi matrix, and then avoiding the construction of the 
polynomials PN( X ). 
The moments #~(N) are clearly related with the generalized Lucas polynomials of first kind and 
with Bell's polynomials (see, e.g., [10,19]). 
In order to show the explicit form of this relation, we need to study the characteristic polynomial 
of the Jacobi matrix in some more detail. 
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5. THE CHARACTERIST IC  POLYNOMIAL  
OF THE JACOBI  MATRIX  
Consider, for any N > 1, the tridiagonal symmetric Jacobi matrix JN: 
JN  = 
a l  ~1 0 0 . . .  0 0 \ 
B1 a2 ~2 0 ... 0 0 
0 132 a3 B3 ... 0 o 
0 0 0 0 . . .  aN_ 1 ,~N-I 
0 0 0 0 . . .  ~N-1 aN ] 
(5.1) 
The characteristic polynomial 
Pg(x)  = (-1)  g det ( Jg  -x I )  
--~ (XN -- U l ,N xN-1  -~- U2,N xN-2  "~- " " " "~ (--1)NuN,N) 
= (X N -- ,UlX g -1  + U2 xN-2 lu . . .  + (--1)NUN 
(5.2) 
satisfies for any N >_ 1 the recurrence relation (4.1)• 
For any s : 1 < s < N, and integers kl, k2, . . . ,  ks : 1 ~_ kl < k2 < .. 
the following notation: 
< ks <_ N,  we introduce 
k l  ) , . , )k  8 
akl ~klSk~,k~-I 0 .. .  0 0 \ 
Bk~-15k,,k~-I ak~ /~k~Sk~,k~-i . . . 0 0 
J 
0 ~k3-15k2,ks -1  aka • . .  0 0 
• , ~ " . . 
0 0 0 . . .  ak~_~ J3ks_~Sk~_~,k~-i 
0 0 0 . . .  J3k~-lSk~_~,k~-i a~., 
where 5h, k denotes the Kronecker delta, and J1,2 ..... N -~ JN. 
The coefficients u8 := Us,N(1 < s < N)  are given by the following expressions: 
(5.3) 
ul = tr JN 
1,N 
u2 = E det Jk~,k2 
kl<k2 
• . •  
1,N 
U8 ~ E 
kl<k2<...<k~ 
ug = det JN. 
det Jk~,k2 ..... k., 
(5•4) 
Is is easily seen that all the preceding determinants can be computed by recursion. As a matter 
of fact we can write 
det Jko = 1; det Jkl = akl 
det Jk, ..... k, = ak8 det Jkl ..... k~_l - ;3k,-1;3k~_~6k~-l,k~_~ det Jk, ..... k._2 (5.5) 
(2 < s < Y), 
and, in particular 
det JN = UN = aN det JN-1 - ~2-1 det JN-2.  (5.6) 
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By (5.5) and using the induction method the following expressions for the coefficients of the 
characteristic polynomial easily follow: 
N 
~tl---- E ak' (5.71) 
k=l 
1,N N- I  
kl <k2 h=l 
1,N N-1  N 
kl<k2<ka h=l  k=l 
N (h,h+l) where the symbol ~k=l  indicates that the sum runs over all indexes k different from h 
and h + 1. 
By using similar notations, we find 
I,N N-1  1,N 1,N-1 
U4 ~- E aklak2ak~ak4 -- E ]~ E (h'hT1) aklak2 + E ~h1~h22  (5.74) 
k l<" '<k  4 h=l  kl<k2 hi<h2 
h2-hl>2 
and in general, by putting 
we can write 
U 8 
G = 
s if s is even, 
---= s--1 
- - - -~,  if S is odd, 
1,N 
E 
kl<k2<...<k~ 
1,N-1 1,N 
+ E 2 2 
hi<h2 kl <...<k.~_4 
h2-hl >2 
1,N-1 
(-1)o E 
hi <.--<h~, 
h , -h j>2 (i<j) 
+ 1,N-1 
(-1)~ E 
hl<. ' .<h~ 
hl-hj>_2 (i<j) 
N-1 1,N 
h=l kx <'"<k,.-2 
(hl,hl+l;h2,h2+l)_ ~ 
t~kl C~k2 • . . aks_4 ~- • . . 
(s odd) 
N 
fl21"'" f12o" E (hl'hl+l;'";ha'h°'+l)ak 
k=l 
/~h21 ...  3~ (S even) 
l<s<N 
(5.78) 
Note that the first term in the preceding sum represents the elementary symmetric func- 
tion of order s relative to the numbers a l , . . .  ,aN (sum of products of s elements arbitrar- 
ily chosen among these numbers); the second term, with negative sign, represent the sum 
of products of each f~2 by the elementary symmetric function of order s - 2 of the numbers 
a l , . . . ,  ah - l ,  O~h+2,..., aN (these are the elements that belong to the matrix obtained from JN 
erasing the rows and columns containing f~h); the third term, with positive sign, represents the 
sum of products of each 2 2 ~hl f~h2 by the elementary symmetric function of order s - 4 of the num- 
bers a l , . . .  , C~hl_l, ahl-{-2, . . . , ah2-1, ah2+2,.. .  , aN (belonging to the matrix obtained from Jg 
erasing the rows and columns containing fib1 and ~h~); and so on. 
The preceding formulas (5.7s)(s = 1 , . . . ,N )  allow to construct all the coefficients of the 
characteristic polynomial PN(X) starting from the given coefficients of the recurrence relation 
a l , . . .  , aN;  ~1, - . . ,  ]~N-1. 
From preceding consideration, and by recalling the definitions (3.1)-(3.2) of the generalized 
Lucas polynomials of first kind, we can prove the following theorem. 
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THEOREM 5.1. For any integers N >_ 1 and r 6 No, the following representation formula for the 
moments  of the density of zeros of orthogona] polynomials is true: 
N 
i(N) 1 ~ r 1 
lz~ = -~ ~ xk, N = ~k0r+N-2(Ul , . . . ,UN)  r ---- 0, 1,2, . . .  (5.8) 
k=l  
where the variables Ul , . . .  , UN are given by the preceding formulas (5.7s) (s = 1 , . . . ,  N). 
REMARK 5.1. If all Xk,N does not vanish, the representation formula (5.8) is still true with r E Z, 
since the Lucas polynomials of the first kind in several variables are well defined. 
6. APPL ICAT IONS 
In this last section, we consider some particular applications of the general formula we have 
derived before. By using the relation (5.8) and the expression (5.78) for the coefficients us(s = 
1, . . . ,  N) of the characteristic polynomial, we have determined, for each of the considered ex- 
amples, some of the moments for orthogonal polynomials of increasing order, and besides the 
most important statistical parameters, i.e., the mean value M, the variance a 2, the Fischer 
coefficient 71 and the Pearson index 72. 
The results have been obtained by using a special FORTRAN program named "Momenti," 
which is actually available. 
In the first application, the c~k entries of the Jacobi matrix have been randomly chosen. 
APPLICATION 6.1. The dimension of the considered matrix is N = 15. 
{~k}k=115 = {2,.3,.5,--1,.2,3,.1,.1,.3,1,.5,2, 1 .5,.3} ~k = 1, (k = 1, . . . ,14)  
#~ = 0.720000000D+ 00 
p~ = - .167555600D+ 03 
! 
#5 = - .221278457D+ 04 
/ 
#7 = 0.170783425D+ 07 
! 
#9 = - .106388491D+ 09 
! 
#11 = - .151032390D+ 11 
~3 = 0.216061000D+ 13 
! 
#18 = 0.404355210D+ 14 
M= 0.720000000D+ 00 
71 = - .380530893D+ 02 
#~ = 0.327200000D+ 01
~ = - .107624443D+ 04 
! 
#6 = 0.146654020D+ 06 
~ = 0.800772928D+ 07 
/ 
#10 = - .206192946D+ 10 
! 
~12 = 0.449552747D + 11 
f #14 = 0.224417749D + 14 
a 2 = 0.275360000D + 01 
3'2 = -.800626705D + 02 
In the following applications, we consider the Jacobi matrix determined by the values 
ak = ak °, flk = bk ~. 
By a particular choice of the parameters a, 0, b, v, some orthogonal polynomials considered 
in Mathematical Physics (see, e.g., [2]), appear. 
For the following examples, we give a table containing the values of the moments #~, . . . ,  ]z~ 
and the above-mentioned parameters M, a 2, 71~ 72 which correspond to the degree (order for 
the matrix) N = 18, 27, 36, 45, 54, 63. 
A plot of the variance as a function of increasing values of N is also shown. 
a = 1; # = 1; 
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We assume 
N= 18 
#~ 0.950000000D+ 01 
#I 0.134166667D+ 03 
#~ -.403910000/9+ 05 
#~ -.548281917D+ 07
#~ -.431813477D+ 09
#~ -.149702750D+ 11
#~ 0.118667819D+13 
~ 0.258712441D+ 15 
#~ 0.243355917D+ 17 
M 0.950000000D+ 01 
62 0.439166667D+ 02 
71 -.146030938D+ 03
72 -.202498292D+ 04
1 
b=l ;  7=- .  
2 
N= 45 
#~ 0.230000000D+ 02 
#I 0.741666667D+ 03 
#~ -.186515900D+ 07
#~ -.138270162D+ 10
#~ -.604234902D+ 12
#[ -.140685909D+ 15
M 0.230000000D+ 02 
a 2 0.212666667D+ 03 
71 -.610059221D+ 03
72 -.267478536D+ 05
N= 27 
0.140000000D+ 02 
0.282666667D+ 03 
-.225341000D+ 06
-.638842307D+ 08
-.105250079D+ 11
-.809823322D+ 12
0.105390358D+15 
0.520283243D+ 17 
0.104363279D+ 20 
0.140000000D+ 02 
0.866666667D+ 02 
-.287206822D+ 03
-.679932692D+ 04
0.2 
N= 54 
0.275000000D+ 02 
0.105216667D+ 04 
-.393238700D+ 07
-.413408930D+ 10
-.257779267D+ 13
-.894735879D+ 15
0.275000000D+ 02 
0.295916667D+ 03 
-.781387825D+ 03
-.422390255D+ 05
N= 36 
0.185000000D+ 02 
0.485166667D+ 03 
-.744659000D+ 06
-.361451993D+ 09
-.102685981D+ 12
-.146662614D+ 14 
0.214911287D+ 16 
0.185000000D÷ 02 
0.142916667D+ 03 
-.444194433D+ 03
-.149699397D+ 05
N= 63 
0.320000000D+ 02 
0.141666667D+ 04 
-.737062100D÷ 07
-.104313837D+ 11
-.880181952D÷ 13
-.427457803D+ 16
0.320000000D÷ 02 
0.392666667D+ 03 
-.956313336D+ 03
-.615022125D+ 05
0 
9 
400 
350 
300 
250 
200 
150 
I00 
50 
I [ I I I I 
76 
APPLICATION 6.2. 
18 27  36  45  54  63  
N 
Figure 1. 
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APPLICATION 6.3. We assume 
1 
a=0;  0=1;  b=~;  w=0.  
This is the case of the Chebyshev polynomials of second kind: 
N= 18 N= 27 N= 36 
#~ 0.000000000D+ 00 0.000000000D+ 00 0.000000000D+00 
#5 0.472222222D+00 .481481481D+00 .486111111D+00 
~ 0.000000000D+ 00 0.000000000D+00 .000000000D+00 
#~ 0.340277778D+00 .351851852D+00 .357638889D+00 
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
p~ 0.274305556D+ 00 0.287037037D+ 00 0.293402778D+ 00
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#~ 0.233072917D+00 .246527778D+00 
#~ 0.000000000D+ 00 0.000000000D+00 
M 0.000000000D+00 ,000000000D+00 .000000000D+00 
a~ 0.472222222D+00 ,481481481D+00 .486111111D+00 
71 0.000000000D+ 00 0.000000000D+00 .000000000D+00 
72 -.147404844D+ 01 -.148224852D+ 01 -.148653061D+ 01
N= 45 N= 54 N= 63 
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#5 0.488888889D+ 00 0.490740741D+ 00 0.492063492D+ 00
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#~ 0.361111111D+00 .363425926D+00 .365079365D+00 
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#~ 0.297222222D+00 .299768519D+00 .301587302D+00 
M 0.000000000D+ 00 0.000000000D+ 00 0.000000000D+00 
a2 0.488888889D+00 .490740741D+00 .492063492D+00 
7~ O.O00000000D+O0 O.O00000000D+O0 O.O00000000D+O0 
~2 -.148915289D+01 -.149092204D+01 -.149219563D+01 
~2 
0,49 
0,48 
0,47 
0,46 
0,45 
0,44 
0,43 
0,42 
0,50 
' ~ I I I I 
9 18 27 36 45 54 
I N 
63 
Figure 2. 
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APPLICATION 6.4. We assume 
a=0;  0=1;  
This is the case of the Hermite polynomials: 
b=- - ;  r=- .  
2 2 
N= 18 N= 27 N= 36 
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#~ 0.850000000D+ 01 0.130000000D+ 02 0.175000000D+ 02
#~ 0.000000000D+ 00 0.000000000D+00 .000000000D+00 
#~ 0.140250000D+ 03 0.331500000D+ 03 0.603749999D+ 03
#~ 0.000000000D+ 00 0.000000000D+00 .000000000D+00 
#~ 0.282412500D+04 0.104032500D+05 0.257381250D+05 
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#~ 0.624080624D+ 05 0.360832874D+ 06
#~ 0.000000000D+ 00 0.000000000D+00 
M 0.000000000D+00 .000000000D+00 .000000000D+00 
if2 0.850000000D÷ 01 0.130000000D+ 02 0.175000000D+ 02
71 0.000000000D+00 .000000000D+00 .000000000D+00 
72 -.105882353D+01 -.103846154D+01 -.102857143D+01 
N= 45 N= 54 N= 63 
#~ 0.000000000D+00 .000000000D+00 .000000000D+00 
#~ 0.220000000D+02 0.265000000D+02 0.310000000D+02 
#~ 0.000000000D+00 .000000000D+ 00 0.000000000D+ 00
#~ 0.956999999D+03 0.139125000D+04 0.190650000D+04 
#~ 0.000000000D+ 00 0.000000000D+00 .000000000D+ 00
#~ 0.515624999D+05 0.906101249D+05 0.145614750D+06 
M 0.000000000D+00 .000000000D+00 .000000000D+00 
a2 0.220000000D+ 02 0.265000000D+ 02 0.310000000D+ 02
7~ 0.000000000D+ 00 0.000000000D+00 .000000000D+ 00
72 -.102272727D+01 -.101886792D+01 -.101612903D+01 
35 
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APPLICATION 6.5. We assume 
This is the case 
a = -1;  0 = 1; 
of the modified Lommel polynomials. 
1 
b=l ;  ~-=- .  
2 
N= 18 N= 27 N= 36 
#~ -.950000000D+ 01 -.140000000D+ 02 -.185000000D+ 02
#~ 0.134166667D+03 0.282666667D+03 0.485166667D+03 
#~ 0.403910000D+05 0.225341000D+06 0.744659000D+06 
#~ -.565853117D+ 07 -.648306307D+ 08 -.364534093D+ 09
#~ 0.453968217D+09 0.107756349D+11 0.104085837D+12 
~ -.166771181D+ 11 -.849996146D+ 12 -.150518897D+ 14
#~ -.116421418D+13 -,103988074D+15 -.211873658D+16 
#~ 0.271652075D+ 15 0.532106902D+ 17
#~ -.264125758D+ 17 -.108408280D+ 20
M -.950000000D+ 01 -.140000000D+ 02 -.185000000D+ 02
a 2 0.439166667D+02 0.866666667D+02 0.142916667D+03 
71 0.146030938D+03 0.287206822D+03 0.444194433D+03 
72 -.211608802D+04 -.692532692D+04 -.151208369D+05 
N= 45 N= 54 N= 63 
#~ -.230000000D+ 02 -.275000000D+ 02 -.320000000D+ 02
#~ 0.741666667D+03 0.105216667D+04 0.141666667D+04 
#~ 0.186515900D+07 0.393238700D+07 0.737062100D+07 
#~ -.139036044D+ 10 -.415015678D+ 10 -.104613976D+ 11
#~ 0.609551535D+ 12 0.259361603D+ 13 0.884161966D+ 13
#~ -.142934062D+ 15 -.904269670D+ 15 -.430699545D+ 16
M -.230000000D+ 02 -.275000000D+ 02 -.320000000D+ 02
a2 0.212666667D+03 0,295916667D+03 0.392666667D+03 
71 0.610059221D+03 0,781387825D+03 0.956313336D+ 03
72 -.269171948D+05 -.424225140D+ 05 -.616968718D+ 05
0 ] I I ] I I 
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APPLICATION 6.6. We assume 
a=0;  0=1;  b=l ;  T = - -  
N= 18 N= 27 
#~ 0.000000000D+00 .000000000D+00 
#~ 0.570134801D+03 0.156829815D+04 
#~ 0.000000000D+00 .000000000D+00 
#~ 0.895722918D+ 06 0.698001561D+ 07
#~ 0.000000000D+00 .000000000D+00 
#~ 0.177655242D+ 10 0.400316028D+ 11
#~ 0.000000000D+00 .000000000D+00 
#~ 0.385772036D+ 13 0.255312453D+ 15
#~ 0.000000000D+00 .000000000D+00 
M 0.000000000D+00 .000000000D+ 00
a 2 0.570134801D+ 03 0.156829815D+ 04
71 0.000000000D+00 .000000000D+00 
72 -.244384721D+ 00 -.162086641D+ 00 
N= 45 N= 54 
#~ 0.000000000D+00 .000000000D+00 
#~ 0.552464788D+ 04 0.863500067D+ 04
#~ 0.000000000D+00 .000000000D+00 
#~ 0.886096251D+08 0.217679353D+09 
#~ 0.000000000D+00 .000000000D+00 
#~ 0.186125773D+ 13 0.721545513D+ 13
M 0.000000000D+00 .000000000D+00 
a2 0.552464788D+ 04 0.863500067D+ 04
71 0.000000000D+ 00 0.000000000D+00 
72 -.968351809D+ 01 -.806075145D+ 01 
l+x/2 
2 
N= 36 
0.000000000D+ 00
0.319248724D+ 04
0.000000000D+ 00
0.293402368D+ 08
0.000000000D+ 00
0.351012144D+124 
0.000000000D+00 
0.000000000D+ 00
0.319248724D+ 04
0.000000000D+ 00
-.121241228D+ 00
N= 63 
.000000000D+00 
0.125857325D+05 
.000000000D+ 00
0.464266377D+ 09
.000000000D+ 00
0.225833390D+ 14
.000000000D+00 
0.125857325D+ 05
0.000000000D+ 00
-.690376617D+ 01
14000 
12000 
10000 
8000 
6000 
4000 
2000 
I I I I I I N 
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