ABSTRACT
INTRODUCTION
One long-term promise of structural genomics/bioinformatics efforts is that protein structure and function can be predicted from the primary sequence of a protein (Williams, 1999; Brenner and Levitt , 2000) . It is easy to envision the advancements in the field of molecular and structural biology as a direct consequence of this approach. However, an underlying requirement for realization of this promise is the existence of an unbiased and representative database of protein structures. Currently the protein-data-bank (PDB, http://www.rcsb.org) consists of approximately 17 000 protein structures. Considering the evolutionary mechanisms responsible for the generation of new structures in proteins, it has been speculated that there may be a limited number of fold families; as few as one to several thousand families of structures (Orengo et al., 1999; Sali and Kuriyan, 1999) . One might expect that 17 000 structures would have produced a good sampling of these families of structures but less than 700 are represented * To whom correspondence should be addressed. (Holm and Sander, 1996) . Here we present a method that can improve the efficiency of populating fold families.
Analysis of the data being deposited to the protein data bank (PDB) reveals some of the problems at hand. One problem is that about 90% of the structure determination efforts are directed toward classes of structures already well represented in the PDB (Berman et al., 2000) . With this level of redundancy, assuming that both nuclear magnetic resonance spectroscopy (NMR) and X-ray crystallography are unbiased toward the types of protein structures produced, and that rates of production increase linearly, one can extrapolate the time needed to complete a library of 6000 family folds to another 20 years. Thus, the redundancy in the structure determination efforts is likely to delay the development of structural genomics/bioinformatics initiatives or perhaps even worse, flaw conclusions by creating a biased library of structures.
Current efforts optimizing the coverage of protein fold families are often based on methods of sequencehomology analyses. Targets for structure determination are chosen because they exhibit a low sequence homology to any existing structure. Although this method will optimize the coverage of protein sequence space (the space of all unique protein sequences), it may not be the optimal method of sampling protein structure space. This contention arises from the fact that protein structural databases are already populated with examples of nearly identical protein structures with dissimilar sequences (Unligil and Rini, 2000; Moult et al., 2001) .
Ideally, the optimal target selection method should not be solely based on information extracted from our currently limited and incomplete databases. Instead, it should be based on empirical data that quickly and directly provide classification of proteins under study. In this paper, we present a method of rapid protein familyfold recognition, based on statistical analysis of empirical data (residual dipolar couplings of N-H vectors without assignment). This method can not only determine structure similarity between an unknown protein and structures in a pre-existing library of folds, but also provide a rapid and inexpensive validation method for structures predicted by computational approaches (Jones, 1999; Rohl and Baker, 2002) .
METHODS

Residual dipolar couplings
Residual dipolar couplings (RDC) provide useful orientation information for the inter-nuclear vectors within a molecule (Tolman et al., 1995; Prestegard et al., 2000; Bax et al., 2001) . The usefulness of orientational information in rapid protein structure determination has been demonstrated in numerous studies (Cornilescu et al., 1999; Fowler et al., 2000; Andrec et al., 2001a,b; Tian et al., 2001) . The dipolar couplings can be written in terms of elements of an order tensor containing the orientation and order information S kl , and direction cosines relating various vectors to the arbitrarily chosen fragment frame.
A convenient set of inter-nuclear vectors exist in the directly bonded 1 H-15 N pairs along the backbone of a protein. It can be shown that the probability density function (PDF) of 15 N-1 H dipolar couplings for a large number of uniformly distributed vectors within a sphere will converge to a powder pattern ( Fig. 1 ; Varner et al., 1996; Clore et al., 1998) . However, in practice for proteins appropriate in size for NMR spectroscopy, organization of these vectors into secondary structures causes a deviation from uniform distribution. This deviation can be exploited in order to develop refined methods of fold classification based on the statistical profile of the residual dipolar couplings.
Parzen density estimation PDF estimation is often a necessary step in constructing a statistical model that is based on empirical data. The accuracy of this model is dependent on the method of PDF estimation. Several methods are prevalent in constructing the PDF with each having their own advantages and disadvantages. In this paper, Parzen density estimation has been presented as the main method of PDF estimation (Fukunaga, 1990; Bishop, 1995) .
RESULTS
It is useful to first examine some simple hypothetical models to illustrate the sensitivity of probability-densityfunction-profiles (PDPs) to structural variations. It maybe possible, for example, to recognize the number and type of secondary structures present in a given protein. This type of information present within a PDP can then be used to identify similar and dissimilar tertiary structures of proteins. To illustrate the information content of the PDP we choose to present the case of a hypothetical helix followed by the study of a more realistic helix.
The case of a hypothetical helix
We define a hypothetical helix as one in which the backbone N-H vectors are parallel to each other in the direction of the long axis of the helix. Consider two hypothetical helices of lengths N and N /2. In this model, assume that the axis of the longer helix is parallel to the direction of the highest order (S zz ) while the second helix is oriented in some direction other than the first helix. Since dipolar-couplings are insensitive to spatial translation, all parallel vectors in space should produce equal RDCs (within the precision of measurement). Therefore by definition, all of the N-H dipolar couplings within each helix should be equal to each other. Figure 2 shows a histogram of the hypothetical data collected from these two helices. In this figure, D is the measured dipolar coupling for the helix parallel to the direction of highest order (S zz ) while D is some other value less than D corresponding to the RDC of the N-H vectors of the other helix. The following information can clearly be extracted from Figure 2 :
(1) the number of helical structures;
(2) the relative size of the structures;
(3) confinement of the orientation of these structures to a certain region of space.
The first two are obvious; the number of bars in a histogram determines the number of helices and the relative areas determine the relative sizes. The last piece of information is made more explicit in the following two equations that allow measured RDCs to place restrictions on possible orientations of a helix. Here, y is the value of the measured RDC and θ, φ are the spherical coordinates of the axis of a helix; we assume we know the principal order parameters S ii from independent sources and they are defined such that S x x S yy S zz .
It is important to realize that in addition to the above, there is degeneracy because of the insensitivity of RDC to inversion. In general, this leads to 4-fold degeneracy in orientation. In the case of axially symmetric alignment this actually increases from four to infinity because an inability to discern rotation about the z-axis.
The case of a more realistic helix Even ideal helices have slightly more complex structures than the one described above. In this section we apply the same type of study to a helix in which backbone N-H vectors deviate from the long axis of the helix by 30 o .
In this case the spherical coordinates of the backbone N-H vectors can be parameterized as θ = 30 • and ϕ ≡ U [0, 2π] (uniform distribution between 0 and 2π is approximately correct for a very long helix). Using this information, the PDP for an ideal helix can be shown to be:
where C n is a normalization factor to ensure a valid PDF. this would replace each bar in the histogram of Figure 3 . This pattern, for multiple helices of different orientations becomes a little more complex since the separation of the maxima will depend on the orientation and values of S x x , S yy and S zz . However, with a small enough number of helices, and in the absence of accidental degeneracy, the number of maxima can still provide an estimated number of helices, a restriction on orientation and an estimate of the length of each helix.
The sensitivity of the PDP in distinguishing structural differences as subtle as two differently aligned helices becomes very useful in the task of family fold identificaiton. Figure 4 illustrates this property using a 9 kDa protein, NODF (PDB code 1FH1) (Fowler et al., 2000) that can be modeled as a collection of three helices of lengths 12, 9 and 6 residues (PDB code 1FH1). If treated as ideal helices the orientation of the three helices can be described in terms of the following spherical coordinates relative to the molecular frame: (θ, φ) Figure 4 represents the simulation results (S x x = −0.0003, S yy = −0.0007, S zz = 0.001) for the three helices using coordinates from the real helices. The bars illustrate the position of maxima coming from PDPs of the individual helices. Due to shortness of the third helix, the PDP of this segment deviates from the ideal case. Thus, it is difficult to identify the contribution of peaks corresponding to this segment in Figure 4 . Helices 1 and 2 appear to have similar PDP patterns since they are nearly related by inversion about the z-axis, but peaks are more easily discerned. The light gray line in this figure represents the PDP of the same structure with the second helix rotated by 30 • in space. Utilization of PDP analysis can clearly make the distinction between the two structures. It is easy to see how exploitation of this sensitivity could be used for the validation or rejection of a proposed structure for a given protein. If the proposed structure is correct, then the best calculated PDP should resemble the measured PDP very closely. Validation of models with a priori knowledge of alignment In this section, we will illustrate the application of PDP analysis with real structures. However, a priori knowledge of the alignment of any molecule is useful in comparison of predicted and observed profiles. In the above illustrations, we have assumed an a priori knowledge of the alignment. In practice, this information would have to come from some fundamental understanding of the source of induced alignment or experimental data. A program called PALES has been utilized to simulate steric alignment (Zweckstetter and Bax, 2000) . PALES is designed to predict the alignment of a given structure (PDB file) in a liquid crystalline solution (disk or cylinder model of alignment molecules).
Given the hypothetical models discussed above, it is clear that actual structures could be used equally well. We illustrate this with a particularly interesting example of two structurally homologous proteins. This illustration will be conducted on two carbohydrate-processing enzymes with very little (less than 15%) sequence identity. The C termini of proteins 1IIR (166 residues) and 1F0K (177 residues) are known to be structurally homologous glycosyltransferaces (Unligil and Rini, 2000) with 2.2 A backbone rmsd. A third protein of similar size (ARF, pdb code 1HUR) that is known not to be structurally homologous to any of the glycosyltransferaces was also subjected to PDP analysis. The PDP for each of these proteins can be constructed by using the alignment information predicted by PALES. The probability density profile for the three structures is illustrated in Figure 5 . It is clear that the structural similarity of the 1IIR and 1F0K domains can be recognized.
Validation of models in the absence of alignment information
The procedure we used to predict alignment, PALES, is expected to work well only in the absence of nonsteric interactions, in the absence of charge-charge interactions for example. However, proteins are virtually always charged and many media used for alignment are themselves charged, bacteriophage, for example. Therefore, one cannot rely on the a priori availability of the alignment tensor from programs such as PALES. This necessitates development of methods that do not utilize a priori knowledge of the alignment tensor.
In the absence of any a priori alignment information, the PDP of an unknown protein needs to be compared to the PDP from all possible orientational alignments of a target in order to find the best match for orientation. The principal order parameters that are needed for the calculation of the RDC can still be estimated from the dipolar couplings of the unknown molecule if a sufficient number of couplings for randomly distributed vectors can be measured (Clore et al., 1998) . These order parameters can be used to calculate multiple PDPs for a representative molecule by altering its orientation. These PDPs can be compared to the PDP of the unknown molecule and the best match can be selected.
This algorithm was applied to identify the fold family to which a hypothetical unknown protein (PDB code 1C99) belonged. For this test, we used 20 structures representing nine distinct family folds. Each family group includes a family representative (reported by FSSP) as well as one to several members of the family, if present. The unknown structure selected was a member of the family represented by 1A91. These two proteins share a 56% sequence identity and a 4.5Å rmsd overlay of α-carbons over residues 2-70 as illustrated in Figure 6 . Table 1 lists the 21 structures in addition to other relevant information. In this table the 'Repr' column lists the family fold representative for that structure, size is the number of amino acids and %ID reports the percentage identity to the family representative as reported by FSSP. The column '%ID to 1C99' lists the results of pairwise alignment reported by Pairwise Blast of the NCBI (http://www.ncbi.nlm.nih.gov/BLAST/) between 1C99 and each of the remaining 20 structures. Furthermore, RMSD is the backbone rmsd reported by FSSP and the CATH column represents the classification of each structure. The best χ 2 score between each structure and the unknown after exploring all alignments is listed in the last column of Table 1 . The results in Table 1 indicate that our algorithm succeeded in identifying the correct family of the unknown structure regardless of sequence homology. The overlay of 1C99 prior to structure with the family representation 1A91 is shown in Figure 6 . Table 2 lists the results of PDP analysis as described above in the presence of added noise. The amount of noise added to the simulated RDCs (the first number) and the standard deviation used with the kernels during the Parzen density estimation (second number) are listed at the top of each column in this table. Note that ±3 Hz and ±6 Hz of uniformly added noise constitutes 5 and 10 % of the range of RDCs respectively.
CONCLUSION AND DISCUSSION
The main contribution of this method is efficient target selection for the purposes of high-throughput structure determination. In the presence of a priori knowledge regarding the alignment of a molecule, it is evident that the task of family fold recognition will be reduced to a simpler problem. The existence of information regarding the alignment of a molecule will allow the construction of a unique PDP for each representative of a fold family. The availability of this information not only reduces the complexity of the problem (as illustrated in Fig. 5 ), but it will also reduce the required computational time. The entire task of family fold recognition can be reduced to the following steps:
(1) calculate the alignment information for each of the 652 fold family representatives reported by FSSP database (Holm and Sander, 1996) ;
(2) using the alignment information create a unique PDP for each of the representatives;
(3) calculate the PDP of an unknown protein using acquired data; (4) compare the PDP of the unknown protein to 652 distinct fold family PDPs for identification;
While it is clear that the absence of the alignment information can complicate the task listed above, a tradeoff between the amount of information and an Table 2 illustrate the robustness of this analysis with respect to noise. This arises from the ability to account for error by adjusting the standard deviation of each kernel function. This alteration of the kernel function is in essence a way to declare confidence in our measurements. The results listed in Table 2 confirm, as it is expected, that the clear distinction between closely related families becomes fuzzy as the error increases. It is important to keep in mind that protein family classification is inherently different based on this method than is classification based on full structural comparison. Due to the insensitive nature of RDCs to spatial translation and inversion, any two structures that can be related to each other by these transformations are considered to belong to the same family fold. This is why some structures that can easily be segregated based on full structural information may appear similar such as 1C99 and 1FH1 reported in Tables 1 and 2 . Utilization of threading tools in addition to PDP analysis can easily resolve the false positives determined by PDP analysis alone. Adoption of the following steps can provide a method of performing the PDP analysis of proteins in the absence of alignment properties.
(1) Using the measured RDCs from the unknown molecule, construct the PDP for the unknown molecule.
(2) Using the measured RDCs estimate the three order parameters. (3) Using the estimated order parameters, create a number of PDPs for each family representative. The number of PDPs for each structure will depend on the desired resolution. In our experiments, we used 10 • rotational steps about the z-axis (both rotations) and 10 • rotations about the y-axis for a total of 23 328 (36 × 18 × 36). Note that this version has not taken an advantage of the symmetric properties of RDC. Accounting for the symmetric properties may reduce the number of PDPs by 4-fold.
The computational time for performing 23328 Euler rotations, followed by Parzen density estimation and comparison of two PDPs is about 20 s on a single 933 MHz processor. Since this task needs to be repeated for all 652 representatives, the total execution time can be estimated to be less than 2 h. This is a very practical computational time demand. It is clear that the use of PDPs in target selection could be advantageous for the high-throughput structural genomics initiative. Identification of a molecule like 1C99 prior to structure elucidation as being a structural homologue of 1A91 may well have reduced its priority as a target for structure determination. Applications of PDP analysis are broad, but in structural genomics initiatives alone we anticipate contribution in the following ways:
• PDP analysis can help in the task of target selection for the structural genomics. Since this method of selection exclusively relies on the empirical data that reflects the structure of the protein, it is less likely to produce a biased library of structures. This will assist in the construction of a library of structures that is less likely to be biased based on sequence homology.
• PDP analysis can be used to validate structures produced by various structure prediction programs. The combination of providing a proposed structure based on the primary sequence and the confirmation of the structure based on the statistical analysis of the RDC data can be a very effective method of low-resolution structure determination.
• PDP analysis can identify the structures that most resemble a given unknown molecule. Therefore, one can utilize this technique in selecting a template structure for the use with threading based techniques. Since no sequence homology information is used to select a template, this can complement and refine the usual sequence based selection.
It is important to anticipate a certain degree of reduction in the performance of this analysis in application to a large database of structures. To this end one can resort to multivariate analysis in order to increase the performance of this method in both robustness and rate of success. Artificial neural networks are good candidates for this task. A trained artificial neural network will be able to make a more robust decision regarding the classification of an unknown protein based on an array of scores. The extended robustness can be very useful in extending the range and accuracy of this application to a larger library of family folds.
