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Introduction
Les travaux de thèse ont été réalisés au sein de l’IRCCyN (Institut de Recherche en Communication et
Cybernétique de Nantes) dans les équipes ADTSI (Analyse et Décision en Traitement du Signal et de
l’Image) et Robotique. Cette collaboration a permis d’avoir une vue d’ensemble du projet : la commande
d’une prothèse robotisée à partir de signaux physiologiques, les signaux électromyographiques.
1.1 Projet
Les travaux de thèse présentent, dans un cadre probabiliste, une méthode modélisant et estimant des in-
formations à partir de signaux électromyographiques (EMG). Ce sont des signaux électriques qui se
propagent le long des fibres musculaires. Ces informations seront utilisées pour la commande d’une pro-
thèse d’avant-bras. Cette commande ne peut pas se faire de façon directe, en reliant les signaux relevés à la
prothèse car l’avant-bras humain et la prothèse ne sont pas analogues.
Trois niveaux de traitement seront nécessaires afin de réaliser la commande de la prothèse [Stashuk 01,
Fougner 12] :
• l’extraction de l’information contenue dans les signaux musculaires, présentée dans ce manuscrit ;
• la compréhension de l’intention de l’utilisateur à partir de l’information extraite ; la position du pro-
blème sera succinctement abordée ;
• la commande des moteurs de la prothèse, qui peut s’appuyer sur d’autres capteurs, tels que des cap-
teurs d’effort.
Ces trois niveaux doivent être réalisés simultanément et en ligne.
Dans notre étude, une prothèse d’avant-bras est considérée : nous traiterons des signaux EMG prove-
nant des muscles de l’avant-bras ou de la main. Cependant, la méthode employée pour extraire les informa-
tions peut être utilisée sur d’autres parties du corps et avec d’autres objectifs : l’étude du fonctionnement
musculaire, l’étude de myopathies, l’aide dans le suivi de la rééducation fonctionnelle, etc.
Les signaux EMG sont modélisés comme la somme de trains d’ondelettes. Cette modélisation paramé-
trique va nous permettre d’en extraire des valeurs quantifiables : ce sont ces informations qui seront fournies
afin de commander la prothèse.
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1.2 Plan du manuscrit
Le manuscrit est organisé de la manière suivante :
• dans le chapitre 2, nous faisons de brefs rappels de physiologie, présentons différentes prothèses et
différentes méthodes de traitement et de commande de celles-ci, et rappelons un modèle de signal
EMG intramusculaire ; ce modèle fait intervenir des trains d’impulsions ;
• dans le chapitre 3, nous proposons la modélisation markovienne d’un train d’impulsions et une mé-
thode d’estimation hors-ligne et en ligne des paramètres impliqués dans cette modélisation ;
• dans le chapitre 4, nous insérons ce modèle de train d’impulsions dans le modèle global des signaux
EMG intramusculaires ; nous présentons une méthode d’estimation par filtrage bayésien, en supposant
le nombre de trains d’impulsions connu ;
• dans le chapitre 5, nous donnons quelques idées pour l’estimation en ligne de ce paramètre discret ;
• les chapitres 6 et 7 présentent des expérimentations sur des signaux simulés et réels ;
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1.3 Notations
Les notations principales utilisées dans ce manuscrit sont rappelées ci-après. Le lecteur pourra se référer à
cette liste en cas de nécessité.
n indice du temps discret
t une variable temporelle discrète
x[n] valeur de la série temporelle x à l’instant n
xn la série temporelle [x[1] . . . x[n]]
xi coordonnée i de x
X variable aléatoire scalaire
x une réalisation de X
X variable aléatoire vectorielle
x une réalisation de X
Pr(X=x) masse de probabilité de X en x
pX(x) densité de probabilité de X en x
pX1|X2(x1, x2) densité probabilité de la variable X1 en x1, conditionnellement à X2 en x2
p|nX(x) densité de probabilité de X conditionnellement à y
n (y est l’observation)
E{X} espérance de la variable aléatoire X
xˆ estimé de x
nMU nombre d’unités motrices
`RI longueur des filtres
ns nombre de séquences retenues
tR période réfractaire
tI temps d’inactivation
y sortie du système, i.e. le signal iEMG enregistré
w bruit de mesure
v variance du bruit (si existante)
I instant d’impulsion
∆ temps inter-impulsion
U concaténation des impulsions de toutes les sources, correspondant aux commandes
H concaténation des coefficients des filtres de toutes les sources (correspondant aux
MUAP)
Θ concaténation des paramètres des lois de probabilité
T concaténation des temps de séjour pour toutes les sources
A l’ensemble des sources actives
i.i.d. indépendant et identiquement distribué
EMG électromyogramme/électromyographique
iEMG relevant d’un signal électromyographique intramusculaire
MU unité motrice
AP potentiel d’action électrique parcourant une fibre musculaire (Action Potential)
MUAP forme relevée du potentiel d’action d’un groupement de fibres musculaires (Motor
Unit Action Potential)
PMF la masse de probabilité (Probability Mass Function)
PDF la densité de probabilité (Probability Density Function)

2
Cadre et problématique de l’étude
2.1 Brefs rappels de physiologie
2.1.1 Physiologie
Le corps humain commande ses mouvements par l’intermédiaire du système nerveux central. Ce système
nerveux central regroupe le cerveau et la moelle épinière. Il envoie des ordres aux muscles par les nerfs (ou
axones) sous forme de trains d’impulsions chimiques. Ces trains sont transformés en trains d’impulsions
électriques au niveau de la liaison axone-fibre musculaire [Bigland 54]. Chaque impulsion électrique, qui
parcourt entièrement la fibre musculaire, est appelée potentiel d’action (Action Potential, AP).
Les muscles du corps sont composés de faisceaux de fibres musculaires lents, rapides ou intermé-
diaires [Sharma 01]. La commande d’un muscle est réalisée par groupement de fibres, groupement ap-
partenant entièrement à un muscle. L’ensemble {axone, groupement de fibres} est appelé unité motrice
(Motor Unit, MU). Lors de l’arrivée d’une impulsion chimique sur une MU, il résulte un AP par fibre mus-
culaire appartenant à la MU. Les MUs ne peuvent être activées en permanence : elles sont activées suivant
un schéma bien précis [Peters 99] et il existe une période réfractaire tR pendant laquelle aucun AP ne peut
les traverser. Effectivement, le AP déclenche sur son passage une réaction chimique provoquant le mouve-
ment local de la fibre musculaire [Wheater 01] : cette réaction chimique met un certain laps de temps avant
de revenir à l’équilibre.
Chaque MU s’active à une fréquence, nommée taux de décharge : c’est un nombre d’impulsions par
unité de temps. Ce taux de décharge peut varier dans le temps suivant des causes externes comme le temps
d’effort, la force à développer ; ou interne comme le nombre de groupes de fibres musculaires actifs, le type
de fibres musculaires. Ces activations successives sur une même fibre constituent un train d’impulsions.
Bien que la forme des APs soit constante pour une fibre musculaire particulière, des variations en am-
plitude et en longueur apparaissent. De plus, d’une fibre à l’autre, le diamètre influe sur l’amplitude du
potentiel d’action et la vitesse de conduction sur la longueur de la réponse.
Remarque 1. Notons que des nerfs sensorimoteurs permettent un retour d’information vers le système
nerveux central : nous sommes en présence d’un système avec rétroaction.
2.1.2 Électromyogramme
Le relevé de ces signaux électriques s’appelle un électromyogramme (EMG ou signal EMG). A l’ins-
tar d’un électrocardiogramme (ECG) pour le muscle cardiaque, l’EMG renseigne sur l’activité du ou des
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muscles étudiés. Il existe deux grands types de signal EMG.
L’EMG de surface (ou sEMG) est un relevé des signaux musculaires réalisé à la surface de la peau. Il
est obtenu grâce à une paire d’électrodes de surface ou d’une matrice d’électrodes. Ces électrodes sont pla-
cées au-dessus d’un ou de plusieurs muscles. Dans le cas d’un relevé sur de grands muscles (dos, cuisses), le
sEMG ne présente l’activité que d’un seul muscle. Par contre, la contribution de plusieurs muscles adjacents
ou superposés est récupérée dans le cas de relevé sur des petits muscles (avant-bras, main). Dans ce dernier
cas, les sEMG ne permettent pas d’avoir une idée précise de l’activation de chaque muscle. Le fait que
les électrodes soient éloignées de la zone de décharge électrique ajoute une dégradation supplémentaire, le
corps humain jouant le rôle d’un filtre passe-bas. De plus, les signaux enregistrés sont soumis à une grande
variabilité au cours des expériences : des mouvements de peau [Hargrove 08], la sudation, le replacement
des électrodes [Research 99]. Cependant le placement des électrodes est rapide, peu coûteux et non invasif.
L’EMG intramusculaire (ou iEMG) est un relevé des signaux musculaires réalisé à l’intérieur des
muscles par une électrode implantée. Les versions actuelles de ces électrodes sont souples. Ce relevé ren-
seigne localement sur l’activation d’un muscle, sans perturbation extérieure. L’électrode aiguille est placée
beaucoup plus près des fibres musculaires : les potentiels d’actions relevés sont moins filtrés par les tissus
vivants et donc plus identifiables. Cependant, nous n’obtenons qu’une image locale de l’activité musculaire.
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FIGURE 2.1 – Exemple de signal iEMG où apparaît au moins 4 unités motrices (identifiables par leur MUAP
notée 1, 2, 3 ou 4) et des unités motrices non identifiées (notées " ? "). L’affectation est faite par un expert.
Dans le cas des signaux iEMG, les relevés se présentent sous forme d’un mélange de trains d’onde-
lettes. Chaque ondelette est la somme des potentiels d’action de toutes les fibres d’une unité motrice : nous
appelons cette ondelette « potentiel d’action d’unité motrice » (Motor Unit Action Potential, MUAP) [Sta-
shuk 01, Wehner 12]. Ainsi, bien que la forme des APs varie peu d’une fibre à l’autre, par le jeu de retards
et atténuations différents, les MUAPs présentent des formes différentes d’une unité motrice à l’autre. Le si-
gnal iEMG se présente donc comme une succession de MUAPs avec de possibles interférences. La MUAP
de chaque MU permet de l’identifier à l’intérieur du signal iEMG. Elle varie légèrement au cours du temps
à cause de raisons internes et externes. Les causes internes sont un changement d’environnement chimique,
la défection d’une ou plusieurs fibres de la MU, ou encore la configuration géométrique du muscle ; une
cause externe est le mouvement de l’électrode par rapport à la MU.
2.2 Problématique de l’étude
Sur les relevés iEMG, les interférences créées par la superposition des MUAPs provenant de différentes
MUs peuvent être de type destructif ou constructif. Dans ces deux cas, les interférences peuvent perturber
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fortement le traitement du signal iEMG [von Tscharner 10]. Par exemple, dans le cas destructif, le signal est
perçu comme « moins énergétique » au moment de la destruction. Les interférences se produisent d’autant
plus fréquemment lorsque le nombre d’unités motrices actives croît (i.e. un début d’effort ou un effort
important).
Les méthodes couramment employées pour la commande de prothèses (voir paragraphe « Description
des méthodes », section 2.3.2) ne tiennent pas compte des interférences. La reconnaissance rapide de l’in-
tention de l’utilisateur est le principal attrait de ces méthodes. Cependant, elles ne donnent qu’une vision
fonctionnelle globale (l’intention de l’utilisateur) et non pas de la commande directe des muscles (en-
voyé par le système nerveux central). Seules les méthodes comprenant une décomposition du signal en ses
sources parviennent à restituer l’information de commande du système nerveux central.
La méthode, que nous présentons dans ce manuscrit, permet d’effectuer, suivant un modèle stochas-
tique des signaux iEMG, la déconvolution en ligne d’une somme de trains d’impulsions filtrés : elle
permet d’intégrer les interférences et de fournir séquentiellement des informations en étant au plus
près des commandes initiales de l’utilisateur.
Cette méthode sera destinée à fournir des informations en ligne dans le but de commander en ligne
une prothèse d’avant-bras. Elle aura pourtant d’autres utilisations comme le pilotage d’exosquelettes,
l’aide au diagnostic, le suivi de performance, l’étude physiologique, etc.)
2.3 Utilisation des signaux dans les prothèses d’avant-bras
2.3.1 Les prothèses d’avant-bras
Des prothèses déjà existantes
Les premières prothèses d’avant-bras se composaient d’un crochet qui avait la capacité de se rétracter par
une action mécanique. L’idée de la commande active de prothèse grâce au système nerveux central émane
du Pr. Norbert Wiener [Shreyder 59] 1 (1947). En 1955, sous l’impulsion de travaux sur le relevé de
signaux EMG [Bigland 54], l’équipe de Battye et al. [Battye 55] fabrique le premier dispositif (Figure 2.2)
permettant la commande d’une prothèse à crochets à partir de signaux EMG de surface. Plusieurs problèmes
technologiques et physiologiques sont ainsi soulevés après ce premier essai : la stabilité du contact entre
la peau et les électrodes, l’amplification et le filtrage des signaux, la proximité des muscles, le schéma
d’activation musculaire, etc.
Actuellement, les prothèses d’avant-bras vendues dans le commerce sont des prothèses ressemblant phy-
siquement à un avant-bras humain. Cependant l’imitation de la fonctionnalité d’un avant-bras humain reste
hors de portée : par exemple, la prothèse d’avant-bras MichelAngelo développée par Ottobock [Puchham-
mer 08] 2 permet d’effectuer un mouvement autour d’un seul degré de liberté à la fois. En fonctionnement
automatique elle ne permet de ne commander que deux degrés de liberté. Cependant les patients peuvent
régler leur prothèse suivant le type de tâches à effectuer : un bouton permet de changer de mode. Cela
permet de remédier au manque de fonctionnalité de ces prothèses. Une prothèse de bras complète, la Luke
Arm, développée au Neural Engineering Center for Artificial Limbs par T. Kuiken [Kuiken 09] [Miller 08]
pour le projet militaire DARPA [Adee 08], a été conçue pour redonner le maximum de fonctionnalités à des
patients amputés d’un bras complet. Le résultat est prometteur avec 8 degrés de liberté pilotables simulta-
nément [Toledo 09]. Cependant, la mise en place de la prothèse requiert plusieurs opérations chirurgicales
lourdes, opérations visant à réinerver un muscle.
Une synthèse sur les prothèses de mains commandées par EMG peut être trouvée dans [Martin 11]. En
étendant cet inventaire aux mains robotisées non destinées à la rééducation, nous pouvons citer la Shadow
1 Le Pr. Norbert Wiener (1894-1964), célèbre diplômé de l’université de Haward (Ph.D. en 1912), est le père de la cyberné-
tique. Il a aidé à formaliser la notion de rétroaction (feedback). Il a été élève de B. Russell et G. Hardy à Cambridge, puis de E.
Landau et D. Hilbert à Göttingen. Puis, il a été professeur au Massachusett Institute of Technology, Californie, État-Unis.
2 http://www.ottobock.com/cps/rde/xchg/ob_com_en/hs.xsl/49490.html?openteaser=1.
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FIGURE 2.2 – Crochet utilisé sur la première prothèse d’avant-bras pilotée à partir de signaux sEMG.
Dexterous Hand 3 imitant tous les degrés de liberté d’un avant-bras humain, ou encore la SmartHand
développée à la Scuola Superiore Sant’Anna, Pise, Italie.4
En général et en particulier pour les avant-bras, les exosquelettes sont aussi un nouvel axe de recherche
dans le remplacement de fonctionnalité. Les exosquelettes ne remplacent pas le membre manquant, mais
viennent assister le patient dans la réalisation du mouvement pour les actes de la vie quotidienne. Un pro-
totype d’exosquelette spécialisé pour la rééducation fonctionnelle de la main est présenté dans [Mulas 05].
Nous notons plusieurs réalisations d’exosquelettes complets, en particulier l’exosquelette HAL-3 (Hybrid
Assisted Limbed), développé par Cyberdine.5
Des avancées scientifiques et technologiques
Les avancées en électronique et la présence d’un grand nombre d’amputés (post-guerre) ont favorisé le
développement de prothèses fonctionnelles. Les premières prothèses myoélectriques fonctionnaient grâce
à une analyse de caractéristiques temporelles des signaux sEMG relevés [Englehart 98]. Le traitement du
signal sEMG était basique et permettait d’activer la prothèse selon un mode prédéfini. La notion de contrôle
en vitesse était parfois possible.
Les travaux menés dans de nombreux domaines ont permis une augmentation de la fonctionnalité des
prothèses, leur miniaturisation et donc leur utilisation par les patients dans les activités quotidiennes. Nous
notons :
• une meilleure compréhension de la physiologie : le fonctionnement du corps humain [Sharma 01],
notamment la mécanique des muscles et du squelette [Hill 38, Venture 06, Sartori 13] ; les trauma-
tismes et les pathologies associés aux muscles ; de nouvelles techniques médicales [Kuiken 09] ; la
rééducation fonctionnelle [Mulas 05] ;
• des avancées dans le domaine de la robotique ; la construction d’une prothèse mécanique d’avant-bras
devient possible grâce à :
− la miniaturisation des composants mécaniques : moteurs, capteurs, muscles artificiels [Ferris 09]
etc. ; ainsi que de nouveaux matériaux : prothèse plus légère, plus résistante et adaptable à tous
les futurs utilisateurs ;
3 Développée par Shadow Robot Company, Londres. http://www.shadowrobot.com/.
4 La commercialisation est réalisée sous plusieurs noms, Azzura, Milano par l’entreprise Prensilia. http://www.
prensilia.com/.
5 http://www.cyberdyne.jp/english/
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− l’autonomie de la prothèse, qui permet une autonomie de l’utilisateur [Cipriani 10] ;
− la modélisation [Pau 12], la commande et l’optimisation d’un système robotique dans la cadre
d’un remplacement fonctionnel d’un membre du corps humain ;
− la résilience du système : la sécurité doit être assurée pour l’utilisateur, les personnes entourant
l’utilisateur et la prothèse elle-même ;
• de nouvelles méthodes de traitement du signal grâce à de plus grandes capacités de calcul (aug-
mentation de la rapidité des processeurs) et à une miniaturisation des composants électroniques :
analyse du domaine temps-fréquence en temps réel, décomposition [Holobar 09], filtrage bayésien
[Haga 13, Monsifrot 13], méthode par Monte-Carlo-Markov-Chain (MCMC) [Ge 11], ou des mé-
thodes de parcours d’arbre [Li 13b, Monsifrot 11, Monsifrot 13] ;
• le relevé et l’enregistrement de signaux EMG [Merletti 75, Research 99] : une meilleure compréhen-
sion des schémas d’activation des muscles et des analyses plus fines des signaux enregistrés.
Comparaison de l’avant-bras humain et d’une prothèse d’avant-bras
L’avant-bras humain comprend 19 muscles : ils permettent de réaliser certains mouvements du poignet et
les mouvements d’extension et de flexion des doigts. Aussi, 26 muscles sont présents dans la main. Les
muscles de l’avant-bras et ceux de la main permettent d’actionner 22 degrés de liberté (3 rotations pour
le poignet, 14 rotations autour des phalanges et 5 rotations des doigts). Ces muscles sont vus comme des
actionneurs, ils produisent des couples : un couple est transformé en un mouvement ou une force suivant
la configuration géométrique (limites articulaires) et dynamique (vitesse, fatigue) du bras. L’avant-bras et
la main chez l’humain comportent plus d’actionneurs (45) que de degrés de libertés à commander (22) :
c’est un système sur-actionné [Rengifo 10,Hamon 13]. Grâce à ce sur-actionnement, la main humaine peut
réaliser des mouvements dus aux phénomènes de la coactivation [Zajac 02, Rengifo 10].
La prothèse d’avant-bras ne correspondra pas à l’avant-bras humain : le nombre d’actionneurs sera
limité. Nous devrons alors traduire les taux de décharges évalués par notre méthode en termes d’activa-
tion des muscles artificiels de la prothèse [Venture 06]. La technologie des muscles artificiels (à câbles
ou pneumatiques) reproduira au mieux le mouvement de l’avant-bras humain grâce à des modèles de
muscle [Hill 38, Chou 96]. De récents travaux par l’équipe de Tran et al. [Tran 10] ont permis de réali-
ser une activation rapide, précise et simultanée de plusieurs degrés de liberté d’un robot par imitation du
geste d’un humain.
Finalement, le corps humain met environ 300ms entre la commande d’un mouvement et sa réalisation :
cela correspond à la transformation de la décharge chimique en décharge électrique puis à la propagation.
La prothèse devra réaliser le mouvement dans un temps voisin de 300ms pour paraître fluide à l’utilisation :
analyse des signaux iEMG (réalisé dans ce manuscrit), codage en activation des informations pour les
muscles artificiels et réaliser le mouvement (avec la prise en compte de paramètres externes, comme des
obstacles, ou internes, comme la vitesse de contraction du muscle artificiel).
L’objectif sera de rendre le mouvement proportionné et simultané sur plusieurs degrés de liberté. Des
travaux dans ce sens ont déjà été effectués [Jiang 08, Nielsen 09]
2.3.2 Les méthodes de traitement hors-ligne et en ligne des signaux EMG
De nombreuses méthodes ont été développées depuis la première utilisation des signaux EMG pour com-
mander une prothèse. Deux grands types de méthodes se dégagent : les méthodes d’extraction/classification
(labellisation des intentions) ; les méthodes de classification de formes de MUAPs (labellisation des com-
mandes).
Les méthodes d’extraction/classification partagent un même schéma : une étape d’extraction de carac-
téristiques (temporelles ou fréquentielles), puis une étape de leur classification (reconnaissance de l’inten-
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tion). En amont, une phase d’apprentissage est nécessaire : plusieurs sujets entraînent le système à recon-
naître leurs intentions (« fermer la main », « tourner le poignet », etc.) suivant les caractéristiques extraites
des signaux EMG :
• les caractéristiques extraites sont très variables : activation de seuils, « énergie » du signal [Har-
grove 07], l’extraction de descripteurs temporels sur une fenêtre glissante (nombre de fois où le
signal coupe l’axe des abscisses, la « longueur » du signal, la moyenne en valeur absolue, etc.) [Engle-
hart 98], modélisation auto-régressive [Graupe 75], l’extraction de descripteurs temps-fréquence [En-
glehart 99], décomposition en ondelettes [Englehart 01, Khushaba 07], etc.
• les méthodes de classification sont très variables : seuillage, « k-means », analyse discriminante li-
néaire (LDA), réseaux de neurones [Englehart 95].
Une enquête sur ces méthodes apparaît dans [Farina 00, Parker 06]. Dans ce cas-ci, le traitement du signal
EMG fait perdre toutes les informations de la commande du système nerveux central : il ne reste plus
que l’interprétation de la commande. Ce type de méthode a fait ses preuves en ligne et est utilisée dans
de nombreux systèmes : la main d’Ottobock Michelangelo par exemple. Cependant, de façon générale, la
commande de la prothèse est une commande tout-ou-rien.
Les méthodes basées sur l’identification des formes des MUAPs et leur classification apparaissent plus
tardivement : ce sont des méthodes de déconvolution. Elles reposent sur la labellisation des formes relevées
par le signal EMG aux unités motrices en présence. Cette labellisation permet ensuite d’en déduire un
taux moyen d’utilisation du muscle. Dans [Lefever 82a, Lefever 82b, Studer 84, Lesser 95], les premières
méthodes de décomposition des signaux iEMG « à la main » (assistées par ordinateur) sont présentées. Plus
récemment, des méthodes automatisées apparaissent [Luca 99,McGill 05,Nawab 10] avec le développement
de programmes interactifs : la décomposition complète est réalisée automatiquement, puis un expert la
valide. Des travaux ont été effectués afin de décomposer automatiquement le signal quasiment sans aide
d’un expert : une méthode de décomposition hors-ligne par MCMC est présentée dans [Ge 08, Ge 09] ; des
approches bayésiennes dans [Gut 00,Monsifrot 11,Li 13b]. L’attrait des méthodes de déconvolution est que
l’information de la commande du système nerveux central est retrouvée. Cependant, les temps de calculs
sont élevés en comparaison des méthodes d’extraction/classification.
Remarque 2. D’autres méthodes ont été développées afin de retrouver l’intention de l’utilisateur sans re-
courir aux signaux EMG. Dans [Li 13a], des ultrasons émis par Doppler sont utilisés afin d’obtenir une
image de la section transversale d’un muscle : après analyse elle permettra de quantifier le taux d’utili-
sation d’un muscle. Comme autre exemple, nous donnons les relevés d’efforts par capteurs de force sur
l’exosquelette SARCOS [Guizzo 05] : il y a une amplification des mouvements de l’utilisateur.
Informations fournies à la prothèse
Chaque signal iEMG informe sur l’activité locale d’un muscle : il contient l’activité des MUs proche de son
point de relevé. Or, l’activation de MUs dans un muscle se répartit de façon homogène dans tout le muscle.
Suivant l’effort demandé (rapidité d’exécution, amplitude, etc.) le taux de décharge des MUs varie. Le ratio
entre, le nombre de MUs en activité et leur taux de décharge, et, le nombre total de MUs qui peuvent être
détectées, pourra fournir un taux moyen d’utilisation du muscle.
La méthode présentée fournit le taux de décharge d’un nombre d’unités motrices en activité d’après
l’estimation des paramètres d’un modèle de signal iEMG. La traduction de ces informations quant au taux
d’activation du muscle artificiel de la prothèse devra faire l’objet d’une calibration et d’un apprentissage :
chaque utilisateur aura son propre schéma d’activation de muscle pour réaliser un mouvement [Matsu-
bara 13]).
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2.4 Modélisation du signal iEMG
2.4.1 Modélisation convolutive
L’enregistrement des signaux iEMG révèle le mélange de plusieurs trains d’impulsions. Dans [Stashuk 01],
Stashuk remarque la propriété d’addition linéaire de plusieurs signaux électriques afin de proposer un mo-
dèle linéaire. Les trains d’ondelettes caractérisent l’activation de différents groupements de fibres. Nous
considérons ici plusieurs MUs, donc plusieurs formes d’ondelette.
Nous modélisons le signal observé Y par la somme de nMU trains d’impulsions (Ui)i∈{1...nMU} convolués
avec leur ondelette respective hi ; l’observation est entachée d’un bruit additif [Farina 01]. Pour tout instant
discret n :
Y [n] =
nMU∑
i=1
(hi ∗ Ui)[n] +W [n] (2.1)
Chaque ondelette hi est la réponse impulsionnelle d’un filtre linéaire invariant dans le temps, ce qui permet
d’écrire le produit de convolution.
Nous faisons des hypothèses afin de traiter le signal Y dans un cadre probabiliste :
• les trains Ui sont des séquences binaires (0 − 1) parcimonieuses, qui représentent la commande du
système nerveux central et sont de fait inaccessibles ; une modélisation stochastique sera proposée au
chapitre 3 ;
• le processus W est le bruit de mesure : il est considéré comme un bruit blanc gaussien de variance
constante v inconnue ;
• les séquences d’impulsions (Ui)i∈{1...nMU} et la séquence du bruit W sont supposées mutuellement
indépendantes ;
• la forme des ondelettes (hi)i∈{1...nMU} est inconnue. Les ondelettes sont supposées de longueur finie
(de longueur maximum de `RI). Les coefficients des ondelettes hij sont des scalaires et se présentent
sous la forme : hi = [hi1 . . . hi`RI ]>.
Dans le chapitre 4, le nombre de sources nMU est considéré connu et fixe, ce qui nécessite un prétraitement.
Nous apporterons une solution à l’estimation du nombre de sources dans le chapitre 5. Finalement, nous
discutons de la connaissance a priori sur la forme des ondelettes.
2.4.2 Forme des MUAP
Un dictionnaire Au paragraphe 2.1.2, nous avons vu que les ondelettes (ou MUAP) sont le résultat de
la somme de plusieurs APs filtrés : chaque MUAP est unique. Lors de l’enregistrement d’un signal iEMG,
deux ou plusieurs MUAPs vont pouvoir s’ajouter créant des formes inédites : ce sont des interférences. Il ne
s’agit pas de les traiter comme de nouvelles ondelettes, mais bien comme la somme de plusieurs ondelettes.
Pour cela, nous prenons un dictionnaire de formes approximatives H qui seront ajustées par la procédure
d’estimation proposée plus loin. Afin d’obtenir un premier dictionnaire d’ondelettes, un expert extrait ces
dernières sur plusieurs signaux iEMG. Puis, le dictionnaire peut être complété lors de la mise en place et la
calibration de la prothèse par le patient. Il sera complété aussi au cours de l’utilisation de la prothèse.
Nous avons créé notre propre base d’ondelettes.
Pourquoi une réponse impulsionnelle finie ? L’ondelette est créée par un déséquilibre chimique au ni-
veau de la jonction axone/fibres musculaires. Quand ce déséquilibre disparaît, la charge électrique aussi.
Notre hypothèse s’appuie sur le fait que la charge électrique revient à son niveau initial après un certain
laps de temps et est noyée dans le bruit ambiant.
Nous noterons par `RI la longueur de l’ondelette.
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FIGURE 2.3 – Mélange de deux ondelettes
3
Modélisation et estimation d’un processus
impulsionnel
La modélisation de signaux par des trains d’impulsions convoluées apparaît dans de nombreux domaines :
ondes sismiques, reconnaissance vocale, détection de fautes, communication analogique. Certains outils
ont été largement étudiés et utilisés : la reconnaissance vocale se base sur de l’extraction de caractéristiques
fréquentielles et temporelles ainsi que de la classification réalisée grâce à des chaînes de Markov [Baum 70,
Rabiner 89, Hershey 10] ; le domaine de la communication analogique se tourne vers des algorithmes de
Viterbi [Viterbi 67].
Dans ce chapitre, nous étudions la modélisation d’une séquence impulsionnelle par un processus de
renouvellement, nous réalisons l’estimation hors-ligne des paramètres du modèle et nous proposons l’algo-
rithme d’estimation en ligne.
Dans la suite du manuscrit, les notations suivantes ont été retenues : les majuscules pour les variables
aléatoires, les minuscules pour une réalisation de la variable aléatoire associée ; les lettres en trait gras sont
réservées aux vecteurs et matrices, les lettres en trait fin aux scalaires.
3.1 Train d’impulsions
3.1.1 Modèle
Pour tout instant discret n, nous définissons :
• le processus d’impulsions U [n] :{
U [n] = 1 s’il y a une impulsion
U [n] = 0 sinon
(3.1)
• la séquence des instants d’impulsions I[N ] avec N ∈ Z l’indice de l’impulsion : la présence d’une
impulsion à l’instant discret n est définie par le fait que ∃N ∈ N, tel que S[N ] = n, d’où
U [n] =
+∞∑
N=−∞
δ[n− I[N ]] (3.2)
où δ est le symbole de Kronecker (nul partout sauf en 0, δ[0] = 1) ;
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• la distance entre deux instants d’impulsions est nommée temps inter-impulsion et est notée ∆. Le lien
entre les processus ∆ et U est défini grâce au processus des instants d’impulsions I (Figure 3.1) par
la relation :
∆[N ] = I[N ]− I[N − 1] (3.3)
Sachant qu’il n’y a pas eu d’impulsion depuis I[N ], tout en étant à l’instant n, nous pouvons directe-
ment en déduire que :
∆[N + 1] > n− I[N ]
Nous montrons un exemple Figure 3.1. Si nous nous plaçons en n = 9 sachant que la dernière
impulsion est arrivée à n = 8 = i[2], nous déduisons que δ[3] > 9− i[2] = 9− 8 = 1 ;
• la séquence T du temps depuis la dernière impulsion, appelée aussi temps de séjour [Pyke 61] :
T[n] =
{
T[n− 1] + 1 si U [n] = 0
0 si U [n] = 1
(3.4)
Ce processus a une forme caractéristique en dents de scie (voir Figure 3.1).
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FIGURE 3.1 – Processus des instants d’impulsions s, des temps inter-impulsion δ et séquence en dents de
scie t (en bas) associés au train d’impulsions u (en haut). À l’instant n = 4, il n’y a pas eu d’impulsion
depuis trois instants {2, 3, 4}, le temps de séjour t[4] vaut donc 3.
L’objectif est le calcul en ligne de la valeur moyenne du processus U , qui correspond au nombre d’évé-
nements moyen par unité de temps, sans retenir l’intégralité des séquences In, ∆n et Tn, et en tirant parti
d’une certaine régularité des temps inter-impulsion.1 Rappelons que le taux de décharge par unité de temps
représente l’activité d’une source.
3.1.2 Modélisation du processus inter-impulsion
Nous nous plaçons dans le cadre des processus de renouvellement [Cocozza-Thivent 97], en considérant que
la séquence (∆[N ])N∈Z des temps inter-impulsion est indépendante et identiquement distribuée (i.i.d.) : les
temps inter-impulsion sont mutuellement indépendants et sont tous issus d’une loi de tirage ayant la même
masse de probabilité (probability mass function, PMF) Pr(∆[N ] = t), où t est une variable discrète.2 La
1 Dans la suite du manuscrit, les suites de série temporelle seront notées par l’exposant n, soit Un = (U [k])1≤k≤n.
2 Dans la suite du manuscrit, t représente un temps discret.
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PMF caractérise la régularité entre deux instants d’impulsions (voir Figure 3.1). Nous exposerons dans la
section 3.1.4 plusieurs PMF qui présentent d’intéressantes propriétés.
Un processus de renouvellement permet de modéliser l’évolution d’un système depuis un état initial
donné et sa réactualisation en ce même état initial à chaque fois qu’un événement survient. Dans notre cas,
le système est le processus de génération aléatoire d’impulsions et l’événement est une impulsion.
En théorie de la fiabilité [Barbu 08] (où les événements correspondent à des pannes d’appareils), il est
d’usage de représenter une loi de probabilité par :
• la fonction de fiabilité s(t) (s’il y a eu un événement à l’instant 0, c’est la probabilité qu’un nouvel
événement ne se soit pas produit jusqu’à l’instant discret t− 1) :
s(t) =
+∞∑
τ=t
Pr(∆[N ]=τ) (3.5)
La fonction de fiabilité est directement reliée à la fonction de répartition F (t) par s(t) = 1−F (t+1) ;
elle décroit de 1 à 0 ;
• le taux de hasard r(t) (s’il y a eu un événement à l’instant 0, c’est la probabilité qu’un événement
survienne à l’instant t sachant qu’il n’y a pas eu jusqu’à t− 1, pour tout t > 0) :
r(t) = Pr(∆[N ]= t |∆[N ] ≥ t) = Pr(∆[N ]= t)
s(t)
(3.6)
il est compris entre 0 et 1, et peut être croissant ou décroissant.
3.1.3 Chaîne de Markov
Nous montrons que, sous l’hypothèse d’indépendance de la séquence (∆[N ])N∈Z, la séquence des temps de
séjour T est une chaîne de Markov : conditionnellement à la valeur actuelle du processus, les valeurs passées
et futures de ce processus sont indépendantes. Toute l’information nécessaire pour prédire les valeurs futures
est contenue dans la valeur présente.
Propriété 1. La séquence des temps inter-impulsion (∆[N ])N∈Z étant i.i.d. (de fonction de fiabilité s et
taux de hasard r), alors :
• Le processus T est markovien :
Pr(T[n+ 1]= t |Tn) = Pr(T[n+ 1]= t |T[n]) (3.7)
• La PMF de la loi de transition s’écrit à l’aide du taux de hasard ; pour tout instant discret n > 0 et
toute variable t ≥ 0 :
Pr(T[n+ 1]= t |T[n]) =

r(T[n] + 1) si t=0
1− r(T[n] + 1) si t=T[n] + 1
0 sinon
(3.8)
• La distribution invariante des temps de séjour vaut, tout instant discret n > 0 et toute variable t ≥ 0 :
Pr(T[n]= t) =
s(t+ 1)
E{∆[N ]} (3.9)
où E{.} désigne l’opérateur de l’espérance ;
• Le nombre d’impulsions moyen de la séquence E{U [n]} est l’inverse de l’espérance du temps inter-
impulsion E{∆[N ]}. 3
La preuve est donnée en annexe A.
3 Cette propriété est vraie indépendamment de la loi sur les temps inter-impulsion. Elle correspond intuitivement à l’idée que
l’expression d’un taux de décharge moyen est l’inverse d’un temps moyen.
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3.1.4 Masse de probabilité des temps inter-impulsion ∆
Observation des temps inter-impulsion d’un signal iEMG
L’observation de signaux iEMG (voir Figure 3.2) décomposé par un expert, nous a permis de remarquer une
régularité dans l’arrivée des impulsions. L’histogramme des temps inter-impulsion d’une source arrondis à
la période d’échantillonnage a une forme de cloche sur le support des entiers positifs.
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FIGURE 3.2 – Histogramme des temps inter-impulsion d’un signal iEMG décomposé par un expert
Sur la Figure 3.2, nous pouvons aussi noter la présence d’un temps réfractaire (ligne noire verticale
à 0.03s), période où laquelle aucune décharge n’apparaît ; ce phénomène est connu par les physiologistes
[Hampel 08] qui fournissent des valeurs pour les différents muscles [Betts 76, Kimura 78]. Ce paramètre
supplémentaire est pris en compte très facilement pour chacune des lois détaillées dans la section suivante :
nous remplaçons la variable t par t− tR et la masse de probabilité n’est valide que si t > tR.
Le choix devait prendre en compte la possibilité d’estimer en ligne les paramètres de la loi, la simplicité
du taux de hasard et la simplicité de moyenne des temps d’arrivée. Rappelons que les paramètres des
masses de probabilité ne sont pas connus a priori et que le taux de décharge (inverse de la moyenne des
temps d’arrivée) nous intéresse particulièrement.
Nous présentons de façon non exhaustive différentes PMFs qui pourraient convenir pour la modélisation
des temps inter-impulsion. Nous donnons pour chaque loi présentée : l’expression de la loi Pr(∆[N ]= t|Θ),
du taux de hasard r(t,Θ) et de l’espérance du processus E{U [n]|Θ} (Θ étant le lot de paramètres de la
masse de probabilité), et la réalisation d’un tirage de Un au côté de la représentation graphique de la masse
de probabilité et du taux de hasard.
Comme unique exemple de loi à un paramètre, nous donnerons la loi géométrique bien connue, qui
entraîne l’indépendance du train d’impulsions. Cependant, les trains impliqués dans les signaux iEMG
présentent un certain caractère de régularité. Cela nous conduit à présenter des lois à deux paramètres
susceptibles de prendre en compte la dispersion des valeurs : la loi binomiale négative (analogue de la loi
Gamma continue), la loi Gamma inverse discrète [Hussain 12], la loi de Weibull discrète [Nakagawa 75].
Ces lois ont un paramètre de localisation et un paramètre de dispersion (comme la loi normale pour les lois
continues).
Loi géométrique La loi géométrique de paramètre Θ = [p] est le processus qui définit le rang t ≥ 1
du premier succès d’une série d’épreuves de Bernoulli de même paramètre p. Une épreuve de Bernoulli de
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paramètre p ∈ [0, 1] représente le tirage d’un événement dont l’issue est 1 avec la probabilité p et 0 avec la
probabilité 1− p. La masse de probabilité de la loi géométrique s’exprime par :
Pr(∆[N ]= t|Θ) = p(1− p)t−1
Elle caractérise la répétition de t−1 épreuves avec l’issue {0} et une épreuve avec l’issue {1}. Un exemple
de train d’impulsions est exposé Figure 3.3.
Le taux de hasard s’exprime par r(t,Θ) = p. Par la construction de la masse de probabilité d’une loi
géométrique, nous avons l’espérance de U [n] égale à p. Ce qui se vérifie aisément : l’espérance est de 1/p,
nous avons donc E{U [n]|Θ}=p. Le fait que le taux de hasard et l’espérance du processus soient égaux au
paramètre de l’épreuve de Bernoulli provient du fait que les tirages sont indépendants les uns des autres,
donc que la connaissance d’un tirage n’influe pas sur les tirages suivants. La masse de probabilité et le taux
de hasard d’une loi géométrique sont exposés Figure 3.3.
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FIGURE 3.3 – De haut en bas : Un tirage de Un, la masse de probabilité et taux de hasard d’une loi géomé-
trique de paramètre p = 0.01.
Loi binomiale négative La loi binomiale négative est une généralisation de la loi géométrique. Avec ses
deux paramètres Θ = [k, p], la PMF s’écrit, pour tout t ≥ 0 :
Pr(∆[N ]= t|Θ) =
(
t+ k − 1
t
)
pk(1− p)t
où k ∈ N∗ et p ∈ [0, 1] représente la probabilité qu’un événement survienne lors d’une épreuve de Bernoulli.
Le taux de hasard est donné par :
r(t,Θ) =
(
t+ k − 1
t
)
pk(1− p)t
1− pk
t−1∑
i=0
(
i+ k − 1
i
)
(1− p)i
dont il n’existe pas de forme simple du dénominateur. Le taux de hasard tend vers p quand t tend vers
l’infini.
Nous montrons la réalisation d’un processus dans le haut de la Figure 3.4.
L’espérance du processus impulsionnel est similaire à l’espérance dans le cas de la loi géométrique au
facteur k près : E{U [n]|Θ} = k(1− p)/p.
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FIGURE 3.4 – De haut en bas : Un tirage de Un, la masse de probabilité et taux de hasard d’une loi Gamma
inverse discrète avec pour paramètres k = 6 et p = 0.1.
Loi Gamma inverse discrète Avec deux paramètres Θ = [α, β], la loi Gamma inverse discrète est
construite sur la base de la fonction Gamma incomplète :
Pr(∆[N ] = t|Θ) = γ(α,
β
t
)
Γ(α)
− γ(α,
β
t+1
)
Γ(α)
avec α un paramètre de forme, β un paramètre d’échelle, et où Γ(α) est la fonction Gamma d’Euler et
γ(α, β) sa forme incomplète, c’est à dire :
Γ(α) =
∫ +∞
0
xα−1e−xdx
γ(α, β) =
∫ β
0
xα−1e−xdx
Nous donnons Figure 3.5, un exemple de processus impulsionnel.
Le taux de hasard d’une loi Gamma inverse discrète est donné par : 4
r(t,Θ) = 1− γ(α,
β
t+1
)
γ(α, β
t
)
La présence d’un maximum pour le taux hasard explique les périodes riches en impulsions, entrecoupées
de zones longues sans impulsions. Ceci est parfaitement illustré sur la Figure 3.5 qui présente le tirage d’une
séquence suivant une loi Gamma inverse discrète.
Il faut calculer numériquement deux intégrales afin d’obtenir la valeur du taux de hasard. A contrario
l’expression du taux de décharge moyen est simple :
E{U [n]|Θ} = α− 1
β
4 Voir le calcul de la distribution invariante de T en annexe A : r(t) = 1− s(t+1)s(t)
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FIGURE 3.5 – De haut en bas : Un tirage de Un, la masse de probabilité et taux de hasard d’une loi Gamma
inverse discrète avec pour paramètres α = 1.5 et β = 100.
Loi de Weibull discrète
La loi de Weibull discrète de type I à deux paramètres Θ = [t0, β] a été introduite par Nakagawa [Na-
kagawa 75]. Comme nous le verrons par la suite, elle possède des propriétés intéressantes. La masse de
probabilité de cette loi est, pour t > 0 :
Pr(∆[N ]= t|Θ) = exp
[
−
(
t− 1
t0
)β]
− exp
[
−
(
t
t0
)β]
où t0 > 0 et β > 0.
Dans le cas où β = 1, nous obtenons une loi géométrique (p = 1− exp [−1/t0]). Dans le cas où β = 2,
nous obtenons une loi de Rayleigh discrète [Roy 04].
Dans le cas limite où β tend vers +∞, la distribution tend vers une distribution complètement localisée
en t0, plus précisément :
− si t0 ∈ N∗, alors lim
β→+∞
Pr(∆[N ]= t|Θ) =

1− e−1 si t= t0
e−1 si t= t0 + 1
0 sinon
− si t0 6∈ N, alors lim
β→+∞
Pr(∆[N ] = t|Θ) = δ(t − 1 − bt0c) où b.c est l’opérateur donnant la partie
entière.
Nous en concluons que, pour β suffisamment grand :
• t0 est un paramètre de localisation, représentatif du mode de la distribution ;
• β est un paramètre de concentration.
Le taux de hasard d’une loi de Weibull est donné pour tout t ≥ 1 :
r(t,Θ) =
1− exp
[(
t− 1
t0
)β
−
(
t
t0
)β]
si t > 0
0 sinon
(3.10)
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FIGURE 3.6 – De haut en bas : Un tirage de Un, la masse de probabilité et taux de hasard d’une loi de
Weibull discrète de type I avec pour paramètres t0 = 50 et β = 3.25.
Nous donnons Figure 3.6, la réalisation d’un processus impulsionnel, la représentation graphique d’une
loi de Weibull discrète et de son taux de hasard : la forme en cloche est caractéristique pour des valeurs
de β suffisamment grand devant 1, le taux de hasard associé étant strictement croissant dans ce cas-ci. Le
taux de hasard tend vers 1 quand t tend vers +∞. Nous remarquons que les temps inter-impulsion sont plus
réguliers que pour les lois précédemment présentées et se répartissent autour de t0.
Le calcul de l’espérance du temps inter-impulsion n’admet pas de forme simple. Nous avons proposé
un encadrement :
t0 Γ
(
1 +
1
β
)
≤ E{∆[N ]|Θ} ≤ t0 Γ
(
1 +
1
β
)
+ 1 (3.11)
Cet encadrement n’a pas été trouvé dans la littérature : nous le démontrons en annexe B. Nous traçons
l’encadrement de l’espérance des temps inter-impulsion en fonction de β, Figure 3.7.
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FIGURE 3.7 – Variation de E{∆[N ]|Θ} en fonction de β avec t0 = 50.9.
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Remarque 3. L’intervalle d’incertitude autour de la valeur moyenne devient négligeable dans le cas de
grandes valeurs du paramètre t0 de la loi de Weibull discrète.
Choix de la masse de probabilité
Notre choix s’est porté sur la loi de Weibull discrète de type-I car le taux de hasard qui intervient dans
la représentation markovienne du processus de temps de séjour est simple à calculer. Nous complétons
cette masse de probabilité à l’aide d’un troisième paramètre de décalage temporel tR destiné à modéliser la
période réfractaire des signaux iEMG. Dans la représentation suivante, t0 désigne toujours un paramètre de
localisation et β un paramètre de concentration. La masse de probabilité s’écrit, pour tout t > tR :
Pr(∆[N ]= t|Θ) = exp
[
−
(
t− 1− tR
t0 − tR
)β]
− exp
[
−
(
t− tR
t0 − tR
)β]
Le taux de hasard s’écrit, pour tout t > tR :
r(t,Θ) = 1− exp
[(
t− 1− tR
t0 − tR
)β
−
(
t− tR
t0 − tR
)β]
(3.12)
En effectuant un décalage d’indice de tR instants, l’encadrement de la valeur moyenne devient :
(t0 − tR)Γ
(
1 +
1
β
)
+ tR ≤ E{∆[N ]|Θ} ≤ (t0 − tR)Γ
(
1 +
1
β
)
+ tR + 1
3.2 Estimation des paramètres
Nous présentons l’estimation du vecteur paramètre Θ = [t0, β] de la loi de Weibull discrète de type I par
maximisation de la vraisemblance, à partir d’une séquence tn de la séquence des temps de séjour Tn. Une
heuristique nous permet d’en dériver un algorithme récursif. Le paramètre tR sera supposé connu.
Ce critère n’a pas de maximum explicite en général. Aussi nous proposons une optimisation par une
méthode de Quasi-Newton. Cependant, dans le cas où β = 1 est fixe, nous remarquons que l’estimateur de
t0 a une forme explicite. Nous utiliserons cette solution pour les premiers pas de la méthode en ligne, avant
de relâcher la contrainte sur β.
3.2.1 Fonction objectif
Une estimation empirique des paramètres d’une loi de Weibull discrète de type I est réalisée par la méthode
des moments [Khan 89]. Dans [Kulasekera 94] une méthode est proposée : elle peut être vue comme une
seule itération de l’optimisation de la vraisemblance par une méthode de Newton.
Le maximum de vraisemblance hors-ligne θ̂tn s’écrit :
θ̂tn = arg min
θ
− 1
n
lnPr(Tn= tn|Θ = θ)︸ ︷︷ ︸
Jtn(θ)
Jtn(θ) est la fonction objectif à minimiser. En utilisant le fait que Tn soit une chaîne de Markov (formule
(3.7)), nous pouvons développer la fonction objectif Jtn(θ), pour tout n ≥ 1 :
Jtn(θ) = − 1
n
lnPr(T[1]= t[1]|Θ=θ)︸ ︷︷ ︸
−Jt1(θ)
− 1
n
n∑
k=2
lnPr(T[k]= t[k]|Θ=θ,T[k − 1]= t[k − 1])︸ ︷︷ ︸
−Qtk(θ)
(3.13)
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avec le terme initial Jt1(θ) obtenu grâce à la formule (3.9) et le terme Qtk(θ) obtenu grâce à la formule
(3.8). En notant Q′ le gradient de Q et Q′′ la matrice hessienne de Q, le gradient et la matrice hessienne de
la fonction objectif sont donnés par :
J
′
tn(θ) =
1
n
J
′
t1(θ) +
1
n
n∑
k=2
Q
′
tk(θ)
J
′′
tn(θ) =
1
n
J
′′
t1(θ) +
1
n
n∑
k=2
Q
′′
tk(θ)
Le calcul du gradient est direct dans le cas d’une loi de Weibull discrète.5 En négligeant le premier terme
de la matrice hessienne, par un raisonnement analogue à celui trouvé dans [Yi 09], la matrice hessienne est
approchée par :
J
′′
tn(θ) ≈
1
n
n∑
k=2
[Q′tk(θ)] [Q
′
tk(θ)]
> (3.14)
Cette approximation est obtenue en considérant la matrice hessienne comme une approximation de la ma-
trice d’information de Fisher de la loi de transition (annexe C). Nous notons cette approximation J˜ ′′tn(θ).
3.2.2 Estimation hors-ligne
L’optimisation de la fonction objectif par la méthode de Quasi-Newton s’appuyant sur l’approximation
(3.14) donne la récurrence suivante :
θ̂
i
tn = θ̂
i−1
tn − γi
[
J˜
′′
tn
(
θ̂
i−1
tn
)]−1
J
′
tn
(
θ̂
i−1
tn
)
(3.15)
À chaque étape de la récurrence, la profondeur de descente γi est initialisée à 1 et est divisée par 2 tant qu’il
n’y a pas eu diminution de la fonction objectif.
Les tests en simulation, dont un exemple est présenté sur la Figure 3.8 (9 étapes pour une précision de
10−4 sur chaque paramètre), ont confirmé le bon comportement de l’optimisation. La procédure converge
rapidement avec une profondeur de descente restant naturellement à 1 (sauf près de l’initialisation).
5 Les dérivées partielles de Qtk(θ) par rapport à t0 et β s’expriment par :
∂Qtk(θ)
∂t0
=

β
t0 − tR
[(
t[n−1]−tR
t0−tR
)β
−
(
t[n−1]+1−tR
t0−tR
)β]
(
1− exp
[
−
(
t[n−1]−tR
t0−tR
)β
+
(
t[n−1]+1−tR
t0−tR
)β]) si t[n] = 0
β
t0 − tR
[(
t[n− 1]− tR
t0 − tR
)β
−
(
t[n− 1] + 1− tR
t0 − tR
)β]
si t[n] > tR
0 sinon
∂Qtk(θ)
∂β
=

ln
(
t[n−1]−tR
t0−tR
)(
t[n−1]−tR
t0−tR
)β
− ln
(
t[n−1]+1−tR
t0−tR
)(
t[n−1]+1−tR
t0−tR
)β
(
1− exp
[
−
(
t[n−1]−tR
t0−tR
)β
+
(
t[n−1]+1−tR
t0−tR
)β]) si t[n] = 0
ln
(
t[n− 1]− tR
t0 − tR
)(
t[n− 1]− tR
t0 − tR
)β
− ln
(
t[n− 1] + 1− tR
t0 − tR
)(
t[n− 1] + 1− tR
t0 − tR
)β
si t[n] > tR
0 sinon
Les dénominateurs, qui apparaissent lors de l’événement t[n] = 0, appartiennent à l’intervalle de valeur ]−∞, 0[.
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FIGURE 3.8 – Estimation des paramètres d’une loi de Weibull par Quasi-Newton avec t0 = 450, β = 5 et
tR = 150 : trajectoire de l’optimisation (trait noir) et courbes de niveaux.
3.2.3 Cas β = 1
Propriété 2. L’estimateur du maximum de vraisemblance tˆ0 du paramètre t0 d’une loi de Weibull discrète
de type I, connaissant tR, avec β fixé à 1, le temps de séjour initial t[1] étant supérieur à la période réfrac-
taire, est donné par :
t̂0 = tR +
1
ln
1
1− λ̂
(3.16)
où, en notant N0 le nombre d’impulsions depuis l’instant initial, N1 le nombre d’instants où le temps de
séjour est supérieur à tR et M la valeur (t[1]− tR), λˆ vaut :
λ̂ =
1
2tR
−(1− N0tR − 1
N0 +N1 +M
)
+
√(
1− N0tR − 1
N0 +N1 +M
)2
+ 4tR
N0 + 1
N0 +N1 +M

La démonstration est donnée en annexe D.
Remarque 4. S’il n’y a pas de période réfractaire (tR valant 0), alors l’estimateur tˆ0 admet pour valeur
(sans contrainte sur t[1]) :
tˆ0 =
N0 + 1
N0 +N1 + t[1]
Nous obtenons ainsi l’estimateur du maximum de vraisemblance d’une loi géométrique : il vaut le nombre
d’événements (N0) sur le nombre total d’instants (N0 + N1 = n), décalé d’une valeur initiale du temps de
séjour t[1] (représentant le temps initial depuis la dernière impulsion).
3.2.4 Estimation en ligne des paramètres
Nous voulons maintenant estimer conjointement en ligne les paramètres t0 et β, Nous nous servons de
l’heuristique présentée dans [Ljung 85] pour adapter la méthode de Quasi-Newton présentée dans la section
3.2.2 à un contexte en ligne. L’algorithme obtenu s’écrit :
θ̂tn = θ̂tn−1 − 1
n
G−1tn Q
′
tn(θ̂tn−1) (3.17)
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où la matrice Gtn , équivalant à la matrice hessienne dans la formulation hors-ligne, est donnée par la
formulation récursive suivante, pour n ≥ 2 :
Gtn =
1
n
[
Q′tn(θ̂tn−1)
] [
Q′tn(θ̂tn−1)
]>
+
(
1− 1
n
)
Gtn−1 (3.18)
Cet algorithme est justifié dans l’annexe E. En pratique, cet algorithme nécessite une procédure d’initialisa-
tion. En effet, β est un paramètre de concentration : il ne peut être estimé que lorsqu’au moins deux valeurs
sont disponibles. La première valeur correspond à un premier temps inter-événement δ[1] (soit au moins
deux événements) et la seconde valeur est le temps de séjour en cours t[n] qui fournit une information :
nous n’observons pas directement la valeur du deuxième temps inter-événement δ[2], mais nous savons
qu’elle est au moins aussi grande que le temps de séjour δ[2] ≥ t[n] : on parle de censure à droite.6
La technique proposée va être de contraindre β = 1 et d’estimer t0 par la formule explicite (3.16) tant
que deux événements ne se sont pas produits, et de relâcher la contrainte ensuite. Nous estimons J˜ ′′ par la
formule (3.18) lors de cette procédure afin d’obtenir une première valeur raisonnable.
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FIGURE 3.9 – Estimation séquentielle des paramètres d’une loi de Weibull avec t0 = 45, β = 5 et tR = 15 :
poursuites (courbes, valeurs réelles (trait pointillé) et valeurs obtenues par optimisation hors-ligne (trait
plein).
Nous vérifions en simulation le bon fonctionnement de l’algorithme proposé. La Figure 3.9 montre
l’estimation en ligne des paramètres t0 et β, et la Figure 3.10 le taux de décharge associé. Nous notons
la procédure d’initialisation de la méthode, apparente sur la deuxième figure. L’estimation semble donner
des résultats satisfaisants. L’évolution du taux de décharge estimé présente un profil caractéristique, qui
s’explique facilement dans la mesure où l’estimation est faite à partir de données dont une (la dernière) est
censurée à droite : la survenue d’une impulsion conduit en général à la mise à jour du taux de décharge vers
le haut.7
6 Nous prenons en compte l’information que l’impulsion se produira après l’instant où nous nous trouvons.
7 Au temps courant, le fait de considérer que l’impulsion arrivera dans le futur fait croître l’estimé t̂0. Lors de l’impulsion, la
valeur de t̂0 est revue à la baisse
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FIGURE 3.10 – Taux de décharge pour l’exemple précédent : poursuite (courbe), valeur réelle (trait pointillé)
et valeurs obtenues par optimisation hors-ligne (trait plein).

4
Modélisation et estimation globales
Dans ce chapitre, nous présentons la modélisation globale d’un signal iEMG (système multi-entrées mono-
sortie) par modèle de Markov caché. Elle est fondée sur la modélisation d’un train impulsionnel décrit dans
le chapitre 3 précédent.
En section 4.1 le modèle de Markov global qui prend en compte les formes des ondelettes est exposé ;
en section 4.2 les paramètres inconnus du modèle sont estimés ; en section 4.3, nous présentons un algo-
rithme qui sélectionne les séquences impulsionnelles les plus probables. Les estimateurs obtenus sur les
paramètres continus sont des approximations de la solution optimisant l’erreur quadratique moyenne. Fina-
lement, l’adaptativité des paramètres du modèle est discutée section 4.4.
4.1 Modélisation markovienne globale
4.1.1 État du modèle
Nous modélisons le système (2.1) par un modèle de Markov caché. Pour donner la représentation de Markov
caché, nous présentons l’état du modèle qui comprend les paramètres représentant chacune des nMU sources.
Pour n ≥ 1 :
• T[n], la concaténation des temps de séjour T[n] = [Ti[n]]i∈{1...nMU} un vecteur colonne à valeur dans
NnMU . Il donne la connaissance du train d’impulsions U[n] ;
• Θ, la concaténation en colonne des deux paramètres {t0, β} des lois de Weibull discrètess Θi des nMU
trains. Ce vecteur, à valeur dans R2nMU , exprime la dynamique des sources ;
• H, la concaténation en colonne des coefficients qui proviennent des nMU ondelettes, H =
[
H>1 . . .H
>
nMU
]>
à valeur dans RnMU`RI .
4.1.2 Modèle de Markov caché
Quelques hypothèses sont nécessaires pour présenter le modèle :
• le nombre de sources nMU est supposé connu et fini ;
• pour chaque source, la suite des temps inter-impulsion ∆ni est un processus indépendant tiré selon
une loi de Weibull discrète de type I à deux paramètres Θ = [t0; β] (le paramètre de temps réfractaire
tR est supposé connu). Les instants d’impulsions sont inconnus ;
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• pour chaque source, la séquence d’impulsions est convoluée par une ondelette assimilable à une
réponse impulsionnelle finie dont les coefficients Hi sont constants et inconnus. La longueur de
l’ondelette `RI est supposé plus courte que la période réfractaire tR, ce qui simplifiera l’écriture du
système sous forme markovienne ; 1
• la sortie Y du système est noyée dans un bruit blanc W gaussien. La variance v du bruit W est
constante et connue ;2
• les processus des temps de séjour T1, . . . ,TnMU et du bruit W sont considérés mutuellement indé-
pendants ;
• la suite des temps de séjour est une chaîne de Markov qui suit le modèle exposé au chapitre précé-
dent.
Le modèle de Markov caché est décrit par :
• la loi de transition de l’état :{
Θ,H constants
∀i,Pr(Ti[n+ 1] |Ti[n],Θi) donné par la formule (3.6)
(4.1)
• la loi d’observation, équivalente au modèle (2.1) :
Y [n] = [ϕ(T1[n]) . . .ϕ(TnMU [n])]︸ ︷︷ ︸
ψ(T[n])
H +W [n] (4.2)
oùϕ(t) est un vecteur ligne de la taille de la longueur de l’ondelette `RI. Il est rempli de zéros, excepté
un 1 en position t+ 1 dans le cas où 0 ≤ t < `RI (condition imposée par la convolution et la taille de
l’ondelette) ; et ψ(T[n]) est la concaténation ligne des vecteurs [ϕ(Ti)]i∈{1,...,nMU}.
Exemple 1. Pour expliciter la fonction ϕ(t), nous donnons un exemple. La longueur de l’ondelette est de
`RI = 5, alors :
ϕ(0) = [ 1 0 0 0 0 ] ϕ(2) = [ 0 0 1 0 0 ]
ϕ(5) = [ 0 0 0 0 0 ] ϕ(8) = [ 0 0 0 0 0 ]
Exemple 2. Pour expliciter la fonction ψ(t), nous reprenons l’exemple précédent avec un nombre de
sources nMU = 2, alors :
ψ
([
0
3
])
=
[
ϕ(0) ϕ(3)
]
= [ 1 0 0 0 0 0 0 0 1 0 ].
Notre objectif est d’estimer l’état caché du modèle de Markov ci-dessus à partir des données observées
Y . Nous présentons l’estimation de l’état en deux étapes : la première est l’estimation des paramètres à
séquence impulsionnelle connue ; la deuxième est le calcul d’un estimé de l’état par le principe de la mar-
ginalisation. L’estimation des paramètres se fera, pour les paramètres des lois de Weibull, avec la méthode
présentée au chapitre 3, pour la forme des ondelettes, avec un filtre de Kalman et, pour la variance du bruit,
sur une heuristique fondée sur une méthode du maximum de vraisemblance.
1 Dans le cas où la longueur de l’ondelette `RI serait plus longue que la période réfractaire tR, il faudrait retenir, en plus du
temps de séjour, la dernière valeur du temps inter-impulsion, sans lequel la sortie ne pourrait plus être reconstruite.
2 Nous adapterons plus loin le filtre au cas d’une variance inconnue
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4.2 Filtrage bayésien
4.2.1 Principe
Le filtre bayésien nous permet de propager dans le temps la loi a posteriori de l’état du modèle de
Markov caché en (4.1) et (4.2). En mettant un prior sur l’état initial (i.e. l’état initial est tiré selon une
certaine loi de probabilité) et en se servant de la modélisation du système, une mise à jour de la probabilité
a posteriori de l’état sera effectuée.
Afin de propager la probabilité a posteriori de l’état, nous traitons de façon séparée la partie de l’état
à valeurs discrètes (les temps de séjour T) et la partie à valeurs continues (les paramètres de la loi inter-
impulsion Θ, les coefficients de l’ondelette et la variance du bruit H). Pour tout n ≥ 1 :
• la densité de probabilité a posteriori du vecteur Θ, paramètres des lois de Weibull discrètes, condi-
tionnellement à la séquence des temps de séjours Tn, des données mesurées Y n et des réponses
impulsionnelles est donnée par pΘ|Tn,H,Y n . Cette densité se réduit à pΘ|Tn car connaissant le pro-
cessus d’impulsions Tn, les données mesurées et la forme des ondelettes n’apportent pas d’infor-
mations sur Θ. De plus grâce à l’hypothèse d’indépendance sur les sources, nous pouvons écrire
pΘ|Tn =
nMU∏
i=1
pΘi|Tni ;
• la densité de probabilité a posteriori des réponses impulsionnelles conditionnellement à la séquence
des temps de séjours Tn et des données mesurées Y n est donnée par pH|Tn,Y n ;
• la masse de probabilité a posteriori de l’ensemble de séquences aléatoires des temps de séjour Tn est
donné pour chaque tn, soit Pr(Tn=tn|Y n).
Par la suite, nous noterons une probabilité conditionnellement à Y n par l’exposant |n : par exemple, Pr(Tn=
tn|Y n) est noté Pr|n(Tn=tn), pH|Tn,Y n est noté p|nH|Tn .
Les estimateurs bayésiens sont donnés (par exemple) :
• l’estimateur du maximum a posteriori des séquences en dents de scie, nous prenons comme estima-
tion la séquence des temps de séjour la plus probable :
T̂
n|n
= arg max
tn
Pr|n(Tn=tn) (4.3)
Les séquences d’impulsions sont traitées en une seule fois, le détail n’est pas fait selon chaque source.
• l’estimateur de l’erreur quadratique moyenne minimale pour les valeurs continues, c’est à dire l’es-
pérance a posteriori :
− en utilisant la formule de l’espérance totale sur l’ensemble des séquences des temps de séjour
Tni d’une seule source, l’estimé des paramètres d’une loi de Weibull est donné par :
P1
Θ̂
|n
i =
∑
tni
E{Θi|Tni = tni }︸ ︷︷ ︸
θ̂tni
Pr|n(Tni = t
n
i ) (4.4)
P1Expression de l’estimateur Suivant la formule de l’espérance totale :
Θ̂
|n
i = E
|n{Θi}
= E|n{E|n{Θi|Tni }}
=
∑
tni
E|n{Θi|Tni = tni }Pr|n(Tni = tni )
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− en utilisant la formule de l’espérance totale sur l’ensemble des séquences des temps de séjour
Tn possibles, l’estimé des coefficients des ondelettes est :
Ĥ
|n
=
∑
tn
E|n{H|Tn=tn}︸ ︷︷ ︸
Ĥ
|n
tn
Pr|n(Tn=tn) (4.5)
Le calcul de la probabilité a posteriori des séquences impulsionnelles Pr|n(Tn=tn) nécessite l’expres-
sion des deux densités de probabilités pΘ|Tn et p
|n
H|Tn . Connaissant T
n et Y n, la loi de H est normale, sa
moyenne et sa variance sont fournies par le filtre de Kalman (voir section 4.2.2), ce qui permet d’appliquer
une méthode de marginalisation telle que dans le filtre particulaire Rao-blackwellisé [Schon 05]. La loi de
Θ connaissant Tn n’est pas si simple. Nous proposons dans la section 4.2.4 une approximation destinée à
n’utiliser que les estimations θ̂i obtenues au paragraphe 3.2.4 dans le calcul la probabilité a posteriori des
séquences impulsionnelles.
4.2.2 Estimation des ondelettes par filtre de Kalman
Le signal Y [n] mesuré est la somme de convolutions de processus impulsionnels Un par des ondelettes
(contenues dans H) et noyé dans du bruit W [n], qui est supposé être un bruit blanc et gaussien, de variance
v. Connaissant Tn = tn, le modèle, décrit par les équations (4.1) et (4.2), se réduit à :{
H constant
Y [n] = ψ(t[n])H +W [n]
(4.6)
Dans ce modèle linéaire, nous allons estimer la forme des ondelettes Ĥ
|n
tn connaissant Y
n, la séquence
des temps de séjours Tn=tn étant fixée.
Si nous mettons un prior gaussien sur H (i.e. les coefficients de Ĥ
|0
t0 sont eux-mêmes issus d’un processus
suivant une loi gaussienne), le modèle devient un modèle linéaire gaussien. Suivant ces hypothèses, le
meilleur estimateur linéaire au sens de la minimisation des erreurs quadratiques est le filtre de Kalman
[Kalman 60]. C’est un filtre récursif qui est composé à chaque pas d’une opération de prédiction et d’une
opération de mise à jour (ou correction). Avec le modèle (4.6) à état constant présenté ici, le filtre de Kalman
se réduit à une mise à jour de l’estimation de l’état lors de l’acquisition de la nouvelle mesure.
La loi a posteriori de H|Tn = tn, Y n est une loi gaussienne, de moyenne Ĥ|ntn et avec une matrice de
variance-covariance Ptn , toutes deux fournies par le filtre de Kalman. Avec l’initialisation de Ĥ
|n
tn et Ptn
par Ĥ
|0
t0 et Pt0 , la récurrence s’écrit, pour tout n ≥ 1 :
Ktn = Ptn−1 ψ(t[n])
> ν−1tn
Ĥ
|n
tn = Ĥ
|n−1
tn−1 + Ktn (Y [n]− Ŷ |n−1tn )
Ptn = Ptn−1 −Ktn νtn K>tn
(4.7)
Cette récurrence fait apparaître la loi de l’observation Y [n]|Tn = tn, Y n−1, elle-même gaussienne de
moyenne Ŷ |n−1tn et de variance νtn mises à jour pour tout n ≥ 0 par :
Ŷ
|n
tn+1 = ψ(t[n+ 1]) Ĥ
|n
tn
νtn+1 = ψ(t[n+ 1]) Ptn ψ(t[n+ 1])
> + v
(4.8)
Dans cette récurrence, Ktn est le gain de Kalman qui permet de corriger l’estimation Ĥ
|n
tn à l’instant n à
l’aide de la donnée mesurée à l’instant n. νtn est la variance de l’innovation.
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Remarque 5. Si le bruit additif n’est pas gaussien, le filtre de Kalman reste l’implémentation d’un filtre
donnant l’estimateur linéaire qui minimise l’erreur quadratique moyenne (connu sous le nom d’estimateur
LMMSE, pour Linear Minimum Mean Square Error estimator). L’estimateur reste non biaisé et garde la
plus petite variance parmi tous les estimateurs linéaires.
Le filtre de Kalman opère sur tous les coefficients de toutes les ondelettes : une corrélation apparaît dans
le cas d’impulsions simultanées ou proches, la matrice de variance-covariance permet de faire le lien entre
celles-ci. La dimension du système d’équations du filtre de Kalman est égale au nombre total de coefficients
à estimer, soit nMU`RI.
4.2.3 Estimation de la variance
Jusqu’à présent nous avons supposé que la variance v du bruit était connue, ce qui n’est pas exact. Nous pré-
sentons une méthode qui permet de l’estimer. Une heuristique retenue est le filtrage du carré de l’estimation
Ŵ
|n
tn [n] = Y [n]−ψ(t[n]) Ĥ
|n
tn du bruit W [n] pour chaque séquence t
n, pour tout n ≥ 1 :
V̂
|n
tn =
1
n
(
Ŵ
|n
tn [n]
)2
+ (1− 1
n
) V̂
|n−1
tn−1 (4.9)
Si le bruitW [n] était connu, la récurrence correspondrait à l’estimation en ligne de la variance par maximum
de vraisemblance récursif (voir annexe F). L’estimation de la variance du bruit est :
V̂ |n =
∑
tn
V̂
|n
tn Pr
|n(Tn=tn) (4.10)
V̂ |n remplace v dans la formule (4.8). Cette procédure est une heuristique visant à adapter la procédure
d’estimation globale à la variance du bruit additif.
4.2.4 Probabilité a posteriori de la séquence des temps de séjour
Il reste à calculer en ligne la probabilité des temps de séjour Pr|n(Tn=tn).
Pour chaque source i, les bifurcations possibles des séquences sont tn+1i = {tni , ti[n] + 1} ou tn+1i =
{tni , 0} (dans le cas seulement où le temps de séjour est supérieur à la période réfractaire ti[n] > tR). Nous
obtenons un nombre de bifurcations compris entre 1 et 2 pour chaque source : le nombre total de séquences
filles est compris entre 1 et 2nMU pour l’ensemble des sources d’une séquence mère.
Propriété 3. Soit Y n une séquence de données mesurées et modélisée suivant le modèle de Markov caché
décrit en (4.1) et (4.2). La probabilité a posteriori de l’état s’obtient dans un schéma récursif, initialisé par
le prior Pr(T1 = t1|Y 0). Pour tout instant discret n ≥ 1 et toutes les bifurcations possibles tn+1 issues de
tn :
Mise à jour : Pr|n(Tn=tn) ∝ Pr|n−1(Tn=tn) g(Y [n]− Ŷ |n−1tn , νtn) (4.11)
Prédiction : Pr|n(Tn+1=tn+1) = Pr|n(Tn=tn) ×
nMU∏
i=1

E{r(ti[n] + 1,Θi)|Tni = tni } si ti[n+ 1]=0
1− E{r(ti[n] + 1,Θi)|Tni = tni } si ti[n+ 1]= ti[n] + 1
0 sinon
(4.12)
où g(., νtn) désigne la valeur de la gaussienne de variance νtn , r(t,θ) le taux de hasard de la loi inter-
impulsion considérée et E{r(ti[n] + 1,Θi)|Tni = tni } est l’espérance du taux de hasard conditionnellement
à la séquence Tni .
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Cette propriété est démontrée en annexe G.
L’espérance du taux de hasard s’exprime par :
E{r(ti[n] + 1,Θi)|Tni = tni } =
∫
r(ti[n] + 1,θ) pΘi|Tni (θ, t
n
i )dθ
Nous n’avons pas trouvé de loi a priori pour exprimer la loi de densité pΘi|Tni dans le cas où les temps
inter-impulsion sont régis par une loi de Weibull discrète, et permettant un calcul effectif de cette intégrale.
Nous proposons de linéariser le taux de hasard θ 7→ r(t,θ) autour de E{Θi|Tni = tni }, conduisant à :
E{r(t,Θi)|Tni = tni } ≈ r(t,E{Θi|Tni = tni }︸ ︷︷ ︸
θ̂tni
) (4.13)
Puis nous proposons de remplacer le calcul de l’espérance du maximum a posteriori par l’estimateur du
maximum de vraisemblance développé à la section 3.2.4.
Nous obtenons alors une forme approchée de la probabilité a posteriori de l’état ; la formule (4.12)
devient :
Pr|n(Tn+1=tn+1) ≈ Pr|n(Tn=tn)
nMU∏
i=1

r(ti[n] + 1, θ̂tni ) si ti[n+ 1]=0
1− r(ti[n] + 1, θ̂tni ) si ti[n+ 1]= ti[n] + 1
0 sinon
(4.14)
4.3 Algorithme
Nous présentons un algorithme de déconvolution en ligne : une discussion portant sur le nombre de sé-
quences est menée ; un algorithme de parcours de séquences est détaillé (l’algorithme de recherche par
faisceau) ; finalement, l’algorithme d’estimation globale est donné et accompagné d’une discussion sur son
initialisation et sa complexité.
4.3.1 Nombre de séquences
Plaçons-nous dans le cas où nous n’aurions qu’une seule source. Si nous gardions toutes les séquences
possibles jusqu’à un instant n, alors le nombre de séquences nt[n] suivrait une suite de Fibonacci de rang
tR. Nous avons pour tout n ≥ 1 :{
nt[n+ 1] = nt[n] + nt[n− tR] pour n > tR
nt[n] = 1 pour n ≤ tR
(4.15)
La suite Nt est géométrique. Le nombre de séquences Nt[n] croît de façon exponentielle. Ainsi, le nombre
de séquences possibles va croître d’autant plus vite que le nombre de sources va être important.
Nous ne pouvons pas explorer physiquement l’ensemble des possibilités de Tn (même dans le cas d’une
seule source). Nous limitons le nombre d’états (i.e. de séquences) retenus à chaque pas de l’algorithme.
Dans notre schéma de proposition (bifurcations) et de mise à jour (calcul des probabilités a posteriori
grâce à la vraisemblance), les séquences sont explorées avec un algorithme de recherche par faisceau (dont
l’algorithme 1 illustre la recherche sur un train d’impulsions, section 4.3.2). Pour cela, nous choisissons
les séquences proposées les plus probables et nous en choisissons ns (qui est un paramètre de la méthode).
Ce nombre est analogue au nombre de particules dans un filtre particulaire. Le nombre de bifurcations
proposées sera au maximum de 2nMUns et le nombre maximal de séquences sélectionnées sera de ns.
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4.3.2 Algorithme de recherche par faisceau
L’algorithme de recherche par faisceau rentre dans la classe des algorithmes de parcours d’arbres en pro-
grammation dynamique [Furcy 05]. L’heuristique proposée permet de sélectionner à chaque instant les
meilleurs ns états suivant une métrique (ou score) et d’en oublier les autres. L’algorithme continuera uni-
quement le parcours sur les fils des ns états sélectionnés : il utilise une stratégie de parcours en largeur
(Bread-First Search, BFS) pour visiter tous les fils. Le nom de l’algorithme vient de la largeur du faisceau,
nombre de séquences retenues à chaque étape.
Par rapport à l’algorithme de Viterbi [Viterbi 67], cet algorithme est sous-optimal puisqu’il ne visite
pas toutes les séquences existantes : seules les séquences filles issues des ns séquences retenues participeront
à la prochaine étape.
La recherche du meilleur train d’impulsions est donnée par l’algorithme de recherche par faisceau (al-
gorithme 1) où la métrique utilisée est la probabilité a posteriori.
Algorithme 1: Proposition des meilleurs trains d’impulsions pour une source
pour n = 1 faire
Initialiser la métrique pour chacun des t[1] des ns séquences initiales
fin
pour n ≥ 1 faire
Garder les ns séquences tn les plus probables
pour toutes les tn retenues faire
pour toutes les bifurcations possibles tn+1 faire
Calculer la métrique pour chacune des séquences tn+1
fin
fin
fin
4.3.3 Algorithme
Le principe de l’algorithme d’estimation globale (l’algorithme 2) est le suivant :
• proposition de toutes les bifurcations possibles à partir des ns séquences retenues à l’étape précé-
dente ;
• mise à jour pour chaque séquence proposée de la probabilité a priori de la séquence (grâce la formule
(4.14)), de la sortie reconstruite Ŷ |ntn+1 et, pour chaque source, mise à jour des paramètres Θ̂i = [tˆ0,i, βˆi]
associés à la loi de Weibull discrète (formules (3.17) et (3.18)) ;
• enregistrement de la nouvelle donnée ;
• mise à jour des coefficients des ondelettes par le filtre de Kalman (4.7) et (4.8), de la variance V̂ |n du
bruit (grâce à la formule (4.10)) ;
• calcul pour chaque séquence proposée, de la probabilité a posteriori (grâce à la formule (4.11)),
• choix des ns séquences les plus probables,
• retour au début du schéma.
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Algorithme 2: Estimation des impulsions, des paramètres des lois de Weibull discrètes, des ondelettes
et de la variance du bruit.
Initialiser Ĥ
|0
t0 , Pt0 , V̂
|0
t0 (voir paragraphe 4.3.4) avec t
0 une matrice vide
pour toutes les séquences t[1] initiales faire
Initialiser Pr|0(T[1] = t[1]) et θ̂ti[1], Gti[1] de chaque source i
Prédire Ŷ |0t1 et calculer νt1 avec la formule (4.8)
fin
pour n ≥ 1 faire
nouvelle donnée Y [n] mesurée
pour les tn retenues faire
Calcul de la probabilité a posteriori Pr|n(Tn=tn) avec la formule (4.11)
fin
Sélectionner et garder les ns séquences les plus probables
pour les séquences tn faire
Mettre à jour Ĥ
|n
tn , Ptn avec la formule (4.7)
Mettre à jour V̂ |ntn avec la formule (4.9)
fin
Calculer les estimés Θ̂
|n
, Ĥ
|n
et V̂ |n avec les formules (4.4), (4.5) et (4.10)
pour les tn retenues faire
pour toutes bifurcations tn+1 possibles venant de tn faire
Calculer Pr|n(Tn+1=tn+1) avec la formule (4.14)
pour chaque source i de tn+1 faire
Calculer θ̂tn+1i et Gtn+1i avec les formules (3.17) et (3.18)
fin
Prédire Ŷ |ntn+1 et calculer νtn+1 avec la formule (4.8)
fin
fin
fin
Remarque 6. Il est à noter que cet algorithme permet d’extraire une séquence tˆn|n avec le maximum
de probabilité a posteriori en chaque instant n grâce à la formule (4.3). Cependant, cette séquence n’est
absolument pas nécessaire au bon fonctionnement de l’algorithme i.e. nous n’avons pas besoin de stocker
les suites des séquences. Chaque séquence retenue est associée à un état qui contient ses propres estimés
des paramètres des lois de Weibull discrètes et des coefficients des ondelettes. La déconvolution se poursuit
avec les séquences ayant les plus grandes probabilités a posteriori.
Chaque source est codée par son ondelette et un taux de mise à feu moyen lui est associé :
E{Ui[n]|Θ= θ̂tn} ≈ 1
(t̂0i,tn − tR)Γ
(
1 +
1
β̂i,tn
)
+ tR
4.3.4 Initialisation
La valeur de tR est choisie d’après des données physiologiques : en général tR = 30ms pour des muscles de
l’avant-bras.
Les valeurs initiales des temps de séjour ti[1] pour chaque source i sont tirées suivant une loi uniforme
discrète entre tR + 1 et 3tR. Toutes les séquences ont le même poids initial Pr|0(T[1]=t[1]) = 1/ns.
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Pour chaque source, les initialisations de t0, β et Gt[1] sont réalisées en suivant le schéma proposé en
section 3.2.4.
Il reste l’initialisation de l’ondelette et la variance du bruit. Une estimation grossière de l’ondelette
est réalisée pour déterminer les valeurs initiales des coefficients des ondelettes Ĥ
|0
t0 (nous choisirons Pt0
comme une matrice diagonale dont les termes diagonaux valent 10% de la valeur de chaque coefficient de
l’ondelette initiale). La valeur de la variance du bruit est cruciale car elle permet de distinguer le signal utile
du bruit de fond. V̂ |0t0 est estimée au début du signal sur une zone de non-activité.
4.3.5 Complexité
La complexité de calcul de mise à jour des paramètres des lois de Weibull discrètes est linéaire avec le
nombre de séquences retenues ns et exponentielle avec le nombre de sources en présence (au maximum
2nMU séquences filles) : la complexité est en O(ns2nMU ).
La complexité de cet algorithme est alors donnée par la complexité de calcul de la mise à jour de la
matrice de variance-covariance Ptn : elle nécessite le produit d’un vecteur colonne par son transposé (le
gain de Kalman est lui-même obtenu après la multiplication d’un vecteur par une matrice) et ceci pour
chacune des ns séquences retenue. Comme évoqué en sous-section 4.2.2, le gain de Kalman est un vecteur
colonne de taille nMU`RI. La complexité est en O(ns(nMU`RI)2)
La complexité de calcul dépendra alors de la valeur de (nMU`RI)2 ou de 2nMU . Nous nous plaçons dans
le cas où, la longueur des réponses impulsionnelles `RI est grande devant 2nMU . Le temps de calcul dépend
alors de façon quadratique de la longueur `RI des ondelettes. Un compromis devra être trouvé entre une
représentation précise des ondelettes (haute fréquence d’échantillonnage qui permettra de différencier les
ondelettes) et un temps de calcul non-prohibitif (faible fréquence d’échantillonnage). Le temps de calcul
dépend aussi de façon quadratique du nombre de sources nMU : une astuce consisterait à ne plus utiliser un
filtre de Kalman exact, mais une version dégradée, le filtre de Kalman d’ensemble [Evensen 03]. Ce type
de filtre est fait pour les estimations avec de grands états.
4.4 Adaptativité
Pour chacune des trois estimations présentées en sous-sections 3.2.4, 4.2.2 et 4.2.3, le modèle prend en
compte des valeurs constantes pour les paramètres. Cependant, lors du chapitre 7 dédié aux expériences
sur des signaux iEMG, nous verrons que ces valeurs peuvent varier au cours du temps. Ces variations
ne sont pas prises en compte par le modèle. Dans ce cas, les méthodes présentées ne poursuivraient plus
correctement les valeurs des paramètres.
Nous proposons de rendre les estimateurs adaptatifs en utilisant une technique de facteur d’oubli intro-
duite dans [Ljung 83]. Nous remplaçons le terme 1/n dans les différentes formules par 1/`[n], où `[n] sera
un paramètre de réglage de l’apprentissage. Ce réglage va correspondre à la taille de la fenêtre glissante :
elle grandira depuis `[1] (par exemple `[1] = 1) jusqu’à `∞ :
`[n+ 1] = (1− 1
`∞
) `[n] + 1
La fenêtre glissante équivaut à un oubli avec une décroissance exponentielle de valeur 1 − 1/`∞ (< 1
car `∞ > 1) et un apprentissage de valeur 1/`∞. Pour se ramener au cas d’une fenêtre infinie (i.e. pas de
réglage, `[n] = n), il suffit de poser `∞ = +∞.
Ainsi, nous introduisons une variation dans les formules d’estimation :
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FIGURE 4.1 – Taille de la fenêtre au cours du temps pour plusieurs valeurs d’oubli.
• des paramètres de la loi de Weibull discrète des formules (3.17) et (3.18) :
θ̂tn = θ̂tn−1 − 1
`[n]
G−1tn
∂Qtn(θ̂tn−1)
∂θ
Gtn =
1
`[n]
[
∂Qtn(θ̂tn−1)
∂θ
] [
∂Qtn(θ̂tn−1)
∂θ
]>
+
(
1− 1
`[n]
)
Gtn−1
(4.16)
• de la forme des ondelettes (4.7) et (4.8) : dans le modèle considéré, il n’y a pas de bruit sur les
réponses impulsionnelles. Un choix pourrait être de mettre une marche au hasard sur cette donnée.
Pour éviter d’ajouter de nouveaux paramètres de réglages, nous utiliserons un gonflage artificiel de la
matrice de variance-covariance [Xia 94] : nous augmentons artificiellement l’erreur sur l’innovation.
La matrice de variance-covariance de la formule (4.7) change alors en :
Ptn =
1
1− 1
`∞
(
Ptn−1 −Ktn νtn K>tn
)
(4.17)
• de la variance du bruit (4.9), pour tout n ≥ 1 :
V̂
|n
tn =
1
`[n]
(
Y [n]−ψt[n] Ĥ
|n
tn
)2
+
(
1− 1
`[n]
)
V̂
|n−1
tn−1 (4.18)
Le réglage de cette fenêtre peut être multiple suivant le but recherché [Basseville 93] : un changement
rapide ou un saut de valeur seront détectés par une fenêtre courte, alors qu’une fenêtre longue aura pour
effet de filtrer la valeur estimée.
5
Estimation du nombre de sources
Le nombre de sources représente un des paramètres les plus importants du modèle. Il peut être estimé lors
d’une étape d’apprentissage par un expert. Cependant, le caractère de traitement automatisé des signaux
iEMG reste un de nos objectifs. Nous présentons une méthode d’estimation du nombre d’unités motrices
actives à un instant donné.
Nous reprenons le modèle de Markov caché introduit au chapitre 4 et nous ajoutons une nouvelle partie
discrète A à l’état : cette partie représente l’ensemble des sources actives. Nous présentons section 5.1
une modélisation de l’activité des sources (et donc du nombre de sources nMU) à l’intérieur d’un modèle
de Markov caché, section 5.2 l’estimation des paramètres du modèle et, enfin, section 5.3, l’algorithme
d’estimation global basé sur l’algorithme 2.
L’algorithme proposé ci-dessous activera ou inactivera certaines sources au cours du temps. Lors de
l’inactivation d’une ou plusieurs sources, il ne pourra pas activer de sources. Lors de la phase d’activation
d’une source, il aura accès à une base de données H contenant différentes formes approximatives d’on-
delettes. L’activation d’au maximum une des ondelettes sera testée. La base sera obtenue au préalable sur
des signaux expérimentaux qui serviront de référence : elle pourra être modifiée lors du fonctionnement de
l’algorithme en situation réelle.
5.1 Modèle markovien
Jusqu’à présent, nous considérions un nombre connu et constant de sources émettant des trains d’impul-
sions. De plus, les sources émettant des trains d’impulsions ne changeaient pas. Dans le système considéré,
nous remarquons que le nombre de sources peut varier : dans une période sans activité, nous n’observerions
pas de sources émettrices, alors que la présence de nombreuses sources marquerait une période de forte
activité.
Afin de présenter notre modèle du schéma d’activation et d’inactivation des sources, nous faisons l’hy-
pothèse que le système comporte un nombre limité de sources.
Nouvel état Chaque source du système peut être :
• active et rester active, i.e. elle peut encore émettre une impulsion ;
• active et s’inactiver, i.e. elle n’émettra plus d’impulsions ;
• inactive et s’activer, i.e. elle va pouvoir émettre une impulsion.
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Nous notons l’ensemble des sources par A = {1, . . . , NA} où NA est un nombre fini représentant le nombre
maximal de sources pouvant être activées. Les sources sont labellisées par les indices i ∈ A.
L’état du modèle se compose de l’ensemble des sources actives, des temps de séjours et des paramètres
associés. Cet état est de taille variable puisque le nombre de sources varie. Pour tout n ≥ 1 :
• A[n], l’ensemble des sources actives, de cardinal nMU[n] ;
• T[n] = [Ti[n]]i∈A[n], concaténation des nMU[n] temps de séjour des sources actives, est un vecteur
colonne à valeur dans NnMU[n] ;
• Θ[n], concaténation des nMU[n] lots de deux paramètres Θi = {t0,i, βi} de chaque loi de Weibull
discrète provenant des nMU[n] sources actives, est un vecteur colonne à valeur dans R2nMU[n] ;
• H[n], concaténation des coefficients des nMU[n] ondelettes Hi des sources actives, est un vecteur co-
lonne à valeur dans N`RInMU[n] ;
L’ensemble A est l’ensemble des sources inactives de A.
Transition Nous développons la loi de transition de l’état, c’est-à-dire la loi de l’état (A[n + 1],T[n +
1],Θ[n+1],H[n+1]) connaissant l’état (A[n],T[n],Θ[n],H[n]). À l’aide des probabilités conditionnelles,
nous pouvons écrire :
• la transition pour les temps de séjour Pr(T[n+1]=t |A[n+1],Θ[n+1],H[n+1],A[n],T[n],Θ[n],H[n]) ;
connaissant A[n+1],Θ[n+1],A[n] et T[n], nous supposons que les ondelettes n’apportent pas d’in-
formation, ni les précédentes valeurs des coefficients des lois de Weibull discrètes car nous supposons
plus loin que les paramètres des unités motrices restant actives sont inchangés. L’indépendance des
sources nous permet d’écrire, pour tout n et tout t = [ti]i∈A[n+1] :
Pr(T[n+ 1]=t|A[n+ 1],A[n],Θ[n+ 1],T[n]) =
∏
i∈A[n+1]\A[n]
Pr(Ti[n+ 1]= ti|Θi[n+ 1]) ×∏
i∈A[n+1]∩A[n]
Pr(Ti[n+ 1]= ti|Θi[n+ 1],Ti[n]) (5.1)
Nous reconnaissons la probabilité de transition du processus des temps de séjours (3.8) pour une
source restant activée (i ∈ A[n + 1] ∩ A[n]) et de la probabilité initiale (3.9) pour une source qui
s’active (i ∈ A[n+ 1]\A[n]) ;
• la transition pour les ondelettes pH[n+1]|A[n+1],Θ[n+1],A[n],T[n],Θ[n],H[n] ; connaissantA[n+1],A[n] et H[n],
nous supposons que les temps de séjour et des paramètres des lois de Weibull discrètes n’apportent
pas d’information.
− si une source reste active (i ∈ A[n+ 1] ∩ A[n]), l’ondelette associée reste constante ;
− si une source est désactivée (i ∈ A[n]\A[n + 1]), l’ondelette associée est éliminée dans la
transition de H[n] vers H[n+ 1] ;
− si une source est activée (i ∈ A[n+ 1]\A[n]), l’ondelette associée est réinitialisée avec un prior
gaussien et supposée indépendante des autres ondelettes ;
• la transition pour les paramètres des lois de Weibull discrètes pΘ[n+1]|A[n+1],A[n],T[n],Θ[n],H[n] ; connais-
sant A[n + 1],A[n] et Θ[n], les temps de séjours et les coefficients des ondelettes ne nous apportent
pas d’informations pour les mêmes raisons que précédemment.
− si une source reste active (i ∈ A[n + 1] ∩ A[n]), les paramètres de la loi de Weibull discrète
associée restent constants ;
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− si une source est désactivée (i ∈ A[n]\A[n + 1]), les paramètres de la loi de Weibull discrète
associée sont éliminés dans la transition de Θ[n] vers Θ[n+ 1] ;
− si une source est activée (i ∈ A[n + 1]\A[n]), les paramètres de la loi de Weibull discrète
associée sont initialisés par la méthode décrite dans la section 3.2.4.
• la transition pour l’ensemble des sources actives Pr(A[n + 1] =a|A[n],T[n],Θ[n],H[n]). Nous pro-
posons la stratégie suivante, bâtie indépendamment de Θ[n] et H[n], pour tout a ⊂ A :
− s’il existe des sources i, telles que Ti[n]= tI, alors :
Pr(A[n+ 1]=a|A[n],T[n]) =
{
1 si a = A[n]\{i ∈ A[n] |Ti[n]= tI}
0 sinon
(5.2)
où tI est le temps a partir duquel une source est inactivée. Ce temps est grand devant la longueur
des ondelettes `RI, devant le temps réfractaire tR (i.e. une source n’ayant pas émis d’impulsion
depuis un temps tI est supposée inactive)1 ;
− sinon, parmi les sources inactives de A[n], au plus une source est activée :
Pr(A[n+ 1]=a|A[n],T[n]) =

λ
card
(
A[n]
) si ∃!i ∈ A[n] tel que a = A[n] ∪ {i}
1− λ si a = A[n]
0 sinon
(5.3)
où λ est la probabilité d’activation toutes sources confondues, et où card
(
A[n]
)
est le nombre
de sources inactives. Dans le cas où il n’y aurait plus de sources à activer, la probabilité sans
ajout de source vaut alors 1 (car A[n+ 1]=A[n]).
D’autres scénarios sont envisageables.
Remarque 7. Les parties de l’état T, Θ et H ne sont plus constantes en dimension comme dans le chapitre
précédent. Le nombre d’états de ce modèle est de `RI + 4 états par éléments de A (soit un nombre d’états
maximum de (`RI + 4)NA si toutes les sources étaient activées).
Observation La loi d’observation associée s’écrit
Y [n] = ψ(T[n]) H[n] +W [n] (5.4)
où ψ(T[n]) est la concaténation ligne des vecteurs [ϕ(Ti)]i∈A[n]. Il n’est pas nécessaire de faire intervenir
A[n] dans cette formule car la dimension de T[n] et H[n] lève toute ambiguïté sur le nombre de sources
activées et dans l’hypothèse où toutes les ondelettes sont de même longueur.
5.2 Filtre bayésien
Principe Nous propageons la probabilité a posteriori du nouvel état du modèle de Markov caché grâce à
un filtre bayésien. La probabilité a posteriori de l’état p|nΘn,Hn,An,Tn est développée à l’aide des probabilités
conditionnelles afin d’obtenir une formulation récursive (le principe est le même que celui énoncé section
4.2.1).
1 Les sources sont inactivées de façon déterministe
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Estimation des ondelettes par filtre de Kalman Connaissant la séquence des sources activées An+1 =
an+1 et la séquence des temps de séjour Tn=tn depuis l’origine des temps, le modèle se réduit à :{
pH[n+1]|A[n+1]=a[n+1],A[n]=a[n],H[n] donné dans le paragraphe « Transition » de la section 5.1
Y [n] = ψ(t[n])H[n] +W [n]
(5.5)
À sources actives inchangées, le filtre de Kalman présenté dans la section 4.2.2 se réécrit, une fois
décomposé en étape d’estimation et de prédiction :
• Estimation de l’état :
Kan,tn = Pan,tn−1 ψ(t[n])
> ν−1an,tn
Ĥ
|n
an,tn = Ĥ
|n−1
an,tn−1 + Kan,tn (Y [n]− Ŷ |n−1an,tn )
Pan,tn = Pan,tn−1 −Kan,tn νan,tn K>an,tn
(5.6)
• Prédiction de l’état :
H|nan+1,tn = H
|n
an,tn
Pan+1,tn = Pan,tn
(5.7)
• Prédiction de l’observation :
Ŷ
|n
an+1,tn+1 = ψ(t[n+ 1]) Ĥ
|n
an+1,tn
νan+1,tn+1 = ψ(t[n+ 1]) Pan+1,tn ψ(t[n+ 1])
> + v
(5.8)
Dans le cas d’apparition ou de disparition de sources, seule l’étape de prédiction de l’état est changée :
• si a[n+ 1]=a[n], nous retrouvons l’équation (5.7) ;
• si a[n+1] ⊂ a[n], les coefficients dans H|nan,tn , les lignes et les colonnes de Pan+1,tn , qui correspondent
à la source désactivée sont ôtés. Si tous les scénarios désactivent une source, l’ondelette de celle-ci
est rangée dans un dictionnaire ;2
• si a[n + 1] = a[n] ∪ {i}, l’ondelette est initialisée à la valeur moyenne H|ni des autres scénarios
pondérés par leur probabilité, s’il existe des scénarios où elle est présente. Si elle n’intervient dans
aucun des scénarios, elle est récupérée dans le dictionnaire. Dans tous les cas, un prior gaussien à
variance diagonale, indépendant des autres ondelettes est choisi pour l’initialisation : cela revient à
rajouter des lignes à H|nan,tn et un bloc diagonal à Pan,tn pour obtenir H
|n
an+1,tn et Pan+1,tn .
Estimation de la variance La variance est estimée d’une façon similaire à celle développée en section
4.2.3 :
V̂ |n =
∑
an,tn
V̂
|n
an,tn Pr
|n(An=an,Tn=tn) (5.9)
où V̂ |nan,tn est obtenue par filtrage de la quantité Y [n]−ψ(t[n]) Ĥ
|n
an,tn .
2 La source associée à cette ondelette est considérée comme inactive.
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Probabilité a posteriori de l’état Avec pour prior Pr(T1 = t1|Y 0), la probabilité a posteriori de l’état
s’obtient pour tout n ≥ 1 :
Mise à jour : Pr|n(An=an,Tn=tn) ∝ Pr|n−1(An=an,Tn=tn) g(Y [n]− Ŷ |n−1an,tn , νan,tn) (5.10)
Prédiction : Pr|n(An+1=an+1,Tn+1=tn+1) = Pr|n(An=an,Tn=tn) ×
Pr(A[n+ 1]=a[n+ 1]|A[n]=a[n],T[n]=t[n]) ×
Pr(T[n+ 1]=t[n+ 1]|An+1=an+1,Tn=tn) (5.11)
où g(., νan,tn) désigne la valeur de la gaussienne de variance νan,tn (obtenue par le filtre de Kalman), où
le deuxième terme Pr(A[n + 1] = a[n + 1]|A[n] = a[n],T[n] = t[n]) de la prédiction est obtenue par les
formules (5.2) et (5.3). Le troisième terme de la prédiction va être décomposé en tirant successivement parti
de la loi des probabilités totales, de la formule (5.1) et de l’indépendance des sources :
Pr(T[n+ 1]=t[n+ 1]|An+1,Tn) =
∏
i∈A[n+1]\A[n]
E
{
s(ti[n] + 1,Θi[n+ 1])
E{∆i|Θi[n+ 1]}
}
× (5.12)
∏
i∈A[n+1]∩A[n]

E{r(ti[n] + 1,Θi[n+ 1])|An,Tni } si ti[n+ 1]=0
1− E{r(ti[n] + 1,Θi[n+ 1])|An,Tni } si ti[n+ 1]= ti[n] + 1
0 sinon
où r(t, θ) et s(t, θ) sont respectivement le taux de hasard et la fonction de fiabilité définis formules (3.6) et
(3.5). La preuve se trouve en annexe H.
Comme dans le chapitre précédent, nous linéarisons les fonctions impliquées ci-dessus pour calculer
une approximation des espérances mathématiques. Cette linéarisation se fait autour de θT0i pour le terme
qui contient s(t, θ), et autour de θ̂An,Tni pour le terme qui contient r(t, θ), paramètre estimé par maximum
de vraisemblance récursif depuis la dernière activation par la méthode décrite en section 3.2.4.
Estimateurs Nous calculons les estimateurs suivant la méthode suivante : les estimateurs sont définis
comme dans la section 4.2.1 du chapitre 4 précédent parmi tous les états qui appartiennent à l’ensemble de
sources actives le plus probable (nous présélectionnons cet ensemble, étant une variable à valeurs discrètes).
5.3 Algorithme général
Algorithme Nous reprenons l’algorithme 2 présenté au chapitre 4. Nous ajoutons l’étape d’inactivation et
d’activation des sources lors de l’étape de prédiction, juste avant la proposition des bifurcations possibles.
Nous donnons l’algorithme 3, puis nous détaillerons l’initialisation des paramètres du modèle.
Complexité La complexité de l’algorithme est limitée par l’étape de mise à jour de la matrice de variance-
covariance PAn,Tn du filtre de Kalman : dans le cas où toutes les sources sont activées, la complexité sera
au maximum enO((`RINA)2). Cependant, la complexité sera fonction du nombre moyen de sources actives,
soit O
((
card(A)`RI
)2)
.
Initialisation En l’absence de modèle physiologique, nous choisissons le temps d’inactivation tI à 200ms
et le taux d’activation λ à 10−3. A l’instant initial, aucun état n’a de source active. Tous les états reçoivent
la même probabilité initiale Pr|0(T[1] = t[1]) = 1/ns. Seule l’activation d’une source est alors possible
(première étape de prédiction). V̂ |0t0 est estimé au début du signal sur une zone de non-activité.
Adaptativité L’adaptativité des estimateurs peut être mise en place comme en section 4.4.
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Algorithme 3: Algorithme général de déconvolution à sources inconnues.
Initialiser le dictionnaireH, la variance du bruit v (voir paragraphe 4.3.4)
pour les ns états initiaux faire
Initialiser la probabilité a priori à 1/ns
Tirer α suivant une loi uniforme U [0, 1]
si α < λ alors
Activer au hasard une source inactive i ∈ A[1]
Initialiser t[1]=[tj[1]], a[1] = {i}, θ̂a1,t1i et Ga1,t1i suivant la méthode en section 3.2.4, Ĥ
|0
a1,t0
et Pa1,t0 (voir paragraphe « Estimation des ondelettes par filtre de Kalman » de la section 5.2)
fin
Mise à jour des probabilités a priori Pr|0(A1=a1,T1=t1) suivant la formule (5.3)
Prédire Ŷ |0a1,t1 avec la formule (5.4) et νa1,t1 avec la formule (5.8)
fin
pour n ≥ 1 faire
nouvelle donnée Y [n] mesurée
pour les tn retenues faire
Calcul de la probabilité a posteriori Pr|n(An=an,Tn=tn) avec la formule (5.10)
fin
Sélectionner et garder les ns séquences les plus probables
pour les séquences tn faire
Mettre à jour Ĥ
|n
an,tn , Pan,tn avec la formule (5.6)
Mettre à jour V̂ |ntn par la méthode décrite paragraphe « Estimation de la variance »
fin
Calculer les estimés Θ̂
|n
et Ĥ
|n
par (4.4), (4.5) (sur l’ensemble plus probable) et V̂ |n par (5.9)
pour les tn retenues faire
pour toutes les sources i de tn faire
si ti[n] = tI alors
Inactiver la source i et mettre à jour an+1 = an\{i}
Supprimer les lignes correspondantes de l’état t[n], Ĥ
|n
an,tn , Θ̂
|n
an,tn et de Pan,tn
sinon
Tirer α suivant une loi uniforme U [0, 1]
si α < λ alors
Activer au hasard une source inactive j ∈ A[n]
Mettre à jour an+1 = an ∪ {j}, t[n], θ̂an+1,tnj , Gan+1,tnj suivant la méthode en
section 3.2.4, Ĥ
|n
an+1,tn , et Pan+1,tn (voir paragraphe « Estimation des ondelettes
par filtre de Kalman » (section 5.2)
fin
fin
Mise à jour des probabilités a priori Pr|n(An+1=an+1,Tn=tn) suivant (5.2) et (5.3)
fin
pour toutes bifurcations tn+1 possibles venant de tn faire
pour chaque source i de tn+1 faire
Calculer Pr|n(An+1=an+1,Tn+1i = t
n+1
i ) avec la formule (5.12)
Calculer θ̂an+1,tn+1i et Gan+1,tn+1i avec les formules (3.17) et (3.18)
fin
Prédire Ŷ |nan+1,tn+1 avec la formule (5.4) et νan+1,tn+1 avec la formule (5.8)
fin
fin
fin
6
Signaux simulés
Afin de présenter les performances de l’algorithme 2, nous faisons varier plusieurs paramètres de la mé-
thode : la longueur de la fenêtre d’oubli `∞ (réglant l’adaptativité ) et le nombre de séquences sélectionnées
ns. De plus, nous ferons varier le nombre de sources nMU contenu dans le signal afin de présenter les ca-
pacités de déconvolution de l’algorithme. Nous utiliserons alors les paramètres optimaux de réglage de la
méthode afin d’exécuter l’algorithme d’estimation du nombre de sources (algorithme 3).
Nous simulerons les signaux en essayant de se rapprocher le plus possible des caractéristiques des
signaux iEMG relevés dans les muscles de l’avant-bras. Nous évoquerons le comportement général des
algorithmes pour chaque cas, en commentant les résultats pour plusieurs valeurs de paramètres et en donnant
les performances en termes de temps de calcul. Après la validation de nos algorithmes sur des signaux
simulés, nous présenterons au chapitre 7 des résultats sur des signaux réels traités par les deux algorithmes
développés dans ce manuscrit.
Les algorithmes de déconvolution sont implémentés et exécutés sous le logiciel MATLAB v8.0.0.783
(R2012b), installé sur un PC équipé d’un Intel Core i7-3770 à 3.40GHz et d’une RAM de 8Go.
6.1 Simulation d’un signal
Nous initialisons les paramètres de la méthode :
• la période réfractaire tR est fixé à 300 : tR est supérieur à zéro car pour des signaux réels, deux
impulsions de la même source ne peuvent pas se produire simultanément. Ce réglage n’induit pas
de restriction pour l’estimation des paramètres, il influence la performance au niveau du temps de
calcul : plus le temps de réfraction est grand, plus la réduction du nombre de séquences possibles est
importante (voir paragraphe 4.3.1) ;
• les paramètres t0,i sont tirés suivant une loi uniforme U [600, 900]. Ces paramètres sont du même ordre
de grandeur que le temps réfractaire tR (plage courante pour des signaux réels) ;
• les paramètres βi sont tirés suivant une loi uniforme U [1, 10] (plage de valeurs observées sur les
signaux réels). Plus βi sera grand, plus le train d’impulsions Ui sera régulier ;
• les coefficients des ondelettes hi seront pris suivant différentes formes de MUAP relevées sur des
signaux iEMG. Elles sont normalisées (une amplitude maximum à 1) : cela n’a pas d’incidence sur
la déconvolution. Leur longueur est fixée à `RI = 70, ce qui permet de représenter correctement les
larges MUAP, sans trop allonger le temps de calcul ;
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• la variance du bruit v est choisie pour que le rapport signal sur bruit soit compris entre 10dB et 20dB
(plage de valeurs couramment observée).
Nous constituons des signaux en se basant sur le modèle (2.1).
Remarque 8. Le rapport signal à bruit, ou parfois dénommé SNR (Signal to Noise Ratio) est une façon
de quantifier l’information utile (le signal) par rapport à l’information non désirée (le bruit). Une de ces
définitions se rapporte à calculer 10 fois le logarithme en base 10 du rapport entre la variance du signal et
celle du bruit :
SNRdB = 10 log10
vsignal
vbruit
Il s’exprime en décibel (dB). Un SNR de 10dB signifie que le signal est noyé dans un bruit de variance dix
fois plus petite ; pour un SNR de 20dB, dans un bruit de variance 100 fois plus petite ; pour un SNR de
30dB, dans un bruit de variance 1000 fois plus petite, etc.
Nous définissons un cas nominal afin d’effectuer les différentes simulations. Le signal simulé dure
80000 instants (un laps temporel de ce signal est présenté Figure 6.1) : il est composé d’un nombre de
sources nMU égal à 4, une longueur de fenêtre d’oubli de taille équivalente à dix temps inter-impulsions
(soit, `∞ ≈ 20tR) et un nombre de séquences retenues ns égal à 64.
Pour chacune des trois études à nombre de sources constant (variation de ns, nMU, `∞) et pour l’étude à
nombre de sources nMU variable, nous présenterons les estimateurs obtenus parmi l’estimé du signal ŷn|n,
les estimés des séquences d’impulsions t̂
n|n
, les estimés de la forme des ondelettes ĥ
n|n
i et les estimés des
paramètres t̂0,i et β̂i pour chaque source (ou leur taux de décharge associés). Nous effectuerons certains tests
à paramètre Θ constant pour vérifier la bonne marche de l’algorithme et d’autres à paramètre Θ variable
pour tester l’adaptativité des estimateurs.
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FIGURE 6.1 – Signal simulé contenant la somme bruitée de 4 trains d’impulsions convolués par leur onde-
lette (courbe rouge) et les 4 trains d’impulsions (points).
Nous notons que les ondelettes extraites ont des amplitudes maximales contenues dans une plage de
valeurs de 0.25 à 1 (sans unité). De plus, certaines ondelettes se ressemblent. Nous notons aussi la présence
d’interférences entre les différents trains d’ondelettes vers les instants 15650 (trains 2-3-4), 16400 (trains
2-3-4) et 19550 (trains 2-4) (d’autres interférences apparaissent le long du signal) : cela correspond aux
observations faites sur des signaux iEMG.
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6.2 Première étude : variation du nombre de séquences retenues ns
Le paramètre du nombre de séquences retenues ns est l’un des paramètres le plus important de notre étude.
Plus il sera grand, plus la déconvolution et l’estimation des autres paramètres seront précises. En contrepar-
tie, plus il sera petit, plus la capacité de stockage et le temps de calcul nécessaires seront faibles.
Or notre objectif est de faire fonctionner notre méthode en ligne : un temps de calcul raisonnable doit être
obtenu. Nous montrons expérimentalement qu’il existe une limite basse au nombre de séquences retenues
pour que la déconvolution soit effectuée) : en dessous de cette valeur l’algorithme ne la réalise pas du fait
de l’indétermination dans les interférences (qui peuvent être obtenue par une infinité de sommes). De plus,
une limite haute est imposée par les capacités de calcul de l’ordinateur ou du GPU utilisé.
Pour montrer ces limites, nous prenons un nombre de séquences retenues dans l’ensemble {1, 2, 4, 8, 16, 64}
(cas nominal de simulation de paramètres constants des lois de Weibull discrètes) : nous montrons les esti-
més du signal en Figure 6.2.1
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FIGURE 6.2 – Estimés ŷn|n pour un nombre de séquences retenues ns = {1, 2, 4, 8, 16, 64}.
Les temps de calcul (en seconde) pour chacun des essais sont respectivement : 155, 253, 466, 894,
1687 et 6196. Après analyse, nous trouvons une droite de régression pour le temps de calcul de tcalcul =
95.6ns + 95.16 (s), qui a un coefficient de régression de 0.9997. Ceci confirme la relation linéaire entre
complexité de calcul et nombre de séquences retenues ns
1 Pour le reste du manuscrit, les valeurs de simulation sont en trait pointillé rouge, les valeurs d’initialisation sont en trait
pointillé noir et les valeurs estimées en trait plein bleu
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Nous retenons de ces essais que pour quatre sources, un nombre ns de 64 séquences retenues à chaque
étape est suffisant pour assurer une déconvolution convenable. En faisant d’autres expérimentations, nous
avons pu remarquer que pour un nombre de 64 séquences retenues, la déconvolution était satisfaisante pour
des signaux engendrés par la somme de 1 à 6 trains d’ondelettes. Il faut augmenter le nombre de séquences
retenues à 1024 dans le cas de mélange à 8 sources.
6.3 Deuxième étude : variation du nombre de sources nMU
Nous faisons varier le nombre de sources nMU dans l’ensemble {1, 4, 6} (cas nominal de simulation de
paramètres constants de lois de Weibull discrètes). Le nombre de sources va influencer principalement le
nombre d’interférences (superpositions d’ondelettes) dans le signal, ainsi que le nombre de bifurcations
possibles (accroissement du nombre de séquences possibles). Les temps de calculs seront plus longs pour
un nombre de sources plus grand, car le filtre de Kalman est de complexité de calcul en O((nMU`RI)2).
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FIGURE 6.3 – Signal simulé contenant 6 sources entre les instants 56000 et 59000.
Une partie d’un signal simulé contenant 6 sources est présenté en Figure 6.3. Les temps de calculs (en
secondes) sont respectivement 764, 6338 et 16656 pour les signaux avec 1, 4 et 6 sources. Nous notons une
légère différence avec le temps de calcul pour un signal simulé contenant 4 sources de la première étude
(6196 secondes, soit 2, 3% de différence) : d’un essai à l’autre, le nombre de séquences visitées peut différer.
Les temps présentés ici sont caractéristiques. Nous remarquons aussi que le temps de calcul n’augmente
pas de façon linéaire avec le nombre de sources.
La reconstruction générale est correcte pour les trois cas : les estimés du signal correspondent aux
signaux simulés et les trains d’impulsions sont retrouvés quasi-parfaitement pour chaque source (graphiques
à gauche dans la Figure 6.4)2. Nous voyons que pour les signaux avec 4 et 6 sources, les interférences sont
importantes : la déconvolution est effectuée correctement.
Les ondelettes sont bien estimées (graphiques à droite dans la Figure 6.4) :3 la forme générale est
toujours bien retrouvée, même si un décalage apparaît dans certains cas (quatrième ondelette pour le cas à
6 sources).
2 Dans le reste du manuscrit, les trains d’impulsions simulés sont localisés par des points rouges, les estimés des trains par
des points bleus.
3 Dans le reste du manuscrit, les ondelettes de simulations sont en trait pointillé rouge, les estimés finaux des ondelettes en
trait plein bleu et les ondelettes à l’initialisation en trait pointillé noir.
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FIGURE 6.4 – Estimés du signal, de la meilleure séquence a posteriori et des ondelettes (initiale, estimée et
la vraie), pour les signaux avec 1, 4 ou 6 sources (de haut en bas).
Les estimations des paramètres t0 et β, présentées en Figure 6.5, montrent à nouveau le bon fonctionne-
ment de l’algorithme. Comme attendu, les estimations de t0 rejoignent rapidement les valeurs de simulations
et sont très stables ; les estimations de β convergent plus lentement et moins uniformément. Sur le graphique
de β̂ pour le cas à 1 source, nous voyons le procédé d’initialisation apparaître en début d’estimation. Sur
le graphique de β̂ pour le cas à 4 sources, les estimés de β pour les sources 2 et 3 (en vert foncé et rouge)
subissent des « chutes » autour respectivement des instants 36000 et 17000 : pour chaque source, une impul-
sion n’est pas identifiée. Du point de vue des estimateurs, cela rend les trains d’impulsions plus irréguliers ;
la valeur de β est donc abaissée.
Cependant, nous remarquons sur la Figure 6.6 que les taux décharges associés sont très stables.4 Dans
chaque cas présenté ici, les taux de décharges estimés rejoignent leur valeur de simulation après 10000
instants. Nous remarquons sur ces graphiques, que les estimés (trait plein bleu) suivent assez fidèlement
les valeurs des inverses des temps inter-impulsion : cela correspond à l’adaptation des valeurs estimées (la
variabilité des trains est visible sur chaque graphique par le saut de valeurs dans les courbes en noir.
4 Dans le reste du manuscrit, nous mettrons les valeurs de simulation des taux de décharges en trait plein rouge, les valeurs
estimées en trait plein bleu et l’inverse des temps inter-impulsion en trait pointillé noir.
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FIGURE 6.5 – Estimés des paramètres t0 et β pour les signaux avec 1, 4 ou 6 sources (de haut en bas) : les
courbes représentent les estimés, les droites les valeurs exactes des paramètres lors de la simulation.
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FIGURE 6.6 – Estimés des taux de décharges pour les signaux avec 1, 4 ou 6 sources (respectivement de
haut en bas) : les courbes représentent les estimés, les droites les valeurs exactes des paramètres lors de la
simulation et les courbes en escalier les valeurs empiriques.
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6.4 Troisième étude : variation de la longueur de la fenêtre d’oubli
`∞
La taille de la fenêtre `∞ va dépendre du temps inter-impulsion moyen pour une source et du type de
suivi voulu. Pour se rendre compte de l’influence de ce paramètre, nous prenons `∞ dans l’ensemble des
multiples {1, 2, 5, 10, 20,+∞} de l’espérance du temps inter-impulsion E{∆|Θ}. Rappelons qu’un ordre
de grandeur E{∆|Θ} est de 2tR à 3tR.
Nous nous plaçons dans le cas nominal avec un signal simulé de longueur doublée (160000 instants)
contenant une source et où les paramètres de la loi de Weibull discrète sont constants par morceaux :
• du 1er au 40000e instant, les paramètres sont constants ;
• du 40001e au 80000e instant, le paramètre t0 subit une variation, β reste à sa précédente valeur ;
• du 80001e au 120000e instant, le paramètre β subit une variation, t0 reste à sa précédente valeur ;
• du 120001e au 160000e instant, les paramètres t0 et β subissent une variation.
L’algorithme 3 est appliqué pour chacune des valeurs : les temps de calculs (en seconde) sont respec-
tivement 319.07, 319.15, 317.65, 316.18, 319.41 et 321.81 pour des tailles de fenêtre d’oubli de {1, 2, 5,
10, 20,+∞}E{∆|Θ}. Ceci est en accord avec la complexité de calcul : la taille de la fenêtre n’influe pas
sur le temps de calcul.
Nous présentons les estimés des taux de décharge en Figure 6.7. Nous observons que les fenêtres d’oubli
courte (bleu et vert foncés) donnent une grande variabilité aux estimés, alors que la fenêtre infinie (jaune)
ne permet pas de suivre correctement la variation des paramètres.
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FIGURE 6.7 – Estimé du taux de décharge pour la source du signal avec différents facteurs d’oubli
({1, 2, 5, 10, 20,+∞}E{∆|Θ}).
Pour la suite de notre étude, nous opterons donc pour des valeurs de fenêtres entre ces deux extrêmes.
Les estimés des taux de décharges et des paramètres t0 et β pour les valeurs de fenêtres d’oubli {5, 10, 20}
sont exposés en Figure 6.8 et Figure 6.9 :
Afin de déterminer quelle longueur de fenêtre d’oubli semble la plus adaptée à la déconvolution, nous
présentons l’estimation des paramètres de la loi de Weibull discrète en Figure 6.9. Nous observons qu’après
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FIGURE 6.8 – Estimé du taux de décharge pour la source du signal avec différents facteurs d’oubli
({5, 10, 20}E{∆|Θ}).
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FIGURE 6.9 – Estimé des paramètres t0 et β pour la source du signal avec différents facteurs d’oubli
({5, 10, 20}E{∆|Θ}).
le changement de valeur de t0, l’estimation de β subit une large variation pour une fenêtre de 5E{∆|Θ} :
ceci s’explique par une forte irrégularité dans l’arrivée des impulsions à cet endroit du signal et donc un
abaissement de la valeur de β. Pour le cas de la fenêtre infinie (non-présenté ici), la valeur de β ne change
quasiment pas.
À la lumière des résultats obtenus, nous choisissons une fenêtre d’oubli `∞ = 10E{∆|Θ}.
6.5 Quatrième étude : nombre de sources non constant
Afin de présenter l’algorithme 3 d’estimation globale à sources inconnues, nous simulons un signal dans
le cas nominal avec 3 sources et en fournissant un dictionnaire H composé de 4 formes d’ondelettes. La
première source n’est active seulement qu’entre les instants 20000 et 60000, la source 3 est inactive et les
sources 2 et 4 sont actives durant toute la simulation. Le temps d’inactivation tI est choisi égal à 2000
instants, ce qui est de l’ordre de grandeur de deux fois le temps moyen inter-impulsion. D’après les études
présentées précédemment, les paramètres de la méthode sont choisis : ns = 64 et `∞ = 10E{∆|Θ} ≈ 7500.
L’estimé du signal, présenté en haut de la Figure 6.10, est proche du signal estimé. L’estimation globale
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est satisfaisante. Nous notons que l’estimation de l’ondelette de plus large amplitude (source 1) est d’abord
sous-estimée vers l’instant 20000 puis est estimée correctement (grâce au filtre de Kalman) au bout d’une
dizaine d’impulsions, vers l’instant 30000. De plus, des apparitions sporadiques de l’ondelette associée à la
source 1 apparaissent : des propositions d’activation de la source sont réalisées et validées pendant quelques
instants, puis l’algorithme inactive cette source car elle n’émet pas d’ondelettes. En bas de la Figure 6.10,
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FIGURE 6.10 – Estimés du signal, de la meilleure séquence a posteriori et des ondelettes (initiale, estimée
et la vraie), pour un signal avec un nombre de sources variables.
nous montrons l’estimateur du maximum a posteriori des trains d’impulsions. Ils sont bien reconstruits pour
les sources 1, 2 et 4 dans les zones où ces sources sont actives. Notons un échange entre les sources 1 et 2,
puis les sources- 1 et 4 aux instants respectifs 5000 et 65000 : la forme des ondelettes peut expliquer ces
mauvaises orientations, l’estimation est reprise correctement après une ou deux impulsions. La source 3 ne
devrait pas être activée : nous notons une forte corrélation entre les instants d’impulsions de la source 3 et
de la source 4.
L’estimation de l’ondelette de la source 3 est exposée en Figure 6.11 : elle est quasi-nulle. De plus, les
ondelettes des sources 1, 2 et 4 (séparée en deux morceaux) sont estimées de façon satisfaisante.
Nous présentons à des fins de vérifications les estimés des paramètres des lois de Weibull discrètes
(Figure 6.12) et des taux de décharge (Figure 6.13). À l’instar des trains d’impulsions, les paramètres t0
sont correctement estimés après quelques impulsions d’une source active. Le paramètre β apparaît sous-
estimé pour les sources 2 et 4 : ce paramètre plus sensible subit les nombreuses perturbations introduites
par la source 3. Par ailleurs, les taux de décharges (Figure 6.13) restent stables comme dans les études
précédentes.
6.6 Discussion
Les résultats sont très satisfaisants pour l’algorithme 2. Les estimations des trains et des paramètres s’ef-
fectuent correctement et en l’espace d’une dizaine d’impulsions. Les estimateurs adaptatifs donnent des
résultats satisfaisants lors de la variation des paramètres des lois de Weibull discrètes. Rappelons que l’uti-
lisation des fenêtres courtes est intéressante si la détection de variations dans les paramètres est un objectif
de la méthode. Nous avons appliqué cet algorithme sans l’étape du filtre de Kalman et en fournissant les
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FIGURE 6.11 – Estimés du signal, de la meilleure séquence a posteriori et des ondelettes (initiale, estimée
et la vraie), pour un signal avec un nombre de sources variables.
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FIGURE 6.12 – Estimés des paramètres t0 et β pour un signal avec un nombre de sources variables.
ondelettes de simulation exactes pour l’initialisation des ondelettes Ĥ
|0
t1 (dans un signal avec 4 sources) : les
trains sont retrouvés parfaitement et le traitement est réalisé en 700 secondes (pour 64 séquences retenues).
L’utilisation d’un filtre de Kalman dégradé permettrait d’améliorer les performances de la méthode en dépit
d’une moins bonne estimation : à nouveau un compromis entre temps de calcul et bonne estimation doit
être trouvé.
Le modèle derrière l’algorithme 2 ne prend pas en compte la variation du nombre de sources, a contrario
de l’algorithme 3 : les premiers résultats nous satisfont. Après analyse des résultats, les estimations du
signal, des trains d’impulsions et des paramètres sont correctes. Nous pouvons choisir de raffiner le modèle
de transition de l’état, par exemple, en supprimant les ondelettes de trop faibles amplitudes, ou encore
en réinitialisant les paramètres de la loi de Weibull discrète pour un changement de valeurs trop brusque.
Nous pouvons aussi proposer une étape de post-traitement qui détecterait, par exemple, les sources non-
indépendantes.
Nous avons réalisé une simulation avec un faible nombre d’ondelettes dans le dictionnaire. Le fait d’aug-
menter sa taille augmente les indéterminations (observées en Figure 6.10) : nous pouvons choisir de retenir
un nombre ns plus important de séquences ou de réaliser une étape de post-traitement des informations
obtenues.
68 CHAPITRE 6. SIGNAUX SIMULÉS
0 1 2 3 4 5 6 7 8
x 104
0
0.5
1
1.5
2
2.5 x 10
−3 Source 1
Ta
ux
 d
e 
dé
ch
ar
ge
 
 
vrai
empirique
estimé
0 1 2 3 4 5 6 7 8
x 104
0
0.5
1
1.5
2
2.5 x 10
−3 Source 2
n
 
 
vrai
empirique
estimé
0 1 2 3 4 5 6 7 8
x 104
0
0.5
1
1.5
2
2.5 x 10
−3 Source 3
Ta
ux
 d
e 
dé
ch
ar
ge
n
 
 
vrai
empirique
0 1 2 3 4 5 6 7 8
x 104
0
0.5
1
1.5
2
2.5 x 10
−3 Source 4
n
 
 
vrai
empirique
estimé
FIGURE 6.13 – Taux de décharges associés pour un signal avec un nombre de sources variables.
7
Expérimentation sur des signaux iEMG
Le chapitre 6 précédent nous a permis de montrer la bonne estimation en général des paramètres du modèle
(4.1) et (4.2) par l’algorithme 2, ainsi que d’évaluer l’influence des paramètres `∞ et ns, paramètres de la
méthode. Nous avons pu observer les résultats obtenus par l’application de l’algorithme 3 sur un signal avec
un nombre de sources variables modélisé par les lois de transitions de l’état du paragraphe « Transition »
(section 5.1) et la loi d’observation (5.4). Les résultats étaient concluants même si des améliorations sont à
réaliser.
Dans ce chapitre, nous faisons la description de l’obtention des signaux expérimentaux sur un muscle
de l’avant-bras et nous présentons et expliquons les résultats obtenus après application des algorithmes 2 et
3 sur les signaux iEMG. Nous exécuterons les deux algorithmes sur une même partie de signal iEMG où
les sources sont connues et constantes, puis nous appliquerons le second algorithme à une partie de signal
iEMG où le nombre de sources est variable.
7.1 Obtention des signaux iEMG
7.1.1 Dispositif expérimental
Les signaux iEMG présentés dans ce manuscrit ont été fournis par le département de Neurorehabilitation
Engineering, au Bernstein Center for Computational Neuroscience, centre de recherche au sein de l’Uni-
versity Medical Center Göttingen Georg-August University, en Allemagne.
Électrodes L’acquisition des signaux iEMG se fait grâce à des électrodes intramusculaires présentées
dans la Figure 7.1 à gauche. Deux paires d’électrodes sont implantées simultanément afin d’augmenter
les chances d’acquisition de signaux iEMG exploitables. Ces électrodes sont faites d’acier inoxydable en-
robé de Téflon (A-M Systems, Carlsborg, WA, USA ; diamètre 50µm) et sont introduites à l’aide d’une
seringue hypodermique. Les signaux sont récupérés et amplifiés de façon bipolaire par une boîte d’acquisi-
tion (Counterpoint EMG, DANTEC Medical Skovlunde, Danemark), puis filtrés par un filtre passe-bande
(500Hz-5kHz). La fréquence d’échantillonnage est de 10kHz. Le montage complet est visible dans la Figure
7.1 à droite.
Expérimentation Durant l’acquisition des signaux, le sujet a un retour visuel de la force et des signaux
iEMG qu’il produit. Au début de l’acquisition, le sujet accompli deux contractions au maximum de sa force
à des fins de calibrage. Cette donnée de référence est appelée contraction volontaire maximale (MVC).
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FIGURE 7.1 – Montage expérimental. À gauche, les électrodes intramusculaires ; à droite, une vue d’en-
semble du dispositif de relevé.
La MVC est caractérisée par un iEMG formé de nombreux trains d’impulsions superposés. Puis le sujet
effectue des contractions isométriques (sans changement de la géométrie du muscle) à des niveaux compris
entre 5% et 10% de sa MVC, c’est-à-dire à un faible niveau de force.
FIGURE 7.2 – La fenêtre de retour visuel (gauche) et un exemple de signal iEMG enregistré avec la force
développée (droite).
Une interface graphique a été réalisée sous MATLAB (Figure 7.2à droite) par l’équipe du département.
Elle permet à l’expérimentateur de visualiser et d’enregistrer les essais réalisés par le sujet.
7.1.2 Prétraitements des signaux iEMG
Filtrage Les signaux sont perturbés par de nombreux bruits : mouvements des électrodes, changements
physiologiques, bruit de capteurs, bruit de l’amplificateur, etc. L’analyse spectrale de signaux iEMG, pré-
sentée dans la Figure 7.3, révèle une forte amplitude en 50Hz, mais aussi des composantes autour de 3,3kHz.
Nous filtrons le signal par un filtre passe-bas à partir de 2,5kHz (55dB d’atténuation sur la bande 2,5-3kHz,
fenêtre de Hamming) et par un filtre passe haut jusqu’à 0,1kHz (55dB d’atténuation sur la bande 0-0,1kHz,
fenêtre de Hamming).
Déconvolution manuelle Un expert en déconvolution de signaux iEMG, assisté du logiciel EMGLab,
estime le nombre de sources sur certains morceaux du signal iEMG et extrait une ondelette pour chaque
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FIGURE 7.3 – Transformée de Fourier entre 0 et 5kHz d’un signal iEMG échantillonné à 10kHz.
source trouvée. Les ondelettes extraites de cette manière alimentent la base de forme mentionnée H dans
nos algorithmes. L’expert met aussi à disposition une estimation des instants de décharges pour chaque
source : ils nous serviront a posteriori pour comparer et valider nos algorithmes. Nous rappelons que ces
instants ne sont pas nécessaires à notre méthode et que nous les enregistrons à des seules fins de validation
et de présentation.
7.2 Expérimentations et résultats
7.2.1 Estimation à sources connues et constantes
Le signal, présenté Figure 7.4, a été filtré suivant la méthode de la section précédente. Le rapport SNR
est de 11dB. Ce signal iEMG obtenu est caractéristique d’un signal à MVC faible. Nous traitons une por-
tion de signal équivalent à 8 secondes de signal échantilloné à 10kHz (soit 80000 pas). L’expert identifie
quatre trains d’ondelettes (`RI = 80). Deux ondelettes sont similaires en forme et en amplitude. Le temps
réfractaire observé est de 45ms (valeur plus élevée que les données physiologiques attendues). Le réglage
des paramètres de la méthode donne un nombre de séquences retenues ns = 64 et une longueur de fenêtre
d’oubli `∞ ≈ 1s
L’algorithme est exécuté en 13600 secondes. Nous présentons l’estimation du signal et des trains d’im-
pulsions en Figure 7.5 : le signal est correctement estimé sur toute la durée du signal ainsi que les trains
d’impulsions. Nous pouvons remarquer que notre algorithme a oublié une impulsion vers 7.74s : il a déjà
proposé une impulsion de la source correspondante vers 7.71s. Il ne peut donc pas proposer une nouvelle
impulsion avant la fin de la période réfractaire (vers 7.75s). Il s’agit du phénomène de doubles impulsions,
non pris en compte dans le modèle. L’expert estime, quant à lui, une unique impulsion vers 7.73s : les deux
reconstructions sont de très bonnes candidates pour expliquer le signal iEMG.
De plus, nous notons qu’un échange entre les sources 3 et 4 s’effectue souvent : les deux formes sont
similaires, comme nous pouvons le voir en Figure 7.6. Nous observons une évolution lente dans la forme
des ondelettes entre le début et la fin du signal analysé
Notre algorithme permet aussi de trouver les taux de décharge (voir Figure 7.7) des quatre sources
à partir des estimés des paramètres des lois de Weibull discrètes. Le taux de décharge de chaque source
converge vers leur valeur finale au bout d’une seconde et demie ; elles sont stables ensuite. Nous remarquons
que les taux de hasard estimés sont en accord avec la déconvolution de l’expert (trait en pointillé noir sur la
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FIGURE 7.4 – Partie d’un signal iEMG entre 7.35 s et 7.85 s, relevé sur un muscle de l’avant-bras et filtré
par un passe-bas à 2,5kHz et un passe-haut à 0,1kHz
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FIGURE 7.5 – Estimés du signal, de la meilleure séquence a posteriori pour un signal avec un nombre de
sources constantes et connues.
Figure 7.7, représentant l’inverse du temps inter-impulsion).
Cependant, les paramètres t0 et β mettent plus de temps à converger (voir Figure 7.8). Les valeurs
faibles de β pour trois sources sur les quatre présentes montrent une certaine irrégularité dans l’arrivée des
impulsions. 7.7). Nous remarquons que le taux de décharge pour la source 4 est plus élevé que celui estimé
par l’expert : cette ondelette est de faible amplitude et donc peut passer inaperçue lors des interférences.
Notre algorithme permet de la localiser de façon automatisée grâce au modèle des temps inter-impulsions.
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FIGURE 7.6 – Ondelettes (initiale, estimée et l’extraite par l’expert) pour un signal avec un nombre de
sources constantes.
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FIGURE 7.7 – Taux de décharges estimés (en impulsions/seconde) d’un signal iEMG avec 4 sources
connues.
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FIGURE 7.8 – Estimé des paramètres t0 (à gauche) et β (à droite) d’un signal iEMG avec 4 sources connues.
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7.2.2 Estimation à nombre de sources inconnues et constantes
Nous appliquons l’algorithme 3 sur le même signal : les mêmes valeurs de paramètres que dans la section
précédente sont prises et le dictionnaire fournit est composé de 5 formes d’ondelettes.
La déconvolution est satisfaisante après quelques impulsions (mise en place de l’estimation des diffé-
rentes ondelettes et de l’estimation initiales des paramètres des lois de Weibull discrètes). Elle est réalisée en
8350 secondes. Sur la Figure 7.9, nous observons que vers 7.36s, l’ondelette de la source 5 est proposée (elle
ne fait pas partie du signal) et vient perturber la bonne estimation du signal. Cependant, l’algorithme détecte
bien qu’elle ne fait pas partie du signal et l’inactive rapidement. Les trains reconstruits par notre méthode
et ceux de l’expert sont proches : quelques inversions apparaissent entre les sources 2 et 3. La quatrième
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FIGURE 7.9 – Estimé du signal, avec la meilleure séquence a posteriori pour un signal avec un nombre de
sources constantes mais non connues.
ondelette est d’amplitude faible en comparaison avec le niveau de bruit. Nous montrons sa bonne estimation
en Figure 7.10. Les formes initiales étaient assez éloignées des formes finales : la méthode d’estimation des
ondelettes présente des résultats satisfaisants.
Nous présentons les taux de décharge pour les quatre sources réellement actives : l’activité de la 5e
source potentielle se révèle être anecdotique (5 occurrences sur toute la durée du signal). L’estimé du taux
de décharge pour la source 1 est en accord avec les estimations des temps inter-impulsions de l’expert. Pour
les sources 2 et 3, les nombreuses inversions entre ces deux formes perturbent l’estimation correcte du taux
de décharge : les estimés des taux de décharges pris simultanément sont en accord avec les estimations de
l’expert. La source 4 présente une discontinuité autour de 2.56s : une interférence entre les ondelettes des
sources 2,3 et 4 est présente à ce moment et notre algorithme propose une impulsion provenant de la 5e
source, ce qui l’entraîne dans une mauvaise direction. Cependant, l’algorithme converge à nouveau vers
l’estimation de l’expert en 3 secondes.
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FIGURE 7.10 – Ondelettes (initiale, estimée et la vraie), pour un signal avec un nombre de sources constantes
mais non connues.
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FIGURE 7.11 – Taux de décharges estimés (en impulsions/secondes) d’un signal iEMG avec 4 sources parmi
un dictionnaire contenant 5 ondelettes.
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7.2.3 Estimation à nombre de sources inconnues et non-constantes
Dans cet exemple, nous appliquons le même algorithme que précédemment sur un signal iEMG où le
nombre de source varie (voir Figure 7.12). Un expert estime le nombre de sources différentes à 3. Nous
fournissons le même dictionnaire d’ondelettes.
FIGURE 7.12 – Signal iEMG avec un nombre de sources non constant et sources non connues.
Nous présentons le résultat de la déconvolution aveugle dans le haut de la Figure 7.13. Dans le bas de
cette figure, l’estimateur du maximum a posteriori des séquences d’impulsions est présenté : nous remar-
quons la présence de quatre trains d’impulsions. Nous pouvons voir les estimés des ondelettes en Figure
7.14 : l’ondelette qui correspond au quatrième train d’impulsions est quasi-nulle. Notre méthode ne prend
pas en compte ce type d’événement : nous devons affiner les lois de transitions du modèle de Markov caché.
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FIGURE 7.13 – Estimé du signal, avec la meilleure séquence a posteriori pour un signal avec un nombre de
sources non constant et sources non connues.
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FIGURE 7.14 – Ondelettes (initiale, estimée et la vraie) avec un nombre de sources non constant et sources
non connues.
Les estimés des taux de décharge permettent de confirmer la mauvaise direction prise par l’algorithme
dans la proposition d’un quatrième train d’ondelettes : aucune impulsion n’est présente autour de 4.3s,
pourtant le quatrième train d’impulsions n’est pas inactivé lors de cette période. Nous remarquons à nouveau
la stabilité des taux de décharge dans des plages de valeurs de 10 à 12 impulsions par secondes.
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FIGURE 7.15 – Taux de décharges estimés (en impulsions/secondes) d’un signal iEMG avec un nombre de
sources non constant et sources non connues.
7.3 Discussion
Dans le cas d’un nombre de sources connues, la modélisation proposée convient aux données réelles : les
estimations des paramètres sont satisfaisantes. L’évolution de la forme des ondelettes et les variations des
taux de décharge justifient a posteriori la mise en place d’un facteur d’oubli dans notre algorithme.
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Dans le cas de sources inconnues et constantes, nos estimations sont en accord avec celles de l’expert.
Dans le cas de sources inconnues et non constantes, notre algorithme réussit en partie la déconvolu-
tion. Nous avons vu que l’ajout d’une ondelette au dictionnaire, ondelette qui n’apparaît pas dans le signal
iEMG, perturbe régulièrement la déconvolution en aveugle. Cependant, l’algorithme converge à nouveau
après quelques impulsions vers les mêmes estimations que celles proposées par un expert. Une étape de
post-traitement est nécessaire afin d’assurer la bonne déconvolution. Une stratégie de proposition d’impul-
sions différente peut être envisagée : actuellement, nous proposons toutes les possibilités à chaque instant,
ce qui laisse une grande liberté au système. Nous pourrions structurer simplement celui-ci en autorisant
seulement la proposition d’une impulsion à la fois. Ces dégradations nous font perdre le caractère bayésien
de l’estimation, mais elles permettent d’améliorer les temps de calcul.
Par ailleurs, plutôt qu’une étape de post-traitement des données et afin de rester dans le cadre de l’esti-
mation bayésienne, nous pouvons raffiner le modèle, notamment avec des propositions de lois de transition
plus en accord avec la réalité pour les ondelettes et les paramètres des lois de Weibull discrètes.

Conclusion
Résultats et apports
La volonté de piloter une prothèse d’avant-bras et la commande physiologique des muscles par le système
nerveux central (chapitre 2) nous ont orientés vers la modélisation des signaux iEMG par un modèle de
Markov caché (modèle paramétrique). Nous estimons en ligne des paramètres du modèle afin d’extraire des
informations des signaux et les fournir à la commande de la prothèse.
Dans ce manuscrit, nous avons modélisé un signal iEMG comme un processus stochastique. Nous avons
proposé une modélisation d’un train d’impulsions parcimonieux (chapitre 3) : la loi de Weibull discrète de
type I à deux paramètres a été retenue pour la masse de probabilité du temps inter-impulsion. L’estimation
en ligne des paramètres de la loi de Weibull discrète a été présentée. Puis, nous avons modélisé la somme
d’un nombre connu de trains d’impulsions convolués par leur ondelette respective (chapitre 4). Ce modèle
global du signal s’appuie sur le modèle du train d’impulsions. L’estimation conjointe des ondelettes et
des paramètres des lois de Weibull discrètes a conduit à l’algorithme 2. Finalement, nous avons proposé
une modélisation des sources actives, variables importantes du système étudié (chapitre 5) : un deuxième
algorithme (l’algorithme 3) permet d’estimer par une approche probabiliste le nombre de ces variables.
Nous avons vérifié le bon fonctionnement de nos algorithmes sur des données simulées (chapitre 6) : ces
données ont été simulées avec l’objectif de ressembler le plus possible à des signaux iEMG. L’estimation des
différents paramètres du système est donnée pour plusieurs valeurs de paramètres des méthodes proposées.
Ainsi, nous avons pu appliquer nos algorithmes sur des signaux réels (chapitre 7). Les résultats ont été
comparés avec ceux obtenus par un expert assisté du logiciel EMGLab.
Finalement une discussion montre les apports et les limitations de notre méthode : l’estimation par
un filtre bayésien permet de donner des estimateurs a posteriori de façon objective comparée à un expert
humain ; cependant la modélisation et les ressources en calcul limitent la prise en compte de tous les phé-
nomènes.
Perspectives
Le travail proposé dans ce manuscrit est une première étape vers le pilotage d’une prothèse d’avant-bras.
Le premier axe de recherche est celui d’une meilleure modélisation du système considéré : dans les
signaux iEMG, il apparaît des doubles décharges (deux impulsions issues d’un même train en moins d’une
période réfractaire, ce qui est normalement physiologiquement impossible) ; la modélisation du schéma
d’activation des sources peut être raffinée ; l’hypothèse d’indépendance des sources doit être étudiée. De
plus, l’information extractible du signal doit être quantifiée : la déconvolution d’un signal trop riche en
train d’impulsions peut s’avérer difficile. Une solution proposée est l’étude simultanée de plusieurs relevés
d’iEMG sur un même muscle afin d’obtenir une bonne estimation de l’activité musculaire.
Le deuxième axe de recherche est l’implémentation des algorithmes proposés sur un GPU. Nous pou-
vons paralléliser les calculs pour chaque état retenu, ainsi que pour chaque source dans l’étape de prédic-
tion : le temps de calcul serait réduit et permettrait de maximiser le nombre de séquences retenues (suivant
la capacité de calcul du processeur). Aussi, une étape de prétraitement automatique des signaux doit être
mise en place. Une étape de post-traitement des résultats obtenus par l’algorithme est aussi nécessaire :
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détection de changement de mode, détection de sources non-indépendantes, calibration automatique, ré-
initialisation de l’algorithme, mise à jour de la base de données des ondelettes. Ces événements ne sont pas
pris en compte dans la modélisation, ils dépendent de paramètres internes à la méthode.
Un troisième axe de recherche est l’établissement d’une méthode de traduction des informations ob-
tenues (les taux de décharges des différentes sources actives) en instruction pour le pilotage des muscles
artificiels de la prothèse (conjointement à la conception de la prothèse). La traduction doit tenir compte
correctement de la différence structurelle entre le patient et la prothèse robotisée afin d’obtenir le mouve-
ment ou la force désirée. La prothèse intégrera le fait que plusieurs degrés de liberté pourront être activés
simultanément et les pilotera de façon proportionnée.
Un quatrième axe de recherche est l’étude de la physiologie des muscles du corps humain ou l’aide à la
rééducation fonctionnelle. Une discussion avec le corps médical doit être menée sur l’intérêt et l’interpré-
tation des informations extraites. Ainsi, les paramètres de la méthode, tels que le temps réfractaire, le taux
d’activation ou le temps d’inactivation, pourraient être évalués sur une cohorte de sujets afin de fournir des
valeurs physiologiques. Finalement, la méthode d’estimation en ligne des paramètres d’une loi de Weibull
discrète peut être utilisée afin de prévoir les taux de décharges de n’importe quel système, à la condition
qu’une modélisation discrète soit envisageable (pannes, réparations, arrivée de client, etc.).
Annexes
A Preuves de la propriété 1 : chaîne de Markov
• Considérons un instant n entre la N -ième impulsion au temps I[N ] et strictement avant la (N + 1)-
ième impulsion au temps I[N + 1]. La connaissance de Tn est équivalente à celle de {∆N−1, T[n]},
car avant I[N ]+1 la séquence est déterminée par l’ensemble des temps inter-impulsion ∆N−1, puis la
séquence est entièrement déterminée par T[n] entre I[N ]+1 et n. D’après la définition des probabilités
conditionnelles, nous écrivons pour tout n ≥ 1 :
Pr(T[n+ 1]=0 |T[n]= t,Tn−1) = Pr(T[n+ 1]=0 |T[n]= t,∆N−1)
=
Pr(T[n+ 1]=0,T[n]= t |∆N−1)
Pr(T[n]= t |∆N−1)
L’événement {T[n+ 1]=0, T[n]= t} correspond à l’arrivée d’une impulsion avec un temps de séjour
∆[N ] valant t + 1 et la position de la dernière impulsion I[N ] étant à n − t. L’événement T[n] = t
correspond au fait que le temps de séjour est supérieur à t+1, mais la position de la dernière impulsion
reste à n− t. En remplaçant cela dans l’égalité précédente et en utilisant de nouveau la définition des
probabilités conditionnelles, nous obtenons :
Pr(T[n+ 1]=0 |T[n]= t,Tn−1) = Pr(∆[N ]= t+ 1, I[N ]=n− t |∆
N−1)
Pr(∆[N ]= t+ 1, I[N ]=n− t |∆N−1)
=
Pr(∆[N ]= t+ 1 | I[N ]=n− t,∆N−1)
Pr(∆[N ]= t+ 1 | I[N ]=n− t,∆N−1)
En supposant que le dernier instant d’impulsion I[N ] est indépendant de la séquence des temps de
séjour ∆N et que cette séquence est i.i.d., nous obtenons :
Pr(T[n+ 1]=0 |T[n]= t,Tn−1) = Pr(∆[N ]= t+ 1)
Pr(∆[N ]= t+ 1)
La probabilité Pr(T[n + 1] = 0 |T[n] = t,Tn−1) ne dépend que de la valeur de T[n], ce qui montre
que T[n] est markovien. De plus, nous remarquons que Pr(T[n + 1] = 0|T[n] = t) peut s’écrire avec
l’expression du taux de hasard de la formule (3.6).
• La probabilité pour le cas T[n + 1] = t + 1 est déduite de la première d’après le deuxième axiome
des probabilités [Kolmogorov 50] (la somme des probabilités de tous les événements de l’univers, ici
{0, t+ 1}, vaut 1). Cela montre la formule (3.8).
• Nous proposons d’expliciter la loi marginale T[n + 1]. Notons la distribution invariante Pr(T[n]= t)
par ρ(t). D’après la formule des probabilités totales, nous pouvons écrire ρ(t) comme solution de
l’équation
ρ(t′) =
∑
t≥0
Pr(T[n]= t′|T[n− 1]= t) ρ(t)
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En introduisant la formule (3.8), nous obtenons :
ρ(t′) =
∑
t≥0
ρ(t)

r(t+ 1) si t′=0
1− r(t+ 1) si t′= t+ 1
0 sinon
=
∑
t≥0
[ρ(t)r(t+ 1)δ(t′) + ρ(t)(1− r(t+ 1))δ(t′ − t− 1)]
= ρ(t′ − 1)(1− r(t′)) + δ(t′)
∑
t≥0
ρ(t)r(t+ 1)
Dans l’expression de ρ(t′), δ(t′) = 0 tant que t′ ≥ 1. Par récurrence sur t′ : nous multiplions successi-
vement les termes (1− r(t′)), excepté en t′ = 0, où nous multiplions par le terme∑+∞t≥0 ρ(t)r(t+ 1).
Ce dernier terme ne dépend pas de t′ : cette constante de proportionnalité sera calculée par normali-
sation. L’expression de ρ(t′) est, à une constante près :
ρ(t′) = ρ(0)(1− r(1))(1− r(2)) . . . (1− r(t′ − 1))(1− r(t′)) ∝
t′∏
τ=1
(1− r(τ))
Nous remarquons, d’après les formules (3.5) et (3.6), l’identité suivante :
1− r(t) = s(t)− p(t)
s(t)
=
(∑+∞
τ=t p(τ)
)− p(t)
s(t)
=
∑+∞
τ=t+1 p(τ)
s(t)
=
s(t+ 1)
s(t)
En remarquant que s(0) = 1, nous injectons la formule précédente dans l’expression de ρ(t′) :
ρ(t′) ∝
t′∏
τ=1
(1− r(τ)) ∝ s(t
′ + 1)
s(t)
s(t′)
s(t′ − 1) . . .
s(3)
s(2)
s(2)
s(1)
∝ s(t′ + 1)
Nous calculons la constante de normalisation de ρ(t′) (d’après le deuxième axiome des probabilités) :∑
t′≥0
(ρ(t′)) =
∑
t′≥0
(s(t′ + 1)) =
∑
t′≥0
∑
τ=t′+1
(Pr(∆=τ)) =
∑
t′≥0
(t′Pr(∆= t′)) = E{∆}
Comme la formule reste vraie pour tout t′ ≥ 0, la formule (3.8) est démontrée.
• Le nombre d’impulsions moyen de la séquence E{U [n]} est obtenu grâce à la relation entre les pro-
cessus U et T et grâce à l’application en t=0 de la formule (3.9) :
E{U [n]} = E{δ(T[n])} = Pr(T[n]=0) = ρ(0) = 1/E{∆}
B Encadrement de l’espérance d’une variable suivant une loi de Wei-
bull discrète
D’après la démonstration de la propriété 1 et la définition de s(t) en formule (3.5), nous développons
l’espérance du processus U [n] pour une loi de Weibull discrète (les termes de la masse de probabilité
tendent vers 0 et s’annulent de proche en proche) :
E{∆[N ]|Θ} =
∑
τ≥0
s(τ + 1,Θ) =
∑
τ≥0
exp
[
−
(
τ
t0
)β]
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Nous réalisons l’encadrement de la somme avec β ≥ 1 :
0 ≤
∑
τ≥0
exp
[
−
(
τ
t0
)β]
≤
∑
τ≥0
exp
[
− τ
t0
]
=
1
1− exp
[
− 1
t0
]
De plus, les termes de la somme sont strictement positifs, décroissants et tendent vers 0. D’après ces pro-
priétés et l’encadrement, nous déduisons que la somme converge.
Nous pouvons alors utiliser le test de comparaison série-intégrale (ou test de Maclaurin–Cauchy). Nous
encadrons la somme par des intégrales :∫ +∞
0
exp
[
−
(
τ
t0
)β]
dτ ≤
∑
τ≥0
exp
[
−
(
τ
t0
)β]
≤ exp [0] +
∫ +∞
0
exp
[
−
(
τ
t0
)β]
dτ
Par un changement de variable en x =
(
τ
t0
)β
(dx = βτ
β−1
tβ0
dτ ), nous obtenons :∫ +∞
0
t0
β
x−1+
1
β e−xdx ≤ 1 + E{∆[N ]|Θ} ≤ 1 +
∫ +∞
0
t0
β
x−1+
1
β e−xdx.
Nous reconnaissons la définition de la fonction Gamma d’Euler x 7→ Γ(x) appliquée en 1/β, ce qui permet
d’en déduire :
t0
β
Γ
(
1
β
)
≤ E{∆[N ]|Θ} ≤ 1 + t0
β
Γ
(
1
β
)
En remarquant une propriété de la fonction Gamme d’Euler (Γ(1 + x) = xΓ(x)), nous donnons l’encadre-
ment de l’espérance :
t0Γ
(
1 +
1
β
)
≤ E{∆[N ]|Θ} ≤ 1 + t0Γ
(
1 +
1
β
)
(1)
Ce qui montre la formule (3.11).
C Approximation de la matrice hessienne
Nous calculons une approximation de la matrice hessienne de la fonction objectif J ′′Tn . Nous oublions le
premier terme de la somme, puis avec l’approximation ergodique suivante :
J ′′Tn(θ) ≈
1
n
n∑
k=2
Q′′Tk(θ) ≈ E{ Q′′Tk(θ)︸ ︷︷ ︸
∂2`(t, t′,θ)
∂θ2
}
où la notation `(t, t′,θ) = Q′′Tk(θ) = − ln(T[k]= t|Θ=θ,T[k − 1]= t′) a été utilisée.
Nous développons l’approximation avec la formule de l’espérance totale sur T[k − 1] :
E
{
∂2`(T[k],T[k − 1],θ)
∂θ2
}
= E
{
E
{
∂2`(T[k],T[k − 1],θ)
∂θ2
|T[k − 1]
}}
Or, E
{
∂2`(T[k],T[k − 1],θ)
∂θ2
|T[k − 1]
}
est la matrice d’information de Fisher de la loi de transition des
temps de séjour (loi explicitée à la propriété 1). Nous en donnons une forme alternative :
E
{[
∂`(T[k],T[k − 1],θ)
∂θ
] [
∂`(T[k],T[k − 1],θ)
∂θ
]>
|T[k − 1]
}
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À nouveau, par la formule de l’espérance totale :
1
n
n∑
k=2
Q′′Tk(θ) ≈ E

[
∂`(T[k],T[k − 1],θ)
∂θ
]
︸ ︷︷ ︸
Q′
Tk
(θ)
[
∂`(T[k],T[k − 1],θ)
∂θ
]>

Finalement par approximation ergodique, nous obtenons :
J ′′Tn(θ) ≈
1
n
n∑
k=2
Q′′Tk(θ) ≈
1
n
n∑
k=2
[Q′Tk(θ)] [Q
′
Tk(θ)]
>
Ce qui conclue la justification de la méthode d’optimisation hors-ligne présentée par les formules en (3.15).
D Calcul de l’estimateur du maximum de vraisemblance pour t0
Supposons que β vaille 1 et introduisons la notation λ = 1 − exp
[
−1
t0−tR
]
, avec λ ∈]0; 1[. Alors, pour une
loi de Weibull discrète :
r(t,Θ=λ) =
{
1− exp
[
t−1−tR
t0−tR − t−tRt0−tR
]
0
=
{
λ si t > tR
0 sinon
En reportant la formule précédente et la formule (3.9) dans la formule (3.13) (caractérisant la fonction
objectif Jtn qui contient le terme initial Jt1(λ)), nous obtenons, pour tout n ≥ 1 :
Jtn(λ) =
1
n
Jt1(λ)− 1
n
n∑
j=2
lnPr(T[j]= t[j] |Λ=λ,T[j − 1]= t[j − 1])
= − 1
n
ln
s(t[1] + 1, λ)
E{∆[N ]|Λ=λ} −
1
n
n∑
j=2
ln

λ si t[j]=0 et t[j − 1] > tR
1− λ si t[j]= t[j − 1] + 1 et t[j − 1] > tR
1 si t[j]= t[j − 1] + 1 et 0 < t[j − 1] ≤ tR
0 sinon
Les quatre cas correspondent respectivement à la probabilité d’un événement (sachant que nous sommes
après la période réfractaire), la probabilité de ne pas avoir d’événement (sachant que nous sommes après la
période réfractaire), la transition de proche en proche (lors de la période réfractaire) et les autres transitions
(qui sont impossibles). Nous remarquons que pour chacun des quatre cas, les probabilités s’expriment par
des constantes, ce qui nous amène à compter les occurrences de chacune de ces possibilités. Nous noterons
par N0 le nombre d’impulsions, par N1 le nombre d’instants où le temps de séjour est supérieur au temps
réfractaire et par M la valeur initiale t[1] − tR (telle que t[1] > tR). De plus, grâce à la formule (3.5), nous
développons s(t[1] + 1, λ) :
s(t[1] + 1, λ) = (1− λ)t[1]−tR
En remarquant que E{∆[N ]|Λ=λ} = tR + 1/λ dans le cas où β=1, la fonction objectif s’écrit :
Jtn(λ) = − 1
n
[N0 lnλ+N1 ln (1− λ) + ln s(t[1] + 1, λ)− ln (E{∆[N ]|Λ=λ})]
= − 1
n
[(N0 + 1) lnλ+ (N1 +M) ln (1− λ)− ln (λtR + 1)] .
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En optimisant Jtn(λ) par rapport à λ, nous obtenons une équation du second degré en λ (à valeur dans
]0, 1[) :
[N0 +N1 +M ]λ
2 +
[
N0 +N1 +M
tR
−
(
N0 − 1
tR
)]
λ− N0 + 1
tR
= 0
Cette équation a une unique solution au problème posé :
λˆ =
1
2tR
−(1− N0tR − 1
N0 +N1 +M
)
+
√(
1− N0tR − 1
N0 +N1 +M
)2
+ 4tR
N0 + 1
N0 +N1 +M

Ce qui conclue la preuve de propriété 2.
E Méthode d’optimisation en ligne du critère de maximum de vrai-
semblance
La récurrence sur l’estimateur est donnée par :
θ̂tn = θ̂tn−1 −G−1tn Rtn
où Rtn et Gtn sont respectivement les dérivées première et seconde de Jtn(θ). Pour calculer la dérivée
première du critère, nous réécrivons la formule (3.13) sous forme de somme :
Jtn(θ) =
1
n
Qtn(θ) + (1− 1
n
)Jtn−1(θ) =
1
n
n∑
j=1
Qti(θ)
Dans le cadre d’un schéma récursif, nous ne voulons pas réévaluer Jtn−1(θ̂tn) à chaque étape. Nous ap-
proximons alors θ̂tn par θ̂tn−1 pour effectuer les mises à jour et calculer le critère de manière récursive.
De plus, en se plaçant en θ̂tn−1 (minimum de Jtn−1(θ), la dérivée Jtn−1(θ̂tn−1) s’y annule par définition),
considérant que θ̂tn et θ̂tn−1 sont proches, nous obtenons la dérivée approchée du gradient :
∂Jtn(θ̂tn−1)
∂θ
≈ 1
n
∂Qtn(θ̂tn−1)
∂θ
= Rtn
Pour la matrice hessienne, nous dérivons deux fois la forme exacte de Jtn(θ) par rapport à θ, puis par
approximation ergodique :
Gtn =
∂2Jtn(θ)
∂θ2
=
1
n
n∑
k=1
∂2Qtk(θ)
∂θ2
≈ E
{
∂2Qtn(θ)
∂θ2
}
= E
{[
∂Qtn(θ)
∂θ
] [
∂Qtn(θ)
∂θ
]>}
car Qtn s’exprime comme le logarithme d’une probabilité, nous pouvons le déduire à partir de la forme de
la matrice d’information de Fisher (voir démonstration annexe C). En réinjectant cette approximation dans
la forme récursive du critère et en utilisant l’approximation ergodique :
∂2Jtn(θ)
∂θ2
≈ E
{[
∂Qtn(θ)
∂θ
] [
∂Qtn(θ)
∂θ
]>}
≈ 1
n
n∑
k=1
[
∂Qtk(θ)
∂θ
] [
∂Qtk(θ)
∂θ
]>
≈ 1
n
[
∂Qtn(θ)
∂θ
] [
∂Qtn(θ)
∂θ
]>
+
(
1− 1
n
)
∂2Jtn−1(θ)
∂θ2
88 CHAPITRE 7. EXPÉRIMENTATION SUR DES SIGNAUX IEMG
Nous nous plaçons en θ̂tn−1 :
∂2Jtn(θ̂tn−1)
∂θ2
≈ 1
n
[
∂Qtn(θ̂tn−1)
∂θ
][
∂Qtn(θ̂tn−1)
∂θ
]>
+
(
1− 1
n
)
∂2Jtn−1(θ̂tn−1)
∂θ2
De nouveau, nous ne voulons pas réévaluer la dérivée seconde du critère en θ̂tn−1 ; par contre nous avons
accès à la dérivée seconde en θ̂tn−2 grâce de la récursivité sur Rtn . Dans le cas où θ̂tn−1 et θ̂tn−2 sont
proches, nous écrivons [Schraudolph 07] :
∂2Jtn(θ̂tn−1)
∂θ2
≈ 1
n
[
∂Qtn(θ̂tn−1)
∂θ
][
∂Qtn(θ̂tn−1)
∂θ
]>
+
(
1− 1
n
)
∂2Jtn−1(θ̂tn−2)
∂θ2
Gtn =
1
n
[
∂Qtn(θ̂tn−1)
∂θ
][
∂Qtn(θ̂tn−1)
∂θ
]>
+
(
1− 1
n
)
Gtn−1
Ce qui conclue la preuve pour la méthode d’estimation en ligne.
F Estimation de la variance par maximum de vraisemblance
Soit W un processus i.i.d. dont la loi de tirage est une loi gaussienneN (0, v) de variance v inconnue. Nous
cherchons à estimer la variance en maximisant la vraisemblance. Connaissant une réalisationw[1], . . . , w[n],
nous écrivons la vraisemblance :
L(w[1], . . . , w[n], v) =
n∏
i=1
1√
2piv
exp
(
−w[i]
2
2v
)
=
1
n
√
2piv
exp
(
−
∑n
i=1w[i]
2
2v
)
Nous dérivons la vraisemblance par rapport à v :
∂Lv
∂v
=
1
n
√
2piv
[
− n
2v
+
1
2v2
n∑
i=1
w[i]2
]
exp
(
−
∑n
i=1w[i]
2
2v
)
que nous maximisons, pour v > 0 :
v̂[n] =
∑n
i=1w[i]
2
n
Finalement, nous écrivons cet estimateur sous forme récursive, pour tout n ≥ 2 :
v̂[n] =
1
n
w[n]2 + (1− 1
n
)v̂[n− 1]
G Preuve de la propriété 3 : loi a posteriori d’une séquence
Nous entrons dans la récurrence avec Pr|n−1(Tn = tn) (initialisation : Pr|0(T1 = t1), développée dans la
propriété 1 avec la formule (3.9)). Afin d’obtenir la loi a posteriori de la séquence des temps de séjour, nous
développons Pr|n(Tn=tn) en utilisant le théorème de Bayes :
Pr|n(Tn=tn) = Pr|n−1(Tn=tn|Y [n]) =
p|n−1Y [n]|Tn(Y [n], t
n)Pr|n−1(Tn=tn)
p|n−1Y [n] (Y [n])
Le terme p|n−1Y [n] (Y [n]) ne dépend pas de T
n : c’est une constante de normalisation commune à toutes les
séquences, qui n’a pas lieu d’être calculée. Le terme p|n−1Y [n]|Tn(Y [n], t
n) n’est autre que la loi gaussienne de
moyenne Ŷ |n−1tn et de variance νtn fournies par le filtre de Kalman.
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Nous continuons le développement en utilisant la définition des probabilités conditionnelles, pour tout
n ≥ 1 :
Pr|n(Tn+1=tn+1) = Pr|n(T[n+ 1]=t[n+ 1],Tn=tn)
= Pr|n(T[n+ 1]=t[n+ 1] |Tn=tn) Pr|n(Tn=tn) (2)
Remarquons que connaissant les temps de séjour jusqu’à l’instant n, la connaissance de l’observation
jusqu’à l’instant n n’apporte aucune information sur les futurs temps de séjour :
Pr|n(T[n+ 1]=t[n+ 1]|Tn) = Pr(T[n+ 1]=t[n+ 1]|Tn)
Les sources étant indépendantes :
Pr(T[n+ 1]=t[n+ 1]|Tn) =
nMU∏
i=1
Pr(Ti[n+ 1]= ti[n+ 1]|Tni )
D’après la formule de l’espérance totale :
Pr(Ti[n+ 1]= ti[n+ 1]|Tni ) = E{Pr(Ti[n+ 1]= ti[n+ 1]|Tni ,Θi)|Tni }
et l’hypothèse markovienne :
Pr(Ti[n+ 1]= ti[n+ 1]|Tni ) = E{Pr(Ti[n+ 1]= ti[n+ 1]|Ti[n],Θi)|Tni }
Nous introduisons la formule (3.8) :
Pr(Ti[n+ 1]= ti[n+ 1]|Tni ) =

E{r(ti[n] + 1,Θi)|Tni } si ti[n+ 1]=0
1− E{r(ti[n] + 1,Θi)|Tni } si ti[n+ 1]= ti[n] + 1
0 sinon
Ce qui conclut la démonstration.
H Loi a posteriori d’une séquence à nombre de sources inconnues
Comme dans la preuve G précédente, nous entrons dans la récurrence avec Pr|n−1(An=an,Tn=tn) (l’ini-
tialisation se fait par Pr|0(A1=a1,T1=t1)) et nous obtenons, grâce au théorème de Bayes, l’expression de
la probabilité a posteriori Pr|n(An=an,Tn=tn) :
Pr|n(An=an,Tn=tn) ∝ Pr|n−1(An=an,Tn=tn) g(Y [n]− Ŷ |n−1an,tn , νan,tn)
où la prédiction Ŷ |n−1tn et la variance νtn sont fournies par le filtre de Kalman.
Nous continuons le développement en utilisant la définition des probabilités conditionnelles, pour tout
n ≥ 1 :
Pr|n(An+1=an+1,Tn+1=tn+1) = Pr|n(A[n+ 1]=a[n+ 1],T[n+ 1]=t[n+ 1],An=an,Tn=tn)
= Pr|n(A[n+ 1]=a[n+ 1],T[n+ 1]=t[n+ 1] |An=an,Tn=tn) ×
Pr|n(An=an,Tn=tn)
= Pr|n(T[n+ 1]=t[n+ 1] |A[n+ 1]=a[n+ 1],An=an,Tn=tn) ×
Pr|n(A[n+ 1]=a[n+ 1] |An=an,Tn=tn) ×
Pr|n(An=an,Tn=tn)
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Remarquons que, connaissant les sources actives et les temps de séjour jusqu’à l’instant n, la connais-
sance de l’observation jusqu’à l’instant n n’apporte aucune information sur les futurs sources actives ou
inactives ni sur les temps de séjour :
Pr|n(A[n+ 1]=a[n+ 1] |An=an,Tn=tn) = Pr(A[n+ 1]=a[n+ 1] |An=an,Tn=tn)
Pr|n(T[n+ 1]=t[n+ 1] |A[n+ 1]=a[n+ 1],An=an,Tn=tn) =
Pr(T[n+ 1]=t[n+ 1] |A[n+ 1]=a[n+ 1],An=an,Tn=tn)
Nous avons déjà proposé une expression de la probabilité Pr(A[n+ 1]=a[n+ 1] |An=an,Tn=tn) dans le
paragraphe « Transition » de la section 5.1. Pour le deuxième terme, nous utilisons la formule de l’espérance
totale :
Pr(T[n+ 1]=t[n+ 1] |A[n+ 1],An,Tn)
= E{Pr(T[n+ 1]=t[n+ 1] |A[n+ 1],Θ[n+ 1],An,Tn) |A[n+ 1],An,Tn}
Or nous avons défini dans le paragraphe « Transition » de la section 5.1 cette probabilité. Comme chaque
source est indépendante, la formule précédente devient :
Pr(T[n+ 1]=t[n+ 1] |A[n+ 1],An,Tn)
= E{Pr(T[n+ 1]=t[n+ 1] |A[n+ 1],Θ[n+ 1],A[n],T[n]) |A[n+ 1],An,Tn}
= E{
∏
i∈A[n+1]∩A[n]
Pr(Ti[n+ 1]= ti[n+ 1] |Θi[n+ 1],Ti[n]) ×∏
i∈A[n+1]\A[n]
Pr(Ti[n+ 1]= ti[n+ 1] |Θi[n+ 1]) |A[n+ 1],An,Tn}
=
∏
i∈A[n+1]∩A[n]
E{Pr(Ti[n+ 1]= ti[n+ 1] |Θi[n+ 1],Ti[n]) |An,Tni }∏
i∈A[n+1]\A[n]
E{Pr(Ti[n+ 1]= ti[n+ 1] |Θi[n+ 1])}
Nous introduisons la formule (3.8) dans le premier produit (probabilité a priori du futur temps de séjour)
et la formule (3.9) dans le second produit (activation de source) pour conclure la démonstration des formules
(5.10), (5.11) et (5.12).
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Thèse de Doctorat
Jonathan MONSIFROT
Modélisation de signaux électromyographiques par des processus de
renouvellement - Filtre bayésien pour l’estimation séquentielle de paramètres à
destination de la commande d’une prothèse d’avant-bras
Model of electromyographic signals by renewal processes - Bayes filter for a
sequential estimation of parameters given to the command of an upper limb
prosthesis
Résumé
Nous traitons des signaux électromyographiques intramusculaires
(signaux iEMG) relevés dans les muscles de l’avant-bras. Les
signaux iEMG représentent une image de la commande du système
nerveux central vers les muscles. Ils se composent d’une
superposition de trains d’ondelettes, chaque ondelette code un
groupe de fibres musculaires et son taux de mise à feu code l’effort
produit par ce groupe. L’objectif est d’extraire de façon séquentielle
des informations du signal iEMG. Nous espérons que ces
informations se révèleront utiles pour la commande d’une prothèse
d’avant-bras. En premier lieu, nous modélisons un train d’impulsions
comme une chaîne de Markov et nous discutons des lois pouvant
caractériser le temps entre deux impulsions. La loi de Weibull
discrète a retenu notre attention. Nous avons mis en place une
méthode d’estimation en ligne de ses paramètres. En second lieu,
nous modélisons le signal iEMG par un modèle de Markov caché
s’appuyant sur le modèle de train d’impulsions ci-dessus. La mise
en place d’un filtre bayésien nous permet de propager
séquentiellement une estimation bayésienne des paramètres du
modèle de Markov caché, en particulier la forme des ondelettes et
leur taux de mise à feu. Nous proposons finalement une méthode
d’estimation du nombre de trains d’ondelettes, un paramètre discret
du modèle. Nous validons les méthodes et algorithmes proposés
sur des signaux simulés et des signaux iEMG.
Abstract
We deal with intramuscular electromyographical signals (iEMG
signals) taken in the muscles of a human upper limb. iEMG signal
are an image of the control of the central nervous system on the
muscles. They are made of a superimposition of wavelet trains,
each wavelet codes a group of muscle fibers and its discharge rate
codes the force developed by the group. The objective is to extract
sequentially pieces of information from the signal iEMG. We believe
that this information may be used to control an upper limb
prosthesis.
In the first place, we model a spike train as a Markov chain and we
present mass functions to model the inter-spike intervals. The
discrete Weibull mass function holds our attention: we realize an
online estimation of its parameters.
Secondly, we model the iEMG signal with a hidden Markov model
based on the above model of spike train. We are able to propagate
sequentially Bayes estimator of the parameters of the hidden
Markov model with a Bayes filter, particularly the shapes of the
wavelets and their discharge rates.
Finally, we propose a method to estimate the number of wavelet
trains, a discrete parameter of the model.
We confirm the proposed methods and algorithms on simulated
signals and iEMG signals.
Mots clés
prothèse d’avant-bras, signaux iEMG, train
d’impulsions, loi de Weibull discrète, modèle de
Markov caché, filtrage bayésien, estimation
séquentielle, déconvolution aveugle.
Key Words
upper limb prosthesis, iEMG signals, Markov process,
spike trains, discrete Weibull density, hidden Markov
model, Bayes filtering, sequential estimation, blind
deconvolution.
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