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Abstract
Taylor series based #nite di$erence approximations of derivatives of a function have already been presented
in closed forms, with explicit formulas for their coe5cients. However, those formulas were not derived
mathematically and were based on observation of numerical results. In this paper, we provide a mathematical
proof of those formulas by deriving them mathematically from the Taylor series.
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1. Introduction
Numerical di$erentiation is widely used for determining the rate of change of digital data for
which generating function is generally not known. Moreover certain functions cannot be di$erentiated
analytically and need numerical methods for di$erentiation. Taylor series based #nite di$erence
approximations [1–6,8] give an e5cient way for numerical di$erentiation, by directly using the
data samples. Interpolating polynomials like Lagrange, Bessel, Newton-Gregory, Gauss and sterling
interpolating polynomials have also been used to obtain numerical di$erentiation formulas [1–5,8].
These formulas generally use the di$erence tables constructed from the data samples. Numerical
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di$erentiation formulas can also be represented in the forms of operators [3], while Lozenge diagrams
[4] are an easy way to construct all these formulas.
It can be shown that all of these numerical di$erentiation formulas are in fact equivalent forms of
Taylor series based approximations. For example a di$erentiation formula based on forward di$erence
table can be written as:
f10 =
1
T
(
If0 − 12 I
2f0 +
1
3
I3f0 − · · ·
)
; (1)
where fk and fmk , respectively, give the values of f(x) and its mth derivative at x = xk ; T is the
sampling period such that xk = x0 + kT , and the forward di$erence operators are de#ned as:
Ifk = fk+1 − fk
and
Infk =In−1fk+1 −In−1fk; n¿ 1:
These relations can be used in Eq. (1) to write it in a direct form. For example using #rst three
terms in the formula, we may write
f10 =
1
T
(
−11
6
f0 + 3f1 − 32 f2 +
1
3
f3
)
(2)
which may also be obtained by solving Taylor series based equations written for three equispaced
points in the forward direction from the reference point.
Comparing Eqs. (1) and (2), it can be noted that Eq. (2) directly uses the data samples to
calculate its derivatives, whereas Eq. (1) needs to construct and keep a di$erence table for this
purpose. Although constructing a di$erence table is not a major computational issue as it involves
only subtraction operations, it can be signi#cant in real time applications which need faster com-
putations. The real di$erence between using Eqs. (2) and (1) lies, however, in their memory
requirements. A data which needs N storage places to perform a di$erentiation operation using
Eq. (2) would require N (N + 1)=2 storage places to keep its di$erence table to be used in Eq. (1).
Another advantage of writing these approximations in direct forms is that they can be implemented
as digital di$erentiators [7], which are a vital part of modern day digital communication systems.
It should however be noted that Eq. (1) has a simple form which is very easy to remember,
whereas determination of the coe5cients of Taylor series based direct forms is not an easy job. An
approximation of order N is obtained by solving a system of N linear equations and this becomes
quite complex especially for higher orders. Moreover the coe5cients of two approximations of
di$erent orders are not related to each other, i.e., a new system of equations must be solved if
the order of the approximation is to be changed. In fact this complexity in determination of Taylor
series based approximations has lead to the equivalent forms which although ine5cient are easier to
obtain.
In [6], we presented the Taylor series based approximations in closed forms. It was shown that
a #nite di$erence approximation of derivative of a function f(x) at a reference mesh point x = x0
can be represented as
f10 ≈
1
T
∑
k
gkfk ; (3)
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where the coe5cients gk and the iterator k are de#ned based on the order and the type of the
approximations. In the following discussion we will denote gk as gFk ; g
B
k ; g
c
k for forward, backward
and central di$erence approximations, respectively. Explicit formulas for these coe5cients were given
in [6], without mathematical proof, based on numerical results.
For a forward di$erence approximation, 06 k6N , where N is order of the approximation and
gFk =


−
N∑
j=1
1=j; k = 0;
(−1)k+1N !
k(N − k)!k! ; 16 k6N:
(4)
For backward di$erence approximations, −N6 k6 0, and gBk = −gF−k , i.e., the coe5cients are
additive inverse of those for forward di$erence approximations.
For central di$erence approximations, −N6 k6N , and
gCk =


0; k = 0;
(−1)k+1(N !)2
k(N − k)!(N + k)! ; −N6 k6N; k = 0:
(5)
These formulas given by Eqs. (4) and (5) can be used to #nd the #nite di$erence approximations
of any type and order very easily, even with a simple hand calculator. This, therefore, eliminates the
need of all the alternate formulas, which as described above, are less e5cient in terms of memory
and time needed to calculate the derivative.
The formulas given by Eqs. (4) and (5) were obtained in [6] simply by observing the solutions of
di$erent sets of Taylor series based equations. Although their validity has been proved numerically
up to su5ciently large N and that is satisfactory for practical use, they lack strict algebraic proof,
which is presented in this paper.
2. Two special types of determinants
A Vandermonde’s determinant of order 1 N can be written as∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 21 · · · N−11
1 2 22 
N−1
2
1 3 23 
N−1
3
...
1 N 2N 
N−1
N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∏
1¡i6N
16j¡N
j¡i
(i − j): (6)
1 In this paper, order, row and column of a determinant refer to those of the matrix, of which the determinant is taken.
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Now consider a determinant of order N as given below:
N =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1
1 2 22 2N−1
1 3 32 3N−1
...
1 N N 2 NN−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (7)
Comparing with Eq. (6), it can be seen that N is a Vandermonde’s determinant and therefore it
can be written as
N =
∏
1¡i6N
16j¡N
j¡i
(i − j) =
N∏
i=1
(N − i)! (8)
Now consider a determinant of order N − 1 obtained by removing kth row and last column of N ,
as given below:
N−1; k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1
1 2 22 2N−2
...
1 k − 1 (k − 1)2 (k − 1)N−2
1 k + 1 (k + 1)2 (k + 1)N−2
...
1 N N 2 NN−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (9)
Clearly this is also Vandermonde’s determinant and its can be written as
N−1; k =
∏
1¡i6N; i =k
16j¡N;j =k
j¡i
(i − j) = 1
(k − 1)!(N − k)!
N∏
i=1
(N − i)!: (10)
3. Finite dierence approximations based on Taylor series
Taylor series gives the value of a di$erentiable function f(x) at a mesh point xi in terms of the
value of the function and its derivatives at a reference mesh point x0 as
fk − f0 = kTf10 +
(kT )2
2!
f20 +
(kT )3
3!
f30 + · · · :
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Due to sharply decreasing value of coe5cients of higher-degree derivative terms, above equation
can be truncated after a suitable number of terms, without a major loss of accuracy. A system of
equations obtained in this way using di$erent values of k, can be written as
F ≈ A ·D; (11)
where D is the vector containing unknown values of derivatives of f(x) at the reference mesh point
as
D= [f10 f
2
0 f
3
0 · · · ]T;
F is a vector containing fk−f0 for di$erent values of k, and the corresponding coe5cients comprise
the rows of the matrix A.
For forward di$erence approximations
F= [f1 − f0 f2 − f0 · · · fN − f0]T;
A =


T T 2=2! · · · TN =N !
2T (2T )2=2! (2T )N =N !
...
NT (NT )2=2! (NT )N =N !


;
and derivative of #rst degree can be written as
f10 =
|AF|
|A| ; (12)
where AF is obtained by replacing #rst column of A by F as
AF =


f1 − f0 T 2=2! · · · TN =N !
f2 − f0 (2T )2=2! (2T )N =N !
...
fN − f0 (NT )2=2! (NT )N =N !


:
The determinants in numerator and denominator of Eq. (12) can be made free of T by taking out
the common terms as
f10 =
1
T
|AF|T=1
|A|T=1 : (13)
Now taking out the common terms in each row and column of |A|T=1, we may write
|A|T=1 = (2)(3) · · ·N(2!)(3!) · · ·N !
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
1 2 N
...
1 2N−1 NN−1
∣∣∣∣∣∣∣∣∣∣∣
=
1
(2!)(3!) · · · (N − 1)! N = 1;
where the value of N given by Eq. (8) has been used.
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Eq. (13) can now be written as
f10 =
1
T
|AF|T=1 (14)
which can be simpli#ed as
f10 ≈
1
T
N∑
k=0
gkfk ;
where gk ; 16 k6N , is the minor of |AF|T=1 corresponding to kth element of #rst column, as given
below:
gk = (−1)k+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1=2! 1=3! : : : 1=N !
22=2! 23=3! 2N =N !
...
(k − 1)2=2! (k − 1)3=3! (k − 1)N =N !
(k + 1)2=2! (k + 1)3=3! (k + 1)N =N !
...
N 2=2! N 3=2! NN=N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; 16 k6N:
Taking out the common terms in each row and column, the above determinant can be simpli#ed to
N−1; k , which is given by Eq. (10) and we obtain
gk = (−1)k+1 (2)
2(3)2 · · · (N )2
(k)2(2!)(3!) · · ·N ! N−1; k =
(−1)k+1N !
k!(N − k)!k ; 16 k6N: (15)
From the structure of AF it can be noted that
gF0 =−
N∑
k=1
gFk =
N∑
k=1
(−1)kN !
k!(N − k)!k : (16)
Now consider a function
f(x) =
(1− x)N − 1
x
;
which can be expanded by using the binomial expansion of (1− x)N as
f(x) =
1
x
((
1 +
N∑
k=1
(−1)kN !
k!(N − k)! x
k
)
− 1
)
=
N∑
k=1
(−1)kN !
k!(N − k)! x
k−1:
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It can be easily shown that
gF0 =
∫ 1
0
f(x) dx: (17)
f(x) can be expanded in a di$erent way as
f(x) =
1
x
((1− x)− 1)((1− x)N−1 + (1− x)N−2 + · · ·+ 1)
=
N∑
k=1
(1− x)k−1;
which can be used in Eq. (17) to obtain
gF0 =
∫ 1
0
f(x) dx =
∫ 1
0
N∑
k=1
(1− x)k−1 =−
N∑
k=1
1=k: (18)
Eqs. (15) and (18) prove the formulas of coe5cients of forward di$erence approximations given by
Eq. (4). The formulas given by Eq. (5) for central di$erence approximations can also be proved in
a similar way by suitably de#ning matrices  and  in the previous section.
4. Conclusions
Explicit formulas for the coe5cients of #nite di$erence approximations of #rst-degree derivatives
have been derived mathematically from Taylor series.
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