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Overcoming drug resistance in cancer is one of the most pressing issues in oncology. The
last century saw a dramatic increase in the discovery of new cancer therapies, so much so
that chemotherapeutic agents and immunotherapies are now, alone or in combination, the
backbone of treatment for many cancers. Despite the increased rate of treatment success
brought by these regimens, cancer patients can become resistant to these drugs. This leads
to disease relapse, hindering patient survival. Drug resistance remains the primary cause of
death in most advanced-stage cancer patients.
The molecular mechanisms responsible for the development of a resistance phenotype in
cancer cells are complex and include both genetic and epigenetic alterations. Since drug
resistance is a multifactorial phenomenon, we used a systems biology approach to investigate
it on different fronts. Specifically, we developed a high-throughput drug screening method to
test new drug combinations, identifying epigenetic inhibitors able to sensitize lymphoma
cells to doxorubicin. We also implemented a bioinformatic pipeline which combines multiple
omics data to identify genes and pathways driving platinum response across multiple cancers.
We then developed a method to compute differential methylation between cancer samples
with varying and unknown tumor purity, which we used to investigate DNA methylation
changes linked to drug resistance in ovarian cancer and lymphoma. Finally, we created a
workflow management system to build complex bioinformatic pipelines and aid researchers
in the analysis of high-throughput biomedical data.
By combining laboratory biology experiments and computational analyses, we gained a
broader understanding of the cellular mechanisms behind immunochemotherapy failure.
Moreover, we were able to identify novel biomarkers associated with platinum response in
multiple cancers, as well as new drug combinations able to overcome immunochemotherapy
resistance in lymphoma cells. The in vitro and in silico methods presented in this thesis can
not only assist researchers in the cancer field, but are broadly applicable to other fields of
biomedical research. Overall, this work is an important stepping stone in both understanding
and overcoming drug resistance in cancer, and has great potential to improve outcomes for
cancer patients in the future.
Sommario
Il superamento delle resistenze alle terapie nei malati di cancro è uno dei problemi più urgenti
in oncologia. Durante lo scorso secolo, il numero delle terapie contro il cancro disponibili é
aumentato considerevolmente, tanto che gli agenti chemioterapici e le immunoterapie sono
ora, da soli o in combinazione, alla base del trattamento di molti tumori. Nonostante questi
regimi terapeutici abbiano un maggiore tasso di successo rispetto all’uso di agenti singoli,
i malati di cancro possono comunque sviluppare una resistenza a queste associazioni di
farmaci. Questo porta alla recidiva della malattia, ostacolando la sopravvivenza del paziente.
La resistenza ai farmaci rimane la principale causa di morte nella maggior parte dei pazienti
oncologici in stadio avanzato.
Complessi meccanismi molecolari, che comprendono alterazioni sia genetiche che epige-
netiche, sono responsabili dello sviluppo delle resistenze alle terapie nelle cellule tumorali.
Poiché la resistenza ai farmaci è un fenomeno multifattoriale, abbiamo utilizzato un ap-
proccio di biologia dei sistemi per indagarlo su diversi fronti. Nello specifico, abbiamo
sviluppato un metodo di high-throughput screening per testare nuove combinazioni di far-
maci, identificando inibitori epigenetici in grado di sensibilizzare le cellule di linfoma alla
doxorubicina. Abbiamo anche implementato una pipeline bioinformatica che combina dati
omici per identificare geni e pathway molecolari che determinano la risposta al platino in
diversi tipi di cancro. Abbiamo quindi sviluppato un metodo per stimare la differenza dello
stato di metilazione del DNA tra campioni di cancro con purezza del tumore variabile e
sconosciuta. Abbiamo poi usato questo metodo per studiare i cambiamenti della metilazione
del DNA legati alla resistenza ai farmaci nel tumore alle ovaie e nel linfoma. Infine, abbiamo
creato un workflow management system per costruire pipeline bioinformatiche complesse e
aiutare i ricercatori nell’analisi di larghe quantitá di dati biomedici.
Combinando esperimenti biologici di laboratorio e analisi computazionali, abbiamo ac-
quisito una più ampia comprensione dei meccanismi cellulari alla base del fallimento
dell’immunochemioterapia. Inoltre, siamo stati in grado di identificare nuovi biomarca-
tori associati alla risposta al platino in diversi tipi di tumori, nonché nuove combinazioni di
farmaci in grado di superare la resistenza all’immunochemioterapia nelle cellule di linfoma.
I metodi in vitro e in silico presentati in questa tesi possono non solo aiutare i ricercatori
nel campo oncologico, ma sono applicabili anche in altri campi della ricerca biomedica.
Nel complesso, questo lavoro è un importante trampolino di lancio sia nella comprensione
che nel superamento delle resistenze ai farmaci antitumorali, così da permettere ai pazienti
oncologici un outcome e una qualità di vita migliori.
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Cancer is a group of over 100 different diseases, all characterized by the abnormal
growth of cells which, due to mutations or other molecular alterations, have become
neoplastic [1]. The World Health Organization (WHO) reported that worldwide,
18.1 million new cases of cancer were diagnosed and an estimated 9.6 million
people died from cancer in 2018 [2]. Moreover, WHO also estimated that in 2010
the total annual economic cost of cancer at the global level was around 1.16 trillion
US$ [3].
With the advent of modern medicine, the 19th and 20th centuries saw both an
increase in cancer cases (due to improved overall health and an aging population)
and also a boom in the development of new cancer therapies. However, the plastic
nature of cancer allows the disease to develop resistance to treatments such as
chemotherapies and immunotherapies. Hence, overcoming drug resistance in
cancer to improve patient survival, reduce side effects, and decrease the cost of
unsuccessful treatments is one of the major health challenges of the 21st century.
The molecular mechanisms at the root of drug resistance in cancer are complex
and multivariate, often involving genetic and epigenetic aberrations [4]. Hence, a
multidisciplinary approach is needed to better understand therapy failure, develop
strategies to overcome it, and identify predictive biomarkers to avoid administering
the wrong treatments to cancer patients. Thanks to modern high-throughput
technologies, we are able to generate an unprecedented amount of molecular data,
which represent a great opportunity but also present a major challenge. Correctly
analyzing and interpreting such data to separate meaningful information from noise
constitutes a major bottleneck in advancing our understanding of the molecular
mechanisms behind cancer and other diseases [5]. Hence, tailored computational
tools and pipelines combining multiple data layers are needed to advance our
understanding of the field.
Diffuse large B-cell lymphoma (DLBCL) and high-grade serous ovarian cancer
(HGSOC) are among the most aggressive forms of lymphomas and ovarian cancers,
respectively. Even though standard treatments exist for these cancers, a significant
proportion of patients still develop drug resistance [6, 7]. In this thesis, we
used a systems biology approach to combine laboratory biology experiments
and computational analyses to gain a more comprehensive understanding of the
cellular mechanisms behind immunochemotherapy resistance. In Publication I, we
identified epigenetic inhibitors able to reprogram DLBCL cells, sensitizing them
to doxorubicin and rituximab. In Publication II, we studied the pan-cancer genetic
and epigenetic landscape of patients treated with platinum-based chemotherapy
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and, through a multi-omics integration analysis, we discovered novel biomarkers
associated with platinum response. In Publication III, we developed a computational
method to estimate differential methylation between cancer samples with varying
tumor purities and tested it on DLBCL and HGSOC samples. In Publication
IV, we present a bioinformatic workflow management system to implement easily
reproducible computational pipelines, which was used to systematize and parallelize
all data analyses carried out in Publications I and II.
This thesis proceeds with a literature review of the molecular mechanisms behind
cancer and its resistance to standard therapies, with particular focus on DLBCL
and HGSOC. Additionally, I present an overview of high throughput technologies
used in Publications I-IV, including drug screenings, RNA sequencing and bisulfite





In this section, I explore the molecular mechanisms responsible for the transfor-
mation of healthy cells into cancerous ones, as well as current cancer treatment
options, their limitations and ways to overcome drug resistance in cancer.
2.1 Biology of cancer
Human bodies are made of hundreds of different types of cells, and anomalies in
any of them can lead to different cancers. The biggest risk factor for cancer is
aging. Over half of cancers manifest in people older than 70 [8], because the older
a person is, the higher the chances are that their DNA has accumulated random
mutations that can turn a healthy cell into a cancerous one. Other risk factors
include exposure to UV light, radiation, dangerous chemicals, certain viruses (such
as the human papillomavirus), an unhealthy diet, and smoking: all factors that can
induce mutations in our genome [9].
Every person develops cancer cells throughout their life, but the immune system is
generally very good at detecting and eliminating them. However, when cancer cells
are able to escape immune detection and start to replicate, they can form malignant
masses and spread across the body. In order to uncover the cascade of molecular
changes that lead to cells becoming cancerous, it is important to first understand
how healthy cells develop and maintain their own identity.
2.1.1 Regulation of gene expression and cellular identity
All cells from the same individual contain the same DNA sequence, the blueprint
of the human body. Genes represent the portion of the information encoded in
our genome that can be transcribed into RNA. A subset of genes, accounting for
less than 2% of the human genome, are transcribed into messenger RNA (mRNA)
and then further translated into proteins, the major building blocks of our cells.
However, only a portion of genes are expressed in each cell: this is how the human
body can generate different cell types that carry out very specialized functions and
adapt to environmental stimuli.
A variety of intra- and extra-cellular signals work in concert to regulate which
portion of the genome is transcribed, hence defining the cell’s identity. Some
of these mechanisms can activate or repress the transcription of a gene. These
include the binding of transcription factors (TFs) to regulatory regions [10], as well
as epigenetic mechanisms (such as DNA methylation and histone modifications)
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which affect the chromatin structure [11, 12] and regulate which positions of the
genome can be accessed by activating TFs, which in turn initiate transcription. Other
mechanisms, such as RNA interference (RNAi) [13], can fine tune the expression
level of a gene after it has been transcribed.
DNA methylation
Cytosines in the DNA can become methylated when a methyl group (-CH3) binds
to the C5 position of the nucleotide, turning it into a 5-methylcytosine. Although all
cytosines have the potential to acquire a methyl group, in humans DNA methylation
generally occurs at CpG sites, i.e. at cytosines that are followed by a guanine
(Figure 1A). Specific enzymes, known as DNA methyltransferases (DNMTs), are
responsible for adding the methyl group to the cystosine substrate [14]. Specifically,
the DNMT3a and DNMT3b enzymes are responsible for de novo methylation,
while DNMT1 maintains existing DNA methylation patterns during cell replication.
DNA methylation plays a different regulatory role depending on the genomic
region where it is located [15]. Transposable elements, centromeres and other
repetitive regions are usually methylated in order to ensure genome stability. There
are also regions in the genome with a high concentration of CpG sites, which
are known as CpG islands (CGIs) [16]. CGIs are generally unmethylated and
approximately 60-70% of promoter regions in the human genome contain a CGI.
Methylated promoters are usually associated with silencing of the related gene,
while methylation in the body of a gene correlates with increased expression. DNA
methylation can also mediate whether or not transcription factors or other proteins
bind to the DNA [17, 18] and has been linked to regulation of RNA splicing [19].
Histone modification
Histones are proteins involved in the packaging of the DNA into chromatin. DNA
strands wrap around histones, forming structures called nucleosomes [20]. There are
five type of histones (H1, H2A, H2B, H3 and H4) and the N-tail of these proteins can
acquire post-translational chemical modifications such as methylation, acetylation,
phosphorylation, and ubiquitination (Figure 1B). These chemical groups are added
and removed by specific enzymes [21]. For instance, histone methyltransferases
(HMTs) are responsible for adding one or more methyl groups to histone tails, while
histone demethylases (HDMs) remove such chemical groups. In the same way,
histone acetyltransferases (HATs) and deacetylases (HDACs) are responsible for
adding and removing acetyl groups. There are also enzymes that bind to histones
when they recognize specific histone marks. For instance, chromodomain proteins
bind to histones when a methyl mark is present, while bromodomain proteins
(BRDs) recognize acetyl marks.
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Figure 1: Cellular mechanisms of gene expression regulation. Caption continues in
the next page. Image created with BioRender.com
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Figure 1: (A) DNMT enzymes add methyl groups to the DNA at CpG sites. (B)
Amino acids, such as lysines (Ks), forming the tails of histone proteins can be post-
translationally modified via the addition of chemical groups. HMT and HAT enzymes
add methyl and acetyl groups, respectively. Other enzymes like BRD can bind to
histones, recognizing specific modifications. HDM and HDAC enzymes can remove
methyl and acetyl groups from histone tails. (C) miRNAs are transcribed from DNA
and, together with a set of proteins, form the RISC complex. miRNAs can then bind to
mRNA molecules, which are then degraded by the RISC complex.
Histone modifications can alter the chromatin structure and play a key role in
regulating gene expression. For instance, the trimethylation of the 27th lysine
residue of a histone H3 protein (H3K27me3) is associated with gene silencing when
it occurs in nucleosomes located in a gene promoter, while the trimethylation of the
4th lysine residue of a histone H3 protein (H3K4me3) in the same region correlates
with actively transcribed genes [22]. Acetylation of the 27th lysine residue of a
histone H3 protein (H3K27ac) alters the chromatin structure to make DNA more
accessible to TFs and has also been associated with active enhancers [23].
RNA interference
RNAi is a mechanism of post-transcriptional gene regulation driven by two classes
of small non-coding RNA species: microRNAs (miRNAs) or small interfering
RNAs (siRNAs) [13]. MiRNAs and siRNAs are antisense RNAs, which means that
they are complementary to specific mRNA molecules. These small RNA molecules
can recruit specific enzymes to form the RNA-induced silencing complex (RISC)
and guide it to the small RNA’s complementary mRNA molecule, which is then
cleaved and degraded, thus decreasing its expression level (Figure 1C). Even though
mRNA degradation is the primary mechanism through which miRNAs affect gene
expression, protein production can also be regulated via translational repression
[24]. In this case, miRNAs interact with one of the complex responsible for
mRNA maturation, preventing the mRNA molecule from reaching the conformation
required for translation to take place.
Today, artificially designed siRNA molecules can be used to downregulate the
expression of target genes in vitro via RNAi [25]. This allows us to observe how a
cell’s behavior can change with or without a certain protein.
2.1.2 When things go wrong - Cancer initiation and progression
When the mechanisms described above work correctly, healthy cells are in equilib-
rium with each other and the organism thrives. However, alterations in our DNA
can disrupt this equilibrium, causing cells to acquire neoplastic characteristics. The
6
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Figure 2: Dysregulation of gene expression though DNA methylation of cytosines in
the promoter region or alterations in the number of copies of a gene. An increase in
gene expression is generally observed when the promoter of the gene is unmethylated
and/or the portion of the DNA encoding the gene has been amplified (i.e., more than
two copies are present). Conversely, a methylated promoter and/or the deletion of one
or both copies of the gene would lead to a decreased expression of the gene.
term neoplasm was first introduced in the 19th century and comes from the Greek
words neos or "new" and plasma or "formation". Today "neoplasm" indicates a
group of cells displaying abnormal and excessive growth, uncoordinated with the
surrounding tissues. The immune system is generally able to detect neoplastic cells,
but if such cells escape immune detection they continue to replicate and eventually
form a mass, called a tumor. If the growth remains localized, the tumor is considered
benign. However, if the neoplastic cells start to spread to other parts of the body,
damaging other tissues, the tumor is then classified as malignant. Malignant tumors,
also known as cancers, can be fatal for the individual, especially if left untreated.
Every cell type in our body has the potential to become cancerous, and cancers
originating from different tissues may undergo a different progression and require
different treatment strategies. Despite these differences, cancer cells share a set of
mechanisms, known as the hallmarks of cancer [26], which allow them to replicate,
proliferate, and spread around the body.
The majority of cancers (90-95%) are caused by somatic mutations, but a small por-
tion of cancers (5-10%) can be inherited due to germline mutations, i.e. mutations
in a sperm cell or an egg cell, which can be passed from one generation to the next
[27]. The longer cancer cells survive, the more their genomes acquire alterations,
such as point mutations and/or amplifications and deletions of entire chromosomal
sections. This can lead to a chain reaction that affects the mechanisms regulating
gene expression, further advancing tumor progression. Alterations in the number
of copies of a gene, as well as the disruption of epigenetic patterns, are among the
main aberrations that can lead to transcriptional changes, as shown in Figure 2.
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Gene copy number alterations
Healthy cells posses two copies of each gene, one inherited from each parent.
However, cancer cells are characterized by genomic instability [28], which is
the accumulation of structural aberrations in the genome. These aberrations can
be as small as the mutation of a single nucleotide [29, 30], but can also affect
broader portions of the DNA via amplifications and deletions of gene-containing
chromosomal regions, or even entire chromosomes. Alterations in the number of
copies of a gene affect its expression [28], leading to changes that can promote tumor
progression. Moreover, copy number alterations (CNAs) of certain genes have also
been associated with resistance to certain cancer drugs. For instance, ERBB2 [31]
and CCNE1 [32] amplifications have been linked to platinum resistance.
Dysregulation of the epigenome
Healthy cells can flexibly adapt to different stimuli by altering their epigenomes
[33]. However, dysregulation of epigenetic patterns is a common feature of cancer
cells, which can alter cells’ proliferation rate as well as gene expression. Epigenetic
changes can even decrease the differentiation state of cancer cells, allowing them to
acquire stemness properties that in turn make them more plastic, increasing their
ability to develop drug resistance mechanisms.
Disruption of DNA methylation patterns is known to be a major feature of cancer
cells, manifesting as a global hypomethylation of the genome, but also as local-
ized hypermethylation of CpG islands and promoter regions [34]. Global DNA
hypomethylation leads to genomic instability, while hypermethylation of gene
promoters might silence tumor suppressor genes. For instance, the silencing of the
BRCA1 gene through promoter methylation is a known mechanism associated to
breast and ovarian cancer [35].
Patterns of histone modifications are also altered in cancer, leading to abnormal
chromatin conformation and to the activation or inactivation of certain genes
[36]. Examples of epigenetic dysregulation affecting histone modifications include
mutations of the HMT gene EZH2 in some forms of lymphoma [37], which leads to
altered patterns of H3K27me3, and overexpression of the HDAC SIRT1 in prostate
cancer [38] which affects histone acetylation.
Nucleosome repositioning [39] and altered networks of non-coding RNAs [40] are
other epigenetic mechanisms commonly disrupted in cancer.
2.1.3 Cancer heterogeneity
Due to the chaotic nature of tumor progression, a tumor mass is a very hetero-
geneous collection of cells (Figure 3). This heterogeneity appears on two levels:
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Figure 3: A tumor mass is a heterogeneous collection of cells embedded in extracellular
matrix. Since cancer cells proliferate quickly and accumulate structural aberrations,
different subclones of cancer cells are present in the same tumor. At the same time,
the tumor tissue is infiltrated by other cell types, including endothelial cells forming
blood vessels, immune cells, and cancer-associated fibroblasts. Cells communicate by
releasing extracellular vescicles and other cell signaling molecules. Image created with
BioRender.com
clonal heterogeneity and tumor microenvironment composition.
Clonal heterogeneity occurs when cell replication leads to the accumulation of
genetic and epigenetic changes that create diverging groups of cancer cells, known
as subclones [41, 42]. Factors driving this type of heterogeneity are, for instance,
hypoxia and inflammation.
The other level of heterogeneity is derived from the different cell types that are part
of the tumor microenvironment [43]. Cancer cells can hijack the components of
these other cell types to promote their own growth and survival. For instance, a
tumor requires blood vessels that can deliver nutrients to its cells, so endothelial
cells are recruited during neoangiogenesis (i.e. the new growth of blood vessels)
[44]. Moreover, immune cells are also able to infiltrate the tumor tissue and, by
releasing specific chemicals, can support cancer growth [45]. Cancer-associated
fibroblasts are another important part of the tumor microenvironment [46], where
they provide a structural framework for the neoplasm and synthesize extracellular
matrix, which in turn supports the transport of chemical signals, extracellular
9
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vesicles and nutrients across different cells.
2.2 Diffuse large B-cell lymphoma
Lymphomas are the most common type of blood cancer, specifically affecting a type
of white blood cell known as a lymphocyte. Lymphocytes are the main component
of our immune system. They travel through the blood and the lymphatic system to
defend the body by identifying and neutralizing pathogens, like bacteria and viruses,
clearing the organism of toxic and allergenic substances, and eliminating neoplastic
cells [47]. In particular, B cells are a specific subset of lymphocytes responsible for
the production of antibodies, the proteins that are able to detect both microbes and
unhealthy cells, and hence are fundamental to fighting infections. However, like
every other human cell, B cells can also become cancerous, spreading through the
body and growing in the lymph nodes, bone marrow, spleen, and other organs [48].
Lymphomas are generally classified as either Hodgkin lymphoma or non-Hodgkin
lymphoma (NHL). The latter group includes about 90% of all lymphomas [49].
Worldwide, in 2018 alone 509,590 new NHL cases were diagnosed and 248,724
patients died due to NHL [50]. Diffuse large B-cell lymphomas (DLBCLs) are the
most common type of NHL, accounting for 30-40% of NHL cases [51]. DLBCLs
can be classified into two major subtypes based on the development stage of the
B cells from which they originate: the germinal centre B-cell like (GCB) subtype,
usually with better prognosis, and the activated B-cell like (ABC) subtype [51].
Most DLBCLs belong to one of these two subtypes, but about 10-15% of cases are
unclassifiable.
Even though it can manifest at early age, the occurrence of DLBCL increases with
age and the median age at diagnosis is 70 [52]. The incidence is also slightly higher
in men [52].
Perturbations of the epigenetic landscape are strongly linked to DLBCL [53]. One
example is the dysregulation of histone methylation patterns in DLBCL due to
mutations of the EZH2 gene, common in the GCB subtype [37].
2.3 High-grade serous ovarian cancer
Ovarian cancer is one of the most common and the most deadly type of gynecologic
cancer, encompassing a collection of neoplasms originating from the ovaries or
the Fallopian tubes. In 2018, 295,414 new ovarian cancers were diagnosed, and
184,799 women died of this disease worldwide[50]. About 90% of ovarian cancers
have an epithelial origin, while the remaining 10% originate either from germ or
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stromal cells and are less invasive. A small portion (~3%) of epithelial ovarian
cancers (EOC) are mucinous, while about 20% of all EOCs are associated with
endometriosis and are classified as either clear cell or endometrioid carcinomas [54].
The remaining EOC cases originate from epithelial cells of either the Fallopian
tubes or the surface of the ovaries [55], and are divided into high-grade serous
ovarian cancers (HGSOCs) and low-grade serous ovarian cancers.
HGSOC is the most common and aggressive form of EOC (~70% of cases). One of
the causes of HGSOC is hereditary breast-ovarian cancer syndrome, an autosomal
dominant genetic disorder caused by specific genetic mutations in the BRCA1
and BRCA2 genes. BRCA1 and BRCA2 are tumor suppressor genes involved in
DNA repair pathways, including homologous recombination. Mutations in the
TP53 gene are also present in almost all HGSOC [56]. Chromosomal instability,
homologous recombination deficiency (HRD), aneuploidy and somatic mutations
are other typical features of HGSOC.
HGSOCs originate in the ovaries or Fallopian tubes (stage I) and spread first to other
pelvic organs such as the uterus (stage II), and then gradually to organs or tissues
within the peritoneal cavity (stage III) or even beyond, reaching the lungs and
extra-abdominal lymph nodes (stage IV) [57]. The high mortality rate of HGSOC
is due to the unspecific nature of the symptoms at the early stages of the disease, as
well as the lack of accurate screening methods [58]. In fact, over 85% of HGSOC
diagnoses occur at stage III or IV [59] and, by this time, the tumor is already highly
heterogeneous, which increases the probability of developing a treatment-resistant
subclone within the tumor mass.
2.4 Cancer therapies
Several treatment strategies are currently available to treat cancer, including surgery,
chemotherapy, and radiotherapy, which are the most common and established
methods. More recent therapies include immunotherapy and targeted therapy.
These treatments can be used alone or in combination, depending on the type of
cancer, its stage and location, and the particular medical history of each patient.
In this thesis, I focus mainly on cancers where chemotherapy is used in combination
with surgery or with immunotherapy. Hence, more information on these three
treatment options can be found below.
Surgery. Surgery is the oldest treatment option for solid cancers [60] and docu-
ments reporting the surgical removal of tumors date back to ancient Egypt. However,
it is only since the middle of the 19th century, when anaesthesia and antisepsis
were introduced, that cancer surgery has become a widespread option to treat solid
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malignancies. Not all tumors are operable, but when they are the surgical removal
of the mass before cancer cells spread to other organs leads to a better prognosis
for the patient. In the beginning of the 20th century, surgeons started performing
increasingly radical surgeries, removing large amounts of tissue, but they realized
that when the cancer has already spread to other organs, surgery alone does not
improve patient survival. Since the emergence of other treatment options, surgery
has mostly been used in combination with other therapies.
Chemotherapy. Chemotherapy was first introduced around the middle of the
20th century [61], and since then a plethora of chemotherapeutic agents have been
approved for the treatment of different malignancies. Chemotherapy drugs are
chemical compounds that target fast-growing cells by exploiting certain mecha-
nisms, such as halting the cell replication cycle or damaging DNA. Since cancer
cells are often unable to repair damaged DNA, this triggers a chain reaction leading
to apoptosis.
Multiple chemotherapy agents targeting different molecular mechanisms can be
combined into standard chemotherapy regimens, which specify the drugs to use,
their dosage, and the frequency at which they should be administered to treat a
specific cancer.
Compared to surgery, which is localized to a certain part of the body, chemotherapy
is generally administered intravenously or orally, which means that the drug is
transported throughout the whole body via our circulatory system. This makes
it a more effective option for non-solid cancers or when the tumor has already
metastasized. However, since chemotherapy does not target cancer cells specifically,
this type of treatment is also damaging for healthy tissues and it generally causes
more side effects than other treatment options.
Immunotherapy. Cancer immunotherapy is a branch of oncology that develops a
broad range of therapeutic strategies that, rather than aiming to directly kill cancer
cells, aims to make them recognizable to the immune system of the patient, which
in turn will fight the cancer. Immunotherapy exploits the fact that neoplastic cells
present specific antigens on their cell membranes.
A common and widespread strategy for passive immunotherapy employs artificial
monoclonal antibodies (mAb), designed to recognize tumor antigens and recruit
immune cells by mimicking natural antibodies [62]. Other types of passive
immunotherapies include checkpoint inhibitors [63] and cytokine therapy [64].
Active immunotherapy options, like cancer vaccines [65] and the use of CAR




The standard of care for DLBCL patients consists of the immunochemotherapy
regimen R-CHOP, which combines the monoclonal antibody rituximab with four
chemotherapeutic agents (cyclophosphamide, doxorubicin, vincristine, and pred-
nisone) [67]. Though most patients respond well to R-CHOP, about 30-40% relapse
or continue to have refractory disease, and resistance to R-CHOP is still the most
common cause of mortality among DLBCL patients [6].
Rituximab. Rituximab is a chimeric mouse/human mAb targeting the CD20
protein. CD20, encoded in the MS4A1 gene, is expressed on the surface of B cells,
making it an ideal therapeutic target for malignancies originating from this cell type.
Rituximab was approved in 1997, making it the first therapeutic mAb approved for
cancer treatment [68]. The addition of rituximab to the CHOP regimen led to a
10% increase in the 5-year overall survival of DLBCL patients [69, 70, 71, 72, 73].
Rituximab can recruit T cells [74], which in turn are able to kill cancer cells, or can
directly induce apoptosis via the p38 MAP-kinase signaling pathway [75].
Doxorubicin. Doxorubicin belongs to a class of chemotherapeutic drugs known
as anthracyclines [76], which are extracted from the Streptomyces bacterium.
Doxorubicin is used to treat a wide range of cancers, including DLBCL, and it is
generally used in combination with other chemotherapeutic agents. Doxorubicin
intercalates into DNA molecules, where it inhibits the progression of topoisomerase
II, an enzyme which relaxes supercoils in DNA for transcription and replication [77].
In this way it can halt DNA replication, consequently stopping the proliferation of
cells (including the abnormal growth of cancer cells).
2.4.2 Treating HGSOC
The standard treatment for HGSOC patients consists of a cytoreductive surgery
or "debulking" [78]. The surgeon proceeds to remove the ovaries, fallopian
tubes, and uterus to resect all macroscopic tumor masses. This procedure is
more successful in early-stage patients because the cancer has not yet spread
to more distal parts of the body. To make sure to completely eradicate the disease,
the majority of patients receive adjuvant chemotherapy after surgery. For the
last 20 years, a combination of platinum-based drugs and taxanes has been the
standard chemotherapy administered to HGSOC patients [78]. In recent years,
the administration of neoadjuvant chemotherapy prior to debulking has also been
investigated in the clinic, as an alternative for patients too sick to undergo surgery or
whose tumor is too widespread to be operable [79]. In this case, the patient would




Even though the platinum/taxane combination is currently the most effective
chemotherapy regimen for HGSOC patients, ≥80% of them will eventually relapse
at some stage [57].
Platinum-based drugs. Currently there are three platinum-based drugs approved
worldwide [80]. Cisplatin was the first platinum compound approved as an anti-
cancer drug in 1978, followed by the less toxic analog carboplatin in 1986 and
oxaliplatin in 2004. Three other platinum compounds have been approved for
clinical use in specific countries (i.e., nedaplatin in Japan, lobaplatin in China,
and heptaplatin in Korea), while many more are currently being developed or are
already undergoing clinical trials.
Platinum-based drugs are absorbed by cells and transported to the nucleus, where
they cause DNA damage by crosslinking with purine bases and inducing apoptosis
[81].
In addition to being the main treatment for HGSOCs, platinum drugs are widely
used in combination therapies for several other cancers. In fact, platinum is
administered to half of patients receiving chemotherapy [82], and to 10-20% of all
cancer patients according to the National Cancer Institute [83].
2.5 Drug resistance in cancer
Despite our increased understanding of the molecular mechanisms behind cancer
and the plethora of treatments developed in the last century, resistance to such
therapies still hinders patient survival.
Drug resistance is defined as intrinsic when the heterogeneous tumor mass con-
tains subclones that are resistant to a certain therapy before the therapy itself is
administered (Figure 4A). This type of resistance is more common in cancers
diagnosed at a later stage as the tumors have had more time to accumulate genetic
and epigenetic changes, making them more likely to develop a resistant phenotype.
Drug sensitivity can also be lost during treatment, when the therapy administered
to the patient drives the formation of resistant subclones (Figure 4B). For instance,
DNA-damaging chemotherapy agents might cause mutations that confer resistance
to that same drug.
The mechanisms behind drug resistance in cancer are complex and still not fully un-
derstood. However, genes responsible for the absorption, distribution, metabolism,
and excretion of drugs have been implicated. Alterations of these genes can lead to
reduced drug intake, increased drug efflux, or even inactivation of the drug itself,
all mechanisms that can lead to a decrease in drug efficacy (Figure 4C). Moreover,
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Figure 4: Mechanisms of drug resistance. (A) Intrinsic drug resistance occurs when
one or more subpopulations of cancer cells already developed a resistant phenotype
before the treatment is administered. (B) Acquired drug resistance occurs when the
treatment causes changes in one or more cancer cells, which makes them insensitive
to the effect of the drug. (C) Cellular mechanisms of drug resistance such as
decreased drug influx, increased drug efflux, and drug detoxification via inactivation
or degradation contribute to decreasing the drug concentration inside the cell, hence
reducing its cytotoxic effect. Resistance may also arise when the structure of the drug
target is altered. Image created with BioRender.com
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since drugs reach cancer cells via the circulatory system, cells located in hypoxic
regions of the tumor mass might survive treatment simply because the therapy is
not able to reach them [84].
Changes in the structure, abundance or location of a drug target can also affect
the response to a specific therapy (Figure 4C). For instance, downregulation of the
MS4A1 gene (due to genetic or epigenetic factors) or defects in the transport of
CD20 to the cell membrane have been linked to rituximab resistance [85].
Certain cellular mechanisms might also nullify the effect of a drug. For example,
cancer cells with functional DNA repair pathways (such as homologous recom-
bination) are more likely to develop resistance to DNA-damaging agents like
platinum-based drugs [86] and doxorubicin [87].
2.6 Predicting and overcoming drug resistance in cancer
Transitioning from single-agent therapies to combination therapies was one of the
first approaches to overcoming drug resistance in cancer. However, even multi-drug
regimens fail to completely eradicate cancer cells in an individual. Hence, new
strategies to identify patients less likely to benefit from a certain therapy, and to
overcome drug resistance are urgently needed.
2.6.1 Identification of biomarkers
Biomarkers are measurable indicators used to accurately and reproducibly classify
a certain biological condition. To overcome drug resistance in cancer, better
biomarkers are needed to both (i) diagnose tumors at earlier stages (when they are
less likely to have developed drug resistance), and (ii) predict whether a patient
will respond to a certain treatment, so therapies are administered only when the
probability of success is high enough to justify exposing the patient to its side effects
[88]. Different biological samples (e.g. blood, urine, soft tissues, tumor samples,
etc.) and different data types (e.g. genetic [89], epigenetic [89], transcriptomic [90],
proteomic [91], and imaging [92] data) can be used to identify biomarkers. For
instance, mutations in the DNA repair genes BRCA1 and BRCA2 are biomarkers
that can predict the efficacy of PARP inhibitors when treating ovarian cancer [93].
2.6.2 Restoring drug sensitivity via epigenetic reprogramming
In the last few decades, the plasticity of the epigenome has emerged as an appealing
avenue to overcome drug resistance in cancer. Currently, a plethora of epigenetic
inhibitors have been developed in order to block the activity of the main classes of
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Figure 5: Different strategies to inhibit DNMT enzymes. (A) Cytidine analogues like
Azacitidine are incorporated in the DNA during cellular replication and, because of
their molecular structure, cannot be methylated, consequently inhibiting the action of
DNMT enzymes. (B) Substrate substitutes targeting the active site of DNMT enzymes
inhibit DNMTs from binding with methyl groups. (C) Antisense oligonicleotides
targeting mRNA molecules encoding DNMTs can halt the production of these enzymes.
Image created with BioRender.com
epigenetic enzymes, including DNMTs, HDACs, HATs, BRDs, HMTs, and HDMs.
So far, only six epigenetic compounds have reached FDA approval [94]: the DNMT
inhibitors azacitidine (in 2004) and decitabine (in 2006), and the HDAC inhibitors
romidepsin (in 2004), vorinostat (in 2006), belinostat (in 2014), and panobinostat
(in 2015). Other drugs, like valporic acid, have also been approved but not for their
epigenetic effect.
Different strategies have been used to design compounds that are able to inhibit
epigenetic enzymes. For instance, when aiming to inhibit DNMTs, one option is to
design nucleoside analogues (e.g. azacitidine and decitabine) containing a modified
cytosine ring that cannot be methylated (Figure 5A) [95]. During cell replication,
these molecules are incorporated into the DNA strand, making it impossible for
DNMTs to methylate the DNA containing the modified nucleosides. Another
strategy used to inhibit DNMT enzymes consists of designing small molecule
inhibitors (e.g. RG108 [96]) that are able to bind directly to the DNMT’s catalytic
region, hence preventing the binding between the DNMT enzyme and a methyl
group (Figure 5B). Decreasing the abundance of a DNMT enzyme is also a way to
inhibit its activity, and can for instance be achieved using antisense oligonucleotides
(e.g. MG98 [97]) that bind to the enzyme’s mRNA and prevent it from being
translated into protein (Figure 5C).
Epigenetic inhibitors are an emerging treatment option for several diseases, in-
cluding diabetes, cardiovascular and immune diseases, mental illnesses, anxiety
disorders, and of course cancer [98]. The addition of epigenetic inhibitors to cancer
regimens is being investigated, as in the case of the HMT inhibitor tazemetostat
tested in combination with R-CHOP to treat newly diagnosed DLBCLs with poor
prognosis [99]. However, recently it has been suggested that using epigenetic
inhibitors as pretreatments might be a useful strategy to sensitize cancers that are
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resistant to standard treatment. Successful chemosensitization through epigenetic
reprogramming has already been shown in vitro in blood cancers such as acute
lymphoblastic leukemia [100], but further investigation into this therapeutic option




In the last few decades, several new high-throughput sequencing technologies
have reshaped the landscape of biomedical research, shifting the scale from single
genes to entire genomes. Consequently, novel computational tools tailored to
process platform-specific data have also been developed. The widespread use of
these technologies has drastically improved our understanding of the molecular
mechanisms regulating healthy cells and driving tumor progression. In turn, this
has led to the identification of several novel targets for cancer treatment, boosting
the drug discovery pipeline.
The number of cancer drugs available on the market has been growing exponentially,
and so has the number of compounds under development. Moreover, repurposing
of existing drugs for cancer treatment requires assays that can screen thousand
of compounds to select the most promising ones. Hence, high-throughput drug
screening protocols were developed to efficiently test drug response in multiple
cancer samples. By integrating information from sequencing and drug response
data, we are now able to investigate therapy resistance in different cancers with an
unprecedented level of accuracy.
3.1 High-throughput screenings
High-throughput screenings (HTSs) have become a standard assay which allows
for the testing of multiple drugs and drug combinations using in vitro models,
such as cell lines or organoids, or ex vivo patient samples [101]. Cells are seeded
in multi-well microtiter plates and the use of liquid-handling robotics allows for
the investigation of tens, hundreds, or even thousands of compounds at varying
concentrations and in a short amount of time. A standard HTS protocol includes
seeding the cells on the plate, adding the compounds to be tested in each well and,
after a certain amount of time, measuring the proportion of cells that were killed by
each compound.
When designing an HTS experiment, it is fundamental to select the right samples,
and to design a comprehensive compound library. Plate effect errors, caused for
instance by increased medium evaporation in the border wells of the plate, can also
be accounted for by randomizing the plate design and by including replicates for
each measurement. Controls are also extremely important when planning a drug
screening experiment, because they allow researchers to normalize and interpret the
effect of the compounds tested. A negative control is a substance that should not
affect cells’ viability. Dimethyl sulfoxide (DMSO) and water, commonly used to
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dissolve drugs, are examples of suitable negative controls. A substance that would
instead achieve maximal cytotoxic effect is used as positive control. An example of
such a compound is benzethonium chloride, a commonly used antiseptic.
Different drug response quantification techniques are currently available to estimate
the viability of cells after treatment. A common assay employs the CellTiter-
Glo® reagent (Promega), which lyses the cells and generates a luminescent signal
proportional to the amount of ATP, an indicator of metabolically active cells. The
luminescence readout is then measured using a microplate reader.
Including multiple concentrations of the same compound in the screening generates
dose response data, which are used to estimate the half maximal inhibitory concen-
tration (IC50) of a compound, i.e. the dose of the compound needed to kill half of
the cells present in the sample. The IC50 is used as the standard measure of the
potency of a drug.
High-throughput screening can also be used to test how the knockdown of a certain
gene affects cells’ viability, their phenotype and/or their response to a specific
therapy. These screenings exploit RNAi mechanisms by transfecting cells with
artificial siRNA [25].
3.1.1 Analyzing dose response data
The standard computational analysis of dose response data obtained from HTS
follows the steps summarized in Figure 6. First, HTS luminescence measurements
generated by a microplate reader are annotated to mark what is measured in each
well. The reliability of the readout is then estimated via standard quality control
(QC) statistics, which include coefficient of variation for both positive and negative
controls, Z’ score, and strictly standardized mean difference [102]. If no severe
bias or plate effect is detected, the luminescence readout is normalized using the
negative controls (0% inhibition) and the positive controls (100% inhibition).
Normalized dose response data for a drug are fitted to a sigmoidal function. A





where a and d represent the theoretical response when no drug is administered
(x = 0) and when administering an infinite amount of drug (x =+∞), respectively.
c represents the IC50, and b is the slope factor of the curve at x =IC50. The R
package drc [103] performs curve fitting and estimates the IC50 of a drug. Fitted
curves are then used to estimate the effect of the drug on the cells, for instance by
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Figure 6: Standard bioinformatic pipeline describing the analysis of dose response
data obtained from a drug screening. Cell viability is estimated using a microplate
reader which measures the luminescent signal emitted by the fraction of living cells
in each well. The experimental conditions tested in each well are used to annotate
the data. Next, QC statistics are estimated to assess the reliability of the experiment,
and data are normalized using positive and negative controls. Data are then fitted to a
sigmoidal function, which is used to estimate the effect of the drug.
computing drug sensitivity scores (DSSs) [104]. DSSs can then be used to compare
the effect of different compounds and conditions on the same sample.
Software such as the online tool Breeze can analyze dose response data from QC to
DSS calculations [105].
3.2 Next-generation sequencing technologies
The first sequencing technologies were developed by Sanger and his colleagues
at Cambridge University in 1977 [106]. These technologies read DNA and RNA
sequences at a single-base resolution, but were very low-throughput and quite costly.
Consequently, since the mid-1990s hybridization-based microarrays became the
standard high-throughput assays to quantify gene expression and measure genomic
and epigenomic changes [107, 108]. However, despite being very powerful and
efficient, microarrays are limited in the sense that they do not allow for measurement
of de novo sequences, restricting investigation to those genes and DNA regions
that are already known. In 2005, a new generation of sequencing technologies,
also known as next-generation sequencing (NGS), was developed [109]. These
technologies combined the precision of Sanger sequencing with the ability to
produce a high-throughput readout. Although quite expensive at first, the costs of
NGS assays has steadily decreased in the last decade, drastically changing the way
work in fields like genomics, epigenomics, and transciptomics is conducted. By
allowing researchers to investigate these molecular mechanisms at a single-base
resolution and with unprecedented precision, NGS has undoubtedly increased our
understanding of cellular biology.
Among the most common applications of NGS are whole genome and whole
exome sequencing for the study of mutations and copy number alterations, RNA
sequencing [110] to investigate changes in the transcriptome, bisulfite sequencing
to map methylated cytosines across the genome, chromatin immunoprecipitation
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sequencing (ChIP-Seq) to identify transcription factor binding sites and locate
histone modifications, and an assay for transposase-accessible chromatin using
sequencing (ATAC-Seq).
In the last ten years, a third generation of sequencing technologies (TGS), also
known as long-read sequencing, was introduced [111]. Nanopore technologies
[112] and other TGSs can sequence substantially longer reads than NGSs, producing
genome assemblies of unprecedented quality. Moreover, TGSs can detect DNA
methylation without the need to perform bisulfite conversion.
3.2.1 RNA sequencing
RNA sequencing (RNA-Seq) exploits NGS technologies to quantify the abundance
of RNA transcripts and to estimate differential gene expression between samples. In
addition, it also allows for the investigation of other mechanisms such as alternative
splicing, gene fusion, and mutations.
The RNA-Seq protocol starts with the extraction of RNA molecules from the
cells. Investigation can be done on the whole transcriptome (total RNA) or focus
only on protein coding genes by selecting only mature mRNAs (by capturing
RNA molecules that have a poly-A tail). In both cases, ribosomal RNAs, which
account for over 80% of the RNA molecules inside a cell, are discarded. Size-
selection is then carried out to identify specific RNA molecules, such as small
non-coding RNAs. Next, RNA is fragmented and converted into cDNA to prepare
the sequencing library. Adaptors are added at both ends of each cDNA molecule.
Finally, the library is amplified via polymerase chain reaction (PCR) and sequenced.
In addition to the standard RNA-Seq assay, which measures the average transcript
abundance from all cells in a bulk sample, a single-cell (sc) RNA-Seq protocol has
also been developed [113]. ScRNA-Seq processes each cell individually, allowing
researchers to obtain gene expression signatures from different cell types.
3.2.2 Bisulfite sequencing
Bisulfite sequencing (Bi-Seq) is a technology that allows for the genome-wide
investigation of DNA methylation at a single-base level. Bisulfite conversion uses
sodium bisulfite to deaminate unmethylated cytosines (Cs) into uracils (Us), which
are then converted into thymines (Ts) during the PCR step. Methylated Cs are not
affected by the bisulfite conversion reaction and can hence be detected once the
reads are aligned to a reference genome. A T in the data mapping to a T in the
reference genome is a T, a T mapping to a C is an unmethylated C, and a C mapping
to a C is a methylated C.
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Currently there are three protocols to perform Bi-Seq of bulk samples. Whole
genome bisulfite sequencing (WGBS) [114] was the first method to be developed.
Even though it allows for the analysis of all 29 million CpG sites found in the
human genome, it was initially quite costly and required a high amount of starting
genetic material, especially when aiming to produce data with high sequencing
depth. To address this limitation, the reduced representation bisulfite sequencing
(RRBS) [115] protocol was introduced. RRBS only sequences about 1-10% of the
genome, targeting CpG-rich regions which include most CpG islands, promoters,
gene bodies, other regulatory elements, and repetitive sequences. A third way to
perform Bi-Seq, known as targeted bisulfite sequencing (TBS), is an enrichment-
based procedure able to capture the methylation of CpGs located at specific genomic
regions via hybridization through a probe-based system [116]. In this way, the
experimental costs and the data size are both reduced with respect to WGBS, while
ensuring consistent sequencing of all significant portions of the genome. A standard
array targeting about 3.7 million CpGs is available, covering most promoters and
other relevant genomic regions, but users can also customize the probes to target
specific portion of the genome.
WGBS, RRBS, and TBS follow a very similar protocol. Briefly, DNA is extracted
from the cells, purified from the proteins bound to it, and fragmented. WGBS and
TBS use sonication to randomly fragment the DNA molecule, while RRBS cuts
the genome at specific sites by using a restriction enzyme. The fragments undergo
end repair, A-tailing and adapter ligation, and are then selected based on size via
gel electrophoresis or magnetic beads. The TBS protocol also includes a fragment
selection step via hybridization, which allows for the enrichment of specific target
regions. The surviving fragments are then denaturated and treated with sodium
bisulfite to deaminate unmethylated Cs into Us. PCR amplification converts Us
back to Ts and the fragments are then ready to be sequenced.
Recently, a single-cell bisulfite sequencing protocol was developed, allowing for
more accurate analysis of samples containing heterogeneous cell populations [117].
3.2.3 Analyzing sequencing data
All types of sequencing data require tailored software and pipelines to extract mean-
ingful biological information. However, when performing differential expression
or differential methylation analyses, the main steps are very similar, as shown in
Figure 7 and described below.
Quality control. The computational analysis of RNA-Seq and Bi-Seq data starts
with QC of the reads (usually encoded in fastq format) to assess the proportion
of data that are of sufficiently high quality to be included in the analysis. QC is
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commonly performed using software such as FastQC [118], which produces several
plots to assess, among others, the distribution of quality scores at different positions
in the read, the distribution of the average read quality, the read length distribution
across all reads, the proportion of each nucleotide at different positions in read, and
the the presence of overrepresented sequences.
Trimming and adaptor removal. Reads might contain parts of the adapter
sequence at both ends; moreover, nucleotides at the extremities of a read often
Figure 7: Standard bioinformatic pipeline describing the analysis of RNA-Seq and
bisulfite sequencing data to perform differential expression / methylation analyses.
Steps like quality control, trimming, and pathway enrichment analysis can be performed
using the same software for both RNA-Seq and Bi-Seq data. On the other hand, tools
specific for each data type are needed for alignment, quantification, and identification
of differences between conditions.
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display lower sequencing quality and might lead to misalignment. To minimize
these sources of error, tools such as Trimmomatic [119] or Trim Galore! [120] are
commonly used to trim the reads, removing adapters and low quality end sequences.
Low quality reads or reads that are too short after being trimmed are discarded, and
the quality of the remaining reads is assessed again.
Alignment. Reads passing these first filters are then mapped against a reference
genome using aligner tools designed to address the challenges of each data type.
Hence, aligners for RNA-Seq data should accounts for spliced alignments when
mapping reads to the reference, while aligners for Bi-Seq data should take into
account the T-to-C discrepancy caused by bisulfite conversion. STAR (Spliced
Transcripts Alignment to a Reference) [121] is the most common aligner for RNA-
Seq data. Even though it is memory intensive, STAR is much faster than other
aligners, outperforming them in mapping speed by a factor of over 50. Bismark
[122] and BSMap [123] are are frequently used to align Bi-Seq data. This class
of aligner tools allows not only to map reads to a reference genome, but it also
estimates whether the base mapped to a reference cytosine is a C (i.e. a methylated
C) or a T (i.e. an unmethylated C). The sequence context in which the reference
cytosine is embedded is also estimated, to allow user to separate CpG sites from
CHG and CHH sites (where H stands either A, G, or T nucleotide).
Quantification. Once the reads are mapped, it is possible to estimate the levels
of expression or methylation. Software like eXpress [124] can quantify the
abundance of each gene/transcript. New software such as Kallisto [125] can
perform gene/transcript quantification without first aligning the RNA-Seq reads.
Common measures of gene expression are read counts and FPKM (which stands for
Fragments Per Kilobase of transcript per Million mapped reads). Bi-Seq aligners
such as Bismark usually include a function to extract the methylation values from
aligned reads, but there are also tools such as MethylExtract [126] which can call
both methylation levels as well as genetic variants. The methylation level of a
specific cytosine in the genome is commonly estimated as the proportion between
the number of mapped reads containing a C over the total number of reads aligned
at that same position.
Differential expression/methylation. After the quantification step, different sam-
ples are compared to identify differentially expressed genes (DEGs). Tools such as
the R package DESeq2 [127] are commonly used to estimate differential expression
between conditions. DESeq2 takes as input the unnormalized counts and the
condition to which each sample belongs to, and for every gene it estimates the log2
fold change, p-value, and adjusted p-value, which can then be used to identify genes
with significant changes in abundance between conditions. Differential methylation
to locate DNA methylome changes across conditions can be performed at the single
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CpG level, to identify differentially methylated sites (DMSs), or at the regional level,
to identify for instance differentially methylated genes (DMGs) or differentially
methylated promoters (DMPs). Several bioinformatic tools are available to compute
differential methylation. The R package RnBeads [128, 129] is one of the most
commonly used packages, thanks to its extensive functionalities for filtering and
exploring the data before computing differential methylation via Fisher’s exact
test. Other tools include MOABS [130], and R packages like MethylKit [131],
InfiniumPurify [132], and DSS (dispersion shrinkage for sequencing data) [133].
Pathway and GO enrichment. To interpret the role that DEGs and DMGs/DMPs
play, pathway analysis and gene ontology enrichment are performed using tools
like enrichR [134, 135] or ConsensusPathDB [136], which automatically browse
through public databases (such as KEGG [137], Reactome [138], WikiPathways
[139], and gene ontology [140]) to identify the molecular and biological mecha-
nisms affected by changes in the transcriptome.
When both RNA-Seq and Bi-Seq data are available for the same set of samples, it is
also possible to integrate these two data layers to identify genes whose expression
might be regulated by changes in DNA methylation patterns.
3.2.4 Public repositories of sequencing data
The huge amount of data generated by high throughput technologies created a need
for building public, discipline-specific repositories, where such data can be stored
and shared with the whole scientific community. Examples of such repositories
include the Gene Expression Omnibus (GEO) [141], the Sequence Read Archive
(SRA) [142], the International Human Epigenetic Consortium (IHEC) [143], the
Cancer Cell Line Encyclopedia (CCLE) [144], and the European Genome-phenome
Archive (EGA) [145].
In this thesis we used data from two public repositories: The Cancer Genome Atlas
[146] and The Encyclopedia of DNA Elements [147, 148].
The Cancer Genome Atlas (TCGA) is an program aimed to characterize the
molecular signatures of over 20,000 primary cancer and matched normal samples
spanning 33 cancer types. Using a mix of microarray and sequencing technologies,
TCGA generated genomic, epigenomic, transcriptomic, and proteomic data. These
data are available in the TCGA online repository in three different formats: raw and
controlled data (level 1), processed and controlled data (level 2), and segmented or
interpreted data (level 3). For each sample, clinical data are also available. This
allows researchers to perform pan-cancer integrative studies.
The Encyclopedia of DNA Elements (ENCODE) is a project launched in 2003
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that aims to develop a comprehensive map of functional elements in the human and
mouse genome. ENCODE data are publicly available and include both functional
genomic data of cell lines and tissues generated through microarray and sequencing
technologies, as well as functional characterization data.
3.3 Bioinformatic workflow management systems to analyze
high-throughput data
The large volumes of data generated by high-throughput technologies require multi-
step computational analyses in order to extract biologically meaningful information.
The sequence of tasks to process a set of data is known as workflow and is commonly
represented via a directed network. Workflows can be run manually, but when
dealing with large datasets a fully automated approach is generally more efficient.
Hence, workflow management systems (WMSs) have been developed to provide an
infrastructure to design, execute, and monitor complex pipelines.
Several WMSs are currently available to perform tailored bioinformatic analy-
ses by combining state-of-the-art computational tools. WMSs such as Galaxy
[149], Taverna [150], Chipster [151], and GenePattern [152] are suitable for non-
programmers, while other WMSs, like Anduril [153], Bpipe [154], Nextflow [155],
and Snakemake [156], require coding skills in order to build the workflows.
A schematic representation of a bioinformatic WMS is shown in Figure 8. Bioinfor-
matic WMSs can import multidimensional biomedical data generated by the user or
available in public databases. The user can then design workflows that sequentially
combine different steps in the analysis, each carried out by specific computational
tools and programming languages, to process, visualize, and even integrate multiple
data layers. The WMS will automatically run the pipeline using high-performance
computing and generate results that can be used to draw conclusions regarding the
biomedical questions under investigation.
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Figure 8: Schematic representation of a bioinformatic workflow management system.
The WMS can import biomedical data generated by the user or available in online
public repositories. The data are then processed via a workflow designed by the user,
which employs external state-of-the-art bioinformatic software, but can also include
user-generated scripts. The workflow is then run using high-performance computing
resources to optimize the running time.
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4 Aims of the study
The overall objective of this thesis is to develop in vitro and in silico methods to
increase our understanding of the mechanisms behind drug resistance in cancer. To
achieve this goal, we used a systems biology approach which combined different
laboratory biology experiments, multivariate statistical methods and bioinformatic
analyses to uncover cellular processes responsible for drug resistance. The main
goals of this project are:
1. Developing a drug screening assay to discover epigenetic inhibitors able to
overcome doxorubicin and rituximab resistance in DLBCL.
2. Integrating multi-omics data to identify predictive biomarkers of platinum
resistance across multiple cancers.
3. Developing a computational method to estimate differential DNA methylation
across cancer samples of varying tumor purity.
4. Developing a workflow management system to build complex bioinformatic
pipelines to analyze and integrate multiple data types.
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5 Materials and methods
In this section, the main materials and methods employed in this work are summa-
rized.
5.1 Materials, samples and data
The patient samples and cancer cell lines used in Publications I-IV as well as in
our unpublished results are summarized in Table 1, while the drugs, compounds
and siRNAs used in the biological experiments of Publications I and II are listed
in Table 2. Full details on the experimental designs are available in the appended
manuscripts.











from 1,503 cancer pa-







and SW-48 cell lines
RNAi experiment
to measure cisplatin







5 HGSOC samples (2
primary and 3 relapse)
and 1 white blood cell
sample
TBS, RNA-Seq, WGS In-house
8 DLBCL samples (4
primary and 4 relapse)
and 2 blood samples
RRBS, WGS In-house
Publication IV
50 OV samples (26 long




53 HGSOC samples (27
primary, 17 interval, 9
relapse) from 14 different
patients
WGBS In-house
Table 1: Samples and cell lines used in Publication I-IV and in our unpublished
analysis
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Publication Class Compound
Publication I
BRD inhibitors I-BET151, JQ1, OTX015, PFI-1, SGC-
CBP30, UNC1215




HDAC inhibitors AR-42, Belinostat, CI994, CUDC-101,




SB939, Tubacin, Tubastatin A, Valproic
acid, Vorinostat
HDM inhibitors GSK J4 HCl, IOX-1, Tranylcypromine





siRNAs siRNAs targeting genes ANXA9, ARC,
C19orf33, ECI2, FBXO17, LGALS3BP,
MLF1, MRPS21, PLK1, SEC62, SOX17,
TM4SF1, and TSPYL5
Chemotherapy Cisplatin
Table 2: Compounds and siRNAs used in Publication I-II
The unpublished data include 53 WGBS HGSOC samples extracted from 14 patients
diagnosed at stage III or IV. Samples were collected during primary debulking or
via laparoscopy (primary sample, p), during interval debulking (interval sample,
i), or when the patient relapsed (relapse sample, r). Samples were also obtained
from multiple locations, including ovary (ova), omentum (ome), peritoneum (per),
intestine (meso), Fallopian tubes (tub), ascites (asc), or undefined location (tum).
Samples were collected at the Department of Obstetrics and Gynecology of the
Turku University Central Hospital, as part of the HERCULES project (European
Union’s Horizon 2020 research and innovation program under grant agreement
No. 667403). Ethical approval for the study is stated in the Hospital District of
Southwest Finland ethics committee statement EMTK 145/2015 22.5.2018 § 197.
5.2 Drug sensitivity screening
We used automated liquid-handling robots to implement multi-step drug screenings
to investigate drug resistance in cancer.
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In Publication I, we designed a drug screening to test whether pretreating DLBCL
cell lines with epigenetic inhibitors can increase the response of doxorubicin and
rituximab. Briefly, 60 epigenetic compounds were pre-seeded on 384-wells plates
and DLBCL cells were then added. A new dose of epigenetic inhibitor therapy
was administered every three days for nine days, to induce cellular reprogramming.
Rituximab and doxorubicin were then administered (at fixed concentrations in the
initial screening, and at varying concentrations in the validation screening). 48
hours later, viability was measured to determine whether the epigenetic treatment
induced sensitization of DLBCL cells to the immunochemotherapy.
In Publication II, we tested how cisplatin response changes when genes we iden-
tified as related to platinum resistance were knocked-down. siRNAs targeting 12
biomarker genes were transfected in cancer cell lines and, after 24 hours, cisplatin
was administered. Cell viability was measured after 48 hours and the effect of gene
knockdown on platinum response was estimated.
5.3 Anduril workflow management system
The open source component-based workflow framework Anduril (ANalysis of
Data Using Rapid Integration of aLgorithms) [153, 157] developed by the Systems
Biology of Drug Resistance in Cancer group (University of Helsinki) was used to
build the computational pipelines in Publications I-IV.
Pipelines implemented using the first version of Anduril were coded using the
programming language AndurilScript, while Anduril 2.0 uses the Scala language
to build workflows. Each pipeline runs a sequence of components, which can
be created using a variety of programming languages, including R, Matlab, Java,
Bash, and Python. Components are divided into bundles based on the type of
data/analysis they are designed for. The pipelines in Publications I-IV combine
existing components with newly developed ones, and a separate bundle of Anduril
components was created to analyze dose response data from Publication I.
5.4 Differential methylation using maximum-likelihood (DMML)
method
Bulk tumor samples contain a mixture of cell types that comprise both cancerous
and non-cancerous cells. Thus, when comparing the methylomes of two cancer
samples, it is important to account for their differing tumor purity levels. To address
this issue, we developed a computational method to perform differential methylation
using maximum-likelihood (DMML). The DMML algorithm estimates the purity of
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two or more cancer samples, extracts the tumor-specific signal from bulk samples,
and computes differential methylation more accurately. As methylation patterns
might span several neighboring CpG sites, DMML models co-methylation for a
user-defined number of adjacent CpG sites that are measured in the same read.
A detailed description of the DMML method can be found in Publication III.
Briefly, the method uses an expectation–maximization (EM) algorithm to estimate
the latent variables (in our case the DNA methylation levels in both cancer and
normal cells) using the observed DNA methylation data (which comes from a
mixture of tumor and non-tumor cells). DMML can take a non-tumorous control
sample as input, but this is not required when estimating the purity of the samples
or assessing differential methylation. Controls are only required when determining
the methylome state for each cell type.
We compared the performance of DMML against other existing methods, including
Fisher’s exact test, MOABS, a mixture-adjusted Fisher’s exact test, InfiniumPurify
and DSS methods. To evaluate their performance we used simulated data generated
by mixing WGBS data from three ENCODE cell lines (GM12878, K562, and
HepG2). We also estimated tumor purity and differential methylation in patient-
derived samples, including TBS data from HGSOCs and RRBS data for DLBCLs.
We used DMML to estimate tumor purity in patient samples, and compared the
obtained values to the purity estimated from genome sequencing data from the
same samples.
DMML is suitable for pairwise comparison of two or a few samples, but the
co-methylation modeling needs to be dropped to scale the method and allow
simultaneous comparison of many (»10) samples. In this way, we were able to use
DMML to extract the patient-, location-, and treatment stage-specific methylation
profiles, as well as a profile from the non-cancerous cells, from samples in our
unpublished HGSOC dataset.
5.5 Interactive exploration of multiple data types
Visualizing and interpreting biomedical datasets can be challenging due to the huge
amounts of information they contain. To address this issue, we used the R packages
shiny [158] and plotly [159] to create interactive visualizations of our datasets in
Publication I. Shiny allows users to subset data and visualize different portions of
the entire dataset, while plotly provides interactivity with the plot itself by hovering
over it and zooming in and out.
Using these packages we developed a website (http://app.anduril.org/DLBCL_DSRT)
where different data types (including sequencing data, drug response curves, and
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immunofluorescence images) could be loaded and explored.
5.6 Automatic workflow to integrate multi-omics TCGA data and
identify predictive biomarkers
In order to integrate multi-omics data from pan-cancer TCGA patients, we designed
a pipeline that would download expression, DNA methylation and gene copy
number data from the GDC data portal, and identify genes (9,976) and samples
(1,503) for which all three data layers are available. DNA methylation and copy
number data were then binarized to match the input format required by the R
package CNAmet [160], which was then used to perform data integration and
identify genes whose expression is regulated by DNA methylation or gene copy
number.
5.7 Survival analysis
In biomedical research, survival analysis is an extremely useful tool to assess how
certain biological and molecular features, or even certain treatment options, improve
or diminish survival in a cohort of patients across time. Typical time measures are
progression free survival (PFS) and overall survival (OS). PFS measures the time
from diagnosis until the first recurrence, the last follow-up or death. OS measures
instead the time from diagnosis until the last follow-up or death.
The survival function estimates the proportion of patients still alive at a given time
and it is visualized using Kaplan-Meyer plots. The non-parametric log-rank test
is commonly used to test whether the difference between two survival functions
is significant. In Publication II and IV, survival analysis was performed in R via
Kaplan-Meier analysis and log-rank test using the package survival [161, 162] and
survival curves were visualized using the package survminer [163]. In Publication
II, patients with the 20% highest and lowest expression of each gene were included
in the analysis, and PFS was used as the the time variable. In Publication IV, OS





In this thesis, I present different in vitro and in silico methods designed and imple-
mented to investigate the molecular mechanisms responsible for drug resistance
in cancer. The main results from Publications I-IV, as well as some unpublished
data on DNA methylation changes occurring in HGSOC patients, are summarized
below.
6.1 Pretreating DLBCL cell lines with epigenetic inhibitors sensi-
tizes them to immunochemotherapy (I)
In order to systematically assess the ability of epigenetic inhibitors to reverse
R-CHOP resistance in DLBCL, we designed and implemented a multi-step drug
screening. Four DLBCL cell lines (Riva-I, Su-Dhl-4, Oci-Ly-3, and Oci-Ly-19)
were pretreated for 9 days using 60 different epigenetic inhibitors, and were then
administered rituximab and doxorubicin (the main components of the R-CHOP
regimen). Cell viability was estimated 48h later and the response of cells receiving
only the epigenetic pretreatment was compared to the response of cells receiving
the pretreatment followed by rituximab and doxorubicin. HDAC inhibitors induced
sensitization in all cell lines, while BRD and HMT inhibitors sensitized three of
the four cell lines. Oci-Ly-3 was the most responsive cell line (20/60 inhibitors
inducing sensitization), followed by Su-Dhl-4 (10/60), Oci-Ly-19 (9/60) and Riva-I
(3/60). It is important to note that the concentration of the epigenetic inhibitors
required to induce cellular reprogramming was lower than the concentration needed
to induce a cytotoxic effect, which indicates that using epigenetic inhibitors as a
pretreatment instead of in combination with R-CHOP might lead to less side effects.
To validate the sensitizing effect of the most potent inhibitors, we conducted a
second drug screening to estimate the synergy between the epigenetic compounds
and the immunochemotherapy. In this assay, we tested varying concentrations
of both the epigenetic inhibitor and the rituximab-doxorubicin combination. Ten
compounds were included in this validation: belinostat, entinostat, and I-BET151
were tested in all four cell lines, while vorinostat, resminostat, givinostat, pinome-
tostat, tazemetostat, SGC0946, and OTX015 were tested only in the cell line(s)
that showed a reprogramming effect from that drug in the first screening. HDAC
inhibitors (vorinostat, entinostat,resminostat, and belinostat), and HMT inhibitors
(pinometostat, tazemetostat, and SGC0946) showed high synergy with rituximab
and doxorubicin. Among these, entinostat and tazemetostat displayed the most
potent sensitization effects. BRD inhibition showed instead lower synergy.
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6.2 Molecular mechanisms responsible for epigenetic sensitiza-
tion in DLBCL (I)
To investigate which genes and pathways are linked to epigenetic sensitization,
we compared the trascriptomes of the four untreated DLBCL cell lines with
their transcriptomes after pretreatment with entinostat, vorinostat, belinostat and
tazemetostat. Interestingly, differential expression followed by pathway analysis
identified disruption of DNA repair, cell cycle, cell adhesion and apoptosis as
potential mechanisms behind epigenetic sensitization.
We further investigated the link between impaired DNA repair pathways and epige-
netic sensitization to doxorubicin using an immunofluorescence assay. DLBCL cells
treated with HDAC inhibitors (entinostat, belinostat, vorinostat) showed impaired
homologous recombination (HR) and upregulation of the non-homologous end
joining (NHEJ) pathway (which was expected since NHEJ is often active when HR
is not functioning correctly).
When we looked into genetic mutations which might affect the efficacy of epigenetic
reprogramming, we observed that the Su-Dhl-4 cell line has a missense mutation in
the EZH2 gene, which encodes an HMT enzyme. This mutation has been shown to
increase sensitivity to tazemetostat [164]. Other notable mutations that might affect
the efficacy of HDAC inhibitors were a truncating mutation in the CREBBP gene
identified in Riva-I and Oci-Ly-19, and a truncating mutation in the ARID1A gene
in Riva-I.
6.3 Identification of potential biomarkers and therapeutic targets
to predict and overcome platinum resistance in multiple can-
cers (II)
The integration of gene expression, DNA methylation, and gene copy number data
of 9,976 genes across 1,503 pan-cancer patients treated with platinum chemotherapy
revealed 333 upregulated and 48 downregulated genes (FDR ≤ 0.01). Survival
analysis showed that 164 out of these 381 genes have a significant association to
progression free survival (PFS), and are hence promising candidate biomarkers
to predict platinum response. A spreadsheet listing these genes is included in
supplementary table S4 of Publication II. Among these 164 putative biomarkers we
found genes involved in pathways related to drug resistance, cancer progression
and metastasis, apoptosis, and immune-related mechanisms. Some of these genes,
like ARC, were detected at high and low expression in most of the 17 cancer types
included in the study. Other genes, like SOX17, were expressed only in one or a few
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cancers. To identify the most promising pan-cancer biomarkers, we used different
ranking systems to prioritize genes that had (i) both high and low expression across
most cancer types, and (ii) whose expression was strongly regulated by gene copy
number or DNA methylation.
To investigate whether our biomarkers could also serve as therapeutic targets to
increase platinum response in multiple cancers, we performed an RNAi screening
using cell lines obtained from lung (A549), head and neck (FaDu), ovarian (Ku-
ramochi), and colorectal (SW-48) cancers. ANXA9, C19orf33, ECI2, FBXO17,
LGALS3BP, MLF1, MRPS21, SEC62, TM4SF1, TSPYL5 were selected as the top
pan-cancer candidates, while SOX17 was included in the screening because it is
highly expressed in ovarian cancer. Cisplatin response in the untreated cell lines
was compared to cisplatin response when these 12 genes were downregulated.
MRPS21 was the only gene to mildly but consistently increase cisplatin response in
all cell lines. ARC, ANXA9, C19orf33, and TSPLY5 showed synergy with cisplatin
treatment in two cell lines. Knockdown of MLF1 enhanced cisplatin inhibitory
power in FaDu cells, while knockdown of SOX17 improved cisplatin response in
SW-48 cells but not in Kuramochi cells (the HGSOC cell line).
6.4 Estimating differential methylation in cancer samples with
varying tumor purity (III)
Bulk tumor samples contain a mixture of cancerous and non-cancerous cells. Since
DNA methylation patterns are cell type specific, the methylome observed by
sequencing bulk samples is not the actual cancer methylome but a mixture of
cancer and normal methylomes. Our DMML method allows for accurate estimation
the tumor purity of a sample even without a matched control, and for performance
of differential methylation while taking into account the proportion of cancer cells
contained in each sample.
To test DMML’s tumor purity estimation we used Monte Carlo simulations to
generate tumor samples with varying levels of purity by mixing the WGBS methy-
lation profiles of cancer cell lines (K562 and HepG2) and a non-cancerous cell
line (GM12878). The accuracy of DMML purity estimation in low purity samples
exceeds that of existing methods (like Fisher’s exact test, MOABS, DSS, and
InfiniumPurify). Moreover, when reads are long enough to contain multiple CpG
sites, DMML can model co-methylation, further increasing the method’s accuracy
even in low coverage settings.
We then used DMML to perform differential methylation using five TBS HGSOC
samples and eight RRBS DLBCL samples, to test whether the method is effective
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in different cancer types as well as when using different bisulfite sequencing
technologies. We compared DMML’s differential methylation calls with the ones
obtained from the other methods. Any two of these methods shared at least 91%
of the calls in the HGSOC dataset and 83% of the calls in the DLBCL dataset, but
DMML identified novel candidate differentially methylated sites even without a
control sample.
We also investigated the relation between methylation and gene expression in the
HGSOC dataset. Differential promoter methylation obtained with DMML showed
significant anticorrelation with differential expression. The anticorrelation between
methylation and expression was stronger when using differentially methylated sites
identified by DMML than those identified by other methods, suggesting once again
that DMML can more accurately recover the cancer methylation signal in bulk
samples.
6.5 Deconvoluted DNA methylation from 53 HGSOC samples (Un-
published data)
Heterogeneity in a tumor sample occurs at different levels, including inter-patient
heterogeneity, clonal evolution of the metastatic lesions driven by the microenviron-
ment, clonal evolution due to treatment exposure, and presence of non-cancerous
cells within the tumor mass. When analyzing DNA methylation data obtained from
bulk tumor samples, it is important to remember that the measured signal is mixture
of all these heterogeneous components.
In order to estimate how much patient variability, tumor location, sampling stage
and non-cancerous methylomes contribute to the measured methylation signal, we
used a modified version of the DMML method to deconvolute the methylome of
each sample into these four signals. According to our results shown in Figure 9,
patient-specific variability contributes the most to the methylation signal observed
in our samples. This is not surprising since DNA methylation patterns are affected
by environment and lifestyle. The sample location also affects the methylation
landscape quite considerably, especially in the five samples obtained during the
interval surgery. This could indicate that the selective pressure of the tumor
microenvironment at the metastatic site has an effect on the DNA methylation
patterns of the cancer cells.
6.6 Anduril 2 workflow framework (IV)
The use of Anduril 2 as a WMS to implement complex computational analyses
presents several advantages. The downloadable version of Anduril 2 already in-
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Figure 9: Heatmap showing the contribution of deconvoluted DNA methylation signals
from 53 HGSOC samples. For each sample we estimated the proportion of the observed
methylation signal that is due to inter-patient variability (patient-specific component),
microenvironment-driven evolution (location-specific component), treatment stage at
which the sample was obtained (stage-specific component), and proportion of the signal
due to non-cancerous cells present in the sample (non-cancerous component).
cludes over 400 fully-documented components and functions, suitable for analyzing
all main NGS data types. New components can be easily developed by users,
providing a flexible and modular approach to design tailored workflows. Moreover,
component dependencies are automatically detected and independent parts are
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parallelized to reduce processing time. If the workflow execution is interrupted or
the user wants to change parts of the script, only the modified/unprocessed portion
of the analysis needs to be re-run. This is particularly useful in bioinformatic




Overcoming drug resistance in cancer is one of the major health challenges of the
21st century. Modern high throughput screening and sequencing technologies allow
us to explore the molecular mechanisms of cancer cells at an unprecedented level
of detail. This, in turn, aids the search for effective treatment strategies to overcome
drug resistance, as well as the discovery of biomarkers able to predict patients’
response to specific treatments. Moreover, the increased availability of large cancer
datasets in public repositories provides scientists with invaluable resources needed
to develop novel methods and software to analyze these data, giving rise to the field
of computational oncology [165].
The work presented in this thesis exploits high throughput technologies to develop
in vitro and in silico methods to investigate R-CHOP resistance in DLBCL, as well
as platinum resistance across multiple cancers, and more specifically in HGSOC.
In Publication I, we developed a drug screening method to measure the effect of non-
simultaneous drug combinations on cancer cell lines. We used this method to test
the ability of 60 epigenetic inhibitors to sensitize DLBCL cell lines to rituximab and
doxorubicin. Since the experiment was conducted in vitro, we could only investigate
how epigenetic reprogramming affects the cytotoxic effect of rituximab [75] and
not its ability to induce an immune response towards the cancer cells. HDAC and
HMT inhibitors were the most promising classes of compounds to sensitize DLBCL
cells to the toxic effect of rituximab and doxorubicin. The inhibitor concentration
required to achieve sensitization was lower than then one required to produce a
cytotoxic effect, suggesting that the use of epigenetic inhibitors as a pretreatment
before R-CHOP administration in clinical use could result in less side effects than
if they were used simultaneously. When investigating the mechanisms that might
be involved in the episensitization process, we uncovered that HDAC inhibitors
are able to dysregulate the homologous recombination (HR) pathway, which in
turn increases the efficacy of doxorubicin. This finding is in line with other studies
showing a link between HDAC inhibition and downregulation of HR[166, 167],
suggesting that HDAC inhibitors could be effective sensitizers for DNA damaging
treatements, including radiotherapy and chemotherapeutics like platinum-based
drugs.
The use of epigenetic inhibitors, alone or in combination with immunochemothera-
pies, has already shown promising results in several clinical trials [168]. However,
undesired side effects on non-cancerous tissues need to be minimized, and targeted
nanoscale delivery systems promise to improve the effectiveness of epigenetic
treatments in cancer [169].
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In Publication II, we took advantage of public cancer data from The Cancer
Genome Atlas (TCGA) repository to investigate platinum resistance in a pan-cancer
context. We hypothesized that combining evidence from three different data levels
(expression, copy-number and DNA methylation) would enable us to overcome
spurious findings and identify genes related to platinum resistance. We performed
multi-omics data integration followed by survival analysis to identify genes whose
expression is related to platinum response. We identified 164 putative biomarkers
predictive of platinum response. Further investigation of these candidates could
lead to the development of a routine test to select which patients should receive
platinum treatment and which patients should be administered a different therapeutic
regimen. We also conducted an RNAi experiment to test whether the most promising
candidate biomarkers could also serve as therapeutic targets to overcome platinum
resistance, and we were able to find an association between the knockdown of
the gene encoding the mitochondrial ribosomal protein MRPS21 and an increased
response to cisplatin in four different cancers. The exact function of MRPS21 is
still poorly understood, however other mitochondrial ribosomal proteins have been
reported to affect apoptotic mechanisms [170].
In Publication III, we developed a new bioinformatic software (DMML) to correctly
estimate differential methylation in cancer samples with varying tumor purity.
DMML can be used to analyze different types of bisulfite sequencing data (including
WGBS, RRBS, and TBS), outperforms existing alternatives, produces robust results
with and without non-cancerous controls, does not require prior purity estimates,
and can be used to to compute tumor purity and differential methylation in any
cancer type. Since DNA methylation has been shown to be a contributing factor
in the development of drug resistance, understanding the link between methylome
changes and drug response can help us to develop strategies to overcome treatment
failure. We also used a modified version of the DMML algorithm to estimate the
origin of inter-sample variability, as shown in our unpublished results. According
to our analysis, the differences in methylation patterns observed in our 53 HGSOC
samples are patient-specific, likely due to adaptation to diverse environmental
stimuli accumulated throughout the patient’s life, while changes driven by treatment
stage and sample location (i.e. the pressure to adapt to the microenvironment)
contribute less to the observed methylation signal.
In publication IV, we develop Anduril 2, a workflow management system able han-
dle the processing of big data obtained from high-throughput biology experiments.
This WMS has been used to implement the data analysis pipelines of publication
I and II, while the software described in publication III has been included as a
standard component in Anduril 2 and can easily be included in future pipelines.
Taken together, the methods presented in this thesis provide new tools to investigate
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the molecular mechanisms behind cancer progression and drug resistance. More-
over, these methods are flexible and can be applied to biomedical investigation
beyond the cancer research field.
With new and continuously emerging high-throughput technologies, like single-
cell and third generation sequencing, computational oncology is a fast-evolving
field which will gain more and more of a central role in the fight against cancer
in the coming years. The integration of multi-level cancer data holds the key to
unlocking the complexity of drug resistance, generating new insights to improve
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