We discuss the problem of recovering the 3 -D motion and structure. An algorithm for computing the cariera motion and the orientation of planar surface is developed. It solves for the 3 -D motion and structure iteratively given two successive image frames. We further improve the solution by solving the ordinary differential equations which describe the evolution of motion and structure over time. The robustness of the entire process is demonstrated by the experiment with a moving camera which "flics" over a terrain model.
INTRODUCTION
The problem of recovering scene structure and the camera motion relative to the scene has been one of the key problems in computer vision. Many techniques have been developed for the estimation of structure and notion prameters ( Tsai and Huang [2] , Weng et al. [7] etc.). A lot of existing algorithms depend on evaluating the motion parameters between two successive frames in a sequence. However, recent research on structure and motion has been directed towards using a large number of frames to exploit the history of parametric evolution for a more accurate estimation and noise reduction ( Ullman [3] , IIildreth and Grzywacz [6] , lu and Wohn [8] ct.c.)
In this paper we describe a method for recovering the 3 -D motion and orientation of a planar surface from an :evolving image sequence. The algorithm utilizes the image flow velocities in order to recover the 3 -D parameters. First, we develop an algorithm which iteratively improves the solution given two successive irnage frames. The solution space is divided into three subspaces -the translational motion, the rotational motion and the surface slope. The solution of each subspace is updated by using the current solution of the oilier two subspaces. The updating process continues until the motion parameters converge, or until no significant, improvement is ncliirvrd.
Second, we further improve the solution progressively by using a large number of image frames and the ordinary differential equations which describe the evolution of motion and structure over time. Our algorithm uses a weighted average of the expected parameters and the calculated parameters using the 2-frame iterative algorit.hni as cnrr, nt. solution and continues in the same way till the end of the frame sequence. Thus it keeps track of the past history of parameteric evolution. The system was tested on a sequence of images obtained by the motion of a. camera over a planar surface. 2 
MODELING
One can model an arbita.ry 3 -D motion in terms of stationary -scene /moving-viewer as shown in l' igure I. The optical flow at the image plane can be related to the 3 -D world as indicated by the following; pair of equations originally derived by Longuet -Higgins and Prazdny [1] , for each point (x, y) in the image plane : where vz and vy arc the image velocity at image location (x, y), (Va, Vy,, Vz) and (f2x, Sly,, Slz) arc the I.ranslal.ionnl and rotational velocity vectors of the observer, and Z is the unknown distance from the camera. to the object. The problem of recovering scene structure and the camera motion relative to the scene has been one of the key problems in computer vision. Many techniques have been developed for the estimation of structure and motion prameters ( Tsai and Huang [2] , Weng ct al. [7] etc.). A lot of existing algorithms depend on evaluating the motion parameters between two successive frames in a sequence. However, recent research on structure and motion has been directed towards using a large number of frames to exploit the history of parametric evolution for a more accurate estimation and noise reduction ( Ullman [3] , Hildrcth and Grzywacz [6] , Iu and Wohn [8] etc.)
In this paper we describe a method for recovering the 3-D motion and orientation of a planar surface from an evolving image sequence. The algorithm utilizes the image flow velocities in order to recover the 3-D parameters. First, we develop an algorithm which iterativcly improves the solution given two successive image frames. The solution space is divided into three subspaccs -the transnational motion, the rotational motion and the surface slope. The solution of each subspacc is updated by using the current solution of the other two subspaccs. The updating process continues until the motion parameters converge, or until no significant improvement is achieved.
Second, we further improve the solution progressively by using a large number of image frames and the ordinary differential equations which describe the evolution of motion and structure over time. Our algorithm uses a weighted average of the expected parameters and the calculated parameters using the 2-frame iterative algorithm as curreni. solution and continues in the same way till the end of the frame sequence. Thus it keeps track of the past history of parameteric evolution. The system was tested on a sequence of images obtained by the motion of a camera over a planar surface.
One can model an arbitary 3-D motion in terms of stationary-sccne/moving-viewcr as shown in Figure 1 . Tlu* optical flow at the image plane can be related to the 3-D world as indicated by the following pair of equations originally derived by Longuct-IIiggins and Prazclny [1] , for each point (O:,T/) in the image plane :
where vx and vy are the image velocity at image location (x,y) t (Kv, Vy, V%) and (Slxt^Yt^x) arc ^1C translation;*! and rotational velocity vectors of the observer, and Z is the unknown distance from the camera to the object.
For planar surfaces, the Z function is simply pX + qY + ZO1 where p and q are the planar surfa.cc orientations. The situation becomes, for each point, two equations in eight: unknowns, namely, the scaled translational velocities Va /Zo,Vy /Zo and Vi /Z0, the rotational velocities S2a ,S2y and S2z and the orientations p a.nd q. Differential methods l.liods could be used to solve those equations by differentiating the flow field and by using approximate methods to find the flow field derivatives. The existing methods for computing the derivatives of the flow field usna.11y do not. produce accurate results. Our algorithm uses a discrete method instead, i.e, the vectors at. a number of points in the plane is determined and the problem reduces to solving a system of nonlinear equations, a pair of equations represents the flow at each point as follows :
-(1 -px -gy) (x -¿) + [xyS2); -(1 + 1:2) Sly -t-?/S2z1 vy = (1 -pa: -gy) (7.4;z: -z) -I-[(1 +y2) Sla -xyS2y -xS2x] It. should be noticed that the resulting system of equations is nonlinear, however, it. lias some linear properties. The rotational part, for example, is totally linear, also, for any combination of two spaces ;uiiong the rotational, translational and slope spaces, the system becomes linear. For the system of equations to be consistent, we need the flow estimates for at least four points, in which case there will be eight. equations in eight. unknowns. 3 TWO-FRAME ALGORITHM 
Complexity Analysis
As we mentioned earlier, one should notice in the equations relating the flow velocities with the slope, rotational and translational velocities that they arc "quasi-linear" , if one can say so. The equations exhibit some linear properties. This suggests that a purely iterative technique for solving non -linear equations might not be an excellent. choice, since, the variables are linearly related in some way. To think of a way of "inverting" the relations night be a good start, although to do that without a framework based on iterating and gravitating towards a solution is not a good idea.
This makes one think of applying a method which converges faster than a purely iterative scheme like Newton's method. however, the complexity of Newton's method is determined by the complexity of computing the inverse Jacobian, which. is of an order of N3, or N2.81 multiplications as the lower bound using St.rassen :s Technique. in our case, since we have at least S equations in 8 unknowns, the complexity is of order 8' = 512 multiplications al. every 148 / SPIE Vol. 1198 Sensor Fusion II: Human and Machine Strategies (1989) For planar surfaces, the Z function is simply pX 4-qY 4-Z0} where p and q are the planar surface orientations. The situation becomes, for each point, two equations in eight unknowns, namely, the scaled translational velocities VX/ZO>VY/ZO and Vz/Z0l the rotational velocities fix fly and fl% and the orientations ;> and 7. Differential methods could be used to solve those equations by differentiating the flow field and by using approximate methods to find UKflow field derivatives. The existing methods for computing the derivatives of the flow field usually do not produce accurate results. Our algorithm uses a discrete method instead, i.c, the vectors at a number of points in the planr is determined and the problem reduces to solving a system of nonlinear equations, a pair of equations represents the flow at each point as follows :
It should be noticed that the resulting system of equations is nonlinear, however, it has some linear properties. The rotational part, for example, is totally linear, also, for any combination of two spaces among the rotational, translational and slope spaces, the system becomes linear. For the system of equations to be consistent, we need the flow estimates for at least four points, in which case there will be eight equations in eight unknowns.
TWO-FRAME ALGORITHM
The algorithm takes as input the estimate of the flow vcctors^ai, a number of points > A obtained from motion between two images. It iterates updating the solution of each subspace by using the solution of the other two subspaces. Each update involves solving a linear system, thereby it requires to solve three linear systems to complete a single iteration. This process continues until the solution converges, or until no significant improvement is made. The algorithm proceeds as follows :
1. Set p, 7 = 0; input the initial estimate for rotation ; Solve the linear system for translation; 2. Use the translation and rotation from step 1 ;
Solve the linear system for the slope ; 3. Set i=l; While (i < Max. Iterations) and (no convergence) Do
Solve for the rotations using latest estimates of translations, p and 7;
Solve for the translations using latest estimates of rotations, p and 7; Solve for p, 7 using latest estimates of translations and rotations; end While ;
Complexity Analysis
As we mentioned earlier, one should notice in the equations relating the flow velocities with the slope, rotational and translational velocities that they arc "quasi-linear" , if one can say so. The equations exhibit some linear properties. This suggests that a purely iterative technique for solving non-linear equations might not be an excellent choice, since, the variables are linearly related in some way. To think of a way of "inverting" the relations might be a good start, although to do that without a framework based on iterating and gravitating towards a solution is not a good idea.
This makes one think of applying a method which converges faster than a purely iterative scheme like Newton's method. However, the complexity of Newton's method is determined by the complexity of computing the inverse Jacob! an, which is of an order of /V3 , or N'2 '81 multiplications as the lower bound using Strasscn's technique. In our case, since we have at least 8 equations in 8 unknowns, the complexity is of order 8' 1 512 multiplications at every iteration, and the method does not make any use of the fact that the set of equations at hand exhibits sonic linear properties.
The algorithm proposed, on the other hand, makes very good use of the fact that there are some linearity in the equations, by inverting the set of relations for each subspace at every. iteration. The complexity at every iteration is of the order of the complexity of computing the psuedo-inverse which is of the order of ( 33-1-33+23 ) multiplications at each iteration, where the first 3 comes from solving the system for the rotational variables, Lhc second :1 is for the translations, the last 2 is for p and q. This is equal to 62 multiplications at every iteration, which is significantly less than the 512 multiplications in a method like Newton's for example. IL was noticed that. the algorithms converged to solution in a very small number of iterations for most experiments we have conducted so far. The maximum number of iterations was 7.
Using the latest solution obtained from the two -frame analysis as the initial condition for the next two-frame problem in the image sequence would further decrease the complexity, as the next set of parameters would, most. probably, be close in values to the current parameters, thus the number of iterations needed to converge to the new solution would decrease significantly.
Observations
The algorithm is not sensitive to the initial condition of the oricnta.tion para.rrucl.crs. The plane is simply assumed to be a frontal one at the beginning. The slope parameters evolves with iterations.
The algorithm is sensitive to input noise just like other existing algorithnms, some experiments sho\,cs the sensitivity with respect to the change of viewing angle, table 3 includes some results of those experiments. Similarly, the algorithm performs better for a large number of points that are evenly distributed throughout the planar surface, than it does for clustered, smaller number of image points.
It is proven that there exists dual solutions for such systems. However, if our method gravitates towards a "fixed point" in the solution space we can find the other explicitly in terns of the first one from the relations given by Waxman and Ullman N.
MULTI -FRAME ALGORITHM
The ordinary differential equations that describe the evolution of motion and structure parameters are used In find the expression for the expected parameter change in terms of the previous pa.ra.meter esl.ina.tcs. 'l'Ire expeclyd change and the old estimates are then used to predict Lhe current motion and structure parameters.
At time instant t, the planar surface equation is described by
L=pX+gY-}-Zo
To compute the change in the structure parameters during the Lime interval dl, we different.ia.le the above equation to get dZ dx dp dY dq dZo dt -P dt
The time derivatives of (X, Y, Z) in the above expression are given by the three components of the vector -(V +Sl x R,)
that represent the relative motion of the object with respect to the camera. Substituting these components for the derivatives and the expression pX + qY + Zo for Z we can get the exact differentials for the slopes and iteration, and the method docs not make any use of the fact that the set of equations at hand exhibits .some linear properties.
The algorithm proposed, on the other hand, makes very good use of the fact that there arc some linearity in the equations, by inverting the set of relations for each subspace at every iteration. The complexity at every iteration is of the order of the complexity of computing the psuedo-inversc which is of the order of ( 33 -i-3'J -l-2a ) multiplications at each iteration, where the first 3 comes from solving the system for the rotational variables, the second ' .} is for the translations, the last 2 is for p and </. This is equal to 62 multiplications at every iteration, which is significantly less than the 512 multiplications in a method like Newton's for example. It was noticed that the algorithm converged to solution in a very small number of iterations for most experiments we ha.vc conducted so far. The maximum number of iterations was 7.
Using the latest solution obtained from the two-frame analysis as the initial condition for the next two-frame problem in the image sequence would further decrease the complexity, as the next set of parameters would, most probably, be close in values to the current parameters, thus the number of iterations needed to converge to the new solution would decrease significantly.
Observations
The algorithm is not sensitive to the initial condition of the orientation parameters. The plane is simply assumed to be a frontal one at the beginning. The slope parameters evolves with iterations.
The algorithm is sensitive to input noise just like other existing algorithms, some experiments showes thr sensitivity with respect to the change of viewing angle, table 3 includes some results of those experiments. Similarly, the algorithm performs better for a large number of points that are evenly distributed throughout the planar surface, than it does for clustered, smaller number of image points.
It is proven that there exists dual solutions for such systems. However, if our method gravitates towards a "fixed point" in the solution space we can find the other explicitly in terms of the first one from the relations given by Waxman and Ullman [4] .
MULTI-FRAME ALGORITHM
The ordinary differential equations that describe the evolution of motion and structure parameters are used i.o find the expression for the expected parameter change in terms of the previous parameter estimates. The exprclrd change and the old estimates are then used to predict the current motion and structure parameters.
At time instant /., the planar surface equation is described by Z = pA' -f qY + Z0
To compute the change in the structure parameters during the time interval di y we differentiate the above equation to get dZ dX dp dY dq dZ0
lt-^ + x Ti+ ( <lu+ Y Ti+-7r
The time derivatives of (A", Y} Z) in the above expression are given by the three components of the vector -(V-f-H x II) that represent the relative motion of the object with respect to the camera. Substituting these components for the derivatives and the expression pX -f qY 4-Z0 for Z we can get the exact differentials for the slopes and Z<> as Our algorithm uses a weighted average of the expected parameters at Liam l + dl from the above equations and the calculated parameters using the two -frame iterative algorithm as the solution at time t + dt., and continues in the same way until the end of the frame sequence. Thus it. keeps track of the past history of paransel.eric evolution. The behaviour of the two-frame algorithm and the multi -frame algorithm can be conceptualized as a control system as shown in figures 2a and 2b. 5 
RESULTS
The algorithm was run on a sequence of image data. The images were those of a planar surface being approached by a video camera mounted on a robot arm. The plane consisted of 120 dots. The sequence simulated the situation where an airplane approaches a runway for landing. One may think of the dots as lights to guide the airplane during a night landing. The actual rotational and translational velocities between each two subsequent shots WC 1.0 Sex = -.3 °, S2y = 0 0, S2z = -5 °, Vx = O ri -n-n, Vy = 10 mm and VZ = 20 mm. To determine the flow vectors, the first order moments were used to calculate the center of mass of each one of the dots in the irnagc sequence and then they were matched across the image sequence. Thus, there were 120 points at which the a: and y displacements were available as the approximation to the flow velocities. In real image dale, more elaborated flow recovery algorithm should be used in order to determine the flow field accurately.
Tables la and lb arc the recovered and actual parameters when the two-frame algorithm is used. Table 2 includes the parameters computed from the multi -frame algorithm, using the weighting factor = 1/2 . Table 3 includes the results of varying the view angle for the two-frame algorithm. 1L should be noted t.ha.t some of the parameters improved significantly when we used the updating mechanism and kept track of the history of evolution of the motion and structure parameters. The translational velocities in the y and z directions and the plane orientation in the y direction were recovered more accurately at the end of the sequence using the second algorithm. however, error propagation caused a slight deterioration in the recovered values of a few parameters al, the end of the experiment.. Using the above relations, we can compute the new structure parameters at time /. H-di as ;; = ;?-!-dp , q = q + dq and Z0 -Z0 -\-dZ0
Thus the slope parameters evolve at time t 4-di as follows :
The new translational velocity V at time /. -I-dt can be found in the absence of accelerations from
Dividing V by Z0 we get the new expected scaled translational velocity components at time / 4-di as follows Our algorithm uses a weighted average of the expected parameters at time i -F di from the above equations and the calculated parameters using the two-frame iterative algorithm as the solution at time /. -f di, and continues in the same way until the end of the frame sequence. Thus it keeps track of the past history of parameteric evolution. The behaviour of the two-frame algorithm and the multi-frame algorithm can be conceptualized as a control system as shown in figures 2a and 2b.
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RESULTS
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Tables la and Ib arc the recovered and actual parameters when the two-frame algorithm is used. Table 2 includes the parameters computed from the multi-frame algorithm, using the weighting factor = 1/2 . Table 3 includes the results of varying the view angle for the two-frame algorithm. It should be noted that some of the parameters improved significantly when we used the updating mechanism and kept track of the history of evolution of the motion and structure parameters. The translational velocities in the y and z directions and the plane orientation in the y direction were recovered more accurately at the end of the sequence using the second algorithm. However, error propagation caused a slight deterioration in the recovered values of a few parameters at the end of the experiment.
G DISCUSSION
The recovery method described here has a. variety of applications. It can be useful in vision -guided applications such as autonomous landing and navigation. IL may be a starling point for determining global structure -motion analysis of entire polyhedra, making it suitable for robotics applications in the "moving blocks world ". Parallel implementations could be designed for such problems, thus solving for the structure -motion parameters for each surface separately. In fact solving the linear system at each iteration could also be parallclized. Extra processing will be needed to segment Le image into separate planar surfaces.
We can further improve the solution by exploiting the temporal coherence of 3 -D motion. We can develop the ordinary differential equations which describe the evolution of motion and structure in terms of the current motion /structure and the measurements (the 2 -D motion vectors) in the image plane. As an initial step we can assume that the 3 -D motion is piecewise uniform in time, The extended Kalman filter can then be used to update the solution of the differential equations.
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