Adaptive filtering is a very active area of research in the field of signal processing. Adaptive noise cancellation using adaptive filtering is an alternative technique of estimating signals corrupted by additive noise or interference. As received signal is corrupted by noise continuously where both received signal and noise are continuous signal, then a need of adaptive filter arises. This paper presents a comparative study of the various gradient decent based adaptive algorithms-recursive least square (RLS),least mean square (LMS) along with various categories of LMS such as normalized LMS(NLMS) Signum LMS(SLMS), fast block LMS(FBLMS) based noise canceller. The performance comparison of simulated model of noise canceller is presented in figures which shows the error signal, amplitudes of actualization coefficients and transmission characteristics.
I. INTRODUCTION
Adaptive filtering techniques are used in a wide range of applications such as noise cancelation, echo cancelation. Noise cancelation is a common occurrence in today telecommunication systems. Adaptive filters are used especially for non-stationary signals and environments. Application of adaptive filters includes adaptive noise cancellation, which is used to filter out noise or interference signals from noisy speech signal in real life environment. Adaptive noise Cancellation is an alternative technique of estimating signals corrupted by additive noise or interference. It needs two inputs -a primary input containing the corrupted signal and a reference input containing noise signal correlated in some unknown way with the primary noise. The reference input is adaptively filtered and subtracted from the primary input to obtain the signal estimate.
SYSTEM DESIGN

Fig: 1 Basic block diagram of adaptive filter used as noise canceller
As shown above, an adaptive filter consists of two parts: a linear filter and an adaptive algorithm. You can use linear filters with different filter types, such as finite impulse response (FIR) and infinite impulse response (IIR) filters. Where u(n) is the input signal to a linear filter at time n, y(n) is the corresponding output signal, d(n) is another input signal to the adaptive filter ,e(n) is the error signal that denotes the difference between d(n) and y(n), (n) is the multiplicative gain and also is known as the filter coefficient whereas 'I' is an integer with a value range of [0, N-1] where N is the length of the filter. The adaptive algorithm adjusts (n) iteratively to minimize the error signal e(n).
where u(n) is an input signal vector The rest of the paper is organized as follows:
In section 2 various adaptive algorithms which are used to train adaptive filters to minimize noise for a deigned system are described. In section 3, simulation results are discussed in detail. Section 4 gives the conclusion & future aspects.
II. ADAPTIVE ALGORITHMS
We can apply different algorithms to the adaptive filter to control how the filter adjusts their coefficients. The adaptive algorithms adjust the filter coefficients to minimize the mean square error (MSE) as cost function. 
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LMS(standard LMS) algorithm:-
The least-mean square (LMS) algorithm updates the linear filter coefficients such that the mean square error (MSE) cost function is minimized .It perform the following operation to update coefficients of the adaptive filter. a. Calculates the error signal e(n) by using equation (2) . b. Coefficient updating equation is w (n+1) = w(n) + µ u(n) e(n), ……. (4) Where µ is the step size of the adaptive filter (n) is weight vector and u(n) is the input signal vector.
Signum LMS
Some adaptive filter based applications require to implement adaptive filter algorithms on hardware targets, such as digital signal processing (DSP) devices. These targets require a simplified version of the standard LMS algorithm. The signum function, as defined by the following equation, can simplify the standard LMS algorithm.
Sign-sign LMS algorithm-Applies the signum function to both e(n) and u(n). This algorithm updates the coefficients of an adaptive filter using the following equation: W(n+1)=w(n)+µ.sgn(e(n)).sgn(u(n))…… (5) Notice that when either e(n) or u(n) is zero, this algorithm does not involve multiplication operations. When neither e(n) or u(n)is zero, this algorithm involves only one multiplication operation. The sign LMS algorithms involve fewer multiplication operations than other algorithms. When the step size μ equals a power of 2, the sign LMS algorithms can replace the multiplication operations with shift operations
Normalized LMS
Fig (3):Linear transversal filter with Normalized LMS
The normalized LMS (NLMS) algorithm is a modified form of the standard LMS algorithm. The NLMS algorithm updates the coefficients of an adaptive filter by using the following equation:
(n)+µe(n).
……. (6) The above equation can be written as:
(n)+µ(n).e(n). ……. (7) where The NLMS algorithm is similar to standard LMS except that the NLMS algorithm has a time-varying step size μ(n). This can improve the convergence speed of the adaptive filter.
Fast Block LMS
The adaptive filter applications such as echo cancellation and noise cancellation system require adaptive filters with a large filter length. If the standard LMS algorithm is applied to such adaptive filter, this algorithm might take a long time to complete the filtering and coefficients updating process. This length of time might cause problems in these applications because the adaptive filter must work in real time to filter the input signals. In this situation, the fast block LMS algorithm can be used. The fast block LMS algorithm uses the fast Fourier transform (FFT) to transform the input signal x(n) to the frequency domain. This algorithm also updates the filter coefficients in the frequency domain. Updating the filter coefficients in the frequency domain can save computational resources. The fast block LMS algorithm differs from the standard LMS algorithm in the following ways:
The fast block LMS algorithm updates the coefficients of an adaptive filter block by block. The block size is exactly the same as the filter length. However, the standard LMS algorithm updates the filter coefficients sample by sample.
The fast block LMS algorithm requires lesser no. of multiplications than the standard LMS algorithm. If both the filter length and block size are N, the standard LMS algorithm requires N(2N+1) multiplications, whereas the fast block LMS algorithm requires only (10Nlog 2 N+26N) multiplications. If N = 1024, the fast block LMS algorithm can execute 16 times faster than the standard LMS algorithm.
The fast block LMS algorithm calculates the output signal and the error signal before updating the filter coefficients. The following diagram illustrates the steps that this algorithm completes to calculate these signals.
Fig(4): Fast Block LMS
RLS Algorithm:
Recursive least squares (RLS) algorithms exhibit faster convergence speed, and do not have the eigen value spread problem. However, RLS algorithms involve more complicated mathematical operations and require more computational resources than LMS algorithms. RLS algorithm performs the following operations to update the coefficients of an adaptive filter.
Calculates the error signal e(n) by using the equation no.(2) as e(n) = d(n)-y(n).
Updates the filter coefficients by using the following equation:
(n)+e(n). (n) …….. (8) where is the filter coefficients vector and is the gain vector.
is defined by the following equation:
……. (9) where λ is the forgetting factor and P(n) is the inverse correlation matrix of the input signal.[adaptive signal theory] P(n) has the following initial value P(0): 
III. SIMULATION RESULTS AND DISCUSSION
In this section, test results of various noise cancellation systems simulated in MATLAB are presented. The performance comparison is presented in figures, which shows the error signal, amplitudes of actualization coefficients and transmission characteristics of adaptive filtering algorithms based noise cancellers.
Different signals of RLS
Fig (5) 
RLS & Normalized LMS
From the simulation results it can be seen that NLMS perform better than LMS whereas the merits of LMS is memory and number of computational operations requirement is less. It has been observed that there is always tradeoff between step size and MSE, the capability of noise cancellation depends on the number of samples taken into consideration. Fast Block LMS is designed to provide similar performance to the standard LMS algorithm while reducing the computational complexity. Simulation shows that Fast Block LMS offer comparable performance with respect to standard LMS and RLS in addition to a large reduction in computation time for higher order filters, Signum Signum LMS algorithm involve very less operations as compare to other adaptive algorithms discussed here, as it has only shift and addition operations but it offers slower convergence speed and larger error over standard LMS. RLS based noise canceller also outperform LMS, exhibit faster convergence speed but it requires large computation burden
IV. CONCLUSION AND FUTURE ASPECTS
In this paper a comparative study of different gradient decent algorithms based adaptive filter known as noise canceller is presented. Here the objective is to optimize different adaptive filtering algorithms so that we can reduce the mean square error to improve received signal fidelity. From the simulation results and discussion it can be concluded that NLMS provided far superior performance over LMS and its variants, but in general it depends on application basically because each one have it's own advantages and disadvantages.RLS also perform better than LMS in terms of noise reduction but computation complexity increases.
The future work includes further optimization of algorithms for all types of noise cancellation and to use the optimized one in the implementation on DSP processors. Further, there are varieties of derivative free optimization techniques such as Genetic algorithm, Particle Swarm Optimization (PSO). In comparison to many other optimization algorithms, the PSO provides advantages of faster convergence rate, strong global search, simplicity of the algorithm, few adjustable parameters and ease of implementation Therefore it can be suitably applied to train the weights of adaptive filters.
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