An accurate simulation of the propagation of muons through large amounts of matter is needed for the analysis of data produced by muon/neutrino underground experiments. A muon may sustain hundreds of interactions before it is detected by the experiment. Since a small uncertainty introduced hundreds of times may lead to sizable errors, requirements on the precision of the muon propagation code are very stringent. A new tool for propagating muon and tau charged leptons through matter that is believed to meet these requirements is presented here. The latest formulae available for the interaction cross sections were used and the reduction of calculational errors to a minimum was the top priority. The tool is a very versatile program written in an object-oriented language environment (Java). It supports many different optimization (parametrization) levels. The fully parametrized version is as fast or even faster than the counterparts. On the other hand, the slowest version of the program, which does not make use of parameterizations, is fast enough for many tasks if queuing or distributed environments with large numbers of connected computers are used. In this work, an overview of the program is given and some results of its application are discussed. mmc code homepage is
Introduction
In order to observe atmospheric and cosmic neutrinos with a large underground detector (e.g., AMANDA [1] ), one needs to isolate the neutrino signal from the 3-5 orders of magnitude larger signal from the background of atmospheric muons. Methods that do this have been designed and proven viable [2] . In order to prove that these methods work and to derive indirect results such as the spectral index of atmospheric muons, one needs to compare data to the results of the computer simulation. Such a simulation normally contains three parts: propagation of the measured flux of the cosmic particles from the top of the atmosphere down to the surface of the ground (ice, water); propagation of the atmospheric muons from the surface down to and through the detector; and generation of the Cerenkov photons generated by the muons in the vicinity of the detector and their interaction with the detector components. The first part is normally called generator, since it generates muon flux at the ground surface; the second is propagator; and the third simulates the detector interaction with the passing muons. Mainly two generators were used by AMANDA: basiev [3] and CORSIKA [4] . Results and methods of using CORSIKA as a generator in a neutrino detector (AMANDA-II) were discussed in [5, 6] . Several muon propagation Monte Carlo programs were used with different degrees of success as propagators. Some are not suited for applications which require the code to propagate muons in a large energy range (e.g., mudedx, a.k.a. LOH [7] ), and the others seem to work in only some of the interesting energy range (E > 1 TeV, propmu, a.k.a. LIP [8] ) [9] . Most of the programs use cross section formulae whose precision has been improved since their time of writing. For some applications, one would also like to use the code for the propagation of muons that contain 100 − 1000 interactions along their track, so the precision of each step should be sufficiently high and the computational errors should accumulate as slowly as possible. Significant discrepancies between the muon propagation codes tested in this work were observed, and are believed to be mostly due to algorithm errors (see Appendix B). This motivated writing of a new computer program (Muon Monte Carlo: MMC [10]), which minimizes calculational errors, leaving only those uncertainties that come from the imperfect knowledge of the cross sections.
Description of the code
The primary design goals of MMC were computational precision and code clarity. The program is written in Java, its object-oriented structure being used to improve code readability. MMC consists of pieces of code (classes), each contained in a separate file. These pieces fulfill their separate tasks and are combined in a structured way ( Figure 1 ). This simplifies code maintenance and introduction of changes/corrections to the cross section formulae and is facilitated by our choice of the programming language. It is also very straightforward to "plug in" new cross sections, if necessary. Additionally, writing in an object-oriented language allows several instances of the program to be created and accessed simultaneously. This is useful for simulating the behavior of the neutrino detectors, where different conditions apply above, inside, and below the detector.
The code evaluates many cross-section integrals, as well as several tracking integrals. All integral evaluations are done by the Romberg method of the 5th order (by default) [11] with a variable substitution (mostly log-exp). If an upper limit of an integral is an unknown (that depends on a random number), an approximation to that limit is found during normalization integral evaluation, and then refined by the Newton-Raphson method combined with bisection [11] .
Originally, the program was designed to be used in the Massively Parallel Network Computing (SYM-PHONY) [12] framework, and therefore computational speed was considered only a secondary issue. However, parametrization and interpolation routines were implemented for all integrals. These are both polynomial and rational function interpolation routines spanned over a varying number of points (5 by default) [11] . Inverse interpolation is implemented for root finding (i.e., when x(f ) is interpolated to solve f (x) = y). range in which parametrized formulae will work was chosen to be from 105.7 MeV (the muon rest mass; 1777 MeV for taus) to E big = 10 14 MeV, and the program was tested to work with much higher settings of E big . With full optimization (parameterizations) this code is at least as fast or even faster than the other muon propagation codes discussed in Appendix B.
Generally, as a muon travels through matter, it loses energy due to ionization losses, bremsstrahlung, photo-nuclear interaction, and pair production. The majority of formulae for the cross sections were taken from the recent contribution [13] and are summarized in Section 8. These formulae are claimed to be valid to within about 1% in the energy range up to 10 TeV. Theoretical uncertainties in the photonuclear cross section above 100 TeV are higher. All of the energy losses have continuous and stochastic components, the division between which is artificial and is chosen in the program by selecting an energy cut (e cut , also E cut ) or a relative energy loss cut (v cut ). In the following, v cut and e cut are considered to be interchangable and related by e cut = v cut E (even though only one of them is a constant). Ideally, all losses should be treated stochastically. However, that would bring the number of separate energy loss events to a very large value, since the probability of such events to occur diverges as 1/E lost for the bremsstrahlung losses, as the lost energy approaches zero, and even faster than that for the other losses. In fact, the reason this number, while being very large, is not infinite, is the existence of kinematic cutoffs (larger than some e 0 ) for all diverging cross sections. A good choice of v cut for the propagation of atmospheric muons should lie in the range 0.05 − 0.1 (Section 3, also [14] ). For monoenergetic beams of muons, v cut may have to be chosen to be high as 10 −3 − 10 −4 .
Tracking formulae
Let the continuous part of the energy losses (a sum of all energy losses, integrated from zero to e cut ) be described by a function f (E): Figure 2 : Derivation of tracking formulae
The stochastic part of the losses is described by the function σ(E), which is a probability for any energy loss event (with lost energy > e cut ) to occur along a path of 1 cm. Consider the particle path from one interaction to the next consisting of small intervals (Figure 2 ). On each of these small intervals the probability of interaction is dP (E(x i )) = σ(E(x i ))dx. It is easy to derive an expression for the final energy after this step as a function of the random number ξ. The probability to completely avoid stochastic processes on an interval (x i ;x f ) and then suffer a catastrophic loss on dx at x f is
To find the final energy after each step the above equation is solved for E f :
This equation has a solution if
Here e low is a low energy cutoff, below which the muon is considered to be lost. Note that f (E) is always positive due to ionization losses (unless e cut I(Z)). The value of σ(E) is also always positive because it includes the positive decay probability. If ξ < ξ 0 , the particle is stopped and its energy is set to e low . The corresponding displacement for all ξ can be found from
and time elapsed can be found from
Evaluation of time integral based on the approximation v = c, t f = t i + (x f − x i )/c, is also possible.
Continuous randomization
It was found that for higher v cut muon spectra are not continuous ( Figure 3 ). In fact, there is a large peak (at E peak ) that collects all particles that did not suffer stochastic losses followed by the main spectrum distribution separated from the peak by at least the value of v cut E peak (the smallest stochastic loss). The appearance of the peak and its prominence are governed by v cut , co-relation of initial energy and propagation distance, and the binning of the final energy spectrum histogram. In order to be able to approximate the real spectra with even a large v cut and to study the systematic effect at a large v cut , a continuous randomization feature was introduced. 
For a fixed v cut or e cut a particle is propagated until the algorithm discussed above finds an interaction point, i.e., a point where the particle loses more than the cutoff energy. The average value of the energy decrease due to continuous energy losses is evaluated according to the energy integral formula of the previous section. There will be some fluctuations in this energy loss, which are not described by this formula. Let us assume there is a cutoff for all processes at some small e 0 ≪ e cut . Then the probability p(e; E) for a process with e 0 < e lost < e cut on the distance dx is finite. Now choose dx so small that
Then the probability to not have any losses is 1 − p 0 , and the probability to have two or more separate losses is negligible. The standard deviation of the energy loss on dx from the average value < e >= ecut e 0 e · p(e; E) de · dx is then < (∆e)
2 >=< e 2 > − < e > 2 , where If the value of v cut or e cut used for the calculation is sufficiently small, the distance x f − x i determined by the energy and tracking integrals is so small that the average energy loss E i − E f is also small (as compared to the initial energy E i ). One may therefore assume p(e; E) ≃ p(e; E i ), i.e., the energy loss distributions on the small intervals dx n that sum up to the x f − x i , is the same for all intervals. Since the total energy loss E i − E f = e n , the central limit theorem can be applied, and the final energy loss distribution will be Gaussian with the average ∆E = E i − E f and width
Here E i was replaced with the average expectation value of energy at x, E(x). As dx → 0, the second term disappears. The lower limit of the integral over e can be replaced with zero, since none of the cross sections diverge faster than or as fast as 1/e 3 . Then,
This formula is applicable for small v cut , as seen from the derivation. Energy spectra calculated with continuous randomization converge faster than those without as v cut is lowered (see Figures 4 and 5 ).
Computational and algorithm errors
All cross-section integrals are evaluated to the relative precision of 10 −6 ; the tracking integrals are functions of these, so their precision was set to a larger value of 10 −5 . To check the precision of interpolation routines, results of running with parameterizations enabled were compared to those with parameterizations disabled. Figure 7 shows relative energy losses for ice due to different mechanisms. Decay energy loss is shown here for comparison and is evaluated by multiplying the probability of decay by the energy of the particle. In the region below 1 GeV bremsstrahlung energy loss has a double cutoff structure. This is due to a difference in the kinematic restrictions for muon interaction with oxygen and hydrogen atoms. A cutoff (for any process) is a complicated structure to parametrize and with only a few parametrization grid points in the cutoff region, interpolation errors (e pa − e np )/e pa may become quite high, reaching 100% right below the cutoff, where the interpolation routines give non-zero values, whereas the exact values are zero. But since the energy losses due to either bremsstrahlung, photonuclear process, or pair production are very small near the cutoff in comparison to the sum of all losses (mostly ionization energy loss), this large relative error results in a much smaller increase of the relative error of the total energy losses (Figure 8) . Because of that, parametrization errors never exceed 10 −4 − 10 −3 , for the most part being even much smaller (10 −6 − 10 −5 ), as one can estimate from the plot. These errors are much smaller than the uncertainties in the formulae for the cross sections. Now the question arises whether this precision is sufficient to propagate muons with hundreds of interactions along their way. Figure 6 is one of the examples that demonstrate that it is sufficient: the final energy distribution did not change after enabling parametrizations. Moreover, different orders of the interpolation algorithm (g, corresponding to the number of the grid points over which interpolation is done) were tested ( Figure 9 ) and results of propagation with different g compared with each other (Figure 10 ). The default value of g was chosen to be 5, but can be changed to other acceptable values 3 ≤g≤ 6 at the run time. MMC employs a low energy cutoff e low below which the muon is considered to be lost. By default it is equal to the mass of the muon, but can be changed to any higher value. This cutoff enters the calculation in several places, most notably in the initial evaluation of the energy integral. To determine the random number ξ 0 below which the particle is considered stopped, the energy integral is first evaluated from E i to e low . It is also used in the parametrization of the energy and tracking integrals, since they are evaluated from this value to E i and E f , and then the interpolated value for E f is subtracted from that for E i . Figure 11 demonstrates the independence of MMC from the value of e low . For the curve with e low = m µ integrals are evaluated in the range 105.7 MeV − 100 TeV, i.e., over six orders of magnitude, and they are as precise as those calculated for the curve with e low =10 TeV, with integrals being evaluated over only one order of magnitude. Figure 12 demonstrates the spectra of secondaries (delta electrons, bremsstrahlung photons, excited nuclei, and electron pairs) produced by the muon, whose energy is kept constant at 10 TeV. The thin lines superimposed on the histograms are the probability functions (cross sections) used in the calculation. They have been corrected to fit the logarithmically binned histograms (multiplied by the size of the bin which is proportional to the abscissa, i.e., the energy). While the agreement is trivial from the Monte Carlo point of view, it demonstrates that the computational algorithm is correct. Figure 13 shows the relative deviation of the average final energy of the 4 · 10 6 1 TeV and 100 TeV muons propagated through 100 m of Fréjus Rock 1 with the abscissa setting for v cut , from the final energy obtained with v cut = 1. Just like in [14] the distance was chosen small enough so that only a negligible number of muons stop, while large enough so that the muon suffers a large number of stochastic losses (> 10 for v cut ≤ 10 −3 ). All points should agree with the result for v cut = 1, since it should be equal to the integral of all energy losses, and averaging over the energy losses for v cut < 1 is evaluating such an integral with the Monte Carlo method. There is a visible systematic shift (1 − 2) · 10 −4 (similar for other muon energies), which can be considered as another measure of the algorithm accuracy [14] .
In the case when almost all muons stop before passing the requested distance (see Figure 14) , even small algorithm errors may substantially affect survival probabilities. Table 1 Figure 14: 10 6 muons with energy 9 TeV propagated through 10 km of water: regular (dashed) vs. cont (dotted) through three distances (3 km, 10 km, and 40 km) in water. One should note that these numbers are very sensitive to the cross sections used in the calculation; e.g., for 10
9 GeV muons propagating through 40 km the rate increases 12% when the BB1981 photonuclear cross section is replaced with the ZEUS parametrization (see Figure 33 ). However, the same set of formulae was used throughout this calculation. (detailed stochastic treatment). Both treatments produce almost identical results. Therefore, tau propagation can be treated continuously for all energies unless one needs to obtain spectra of the secondaries created along the tau track.
Comparison with other propagation codes
Several propagation codes have been compared with MMC. Where possible MMC settings were changed to match those of the other codes. Figure 20 compares energy losses calculated with MMC and MUM [14] , and Figure 19 compares the results of muon propagation through 800 m of ice with MMC and MUM (v cut = 10 −3 , ZEUS parametrization of the photonuclear cross section, Andreev Berzrukov Bugaev parameterization of bremsstrahlung).
Survival probabilities of Table 1 were compared with results from [14] in Table 2 . Survival probabilities are strongly correlated with the distribution of the highest-energy muons in an originally monoenergetic beam. This, in turn, is very sensitive to the algorithm errors and the cross-section implementation used for the calculation.
A detailed comparison between spectra of secondaries produced with MMC, MUM, LOH [7] , and LIP [8, 17] is given in the Appendix B. A definite improvement of MMC over the other codes can be seen in the precision of description of spectra of secondaries and the range of energies over which the propagation code works. 
Energy losses in ice and rock, some general results
The code was incorporated into the Monte Carlo chains of two detectors: Fréjus [15, 18] and AMANDA [9, 5] . In this section some general results are presented.
Average muon energy loss
The plot of energy losses was fitted to the function dE/dx = a + bE ( Figure 21 ). The first two formulae for the photonuclear cross section (Section 8.3.1) can be fitted the best, all others lead to energy losses deviating more at higher energies from this simple linear formula; therefore the numbers given were evaluated using the first photonuclear cross section formula. In order to choose low and high energy limits correctly (to cover the maximum possible range of energies that could be comfortably fitted with a line), a χ 2 plot was generated and analyzed ( Figure 22 ). The green curve corresponds to the χ 2 of the fit with a fixed upper bound and a varying lower bound on the fitted energy range. Correspondingly, the blue curve describes the χ 2 of the fit with a fixed lower bound and a varying upper bound. The χ 2 at low energies goes down sharply, then plateaus at around 10 GeV. This corresponds to the point where the linear approximation starts to work. For the high energy boundaries, χ 2 rises monotonically. This means that a linear approximation, though valid, has to describe a growing energy range. An interval of energies from 20 GeV to 10 11 GeV is chosen for the fit. Table 3 To investigate the effect of stochastic processes, muons with energies 105.7 MeV−10 11 GeV were propagated to the point of their disappearance. The value of v cut = 5 · 10 −3 was used in this calculation; using the the continuous randomization option did not change the final numbers. The average final distance (range) for each energy was fitted to the solution of the energy loss equation dE/dx = a + bE: Figure 23 ). The same analysis of the χ 2 plot as above was done in this case ( Figure 24 ). A region of initial energies from 20 GeV to 10 11 GeV was chosen for the fit. Table 4 summarizes the results of these fits. As the energy of the muon increases, it suffers more stochastic losses before it is lost 2 and the range distribution becomes more Gaussian-like ( Figure 31) . It is also shown in the figure (vertical lines) that the inclusion of stochastic processes makes the muons on average travel a shorter distance.
Muon range
In certain cases it is necessary to find the maximum range x of (the majority of) muons of certain energy E, or find what is the minimum energy E cut muons must have in order to cross distance x.
To determine such function E cut (x), MMC was run for ice as propagation medium, with muon energies from 105 MeV to 10 20 eV. For each energy 10 5 muons were propagated to the point of their disappearance and the distance traveled was histogrammed ( Figure 25 ). This is similar to the analysis done in Section 6.1. However, instead of the average distance traveled, the distance at which only a fraction of muons survives was determined for each muon energy (Figure 26 ). Two fixed fractions were used: 99% and 99.9%. MMC was run with 2 different settings: v cut = 10 −2 with the cont (continuous randomization feature described in Section 2.2) option and v cut = 10 −3 without cont. In Figure 27 the ratio of distances determined with both settings is displayed for 99% of surviving muons (red line) and for 99.9% (green line). Both lines are very close to 1.0 in most of the energy range except the very low energy part (below 2 GeV) where the muon does not suffer enough interactions with the v cut = 10 −2 setting before stopping (which means v cut has to be lowered for a reliable estimation of the shape of the travelled distance histogram). The ratio of 99% distance to 99.9% distance is also plotted (dark and light blue lines). This ratio is within 10% of 1, i.e., 0.1% of muons travel less than 10% farther than 1% of muons.
The value v cut = 10 −3 with no cont setting, used to determine the maximum range of the 99.9% of the muons, was chosen for the estimate of the function E cut (x). The function
which is a solution to the equation represented by the usual approximation to the energy losses: dE/dx = a + bE, was fitted to E cut (x). In Figure 28 upper (blue) boundaries of the fitted energy range. Using the same argument as in Section 6.1 the lower limit is chosen at just below 1 GeV while the upper limit was left at 10 11 GeV. As seen from the plot, raising the lower boundary to as high as 400 GeV would not lower the χ 2 of the fit (and the root mean square of the deviation from it), so the lower boundary was left at 1 GeV for generality of the result. The fit is displayed in Figure 29 and the deviation of the actual x f from the fit is shown on Figure 30 . The maximum deviation is less than 20%, which can be accounted for by lowering a and b by 20%. Therefore, the final values quoted here for the function 
MMC implementation for AMANDA-II
Most light observed by AMANDA-II is produced by muons passing through a cylinder with radius 400 and length 800 meters around the detector [5] . Inside this cylinder, the Cherenkov radiation from the muon and all secondary showers along its track with energies below 500 MeV (a somewhat loose convention) are estimated together. In addition to light produced by such a "dressed" muon, all secondary showers with energies above 500 MeV produced in the cylinder create their own Cherenkov radiation, which is considered separately for each secondary. So in the active region of the detector muons are propagated with E cut = 500 MeV, creating secondaries on the way. This is shown as region 2 in the Figure 32 .
In region 1, which is where the muon is propagated from the Earth's surface (or from under the detector) to the point of intersection of its track with the detector cylinder, muons should be propagated as fast as possible with the best accuracy. For downgoing muons, values of v cut = 0.05 with the continuous randomization option enabled were found to work best. These values should also work for muons propagated from points which are sufficiently far from the detector. For muons created in the vicinity of the detector, values of v cut = 0.01 with cont or even v cut = 0.001 without cont should be used.
In region 3, which is where the muon exits the detector cylinder, it is propagated in one step (v cut = 1.0, no cont) to the point of its disappearance, thus only resulting in an estimate of its average range.
It is possible to define multiple concentric media to describe both ice and rock below the ice, which is important for the study of the muons which might be created in either medium in or around the detector and then propagated toward it. Although the ALLM97 with nuclear structure function as described in Section 8.3.3 parametrization of the photonuclear cross section was chosen to be the default for the simulation of AMANDA-II, other cross sections were also tested. No significant changes in the overall simulated data rate or the number of channels (N ch ) distribution (important for the background muon analysis of [5, 19] ) were found between the parameterizations described in Section 8.3. This is to be expected since for the background muons (most of which have energies of 0.5-10 TeV on the surface) all photonuclear cross section parameterizations are very close to each other (see Figure 33) . Also the effects of the Molière scattering and LPM-related effects (Section 8.5) can be completely ignored (although they have been left on for the default settings of the simulation).
Formulae
This section summarizes cross-section formulae used in MMC. In the formulae below, E is the energy of the incident muon, while ν = vE is the energy of the secondary particle: knock-on electron for ionization, photon for bremsstrahlung, virtual photon for photonuclear process, and electron pair for the pair production. As usual, β = v/c and γ = (1 − β 2 ) −1/2 ; also µ is muon mass (or tau mass, except in the expression for q c of Section 8.2.3, where µ is just a mass-dimension scale factor equal to the muon mass [20] ), m = m e is electron mass, and M is proton mass. Values of constants used below are summarized in Appendix A. [21] was modified for muon and tau charged leptons (massive particles with spin 1/2 different from electron) following the procedure outlined in [22] . The result is given below (and is consistent with [23] ): The density correction δ is computed as follows:
Ionization A standard Bethe-Bloch equation given in
This formula, integrated from ν min = 
Bremsstrahlung
According to [24] , the bremsstrahlung cross section may be represented by the sum of an elastic component (σ el , discussed in [25, 26] ) and two inelastic components (∆σ in a,n ),
Elastic Bremsstrahlung (Kelner Kokoulin Petrukhin parameterization):
is the minimum momentum transfer. The formfactors (atomic ∆ el a and nuclear ∆ el n ) are
Inelastic Bremsstrahlung:
The effect of nucleus excitation can be evaluated as
Bremsstrahlung on the atomic electrons can be described by the diagrams below; e-diagram is included with ionization losses (because of its sharp 1/v 2 energy loss spectrum), as described in [27] :
The maximum energy lost by a muon is the same as in the pure ionization (knock-on) energy losses. The minimum energy is taken as ν min = I(Z). In the above formula ν is the energy lost by the muon, i.e., the sum of energies transferred to both electron and photon. On the output all of this energy is assigned to the electron.
The contribution of the µ-diagram (included with bremsstrahlung) is discussed in [24] :
The maximum energy transferred to the photon is
On the output all of the energy lost by a muon is assigned to the bremsstrahlung photon.
Bremsstrahlung cross section (Andreev Berzrukov Bugaev parameterization):
Another parameterization of the bremsstrahlung cross section, both elastic and inelastic µ-diagram contributions (not the e-diagram, which is included with the ionization cross section) is implemented according to [28, 29, 14] .
Integration limits for this cross section are
Photonuclear interaction 8.3.1 Bezrukov Bugaev parameterization of the photonuclear interaction
The soft part of the photonuclear cross section is used as parametrized in [32] (underlined terms taken from [36, 20] are important for tau propagation): , The second is based on the table parametrization of [31] below 17 GeV. Since the second formula from above is valid for energies up to 10 6 GeV, it is taken to describe the whole energy range alone as the third case. Formula [33] σ γN (ν) = 63.5s 0.097 + 145s −0.5 µb with s = 2Mν
can also be used in the whole energy range, representing the fourth case (see Figure 33) . Finally, the ALLM parametrization (discussed in Section 8.3.2) or Butkevich-Mikhailov parameterization (discussed in Section 8.3.3) can be enabled. It does not rely on "nearly-real" exchange photon assumption and involves integration over the square of the photon 4-momentum (Q 2 ). Also, treatment of the hard component within the BezrukovBugaev parameterization can optionally be enabled. The hard component of photonuclear cross section was calculated in [36] and parametrized in [20] as
a k log k 10 v, used for 10
v 1, 10 2 GeV E 10 9 GeV.
Integration limits used for the photonuclear cross section are (kinematic limits for Q 2 are used for the ALLM and Butkevich-Mikhailov cross section formulae)
Abramowicz Levin Levy Maor (ALLM) parametrization of the photonuclear cross section
The ALLM formula is based on the parametrization [37, 34, 38] 
The limits of integration over Q 2 are given in the section for photonuclear cross section.
Here, a(A, x, Q for 0.0014 ≤ x < 0.04 a(A, x) = 1 for x ≥ 0.04
where W is the invariant mass of the nucleus plus virtual photon [39] : Figure 34 compares ALLM-parametrized cross section with formulae of Bezrukov and Bugaev from Section 8.3.1.
The quantity R(x, Q 2 ) is not very well known, although it has been measured for high x (x > 0.1) [40] and modeled for small x (10 −7 < x < 0.1, 0.01 GeV 2 < Q 2 < 50 GeV 2 ) [41] . It is of the order ∼ 0.1 − 0.3 and even smaller for small Q 2 (behaves as O(Q 2 )). In Figure 35 three photonuclear energy loss curves for R=0, 0.3, and 0.5 are shown. The difference between the curves never exceeds 7%. In the absence of a convenient parametrization for R at the moment, it is set to zero in MMC.
The values of cross sections in Figures 33−35 should not be trusted at energies below 10 GeV. However, their exact values at these energies are not important for the muon propagation since the contribution of the photonuclear cross section to the muon energy losses in this energy range is negligible.
Butkevich-Mikhailov parametrization of the photonuclear cross section
Following the parameterization of the proton (p) and neutron (n) structure functions according to the CKMT model [42, 35] ,
The nuclear structure function r A/d can be evaluated as the shadowing function a from the previous section, or can optionally be calculated as follows [35] . At x > 0.3,
, where ρ 0 = 0.17 fm −3 , a = 0.54 fm, and r 0 (A) = 1.12A
where u = 1 − x, c = 1 − x 2 , x 2 = 0.278, λ = 0.5, and µ = m π /M. At 10 
Electron pair production
Two out of four diagrams describing pair production are shown below. These describe the dominant "electron" term. The two diagrams not shown here describe the muon interacting with the atom and represent the "muon" term. The cross section formulae used here were first derived in [43, 44, 45] . for Z = 1.
Muon pair production is discussed in detail in [46] and is not considered by MMC. Its cross section is estimated to be ∼ 2 · 10 4 times smaller than the direct electron pair production cross section discussed above.
Landau-Pomeranchuk-Migdal and Ter-Mikaelian effects
These affect bremsstrahlung and pair production. See Figure 36 for the combined effect in ice and Fréjus rock.
LPM suppression of the bremsstrahlung cross section:
The bremsstrahlung cross section is modified as follows [47, 48, 49, 50] :
The regions of the following expressions for φ(s) and G(s) were chosen to represent the best continuous approximation to the actual functions: Here the SEB scheme [51] is employed for evaluation of φ(s), ψ(s), and ξ(s) below:
X 0 is the same as in Section 8.7. Here are the rest of the definitions:
Dielectric (Longitudinal) suppression effect:
In addition to the above change of the bremsstrahlung cross section, s is replaced by Γ · s and functions ξ(s), φ(s), and G(s) are scaled as [49] Therefore the first formula in the previous section is modified as
where ω p = 4πNZe 2 /m is the plasma frequency of the medium and vE is the photon energy. The dielectric suppression affects only processes with small photon transfer energy, therefore it is not directly applicable to the direct pair production suppression. 8.5.3 LPM suppression of the direct pair production cross section: Φ e from the pair production cross section is modified as follows [49, 52] :
.
The E LP M energy definition is different than in the bremsstrahlung case: and are given below:
Muon and tau decay
Muon decay probability is calculated according to
The energy of the outgoing electron is evaluated as
The value of cos(θ) is distributed uniformly on (−1, 1) and ν rest is determined at random from the distribution
with ν min = m e and ν max = µ 2 + m 
Molière scattering
After passing through a distance x, the angular distribution is assumed Gaussian with a width √ 2θ 0 [21] :
for E big ≈ 10 20 eV.
Deviations in two directions perpendicular to the muon track are independent, but for each direction the exit angle and lateral deviation are correlated: . A more precise treatment should take the finite size of the nucleus into account as described in [53] . See Figure 37 for an example of Molière scattering of a high energy muon.
Conclusions
A very versatile, clearly coded, and easy-to-use muon propagation Monte Carlo program (MMC) is presented. It is capable of propagating muon and tau leptons of energies from 105.7 MeV (muon rest mass, higher for tau) to 10 11 GeV (or higher), which should be sufficient for the use as propagator in the simulations of the modern neutrino detectors. A very straightforward error control model is implemented, which results in computational errors being much smaller than uncertainties in the formulae used for evaluation of cross sections. It is very easy to "plug in" cross sections, modify them, or test their performance. The program was extended on many occasions to include new formulae or effects. MMC propagates particles in three dimensions and takes into account Molière scattering on the atomic centers, which could be considered as the zeroth order approximation to true muon scattering since bremsstrahlung and pair production are effects that appear on top of such scattering. A more advanced angular dependence of the cross sections can be implemented at a later date, if necessary.
The MMC program was successfully incorporated into and used in the Monte Carlo chains of the AMANDA and Fréjus experiments. It is distributed at [10] in the hope that the combination of precision, code clarity, speed, and stability will make this program a useful tool in the research connected with high energy particles propagating through matter.
A calculation of coefficients in the energy loss formula dE/dx = a+bE and a similar formula for average range is presented for continuous (for energy loss) and stochastic (for average range calculation) energy loss treatments in ice and Fréjus Rock. The calculated coefficients apply in the energy range from 20 GeV to 10
11
GeV with an average deviation from the linear formula of 3.7% and maximum of 6.6%. Also, 99.9% range of muons propagating in ice is estimated for energies from 1 GeV to 10 11 GeV. B.1 Spectra of the secondaries In order to determine spectra of primaries consistently for all programs, the following setup was used. For each muon with fixed initial energy a first secondary created within the first 20 meters is recorded ( Figure 38 ). This is somewhat different from what was done for Figure  7 , since the energy of the muon at the moment when the secondary is created is somewhat smaller than the initial energy due to continuous energy losses. These are smaller when v cut is smaller, and are generally negligible for all cases considered below. In Figure 39 solid curves are probability functions normalized to the total number of secondaries above 500 MeV. In Figure 41 solid curves are probability functions normalized to the total number of secondaries above 10 −3 · E µ . In Figure 42 solid curves are probability functions normalized to the total number of secondaries above 10 −2 · E µ . A setting of E big = 10 21 GeV is used for the third plot in Figure 39 (default is 10 11 GeV).
A Tables used by Muon Monte Carlo (MMC)

B.2 Number and total energy of secondaries
In spite of the numerous problems with propagation codes other than MMC, shown in Figures 40−42 , it was possible to use these codes in the simulation of AMANDA-II. To understand why, the following setup is used. For each muon with fixed initial energy all secondaries created within the first 800 meters (equal to the height of the AMANDA-II detector) are recorded ( Figure 43 ). Although the number of secondaries generated by propagators LOH and LIP is different from 3 GeV, E µ = 10 9 GeV, and E µ = 10 21 GeV with E cut = 500 MeV that generated by MMC or MUM (Figure 44 ), the total energy deposited in the volume of the detector is commensurable between all four propagators. The number of generated secondaries depends on the chosen value of E cut or v cut . While MMC and MUM allow one to select this value, LOH and LIP have a built-in value which cannot be changed. From Figure 44 it appears that these codes use a value of v cut which lies between 10 −2 and 10 −3 since their number of secondaries lies between that generated with MMC with v cut = 10 −2 and v cut = 10 −3 . One would expect the total energy of secondaries generated with LOH or LIP to be somewhat lower than that generated with MMC or MUM with E cut = 500 MeV. This, however, is not true: the total energy of secondaries generated with LOH and LIP is somehow renormalized to match that of MMC and MUM (Figures 45 and 46) . Figures 44 and 46 also demonstrate the span of energies over which MMC can be used with fixed E cut = 0.5 GeV. With such E cut , MMC seems to work for energies up to 0.5 · 10
15 GeV, which is determined by the computer precision with which double precision numbers can be added: 0.5/0.5 · 10 15 ∼ 10 −15 . When relative position increments fall below that, the muon "gets stuck" in one point until its energy becomes sufficiently low or it propagates without stochastic losses sufficiently far, so that it can advance again. A 3 GeV, E µ = 10 6 GeV, and E µ = 10 9 GeV with E cut = 500 MeV GeV, E µ = 10 6 GeV, and E µ = 10 7 GeV muon "stuck" in this fashion still looses the energy, which is why it appears that its losses go up. With fixed v cut = 10 −2 − 10 −3 (and apparently as low as 10 −12 − 10 −15 ), MMC shows no signs of such deterioration. 
