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Conditionally positive definiteness in operator theory
Zenon Jan Jab lon´ski, Il Bong Jung, and Jan Stochel
Abstract. In this paper we extensively investigate the class of conditionally
positive definite operators, namely operators generating conditionally positive
definite sequences. This class itself contains subnormal operators, 2- and 3-
isometries and much more beyond them. Quite a large part of the paper is
devoted to the study of conditionally positive definite sequences of exponen-
tial growth with emphasis put on finding criteria for their positive definiteness,
where both notions are understood in the semigroup sense. As a consequence,
we obtain semispectral and dilation type representations for conditionally pos-
itive definite operators. We also show that the class of conditionally positive
definite operators is closed under the operation of taking powers. On the basis
of Agler’s hereditary functional calculus, we build an L∞(M)-functional calcu-
lus for operators of this class, where M is an associated semispectral measure.
We provide a variety of applications of this calculus to inequalities involv-
ing polynomials and analytic functions. In addition, we derive new necessary
and sufficient conditions for a conditionally positive definite operator to be a
subnormal contraction (including a telescopic one).
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1. Preliminaries
1.1. Introduction. The concepts of positive and conditional positive defi-
niteness (at least in the group setting) have their origins in stochastic processes
that are stationary or which have stationary increments [41, 46, 49, 14, 55]. It
seems that conditional positive definiteness appeared in operator theory for the
first time on the occasion of investigating subnormal operators (see [64]). Later it
appeared sporadically in the context of complete hyperexpansivity and complete
hypercontractivity of finite order, both related to m-tuples of commuting operators
[9, 20, 21]. The main goal of the present paper is to exploit conditional posi-
tive definiteness in the semigroup setting to study a class of operators which is
large enough to subsume subnormal operators (which are integrally tied to positive
definiteness), 2- and 3-isometries, certain algebraic operators which are neither sub-
normal nor m-isometric, and much more. Below we give a more detailed discussion
on this.
Throughout this paper H stands for a (complex) Hilbert space and B(H) for
the C∗-algebra of all bounded linear operators on H. Recall that an operator
T ∈ B(H) is said to be subnormal if there exist a Hilbert space K and a normal
operator N ∈ B(K), called a normal extension of T , such that H ⊆ K (isometric
embedding) and Th = Nh for all h ∈ H. The celebrated Lambert’s characterization
of subnormality [44] can be adapted to the context of not necessarily injective
operators as follows (for (i)⇔(ii) see [68, Theorem 7], while for (ii)⇔(iii) apply
Theorem 2.1.3 substituting Th in place of h).
Theorem 1.1.1. If T ∈ B(H), then the following conditions are equivalent:
(i) T is subnormal,
(ii) the sequence {‖T nh‖2}∞n=0 is a Stieltjes moment sequence for every h ∈ H,
(iii) the sequence {‖T nh‖2}∞n=0 is positive definite for every h ∈ H.
The above theorem, which fails for unbounded operators (see [37, 17]), turned
out to be very useful when studying the concrete classes of bounded operators (see
[45, 36, 16, 66, 18]). Some of them are associated with the set F of noncon-
stant entire functions with nonnegative Taylor’s coefficients at 0. The question
of characterizing subnormality of composition operators with matrix symbols on
L2(Rd, ρ(x)dx) with a density function ρ coming from Φ ∈ F (see [63]) led to
the following problem, which for almost thirty years remains unsolved even for
second-degree monomials (see [64, p. 237]).
Problem 1.1.2. Let T ∈ B(H) be a contraction and Φ ∈ F . Is it true that if
{Φ(‖T nh‖2)}∞n=0 is a Stieltjes moment sequence for all h ∈ H, then T is subnormal?
If T is contractive, the answer to the question in Problem 1.1.2 is in the af-
firmative as long as Φ′(0), the derivative of Φ at 0, is positive or T is algebraic
(see [64, Theorems 5.1 and 6.3]). If T is not contractive, then the question has a
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negative answer (see [64, Example 5.4]). Note also that the converse implication in
Prolem 1.1.2 is true even if T is not contractive (see the proof of [64, Theorem 5.1]).
If T ∈ B(H) and Φ = exp (which is a member of F with Φ′(0) > 0), then,
by the Schoenberg characterization of conditionally positive definite sequences (see
Lemma 2.1.1), {exp(‖T nh‖2)}∞n=0 is a Stieltjes moment sequence for every h ∈ H
if and only if the sequence {‖T nh‖2}∞n=0 is conditionally positive definite for every
h ∈ H (see Subsection 2.1 for definition). The situation becomes more complex if
the function exp is replaced by an arbitrary member Φ of F ; then the hypothesis
that {Φ(‖T nh‖2)}∞n=0 is a Stieltjes moment sequence for every h ∈ H implies that
for some positive integer j (depending only on Φ) and for every h ∈ H, the sequence
{‖T nh‖2j}∞n=0 is conditionally positive definite (see [64, Lemma 5.2]). It was shown
in [64, Theorem 4.1] that if T is a contraction, then T is subnormal if and only if
the sequence {‖T nh‖2}∞n=0 is conditionally positive definite for every h ∈ H. The
contractivity hypothesis cannot be removed (see [64, Example 5.4]).
The above-mentioned results of [64] were obtained by using ad hoc methods.
The main goal of the present paper is to systematically and rigorously study opera-
tors T ∈ B(H) having the property that for every h ∈ H, the sequence {‖T nh‖2}∞n=0
is conditionally positive definite. Such operators are called here conditionally pos-
itive definite. In view of Theorem 1.1.1 and the fact that positive definite se-
quences are conditionally positive definite, subnormal operators are conditionally
positive definite but not conversely. Among prominent examples of non-subnormal
conditionally positive definite operators are non-isometric 3-isometries (see Proposi-
tion 4.3.1 and [58, Proposition 4.5]). Our investigations are preceded by developing
harmonic analysis of conditionally positive definite functions of (at most) exponen-
tial growth on the additive semigroup of nonnegative integers. As a consequence,
we gain, among other things, a deeper insight into the subtle relationship between
subnormality and conditional positive definiteness.
The organization of this paper is as follows. We begin by introducing notation
and terminology in Subsection 1.2 and collecting more or less known facts about
positive and conditionally positive definite (scalar) sequences in Subsection 2.1.
The remainder of Section 2 is devoted to systematic study of conditionally positive
definite sequences. In Subsection 2.2 we provide an integral representation for a
conditionally positive definite sequence of exponential growth and relate the rate
of its growth to the “size” of the closed support of its representing measure (see
Theorem 2.2.5). We also compare the integral representations for positive definite
and conditionally positive definite sequences (see Theorem 2.2.12). Theorem 2.2.13,
which is the main result of this subsection, states that a sequence {γn}∞n=0 of
exponential growth is positive definite if and only if 0 is an accumulation point
of the set of all θ ∈ (0,∞) for which the sequence {θnγn}∞n=0 is conditionally
positive definite. In Subsection 2.3 we characterize conditionally positive definite
sequences of exponential growth for which the sequence of consecutive differences
is either convergent or bounded from above plus some additional constraints (see
Theorems 2.3.2 and 2.3.3). As a consequence, we show that, subject to some
mild constraints, convergent conditionally positive definite sequences of exponential
growth are positive definite (see Corollary 2.3.4).
Starting from Section 3, we begin the study of conditionally positive definite
operators. In Subsection 3.1 we give a semispectral integral representation for such
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operators and relate their spectral radii to the closed supports of representing semis-
pectral measures (see Theorem 3.1.1). Certain semispectral integral representations
for completely hypercontractive and completely hyperexpansive operators of finite
order appeared in [35, 20, 21] with the representing semispectral measures concen-
trated on the closed interval [0, 1]. In our case there is no limitation on the size of
the support (the reader should be aware of the fact that conditionally positive defi-
nite operators are not scalable in general, see Corollary 3.4.6). Theorem 3.1.5 offers
yet another semispectral integral representation for conditionally positive definite
operators satisfying a telescopic-like condition. Theorem 3.2.5, which is the main
result of Subsection 3.2, provides a dilation representation for conditionally positive
definite operators based on Agler’s hereditary functional calculus and relates their
spectral radii to the norms of positive operators appearing in the dilation represen-
tation. Subsection 3.3 contains simplified semispectral and dilation representations
of conditionally positive definite operators (see Theorem 3.3.1). As an application,
we show that the class of conditionally positive definite operators is closed under
the operation of taking powers (see Proposition 3.3.2). We also completely char-
acterize conditionally positive definite operators of class Q (see Proposition 3.3.5).
In both cases, we describe explicitly the corresponding semispectral integral and
dilation representations. In Theorem 3.4.1 we give necessary and sufficient condi-
tions for a conditionally positive definite operator T to be subnormal written in
terms of the semispectral integral representation of T . Theorem 3.4.4, which is
the main result of Subsection 3.4, provides several characterizations of subnormal
contractions via conditional positive definiteness including the one appealing to the
telescopic condition. This is a generalization of [64, Theorem 4.1]. On the basis of
earlier results, we characterize conditional positive definiteness of a (bounded) op-
erator T on H by subnormality of (in general unbounded) unilateral weighted shifts
WT,h, h ∈ H, canonically associated with T (see Proposition 3.4.9). If the sequence
{T ∗(n+1)T n+1 − T ∗nT n}∞n=0 is not convergent in the weak operator topology, then
some (or even all except h = 0) weighted shifts WT,h may be unbounded. If the
limit exists and is nonzero, then all WT,h are bounded, but T is not subnormal.
Finally, if the limit exists and is equal to zero, then T is a subnormal contraction.
In Subsection 4.1, we construct an L∞(M)-functional calculus for conditionally
positive definite operators (see Theorem 4.1.2). As a consequence, we obtain a
variety of estimates on norms of polynomial and analytic expressions coming from
operators in question (see Corollary 4.1.3 and Subsection 4.2). The last subsection
of this paper is devoted to characterizing conditionally positive definite operators
for which the closed support of the associated semispectral measure is one of the
three sets ∅, {1} and {0}. It is shown that the first two cases completely characterize
conditionally positive definite m-isometries (see Proposition 4.3.1). The third case
leads to conditionally positive definite operators that are beyond the classes of
subnormal and m-isometric operators (see Proposition 4.3.5 and Example 4.3.6).
The research on conditionally positive definite operators initiated in this paper
has a continuation. Namely, we have found the description of algebraic condition-
ally positive definite operators, characterizations of conditionally positive definite
weighted shifts, which are a good source of examples and counterexamples, as well
as some answers to the question of similarity to subnormal operators. We intend
to include these topics in separate papers.
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1.2. Notation and terminology. We denote by R and C the fields of real
and complex numbers, respectively. Since we consider suprema of subsets of R
which may be empty, we adhere to the often-used convention that
sup ∅ = sup
x∈∅
f(x) := −∞ whenever f : R→ R. (1.2.1)
We write N, Z+ and R+ for the sets of positive integers, nonnegative integers
and nonnegative real numbers, respectively. As usual, C[X ] stands for the ring
of all polynomials in indeterminate X with complex coefficients. We customarily
identify members of C[X ] with polynomial functions of one real variable. The
unique involution on C[X ] which sends X to itself is denoted by ∗, that is, if
p =
∑
i>0 αiX
i ∈ C[X ], then p∗ = ∑i>0 αiX i, or in the language of polynomial
functions p∗(x) = p(x) for all x ∈ R. If no ambiguity arises, the characteristic
function of a subset Ω1 of a set Ω is denoted by χΩ1 . Given a compact topological
Hausdorff space Ω, let C(Ω) stand for the Banach space of all continuous complex
functions on Ω with the supremum norm
‖f‖C(Ω) = sup
x∈Ω
|f(x)|, f ∈ C(Ω).
We write B(Ω) for the σ-algebra of all Borel subsets of a topological Hausdorff
space Ω. If not stated otherwise, measures considered in this paper are assumed to
be positive. The closed support of a finite Borel measure µ on R (or C) is denoted
by supp(µ) (recall that supp(µ) exists because µ is automatically regular, see [54,
Theorem 2.18]). Given x ∈ R, we write δx for the Borel probability measure on R
such that supp(δx) = {x}.
Given (complex) Hilbert spaces H and K, we denote by B(H,K) the Banach
space of all bounded linear operators from H to K. We abbreviate B(H,H) to
B(H) and denote by B(H)+ the convex cone {T ∈ B(H) : T > 0} of nonnegative
operators on H. We write IH (or simply I if no ambiguity arises) for the identity
operator on H. Let T ∈ B(H). In what follows, N (T ), R(T ), σ(T ), σp(T ),
r(T ) and |T | stand for the kernel, the range, the spectrum, the point spectrum,
the spectral radius and the modulus of T , respectively. To comply with Gelfand’s
formula for spectral radius, we adhere to the convention that r(T ) = 0 if H = {0}.
We say that T is normaloid if r(T ) = ‖T ‖, or equivalently, by Gelfand’s formula
for spectral radius, if and only if ‖T n‖ = ‖T ‖n for all n ∈ N. Let us recall the
following basic fact (see [24, Proposition II.4.6], see also [30, p. 116]).
Any subnormal operator is normaloid. (1.2.2)
This will be used several times in this article. Given an operator T ∈ B(H), we set
Bm(T ) =
m∑
k=0
(−1)k
(
m
k
)
T ∗kT k, m ∈ Z+. (1.2.3)
If m ∈ N and Bm(T ) = 0, then T is called an m-isometry (see [2, p. 11] and
[3, 4, 5]). An m-isometry T is said to be strict if m = 1 and H 6= {0}, or m > 2
and T is not an (m − 1)-isometry; in both cases H 6= {0} (see [15]). Examples of
strict m-isometries for each m > 2 are given in [7, Proposition 8]. We say that T
is 2-hyperexpansive if B2(T ) 6 0 (see [51]). We call T completely hyperexpansive if
Bm(T ) 6 0 for all m ∈ N (see [8]).
Let F : A → B(H) be a semispectral measure on a σ-algebra A of subsets
of a set Ω, i.e., F is σ-additive in the weak operator topology (briefly, wot) and
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F (∆) > 0 for all ∆ ∈ A . Denote by L1(F ) the linear space of all complex A -
measurable functions ζ on Ω such that
∫
Ω |ζ(x)|〈F (dx)h, h〉 < ∞ for all h ∈ H.
Then for every ζ ∈ L1(F ), there exists a unique operator ∫
Ω
ζdF ∈ B(H) such that
(see e.g., [65, Appendix])〈∫
Ω
ζdFh, h
〉
=
∫
Ω
ζ(x)〈F (dx)h, h〉, h ∈ H. (1.2.4)
If Ω = R,C and F : B(Ω)→ B(H) is a semispectral measure, then its closed sup-
port is denoted by supp(F ) (recall that such F is automatically regular so supp(F )
exists). By a semispectral measure of a subnormal operator T ∈ B(H) we mean a
normalized compactly supported semispectral measure G : B(C) → B(H) defined
by G(∆) = PE(∆)|H for ∆ ∈ B(C), where E : B(C)→ B(K) is the spectral mea-
sure of a minimal normal extension N ∈ B(K) of T and P ∈ B(K) is the orthogonal
projection of K onto H (the minimality means that K has no proper closed vec-
tor subspace that reduces N and contains H). It follows from [40, Proposition 5]
and [24, Proposition II.2.5] that a subnormal operator has exactly one semispectral
measure. It is also easily seen that T ∗nT n =
∫
C
|z|2nG(dz) for all n ∈ Z+. Applying
(1.2.4) and the measure transport theorem (cf. [6, Theorem 1.6.12]) yields
T ∗nT n =
∫
R+
xnG ◦ φ−1(dx), n ∈ Z+, (1.2.5)
where φ : C→ R+ is defined by φ(z) = |z|2 for z ∈ C and G◦φ−1 : B(R+)→ B(H)
is the semispectral measure defined by G ◦ φ−1(∆) = G(φ−1(∆)) for ∆ ∈ B(R+).
We refer the reader to [24] for the foundations of the theory of subnormal operators.
2. Conditionally positive definite sequences
2.1. Basic facts. Let γ = {γn}∞n=0 be a sequence of real numbers. The
sequence γ is said to be positive definite if for all finite sequences λ0, . . . , λk ∈ C,
k∑
i,j=0
γi+jλiλ¯j > 0. (2.1.1)
If (2.1.1) holds for all finite sequences λ0, . . . , λk ∈ C such that
∑k
j=0 λj = 0,
then we say that γ is conditionally positive definite. It is a matter of routine to
verify that γ is positive definite (resp., conditionally positive definite) if and only
if (2.1.1) holds for all finite sequences λ0, . . . , λk ∈ R (resp., for all finite sequences
λ0, . . . , λk ∈ R such that
∑k
j=0 λj = 0). It follows from definition that if γ is positive
definite (resp., conditionally positive definite), then so is the sequence {γn+2k}∞n=0
for every k ∈ Z+. However, it may happen that γ is positive definite but {γn+1}∞n=0
is not (e.g., γn = (−1)n for n ∈ Z+).
The following fundamental characterization of conditional positive definiteness
in terms of positive definiteness is essentially due to Schoenberg.
Lemma 2.1.1 ([50, Lemma 1.7], [10, Theorem 3.2.2]). If γ = {γn}∞n=0 is a
sequence of real numbers, then the following conditions are equivalent:
(i) γ is conditionally positive definite,
(ii) {etγn}∞n=0 is positive definite for every positive real number t.
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A sequence γ = {γn}∞n=0 of real numbers is said to be a Hamburger (resp.,
Stieltjes, Hausdorff ) moment sequence if there exists a Borel measure µ on R (resp.,
R+, [0, 1]) such that
γn =
∫
tndµ(t), n ∈ Z+. (2.1.2)
A Borel measure µ on R satisfying (2.1.2) is called a representing measure of γ.
If γ is a Hamburger moment sequence which has a unique representing measure
on R, then we say that γ is determinate. Note that by [54, Ex. 4(e), p. 71], the
Weierstrass theorem (see [53, Theorem 7.26]) and the Riesz representation theorem
(see [54, Theorem 2.14]) the following holds.
Lemma 2.1.2. A Hamburger moment sequence γ = {γn}∞n=0 of real numbers has
a compactly supported representing measure if and only if θ := lim supn→∞ |γn|1/n <
∞. Moreover, if this is the case, then γ is determinate and supp(µ) ⊆ [−θ, θ], where
µ is a unique representing measure of γ.
In particular, a Hausdorff moment sequence is always determinate. For our
later needs, we recall a theorem due to Stieltjes.
Theorem 2.1.3 ([60],[10, Theorem 6.2.5]). A sequence {γn}∞n=0 ⊆ R is a
Stieltjes moment sequence if and only if the sequences {γn}∞n=0 and {γn+1}∞n=0
are positive definite.
We refer the reader to [10, 59] for the fundamentals of the theory of moment
problems.
2.2. Exponential growth. In this subsection we give an integral represen-
tation for conditionally positive definite sequences of (at most) exponential growth
(see Theorem 2.2.5). Positive definite sequences of exponential growth are char-
acterized by means of parameters appearing in the above-mentioned integral rep-
resentation (see Theorem 2.2.12). Theorem 2.2.13 states that a sequence {γn}∞n=0
of exponential growth is positive definite if and only if the sequences {θnγn}∞n=0,
θ ∈ R, are conditionally positive definite.
We begin by introducing the difference transformation △ which plays an im-
portant role in further considerations. Denote by CZ+ the complex vector space of
all complex sequences {γn}∞n=0 with linear operations defined coordinatewise. The
difference transformation △ : CZ+ → CZ+ is given by
(△γ)n = γn+1 − γn, n ∈ Z+, γ = {γn}∞n=0 ∈ CZ+ .
Clearly, △ is a linear. Denote by △k the kth composition power of △, i.e., △0 is
the identity transformation of CZ+ and △k+1γ = △k(△γ) for γ = {γn}∞n=0 ∈ CZ+ .
Given n ∈ Z+, we define the polynomial Qn ∈ C[X ] by
Qn(x) =
{
0 if x ∈ R and n = 0, 1,∑n−2
j=0 (n− j − 1)xj if x ∈ R and n = 2, 3, 4, . . . .
(2.2.1)
Below, for a fixed x ∈ R, we write △Q(·)(x) to denote the action of the transfor-
mation △ on the sequence {Qn(x)}∞n=0.
Lemma 2.2.1. The polynomials Qn have the following properties:
Qn(x) =
xn − 1− n(x− 1)
(x− 1)2 , n ∈ Z+, x ∈ R \ {1}, (2.2.2)
8 Z. J. JAB LON´SKI, I. B. JUNG, AND J. STOCHEL
Qn+1(x) = xQn(x) + n, n ∈ Z+, x ∈ R, (2.2.3)
Qn(x)
n
6
Qn+1(x)
n+ 1
, n ∈ N, x ∈ [0, 1], (2.2.4)
lim
n→∞
Qn(x)
n
=
1
1− x , x ∈ [0, 1), (2.2.5)
(△Q(·)(x))n =
{
0 if n = 0, x ∈ R,∑n−1
j=0 x
j if n ∈ N, x ∈ R, (2.2.6)
(△2Q(·)(x))n = xn, n ∈ Z+, x ∈ R. (2.2.7)
Proof. Suppose n > 2. Then
xn − 1− n(x− 1)
(x− 1)2 =
(
∑n−1
i=0 x
i)− n
x− 1 =
n−1∑
i=0
xi − 1
x− 1
=
n−1∑
i=1
i−1∑
j=0
xj =
n−2∑
j=0
(n− j − 1)xj , x ∈ R \ {1}.
This implies (2.2.2). The identities (2.2.3), (2.2.6) and (2.2.7) follow from (2.2.1)
and the definition of △, while (2.2.4) and (2.2.5) can be deduced from (2.2.2). 
Below, we denote by |µ| the total variation measure of a complex Borel measure
µ on R. Recall that a complex Borel measure on R is automatically regular, i.e.,
its total variation measure is regular (see [54, Theorem 2.18]).
Lemma 2.2.2. Suppose a, b, c ∈ C and µ is a complex Borel measure on R such
that µ({1}) = 0, the measure |µ| is compactly supported and
a+ bn+ cn2 +
∫
R
Qn(x)dµ(x) = 0, n ∈ Z+.
Then a = b = c = 0 and µ = 0.
Proof. Define γ ∈ CZ+ by γn = a+ bn+ cn2 +
∫
R
Qn(x)dµ(x) for n ∈ Z+. It
follows from (2.2.7) that
0 = (△2γ)n =
∫
K
xnd(µ+ 2cδ1)(x), n ∈ Z+,
where K := supp(|µ+ 2cδ1|) is a compact subset of R. This implies that∫
K
p(x)d(µ + 2cδ1)(x) = 0, p ∈ C[X ].
Applying the Weierstrass theorem and the uniqueness part in the Riesz Represen-
tation Theorem (see [54, Theorem 6.19]), we deduce that (µ+2cδ1)(∆) = 0 for all
∆ ∈ B(R). Substituting ∆ = {1}, we get c = 0, and consequently µ = 0. Clearly,
a = γ0 = 0. Putting all this together gives b = 0, completing the proof. 
Now, for the reader’s convenience we state explicitly the fundamental charac-
terization of conditionally positive definite sequences. Recall that a Borel measure
on a Hausdorff topological space is said to be Radon if it is finite on compact sets
and inner regular with respect to compact sets.
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Theorem 2.2.3 ([10, Theorem 6.2.6]). A sequence γ = {γn}∞n=0 ⊆ R is con-
ditionally positive definite if and only if it has a representation of the form
γn = γ0 + bn+ cn
2 +
∫
R\{1}
(xn − 1− n(x− 1))dµ(x), n ∈ Z+,
where b ∈ R, c ∈ R+ and µ is a Radon measure on R \ {1} such that∫
0<|x−1|<1
(x− 1)2dµ(x) <∞,∫
|x−1|>1
|x|ndµ(x) <∞, n ∈ Z+.
For our purpose, we need the following equivalent variant of Theorem 2.2.3.
Theorem 2.2.4. A sequence γ = {γn}∞n=0 of real numbers is conditionally
positive definite if and only if it has a representation of the form
γn = γ0 + bn+ cn
2 +
∫
R
Qn(x)dν(x), n ∈ Z+, (2.2.8)
where b ∈ R, c ∈ R+ and ν is a Borel measure on R such that ν({1}) = 0 and∫
R
|x|ndν(x) <∞, n ∈ Z+. (2.2.9)
Proof. To prove the “only if” part apply Theorem 2.2.3 and define the finite
Borel measure ν on R by
ν(∆) =
∫
∆∩(R\{1})
(x− 1)2dµ(x), ∆ ∈ B(R).
Then, by Lemma 2.2.1, the conditions (2.2.8) and (2.2.9) are satisfied (with the
same b, c). The converse implication goes through by applying Theorem 2.2.3 to
the Radon measure µ defined by
µ(∆) =
∫
∆
(x− 1)−2dν(x), ∆ ∈ B(R \ {1}).
That the so-defined µ is a Radon measure follows from [54, Theorem 2.18]. 
Conditionally positive definite sequences of (at most) exponential growth can
be characterized as follows (below we use the convention (1.2.1)).
Theorem 2.2.5. Let γ = {γn}∞n=0 be a sequence of real numbers. Then the
following conditions are equivalent:
(i) γ is conditionally positive definite and there exist α, θ ∈ R+ such that
|γn| 6 α θn, n ∈ Z+,
(ii) γ is conditionally positive definite and lim supn→∞ |γn|1/n <∞,
(iii) there exist b ∈ R, c ∈ R+ and a finite compactly supported Borel measure
ν on R such that ν({1}) = 0 and
γn = γ0 + bn+ cn
2 +
∫
R
Qn(x)dν(x), n ∈ Z+. (2.2.10)
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Moreover, if (iii) holds, then the triplet (b, c, ν) is unique and
lim sup
n→∞
|γn|1/n = inf
{
θ ∈ R+ : ∃α ∈ R+ ∀n ∈ Z+ |γn| 6 α θn
}
, (2.2.11)
c > 0 =⇒ lim sup
n→∞
|γn|1/n > 1, (2.2.12)
supp(ν) ⊆
[
− lim sup
n→∞
|γn|1/n, lim sup
n→∞
|γn|1/n
]
, (2.2.13)
sup
x∈supp(ν)
|x| > 1 =⇒ lim sup
n→∞
|γn|1/n = sup
x∈supp(ν)
|x|, (2.2.14)
lim sup
n→∞
|γn|1/n 6 max
{
1, sup
x∈supp(ν)
|x|
}
. (2.2.15)
Proof. It is a matter of routine to show that the conditions (i) and (ii) are
equivalent.
(ii)⇒(iii) By Theorem 2.2.4, there exist b ∈ R, c ∈ R+ and a finite Borel
measure ν on R that satisfy the conditions (2.2.8) and (2.2.9) and the equality
ν({1}) = 0. It follows from (2.2.7) and (2.2.8) that
(△2γ)n =
∫
R
xnd(ν + 2cδ1)(x), n ∈ Z+. (2.2.16)
Noting that
lim sup
n→∞
|(△2γ)n|1/n 6 lim sup
n→∞
|γn|1/n (2.2.17)
and using Lemma 2.1.2, we infer from (2.2.16) that
(ν + 2cδ1)
({
x ∈ R : |x| > lim sup
n→∞
|γn|1/n
})
= 0. (2.2.18)
This implies (2.2.13), which gives (iii).
(iii)⇒(ii) The conditional positive definiteness of γ follows from Theorem 2.2.4,
while the inequality lim supn→∞ |γn|1/n < ∞ can be deduced straightforwardly
from (2.2.1) and (2.2.10).
It remains to complete the proof of the “moreover” part. The uniqueness of
the triplet (b, c, ν) in (iii) follows from Lemma 2.2.2. The identity (2.2.11) is a
well-known fact in analysis. The condition (2.2.12) can be deduced from (2.2.18).
To prove (2.2.14), assume that R := supx∈supp(ν) |x| > 1 (then supp(ν) 6= ∅). It is
a matter of routine to deduce from (2.2.1) and (2.2.10) that there exists a constant
α ∈ R+ such that
|γn| 6 αn2Rn, n ∈ N.
This implies that lim supn→∞ |γn|1/n 6 R. Combined with (2.2.13), this yields
lim supn→∞ |γn|1/n = R. Hence (2.2.14) holds. In view of (2.2.14), to prove
(2.2.15), it suffices to consider the case when ν(R \ [−1, 1]) = 0. Note that
|Qn(x)|
(2.2.1)
6
n−2∑
j=0
(n− j − 1)|x|j 6 n2, x ∈ [−1, 1], n > 2.
Combined with (2.2.10), this implies that |γn| 6 α · n2 for all n ∈ N with α =
|γ0|+ |b|+ c+ ν(R), so lim supn→∞ |γn|1/n 6 1. This completes the proof. 
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Definition 2.2.6. If γ = {γn}∞n=0 is a conditionally positive definite sequence
such that lim supn→∞ |γn|1/n < ∞ and b, c and ν are as in the statement (iii) of
Theorem 2.2.5, we call (b, c, ν) the representing triplet of γ, or we simply say that
(b, c, ν) represents γ.
As shown below, the converse to the implication (2.2.14) in Theorem 2.2.5 is
not true in general.
Example 2.2.7. For θ ∈ (0, 1), let γ = {γn}∞n=0 be the sequence of real numbers
defined by
γn =
θn
(θ − 1)2
(2.2.2)
=
1
(θ − 1)2 +
n
θ − 1 +Qn(θ), n ∈ Z+.
Then the sequence γ is positive definite and thus conditionally positive definite. Its
representing triplet (b, c, ν) takes the form b = 1θ−1 , c = 0 and ν = δθ. Moreover,
we have
lim sup
n→∞
|γn|1/n = sup
x∈supp(ν)
|x| = θ < 1,
as required. ♦
Here are more examples of conditionally positive definite sequences of expo-
nential growth.
Example 2.2.8. It is a matter of direct computation to see that if µ is a finite
Borel measure on R+, then the sequence
{∫
[0,1)
xn−1
1−x dµ(x)
}∞
n=0
is conditionally
positive definite and∫
[0,1)
xn − 1
1− x dµ(x)
(2.2.2)
= −nµ([0, 1)) +
∫
R+
Qn(x)dν(x), n ∈ Z+,
where
ν(∆) =
∫
∆∩[0,1)
(1− x)dµ(x), ∆ ∈ B(R+).
Similarly, if µ is a finite compactly supported Borel measure on R+, then the
sequence
{∫
(1,∞)
xn−1
x−1 dµ(x)
}∞
n=0
is conditionally positive definite and∫
(1,∞)
xn − 1
x− 1 dµ(x)
(2.2.2)
= nµ((1,∞)) +
∫
R+
Qn(x)dν(x), n ∈ Z+,
where
ν(∆) =
∫
∆∩(1,∞)
(x− 1)dµ(x), ∆ ∈ B(R+). ♦
Yet another characterization of conditionally positive definite sequences of ex-
ponential growth is given below. Let us mention that in view of [10, Theorem 4.6.11]
sequences γ = {γn}∞n=0 ⊆ R for which △2γ is a Hausdorff moment sequence coin-
cide with completely monotone sequences of order 2 introduced in [20].
Proposition 2.2.9. Let γ = {γn}∞n=0 be a sequence of real numbers such that
lim supn→∞ |γn|1/n <∞. Then the following conditions are equivalent:
(i) γ is conditionally positive definite (resp., γ is conditionally positive defi-
nite with the representing triplet (b, c, ν) such that supp(ν) ⊆ R+),
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(ii) △2γ is positive definite (resp., △2γ and {(△2γ)n+1}∞n=0 are positive
definite),
(iii) △2γ is a Hamburger moment sequence (resp., △2γ is a Stieltjes moment
sequence).
Moreover, if γ is conditionally positive definite and has a representing triplet (b, c, ν)
such that supp(ν) ⊆ R+, then the sequence △γ is monotonically increasing.
Proof. (i)⇒(iii) Apply (2.2.16).
(iii)⇒(i) Let µ be a representing measure of △2γ. Using Lemma 2.1.2 and
(2.2.17) we deduce that µ is compactly supported. Note that
(△kγ)n = (△k−2(△2γ))n =
∫
(x− 1)k−2xndµ(x), n ∈ Z+, k > 2. (2.2.19)
Let ν be the finite compactly supported Borel measure on R given by
ν(∆) = µ(∆ \ {1}), ∆ ∈ B(R). (2.2.20)
Applying Newton’s binomial formula to △ (see [38, (2.2)]), we obtain
γn =
n∑
k=0
(
n
k
)
(△kγ)0 (2.2.19)= γ0 + n(γ1 − γ0) +
∫ n∑
k=2
(
n
k
)
(x− 1)k−2dµ(x)
= γ0 + n(γ1 − γ0) + n(n− 1)
2
µ({1}) +
∫ ∑n
k=2
(
n
k
)
(x − 1)k
(x − 1)2 dν(x)
(2.2.2)
= γ0 + n
(
γ1 − γ0 − 1
2
µ({1})
)
+
n2
2
µ({1}) +
∫
Qn(x)dν(x), n > 2.
This implies that the condition (iii) of Theorem 2.2.5 holds, so γ is conditionally
positive definite. Clearly, by (2.2.20), supp(ν) ⊆ R+ if and only if supp(µ) ⊆ R+.
(ii)⇔(iii) Use [10, Theorem 6.2.2] and Theorem 2.1.3.
Since △γ is monotonically increasing if and only if △2γ > 0, the “moreover”
part follows from (2.2.19) applied to k = 2 and (2.2.20). 
Below we give necessary and sufficient conditions for a conditionally positive
definite sequence to have a polynomial growth of degree at most 2.
Proposition 2.2.10. Let γ = {γn}∞n=0 be a conditionally positive definite se-
quence with the representing triplet (b, c, ν). Then the following conditions are equiv-
alent:
(i) there exists α ∈ R+ such that
|γn| 6 α · n2, n ∈ N, (2.2.21)
(ii) lim supn→∞ |γn|1/n 6 1,
(iii) supp(ν) ⊆ [−1, 1].
Moreover, (iii) implies (2.2.21) with α = |γ0|+ |b|+ c+ ν(R).
Proof. (i)⇒(ii) This implication is obvious.
(ii)⇒(iii) It suffices to apply (2.2.13).
(iii)⇒(i) Arguing as in the proof of (2.2.15), one can verify that the inequality
(2.2.21) holds with α := |γ0|+ |b|+ c+ ν(R), which completes the proof. 
The above lemma enables us to prove the following.
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Proposition 2.2.11. Let p be a polynomial in one indeterminate with real
coefficients. Then the following conditions are equivalent:
(i) the sequence {p(n)}∞n=0 is conditionally positive definite,
(ii) either deg p 6 1 or deg p = 2 and the leading coefficient of p is positive.
Proof. Suppose that the sequence {p(n)}∞n=0 is conditionally positive definite.
Since lim supn→∞ |p(n)|1/n 6 1, we infer from Proposition 2.2.10 that there exists
α ∈ R+ such that |p(n)| 6 α · n2 for all n ∈ N. As a consequence, deg p 6 2.
Straightforward computations complete the proof. 
Positive definite sequences of exponential growth can be characterized by means
of parameters describing conditional positive definiteness given in Theorem 2.2.5(iii).
Theorem 2.2.12. Let γ = {γn}∞n=0 be a conditionally positive definite sequence
such that lim supn→∞ |γn|1/n < ∞ and let (b, c, ν) be the representing triplet of γ.
Then the following conditions are equivalent1:
(i) γ is positive definite,
(ii) γ is a Hamburger moment sequence,
(iii)
∫
R
1
(x−1)2dν(x) 6 γ0, b =
∫
R
1
x−1dν(x) and c = 0.
Moreover, if (ii) holds, then the sequence γ is determinate, its unique representing
measure µ is compactly supported and the following equalities hold:
µ(∆) =
∫
∆
1
(x− 1)2 dν(x) +
(
γ0 −
∫
R
1
(x− 1)2 dν(x)
)
δ1(∆), ∆ ∈ B(R),
(2.2.22)
b =
∫
R
(x− 1)dµ(x), (2.2.23)
ν(∆) =
∫
∆
(x− 1)2dµ(x), ∆ ∈ B(R). (2.2.24)
Proof. The equivalence (i)⇔(ii) follows from [10, Theorem 6.2.2].
(ii)⇒(iii) Let µ be a representing measure of γ, that is
γn =
∫
R
xndµ(x), n ∈ Z+. (2.2.25)
By Lemma 2.1.2, γ is determinate and µ is compactly supported. Note that∫
R
xn(x− 1)2dµ(x) (2.2.25)= (△2γ)n (2.2.16)=
∫
R
xnd(ν + 2cδ1)(x), n ∈ Z+.
Since the measure ν+2cδ1 is compactly supported, we infer from Lemma 2.1.2 that∫
∆
(x− 1)2dµ(x) = (ν + 2cδ1)(∆), ∆ ∈ B(R). (2.2.26)
Substituting ∆ = {1} into (2.2.26), we deduce that c = 0. Combined with (2.2.26),
this implies (2.2.24). As a consequence of (2.2.24) and ν({1}) = 0, we have
µ(∆) =
∫
∆
1
(x− 1)2 dν(x) + µ({1})δ1(∆), ∆ ∈ B(R). (2.2.27)
1If the inequality in (iii) holds, then by the Cauchy-Schwarz inequality, 1
x−1
∈ L1(ν).
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Since 1 is a common root of the polynomials Xn − 1 − n(X − 1), where n ∈ Z+,
and ν({1}) = 0, it follows from Lemma 2.2.1 that
γn
(2.2.10)
= γ0 + bn+
∫
R
xn − 1− n(x− 1)
(x− 1)2 dν(x)
(2.2.24)
= γ0 + bn+
∫
R
(
xn − 1− n(x− 1)
)
dµ(x)
= (γ0 − µ(R)) +
(
b−
∫
R
(x− 1)dµ(x)
)
n+
∫
R
xndµ(x)
(2.2.25)
= (γ0 − µ(R)) +
(
b −
∫
R
(x− 1)dµ(x)
)
n+ γn, n ∈ Z+. (2.2.28)
Hence, we have
γ0 = µ(R)
(2.2.27)
=
∫
R
1
(x− 1)2 dν(x) + µ({1}) >
∫
R
1
(x− 1)2 dν(x), (2.2.29)
and b =
∫
R
(x − 1)dµ(x), which yields the inequality in (iii) and (2.2.23). Using
(2.2.23), (2.2.27) and [54, Theorem 1.29], we deduce that b =
∫
R
1
x−1dν(x). Sum-
marizing, we have proved that (iii) holds. It follows from (2.2.29) that
µ({1}) = γ0 −
∫
R
1
(x− 1)2 dν(x).
Combined with (2.2.27), this implies (2.2.22). This also justifies the “moreover”
part.
(iii)⇒(ii) It follows from the inequality in (iii) that the formula
µ(∆) =
∫
∆
1
(x− 1)2 dν(x) +
(
γ0 −
∫
R
1
(x− 1)2 dν(x)
)
δ1(∆), ∆ ∈ B(R),
(2.2.30)
defines a finite compactly supported Borel measure µ on R. Arguing as in the first
three lines of (2.2.28) and using (2.2.30) instead of (2.2.24), we verify that (2.2.25)
is satisfied. This completes the proof. 
In view of the Schur product theorem (see [57, p. 14] or [33, Theorem 7.5.3]),
the product of two positive definite sequences is positive definite; this is no longer
true for conditionally positive definite sequences, e.g., the powers {n2k}∞n=0, k =
2, 3, . . ., of the conditionally positive definite sequence {n2}∞n=0 are not conditionally
positive definite (see Proposition 2.2.11). As a consequence, if γ = {γn}∞n=0 is a
positive definite sequence, then the product sequence {ξnγn}∞n=0 is conditionally
positive definite for every positive definite sequence {ξn}∞n=0. Below, we show that
the converse implication is true for sequences γ of exponential growth. What
is more, the above equivalence remains true if the class of all positive definite
sequences {ξn}∞n=0 is reduced drastically to the class of the sequences of the form
{θn}∞n=0, where θ ∈ R.
Theorem 2.2.13. Suppose that {γn}∞n=0 is a sequence of real numbers such
that lim supn→∞ |γn|1/n <∞. Then the following conditions are equivalent:
(i) the sequence {γn}∞n=0 is positive definite,
(ii) the sequence {θnγn}∞n=0 is conditionally positive definite for all θ ∈ R,
(iii) zero is an accumulation point of the set of all θ ∈ R \ {0} for which the
sequence {θnγn}∞n=0 is conditionally positive definite,
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(iv) there exists θ ∈ R \ {0} such that |θ| · lim supn→∞ |γn|1/n < 1 and the
sequence {θnγn}∞n=0 is conditionally positive definite.
Proof. The implication (i)⇒(ii) is a direct consequence of the Schur product
theorem. The implications (ii)⇒(iii) and (iii)⇒(iv) are obvious.
(iv)⇒(i) Replacing {γn}∞n=0 by {θnγn}∞n=0 if necessary, we can assume that
{γn}∞n=0 is conditionally positive definite and
r := lim sup
n→∞
|γn|1/n < 1.
Then limn→∞ γn = 0 and consequently
lim
n→∞(△
jγ)n = 0, j ∈ Z+, (2.2.31)
where γ := {γn}∞n=0. Let (b, c, ν) be the representing triplet of γ. It follows from
(2.2.13) that supp(ν) ⊆ [−r, r]. Thus, by (2.2.16), we have
(△2γ)n = 2c+
∫
[−r,r]
xndν(x), n ∈ Z+.
Using (2.2.31) for j = 2 and Lebesgue’s dominated convergence theorem, we deduce
that c = 0. In view of (2.2.6) and (2.2.10), we get
(△γ)n = b+
∫
[−r,r]
1− xn
1− x dν(x), n ∈ Z+. (2.2.32)
Since r < 1, we see that 1(1−x)j ∈ L∞(ν) ⊆ L1(ν) for all j ∈ Z+. Hence, it follows
from (2.2.31) for j = 1, (2.2.32) and Lebesgue’s dominated convergence theorem
that b =
∫
[−r,r]
1
x−1dν(x). According to (2.2.2) and (2.2.10), we have
γn = γ0 +
∫
[−r,r]
(
n
x− 1 +
xn − 1− n(x− 1)
(x − 1)2
)
dν(x)
= γ0 +
∫
[−r,r]
xn − 1
(x− 1)2 dν(x), n ∈ Z+.
Using (2.2.31) for j = 0 and Lebesgue’s dominated convergence theorem, we con-
clude that
∫
[−r,r]
1
(x−1)2dν(x) = γ0. Applying Theorem 2.2.12 shows that γ is
positive definite. This completes the proof. 
2.3. Additional constraints. In this subsection we characterize condition-
ally positive definite sequences γ = {γn}∞n=0 of exponential growth for which the
sequence of consecutive differences △γ is either convergent (see Theorem 2.3.2) or
bounded from above plus some additional constraints (see Theorem 2.3.3). As a
consequence, under slightly stronger hypotheses than those of Theorem 2.3.3, we
show that conditionally positive definite sequences γ of exponential growth with
limn→∞(△γ)n = 0 are positive definite (see Corollary 2.3.4).
We begin by proving a simple lemma on backward growth estimates for powers
of the difference transformation △.
Lemma 2.3.1. Let γ = {γn}∞n=0 be a sequence of real (resp., complex) numbers
and k ∈ N be such that
sup
n∈N
(△kγ)n <∞
(
resp., sup
n∈N
|(△kγ)n| <∞
)
. (2.3.1)
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Then
sup
n∈N
(△jγ)n
nk−j
<∞
(
resp., sup
n∈N
|(△jγ)n|
nk−j
<∞
)
, j = 0, . . . , k. (2.3.2)
Proof. Because of the similarity of proofs, we concentrate on the real case.
We use the backward induction on j. By (2.3.1), (2.3.2) holds for j = k. If the first
inequality in (2.3.2) holds for a fixed j ∈ {1, . . . , k}, there exists η ∈ R+ such that
(△j−1γ)n = (△j−1γ)0 +
n−1∑
m=0
(△jγ)m 6 (△j−1γ)0 + η
n−1∑
m=0
(m+ 1)k−j
6 (△j−1γ)0 + η nk−j+1, n ∈ N. (2.3.3)
Hence the first inequality in (2.3.2) holds for j − 1 in place of j. 
Next, we characterize conditionally positive definite sequences γ for which the
sequence △γ is convergent.
Theorem 2.3.2. Let γ = {γn}∞n=0 be a sequence of real numbers. Then the
following statements are equivalent2:
(i) γ is conditionally positive definite and
the sequence △γ is convergent in R, (2.3.4)
(ii) there exist a finite Borel measure ν on R and d ∈ R such that
(ii-a) ν(R \ (−1, 1)) = 0,
(ii-b) 11−x ∈ L1(ν),
(ii-c) γn = γ0 + dn−
∫
(−1,1)
1−xn
(1−x)2dν(x) for all n ∈ Z+.
Moreover, the following statements are satisfied:
(iii) if (i) holds and (b, c, ν) represents γ, then c = 0, 11−x ∈ L1(ν) and the
pair (d, ν) with d = b+
∫
(−1,1)
1
1−xdν(x) is a unique pair satisfying (ii),
(iv) if ν and d are as in (ii), then d = limn→∞(△γ)n and (b, 0, ν) represents
γ with b = d− ∫
(−1,1)
1
1−xdν(x).
Proof. (i)⇒(ii) It follows from footnote 2 and (2.2.13) that supp(ν) ⊆ [−1, 1],
where (b, c, ν) represents γ. By using (2.2.16), we get
(△2γ)n = 2c+ (−1)nν({−1}) +
∫
(−1,1)
xndν(x), n ∈ Z+. (2.3.5)
It follows from (2.3.4) that limn→∞△2γ = 0. By Lebesgue’s dominated conver-
gence theorem, the third term on the right-hand side of the equality (2.3.5) con-
verges to 0. This together with (2.3.5) implies that c = 0 and ν({−1}) = 0, which
gives (ii-a). Now, using (2.2.6) and (2.2.10), we obtain
(△γ)n = b+
∫
(−1,0)
1− xn
1− x dν(x) +
∫
[0,1)
1− xn
1− x dν(x), n ∈ Z+. (2.3.6)
Applying Lebesgue’s dominated and monotone convergence theorems to the second
and the third terms on the right-hand side of the equality (2.3.6) respectively, we
2By Lemma 2.3.1 applied to k = 1 and j = 0, (2.3.4) implies that lim supn→∞ |γn|
1/n 6 1.
CONDITIONALLY POSITIVE DEFINITENESS IN OPERATOR THEORY 17
infer from (2.3.4) that (ii-b) holds and
b = d−
∫
(−1,1)
1
1− xdν(x), (2.3.7)
where d := limn→∞(△γ)n. Using again (2.2.10), we get
γn = γ0 + bn+
∫
(−1,1)
Qn(x)dν(x)
(∗)
= γ0 + dn+
∫
(−1,1)
(
n
x− 1 +
xn − 1− n(x− 1)
(x− 1)2
)
dν(x)
= γ0 + dn−
∫
(−1,1)
1− xn
(1− x)2 dν(x), n ∈ Z+, (2.3.8)
where (∗) follows from (2.3.7) and (2.2.2). This implies (ii) and (iii) except for the
uniqueness of (d, ν).
(ii)⇒(i) Using (ii-b) and (ii-c) and arguing as in (2.3.8), we see that
γn = γ0 + bn+
∫
(−1,1)
Qn(x)dν(x), n ∈ Z+, (2.3.9)
where b is as in (2.3.7). Hence, by Theorem 2.2.5 the sequence γ is conditionally
positive definite and lim supn→∞ |γn|1/n < ∞. By (ii-a), (b, 0, ν) represents γ. It
follows from (2.2.6) and (2.3.9) that
(△γ)n = b +
∫
(−1,1)
1− xn
1− x dν(x), n ∈ Z+. (2.3.10)
Using (ii-b) and applying Lebesgue’s dominated convergence theorem to (2.3.10),
we see that (2.3.4) holds and d = limn→∞(△γ)n. Summarizing, we have proved
that (i) and (iv) hold. As a consequence, this yields the uniqueness of (d, ν) in (iii),
which completes the proof. 
Under some additional constraints, conditionally positive definite sequences γ
for which the sequence △γ is bounded from above can be characterized as follows.
Theorem 2.3.3. Let γ = {γn}∞n=0 be a sequence of real numbers such that
inf
n∈Z+
γn > −∞. (2.3.11)
Then the following statements are equivalent3:
(i) γ is conditionally positive definite and
sup
n∈Z+
(△γ)n <∞, (2.3.12)
supp(ν) ⊆ R+, (2.3.13)
where ν is the measure appearing in the representing triplet of γ,
(ii) there exist a finite Borel measure ν on R and d ∈ R such that
(ii-a) ν(R \ [0, 1)) = 0,
(ii-b) 11−x ∈ L1(ν),
(ii-c) γn = γ0 + dn−
∫
[0,1)
1−xn
(1−x)2dν(x) for all n ∈ Z+.
3 Applying Lemma 2.3.1 to k = 1 and j = 0, we verify that (2.3.11) and (2.3.12) imply that
limsupn→∞ |γn|
1/n 6 1.
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Moreover, the following statements are satisfied:
(iii) if (i) holds and (b, c, ν) represents γ, then c = 0, 11−x ∈ L1(ν) and the
pair (d, ν) with d = b+
∫
[0,1)
1
1−xdν(x) is a unique pair satisfying (ii),
(iv) if ν and d are as in (ii), then d > 0, the sequence △γ is monotonically
increasing to d and (b, 0, ν) represents γ with b = d− ∫[0,1) 11−xdν(x).
Proof. We begin by proving the implication (i)⇒(ii). Suppose (i) holds. By
footnote 3, lim supn→∞ |γn|1/n 6 1. Hence by (2.2.13) and (2.3.13), (ii-a) holds.
Applying (2.2.6) and (2.2.10), we obtain
(△γ)n = b + c(2n+ 1) +
∫
[0,1)
1− xn
1− x dν(x), n ∈ Z+, (2.3.14)
where (b, c, ν) represents γ. By Lebesgue’s monotone convergence theorem, the
third term on the right-hand side of the equality (2.3.14) is monotonically increasing
to
∫
[0,1)
1
1−xdν(x). Since c > 0, we deduce from (2.3.12) and (2.3.14) that c = 0,
1
1−x ∈ L1(ν) (which yields (ii-b)), the sequence △γ is monotonically increasing and
convergent in R and
b = d−
∫
[0,1)
1
1− xdν(x), (2.3.15)
where d = limn→∞(△γ)n. Using (2.2.10) and (2.3.15) and arguing as in (2.3.8),
we deduce that (ii-c) holds. Since d = supn∈Z+(△γ)n, the telescopic argument (cf.
(2.3.3)) shows that
γn 6 γ0 + nd, n ∈ N. (2.3.16)
Applying (2.3.11), we conclude that d > 0. This proves (ii) and (iii) except for the
uniqueness of (d, ν).
A close inspection of the proof of the implication (ii)⇒(i) of Theorem 2.3.2
shows that (ii) implies (i) and that (d, ν) in (iii) is unique. By this uniqueness, the
statement (iv) follows from the proof of the implication (i)⇒(ii). 
Corollary 2.3.4. Let γ = {γn}∞n=0 be a conditionally positive definite se-
quence such that lim supn→∞ |γn|1/n <∞ and let (b, c, ν) be the representing triplet
of γ. Suppose supp(ν) ⊆ R+ and γn > 0 for n large enough. Then the following
conditions are equivalent:
(i) limn→∞(△γ)n = 0,
(ii) the sequence γ is monotonically decreasing,
(iii) the sequence γ is convergent in R.
Moreover, if (i) holds, then γ is positive definite and γn > 0 for all n ∈ Z+.
Proof. (i)⇒(ii) It follows from Theorem 2.3.3 that ν(R \ [0, 1)) = 0, b =∫
R
1
x−1dν(x), c = 0 and
γn = γ0 −
∫
[0,1)
1− xn
(1− x)2 dν(x), n ∈ Z+,
which yields (ii) and consequently implies that γn > 0 for all n ∈ Z+. Lebesgue’s
monotone convergence theorem gives
∫
R
1
(1−x)2dν(x) 6 γ0, so by Theorem 2.2.12,
γ is positive definite. This proves the “moreover” part.
The implications (ii)⇒(iii) and (iii)⇒(i) are obvious. 
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3. Representations of conditionally positive definite operators
3.1. Semispectral integral representations. For the purposes of this pa-
per we call an operator T ∈ B(H) conditionally positive definite if the sequence
{‖T nh‖2}∞n=0 is conditionally positive definite for every h ∈ H. Occasionally, we
will use a concise notation:
(γT,h)n := ‖T nh‖2, n ∈ Z+, h ∈ H. (3.1.1)
The class of conditionally positive definite operators is related to the class of com-
plete hypercontractions of order 2 introduced by Chavan and Sholapurkar in [20]
(see the paragraph preceding Proposition 3.1.4 for a more detailed discussion).
Complete hypercontractions of order 2 have a semispectral integral representation
that resembles that given in Theorem 3.1.1 below. The essential difference between
these two approaches is that the representing semispectral measures appearing in
[20] are concentrated on the closed interval [0, 1], while those appearing in The-
orem 3.1.1 may be concentrated on an arbitrary finite subinterval of R+ (let us
point out that conditionally positive definite operators are not scalable in general,
see Corollary 3.4.6). We also refer the reader to [35] for semispectral integral rep-
resentations and the corresponding dilations for completely hypercontractive and
completely hyperexpansive operators (still on [0, 1]); the article [35] was an inspi-
ration for the research carried out in [20, 21].
Theorem 3.1.1. Let T ∈ B(H). Then the following statements are equivalent:
(i) T is conditionally positive definite,
(ii) there exist operators B,C ∈ B(H) and a compactly supported semispectral
measure F : B(R+)→ B(H) such that B = B∗, C > 0, F ({1}) = 0 and
T ∗nT n = I + nB + n2C +
∫
R+
Qn(x)F (dx), n ∈ Z+. (3.1.2)
Moreover, if (ii) holds, then the triplet (B,C, F ) is unique and
supp(F ) ⊆ [0, r(T )2], (3.1.3)
C 6= 0 =⇒ r(T ) > 1, (3.1.4)
sup supp(F ) > 1 =⇒ r(T )2 = sup supp(F ). (3.1.5)
Furthermore, (〈Bh, h〉, 〈Ch, h〉, 〈F (·)h, h〉) is the representing triplet of the condi-
tionally positive definite sequence {‖T nh‖2}∞n=0 for every h ∈ H.
Proof. (i)⇒(ii) By Theorem 2.2.5, for every h ∈ H there exists a unique
triplet (bh, ch, νh) consisting of a real number bh, nonnegative real number ch and
a finite compactly supported Borel measure νh on R such that νh({1}) = 0 and
(γT,h)n
(3.1.1)
= ‖T nh‖2 = ‖h‖2 + bhn+ chn2 +
∫
R
Qn(x)dνh(x), n ∈ Z+. (3.1.6)
First we show that
supp(νh) ⊆ R+, h ∈ H. (3.1.7)
For this, note that by (3.1.6) and (2.2.16) we have
(△2γT,h)n =
∫
R
xnd(νh + 2chδ1)(x), n ∈ Z+, h ∈ H. (3.1.8)
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It is a simple matter to verify that the following identity holds
(△2γT,h)n+1 = (△2γT,Th)n, n ∈ Z+, h ∈ H. (3.1.9)
It follows from (3.1.8) and (3.1.9) that the sequences△2γT,h and {(△2γT,h)n+1}∞n=0
are positive definite. Hence, by Theorem 2.1.3, △2γT,h is a Stieltjes moment se-
quence. Since the measure νh+2chδ1 is compactly supported, we infer from (3.1.8)
and Lemma 2.1.2 that the Stieltjes moment sequence △2γT,h is determinate (as a
Hamburger moment sequence). Therefore, supp(νh+2chδ1) ⊆ R+ for every h ∈ H,
which implies (3.1.7).
Define the functions bˆ, cˆ : H×H → C and νˆ : B(R+)×H×H → C by
bˆ(f, g) =
1
4
3∑
k=0
ikbf+ikg, cˆ(f, g) =
1
4
3∑
k=0
ikcf+ikg, νˆ(∆; f, g) =
1
4
3∑
k=0
ikνf+ikg(∆),
where f, g ∈ H and ∆ ∈ B(R+). Clearly, νˆ( · ; f, g) is a complex measure for all
f, g ∈ H. It follows from (3.1.6), (3.1.7) and the polarization formula that
〈T nf, T ng〉 = 〈f, g〉+ bˆ(f, g)n+ cˆ(f, g)n2
+
∫
R+
Qn(x) νˆ(dx; f, g), n ∈ Z+, f, g ∈ H. (3.1.10)
Using (3.1.10) and Lemma 2.2.2, one can verify that bˆ is a Hermitian symmetric
sesquilinear form and the functions cˆ and νˆ(∆; ·, -), where ∆ ∈ B(R+), are semi-
inner products such that for all h ∈ H and ∆ ∈ B(R+),
bˆ(h, h) = bh, cˆ(h, h) = ch, νˆ(∆;h, h) = νh(∆). (3.1.11)
(cf. the proofs of [62, Proposition 1] and [35, Theorem 4.2]). By (3.1.6), we have
νˆ(∆;h, h) + 2cˆ(h, h)
(3.1.11)
6 νh(R) + 2ch
(3.1.8)
= (△2γT,h)0
(1.2.3)
= 〈B2(T )h, h〉
6 ‖B2(T )‖‖h‖2, h ∈ H, ∆ ∈ B(R+).
This implies that the sesquilinear forms cˆ and νˆ(∆; ·, -), where ∆ ∈ B(R+), are
bounded. Hence, there exist C,F (∆) ∈ B(H)+, where ∆ ∈ B(R+), such that
〈Ch, h〉 = cˆ(h, h) (3.1.11)= ch, h ∈ H, (3.1.12)
〈F (∆)h, h〉 = νˆ(∆;h, h) (3.1.11)= νh(∆), ∆ ∈ B(R+), h ∈ H. (3.1.13)
In view of (3.1.13), F is a Borel semispectral measure on R+.
Now we show that the so-constructed F satisfies (3.1.3) and (3.1.5). It follows
from Gelfand’s formula for spectral radius that
lim sup
n→∞
‖T nh‖1/n 6 r(T ), h ∈ H. (3.1.14)
This together with (3.1.6), (3.1.13) and Theorem 2.2.5 applied to γT,h yields〈
F
((
r(T )2,∞))h, h〉 6 〈F(( lim sup
n→∞
‖T nh‖2/n,∞))h, h〉 (2.2.13)= 0, h ∈ H,
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which, when combined with (3.1.7), implies (3.1.3). Hence, we have
sup supp(F ) 6 r(T )2. (3.1.15)
Observing that
supp(〈F (·)h, h〉) ⊆ supp(F ), h ∈ H,
we obtain
lim sup
n→∞
‖T nh‖2/n
(2.2.15)
6 max
{
1, sup supp(〈F (·)h, h〉)
}
6 max
{
1, sup supp(F )
}
, h ∈ H.
It follows from [27, Corollary 3] that r(T )2 6 max
{
1, sup supp(F )
}
, which to-
gether with (3.1.15) gives (3.1.5).
Our next goal is to construct the operator B. By (3.1.6) and (3.1.12), we have
‖Th‖2 − ‖h‖2 = (△γT,h)0
(3.1.11)
= bˆ(h, h) + 〈Ch, h〉, h ∈ H.
As a consequence, bˆ is a bounded Hermitian symmetric sesquilinear form. This
implies that the exists a selfadjoint operator B ∈ B(H) such that
〈Bh, h〉 = bˆ(h, h) (3.1.11)= bh, h ∈ H. (3.1.16)
Combining (3.1.6) with (3.1.12), (3.1.13) and (3.1.16) gives (ii).
(ii)⇒(i) This implication is a direct consequence of Theorem 2.2.5 applied to
the sequences γT,h, h ∈ H.
It remains to justify the “moreover” part. Suppose (ii) holds. The uniqueness
of the triplet (B,C, F ) follows from Theorem 2.2.5. The assertions (3.1.3) and
(3.1.5) were proved above. To show (3.1.4), assume that C 6= 0. Then the set
U := {h ∈ H : 〈Ch, h〉 > 0} is nonempty. By the “moreover” part of Theorem 2.2.5
and (3.1.14), we have
r(T ) > lim sup
n→∞
‖T nh‖1/n > 1, h ∈ U,
which implies (3.1.4). The last statement of the theorem is easily seen to be true.
This completes the proof. 
The following definition is an operator counterpart of Definition 2.2.6.
Definition 3.1.2. If T ∈ B(H) is a conditionally positive definite operator
and B, C and F are as in the statement (ii) of Theorem 3.1.1, we call (B,C, F ) the
representing triplet of T , or we simply say that (B,C, F ) represents T .
Remark 3.1.3. Note that if (B,C, F ) represents a conditionally positive defi-
nite operator T on H 6= {0} and B > 0, then by (3.1.2), T ∗nT n > I for every n ∈ N
which together with Gelfand’s formula for spectral radius yields r(T ) > 1. ♦
Proposition 3.1.4 below which gives characterizations of conditionally positive
definite operators is closely related to Proposition 2.2.9 (see also Theorem 3.3.1 for
an alternative approach). The most important fact we need in its proof is that
a sequence {γn}∞n=0 ⊆ B(H) of exponential growth is a Hamburger moment se-
quence (that is, (2.1.2) holds for some semispectral measure µ : B(R) → B(H))
if and only if {〈γnh, h〉}∞n=0 is a Hamburger moment sequence for all h ∈ H (see
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[13, Theorem 2]). Similar assertions are true for Stieltjes and Hasudorff operator
moment sequences. In view of [70], operators T ∈ B(H) for which the sequence
{T ∗nB2(T )T n}∞n=0 is a Hausdorff moment sequence coincide with complete hyper-
contractions of order 2 introduced in [20]. On the other hand, by [28, Corollary]
(see also Theorem 1.1.1), an operator T ∈ B(H) is subnormal if and only if the se-
quence {T ∗nT n}∞n=0 is a Stieltjes moment sequence. We refer the reader to [70, 13]
for necessary definitions and facts related to the aforesaid operator moment prob-
lems.
Proposition 3.1.4. For T ∈ B(H), the following conditions are equivalent:
(i) T is conditionally positive definite,
(ii) {T ∗nB2(T )T n}∞n=0 is positive definite,
(iii) {T ∗nB2(T )T n}∞n=0 is a Stieltjes moment sequence.
Moreover, if T is conditionally positive definite, then {T ∗(n+1)T n+1 − T ∗nT n}∞n=0
is monotonically increasing and
inf
n∈Z+
(‖T n+1h‖2 − ‖T nh‖2) = −〈B1(T )h, h〉 = 〈Bh, h〉+ 〈Ch, h〉, h ∈ H,
where B and C are as in Theorem 3.1.1(ii).
Proof. Clearly, the sequence {T ∗nB2(T )T n}∞n=0 is of exponential growth and
(△2γT,h)n = 〈T ∗nB2(T )T nh, h〉 for all n ∈ Z+ and h ∈ H. This implies that
{T ∗nB2(T )T n}∞n=0 is positive definite (resp., a Stieltjes moment sequence) if and
only if △2γT,h is positive definite (resp., a Stieltjes moment sequence) for every
h ∈ H. Applying Proposition 2.2.9 to the sequences γT,h and using Theorem 3.1.1,
we deduce that the conditions (i)-(iii) are equivalent. The “moreover” part is a
direct consequence of the corresponding part of Proposition 2.2.9, Theorem 3.1.1
and (3.1.2) applied to n = 1. 
The next result can be thought of as an operator counterpart of Theorem 2.3.3.
Note that if an operator T ∈ B(H) is conditionally positive definite, then by Propo-
sition 3.1.4, the sequence {T ∗(n+1)T n+1 − T ∗nT n}∞n=0 is monotonically increasing,
which implies that “supn∈Z+” in (3.1.17) can be replaced by “limn→∞” (in the
extended real line). Hence, if (3.1.17) holds, then the sequence {T ∗(n+1)T n+1 −
T ∗nT n}∞n=0 is convergent in wot, say to D ∈ B(H). It is worth mentioning that in
view of Remark 4.3.3a) and [7, Proposition 8] (see also [39, Lemma 6.1(ii)]), there
are conditionally positive definite weighted shift operators T such that
〈Dh, h〉 = sup
n∈Z+
(‖T n+1h‖2 − ‖T nh‖2) = −〈B1(T )h, h〉 > 0, h ∈ H \ {0}.
In turn, there are conditionally positive definite operators T for which the only
vector h satisfying (3.1.17) is the zero vector (see Remark 4.3.3c)).
Theorem 3.1.5. Let T ∈ B(H). Then the following are equivalent:
(i) T is conditionally positive definite and
sup
n∈Z+
(‖T n+1h‖2 − ‖T nh‖2) <∞, h ∈ H, (3.1.17)
(ii) there exist a semispectral measure F : B(R+) → B(H) and a selfadjoint
operator D ∈ B(H) such that
(ii-a) F ([1,∞)) = 0,
(ii-b) 11−x ∈ L1(F ),
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(ii-c) T ∗nT n = I + nD − ∫
[0,1)
1−xn
(1−x)2F (dx) for all n ∈ Z+.
Moreover, the following statements are satisfied:
(iii) if (i) holds and (B,C, F ) represents T , then C = 0, 11−x ∈ L1(F ) and the
pair (D,F ) with D = B +
∫
[0,1)
1
1−xF (dx) is a unique pair satisfying (ii),
(iv) if F and D are as in (ii), then D > 0, {T ∗(n+1)T n+1−T ∗nT n}∞n=0 converg-
es in wot to D and (B, 0, F ) represents T with B = D− ∫[0,1) 11−xF (dx).
Proof. Using Theorem 2.3.3 (together with its “moreover” part) and Theo-
rem 3.1.1 (together with its “furthermore” part), we deduce that the statements (i)
and (ii) are equivalent and the statements (iii) and (iv) hold. 
The simple argument given below shows that the condition (3.1.17) is strong
enough to guarantee that r(T ) 6 1.
Proposition 3.1.6. If an operator T ∈ B(H) satisfies the condition (3.1.17),
then αT (h) := supn∈Z+(‖T n+1h‖2 − ‖T nh‖2) > 0 for all h ∈ H and r(T ) 6 1.
Proof. Using the telescopic argument (cf. (2.3.16)) yields
‖T nh‖2 6 ‖h‖2 + nαT (h), n ∈ N, h ∈ H.
Hence, αT (h) > 0 and lim supn→∞ ‖T nh‖1/n 6 1 for all h ∈ H. Applying [27,
Corollary 3], we conclude that r(T ) 6 1. 
We show below that if the operator D in Theorem 3.1.5 is nonzero, then the
spectral radius of T is equal to 1. The case D = 0 is discussed in Theorem 3.4.4.
Proposition 3.1.7. Let T ∈ B(H) be a conditionally positive definite operator
satisfying (3.1.17). Suppose that 1(1−x)2 ∈ L1(F ) and D 6= 0, where F is as in Theo-
rem 3.1.1(ii) and D := (wot) limn→∞(T ∗(n+1)T n+1 − T ∗nT n). Then r(T ) = 1.
Proof. By the statements (iii) and (iv) of Theorem 3.1.5, the pair (D,F )
satisfies the condition (ii) of this theorem and D > 0. Hence 〈Dh0, h0〉 > 0 for
some h0 ∈ H. In view of Lebesgue’s monotone convergence theorem, the sequence
{∫[0,1) 1−xn(1−x)2 〈F (dx)h0, h0〉}∞n=0 converges to ∫[0,1) 1(1−x)2 〈F (dx)h0, h0〉. Because the
last integral is finite, we infer from the equality (ii-c) of Theorem 3.1.5 that there
exists n0 ∈ N such that
‖T nh0‖2
n
=
‖h0‖2 −
∫
[0,1)
1−xn
(1−x)2 〈F (dx)h0, h0〉
n
+ 〈Dh0, h0〉
>
1
2
〈Dh0, h0〉, n > n0.
Combined with Gelfand’s formula for spectral radius, this implies that
r(T ) > lim sup
n→∞
‖T nh0‖1/n
n1/2n
> 1.
Therefore applying Proposition 3.1.6 yields r(T ) = 1. 
It follows from Theorem 3.1.5(ii-c) that if T ∈ B(H) is a conditionally pos-
itive definite operator satisfying (3.1.17), then there exists α ∈ R+ such that
‖T n‖ 6 α√n for all n ∈ N. Proposition 3.1.8 below shows that the powers of
a conditionally positive definite operator with spectral radius less than or equal to
1 have polynomial growth of degree at most 1. According to Proposition 4.3.1 and
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Remark 4.3.3d) there are conditionally positive definite operators having exactly
polynomial growth of degree 1. Observe that a subnormal operator of polynomial
growth of arbitrary degree, being normaloid (see (1.2.2)) is a contraction, that
is, it is either a zero operator or it has exactly polynomial growth of degree 0.
Proposition 3.1.8 can be deduced from Proposition 2.2.10 and Gelfand’s formula
for spectral radius.
Proposition 3.1.8. Let T ∈ B(H) be a conditionally positive definite operator
with the representing triplet (B,C, F ). Then the following conditions are equivalent:
(i) there exists α ∈ R+ such that
‖T n‖ 6 α · n, n ∈ N, (3.1.18)
(ii) r(T ) 6 1,
(iii) supp(F ) ⊆ [0, 1].
Moreover, (iii) implies (3.1.18) with α =
√
1 + ‖B‖+ ‖C‖+ ‖F ([0, 1])‖.
3.2. A dilation representation. First, we adapt Agler’s hereditary func-
tional calculus [1, 47, 26] to our needs. For T ∈ B(H), we set
p〈T 〉 =
∑
i>0
αiT
∗iT i for p =
∑
i>0
αiX
i ∈ C[X ]. (3.2.1)
In particular, we have (see (1.2.3))
Bm(T ) = (1−X)m〈T 〉, m ∈ Z+. (3.2.2)
The map C[X ] ∋ p 7→ p〈T 〉 ∈ B(H) is linear but in general not multiplicative (e.g.,
if T ∈ B(H) is a nilpotent operator with index of nilpotency 2 and p = X− 1, then
p〈T 〉2 6= (p2)〈T 〉). However, it has the following property.
The map p 7→ p〈T 〉 is a unique linear map from C[X ] to B(H) such
that X0〈T 〉 = I and (Xp)〈T 〉 = T ∗p〈T 〉T for all p ∈ C[X ]. (3.2.3)
There is another way of defining p〈T 〉. Namely, let us consider the elementary
operator ∇T : B(H)→ B(H) defined by ∇T (A) = T ∗AT for A ∈ B(H). It is then
easily seen that p〈T 〉 = p(∇T )(I) for any p ∈ C[X ] and by (3.2.3),
p(∇T )(q〈T 〉) = ((pq)(∇T )) (I) = (pq)〈T 〉, p, q ∈ C[X ]. (3.2.4)
Although the map C[X ] ∋ p 7→ p〈T 〉 ∈ B(H) is not multiplicative, it does have a
property that resembles multiplicativity.
Lemma 3.2.1. Let T ∈ B(H) and q0 ∈ C[X ]. Then the set
I = {q ∈ C[X ] : (q0q)〈T 〉 = 0}
is a principal ideal in C[X ], that is, I = {pw : p ∈ C[X ]} for some w ∈ C[X ].
Moreover, if q0 = q
∗
0 , then w can be chosen to satisfy w
∗ = w.
Proof. First note that I is an ideal. Indeed, if q ∈ I and p ∈ C[X ], then
0 = p(∇T )
((
q0q
)〈T 〉) (3.2.4)= (q0pq)〈T 〉.
By [34, Theorem III.3.9], I is a principal ideal in C[X ]. That w can be chosen to
satisfy w∗ = w, follows from the fact that (p〈T 〉)∗ = (p∗〈T 〉) for all p ∈ C[X ]. 
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Remark 3.2.2. It follows from (3.2.2) and Lemma 3.2.1 that if T ∈ B(H) is
an m-isometry, that is (1 −X)m〈T 〉 = Bm(T ) = 0, then ((1 −X)mq)〈T 〉 = 0 for
every q ∈ C[X ]; in particular, Bk(T ) = (1 − X)k〈T 〉 = 0 for all k > m, which
means that T is a k-isometry for all k > m (see [3, p. 389, line 6]). ♦
Given a ∈ C, we define the linear transformation Da : C[X ]→ C[X ] by
Dap =
p− p(a)
X − a , p ∈ C[X ].
Using the Taylor’s series expansion about the point a, it is easily seen that the
transformation Da is well defined and (p
′(a) stands for the derivative of p at a)
D
2
ap =
p− p(a)− p′(a)(X − a)
(X − a)2 , a ∈ C, p ∈ C[X ]. (3.2.5)
It is a simple matter to verify that for each p ∈ C[X ], Dnap = 0 whenever n > deg p.
The following lemma will be used in some proofs of subsequent results.
Lemma 3.2.3. The following assertions hold:
(a) if K is a Hilbert space, S ∈ B(K)+, E is the spectral measure of S and
M is a vector subspace of K, then∨{
E(∆)M : ∆ ∈ B(R+)
}
=
∨
{SnM : n ∈ Z+}, (3.2.6)
(b) if for i = 1, 2, (Ki, Ri, Si) consists of a Hilbert space Ki and operators Ri ∈
B(H,Ki) and Si ∈ B(Ki)+ such that Ki =
∨{Sni R(Ri) : n ∈ Z+} and
R∗1Sn1R1 = R∗2Sn2R2 for all n ∈ Z+, then there exists a (unique) unitary
isomorphism U ∈ B(K1,K2) such that UR1 = R2 and US1 = S2U ; in
particular, σ(S1) = σ(S2) and ‖S1‖ = ‖S2‖.
Proof. (a) Since S is bounded, E(R+ \ [0, r]) = 0, where r := ‖S‖. Take a
vector g ∈ K. Then g is orthogonal to the right-hand side of (3.2.6) if and only if
0 = 〈Snh, g〉 =
∫
[0,r]
xn〈E(dx)h, g〉, n ∈ Z+, h ∈ M . (3.2.7)
It follows from the Weierstrass approximation theorem and the uniqueness part of
the Riesz representation theorem (see [54, Theorem 6.19]) that (3.2.7) holds if and
only if 〈E(∆)h, g〉 = 0 for all ∆ ∈ B(R+) and h ∈ M , or equivalently if and only
if g is orthogonal to the left-hand side of (3.2.6). This implies (3.2.6).
(b) It is easily seen that there exists a unique unitary isomorphism U ∈
B(K1,K2) such that USn1R1h = Sn2R2h for all h ∈ H and n ∈ Z+. It is a matter of
routine to verify that U has the desired properties. This completes the proof. 
For the reader’s convenience, we recall a version of the Naimark dilation theo-
rem needed in this paper.
Theorem 3.2.4 ([48, Theorem 6.4]). If M : B(R+)→ B(H) is a semispectral
measure, then there exist a Hilbert space K, an operator R ∈ B(H,K) and a spectral
measure E : B(R+)→ B(K) such that
M(∆) = R∗E(∆)R, ∆ ∈ B(R+), (3.2.8)
K =
∨{
E(∆)R(R) : ∆ ∈ B(R+)
}
. (3.2.9)
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We are now ready to give a dilation representation for conditionally positive
definite operators and relate their spectral radii to the norms of positive operators
appearing in this representation. Dilation representations for complete hypercon-
tractions and complete hyperexpansions were given in [35] and afterwards general-
ized to the case of complete hypercontractions of finite order in [20]. All aforesaid
representations were built over the closed interval [0, 1]. What is more, the dilation
representation for complete hypercontractions of order 2 (which are very particular
instances of conditionally positive definite operators) was proved under a restric-
tive assumption on the representing semispectral measure (see [20, Theorem 4.20]).
Below we use the convention (1.2.1).
Theorem 3.2.5. Let T ∈ B(H). Then the following conditions are equivalent:
(i) T is conditionally positive definite,
(ii) there exists a semispectral measure M : B(R+) → B(H) with compact
support such that
p〈T 〉 = p(1)I − p′(1)B1(T ) +
∫
R+
(D21p)(x)M(dx), p ∈ C[X ], (3.2.10)
(iii) there exist a Hilbert space K, R ∈ B(H,K) and S ∈ B(K)+ such that
p〈T 〉 = p(1)I − p′(1)B1(T ) +R∗(D21p)(S)R, p ∈ C[X ], (3.2.11)
(iv) there exist a Hilbert space K, R ∈ B(H,K) and S ∈ B(K)+ such that
(3.2.11) holds and
K =
∨
{SnR(R) : n ∈ Z+}. (3.2.12)
Moreover, if any of the conditions (i)-(iv) holds, then
(a) the semispectral measure M in (ii) is unique,
(b) if (B,C, F ) represents T , then B + C = −B1(T ), C = 12M({1}) and
F (∆) = (1− χ∆(1))M(∆), ∆ ∈ B(R+), (3.2.13)
(c) if (K, R, S) is as in (iv), then
σ(S) = supp(M) and ‖S‖ = max{0, sup supp(M)} 6 r(T )2. (3.2.14)
Proof. (i)⇒(ii) By Theorem 3.1.1, T has a representing triplet (B,C, F ).
Define the compactly supported semispectral measure M : B(R+)→ B(H) by
M(∆) = F (∆) + 2χ∆(1)C, ∆ ∈ B(R+).
Using (3.1.2) and the fact that Qn(1) =
n(n−1)
2 (see (2.2.1)), we deduce that
T ∗nT n = I + n(B + C) +
∫
R+
Qn(x)M(dx), n ∈ Z+. (3.2.15)
Since Q1 = 0, substituting n = 1 into (3.2.15) yields B + C = −B1(T ). Hence
T ∗nT n = I − nB1(T ) +
∫
R+
Qn(x)M(dx), n ∈ Z+. (3.2.16)
Suppose p ∈ C[X ] is of the form p = ∑n>0 αnXn, where αn ∈ C. Multiplying
(3.2.16) by αn and summing with respect to n, gives
p〈T 〉 (3.2.1)= p(1)I − p′(1)B1(T ) +
∫
R+
∑
n>0
αnQn(x)M(dx). (3.2.17)
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Notice that ∑
n>0
αnQn(x)
(2.2.2)
=
∑
n>0
αn
xn − 1− n(x− 1)
(x− 1)2
(3.2.5)
= (D21p)(x), x ∈ R \ {1}. (3.2.18)
Combining (3.2.17) with (3.2.18) gives (3.2.10).
(ii)⇒(i) Substituting the polynomial p = Xn into (3.2.10) and using (2.2.2),
(3.2.5), (3.2.1) and the fact that Qn(1) =
n(n−1)
2 , we get
T ∗nT n = I − nB1(T ) +
∫
R+
Qn(x)M(dx)
= I − nB1(T ) +Qn(1)M({1}) +
∫
R+
Qn(x)F (dx)
= I − n
(
B1(T ) +
1
2
M({1})
)
+
n2
2
M({1}) +
∫
R+
Qn(x)F (dx), n ∈ Z+, (3.2.19)
where F : B(R+)→ B(H) is the compactly supported semispectral measure given
by (3.2.13). Hence, by Theorem 3.1.1, T is conditionally positive definite. What is
more, using (3.2.13), (3.2.19) and the uniqueness of representing triplets, we easily
verify that (a) and (b) hold.
(ii)⇒(iv) By Theorem 3.2.4, there exists a triplet (K, R,E) satisfying (3.2.8)
and (3.2.9). Notice that the measure E is compactly supported. This is a direct
consequence of the identity supp(M) = supp(E), which follows from (3.2.8) and
(3.2.9) (see the proof of [35, Theorem 4.4]). Set S =
∫
R+
xE(dx). Since E is
compactly supported in R+, the operator S is bounded and positive (see [56, The-
orem 5.9]). Applying the Stone-von Neumann functional calculus (cf. [12, 56] and
[65]), we deduce from (3.2.10) that the triplet (K, R, S) satisfies (3.2.11). Using
(3.2.9) and Lemma 3.2.3(a), we get (3.2.12), which yields (iv).
(iv)⇒(iii) This is obvious.
(iii)⇒(ii) Applying the Stone-von Neumann functional calculus to (3.2.11)
yields (ii) with the semispectral measure M defined by (3.2.8), where E is the
spectral measure of S.
It remains to prove (c). Suppose that (K, R, S) is as in (iv). If K = {0}, then
by (3.2.10), (3.2.11) and (a), we deduce thatM = 0 which gives (3.2.14). Therefore
we can assume that K 6= {0}. According to the proof of the implication (iv)⇒(ii),
we see that the semispectral measureM is given by (3.2.8), where E is the spectral
measure of S. In view of (3.2.12) and Lemma 3.2.3(a), (K, R,E) satisfies (3.2.9),
and so M 6= 0. As mentioned above, supp(M) = supp(E). Combined with [56,
Theorem 5.9, Proposition 5.10], this implies that
σ(S) = supp(M) and ‖S‖ = supσ(S) = sup supp(M).
Thus it suffices to show that sup supp(M) 6 r(T )2. Let (B,C, F ) be the repre-
senting triplet of T . Set ϑ = sup supp(F ). Since supp(F ) is compact, we see that
ϑ ∈ {−∞} ∪ R+. We now consider three possible cases that are logically disjoint.
The possibility that ϑ = −∞ (equivalently, supp(F ) = ∅) may happen only in Case
2 (see Corollary 3.2.7 and Remark 4.3.3d)).
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Case 1. ϑ > 1.
Then the following equalities hold
r(T )2
(3.1.5)
= sup supp(F )
(b)
= sup supp(M).
Case 2. ϑ < 1 and C 6= 0.
According to (3.1.4), r(T ) > 1. Since ϑ < 1, we obtain
sup supp(M)
(b)
= 1 6 r(T )2.
Case 3. ϑ < 1 and C = 0.
First observe that by (b), ϑ = sup supp(M). It follows from (3.1.3) that ϑ 6
r(T )2, hence sup supp(M) 6 r(T )2. This completes the proof. 
Corollary 3.2.6. Suppose T ∈ B(H) is a conditionally positive definite op-
erator and (K, R, S) is as in Theorem 3.2.5(iv). If 1 is an accumulation point of
σ(S) ∩ (0, 1) or if σ(S) ∩ (1,∞) 6= ∅, then r(T )2 = ‖S‖.
Proof. Let (B,C, F ) be the representing triplet of T and let M be as in
Theorem 3.2.5(ii). Suppose first that 1 is an accumulation point of σ(S) ∩ (0, 1).
It follows from the first equality in (3.2.14) and (3.2.13) that supp(M) = supp(F )
and 1 ∈ supp(F ), so by the second equality in (3.2.14), we have
‖S‖ = sup supp(F ) > 1.
In turn, if σ(S)∩(1,∞) 6= ∅, then again by the first equality in (3.2.14) and (3.2.13),
1 < supσ(S) = sup supp(M) = sup supp(F ).
In both cases, an application of (3.1.5) and supσ(S) = ‖S‖ yields r(T )2 = ‖S‖. 
The next corollary enables as to determine the mass of the measure M at the
point 0 provided the conditionally positive definite operator has the spectral radius
less than or equal to 1.
Corollary 3.2.7. Suppose T ∈ B(H) is a conditionally positive definite op-
erator and M is as in Theorem 3.2.5(ii). Then
Bm(T ) =
∫
R+
(1− x)m−2M(dx), m ≥ 2. (3.2.20)
In particular, the following assertions hold:
(i) B2k(T ) > 0 for all k ∈ Z+,
(ii) if r(T ) 6 1, then Bm(T ) > 0 for all m ∈ Z+ \ {1},
(iii) if r(T ) 6 1, then the sequence {Bm(T )}∞m=2 is monotonically decreasing
and convergent to M({0}) in the strong operator topology.
Proof. Fix an integer m > 2 and set p = (1−X)m. Then by (3.2.5) we have
D
2
1p = (1 −X)m−2. Applying (3.2.2) and Theorem 3.2.5(ii), we get (3.2.20). The
assertion (i) is immediate from (3.2.20), while the assertions (ii) and (iii) can be
deduced from (3.1.3), (3.2.13) and Lebesgue’s dominated convergence theorem. 
Concluding this subsection, we make a few remarks related to Theorem 3.2.5
and Corollary 3.2.7.
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Remark 3.2.8. a) Let us begin by discussing in more detail the relationship
between r(T ) and ϑ = sup supp(F ), where T ∈ B(H) is a conditionally positive
definite operator and (B,C, F ) represents T . As in the proof of Theorem 3.2.5(c),
we consider three cases. If ϑ > 1, then by (3.1.5), 1 6 ϑ = r(T )2. If ϑ < 1 and
C 6= 0, then by (3.1.4), ϑ < 1 6 r(T )2.
Suppose now that ϑ < 1 and C = 0. First, we consider the subcase when
D := B +
∫
R+
1
1−xF (dx) 6= 0. Then, there exists h0 ∈ H such that η(h0) :=
〈Dh0, h0〉 6= 0. According to (3.1.2), we have
‖T nh0‖2 = n
(‖h0‖2
n
+ 〈Bh0, h0〉+
∫
R+
Qn(x)
n
〈F (dx)h0, h0〉
)
, n ∈ N. (3.2.21)
By assumption that ϑ < 1, we infer from (2.2.4), (2.2.5) and Lebesgue’s monotone
convergence theorem that
〈Bh0, h0〉+
∫
R+
Qn(x)
n
〈F (dx)h0, h0〉 −→ η(h0) as n→∞.
Since η(h0) 6= 0, we deduce from (3.2.21) that η(h0) > 0 and so by Gelfand’s
formula for spectral radius we obtain
r(T )2 > lim sup
n→∞
‖T nh0‖2/n > 1 > ϑ.
It remains to consider the subcase when D = 0. Then by (1.2.2), (3.1.3) and
Theorem 3.4.4(v), T is subnormal and ϑ 6 r(T )2 = ‖T ‖2 6 1 (see Example 4.3.6
and Remark 4.3.7 for the continuation of this discussion).
b) It follows from the assertions (a) and (c) of Theorem 3.2.5 that σ(S) does not
depend on a triplet (K, R, S) satisfying (3.2.11) and (3.2.12). This fact can be also
deduced from Lemma 3.2.3(b) by applying (3.2.11) and (3.2.5) to the polynomials
p = (X − 1)2Xn, where n ∈ Z+.
c) Concerning (3.2.14), observe that if T ∈ B(H) is a 2-isometry and H 6=
{0}, then T is conditionally positive definite and 1 = r(T )2 > ‖S‖ = 0 (use
Proposition 4.3.1, (3.2.14) and [3, Lemma 1.21]).
d) Regarding Corollary 3.2.7 (see also Proposition 3.3.5), it is worth recalling a
result due to Agler saying that an operator T ∈ B(H) is a subnormal contraction
if and only if Bm(T ) > 0 for all m ∈ Z+ (see [1, Theorem 3.1]). Recently Gu
has shown that Bm(T ) > 0 implies Bm−1(T ) > 0 for all positive odd integers m
(see [31, Theorem 2.5]). It turns out that there are non-subnormal conditionally
positive definite operators T with r(T ) = 1, so by Corollary 3.2.7(ii) for such T ’s,
Bm(T ) > 0 if and only if m ∈ Z+ \ {1} (see e.g., Example 4.3.6; cf. also [19,
Section 9]). ♦
3.3. A simplified representation with applications. First, following
Proposition 3.1.4, we simplify the previous representations of conditionally posi-
tive definite operators.
Theorem 3.3.1. For T ∈ B(H), the following conditions are equivalent:
(i) T is conditionally positive definite,
(ii) there exists a semispectral measure M : B(R+) → B(H) with compact
support such that
((X − 1)2q)〈T 〉 =
∫
R+
q(x)M(dx), q ∈ C[X ], (3.3.1)
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(ii′) there exist a Hilbert space K, R ∈ B(H,K) and S ∈ B(K)+ such that
((X − 1)2q)〈T 〉 = R∗q(S)R, q ∈ C[X ], (3.3.2)
(iii) there exists a semispectral measure M : B(R+) → B(H) with compact
support such that
T ∗nB2(T )T n =
∫
R+
xnM(dx), n ∈ Z+, (3.3.3)
(iii′) there exist a Hilbert space K, R ∈ B(H,K) and S ∈ B(K)+ such that
T ∗nB2(T )T n = R∗SnR, n ∈ Z+. (3.3.4)
Moreover, the measures in (ii) and (iii) are unique and coincide with that in Theo-
rem 3.2.5(ii); the triplets (K, R, S) in (ii′) and (iii′) can be chosen to satisfy (3.2.12).
Proof. (i)⇒(ii′) Applying the implication (i)⇒(iv) of Theorem 3.2.5 to the
polynomial p = (X − 1)2q and using (3.2.5), we get a triplet (K, R, S) satisfying
(3.3.2) and (3.2.12).
(ii′)⇒(i) It follows from (3.2.5) that
p = p(1) + p′(1)(X − 1) + (X − 1)2D21p, p ∈ C[X ].
Since the mapping p 7→ p〈T 〉 is linear, we obtain
p〈T 〉 = p(1)I − p′(1)B1(T ) +
(
(X − 1)2D21p
)
〈T 〉
(3.3.2)
= p(1)I − p′(1)B1(T ) +R∗(D21p)(S)R, p ∈ C[X ],
which means that (3.2.11) holds. Applying Theorem 3.2.5 gives (i).
(ii′)⇔(iii′) One can easily check that these two conditions are equivalent with
the same triplet (K, R, S) (use (3.2.2) and (3.2.4)). This together with the first
paragraph of this proof justifies the second statement of the “moreover” part.
Arguing as in the proof of the equivalence (ii)⇔(iv) of Theorem 3.2.5, we de-
duce that the equivalences (ii)⇔(ii′) and (iii)⇔(iii′) hold. The first statement of the
“moreover” part can be inferred from Theorem 3.2.5(a) by observing that the con-
ditions (3.2.10), (3.3.1) and (3.3.3) are equivalent (cf. the proof of the equivalence
(i)⇔(ii′)). This completes the proof. 
Many classes of operators are closed under the operation of taking powers.
Among them are the classes of normaloid, subnormal, k-isometric, k-expansive,
completely hyperexpansive and alternatingly hyperexpansive operators (see [30, p.
99], [35, Theorem 2.3] and [29, Theorem 2.3]). On the other hand, the class of
hyponormal operators does not share this property (see [32, Problem 209]). As the
first application of Theorem 3.3.1, we show that the class of conditionally positive
definite operators does share this property. We also describe the semispectral and
the dilation representations for powers of conditionally positive definite operators.
Proposition 3.3.2. Suppose that T ∈ B(H) is a conditionally positive definite
operator and i ∈ N \ {1}. Then
(i) T i is conditionally positive definite,
(ii) if M and Mi are semispectral measures that correspond respectively to T
and T i via Theorem 3.2.5(ii), then
Mi(∆) = M˜i(ψ
−1
i (∆)), ∆ ∈ B(R+), (3.3.5)
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where M˜i : B(R+)→ B(H) is the semispectral measure defined by
M˜i(∆) =
∫
∆
(1 + x+ . . .+ xi−1)2M(dx), ∆ ∈ B(R+), (3.3.6)
and ψi : R+ → R+ is given by ψi(x) = xi for x ∈ R+,
(iii) the representing triplet (Bi, Ci, Fi) of T
i can be described by applying The-
orem 3.2.5(b) to Mi in place of M ,
(iv) if (K, R, S) is as in Theorem 3.2.5(iv), then the triplet (K, Ri, Si) with
Ri := (I + S + . . .+ S
i−1)R, (3.3.7)
corresponds to T i via Theorem 3.2.5(iv).
Proof. (i)&(ii) First, it is easily seen that
B2(T
i) = (1−X i)2〈T 〉. (3.3.8)
Let M be as in Theorem 3.2.5(ii). By the “moreover” part of Theorem 3.3.1, M
satisfies (3.3.1). Clearly, the set functions M˜i andMi defined by (3.3.6) and (3.3.5),
respectively, are semispectral measures that are compactly supported. Applying
(1.2.4) and the measure transport theorem, we get
(T i)∗nB2(T i)(T i)n
(3.3.8)
= (∇T )in
(
(1 −X i)2〈T 〉)
(3.2.4)
=
(
X in(1−X i)2) 〈T 〉
=
(
X in(1 +X + . . .+X i−1)2(1−X)2) 〈T 〉
(3.3.1)
=
∫
R+
xin(1 + x+ . . .+ xi−1)2M(dx)
=
∫
R+
ψi(x)
nM˜i(dx)
=
∫
R+
tnMi(dt), n ∈ Z+.
Using Theorem 3.3.1(iii) and the “moreover” part of this theorem, we see that (i)
and (ii) hold.
(iii) Obvious.
(iv) Let (K, R, S) be as in Theorem 3.2.5(iv). Denote by ES and ESi the
spectral measures of S and Si, respectively. In view of [12, Theorem 6.6.4], we have
ESi(∆) = ES(ψ
−1
i (∆)), ∆ ∈ B(R+). (3.3.9)
According to the proof of the implication (iii)⇒(ii) of Theorem 3.2.5,
M(∆) = R∗ES(∆)R, ∆ ∈ B(R+). (3.3.10)
It follows from (3.2.12) and Lemma 3.2.3(a) that
K =
∨{
ES(∆)R(R) : ∆ ∈ B(R+)
}
. (3.3.11)
Define the function ζi : R+ → R+ by ζi(x) = 1 + x + . . .+ xi−1 for x ∈ R+. Using
(3.3.5) and (3.3.6) and applying the Stone-von Neumann functional calculus, we get
〈Mi(∆)h, h〉 =
〈∫
ψ−1
i
(∆)
ζi(x)
2M(dx)h, h
〉
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(1.2.4)
=
∫
ψ−1
i
(∆)
ζi(x)
2〈M(dx)h, h〉
(3.3.10)
=
∫
ψ−1i (∆)
ζi(x)
2
〈
R∗ES(dx)Rh, h
〉
=
〈
R∗
∫
R+
χψ−1
i
(∆)(x)ζi(x)
2ES(dx)Rh, h
〉
=
〈
R∗
∫
R+
ζi(x)ES(dx)ES(ψ
−1
i (∆))
∫
R+
ζi(x)ES(dx)Rh, h
〉
(3.3.9)
=
〈
R∗(I + S + . . .+ Si−1)ESi(∆)(I + S + . . .+ Si−1)Rh, h
〉
(3.3.7)
= 〈R∗iESi(∆)Rih, h〉, h ∈ H, ∆ ∈ B(R+). (3.3.12)
Since the operator I +S+ . . .+Si−1 commutes with ES and is invertible in B(K),
we obtain∨{
ESi(∆)R(Ri) : ∆ ∈ B(R+)
}
(3.3.7)&(3.3.9)
=
∨{
(I + S + . . .+ Si−1)ES(ψ−1i (∆))R(R) : ∆ ∈ B(R+)
}
= (I + S + . . .+ Si−1)
∨{
ES(ψ
−1
i (∆))R(R) : ∆ ∈ B(R+)
}
= (I + S + . . .+ Si−1)
∨{
ES(∆)R(R) : ∆ ∈ B(R+)
} (3.3.11)
= K.
Hence, by Lemma 3.2.3(a),
∨{(Si)nR(Ri) : n ∈ Z+} = K. Using (ii) and (3.3.12)
and applying the Stone-von Neumann functional calculus to the operator Si, we
verify that the equalities (3.2.11) and (3.2.12) hold with (T i, Ri, S
i) in place of
(T,R, S). This shows (iv) and completes the proof. 
The following corollary extends the formula (3.2.20) of Corollary 3.2.7 to the
case of powers of conditionally positive definite operators.
Corollary 3.3.3. Suppose T ∈ B(H) is a conditionally positive definite op-
erator and M is as in Theorem 3.2.5(ii). Then
Bm(T
i) =
∫
R+
(1− xi)m−2(1 + x+ . . .+ xi−1)2M(dx), m ≥ 2, i > 1. (3.3.13)
Proof. In view of Corollary 3.2.7, it suffices to consider the case i > 2. By the
assertions (i) and (ii) of Proposition 3.3.2, T i is conditionally positive definite and
the semispectral measure Mi corresponding to T
i via Theorem 3.2.5(ii) is given by
(3.3.5) and (3.3.6). Using (1.2.4) and the measure transport theorem, we obtain
for any Borel function f : R+ → C, f ∈ L1(Mi) ⇐⇒ f ◦ ψi ∈ L1(M˜i),∫
R+
fdMi =
∫
R+
f(xi)(1 + x+ . . .+ xi−1)2M(dx), f ∈ L1(Mi). (3.3.14)
Applying (3.2.20) to T i and (3.3.14) to f(x) = (1 − x)m−2, we get (3.3.13). 
As the second application of Theorem 3.3.1, we give a characterization of con-
ditionally positive definite operators of class Q (a class of operators having upper
triangular 2× 2 block matrix form) by using the Taylor spectrum approach devel-
oped in [19]. We also describe the semispectral and the dilation representations
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for such operators. According to Corollary 3.2.7(i), B2k(T ) > 0 for all k ∈ Z+
whenever T is conditionally positive definite. We will show in Proposition 3.3.5
below that the single inequality B2k(T ) > 0 with k > 1 completely characterizes
conditionally positive definite operators of class Q. Following [19], we say that
T ∈ B(H) is of class Q if it has a block matrix form
T =
[
V E
0 Q
]
with respect to an orthogonal decomposition H = H1 ⊕H2, where H1 and H2 are
nonzero Hilbert spaces and V ∈ B(H1), E ∈ B(H2,H1) and Q ∈ B(H2) satisfy
V ∗V = I, V ∗E = 0, QE∗E = E∗EQ and QQ∗Q = Q∗QQ. (3.3.15)
(In particular, by the square root theorem |Q| and |E| commute.) If this is the
case, we write T =
[
V E
0 Q
] ∈ QH1,H2 . The Taylor spectrum of a pair (T1, T2) of
commuting operators T1, T2 ∈ B(H) is denoted by σ(T1, T2). It is worth pointing
out that in view of [19, Theorem 3.3] for any nonempty compact subset Γ of R2+
and any separable infinite dimensional Hilbert space H2, there exist a nonzero
Hilbert space H1 and T =
[
V E
0 Q
] ∈ QH1,H2 (relative to H = H1 ⊕ H2) such that
σ(|Q|, |E|) = Γ . This important fact enables us to find the spectral region for
conditional positive definiteness of operators of class Q (see Proposition 3.3.5 and
Figure 1). For a more thorough discussion of these topics the reader is referred
to [19]. Before stating Proposition 3.3.5, we prove an auxiliary lemma which is of
some independent interest.
Lemma 3.3.4. Let A,B ∈ B(H) be two commuting normal operators. Then
N (AB) = N (A) + N (B), (3.3.16)
R(AB) = R(A) ∩R(B). (3.3.17)
Proof. Let G : B(C2) → B(H) be the joint spectral measure of (A,B) (see
[56, Theorem 5.21]). Since G({(0, 0)}) 6 G(C × {0}) and thus R(G({(0, 0)})) ⊆
R(G(C× {0})), we obtain
R(G(C× {0})) = R(G({(0, 0)})) + R(G(C× {0})). (3.3.18)
Applying the Stone-von Neumann functional calculus and (3.3.18) yields
N (AB) = N
(∫
C2
z1z2dG(z1, z2)
)
= N (G({(z1, z2) ∈ C2 : z1z2 6= 0}))
= R(G({(z1, z2) ∈ C2 : z1z2 = 0}))
= R(G({0} × C∗)) + R(G(C× {0}))
= R(G({0} × C∗)) + R(G({(0, 0)})) + R(G(C× {0}))
= R(G({0} × C)) + R(G(C× {0})), (3.3.19)
where C∗ := C \ {0}. Similarly,
N (A) = N
( ∫
C2
z1dG(z1, z2)
)
= R(G({0} × C)), (3.3.20)
N (B) = N
( ∫
C2
z2dG(z1, z2)
)
= R(G(C× {0})). (3.3.21)
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Combining (3.3.19) with (3.3.20) and (3.3.21), we get (3.3.16). Finally, applying
(3.3.16) to the adjoints of A and B and taking orthocomplements gives (3.3.17). 
Proposition 3.3.5. Suppose that T =
[
V E
0 Q
] ∈ QH1,H2 . Then the following
conditions are equivalent:
(i) T is conditionally positive definite,
(ii) σ(|Q|, |E|) ⊆ {(s, t) ∈ R2+ : s2 + t2 6 1} ∪ ([1,∞)× R+),
(iii) B2k(T ) > 0 for every (equivalently, for some) k ∈ N.
Moreover, if T is conditionally positive definite, then the following assertions hold:
(a) A := (I − |Q|2 − |E|2)(I − |Q|2) ∈ B(H2)+, A commutes with |Q| and
M(∆) = 0⊕
√
AP|Q|2(∆)
√
A, ∆ ∈ B(R+), (3.3.22)
whereM is as in Theorem 3.2.5(ii) and P|Q|2 is the spectral measure of |Q|2,
(b) the representing triplet (B,C, F ) of T is described by Theorem 3.2.5(b),
(c) the triplet (K, R, S) defined below corresponds to T via Theorem 3.2.5(iv):
K := R(A) = R(I − |Q|2 − |E|2) ∩R(I − |Q|), (3.3.23)
R(h1 ⊕ h2) :=
√
Ah2, h1 ∈ H1, h2 ∈ H2, (3.3.24)
S :=
(|Q|∣∣K)2 (K reduces |Q|).
Proof. (i)⇔(ii) Using [19, Proposition 3.10], one can check that
T ∗nB2(T )T n =
[
0 0
0 Q∗nAQn
]
, n ∈ Z+. (3.3.25)
By the square root theorem and (3.3.15), the operators Q, |Q| and |E| commute.
Combined with [19, (19)], this implies that A = A∗ and
Q∗nAQn = Q∗nQnA = |Q|2nA =
∫
R2
+
τndG, n ∈ Z+, (3.3.26)
where G is the joint spectral measure of (|Q|, |E|) and τn : R2+ → R is given by
τn(s, t) = (1− s2 − t2)(1 − s2)s2n, s, t ∈ R2+, n ∈ Z+. (3.3.27)
It follows from Proposition 3.1.4, [13, Theorem 2], (3.3.25) and (3.3.26) that T is
conditionally positive definite if and only if {∫ τn(s, t)〈G(ds, dt)h, h〉}∞n=0 is a Stielt-
jes moment sequence for every h ∈ H2. By [19, Theorem 2.1(i) & Lemma 4.10],
the latter holds if and only if σ(|Q|, |E|) ⊆ Ξ, where
Ξ :=
{
(s, t) ∈ R2+ : {τn(s, t)}∞n=0 is a Stieltjes moment sequence
}
.
In view of (3.3.27), it is easily seen that
Ξ = {(s, t) ∈ R2+ : (1− s2 − t2)(1− s2) > 0}
= {(s, t) ∈ R2+ : s2 + t2 6 1} ∪ ([1,∞)× R+),
which shows that (i) and (ii) are equivalent.
(ii)⇔(iii) This equivalence is a direct consequence of [19, Theorem 9.2(i)].
We now prove the “moreover” part. Assume that (i) holds.
(a) Applying the spectral mapping theorem (see e.g., [19, Theorem 2.1]), we get
σ(A)
(3.3.27)
= σ(τ0(|Q|, |E|)) = τ0(σ(|Q|, |E|)) ⊆ R+,
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which together with A = A∗ implies that A ∈ B(H2)+. Now, it is clear that the
set function M : B(R+) → B(H) defined by (3.3.22) is a semispectral measure
with compact support. Since |E| commutes with |Q|, so does A. Using this fact
and applying the Stone-von Neumann functional calculus, we deduce from (3.3.25),
(3.3.26) and the square root theorem that
〈T ∗nB2(T )T nh, h〉 = 〈Q∗nAQnh2, h2〉
= ‖(|Q|2)n/2
√
Ah2‖2
=
∫
R+
xn〈
√
AP|Q|2(dx)
√
Ah2, h2〉
=
∫
R+
xn〈M(dx)h, h〉,
(1.2.4)
=
〈∫
R+
xnM(dx)h, h
〉
, h = h1 ⊕ h2 ∈ H, n ∈ Z+.
This shows that the condition (iii) of Theorem 3.3.1 holds. Applying the “moreover”
part of this theorem completes the proof of (a).
(b) Obvious.
(c) First, note that by (3.3.24),
R(R) = R(
√
A) = R(A) = K, (3.3.28)
so R is well defined. Since A commutes with |Q|, we see that K reduces |Q|, and
thus S =
(|Q|∣∣K)2 ∈ B(K)+. Moreover, K reduces P|Q|2 to the spectral measure
PS of S. Using (3.3.22), (3.3.24) and (3.3.28), we easily obtain
M(∆) = R∗PS(∆)R, ∆ ∈ B(R+),
K =
∨{
PS(∆)R(R) : ∆ ∈ B(R+)
}
.
Therefore, in view of the proof of the implication (ii)⇒(iv) of Theorem 3.2.5, the
triplet (K, R, S) satisfies the condition (iv) of Theorem 3.2.5.
It remains to prove the second equality in (3.3.23). To do this, first observe
that N (I − |Q|2) = N (I − |Q|), which implies that R(I − |Q|2) = R(I − |Q|).
From this and Lemma 3.3.4 it follows easily that the second equality in (3.3.23)
holds. This completes the proof. 
Corollary 3.3.6. Suppose that T =
[
V E
0 Q
] ∈ QH1,H2 is conditionally positive
definite and S is as in Proposition 3.3.5(c). Then the following conditions are
equivalent:
(i) S = |Q|2,
(ii) 1 /∈ σp(|Q|2 + |E|2) and 1 /∈ σp(|Q|).
Regarding Proposition 3.3.5, it is worth mentioning that in view of [19, Theo-
rem 1.2] the operator T =
[
V E
0 Q
] ∈ QH1,H2 is subnormal if and only if
σ(|Q|, |E|) ⊆ {(s, t) ∈ R2+ : s2 + t2 6 1} ∪ ([1,∞)× {0}).
For the reader’s convenience, the spectral regions for subnormality and conditional
positive definiteness of operators of class Q are illustrated in Figure 1.
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(0, 0) (1, 0)
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(0, 0) (1, 0)
(0, 1)
Figure 1. Spectral regions for subnormality (left) and conditional
positive definiteness (right) of operators of class Q.
3.4. Subnormality. In view of Theorem 1.1.1, any subnormal operator T ∈
B(H) has the property that the sequence {‖T nh‖2}∞n=0 is positive definite for every
h ∈ H. As a consequence, any subnormal operator is conditionally positive definite.
The converse implication is not true in general (see [64, Example 5.4]). In fact, any
strict 2-isometry is conditionally positive definite but not subnormal (use Proposi-
tion 4.3.1, (1.2.2), [3, Lemma 1.21] and [51, Lemma 1]). In this subsection, we deal
with the problem of finding necessary and sufficient conditions for subnormality
written in terms of conditional positive definiteness. Theorem 4.1 in [64], which is
the first result in this direction formulated for d-tuples of operators, shows that a
contraction is subnormal if and only if it is conditionally positive definite. The main
result of this subsection, namely Theorem 3.4.4, generalizes [64, Theorem 4.1]. In
particular, it covers the case of strongly stable operators (see Corollary 3.4.5).
Our first goal is to characterize those conditionally positive definite operators
that are subnormal in terms of the parameters B,C, F appearing in the statement
(ii) of Theorem 3.1.1.
Theorem 3.4.1. Let T ∈ B(H) be a conditionally positive definite operator and
(B,C, F ) be its representing triplet. Then the following statements are equivalent:
(i) T is subnormal,
(ii) the triplet (B,C, F ) satisfies the following conditions:
(ii-a) 1(x−1)2 ∈ L1(F ) and
∫
R+
1
(x−1)2F (dx) 6 I,
(ii-b) 1x−1 ∈ L1(F ) and B =
∫
R+
1
x−1F (dx),
(ii-c) C = 0.
Moreover, if (i) holds and G is the semispectral measure of T (see (1.2.5)), then
F =M, where M is as in Theorem 3.2.5(ii),
B =
∫
R+
(x − 1)G ◦ φ−1(dx),
F (∆) =
∫
∆
(x− 1)2G ◦ φ−1(dx), ∆ ∈ B(R+), (3.4.1)
G ◦ φ−1(∆) =
∫
∆
1
(x− 1)2F (dx) + δ1(∆)
(
I −
∫
R+
1
(x − 1)2F (dx)
)
, ∆ ∈ B(R+).
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Proof. (i)⇒(ii) It follows from Theorem 1.1.1 that {‖T nh‖2}∞n=0 is a Stieltjes
moment sequence for every h ∈ H. Hence, by Theorem 2.2.12, we have∫
R+
1
(x − 1)2 〈F (dx)h, h〉 6 ‖h‖
2, h ∈ H, (3.4.2)
〈Bh, h〉 =
∫
R+
1
x− 1〈F (dx)h, h〉, h ∈ H, (3.4.3)
〈Ch, h〉 = 0, h ∈ H. (3.4.4)
It follows from (1.2.4), (3.4.2) and (3.4.4) that the conditions (ii-a) and (ii-c) are
satisfied. In turn, (3.4.2) yields 1x−1 ∈ L1(F ). Combined with (3.4.3), this im-
plies (ii-b).
(ii)⇒(i) Applying (1.2.4) and Theorem 2.2.12 again, we deduce that the se-
quence {‖T nh‖2}∞n=0 is positive definite for all h ∈ H. Hence, by Theorem 1.1.1, T
is subnormal.
The “moreover” part can be deduced straightforwardly from (1.2.5) and the
corresponding part of Theorem 2.2.12 (that F = M follows from (ii-c) and Theo-
rem 3.2.5(b)). This completes the proof. 
Corollary 3.4.2. Let T ∈ B(H) be a subnormal operator, G be the semis-
pectral measure of T , N be the minimal normal extension of T and F be as in
Theorem 3.1.1(ii). Then
(i) r(T ) = ‖T ‖ = sup{|z| : z ∈ supp(G)},
(ii) σ(N) = supp(G) and σ(N∗N) = {|z|2 : z ∈ supp(G)},
(iii) if G(T) = 0, where T = {z ∈ C : |z| = 1}, then
(iii-a) the measures F and G ◦ φ−1 are mutually absolutely continuous,
(iii-b) σ(N∗N) = supp(F ),
(iii-c) ‖T ‖2 = sup supp(F ).
Proof. The first equality in (i) is a consequence of (1.2.2). It follows from
[40, Proposition 4] that
σ(N) = supp(G), (3.4.5)
which gives the first equality in (ii). Using [24, Corollary II.2.17], we obtain
‖T ‖ = ‖N‖ (1.2.2)= r(N) (3.4.5)= sup{|z| : z ∈ supp(G)}.
This yields the second equality in (i). The second equality in (ii) follows from
(3.4.5) and [12, eq. (14), p. 158]. It remains to prove (iii). According to (3.4.1), F
is absolutely continuous with respect to G◦φ−1. In turn, if ∆ ∈ B(R+) is such that
F (∆) = 0, then (3.4.1) implies that G ◦ φ−1(∆ \ {1}) = 0. Since by assumption
G ◦ φ−1({1}) = 0, we see that G ◦ φ−1(∆) = 0. This means that the measures
F and G ◦ φ−1 are mutually absolutely continuous, therefore (iii-a) holds. As a
consequence, supp(F ) = supp(G ◦ φ−1). Combined with [22, Lemma 3(5)], this
implies (iii-b). Finally, (iii-c) is a direct consequence of (i), (ii) and (iii-b). 
Corollary 3.4.3. Let T ∈ B(H) be a subnormal operator and M be as in
Theorem 3.2.5(ii). Then M = 0 if and only if T is an isometry.
Proof. If M = 0, then by Theorem 3.4.1, B = C = 0, so by (3.1.2), T
is an isometry. Conversely, if T is an isometry, an application of the identity
p〈T 〉 = p(1)I, p ∈ C[X ], gives (3.2.10) with M = 0. 
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Theorem 3.4.4 below gives new necessary and sufficient conditions for subnor-
mality. The condition (v) of this theorem comprises the case D = 0 which is not
covered by Proposition 3.1.7.
Theorem 3.4.4. Let T ∈ B(H). Then the following conditions are equivalent:
(i) T is a subnormal contraction,
(ii) T is a conditionally positive definite contraction,
(iii) T is conditionally positive definite and the telescopic series
∞∑
n=0
(‖T n+1h‖2 − ‖T nh‖2)
is convergent in R for every h ∈ H,
(iv) T is conditionally positive definite and
lim
n→∞(‖T
n+1h‖2 − ‖T nh‖2) = 0, h ∈ H, (3.4.6)
(v) the condition (ii) of Theorem 3.1.1 holds with C = 0, D = 0, F ([1,∞)) = 0
and 1(1−x)2 ∈ L1(F ), where D := B +
∫
[0,1)
1
1−xF (dx) (or equivalently if
all of this holds with “ 11−x ∈ L1(F )” in place of “ 1(1−x)2 ∈ L1(F )”),
(vi) the condition (ii) of Theorem 3.1.5 holds with D = 0.
Proof. The implications (i)⇒(ii)⇒(iii)⇒(iv) are obvious because if T is a
contraction, then the sequence {‖T nh‖2}∞n=0, being monotonically decreasing, is
convergent in R+ for all h ∈ H.
(iv)⇒(i) This implication can be deduced from Corollary 2.3.4 (applied to γT,h)
and Theorems 3.1.1 and 1.1.1.
(iv)⇒(v) It follows from Theorem 3.1.5 that (iv) implies the variant of (v) with
“ 11−x ∈ L1(F )”. That 1(1−x)2 ∈ L1(F ) is a consequence of Theorem 3.4.1 and the
fact that (iv) implies (i).
(v)⇒(vi) Assume that the variant of (v) with “ 1(1−x)2 ∈ L1(F )” holds. Then,
by the Cauchy-Schwarz inequality, 11−x ∈ L1(F ). Observe that (cf. (2.3.8))
T ∗nT n
(3.1.2)
= I + n
(
B +
∫
[0,1)
Qn(x)
n
F (dx)
)
(2.2.2)
= I −
∫
[0,1)
1− xn
(x− 1)2F (dx), n ∈ N.
This implies that the pair (D,F ) with D = 0 satisfies the condition (ii) of Theo-
rem 3.1.5.
(vi)⇒(iv) One can apply Theorem 3.1.5. 
There are other ways to prove some implications of Theorem 3.4.4. Namely,
one can show the implication (iv)⇒(ii) by using the “moreover” part of Proposi-
tion 3.1.4. In turn, the implication (ii)⇒(i) can be deduced from [1, Theorem 3.1]
and Corollary 3.2.7(ii). The implication (ii)⇒(i) (with a different proof) is a part
of the conclusion of [64, Theorem 4.1]. By Theorem 3.4.4, an operator T ∈ B(H) is
subnormal if and only if there exists α ∈ C\{0} such that the operator αT satisfies
any of the equivalent conditions (ii)-(vi) of Theorem 3.4.4.
Corollary 3.4.5. Let T ∈ B(H) obey any of the following conditions:
(i) the sequence {‖T nh‖2}∞n=0 is convergent in R+ for every h ∈ H,
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(ii) T is strongly stable, i.e., limn→∞ ‖T nh‖ = 0 for every h ∈ H ([42, 43]),
(iii) r(T ) < 1.
Then T is conditionally positive definite if and only if T is subnormal.
Corollary 3.4.6. Let T ∈ B(H). Then the following are equivalent:
(i) T is subnormal,
(ii) αT is conditionally positive definite for all α ∈ C,
(iii) zero is an accumulation point of the set of all α ∈ C \ {0} for which αT
is conditionally positive definite,
(iv) there exists α ∈ C \ {0} such that |α| r(T ) < 1 and αT is conditionally
positive definite.
Corollary 3.4.7. Suppose T ∈ B(H) is a non-subnormal conditionally posi-
tive definite operator. Then r(T ) > 1 and αT is not conditionally positive definite
for any nonzero complex number such that |α| r(T ) < 1.
Regarding Corollary 3.4.7, we refer the reader to Example 4.3.6 for an example
of a non-subnormal conditionally positive definite operator with r(T ) = 1. Below
we apply the above to certain translations of quasinilpotent operators (cf. [32]).
Corollary 3.4.8. Let N ∈ B(H) and α ∈ C be such that r(N) = 0 and
|α| < 1. Then αI +N is conditionally positive definite if and only if N = 0.
Proof. If αI + N is conditionally positive definite, then, since r(αI + N) =
|α| < 1, we infer from Corollary 3.4.5 and (1.2.2) that ‖N‖ = r(N) = 0, which
shows that N = 0. 
Concerning Corollary 3.4.8, note that if N is a nilpotent operator with index of
nilpotency 2 and α ∈ C is such that |α| = 1, then by [11, Theorem 2.2], αI+N is a
strict 3-isometry, so by Proposition 4.3.1, αI +N is conditionally positive definite.
It is an open question as to whether there exists a quasinilpotent operator N which
is not nilpotent and such that I +N is conditionally positive definite.
According to the above discussion, the class of conditionally positive definite
operators is not scalable, i.e., it is not closed under the operation of multiplying
by nonzero complex scalars. Among non-scalable classes of operators are those
which consist of m-isometric and 2-hyperexpansive operators (see [3, Lemma 1.21]
and [51, Lemma 1], respectively). On the other hand, the classes of normaloid,
hyponormal and subnormal operators are scalable (see [30] for more examples).
The condition (3.4.6) of Theorem 3.4.4 gives rise to a link between the con-
ditional positive definiteness of a (bounded) operator T and the subnormality of
(in general unbounded) unilateral weighted shift operators WT,h, h ∈ H, defined
below. Given an operator T ∈ B(H) and a vector h ∈ H, we denote by WT,h
the unilateral weighted shift in ℓ2 with weights {e 12 (‖Tn+1h‖2−‖Tnh‖2)}∞n=0, that is
WT,h = UDT,h, where U ∈ B(ℓ2) is the unilateral shift and DT,h is the diagonal
(normal) operator in ℓ2 with the diagonal {e 12 (‖Tn+1h‖2−‖Tnh‖2)}∞n=0 (with respect
to the standard orthonormal basis of ℓ2). Then for every h ∈ H,
WT,h ∈ B(ℓ2) if and only if supn∈Z+(‖T n+1h‖2−‖T nh‖2) <∞;
if this is the case, then ‖WT,h‖2 = esupn∈Z+(‖T
n+1h‖2−‖Tnh‖2)
.
(3.4.7)
In view of (3.4.7), the weighted shift WT,h is bounded for all h ∈ H if and only if
T satisfies the condition (3.1.17) of Theorem 3.1.5. As discussed in Remark 4.3.3,
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there are conditionally positive definite operators T for which WT,h is unbounded
for all nonzero vectors h ∈ H and r(T ) = 1. We show below that subnormal
contractions T are precisely those for which all weighted shifts WT,h, h ∈ H, are
bounded, subnormal and of norm one. For the definition and basic facts about
unbounded subnormal operators we refer the reader to [67, 68, 69].
Proposition 3.4.9. Let T ∈ B(H). Then the following assertions hold:
(i) T is conditionally positive definite if and only if WT,h is subnormal for all
h ∈ H,
(ii) the following conditions are equivalent:
(ii-a) T is a subnormal contraction,
(ii-b) T is a conditionally positive definite contraction,
(ii-c) WT,h is subnormal and ‖WT,h‖ = 1 for all h ∈ H,
(ii-d) WT,h is conditionally positive definite and ‖WT,h‖ = 1 for all h ∈ H.
Proof. (i) By using Lemma 2.1.1 and considering
√
th instead of h, we deduce
that T is conditionally positive definite if and only if the sequence {e‖Tnh‖2}∞n=0 is
positive definite for all h ∈ H. Replacing h by Th and using Theorem 2.1.3, we
see that the latter holds if and only if {e‖Tnh‖2}∞n=0 is a Stieltjes moment sequence
for all h ∈ H. Finally, applying [68, Theorem 4] (with [36, Remark 3.1.4]), we
conclude that T is conditionally positive definite if and only if WT,h is subnormal
for all h ∈ H.
(ii) The equivalences (ii-a)⇔(ii-b) and (ii-c)⇔(ii-d) follow from the equivalence
(i)⇔(ii) of Theorem 3.4.4. Noting first that the sequence {‖T nh‖2}∞n=0 is convergent
in R+ for all h ∈ H whenever T is a contraction and then using (i) and (3.4.7), we
get the equivalence (ii-b)⇔(ii-c). This completes the proof. 
We now recapitulate our considerations in Table 1, where D stands for the limit
of {T ∗(n+1)T n+1 − T ∗nT n}∞n=0 in WOT and “YES/NO”means that both possibil-
ities may happen. To get row ➀ apply the Gelfand’s formula for spectral radius
and (3.4.7); row ➁ follows from (1.2.2), (3.4.7) and Proposition 3.1.6; row ➂ is a
consequence of (3.4.7) and Propositions 3.1.4 and 3.4.9 (row ➂ also follows from
(3.4.7) and Theorems 3.1.5 and 3.4.4).
T is conditionally positive definite
and satisfies ➀, ➁ or ➂
?
=⇒ T subnormal r(T )
➀ ∃h : WT,h is not bounded YES/NO > 1
➁ ∀h : WT,h is bounded and D 6= 0 NO 6 1
➂ ∀h : WT,h is bounded and D = 0 YES 6 1
Table 1.
We close this subsection with a new characterization of completely hyperexpan-
sive operators. It can be deduced from [9, Theorem 2] and Lemma 2.1.1 by arguing
as in the proof of Proposition 3.4.9(i). Despite the formal similarity, the character-
izations given in Propositions 3.4.9 and 3.4.10 are radically different, because all
unilateral weighted shifts appearing in Proposition 3.4.10 are contractive.
Proposition 3.4.10. An operator T ∈ B(H) is completely hyperexpansive if
and only if the unilateral weighted shift on ℓ2 with weights {e 12 (‖Tnh‖2−‖Tn+1h‖2)}∞n=0
is subnormal for all h ∈ H.
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4. A functional calculus and related matters
4.1. A functional calculus. We begin by discussing the space L∞(M). Sup-
pose M : B(R+) → B(H) is a semispectral measure. We denote by L∞(M) the
Banach space of all equivalence classes of M -essentially bounded complex Borel
functions on R+ equipped with the M -essential supremum norm (see [65, Appen-
dix]; see also [52, Section 12.20]). We customarily regard elements of L∞(M)
as functions that are identified by equality a.e. [M ], the latter meaning “almost
everywhere with respect to M”. In particular, the norm on L∞(M) takes the form
‖f‖L∞(M) = min{α ∈ R+ : M({x ∈ R+ : |f(x)| > α}) = 0)}, f ∈ L∞(M).
The relationship between L∞(M) and the classical L∞(µ) is explained below.
If µ is a Borel measure on R+, then L
∞(M) = L∞(µ) if and only if
M and µ are mutually absolutely continuous; if this is the case, then
‖f‖L∞(M) = ‖f‖L∞(µ) for every f ∈ L∞(M).
(4.1.1)
As shown in Example 4.1.1 below, it may not be possible to find a Borel probability
measure on R+ with respect to which a given semispectral measure is absolutely
continuous.
Example 4.1.1. Let Ω be any uncountable bounded subset of R+ and let
E : B(R+)→ B(H) be the spectral measure given by
E(∆) =
⊕
x∈Ω
χ∆(x)IHx , ∆ ∈ B(R+),
where each Hx is a nonzero Hilbert space. Clearly, the following holds.
If ∆ ∈ B(R+), then E(∆) = 0 if and only if ∆ ∩Ω = ∅. (4.1.2)
Suppose to the contrary that E is absolutely continuous with respect to a finite
Borel measure µ on R+. Then by (4.1.2), µ({x}) > 0 for every x ∈ Ω, which is
impossible because µ is finite and Ω is uncountable (see [6, Problem 12, p. 12]).
Plainly, E is compactly supported and supp(E) = Ω¯. ♦
The situation described in Example 4.1.1 cannot happen when H is separable.
What is more, the following statement holds.
Suppose H is separable and M : B(R+)→ B(H) is a nonzero semis-
pectral measure. Then there exists a Borel probability measure µ on
R+ such that M and µ are mutually absolutely continuous.
(4.1.3)
To see this, take an orthonormal basis {ej}j∈J of H, where J is a countable index
set. Let {aj}j∈J be any system of positive real numbers such that∑
j∈J
aj〈M(R+)ej , ej〉 = 1. (4.1.4)
(This is possible because M 6= 0.) Define the Borel measure µ on R+ by
µ(∆) =
∑
j∈J
aj〈M(∆)ej , ej〉, ∆ ∈ B(R+).
By (4.1.4), µ is a probability measure. If ∆ ∈ B(R+) is such that µ(∆) = 0, then
0 = 〈M(∆)ej , ej〉 = ‖(M(∆)1/2ej)‖2, j ∈ J,
which implies that M(∆) = 0. Thus E is absolutely continuous with respect to µ.
That µ is absolutely continuous with respect to M is immediate.
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We now prove the following fact.
If M : B(R+)→ B(H) is a nonzero compactly supported semispectral
measure, then ‖f‖L∞(M) = ‖f |Ω‖C(Ω) for every f ∈ L∞(M) such
that f |Ω ∈ C(Ω), where Ω := supp(M).
(4.1.5)
Indeed, the inequality “6” is obvious. If α ∈ R+ is such that
M({x ∈ R+ : |f(x)| > α}) = 0,
then M({x ∈ Ω : |f(x)| > α}) = 0 and, because the set {x ∈ Ω : |f(x)| > α} is
open in Ω, we deduce that |f(x)| 6 α for all x ∈ Ω, which after taking infimum
over such α’s yields the inequality “>”. This proves (4.1.5).
As a consequence of (4.1.5), we have
if f, g ∈ L∞(M) are such that f |Ω, g|Ω ∈ C(Ω) and f = g a.e. [M ], then
f |Ω = g|Ω.
The above discussion shows that (still under the assumptions of (4.1.5)) the map
which sends a function g ∈ C(Ω) to the equivalence class of any of extensions
of g to a complex Borel function on R+ is an isometry from C(Ω) to L
∞(M).
Therefore, C(Ω) can be regarded as a closed vector subspace of L∞(M); this fact
plays an important role in Theorem 4.1.2(v) below. As shown in (4.1.3) and (4.1.1),
if H is separable and M 6= 0, then L∞(M) = L∞(µ) for some Borel probability
measure on R+, so C(Ω) is a separable closed vector subspace of L
∞(µ) (see [23,
Theorem V.6.6]), while, in general, L∞(µ) is not separable (see [71, Problem 2, p.
62]). As is easily seen, the above facts (except for separability of C(Ω)) are true
for regular Borel semispectral measures on topological Hausdorff spaces.
We are now ready to construct an L∞(M)-functional calculus that is built up
on the basis of Agler’s hereditary functional calculus.
Theorem 4.1.2. Suppose that T ∈ B(H) is a conditionally positive definite
operator. Let M : B(R+) → B(H) be a compactly supported semispectral measure
satisfying (3.2.10). Then the map ΛT : L
∞(M)→ B(H) given by
ΛT (f) =
∫
R+
fdM, f ∈ L∞(M), (4.1.6)
is continuous and linear. It has the following properties:
(i) ΛT (q) = ((X − 1)2q)〈T 〉 for every q ∈ C[X ],
(ii) ΛT is positive
4, i.e., ΛT (f) > 0 whenever f ∈ L∞(M) and f > 0 a.e. [M ],
(iii) there exist a Hilbert space K, R ∈ B(H,K) and S ∈ B(K)+ such that
(3.2.12) holds and
ΛT (f) = R
∗f(S)R, f ∈ L∞(M), (4.1.7)
(iv) ‖ΛT ‖ = ‖B2(T )‖,
(v) if M is nonzero and Ω := supp(M), then C[X ] is dense in C(Ω) in the
L∞(M)-norm, ΛT |C(Ω) : C(Ω) → B(H) is a unique continuous linear
map satisfying (i), ‖ΛT |C(Ω)‖ = ‖ΛT‖ and∥∥∥∥
n∑
j=0
αjT
∗j
B2(T )T
j
∥∥∥∥ 6 ‖B2(T )‖ sup
x∈Ω
∣∣∣∣
n∑
j=0
αjx
j
∣∣∣∣, {αj}nj=0 ⊆ C, n ∈ Z+. (4.1.8)
4Since ΛT is a positive map on a commutative C
∗-algebra L∞(M), the Stinespring theorem
implies that ΛT is completely positive (see [61, Theorem 4]).
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Proof. Let (K, R,E) be as in Theorem 3.2.4. Since for every ∆ ∈ B(R+),
E(∆) = 0 if and only if M(∆) = 0 (see the proof of [35, Theorem 4.4]), we get
L∞(M) = L∞(E) and ‖f‖L∞(M) = ‖f‖L∞(E) for every f ∈ L∞(M). (4.1.9)
Set S =
∫
R+
xE(dx). Applying (4.1.9) and the Stone-von Neumann functional
calculus, we deduce from (4.1.6) that (4.1.7) is valid and consequently
‖ΛT (f)‖ 6 ‖R‖2‖f(S)‖ = ‖R‖2‖f‖L∞(E) = ‖R‖2‖f‖L∞(M), f ∈ L∞(M).
Hence, ΛT is a continuous positive linear map such that
‖ΛT‖ 6 ‖R‖2. (4.1.10)
Applying (3.2.10) to p = (X − 1)2q, we deduce that ΛT satisfies (i). Substituting
q = f = X0 into (i) and (4.1.7), we infer from (3.2.2) that
B2(T ) = ΛT (X
0) = R∗R, (4.1.11)
which together with (4.1.10) yields ‖ΛT‖ = ‖R‖2 = ‖B2(T )‖. Thus, in view of
Lemma 3.2.3(a), (i)-(iv) hold.
It remains to prove (v). Assume that M is nonzero. It follows from (4.1.5)
and the Stone-Weierstrass theorem (or the classical Weierstrass theorem combined
with Tietze extension theorem) that C[X ] is dense in C(Ω) in the L∞(M)-norm
and so ΛT |C(Ω) : C(Ω) → B(H) is a unique continuous linear map satisfying the
condition (i). Since by (3.2.2) and (3.2.4),
n∑
j=0
αjT
∗j
B2(T )T
j = ((X − 1)2q)〈T 〉 (i)= ΛT (q), (4.1.12)
where q =
∑n
j=0 αjX
j, we can easily deduce (4.1.8) from (iv) and (4.1.5). Using
(4.1.11) and (iv) again, we conclude that ‖ΛT |C(Ω)‖ = ‖ΛT‖. This proves (v) and
thus completes the proof. 
Before stating a corollary to Theorem 4.1.2, we recall that a monic polynomial
p ∈ C[X ] of degree at least one takes the form (see [34, p. 252])
p = (X − z1) · · · (X − zn), (4.1.13)
where z1, . . . , zn ∈ C. What is more, p can be written as
p =
n∑
j=0
(−1)n−jsn−j(z1, . . . , zn)Xj , (4.1.14)
where s0 = 1 and s1, . . . , sn are the elementary symmetric functions in complex
variables z1, . . . , zn given by
sj(z1, . . . , zn) =
∑
16i1<...<ij6n
zi1 · · · zij for z1, . . . , zn ∈ C and j = 1, . . . , n.
Corollary 4.1.3. Assume that T ∈ B(H) is conditionally positive definite
and M and Ω are as in Theorem 4.1.2(v). Then for every n ∈ N,∥∥∥ n∑
j=0
(−1)jsn−j(z)T ∗jB2(T )T j
∥∥∥ 6 ‖B2(T )‖ sup
x∈Ω
n∏
j=1
|x− zj |,
z = (z1, . . . , zn) ∈ Cn, (4.1.15)
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∥∥∥ n∑
j=0
(
n
j
)
(−1)jzn−jT ∗jB2(T )T j
∥∥∥ 6 ‖B2(T )‖( sup
x∈Ω
|x− z|
)n
, z ∈ C, (4.1.16)
‖Bn+2(T )‖ 6 ‖B2(T )‖
(
sup
x∈Ω
|x− 1|
)n
. (4.1.17)
Proof. Applying (4.1.8) to the polynomial (4.1.14) and using (4.1.13), we get
(4.1.15). The estimate (4.1.16) is a direct consequence of (4.1.15). Finally, the
estimate (4.1.17) follows from (4.1.16) applied to z = 1 and the identity
Bn+2(T ) =
n∑
j=0
(
n
j
)
(−1)jT ∗jB2(T )T j, n ∈ Z+.
which can be proved straightforwardly by using Agler’s hereditary functional cal-
culus (see (3.2.2) and (4.1.12)). The estimate (4.1.17) can also be inferred from the
identity (3.2.20) and the statements (viii) and (ix) of [65, Theorem A.1]. 
In the case of conditionally positive definite operators, Lemma 3.2.1 takes the
following form for q0 = (X − 1)2.
Proposition 4.1.4. Let T ∈ B(H) be a conditionally positive definite operator
and let M be as in Theorem 4.1.2. Then the set
IT = {q ∈ C[X ] : ((X − 1)2q)〈T 〉 = 0},
is the ideal in C[X ] generated by the polynomial wT ∈ C[X ] defined by
wT =


0 if Ω is infinite,∏
u∈Ω(X − u) if Ω is finite and nonempty,
X0 if Ω = ∅, or equivalently if T is a 2-isometry,
where Ω := supp(M). Moreover, if Ω = {u1, . . . , un}, where n ∈ N and u1, . . . , un
are distinct, then the following identity holds
n∑
j=0
(−1)jsn−j(u1, . . . , un)T ∗jB2(T )T j = 0.
Proof. First note that by (4.1.6) and Theorem 4.1.2(i),∫
Ω
p(x)M(dx) = ΛT (p) = ((X − 1)2p)〈T 〉, p ∈ C[X ]. (4.1.18)
It follows from Lemma 3.2.1 that IT is an ideal in C[X ] generated by some polyno-
mial w ∈ C[X ]. Applying (4.1.18) to p = w∗w, we see that ∫
Ω
|w(x)|2M(dx) = 0,
and so, by (1.2.4), we have
w|Ω = 0. (4.1.19)
We now consider three cases.
Case 1 The set Ω is infinite.
Since nonzero polynomials may have only finite number of roots, we deduce
from (4.1.19) that w = 0.
Case 2 The set Ω is empty (or equivalently, by Proposition 4.3.1, T is a 2-
isometry).
Then, in view of (4.1.18), IT = C[X ] and so X
0 generates the ideal IT .
Case 3 The set Ω is finite and nonempty.
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Set wT =
∏
u∈Ω(X − u). Clearly, by (4.1.18), wT ∈ IT . It follows from the
fundamental theorem of algebra (see [34, Theorem V.3.19]) and (4.1.19) that the
polynomial wT divides w. Since w generates the ideal IT , w divides wT and so
wT = αw, where α ∈ C \ {0}. This means that wT generates IT .
The “moreover” part is a direct consequence of (4.1.15). 
Theorem 4.1.2(i), Proposition 4.1.4 and (4.1.5) lead to the following corollary.
Corollary 4.1.5. Let T ∈ B(H) be a conditionally positive definite operator
and let M and ΛT be as in Theorem 4.1.2. Then the following assertions hold:
(i) the map C[X ] ∋ q 7→ ((X − 1)2q)〈T 〉 ∈ B(H) is injective if and only if
supp(M) is infinite,
(ii) if q ∈ C[X ] is such that ΛT (q) = 0, then q = 0 a.e. [M ], which means that
the restriction of ΛT to equivalence classes of polynomials is injective.
4.2. Analytic implementations. In Subsection 4.1 we were discussing the
action of the functional calculus established in Theorem 4.1.2 on polynomials. In
this subsection we concentrate on showing how this functional calculus may work
in the case of real analytic functions.
Let T , M and ΛT be as in Theorem 4.1.2. Assume that M is nonzero. Set
Ω = supp(M). Suppose that
∑∞
n=0 anx
n is a power series in the real variable x
with complex coefficients an such that
lim sup
n→∞
|an|1/n < 1
supΩ
(
with
1
0
=∞
)
. (4.2.1)
Then the series
∑∞
n=0 anx
n is uniformly convergent on [0, supΩ] to a continuous
function on Ω, say f . Hence by Theorem 4.1.2, we have
ΛT (f) =
∞∑
n=0
anΛT (X
n)
(4.1.12)
=
∞∑
n=0
anT
∗n
B2(T )T
n. (4.2.2)
Let (K, R, S) be as Theorem 4.1.2(iii). In particular, (3.2.12) holds and
ΛT (f)
(4.1.7)
= R∗f(S)R.
Combined with (4.2.2), this implies that
∞∑
n=0
anT
∗n
B2(T )T
n = R∗f(S)R. (4.2.3)
It follows from Theorem 4.1.2(i) and (4.1.7) that (3.3.2) holds. According to the
proof of the implication (ii′)⇒(i) of Theorem 3.3.1, (3.2.11) holds, so by Theo-
rem 3.2.5(c), σ(S) = Ω and ‖S‖ = supΩ. Since the map C(σ(S)) ∋ g 7−→ g(S) ∈
B(H) is a unital isometric ∗-homomorphism (see [23, Theorem VIII.2.6]), we get
(see also (4.1.5) and (4.1.9))
f(S) =
∞∑
n=0
anS
n. (4.2.4)
Concerning (4.2.2), note that
∞∑
n=0
anT
∗n
B2(T )T
n =
∞∑
n=0
an∇nT (B2(T )).
46 Z. J. JAB LON´SKI, I. B. JUNG, AND J. STOCHEL
Since r(∇T ) = r(T )2 (a general fact which follows from Gelfand’s formula for
spectral radius), we deduce that the series
∑∞
n=0 an∇nT converges in B(B(H)) if
lim supn→∞ |an|1/n < 1r(T )2 . The last inequality is in general stronger than (4.2.1)
because by Theorem 3.2.5(c),
1
r(T )2
6
1
supΩ
.
Let us now discuss two important cases. We begin with an = z
n for every
n ∈ Z+, where z ∈ C. Then the above considerations lead to
∞∑
n=0
znT ∗nB2(T )T n
(†)
= R∗(I − zS)−1R, z ∈ C, |z| < 1
supΩ
, (4.2.5)
where (†) follows from (4.2.1), (4.2.3), (4.2.4) and the Carl Neumann theorem (see
[52, Theorem 10.7]). In particular, the following estimate holds (see (4.1.11))
∥∥∥ ∞∑
n=0
znT ∗nB2(T )T n
∥∥∥ 6 |z−1| ‖B2(T )‖
dist(z−1, Ω)
, z ∈ C, 0 < |z| < 1
supΩ
.
In view of the previous paragraph and (4.2.5), we have
(I − z∇T )−1(B2(T )) = R∗(I − zS)−1R, z ∈ C, |z| < 1
r(T )2
,
where I is the identity map on B(H). Note also that if (4.2.5) holds, then by
differentiating the operator valued functions appearing on both sides of the equality
(4.2.5) n times at 0, we obtain (3.3.4), which by Theorem 3.3.1 implies that T is
conditionally positive definite.
It is a matter of routine to show that for an operator T ∈ B(H) the operator
valued function appearing on the left-hand side of the equality (4.2.5), call it Ψ ,
is uniquely determined by the requirement that it be an analytic B(H)-valued
function defined on an open disk Dr = {z ∈ C : |z| < r} for some r ∈ (0,∞)
such that
Ψ(z) = B2(T ) + zT
∗Ψ(z)T, z ∈ Dr. (4.2.6)
In other words, we have proved that T is conditionally positive definite if and only
if there exists r ∈ (0,∞) such that the analytic function Ψ associated with T via
(4.2.6) satisfies the following equation
Ψ(z) = R∗(I − zS)−1R, z ∈ Dr,
for some triplet (K, R, S) consisting of a Hilbert space K, an operator R ∈ B(H,K)
and a positive operator S ∈ B(K) such that r‖S‖ 6 1.
In turn, if an =
zn
n! for every n ∈ Z+, where z ∈ C, then
∞∑
n=0
zn
n!
T ∗nB2(T )T n
(‡)
= R∗ ezS R, z ∈ C,
where (‡) is a consequence of (4.2.1), (4.2.3) and (4.2.4), or equivalently that
ez∇T (B2(T )) = R∗ ezS R, z ∈ C.
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In particular, we have
∞∑
n=0
inxn
n!
T ∗nB2(T )T n = R∗ eixS R, x ∈ R. (4.2.7)
Since {eixS}x∈R is a uniformly continuous group of unitary operators, we obtain∥∥∥∥
∞∑
n=0
inxn
n!
T ∗nB2(T )T n
∥∥∥∥ (4.2.7)6 ‖R‖2 (4.1.11)= ‖B2(T )‖, x ∈ R,
or equivalently
‖ eix∇T (B2(T ))‖ 6 ‖B2(T )‖, x ∈ R.
As in the previous case, we observe that if (4.2.7) holds, then by differentiating the
operator valued functions appearing on both sides of the equality (4.2.7) n times
at 0, we obtain (3.3.4), which as we know implies that T is conditionally positive
definite.
4.3. Small supports. In view of Subsection 4.2, the natural question arises
of when the closed support of the semispectral measure M associated with a given
conditionally positive definite operator T via Theorem 3.2.5(ii) is equal to ∅, {0}
or {1}. Surprisingly, the answers to this seemingly simple question that are given
in Propositions 4.3.1 and 4.3.5 (see also Corollary 3.4.3) lead to three relatively
broad classes of operators, including 2- and 3-isometries. The fact that 3-isometries
are conditionally positive definite was already proved in [20, Proposition 2.7]. In
Proposition 4.3.1 below, F and M denote the semispectral measures appearing in
Theorems 3.1.1(ii) and 3.2.5(ii), respectively.
Proposition 4.3.1. Let T ∈ B(H). Then
(i) if T is conditionally positive definite, then M = 0 if and only if ΛT = 0,
or equivalently if and only if T is a 2-isometry,
(ii) the following conditions are equivalent:
(a) T is conditionally positive definite and F = 0,
(b) T is conditionally positive definite and supp(M) ⊆ {1},
(c) T ∗nT n = I − nB1(T ) + n(n−1)2 B2(T ) for all n ∈ Z+,
(d) T is a 3-isometry.
Moreover, if an m-isometry is conditionally positive definite, then it is a 3-isometry.
Proof. (i) The first equivalence in (i) follows from (4.1.6) by considering char-
acteristic functions, while the second is a direct consequence of Theorem 4.1.2(iv).
(ii) The implication (a)⇒(c) follows from (3.1.2). Straightforward computa-
tions shows that the implication (c)⇒(d) holds. If (d) holds, then for all n > 2,
T ∗nT n = ((X − 1) + 1)n〈T 〉 =
n∑
j=0
(
n
j
)
(X − 1)j〈T 〉 (∗)=
2∑
j=0
(
n
j
)
(−1)jBj(T ),
where (∗) follows from Remark 3.2.2. This yields (c). If (c) holds, then the right-
hand side of the equality in (c) is nonnegative for all n ∈ Z+, which implies that
B2(T ) > 0. Clearly (3.1.2) holds with B = −(B1(T )+ 12B2(T )), C = 12B2(T ) and
F = 0, so by Theorem 3.1.1, (a) holds. By (3.2.13), (a) and (b) are equivalent.
The “moreover” part follows from [38, Theorem 3.3] and Proposition 2.2.11. 
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As shown below the class of 2-isometries is the intersection of the classes of
conditionally positive definite and 2-hyperexpansive operators.
Proposition 4.3.2. If T ∈ B(H), then the following conditions are equivalent:
(i) T is a 2-isometry,
(ii) T is completely hyperexpansive and conditionally positive definite,
(iii) T is 2-hyperexpansive and conditionally positive definite.
Proof. (i)⇒(ii) By [51, Lemma 1], any 2-hyperexpansive operator T is ex-
pansive, i.e., B1(T ) 6 0. This and Remark 3.2.2 implies that any 2-isometry is
completely hyperexpansive. In view of Proposition 4.3.1, (ii) is valid.
(ii)⇒(iii) This is obvious.
(iii)⇒(i) Applying (3.2.20) to m = 2, we see that M(R+) 6 0, which implies
that M = 0, so again by (3.2.20) with m = 2, B2(T ) = 0 showing that T is a
2-isometry. This completes the proof. 
The implication (ii)⇒(i) of Proposition 4.3.2 follows also from [9, Theorem 2].
The above enables us to make several comments related to Theorem 3.1.5 and
Proposition 3.1.8.
Remark 4.3.3. a) First, note that each 2-isometry T ∈ B(H) satisfies the
condition (i) of Theorem 3.1.5. Indeed, by Proposition 4.3.1, T is conditionally
positive definite and
T ∗(n+1)T n+1 − T ∗nT n = B, n ∈ Z+,
where B = −B1(T ).
b) Suppose that T ∈ B(H) is a strict 3-isometry. Then, by Proposition 4.3.1,
T is conditionally positive definite. However, T does not satisfy the assumption
(3.1.17) of Theorem 3.1.5. In fact, we can show more. By (3.2.20) and Proposi-
tion 4.3.1,
B2(T ) > 0 and T
∗(n+1)T n+1 − T ∗nT n = −B1(T ) + nB2(T ) for all n ∈ Z+.
This yields
sup
n∈Z+
(‖T n+1h‖2 − ‖T nh‖2) =
{
−〈B1(T )h, h〉 if h ∈ N (B2(T )),
∞ if h ∈ H \N (B2(T )).
(4.3.1)
Since T is not a 2-isometry, N (B2(T )) 6= H, so T does not satisfy (3.1.17).
c) It turns out that there are strict 3-isometries T such that N (B2(T )) = {0}.
Indeed, let W be the unilateral weighted shift on ℓ2 with weights
{√
n+3√
n+1
}∞
n=0
. It
follows from [7, Proposition 8] and [3, Lemma 1.21] that W is a strict 3-isometry
for which r(T ) = 1. We claim that
N (B2(W )) = {0}. (4.3.2)
Indeed, it is a matter of routine to verify that B2(W ) is the diagonal opera-
tor (with respect to the the standard orthonormal basis of ℓ2) with the diagonal{
2
(n+1)(n+2)
}∞
n=0
, which yields (4.3.2). In particular, (4.3.2) implies that W is a
strict 3-isometry and, by (4.3.1),
sup
n∈Z+
(‖Wn+1h‖2 − ‖Wnh‖2) =∞, h ∈ ℓ2 \ {0}.
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d) Let W be the unilateral weighted shift as in c). Then W is a 3-isometry
and, by Proposition 4.3.1, we have
W ∗nWn = I + nB + n2C, n ∈ Z+, (4.3.3)
where B = −(B1(W ) + 12B2(W )) and C = 12B2(W ). We easily check that B and
C are diagonal operators with diagonals
{
2n+3
(n+1)(n+2)
}∞
n=0
and
{
1
(n+1)(n+2)
}∞
n=0
,
respectively, so B > 0, C > 0 and N (B) = N (C) = {0}. By (4.3.3), ‖Wn‖ 6 α ·n
for all n ∈ N, where α = √1 + ‖B‖+ ‖C‖. We show that there are no ε ∈ (0,∞)
and β ∈ R+ such that ‖Wn‖ 6 β · n1−ε for all n ∈ N. Indeed, otherwise we have
〈Ch, h〉 6 〈(I + nB + n
2C)h, h〉
n2
(4.3.3)
=
‖Wnh‖2
n2
6
β2‖h‖2
n2ε
, n ∈ N, h ∈ ℓ2,
which contradicts N (C) = {0}. ♦
We now turn to the case when supp(M) = {0}. We first prove a result that is of
some independent interest (see [25, Proposition 8] for the case of weighted shifts).
Lemma 4.3.4. Suppose that the restriction of an operator T ∈ B(H) to R(T )
is subnormal. Then T is subnormal if and only if∫
R+
1
t
dµh(t) 6 1 for all h ∈ H such that ‖h‖ = 1, (4.3.4)
where µh stands for the (unique) representing measure of the Stieltjes moment se-
quence {‖T n+1h‖2}∞n=0.
Proof. Applying Theorem 1.1.1 to T |
R(T ) and using Lemma 2.1.2, we see
that the sequence {‖T n+1h‖2}∞n=0 is a determinate Stieltjes moment sequence for
every h ∈ H. By Theorem 1.1.1, T is subnormal if and only if for every h ∈ H
for which ‖h‖ = 1, the sequence {‖T nh‖2}∞n=0 is a Stieltjes moment sequence, or
equivalently, by [36, Lemma 6.1.2], if and only if the condition (4.3.4) holds. 
Proposition 4.3.5. For T ∈ B(H), the following conditions are equivalent:
(i) T is conditionally positive definite and supp(M) = {0}, where M is as in
Theorem 4.1.2,
(ii) B2(T )T = 0, B2(T ) > 0 and B2(T ) 6= 0,
(iii) T ∗nT n = I −B2(T ) + n(B2(T )−B1(T )) for all n ∈ N, B2(T ) > 0 and
B2(T ) 6= 0,
(iv) T satisfies Theorem 3.1.5(ii) with supp(F ) = {0}.
Moreover, if (i) holds, then
(a) r(T ) = 1 whenever T 6= 0,
(b) T is subnormal if and only if B1(T )T = 0 and ‖T ‖ 6 1; if this is the
case, then ‖T ‖ = 1 provided T 6= 0.
Proof. (i)⇒(ii) Substituting q = X into (4.1.12) yields T ∗B2(T )T = 0. By
Corollary 3.2.7, B2(T ) =M(R+) > 0. Putting this all together implies (ii).
(ii)⇒(i) Note that the set function M : B(R+) → B(H) defined by M(∆) =
χ∆(0)B2(T ) for ∆ ∈ B(R+) is a semispectral measure such that supp(M) = {0}.
Clearly (3.3.3) holds, so by Theorem 3.3.1, T is conditionally positive definite and
(3.2.10) is valid.
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(i)⇒(iii) Let (B,C, F ) be the representing triplet of T . According to Theo-
rem 3.2.5(b), F =M , C = 0 and B = −B1(T ), so by (3.1.2) and Corollary 3.2.7,
T ∗nT n = I − nB1(T ) +Qn(0)B2(T )
= I − nB1(T ) + (n− 1)B2(T ), n ∈ N.
This together with the implication (i)⇒(ii) gives (iii).
(iii)⇒(iv) As above, the set function F : B(R+) → B(H) defined by F (∆) =
χ∆(0)B2(T ) for ∆ ∈ B(R+) is a semispectral measure for which supp(F ) = {0}.
Set D = B2(T )−B1(T ). It is easily seen that D and F satisfy Theorem 3.1.5(ii).
(iv)⇒(i) Apply Theorems 3.1.5 and 3.2.5(b).
We now prove the “moreover” part.
(a) If D 6= 0, then by Theorem 3.1.5 and Proposition 3.1.7, r(T ) = 1. Suppose
that D = 0. Then by (iii), T ∗nT n = I −B2(T ) for all n ∈ N. This together with
T 6= 0 implies that I − B2(T ) 6= 0, so by Gelfand’s formula for spectral radius
r(T ) = 1.
(b) Suppose first that T is subnormal. It follows from (iii) that for every h ∈ H,
‖T nh‖2 = 〈(I −B2(T ))h, h〉+ n〈(B2(T )−B1(T ))h, h〉, n ∈ N. (4.3.5)
By Theorem 1.1.1, {‖T n+1h‖2}∞n=0 is a Stieltjes moment sequence for every h ∈ H.
Combined with (4.3.5) and [19, Lemma 4.7], this implies that
〈(B2(T )−B1(T ))h, h〉 = 0, h ∈ H,
or equivalently that T ∗B1(T )T = 0. By (a) and (1.2.2), T is a contraction (in fact,
‖T ‖ = 1 if T 6= 0), so B1(T ) > 0 and consequently B1(T )T = 0.
In turn, if ‖T ‖ 6 1 and B1(T )T = 0, then T is a contraction whose restriction
to R(T ) is an isometry, so an application of Lemma 4.3.4 with µh := ‖Th‖2δ1
shows that T is subnormal. This completes the proof. 
Now we give an example of an operator satisfying the condition (i) of Proposi-
tion 4.3.5. In particular, we show that the class of operators satisfying this condition
can contain both (non-isometric) subnormal and non-subnormal operators.
Example 4.3.6. Fix real numbers a ∈ (0,∞) and b ∈ [1,∞) such that
θ := 1− 2a+ ab > 0. (4.3.6)
Define the sequence {λn}∞n=0 ⊆ (0,∞) by
λn =


√
a if n = 0,√
1+n(b−1)
1+(n−1)(b−1) if n > 1.
Let W be the unilateral weighted shift on ℓ2 with weights {λn}∞n=0. It follows from
[39, Lemma 6.1 & Proposition 6.2(iii)] that W ∈ B(ℓ2) and
‖W‖2 = max{a, b}. (4.3.7)
One can also verify that B2(W ) is the diagonal operator (with respect to the the
standard orthonormal basis of ℓ2) with the diagonal (θ, 0, 0, . . .). This together
with (4.3.6) implies that B2(W )W = 0, B2(W ) > 0 and ‖B2(W )‖ = θ > 0.
In view of Proposition 4.3.5, the operator W satisfies the condition (i) of this
proposition. Taking b = a > 1 and making the dependence of W on a explicit, we
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see that ‖Wa‖ =
√
a > 1 and ‖B2(Wa)‖ = (a− 1)2. Since, by Proposition 4.3.5(a),
r(Wa) = 1 for every a ∈ (1,∞), we deduce that
Wa is not normaloid for all a > 1 and lim
a→∞ ‖Wa‖ = lima→∞ ‖B2(Wa)‖ =∞.
In turn, if a ∈ (0, 1) and b = 1, then one can verify that B1(W )W = 0 and
by (4.3.7), ‖W‖ = 1, so by Proposition 4.3.5, the operator W is subnormal and
r(W ) = 1. ♦
We conclude this subsection with a remark related to Proposition 4.3.5 and
Example 4.3.6.
Remark 4.3.7. Suppose that T ∈ B(H) is nonzero and satisfies the condition
(i) of Proposition 4.3.5 (the zero operator on nonzero H does satisfy (i)). According
to the condition (iii) of this proposition, T ∗nT n is a polynomial in n if n varies overN
however not when n varies over Z+. Indeed, otherwise, since a nonzero polynomial
may have only finite number of roots, we deduce from (iii) that I = I − B2(T ),
which contradicts B2(T ) 6= 0. In other words, in view of [3, p. 389] (see also
[38, Theorem 3.3]), the requirement that T ∗nT n be a polynomial in n if n varies
over N is not enough for T to be an m-isometry no matter what is m. Finally
note that T falls under Case 3 of the proof of Theorem 3.2.5(c) and the discussion
performed in Remark 3.2.8a). Indeed, by Theorem 3.2.5(b), Proposition 4.3.5(a)
and Corollary 3.2.7, we see that B = −B1(T ), C = 0, F =M , ϑ := sup supp(F ) =
0, r(T ) = 1 and
D := B +
∫
R+
1
1− xF (dx) = B2(T )−B1(T ).
Moreover, in view of Example 4.3.6, both cases D = 0 and D 6= 0 can appear. ♦
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