Abstract -The subject of the paper is the derivation and analysis of third order nite volume evolution Galerkin schemes for the two-dimensional wave equation system. To achieve this the rst order approximate evolution operator is considered. A recovery stage is carried out at each level to generate a piecewise polynomial approximationŨ n = R h U n 2 S 2 h from the piecewise constant U n 2 S 0 h , to feed into the calculation of the uxes. We estimate the truncation error and give numerical examples to demonstrate the higher order behaviour of the scheme for smooth solutions.
INTRODUCTION
Evolution Galerkin methods (EG-methods) were proposed to approximate evolutionary problems of rst order hyperbolic systems. In [10] Ostkamp derived such schemes for the approximation of the solution of the wave equation system as well as the Euler equations of gas dynamics in two space dimensions. In [3, 6] Luká † cová, Morton and Warnecke constructed further EG-schemes, namely EG1, EG2 and EG3. In [14] Zahaykah derived the approximate evolution operator of the solution for the wave equation system in three space dimensions. Using these results new 2D EG schemes, namely FREG, SREG and EG4 schemes were derived, cf. [14] . These methods were applied to the Maxwell as well as to the linearized Euler equations, see [9] . The second order nite volume EG-methods have been introduced and studied in [5, 7, 8] The main objective of this paper is the analysis of third order EG schemes for ¤ Institut für Analysis und Numerik, Otto-von-Guericke-Universität Magdeburg, Universitätsplatz 2, 39 106 Magdeburg, Germany, emails: Gerald.Warnecke@mathematik.uni-magdeburg.de, Yousef.Zahaykah@mathematik.uni-magdeburg.de the wave equation system in two space dimensions. The bicharacteristics theory of linear hyperbolic systems is used to obtain the exact integral equations which are equivalent to the differential form of the system under consideration. Applying certain types of quadratures we derive approximate evolution operators. Projecting these operators on a nite element space of piecewise constants we end with rst order evolution Galerkin schemes. To increase the accuracy we carry out a recovery stage before the evolutionary step in the nite volume construction. The outline of this paper is as follows: in the next section we present the general theory that is used to derive the exact integral equations. In Section 3 we introduce the evolution Galerkin schemes. The exact integral equations as well as the approximate evolution operators for the wave equation system in 2D are given in Section 4. The analysis of third order schemes is given in Section 5. Finally in Section 6 numerical tests, which demonstrate third order behaviour of our scheme, are presented.
GENERAL THEORY
In this section we recall the exact integral equations for a general linear hyperbolic system using the concept of bicharacteristics. The general form of the linear hyperbolic system is given as
where the coef cient matrices A k ; k = 1; :::; d are elements of R p£p and the dependent variables are U = (u 1 ; :::;
k=1 n k A k be the socalled matrix pencil where n = (n 1 ; :::; n d ) T is a directional vector in R d . Since system (2.1) is hyperbolic then the matrix A(n) has p real eigenvalues l k , k = 1;:::; p, and p corresponding linearly independent right eigenvectors r k = r k (n); k = 1;:::; p. Let R = [r 1 jr 2 j:::jr p ] be the matrix of right eigenvectors. Then we can de ne the characteristic variable W = W(n) as ¶ W(n) = R ¡ 1 ¶ U, where ¶ W, ¶ U denote the Jacobian matrices of W(x;t), U(x;t), respectively; i.e. ¶ W(n)= ¶t = R ¡ 1 ¶ U= ¶t and ¶ W(n)= ¶ x k = R ¡ 1 ¶ U= ¶ x k ; k = 1;2; :: : ;d: Since system (2.1) has constant coef cient matrices A k we have
Multiplying equation (2.1) by R ¡ 1 from the left we get If we introduce the decomposition
k , where D k contains the diagonal part of the matrix B k , then we get
3)
The i-th bicharacteristic corresponding to the i-th equation of (2.3) is de ned by We consider the bicharacteristics backwards in time from t + Dt to t, where Dt is a suitable time step. Let the initial conditions be x i (t + Dt;n) = x for all n 2 R d and i = 1; :::; p. Then the bicharacteristics are given as
We will integrate the i-th equation of the system (2.3) from the point P down to the point Q i (n), where the bicharacteristic hits the basic plane, see Fig. 1 . The point P ² (x;t + Dt) 2 R p £ R + is taken to be a xed point, while Q i (n) = (x i (n;t);t) = (x ¡ Dtb ii ;t): Note that bicharacteristics are straight lines because the system is linear with constant coef cients. Now the i-th equation reads ii ; 1), we can de ne the directional derivative
Hence the i-th equation (2.4) can be rewritten as follows
Now the integration from P to Q i (n) gives
where
Multiplication of equation (2.5) by R from the left and (d ¡ 1)-dimensional integration of the variable n over the unit sphere O in R d leads to the integral representation
and jOj corresponds to the measure of the domain of integration.
EVOLUTION GALERKIN SCHEMES
For simplicity let us consider d = 2. Let h > 0 be the mesh size parameter. We construct a mesh for R 2 , which consists of the square mesh cells
where k;l 2 Z. Let us denote by H { (R 2 ) the Sobolev space of distributions with derivatives up to order { in L 2 space, where { 2 N. Consider the general hyperbolic system given by the equation (2.
1). Let us denote by E(s) : (H
) p the exact evolution operator for the system (2.1), i.e.
U(¢;t + s) = E(s)U(¢;t):
(3.1)
We suppose that S m h is an arbitrary nite element space consisting of piecewise polynomials of order m > 0 with respect to the square mesh;
Assume a constant time step, i.e. t n = nDt. Let U n be an approximation in the space S m h to the exact solution U(¢;t n ) at time t n > 0. We consider
p to be a suitable approximate evolution operator to the exact evolution operator E(t), cf. (3.1). In practice we will use restrictions of E t to the subspace S m h for m > 0. We denote by
h the L 2 -projection onto S m h : Now we can de ne the general class of evolution Galerkin methods.
De nition 3.1. Starting from some initial data U 0 2 S m h at time t = 0, an evolution Galerkin method (EG-method) is recursively de ned by means of
For rst order methods we can limit our consideration to the case where S 0 h is composed of piecewise constant (nonconforming) nite elements and de ne P h by the integral averages in the following way
Higher order accuracy can be obtained either by taking m > 0 with a suitable projection onto S m h , or by inserting a recovery stage R h before the evolution step in equation (3.2) to give
Here we have denoted by R h : S m h ! S r h a recovery operator, r > m > 0, and considered our approximate evolution operator E t on S r
h . In what follows we will limit our further considerations to the case where m = 0 and r = 2. The nite difference approach (3.2) or (3.3) involves the computation of multiple integrals and becomes quite complex for higher order polynomials. To avoid this we will consider higher order evolution Galerkin schemes based on the nite volume formulation instead.
De nition 3.2.
Starting from some initial data U 0 2 S m h , the nite volume evolution Galerkin method (FVEG) is recursively de ned by means of
where d x j f j (Ũ n+t=Dt ) represents an approximation to the edge ux difference and
The cell boundary valueŨ n+t =Dt is evolved using the approximate evolution operator E t to t n + t and averaged along the cell boundary, i.e.
where c kl is the characteristic function of ¶ W kl .
In this formulation a rst order approximation E t to the exact operator E (t) yields an overall higher order update from U n to U n+1 . To obtain this approximation in the discrete scheme it is only necessary to carry out a recovery stage at each level to generate a piecewise polynomial approximationŨ n = R h U n 2 S r h from the piecewise constant U n 2 S 0 h , to feed into the calculation of the uxes. Later in Section 5 we will show which recovery can be used to achieve a third order approximation. To close this section it is important to note that in the updating step (3.
EXACT INTEGRAL EQUATIONS AND APPROXIMATE EVOLUTION OPERATORS FOR THE WAVE EQUATION SYSTEM
We will consider the two dimensional wave equation system given as
where c is a given constant. We denote by U = (j;u;v) T the vector of conservative unknowns and by f 1 (U) = (c u;c j;0) T , f 2 (U) = (c v;0;c j) T ux functions. Then the two dimensional wave equation system (4.1) can be rewritten in the conservation law form
Now we recall here the exact integral equations derived in [6] . These will be used in order to construct the so-called EG4 nite difference scheme. The detailed description of the approximate evolution operators for the other EG schemes (EG1, EG2, EG3) are given in [6] . Let P = (x; y;t + Dt); P 0 = (x;y;t) Q = (x + cDt cos J ;y + cDt sin J;t) = (x + cDtn(J );t) and the so-called source term be given as
then we have Exact Integral Equations:
The above integral equations give us an implicit formulation of the solution U n+1 at the point P = (x; y;t n+1 ). In order to obtain an explicit numerical scheme it is necessary to use some numerical quadratures in order to approximate the time integral from 0 to Dt. Using the backward rectangle rule leads us to an o (Dt 2 ) approximation of the time integrals appearing inS 1 ,S 2 andS 3 . Further we use the following result [6] , Lemma 2.1
This already yields the approximate evolution operator for the rst variable j. Similar expressions can be used for S cos J and S sin J to obtain approximations for u and v, cf. [6] . Note that in these formulae we replaced the spatial derivatives of u; v in S just by u; v themselves. Approximate evolution operator for EG4:
THIRD ORDER FINITE VOLUME EG-SCHEMES
As we mentioned in Section 3, a mechanism of obtaining higher order evolution Galerkin schemes is to use the approximate evolution operator on a nite dimensional space of piecewise polynomials of higher degree. This can be accomplished by carrying out a recovery stage before the evolutionary step. See, e.g. Sonar [11, 12] , for general theory of higher order schemes for hyperbolic systems using recovery. Second order FVEG methods were studied in [5, 7, 8] . In this section we aim to derive a third order evolution Galerkin scheme for the two dimensional wave equation system. On each mesh cell W kl the recovery stage that we use is given by the following biquadratic polynomial
Here U n denotes a piecewise constant approximation on the square mesh. The constant term of the recovered polynomial is adjusted in such a way that the recovery is conservative, i.e.
The recovered polynomial R h U n is used only on the cell W kl , but uses values from the eight neighbouring cells W k §1;l §1 . We also take it to satisfy the following prop-
This means that the nine coef cients D i j U of the polynomial R h U n are determined in such a way that they maintain the nine cell averages of U n on W kl and its eight neighbors. For such a recovery it was proved by Sonar [11] , Theorem 4, that on W kl
In what follows we will rst demonstrate that a recovery stage of the form (5.1) in (3.3) produces a third order of accuracy in the space. Proof. Without loss of generality we just consider in detail the rst component j, i.e. equation (4.7). The other components may be treated analogously. Then
where P = (x;y;t + Dt) and Q = (x + cDt cos J ;y + cDt sin J;t). We remind that
Averaging over the square cell W kl and using the recovery R h we get
(5.6) Here U n denotes the L 2 -projection of the exact solution U onto a piecewise constant function with respect to our square mesh, obtained by calculating the integral average on each cell. Now it is well known that given a function f of two variables x and y which is suf ciently smooth, it is possible to expand it via the following Taylor-type formula
The remainder R is given as
with x and h being the same in all terms in which they occur, see e.g. Stancu [13] . Let C r+1;s+1 be a space of functions having r + 1 and s + 1 continuous derivatives in the x-, y-direction, respectively. Assume that j, u, v 2 C r+1;s+1 then the following integrals
are bounded. Thus, averaging j P in equation (5.5) on the square cell W kl and approximating the functions j, u and v by using the Taylor-type formula (5.7) with r = s = 2 we get
It follows from the proof of (5.4) that
for any i; j = 0;1;2, see [11] . Therefore, we can write
Hence
. This concludes the proof of the lemma. ¤
Analogously we have the following theorem. Proof. First let us consider exact integration in (3.5) . Basically the integral averages over the cell W kl are replaced by averages along each edge of the cell boundary with one variable frozen. It is easily seen that one obtains the same order of approximation as before. When Simpson's rule is taken, we have an order o (h 5 ) for the integral and therefore o (h 4 ) for the average. So the spatial order is maintained. ¤ Remark 5.1. The results of Theorems 5.1 and 5.2 hold also for any of the approximate evolution operators EG1, EG2, EG3 and the approximate evolution operator of Ostkamp. See, e.g., [6, 10] for the precise de nition of the operators. EG4 scheme, T = 0:2, CFL = 0:10. 
The numerical experiments are carried out with the nite volume EG4 scheme (FVEG4), cf. (3.4), (3.5) for the de nition of the FVEG scheme and (4.7)-(4.9) for the EG4 approximate evolution operator, which is particularly used here. The integrals in (3.4), (3.5) along time interval [0;Dt] and along cell interfaces of W kl are approximated by the Simpson rule. Note that in our computations the Mach cone integrals with respect to J, which appears in approximate evolution operator (4.7)-(4.9) are evaluated exactly. We take the absolute time T = 0:2 and T = 0:4, respectively, and set the constant c for the wave equation system to 1. The last columns of Tables 1 and 2 demonstrate that the experimental order of convergence is 3. This con rms our theoretical results that the method is of third order, cf. Theorem 5.2.
Note that the CFL number, CFL = (cDt)=h, is taken relatively very small in order to guarantee stability of this third order scheme. This is a well-known feature of higher order schemes which are based on an approximate operator which is not stable up to CFL = 1. It was shown in [14] that the EG4 approximate evolution operator is stable only up to the CFL = 0:72. As a result also the stability region of the higher order FVEG4 scheme is reduced considerably. Note that in our forthcoming paper [4] we have derived a new approximate EG operator, which is stable up to a natural stability limit CFL = 1. The results of this paper extend naturally also to the new EG operator and such a third order scheme is stable up to CFL = 1. Third order FVEG scheme derived in this paper for the wave equation system can be also easily generalized to nonlinear hyperbolic problems, e.g. the Euler equations of gas dynamics or the shallow water equations. In Figs. 2 and 3 the isolines of the computed approximate solutions for the rst, the second and the third order FVEG4 schemes are shown. The computational domain [¡ 1; 1] £ [¡ 1; 1] was divided into 400 £ 400 cells, the absolute time is set to be 0:4 and the CFL number for the rst, the second and the third order schemes is 0:55, 0:45 and 0.1, respectively. A cross-section plot along the line y = 0 is shown in Fig. 4 .
In [2] structure of the exact solution to the above initial-value problem was studied. Particularly for the cross-section y = 0 the exact solution at time t = 0:4 reads: It can be observed from the isolines as well as from the 1D plot and its comparison with the analytical values that the rst order FVEG4 scheme has a considerable numerical dissipation and discontinuities are smeared out. The second order FVEG4 scheme resolves shocks much better but it produces some oscillations. The third order FVEG4 is clearly the best. It obtains less dissipation and it resolves better the shocks. 
