Abstract. In a recent paper [E. Chacón Vera and D. Franco Coronil, J. Numer. Math. 20 (2012) 161-182.] a non standard mortar method for incompressible Stokes problem was introduced where the use of the trace spaces H 1/2 and H 1/2 00 and a direct computation of the pairing of the trace spaces with their duals are the main ingredients. The importance of the reduction of the number of degrees of freedom leads naturally to consider the stabilized version and this is the results we present in this work. We prove that the standard Brezzi-Pitkaranta stabilization technique is available and that it works well with this mortar method. Finally, we present some numerical tests to illustrate this behaviour.
Introduction
The starting point in many domain decomposition methods is to split the computational domain Ω (Ω ⊂ R 2 bounded polygonal domain to ease presentation) into non overlapping (open) polygonal subdomains {Ω s } s with the purpose of working locally and recover a global solution after some iteration process.
Following Girault and Raviart [10] , Grisvard [11] or Adams [1] we introduce some well known notation to ease the presentation: Denote by H r (Ω) the usual Sobolev space endowed with the Sobolev norm · r,Ω and by H 1 0 (Ω) the closure in H 1 (Ω) of all the smooth functions with support inside Ω. Then, we split Ω, the computational domain, as follows
is either an edge (i.e., a segment), a crosspoint or empty and, finally, consider E 0 = {Γ e } e=1,...,E (1.2) the sorted set of all edges inside Ω, also known as the skeleton of the decomposition. A common idea to devise a parallel computation of a function u ∈ H 1 0 (Ω) is to use a variational formulation where the restriction to subdomains of the original equation and some interface terms show up. Usually, this process is performed via integration by parts and boundary terms appear as dualities. How to handle this dualities is the core of the following arguments.
A standard space for mortar methods is the product Hilbert space
endowed with the natural norm
However, this space X δ has the disadvantage that it does not control the jumps [v] Γe across interfaces Γ e ; the internal crosspoints (final points of internal edges) are the trouble. As a consequence, it seems that the following strict subspace of X δ
gives a better framework because it considers only the functions whose jumps belong to the trace spaces H Clearly, X is not a Hilbert space with respect to · 1,δ because the norm in H 1/2 00 (Γ e ) is strictly stronger than that on H 1/2 (Γ e ). Moreover,
(1.7) Remark 1.1. Poincare's inequality and the control we have on the jumps, interconnecting all subdomains, allow the use on X of the equivalent norm |v| 2 X = (v, v) X , where (·, ·) X is the scalar product given for any u, v ∈ X by
what is to say, |v| 2 X = 0 implies v = 0. As far as we know, the use of the space X δ was introduced by Raviart and Thomas [13] and X was considered by Braess, Dahmen and Wieners [2] and by Ben Belgacem [3] . Following their analysis, one sees that H 1 0 (Ω) can be identify as a subspace of X and, also, as a subspace of X δ by means of appropriate linear restrictions:
• In the case of X δ , just one linear restriction on X δ that acts globally on the skeleton E 0 is enough. The global action guarantees that the local functions are correctly glued together, see the characterization (2.12) of H 1 0 (Ω) in Raviart and Thomas [13] .
• On the other hand, for X we need as many linear restrictions as interfaces. But, as the coupling is already present in X by definition, all of these linear restrictions are independent from each other and their local action is just to guarantee the nullity of the jump across each interface.
In both cases, these linear restrictions are identified with Lagrange multipliers. The most important issue here is the nature of these multipliers:
• in the case of X δ , they are a properly chosen sum of the duality pairings
• while in the case of X, they are the pairing H −1/2 00
00 (Γ e ) for each of the local Lagrange multipliers. Many popular methods for solving elliptic problems are based on the idea of forcing the nullity of the jumps across interfaces in some way. For instance, mortar methods do it in a weak sense while FETI methods impose pointwise continuity at some interface nodes. A proper formulation of the continuous problem will guarantee the stability of the discrete version. Consequently, it is interesting to discuss some of the characteristics of these two above decompositions:
First, the obtention of the jumps at the interfaces from the first approach is not possible at the continuous level. That is because at corner points the normal vector is not defined and it is not possible to split locally the action of the normal derivative, considered as a linear form, see Grisvard [11] . Therefore, the second approach seems to be safer because jumps naturally show up. Moreover, the control of the jumps only in terms of the gradient norms is impossible due to internal crosspoints. Again, the use of X seems to be more interesting.
Secondly, the Lagrange multipliers are usually implemented by means of the scalar L 2 product on interfaces and end up representing the normal fluxes across these interfaces, usually some physical quantity of interest. But this procedure makes sense only when these normal fluxes are smooth enough to be identified with L 2 functions. Even when the true solution is smooth enough to guarantee smooth fluxes (something that usually comes from the regularity of the data), the norms involved in the existence analysis are usually weaker and do not see this extra regularity for the true solution.
As a consequence, we are faced with stability issues that are delicate to solve. In fact, the continuous version of the Lagrange multiplier action on each interface Γ e is the duality H . As a consequence, assuming an L 2 regularity for this multiplier and writing this duality in terms of the scalar product in L 2 (Γ e ) requires stabilization techniques. Although the analysis in the case of elliptic problems has been done on a discrete level using mesh dependent norms, see for instance the works by Ben Belgacem and Maday [3] or Bernardy, Maday and Patera [5] , a continuous study face the question of controlling all the jumps and the difficulty of handling the duality pairing for discrete functions without wasting information.
In the previous works by Bernardi et al. [4, 5] and Chacón Vera et al. [6] , these questions are handled by using the space X and the (Riesz) identification of the Hilbert space H . The stability questions are solved but the disadvantage is that the Lagrange multiplier loses its physical meaning, although the normal fluxes can still be recovered from the computed solution. A similar effort can be found in the paper by Lee and Park [12] .
According to these ideas, in [4, 6] a continuous framework is proposed for elliptic equations in terms of a saddle point problem that resembles the standard primal hybrid formulation and, sort of, falls into the FETI-DP mortar familly of methods: FETI-DP alike because only continuity at cross points is imposed and mortar alike because nonmatching meshes at interfaces are allowed, although we use a different scalar product for the mortaring process. In this method, all of the previously mentioned technical difficulties are avoided and the continuous analysis holds for internal approximations even in the case of non conforming meshes, i.e., we obtain mesh independent inf-sup and continuity conditions at the discretization level. Another remarkable property is that the stability of the discretization is independent of the varying mesh sizes, i.e., it does not matter which side is the mortar.
In [7] this effort is extended to the case of the incompressible Stokes equations with mixed finite elements showing that the same results hold. In this work we study the use of stabilization techniques to make the computation less expensive. Our analysis will be presented in the two dimensional setting to simplify the presentation. These main ideas extend easily to the three dimensional situation although a detailed study is required. Finally some numerical tests are shown as a conclusion.
Incompressible stokes equations
The splitting of the computational subdomain for the pressure is not easy because the zero average imposes a global restriction. To fix this difficulty, we introduce a new variable in the Stokes equations that sets free the pressure space from this restriction.
Incompressible Stokes equations with homogeneous boundary conditions amount to find
We add a new scalar unknown that takes the role of the pressure average as follows: we look for a pair of values
Evidently, q ≡ 1 implies τ = 0 and v ≡ 0 implies Ω p = 0. This formulation can be seen as a saddle point problem if we pair the u and τ variables.
Then, we look for
While the ellipticity for this saddle point problem is trivial, we need an inf-sup condition for b. The following result is claimed but not fully proved in [7] , we give it now:
As a consequence, problem (2.1)−(2.2) is well posed and its solution is that of the original Stokes problem with
Dirichlet homogeneous boundary conditions.
where we use that Ω div(v) dx = 0 and take
On the other hand,
and the choice t = −p Ω gives
Then, straightforward bounds give the existence of a positive constant β > 0 that only depends on the domain Ω such that
and the inf-sup condition (2.3) follows with this constant β > 0
Remark 2.2. The solution of the standard Stokes equations is associated to the saddle point (u, p)
or, equivalently, with the constrained minimization of the energy problem
or, equivalently, with the constrained minimization of the new energy problem
As a consequence, we have relaxed the energy functional in a simple way and this small change removes the zero average restriction on the pressure.
Multisubdomain formulation
and shape regular while each Γ e is of length O(H) for some fixed H > 0, see Figure 1 for example. This means that there exists positive constants c 1 , c 2 and H > 0 such that for any e = 1, . . . , E and s = 1, . . . , S we have
where | · | is the corresponding Lebesgue measure. We also assume that contains the sorted set of all edges inside Ω. This is now the skeleton of the decomposition. We let C be the set of all vertices of the polygonal subdomains Ω s that are not on ∂Ω; these will be called cross points. On the other hand, any open line segment, without corners or junctions with other lines, on the boundary of a subdomain between two consecutive crosspoints will be referred to as an edge, or interface, see Figure 1 . Finally, we denote by [v] Γe the jump across any interface Γ e . Once all the interfaces and subdomains are sorted these jumps are always computed following the same pattern.
We propose to relax jumps across interfaces and add the correct multipliers for each of these jumps. First we define our decomposition for the velocities. We take 5) and consider X given by
endowed with the norm |v|
Then, we set the product hilbert space X = X × X and observe that H 1 0 (Ω) is the subspace of elements of X with zero jumps across all the internal edges inside Ω.
Following the idea of taking a scalar value to handle the pressure on the whole domain Ω, we construct V = X × R and represent by v = (v, t) any element of V where v ∈ X and t ∈ R. Obviously, V is Hilbert space with norm v
Now for the pressure space
) and represent the incompressibility restriction in terms of the continuous bilinear form b : (2.9) in the form
The new formulation we propose at the continuous level is:
We see that we added the jumps to the elliptic terms to guarantee the control on the internal jumps and replaced the pairings H In a more compact form, taking
The 
Condition (2.12) was proved in Lemma 2.9 of [3] and in Theorem 2 in [6] and condition (2.11) follows from the global inf-sup condition (2.3).
Remark 2.4.
A key result is that the inf-sup for the bilinear form b is reached for a function v ∈ V with zero jumps, recall (2.3),
while the inf-sup for bilinear form c is reached for functions v ∈ V with non-zero jumps, see Lemma 2.9 of [3] for instance. As a consequence, formulation (2.10) has a unique solution that is the one of (2.1)−(2.2).
Setting of the dual problem
Next, if we denote by primal variables velocity and pressure on the subdomains and dual variables the Lagrange multipliers, we eliminate the primal variables in terms of the dual variables, i.e., we obtain a dual problem that once solved will give the correct boundary data for the primal variables.
The writing of problem (2.10) in terms of operators will further simplify our analysis. For a Hilbert space H, we denote by (·, ·) H its scalar product, by H its dual space and represent its duality by ·, · H ; moreover, for a linear operator T we denote by T is adjoint. Then, (2.10) is
where A is the Riesz isomorphism between V and V that satisfies
B is a linear operator from V into M and
C is a linear operator from V into N given by Cv = ([v] |Γ e ) e=1,...,E . It can be characterized by
Now we construct the dual problem for the variable λ, our dual variable by elimination of the primal variables. First
and using that Bu = 0 and Cu = 0 we obtain a system of two equations given by
14)
The mapping BA −1 B is self-adjoint and positive definite thanks to the inf-sup condition (2.11) for b we have
As a consequence it has an inverse and allows to write p in terms of λ
Finally, our dual problem for λ is an equation on N that comes from the second equation (2.14) in the form:
where S and are
The proof of the following result can be seen in [7] Theorem 2.5. Let be S : N → N defined as above. Then S is a self-adjoint positive definite operator. That is to say 
As a consequence, our dual problem (2.15) is well posed and has a unique solution that gives the correct Lagrange multipliers for (2.10).
Remark 2.6. If we consider the bilinear form
an inf-sup condition for the variable (u, p) ∈ V × M of the form
would aswell allow the construction of a well-posed dual problem. This is better suited for stabilization methods. 10(a) ). Then by Green's formula on polygonal domains, see Grisvard [11] , we recover the result about the normal fluxes.
Stabilized approximation
In [7] the discrete approximation using a stable pair of finite element spaces was considered. Now we reduce the number of degrees of freedom needed by means of stabilization techniques. We propose to stabilize the discrete Stokes problem via the usual Brezzi-Pitkaranta approach, see [9] for instance, because the main ideas can be extended to more elaborated stabilization techniques.
To simplify we consider a conforming triangulation T h of Ω that contains the skeleton E 0 as union of edges of triangles and so that on each edge the same partition is inherited from both sides. As usual, h is the mesh size, i.e., h = max h κ where κ is a generic element of the mesh and h κ is the longest side of κ. As T h is also compatible with the subdivision of Ω, its restriction to each Ω s gives a mesh T s h on Ω s . We use the standard P 1 finite element for velocity and pressure on each subdomain. Define the family of subspaces
where P r (κ) is the space of polynomials of degree less or equal to r in the two variables x and y. On each subdomain, we take also
and v is continuous at every cross point in C} ⊂ X,
and finally N h ⊂ N given by the restriction of functions in X h to the skeleton E 0 .
For the stabilization approach to Stokes problem the inf-sup condition is achieved on the coupled velocitypressure pair. We follow this idea to construct the dual problem now. Set the bilinear form
where R h is the standard Brezzi-Pitkaranta stabilization term applied to each subdomain
With the obvious notation, we also have
Provided B h invertible we will be able to eliminate the unknows (u h , p h ) and construct the dual problem for the Lagrange multplier λ h
Finally, by proving a uniform discrete inf-sup condition for the bilinear forms B h and C h , this dual problem is a symmetric positive definite problem that can be solved by Conjugate Gradient without preconditioning and with a mesh independent rate of convergence. The discrete uniform inf-sup condition for C h on the pair V h and N h is a well known result, see for instance Theorem 4 in [4] :
This result can be obtained using the standard finite element extension theorems or using the extra regularity of solutions for elliptic problems in polygonal domains. Secondly, we check the inf-sup condition for B h . This is more delicated and we combine the standard proof of stability for the Brezzi-Pitkaranta method, see [9] , with the technique to reduce the global inf-sup stability bound to a local ones used in [10] , Theorem 1.12, page 130. This is the main theoretical result of this work. 
and the function v h ∈ X h that gives the maximum satisfies v h ∈ C 0 (Ω), i.e., its jumps across all interfaces are all zero.
Proof. First, we see that using u h = (u h , τ) ∈ X h × R we have
and second that for any v h = (v h , t) we have
Our goal will be to find
(Ω) as in the continuous case. Then we would take
as previously, using the stabilization term to control the defect that appears on the inf-sup estimate for the pair P 1 − P 1 . With that in mind set
and observe that
0 (Ω); this is well known to be an orthogonal decomposition. As a consequence, see [9] , there existsw
and such that 
Standard application of Young's inequality gives for some new c 1 and c 2 that
On the other hand, for the function π h that is constant on each Ω s and with the only restriction of π h ∈ L 2 0 (Ω) we have enough degrees of freedom to construct
Take then, for a real parameter β to be fixed, the function
Then, it is standard that for β > 0 small enough we obtain
with
Finally, we take w h = (w h , t ) with t = |Ω| −1 Ω p h ; then, using again Young's inequality whenever needed,
Finally, for δ > 0 to be fixed,
As a consequence, if we take δ > 0 such that
we obtain the existence of γ > 0 independent of h and the α s such that
Moreover, tracking back our construction of v h we find
for a constant C > 0 also independent of h that yields our discrete stability condition for B h .
Next, we cast the problem in terms of solving an equation for the dual discrete variable λ h set on the Lagrange multiplier space N h . The equation is
where the operator S h is SPD with a uniformly bounded spectrum
thanks to the uniform discrete inf-sup conditions. As a consequence, we solve (3.5) via an external cycle performed by the Conjugate Gradient Method (CG) without preconditioner in an h independent number of steps. This external cycle has associated an internal cycle for the computation of the action of S h on a CG direction. This internal problem is computed also via a preconditioned Conjugate Gradient, using independent subdomain solves, see [7] for a more detailed explanation. To sum up, we have 1. an external computational cycle, the CG for S with a fixed number of iterations independent of the discretization parameter h; and 2. at each iteration of this external cycle, the resolution of a primal problem of the form:
where for the initial residuous r 0 we have ξ = F and for the iteration m ≥ 0 we have ξ = C d m . 
Some numerical tests
All the numerical tests that we present have been performed with FreeFem++ [8].
Academic test 1: two subdomains
We first consider Ω = (0, 2) × (0, 1) and split it into two subdomains through a curved interface using conforming and nonconforming meshes; on Figure 2 we show a typical conforming and nonconforming mesh configuration in the case h = 1/10, in the nonconforming. We move the flow via the boundary conditions we show the computed solution via our domain decomposition method. We have found similar results for the conforming and non conforming configuration.
Academic test 2: a floating subdomain
As a second and final test we consider a disk Ω centered at (0, 0) with radius R = 2 with a floating subdomain, another disk centered at the point (0.5, 25) with radius r = 0.75. In this last configuration there are no cross points and we just work with the H 1/2 scalar product on the internal disk boundary. We let the flow rotate via Figures 6 to 8 show the global and computed solution with conforming triangulations after six iterations, here the convergence results and ratios are similar to the previous example. To conclude, Figures 9 to 11 show the results using nonconforming triangulations after two iterations.
Conclusions
The use of the H 1/2 00 norm allows to obtain an abstract framework for a FETI-DP mortar method which is simple to analyze in continuous and in discrete formulation. We studied the use of this tool on several differential operators like Laplace [4, 6] and incompressible Stokes [7] . The inclusion now of stabilization techniques for Stokes equations makes it also affordable for large problems.
