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A Foreword
In the autumn of 1995, the mathematical community was shaken by the news from Russia that Roland Dobrushin had died of cancer on November 12 at the age of 66. He was at the peak of his creative powers; a number of his papers were in print or preparation. It is impossible to know how many other works were in conception. We hope that his colleagues and pupils will be able to reconstruct at least some of his ideas. Dobrushin's energy during the last period of his life is also demonstrated by the extensive travel he undertook in 1995 when he was already seriously ill. Among other meetings, he attended the Conference in Mathematical Physics (Aragats, Armenia, May 1995) ; the 23rd Bernoulli Conference on Stochastic Processes and Their Applications (Singapore, June 1995) ; and the "Probability and Physics" Conference (Renkum, The Nether1This work has been supported in part by the Russian Foundation of Fundamental Research (Grant 01-96-00250), the EC Grant "Training Mobility and Research" under Project No. 16296 (Contracts CHRX-CT 93-0411 and ERBFMRX-CT 96-0075) and the INTAS Grant under Project "Mathematical Methods for Stochastic Discrete Event Systems" (INTAS 93-820).
lands, August 1995) . He was planning to spend the autumn of 1995 in the SchrSdinger Institute in Vienna collaborating with several of his co-workers.
It is difficult to assess the scale of the loss to mathematics in general (and Russian mathematics in particular) occasioned by his death. Dobrushin's enormous contribution to modern mathematics is not confined to his publications. He was a man who generated a special mathematical aura. Everybody within his orbit who had the slightest talent for creating new mathematical results was quickly included in active and absorbing research. Such research was always deeply motivated (important for newcomers) and conducted to the highest standards. For many mathematicians the subject they began to work on with Dobrushin became their main topic of fruitful research for years, if not decades, to come. His ideas and views, like waves in water, percolated (and continue percolating) throughout the mathematical community, not always recognized as initiated by Dobrushin. Alas, the source of the waves is no longer with us.
A number of events dedicated to Dobrushin's memory have taken place or are planned, e.g., a session of the Moscow Mathematical Society, (April 1996) , the conferences at the SchrSdinger Institute (Vienna, September 16-20, 1996) , and INRIA (Versaille-Rocquencourt, October 21-25, 1996) . Obituaries and biographical articles [3, 9, 35, 62, 70, 98] have been published; a number of journals are to have special issues in his memory. The present paper is an attempt to describe some of his research contributions; we have tried to make the material accessible to a large probabilistic audience, maintaining at the same time the necessary level of mathematical rigor. We pay special attention to the origins of his main ideas and to a retrospective analysis of his methods. We believe that these are important issues that have perhaps not been discussed in detail in the literature so far. A brief biography is provided, where we focus on several aspects of his life. Dobrushin's personality had a huge impact on entire fields of research in Russia and abroad.
We understand that our comments are inevitably one-sided and selective; it is impossible, within the limits of a single article, to analyze in depth his influence upon the modern state of research.
We also give a complete list of Dobrushin's published works. In the case of Dobrushin's papers originally published in Russian and officially translated to English, we refer to the year of Russian publication.
The references to the translated Russian papers by other authors are to their English translation. In general, while referring to the Russian papers, volumes, the names of the authors and the titles of the journals, periodicals and volumes are reproduced in the Russian transliteration, whereas the titles of the papers are given in the English translation. We apologize to the reader for possible divergency with other translated versions of the same Russian titles which may exist in the literature.
Commenting on the papers in which Dobrushin was a co-author, we give his name only (for which we apologize to his numerous co-workers). This is merely for the sake of unity of style. However, it should be noted that, at least in our experience, he was always the natural leader of a team, without being patronizing. His ideas almost always worked well, and his picture of the final result was astonishingly correct.
A Biographical Note
Dobrushin, who was of German, Jewish and Russian origin, was born on July 20, 1929, in Leningrad (now St. Petersburg). His parents died when he was a child and he was brought up by relatives in Moscow. His mathematical abilities were noted at school, but it is not known whether his school interests were confined to mathematics. However, it is a fact that he successfully took part in Mathematical Olympiads, a popular competition open to talented school children in which they had to solve specially selected and prepared questions (the term "olympiad problem" in Russian mathematical jargon describes a particular style of question at these competitions In the early sixties, Dobrushin felt that the subject of information theory was beginning to be exhausted, although he continued, with some interruptions, publishing papers in the field until the late seventies. According to his colleagues and friends, he had similar feelings about many areas of "classical" probability theory. Conceding that the whole stream of works in classical directions, rich in results and traditions, served an important purpose in constructing a unified theory, he came to the conclusion that focusing on traditional approaches somehow slowed down the development of completely new fields. He gave much thought to this problem and voiced his dissatisfaction with the situation to his colleagues. His frequent conversations with one of the authors of this paper (R.A.M.) were directed towards fundamental questions of statistical mechanics, in particular, the problem of phase transitions. In general, his intention was to find common ground between physics and probability theory (recall his attempt to be admitted to Fiz-Fak of MSU).
The second half of the fifties and the beginning of the sixties saw the start of a political thaw which, however incomplete and contradictory, irreversibly changed people's outlooks and created a spirit of independence and in many cases, defiance of official doctrines. The future dissident movement was founded in this spirit of defiance, as well as a general nonconformist attitude widely popular among scientists, writers, painters, and other members of the intelligentsia, especially in Moscow and Leningrad. However, the regime was still a powerful structure and it had many supporters who, for one reason or another, were prepared to oppose changes and close their eyes to repressive measures against those critics of the system who dared to go too far. Dobrushin had a socially active mind and a very strong and independent personality. Together with his deep conviction that democratic principles should be introduced into Russian society, this inevitably put him on a collision course with officialdom and its supporters. The story of his confrontation with the huge repressive machine is worth a separate article; here we mention the facts only.
In the autumn of 1956, a group of Mekh-Mat students made public a few copies of a typewritten literary bulletin. An early example of samizdat, there were among its authors and distributors names that left their mark on the future development of Russian mathematics. From a contemporary viewpoint, the bulletin's contents were innocuous. They included a speech by a popular Soviet writer in which he criticized several of his colleagues hiding an obvious lack of talent behind the orthodoxy of "socialist realism", excerpts from John Reed's essay on Trotsky (who, until the Fall of 1991, was considered a political evil of Soviet history), and a number of verses by young poets denied publication in the tightly controlled official magazines. The authors of the bulletin were perhaps naive in thinking that the time of long-awaited freedom had arrived.
This made the Mekh-Mat authorities nervous. The Soviet Army had just invaded Hungary to crush reform, and there was a danger of confrontation in the Middle East over Nasser's nationalization of the Suez Canal. In this situation, it was decided that the bulletin should be treated as an "outside enemy's" activity. (It should be noted that some prominent Makh-Mat members were outraged by the bulletin, primarily not because they disagreed with its contents or with the fact of its distribution, but because they were afraid of official repressions against the department.)
The departmental authorities summoned a meeting of the staff and students with the declared objective of "condemning" and "punishing" the "moral mutineers", but in reality to demonstrate "unanimous approval" of the official line at this complicated period. Such meetings were part of a long tradition in Soviet political life, and their scenario was tested and improved countless times, although in post-Stalin times, enthusiasm for condemnation was not as great as it had been. Speakers, carefully selected by the organizers in advance, duly denounced, with various degrees of histrionic severity, the heretics, and some of the accused demonstrated various degrees of repentance. However, the planned course of the meeting was disrupted by Dobrushin's speech, in which he declared that the bulletin was a manifestation of the eternal principles of freedom, and the authorities could only benefit if everybody were free to speak their mind. The absurdity of the proceedings immediately became clear to all present, and the authorities, to their outrage, lost control of the meeting.
However, Dobrushin's words cost him (and not [1965] [1966] [1967] [1968] [1969] [1970] were the concepts of a specification and of a Gibbs' random field. He understood that one of the most important phenomena of interest in statistical physics, phase transition, is described as a non-uniqueness of a Gibbs' field with a given specification. He then gave a short and beautiful proof of the existence of phase transitions in the Ising tnodel and its modifications in dimensions two and higher, and went further by investigating the structure of the set of pure phases in these models. His main results in this direction are published in [1965a, 1966a, 1968a-c, 1970a-b, 1972a-b, 1973a-b, 1974c] In his first series of published papers, Dobrushin studied non-homogeneous Markov chains.
The main problem he was interested in is the central limit theorem (CLT) for this class of processes. As mentioned above, he invented a specific parameter known as the ergodicity coefficient which describes a degree of "homogeneity" of a general Markov chain. Consider an array of random variables XI),xI),x(31),... xTI, At that time paper [1956e] seemed rather atypical and did not give rise to systematic work in this direction. However, the concept of an infinite particle system that emerged from this paper had serious impact on his later research. From the end of the fifties onwards Dobrushin focused on problems of information theory.
Information theory
One of the main problems of coding theory is: Given a "noisy" channel of information trans-mission, encode a text at the input port and decode it at the output port so that the error probability becomes negligible (or at least minimal). More precisely, suppose that a total of M different "messages" is given, which are to be transmitted through a channel. To each message one assigns a distinct codeword that is a sequence of n binary digits, n >_ log 2 M. The collection (= tn) of codewords is called a code (of length n); it is a subset of the set {0, 1}
n of 2 n possible binary n-words.
In the course of transmission random errors occur; to start with, we assume that the statistics of the channel is known, i.e., we know (for any n and any a E .Ytt and b E {0, 1}n) the probability There exist a lower bound for C (direct Shannon's theorem) and an upper bound (converse Shannon's theorem), in terms of an asymptotical behavior of P(. I" as n--<x. Under "natural" assumptions on P(. ") (e.g., for a memoryless channel) the lower and upper bounds coincide (and may be calculated in terms of w(. ")); moreover, for _R < C the error-probability decays exponentially.
As noted, Shannon result produced a strong impression at the time, in particular the existence (and a deep "physical" significance) of a "critical" value C. In his initial papers in information theory, Dobrushin studied the possibility of extending Shannon's theorems to a more general set-up where the coding alphabet is arbitrary. He invented the above condition of information stability which turns out to be sufficient for Shannon's theorems to hold. He later extended the theory to the case where the channel statistic is not known. Here is the result of [1975b] .
Assume that the channel used for transmission is memoryless, but the symbol-to-symbol transition probability w(-is not given (e.g., may vary from time to time); one knows only that it belongs to a certain class . The input symbols b are from an "alphabet" X and the output ones from Y; both X and Y are supposed to be finite (in the above set-up, X Y {0,1}).
Given a probability distribution p( PX) on X and w r, set
where is the closed convex hull of , and In [1965a, b] and [1966a] Dobrushin produced the first (and rather complicated) version of the proof of the existence of phase transition in the Ising model dimension two and higher.
Alternative or similar arguments and proofs were given in [10, 24, 30] and [67] . In [1968a] Dobrushin developed a general approach to the concept of phase transition as the non-uniqueness of a random field with a given system of conditional probabilities (or a given specification, as it was later called). In [1968b, c] and [1969a] he put this problem in the context of various models in statistical mechanics and in particular gave a new proof, short and beautiful, of the existence of phase transitions in Ising-type models. It is this proof, refining the original Peierls argument, which is now presented in most textbooks and reviews to demonstrate the phenomenon of phase transitions. Additional chapters in [1970a, b] extend this theory. Together with papers [20, 56, 57, 82, 83] and [86] (see also [64] [65] [66] ), these papers formed the foundation for further rapid development of the probabilistic approach to the equilibrium statistical mechanics (and later on, Euclidean quantum field theory). See [22, 25, 61, 85, 91, On the other hand, in the antiferromagnetic case with an alternating field (#(t)= -#(t') if t, t' 7/d are nearest-neighbor) the GS is a "chessboard" configuration where r(t) has the same sign as #(t). Again, the case #(t)= 0 leads to two GSs that are distinguished by or(O), the value assigned to the origin O. (See Figure 2. ) Furthermore, in both cases, in the absence of the magnetic field, the competing GSs exhibit a symmetry. They are transformed into each other by "flipping" the values of the spin (i.e., changing them to their opposites) at each lattice site.
Finally, in the ferromagnetic model, the GSs are translation-invariant, whereas in the antiferromagnetic one translation-periodic and transformed into each other by a unit space shift. (In fact, the above configurations do not exhaust the set of (suitably defined) GSs, but they suffice for our immediate purposes. Dobrushin's tour de force was to treat a specification as a primary object, rather than the random field. The question is: how many RFs are there with a given specification? Or, if the specification was constructed as in (16) He analyzed logarithmic asymptotics of the partition function and their relation to the phase diagram [1967a] , [19724, [974d] . He also contributed to the study of the problem of equivalence of ensembles [1977a] .
He studied models with a continuous spin space X, producing spectacular results both for the absence of phase transitions [1975a] , [1978b] and their presence [1981b] , [1986a] . He also considered models with "non-standard" interaction potentials [1988b, c] [1979b, el, [1980a] , [1983c, d] . We also mention an attempt to study the Euclidean phase diagram of the two-dimensional boson P()2 model. This attempt was unfortunately not completed (after an announcement [1973c] there was no detailed proof published, and the credit justifiably was transferred to [26] [27] [28] [29] Another direction of Dobrushin's interests was the construction of the so-called non-equilibrium dynamical systems of statistical mechanics. The problem is as follows. Consider a Hamiltonian system of equations in the d-dimensional Euclidean space dt 3 (t) pj(t), -pj(t) grad E V( I I qj(t) qk(t) I I ), (22) k:k =/: j with the Hamiltonian ) H( {qj, pj} 1 / 2E Pj + E V( ll qj qk ll (23) Here qj, pj N d are the positions and momenta of particles and V the pair interaction potential depending on the Euclidean distance (the mass of a particle is taken to be one). A typical shape of V(r), r O, is given in Figure 4 below (the so-called Lennard-Jones type potential). The value a 2 0 is the "hard core" diameter. The behavior of V for r a reflects the repulsion when particles are near each other while decreasing as r the decay of the interaction at large distances.
For r > a, V(r) is supposed to be smooth in r.
One is interested in solving the Cauchy problem for (22) However, the following remark saves the day. For "large" systems, one is interested not in the evolution of an "individual" ID, but rather of a probability distribution. That is, one is concerned with having a solution to (22), (24) not for any ID, but for the set of ID supporting a "natural" probability distribution.
First results in this direction were obtained in [53, 54] and (for a different class of systems) in [55] . In particular, in [53, 54] the one-dimensional case d-1 was considered, with a potential V that was of a finite range (V(r)-0 for r > R0) and without hard core (i.e., with no singularity for 0 _< r _< ec). The result was that the existence and uniqueness of a solution of an infinite system (22) hold for a "massive" set of ID which have probability one with respect to a large class of measures on the phase space of infinitely many particles. This set was described in asymptotical terms, as well as the class within which existence and uniqueness hold.
The above restrictions on d and V were not considered to be natural, and many researchers tried to remove them. An alternative approach was proposed in [93] and extended in a series of papers completed with [81] . Here, dimension d was ultimately made arbitrary and the condition on V allowed to include the potential of the type in Figure 4 . However, the price to pay was that the set of ID was made "less massive." One could only guarantee that it had probability one with respect to any Gibbs RF with potential V. Such a random field is defined and constructed in a similar fashion to the lattice case discussed in Section 2.3. It turns out to be invariant (or equilibrium) probability distribution under the shift along the solutions of (22). Owing to this fact, results of this kind were referred to as equilibrium dynamical systems. In [1977b, c] Dobrushin proposed a new construction of the solution to (22), (24) which allowed him to include, in dimensions d-1 and 2, "realistic" potentials V and establish the existence and uniqueness for a set of ID having probability one with respect to a large class of measures, not necessarily equilibrium ones. Up to now, these results have not yet been improved upon. In particular, Dobrushin conjectured that in dimension d >_ 3 the problem of finding a "good" set of ID has a negative answer.
After constructing a dynamical system of infinitely many particles, one naturally asks whether it has "ergodic" properties of one kind or another. Dobrushin [1978c] , [1985f] , [1993b] believed that "typically" such systems should exhibit convergence to a limiting distribution at large times, and the limit has to be a Gibbs RF with the potential V figuring in the original system (22). He even produced a physical picture of such convergence. Formally, however, he was able to check this fact only for some "degenerate" models [1979d] . We give here the corresponding result for the so-called one-dimensional system of hard-rods. Equations of motion may be formally written in the form (22), with d-1 and the potential V(r) taking values 0 and cx depending on whether r>a or r<_a where a>0 is the diameter ofahard rod. See Figure 5 below.
Figure 5
Pictorially, the particles move on line N1 freely when they are apart (i.e., qj + 1-qj > a). When they collide (i.e., q j + 1 -qj a) they exchange their momenta. Such a system may be considered completely integrable. The number (or fraction) of particles with a given momentum is preserved in time. Dealing with hard rods, it is convenient to think of a "contraction" that reduces a hard rod to a point particle. The motion of the rods is then transformed into free motion. Conversely, a "dilation" map transforms free motion into that of hard rods.
An equilibrium (invariant) distribution P for an infinite hard-rod system is a random marked point process on the line N1 with marks (momenta) from N1 determined by the following The above contraction and The particle density under distribution P equals p-1 dilation maps take this distribution to a Poisson marked process of rate , with i.i.d, marks and vice versa.
As was proved in [2] and [92] , the equilibrium dynamical system with an invariant measure of the above type has (depending on u) good ergodic properties. Dobrushin extended such a picture to a wider class of non-invariant measures. Namely:
Suppose Q is an arbitrary translation-invariant marked point process of density p and with an individual momentum distribution u. Assume Q satisfies a condition of space mixing (see [1979d] ). Then the process Qt obtained from in the course of the hard-rod dynamics converges as t---oc to the equilibrium distributions with the same density p and momentum distribution u. [1980b-d] , [1982a, b] , [1983b] , [1985i, [1986c] , [1988e] , [1989a] , [1990b] , [1991a] and [1993b] .
It has to be said that Dobrushin's papers [1980b-d] , [1982a, b] Parameters x and v are related here to the macro-whereas q and are related to the micro-scale. The quantity 2 is a function of p, p and e giving the pressure of the system with interaction potential V from (22). It is related to the logarithmic asymptotics of the partition function with given values of the particle number, momentum and energy densities. The appearance of the functions p, p and e are not occasional. These functions give the space-time densities of the fundamental conserved quantities of motion: the number of particles, the total momentum and the total energy. As was shown in [36] [37] [38] [39] and [33] , for a "generic" potential V, the above "canonical" first integrals are the only possible invariants of the motion of an infinite system which satisfy a natural additivity condition; it is this condition that allows one to use them in equation (25) and alike. On the other hand, there exist "exceptional" potentials for which the family of additive invariants of the motion includes "exotic" first integrals. In dimension one (d 1) these potentials have been investigated in [34] . The hard-rod potential on Figure 5 is one of them.
Correspondingly, the one-dimensional hard-rod system was one of the first caricature models to be investigated in connection with the HL. See [1980c, d] and [1983b] . As already observed, in this model there exists an abundance of the constants of motion. Instead of a triple (p(-; x), p(7; x), e(r; x)) one has to deal here with density )(r; x, v) of the particles with momentum v at (macro-) point x at (macro-) time 7. The above scheme can then be carried through and the following quasilinear hyperbolic partial differential equation emerges in the HL: Equation (26) may be considered as an analog of the Euler equation for a hard-rod "fluid."
The hard-rod model remains the only example of a "nonlinear" Hamiltonian system with interaction where the HL was performed at a rigorous level with no additional assumption. Recently, the standard Euler equation was derived in [73] in the situation where equations of motion include "stochastic" terms which remove the main difficulties one had to contend with in [71] .
Dobrushin also spent a considerable time in thinking of how the Navier-Stokes equation should be related to the HL procedure. His point of view was that it arises when one takes into account the "next" correction to the limiting Euler equation, up to the order c. Such an approach was not unanimously approved among the specialists, but confirmed on caricature models [19825] , [1988e] and [19905] .
A separate (although close) direction is the HL for various stochastic models, including processes with local interactions. Dobrushin's ideas inspired many works in this field. His own results in this direction are published in [19825] and [19916] .
Queueing network theory
The last field of Dobrushin's research on which we are going to comment is queueing network (QN) theory. As was mentioned above, he was driven by fruitful analogies between this theory and several areas of statistical physics. In both fields, one deals with a large system characterized by complex interaction between its "components." It must be noted that at the beginning of the seventies when he began working in this direction, queueing theory was essentially oriented towards problems related to an isolated device, with one or several channels of service. [41, 42] forming a particular approach to QN problems (the term Jackson's networks was coined for the network class considered in these papers). The results of [41, 42] demonstrated striking features of the coming theory, but the consensus was that in general, QNs are too complicated to be successfully studied at a mathematically rigorous level.
The class of Jackson's networks was later considerably extended [49, 50] , but even the new class (afterwards called Kelly's networks) was quite restrictive for many applications. Dobrushin was not deterred by the apparent complexity of QNs. On the other hand, he was not happy with the rather special exponentiality and independence assumptions made in the above papers leading to the so-called product-form of the invariant distribution in Jackson's and Kelly's networks. This was perhaps partly because of his general reservations about exactly solvable models. First, he proposed the so-called mean-field approach to the QN theory which he demonstrated in [1976b] on the example of a so-called star-shaped message-switched network.
Such a network consists of a center C and a number of input and destination nodes (senders and receivers, respectively), S1,...,S M and D1,...,DN, connected by the directed lines as on (b) the pair (/1,/2) is independent of b and has a fixed joint distribution u (e.go, 11 and 12 may be independent or coincide (/1 12)). After being processed along the line SiC a message from i with address b-j immediately joins the queue for the line CDj. After being processed along this line, it is considered delivered to its destination node D j and disappears from the network. One is interested in the distribution of the end-to-end delay of a given message, i.e., the time from a message appearance in node S to its delivery at D j. This is clearly the sum wl+ w+/1+ 12 where w 1 and w are message's waiting times for server Si---C and server C--.Dj, respectively. To formally define the corresponding random variables, we use the so-called Palm distribution where one of the messages is "tagged" and followed through its journey along the path Si--CDj. Assume that [MINI is keep fixed an equal to , and the non-overload conditions (7) pl' #2 The network under consideration in [1996a] is pictured in Figure 7 below. It contains N single servers S1,...,S N fed with common exogenous stream of tasks which is assumed to be Poisson of rate AN. Let the service times of the task be i. 
In the case of the completely random choice the probability in (30) (27) , (29), under which the queues in a given network do not "blow-up." For Jackson's and Kelly's networks, these conditions may be directly derived from the product-form of the invariant distribution. Dobrushin believed that similar conditions hold for a general class of networks, but his conjecture was later disproved (see, e.g, [17, 18] [1994b, el. In particular, in [1994b] he analyzed the probability of a large deviation for the waiting time in a tandem single-server network. He discovered the so-called bottleneck phenomenon that the logarithmic asymptotics of this probability is determined by the "slowest" server. The proof is based on an elegant representation of the waiting time in terms of the input flow. This allowed him to consider wide classes of exogenous processes, in contrast with most of the papers in the field where one has to introduce rather restrictive exponentiality assumptions. [Russian] e) (With R.A. Minlos) (1987) , 254-257. [Russian] e) Switching networks, Gibbsian fields interconnections, In: Proc. 1st World Congress of the Bernoulli Society, Tashkent (1986) , VN Sci. Press, Utrecht (1987) , 377-393. 1988 
