There are two volatility components embedded in the returns constructed using recorded stock prices: the genuine time-varying volatility of the unobservable returns that would prevail (in equilibrium) in a frictionless, full-information, economy and the variance of the equally unobservable microstructure noise. Using straightforward sample averages of high-frequency return data recorded at different frequencies, we provide a simple technique to identify both volatility features. We apply our methodology to a sample of S&P100 stocks.
Introduction
The logarithm of recorded stock prices can be written as the sum of the logarithm of the efficient (true) price and a noise component that is induced by microstructure frictions, such as discreteness and bid-ask bounce effects. Correspondingly, if the efficient log price is orthogonal to the microstructure contaminations, the volatility of the continuously-compounded returns based on recorded log prices can be expressed as the sum of the variance of the underlying efficient returns and the variance of the microstructure noise. Both variance measures carry a fundamental economic significance.
While the volatility of the efficient return process is a crucial ingredient in the practise and theory of asset valuation and risk management, the volatility of the microstructure noise component reflects the market structure and price setting behavior of the market participants, thereby containing information about the market's fine grain dynamics. This paper shows that the two unobserved components of the volatility of recorded stock returns can be estimated using high-frequency data sampled at different frequencies. Specifically, very high-frequency stock price data can be employed to consistently estimate the volatility of the microstructure noise, whereas data sampled at lower frequencies can be utilized to learn about the genuine features of the volatility of the underlying efficient returns. While this latter fact has been recognized, albeit not formally dealt with (see Andersen et al. (2001) , for instance), we provide a rigorous, yet easily implementable, procedure to purge high-frequency return data of their microstructure components and optimally extract information about the true volatility dynamics.
Our method builds directly on the work of French et al. (1987) , Schwert (1989 Schwert ( , 1990a , Schwert and Seguin (1991) and, more recently, Andersen et al. (2001 Andersen et al. ( , 2003 and Barndorff-Nielsen and Shephard (2002, 2004) , BN-S hereafter. Consistently with the early literature, as represented by French et al. (1987) , for example, we measure volatility by using straigthforward sample averages of squared return data. Coherently with the recent work of Andersen et al. (2001 Andersen et al. ( , 2003 and BN-S (2002 BN-S ( , 2004 , we provide robust theoretical justifications for our simple volatility estimates in the context of a continuous-time specification for the evolution of the underlying log price and the availability of a high-frequency return data. Differently from both the early approaches to the nonparametric identification of volatility (as in French et al. (1987) , for instance), and the current work on realized volatility estimation (Andersen et al. (2001 (Andersen et al. ( , 2003 and BN-S (2002 BN-S ( , 2004 , among others), we do not simply focus on the volatility dynamics of recorded stock returns but 2 aim at identifying separately the volatility of the efficient return component and the variance of the microstructure contaminations by exploiting the information potential of high-frequency stock return data.
In agreement with the extant literature, which utilizes high-frequency return data for the purpose of volatility estimation (see the review paper by Andersen et al. (2002) ), we use mid-quote prices to construct returns. When using mid-quotes, the volatility of the market microstructure components reflects the bid-ask quote setting behaviour of the specialist (NYSE) and market participants (NASDAQ). Should the returns be constructed from transaction price data, then the variance of the noise component could be employed to measure the effective spread. This direction is pursued in Bandi and Russell (2003c) , BR henceforth.
The first stage of our analysis makes use of data sampled at the highest possible frequency. In 2003)). Hence, the optimal sampling frequency (of highfrequency return data) needs to be chosen to balance these two conflicting effects. In agreement with BR (2003a), we quantify the two effects by writing the (finite sample) conditional mean-squared error (MSE) of the conventional realized volatility estimator as a function of the sampling frequency.
Subsequently, we use the estimated MSE to find the optimal sampling frequency of the realized volatility estimator through a straigthforward minimization problem. In light of our discussion, the identification of the realized volatility of the underlying efficient return process is conducted at frequencies that are lower that the frequencies used to consistently estimate the second moment of the noise process.
To summarize, we use simple averages of high-frequency squared return data sampled at different horizons to learn about two equally important quantities, i.e., the time-varying volatility of the unobserved efficient return process and the variance of the unobserved microstructure noise contaminations. In keeping with recent approaches to model-free volatility estimation as represented by Andersen et al. (2001 Andersen et al. ( , 2003 and BN-S (2002 BN-S ( , 2004 , we impose minimal structure on the problem, aside from the structure that is required by a canonical microstructure model, and identify the quantities of interest by virtue of robust nonparametric estimators.
One additional observation is in order. The availability of high-frequency stock price data was originally welcomed as a new opportunity to learn about volatility through identification methods that are robust and yet trivial to implement in that simply based on straigthforward descriptive statistics (see Andersen et al. (2001) , for example). Nonetheless, the observation that recorded stock prices sampled at high frequencies contain a non-negligible component due to microstructure frictions appeared to pose a serious theoretical limitation to the exploitation of the informational content of high-frequency stock data. (We refer the interested reader to the discussion in the review paper of Andersen et al. (2002) for details.) Relying on the theoretical treatment in BR (2003a), we contribute to the literature on the identification of volatility through high-frequency data by re-evaluating the identification potential of data sampled at high-frequency. Specifically, we stress that the appropriate use of different frequencies allows us to learn about both the traditional object of interest, i.e., the quadratic variation of the underlying efficient return process, as well as the variance of the "extraneous" component of recorded prices, viz. microstructure noise.
Our empirical work focuses on 100 stocks, namely the stocks in the S&P 100 index. Using midpoint bid-ask quotes sampled at very high frequencies (i.e., the highest frequencies at which new information arrives), we identify the variances of their noise components and relate it to the quoted bid-ask spreads. Specifically, we find a strong nonlinear correspondence between the posted spreads and the standard deviations of the noise terms. Their relationship could be well approximated by a constant elasticity model with parameter equal to one.
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Subsequently, we employ estimated features of the noise component (namely, the second and the fourth moment) to identify the volatility of the underlying efficient return process at frequencies that are meant to optimally balance the bias and variance of the conventional realized volatility estimator. As expected, we find that the optimal sampling frequency of the realized volatility estimator depends positively on a signal-to-noise ratio, namely the ratio between the second moment of the noise component and the underlying quadratic variation over the period. More precisely, we find that the optimal frequencies are skewed to the right with a mean value of about 4 minutes and a median value of 3.4 minutes. Further, the optimal frequencies vary between about 0.4 minutes and 13.8 minutes with the highest frequencies being generally associated with the lowest ratios. Naturally, our optimal sampling frequencies have important empirical implications for the evergrowing literature on quadratic variation estimation through realized volatility as recently reviewed in the survey paper by Andersen et al. (2002) .
Finally, we find that the cross-sectional relationship between the noise standard deviation and the square root of the average (time-varying) variance of the underlying efficient return processes is positive, but rather mild in strength, as indicated by an R 2 of 34.7%.
The paper proceeds as follows. Section 2 lays out the underlying price formation mechanism. In Section 3 we discuss the use of very high-frequency data to identify the variance of the unobserved noise component of recorded stock prices. In Section 4 we move to lower frequencies and focus on the optimal sampling of high-frequency stock price data for the purpose of the identification of the quadratic variation of the underlying efficient price. Section 5 is about describing the data. Section 6 contains our empirical results. In Section 7 we present simulations. Section 8 concludes.
Modelling the contaminated efficient prices
We use the same model and notation as in BN-S (2002 BN-S ( , 2004 ) but introduce realistic microstructure contaminations coherently with BR (2003a). The empirical validity of the assumed microstructure model in the presence of high-frequency return data constructed from mid-point bid-ask quotes is discussed below.
We consider n time periods h, where h denotes a trading day, and write the observed price process as
5 where p ih is the efficient price and η ih denotes microstructure noise. A simple log transformation gives us
where η = ln(η). Below we list the assumption that we impose on the model as described by Eq.
(2).
Assumption 1. (The efficient price process.)
(1) The true log price process ln(p ih ) is a continuous local martingale. Specifically,
where M ih = R ih 0 σ s dW s and {W t : t ≥ 0} is a standard Brownian motion.
(2) The spot volatility process σ t is càdlàg and bounded away from zero.
(3) σ t is independent of W t ∀t.
(4) The integrated variance process
We divide each trading day h into M subperiods and define the observed high frequency returns as e r j,i = ln ¡ e
where δ = h/M . Hence, e r j,i is the j-th intra-day return for day i. Naturally then,
where r j,i and ε j,i (= η (i−1)h+jδ − η (i−1)h+(j−1)δ ) have an obvious interpretation. (1) The random shocks η j are i.i.d mean zero with a bounded eight moment.
(2) The true return process r j,i is independent of η j,i ∀i, j.
Some remarks are in order (the interested reader is referred to BR (2003a) for additional discussions). The true return process r is a local martingale with bounded (intra-daily) variance equal to Admittedly, we do not observe r (the return of the efficient price process) but a contaminated return series e r which is given by r plus an independent random shock ε. We interpret ε as being an MA(1) microstructure contamination in the return series. The MA(1) structure of the shocks in returns induces a negative first-order autocovariance for the return series that is equal to −σ small. This is, of course, an asymptotic approximation which captures the nature of realistic price formation mechanisms and the economic difference between fair prices and recorded quotes, as we explain in detail below.
In the volatility literature, it is common practise to use mid-points of bid-ask quotes as measures of the true price process. While these measures are affected by residual noise in that there is no theoretical guarantee that the mid-points between the bid and the ask price coincide with the true efficient prices (see BR (2003c) for a recent discussion), they are less noisy measures of the efficient prices than the transaction quotes are since they do not suffer from bid-ask bounce effects. Consistently with the volatility literature, in this work we use the mid-point of the bid-ask quotes to measure prices. In consequence, the specification in Eq. (2) should be interpreted as a model of mid-point bid-ask quote determination based on efficient prices and residual microstructure noise.
The efficient (or full-information) price dynamics are modelled as being driven by a continuous process. Naturally, time is needed for the market participants to learn about new information, digest it, and react to it. Thus, the process driving the efficient price should be quite smooth and reflect the continual updating and learning on the part of the market participants. With the exception of important rare public news announcements, the price should not be expected to jump from one level to another. Rather, it should be expected to slowly adjust as the market comes to grips with any new information. In agreement with these observations and coherently with the asset-pricing literature and recently proposed approaches to model-free volatility estimation, we specify the continuouslycompounded return process as having an order of magnitude equal to O p ³ √ δ´over any time interval of size δ.
The characteristics of the noise process are different from the true price characteristics since recorded quotes inherently reflect additional information. First, the observed prices cannot vary continuously, but rather fall on a fixed grid of prices or ticks. The changes in the mid-quotes are therefore discrete in nature. Furthermore, classic microstructure theory suggests that a market maker posting quotes will take into consideration the nature of its operating costs and the needed reward for the provision of liquidity as well as the risks associated with asymmetric information (see the review paper by Madhavan (2000) ). The adjustments that new limit orders induce, for example, are necessarily discrete in nature. When one accounts for the fact that the dealers' adjustments to the information used to post the quotes are not smooth paired with the fact that the observed prices must fall on a grid of tick values, it is natural to consider the departures of the observed prices from the true prices as being discontinuous processes (i.e., O p (1)). Furthermore, provided we do not sample at a rate faster than new price information arrives (namely, between quote updates), the noise terms in the observed price process should be roughly independent and identically distributed and, therefore, consistent with our assumed structure.
In what follows we will discuss the identification of the quantity σ 2 η , i.e., the variance of the noise component (c.f., Section 3), as well as the identification of the integrated daily variance of the underlying efficient price, i.e., R ih
s ds (c.f., Section 4). As said, the former will be conducted at very high frequencies, namely the highest frequencies at which transactions occur. The latter will be performed at optimally-chosen lower frequencies.
Our consistency arguments will rely on asymptotic increases in M , the number of high-frequency return data, over a trading day h. Since M = h δ , where δ denotes the distance between intra-daily observations, it will be equivalent to write M → ∞ or δ → 0. In the sequel we will use the notation M → ∞.
3 Identification at very high frequencies: the volatility of the unobserved microstructure noise
Simple arithmetic averages of powers of the contaminated return data can be used to consistently estimate features of the noise-in-returns ε and, through the specification in Eq. (2) 
and, consequently,
since E(ε 2 ) = 2E(η 2 ) by virtue of the MA(1) structure of the noise-in-returns ε. The intuition goes as follows. The sum of the squared contaminated returns can be written as
namely as the sum of the squared true returns plus the sum of the squared noises-in-returns and a cross-product term. The price formation mechanism that is implied by Assumptions 1 and 2 (and was motivated in the previous section) is such that the orders of magnitude of the three terms in
. Hence, the microstructure noise component dominates the true return process at very high frequencies, i.e., for values of δ that are small. Coherently, when we average the observable contaminated squared returns as in Eq. (6), the sum of the squared noises constitutes the dominating term in the average. Naturally, then, while the remaining terms in the average wash out due to the asymptotic order of the efficient returns, namely O p ³ √ δ´, the average of the squared noises converge to the second moment of the noise-in-returns as implied by Eq. (6). As said, the result in Eq. (7) simply follows from the MA(1) structure of the return contaminations.
The previous discussion suggests the following proposition.
Proposition 1.
A simple arithmetic average of second powers of the contaminated return data,
i.e.,
, consistently estimates the second moment of the noise-in-returns, i.e., E(ε 2 ). The sampling frequency δ = h M is chosen as the highest frequency at which new information arrives.
Proof. See Theorem 1 in BR (2003a).
If the microstructure contaminations are i.i.d across periods, then the following extension can be readily justified. Recall, n denotes the number of days in our sample.
Proposition 1b. A simple arithmetic average of second powers of the contaminated return data,
, consistently estimates the second moment of the noise-in-returns, i.e., E(ε 2 ).
The sampling frequency δ = h M is chosen as the highest frequency at which new information arrives.
Proof. Immediate given Theorem 1 in BR (2003a).
We now turn to the identification of the integrated volatility of the underlying efficient price process.
Identification at lower frequencies: the volatility of the unobserved efficient prices
When microstructure noise plays a role, the standard realized volatility estimator loses its asymptotic validity in that the summing of an increasing (in the limit) number of contaminated squared return data simply entails infinite accumulation of noise (BR (2003a) and Zhang et al. (2003)).
The intuition for this result comes directly from the decomposition in Eq. 
where
s ds is the so-called quartic variation (BN-S (2002)) and the parameters α, β, and γ are defined as follows
and
Thus, the optimal (in a conditional MSE sense) frequency at which to sample high-frequency observations to identify the quadratic variation of the log price process through the contaminated realized volatility estimator
j,i is given by the minimum of the MSE expansion in Eq. (9) . When specializing the analysis to an underlying price process modelled as a constant variance diffusion in the presence of Gaussian microstructure noise, the expansion in Eq. (9) It is noted that the necessary ingredients to compute the minimum of the MSE are the second moment of the noise process, i.e., E(ε 2 ), the fourth moment of the noise process, i.e., E ¡ ε 4 ¢ , and the quartic variation, i.e., R ih
s ds. The second moment of the contaminations-in-returns can be readily estimated by using the procedure in Proposition 1b. As for the fourth moment of the noise term, the same argument as in the previous section suggests the following proposition (a rigorous justification is contained in BR (2003a)).
Proposition 2.
A simple arithmetic average of fourth powers of the contaminated return data,
, consistently estimates the fourth moment of the noise-in-returns, i.e., E(ε 4 ). The sampling frequency δ = h M is chosen as the highest frequency at which new information arrives.
Proof. See Theorem 2 in BR (2003a).
As earlier, if the microstructure contaminations are i.i.d across periods h, then the following extension can be easily derived. Recall, n denotes the number of days in our sample.
Proposition 2b. A simple arithmetic average of fourth powers of the contaminated return data,
Proof. Immediate given Theorem 2 in BR (2003a).
We are now left with the remaining ingredient of the MSE expansion, namely the quartic variation R ih P h/δ j=1 e r sampling at low frequencies. In virtue of the attention that the 15-minute sampling interval has been receiving in empirical work (see Andersen et al. (2000) for instance), we choose to sample every 15 minutes for the purpose of estimating the quarticity. While this sampling frequency can be extremely conservative (i.e., much lower than optimal) in the case of highly liquid stocks, alternative (plausible) values for the quarticity estimates have a relatively small effect on the minimum of the conditional MSE expansion and, consequently, on the optimal sampling frequency of the realized volatility estimator (see the simulations in Section 7). We summarize the previous discussion with the following remark. Finally, we turn to the optimal sampling of the realized volatility estimator P M j=1 e r 2 j,i .
Proposition 3. The optimal sampling frequency is chosen as the value
and,
The sampling frequency for estimating the terms constituting b α and b β follows from Propositions 1b and 2b. The relevant sampling frequency for the quarticity estimator b Q i is discussed in Remark 1.
Proof. See Theorem 3 in BR (2003a).
When the optimal sampling frequency is high (namely, when the optimal number of observations M * to be used in the estimation of the underlying quadratic variation is large), the following ruleof-thumb applies:
From a theoretical perspective, the approximation in Eq. (17) is useful in that it highlights the main components of the optimal frequency, namely the underlying quarticity and the (squared) second moment of the noise process. The larger is the squared second moment of the noise process (with respect to quarticity of the underlying efficient price), the stronger is the (relative) noise and the smaller M should be to avoid strong contaminations.
From an applied perspective, the rule-of-thumb represents a valid (and immediate) methodology to choose the optimal frequency for a variety of stocks with different liquidity properties (see Section 6 for empirical evidence). In general, though, the higher the true optimal frequency is, the better is the approximation. 
The sampling frequency for estimating the term constituting b α follows from Propositions 1b. The relevant sampling frequency for the quarticity estimator b Q i is discussed in Remark 1.
Proof. See Lemma 4 in BR (2003a).
One final observation is in order. The conditional MSE in Eq. (9) Even though the estimated range does not entail infinite accumulation of noise since its maximum deviation from the underlying efficient range is (on average) about half the bid-ask bounce, it is known to be a less efficient volatility measure than the conventional realized volatility estimator.
In independent work, Zhang et al. We now describe the data.
The data: S&P100 stocks
We employ high-frequency mid-point bid-ask quotes for the set of stocks in the S&P 100 index.
The data come from the Trade and Quote (TAQ) database. The observations refer to the month of February 2002 (a benign month) and correspond to quotes posted on two exchanges, the NYSE and the MIDWEST. Ideally, for NYSE listed stocks we would like to use all available quotes from the consolidated market to construct the mid-quote return series. However, quotes from the satellite markets tended to be far more noisy than those generated by the NYSE specialist. A notable exception was the MIDWEST exchange which consistently delivered a large number of reliable quotes. We therefore constructed mid-quote return series for the NYSE stocks by using quotes obtained both from the NYSE and the MIDWEST exchange. Only NASDAQ quotes are available for NASDAQ stocks. Table 1 contains information on the individual stocks. Specifically, we report the average duration, the average spread, the average price, the estimated variance of the noise component (from Proposition 1b), the estimated fourth moment of noise component (from Proposition 2b), the esti-mated approximate optimal sampling interval, the estimated true optimal sampling interval, and the average daily variance of the underlying true price process as computed using the optimal sampling frequency from Proposition 3.
In Fig. 1 we represent the histogram of the first-order autocorrelations of the 100 stocks in our sample. In agreement with the MA (1) 6 Separating microstructure noise from volatility: the crosssection of S&P100 stocks
The noise variance
We use the estimator in Proposition 1b to consistently identify the volatility of the contamination in the (log)-prices for the cross-section of S&P 100 stocks. It is meaningful to compare the standard deviations of the noise terms to the mean average quoted spreads, namely the mean of the average differences between the quoted log ask prices and the corresponding log bid prices (or, approximately, the mean of the average percentage differences between bid and ask prices). As testified by the histogram in Fig. 3 , the mean spreads are sub-stantially more Gaussian then the noise contaminations (the p-value of a conventional Jarque-Bera normality test is 0.555). The spreads are centered around 0.002 and have a standard deviation equal to 0.0007. Thus, virtually 95% of the spreads are between 0.0006 and 0.0034.
The relationship between the noise standard deviations and the average spreads is nonlinear and heteroskedastic (see Fig. 4 ). We accont for the right-skewness in the distribution of the noise standard deviations as well as for the nonlinearity and heteroskedasticity in the relationship between noise standard deviations and mean average spreads by running a log-log regression of the former on the latter (see Fig. 5 and Table 2 for numerical results). We find that the elasticity between the standard deviations of the noise components in the recorded prices and the mean average spreads is close to 1, thereby implying that a 1% increase in the latter translates into a 1% increase in the former.
We now turn to the variance of the underlying (full-information) return process.
6.2 The volatility of the efficient price process These observations are important. First, since the optimal sampling frequencies are quite high, the rule-of-thumb furnishes a very good approximation to the frequency that a full-blown minimization of the conditional MSE would provide. Even when the approximation that the rule-of-thumb delivers is not excessively accurate, in the sense that the optimal and approximate frequency do not appear to be extremely close, the loss in terms of mean-squared error is minimal. Hence, in our sample the approximation gives an immediate feel for the kind of frequencies that one should utilize in order to optimally balance the bias and variance of the realized volatility estimator.
It is important to notice that the optimal frequencies are related to an obvious signal-to-noise ratio, namely the ratio between the variance of the noise component and the variance of the underlying efficient price (see Fig. 11 ). Since the variance of the noise component is related to the liquidity of the asset, the ratio is as well. In this sense, the optimal frequencies are related to liquidity. On the other hand, conventional liquidity measures, such as the average duration, appear less correlated with our optimal sampling intervals than the above-mentioned ratio (see Fig. 12 ). This result is indicative of the fact that what matters for optimal sampling is not absolute liquidity but liquidity relative to the volatility of the efficient price. 
(Exxon Mobile Corporation). It is noted that the ratio is smallest for GS (GS corresponds to first
decile of the distribution of the ratios) and highest for XOM (XOM corresponds to the 9th decile of the distribution of the ratios). Naturally, the SBC ratio constitutes the median value of the ratios in our sample. The estimated MSE's unambiguously show that different noise properties induce different optimal sampling frequencies (2.2 minutes for GS, 3.42 minutes for SBC, and 6.6 minutes for XOM, see also Table 1 ). Furthermore, they show that the potential loss that would be brought about by sub-optimal choices of sampling frequency changes across stocks. Naturally, such loss depends on the shape (i.e., steepness) of the MSE around its minimum value.
We now provide graphical representations and summary statistics for the loss that would be induced by employing possibly sub-optimal (in an MSE sense) frequencies for the totality of the S&P 100 stocks in our sample. We focus on a comparison between our optimal frequency from Proposition 3 and two sampling frequencies that have been either used or suggested in empirical , inter alia). Specifically, we compare the ratios between the MSE values obtained by using the 5 minute frequency and our optimal frequency from Proposition 4 ( Fig.   15 ) as well as the ratios between the MSE values obtained by using the 15 minute frequency and, again, our optimal frequency (Fig. 14) . We find that the loss is not substantial at 5 minutes. Exactly 50% of the MSE ratios are between 1 and 1.17, thereby implying that for 50% of the stocks in our sample the upper bound on the MSE loss is 17%. The average MSE ratio is 1.53. The maximum ratio is about 8. Thus, if one had to choose one frequency for all stocks, choosing the 5 minute frequency would be a fairly reasonable approximation to invoke. Of course, substantial losses are possible for individual stocks as testified by a mean loss that is higher than 50%. Given the average magnitudes of our estimated optimal frequencies, we expect monotonically increasing losses as we move from the 5 minute frequency to the 15 minute frequency. When considering the 15 minute frequency, the median value of the ratios is 2.6 whereas the mean value is 3.67. The minimum value is 1 while the maximum value is 24.2. To conclude, when we combine the potential for large individual losses at any sub-optimal frequency (including the widely-employed 5 minute frequency) with the accuracy of our rule-of-thumb, should one not wish to proceed to a full-blown minimization of the estimated MSE in Eq. (9), then we recommend using the rule-of-thumb in Proposition 5 for an easy and informative assessment of the optimal frequency at which to sample intradaily stock data for the purpose of volatility estimation. 
The noise variance versus the volatility of the efficient price process
The scatterplot in Fig. 18 is indicative of a positive, but rather mild, cross-sectional relationship between the standard deviation of the noise component and the square root of the average daily variance of the underlying efficient price. We rigorously quantify the extent of the relationship by 20 running a regression of the latter onto the former (see Table 3 ). The intercept and slope coefficient are equal to 0.000333 (with a t-statistic of 5.12) and 0.017 (with a t-statistic of 7.23), respectively.
The R 2 of the regression is 34.8%.
In Fig. 19 we plot the ratio between the estimated noise variance and the estimated average realized volatility for any time interval up to 60 minutes. As earlier (see previous subsection), the ratios correspond to GS, SBC, and XOM. It is apparent that as we move to very high frequencies the variance of the noise component reaches sizes that are comparable (over the same period) to the sizes of the variance of the underlying efficient price process. In agreement with our previous discussion, the remaining ingredient of the conditional MSE expansion in Eq. (9) is the quarticity term Q i . We expand on the simulations in BR (2003a) to show that quarticity estimates based on the empirically appealing (but often largely suboptimal)
15-minute frequency deliver fairly precise (average) measurements of the optimal frequency of the realized volatility estimator as well as very reasonable sampling distributions for it. Specifically, by simulating processes with different noise features, we show that the 15-minute sampling interval is a valid (albeit conservative) interval to identify the quartic variation of the log price process for the purpose of volatility estimation. This observation is true for a variety of stocks with different noise characteristics, thereby confirming the validity of Remark 1.
We simulate a data generating process that is similar to the process in BR (2003a). Here we describe the salient aspects of the methodology but refer the reader to BR (2003a) for additional details. Specifically, the dynamics of the log price process are driven by the stochastic differential
We set the persistence parameter κ of the time-varying spot volatility equal to .01. We normalize the mean spot volatility to 1 and hence set υ equal to 1. The parameter $ is chosen equal to .05. As for the logged noises η, we assume that they are normally distributed with mean zero and variance equal to ξ 2 , where ξ can take on 3 possible values. The three values of ξ are chosen as follows.
We compute the average daily realized variances for the stocks in the sample (V i ) and calculate the median ratio between the variance of the noise-in-return and V i , namely
, as well as the equivalent ratios corresponding to the first and the 9th decile of the distribution of the ratios. Given our previous discussion, it is clear that the three ratios pertain to SBC, GS and XOM, respectively.
Finally, we choose ξ equal to
. In light of the fact that mean spot volatility is normalized to one, it is immediate to verify that our choices of ξ accurately replicate extreme and median features of the data. When ordered from the smallest to the largest, the three values of the ratio are 0.000041, 0.00097, and .01.
We simulate 1, 000 contaminated return series around a single realization of the volatility over a period of 6.5 hours. More precisely, we employ the specification in Eq. (22) to simulate second-bysecond a volatility path given an initial value of σ 2 t equal to the unconditional mean of 1. Holding the volatility path fixed, we then simulate second-by-second true returns using Eq. (21) and second-bysecond observed returns as in Eq. (2) given the normality assumption on the logged noise process.
Figs. 20 and 21 represent plots of the true and observed return processes for two different sampling frequencies and a value of ξ equal to 0.00097 (i.e., the median value of the ratios in our sample corresponding to SBC). In Fig. 20 we plot 200 second-by-second returns whereas in Fig.   21 we plot 20 15-minute interval returns. The graphs show that the second-by-second returns are affected by noise substantially more than the returns computed at lower frequencies. This fact lies of the heart of the identification procedure proposed in the present paper.
We now compare the distributions of the estimated true and approximate optimal sampling frequencies for the realized volatility estimator obtained by using the 15-minute frequency for the quarticity to the corresponding distributions obtained by using the optimal (in an MSE sense) frequency for the quarticity. As said, we consider three different scenarios corresponding to the signal-to-noise ratios of GS, SBC, and XOM.
We start with GS. When using the optimal sampling frequency for the quarticity (i.e., 2.13 minutes), the empirical distribution of the optimal frequencies of the realized volatility estimator (in Fig. 22 ) is fairly concentrated around the optimal value (i.e., 2.8 minutes) and extremely informative about the types of frequencies that one should employ. We note that the minimum value is 2.4 minutes while the maximum value is only 4 minutes. While there is an upward bias in the mean and median values (3.17 and 3.2, respectively), the bias goes in the right direction in that it prevents us from sampling at frequencies that would entail substantial accumulation of noise. Not surprisingly given the high true optimal sampling frequency of GS, the distribution of the estimated approximate sampling frequencies is similar in shape and general features to the distribution of the optimal frequencies (Fig. 23) . Nonetheless, the spread is a little higher. We now consider the same simulated distributions for a highly sub-optimal value of sampling frequency for the quarticity, namely the 15-minute frequency. Even though the variability of the optimal estimated frequencies increases slightly, the bias increase, as indicated by the mean and median values of the empirical distributions (i.e., 3.66 and 3.6), is minimal (Fig. 24 ). More substantial is the increase in bias and spread that characterizes the estimated approximate frequencies (Fig. 25) . The new mean is 5.48, the new median is 4.36.
While these values are much higher than the optimal 2.8 minute frequency, the loss that they entail in terms of MSE is small in that the true MSE for GS is quite flat between 2 minutes and about 5.5
minutes. Also, the estimated frequencies are still quite informative (50% of them are between 0.69 minutes and 4.36 minutes).
In sum, highly suboptimal choices for the quarticity (i.e., going from the optimal 2.13 minute frequency to the 15-minute frequency for the quarticity more than triples the corresponding MSE) do not have a major impact on the distribution of the estimated optimal frequencies for the realized volatility estimator. They do have a larger impact on the distribution of the approximate frequencies. Nonetheless, the latter generally still deliver valuable information about the magnitude of the frequencies that applied researchers should utilize in empirical work.
One should of course notice that using a sub-optimal 15-minute frequency for the quarticity is a very conservative choice for a stock like GS whose optimal frequency for the quarticity is close to 2 minutes. Naturally, things should improve, and do improve, when using the same sampling choice for stocks whose optimal frequency for the quarticity is lower that 2 minutes. The corresponding values for SBC and XOM, for example, are 4.26 and 8.53. For clarity, in Fig. 26 through 29 we report the distributions of the estimated optimal and (approximate) optimal sampling frequency for the realized volatility estimator when using the optimal SBC frequency for the quarticity along with the same distributions for a choice of frequency for the quarticity equal to 15 minutes. In Fig. 30 through 33 we report the corresponding distributions for XOM. Keeping in mind that the optimal sampling frequencies for the realized volatility estimator are 4.5 and 7.5 minutes, respectively, we reinforce all our previous findings. In addition, as expected, we find that, when using the sub-optimal 15-minute frequency for the quarticity, the average biases that the rule-of-thumb provide decrease in percentage terms when moving from stocks with a high optimal frequency for the quarticity (GS) to a low optimal frequency (XOM).
Conclusions
Since the early work on volatility estimation of French et al. (1987) , Schwert (1989 Schwert ( , 1990a , and Building on recent work by BR (2003a), this paper pushes the use of high-frequency data a step forward and argues that accurately sampled high-frequency observations can provide valuable information about both the conventional object of interest, namely the quadratic variation of the underlying log-price process, as well as the variance of the genuine market microstructure frictions generated by the trading process. In keeping with the simplicity and empirical appeal of the early work and recent developments as indicated above, we employ straightforward sample averages of return data. However, we argue that observations sampled at very high-frequency provide consistent estimates of the variance (and higher order moments) of the noise process whereas appropriately chosen lower frequencies allow us to optimally balance the bias and variance of the conventional realized volatility estimator for the purpose of the estimation of the underlying quadratic variation of the log price process.
Our methods and empirical findings should prove of use in the ever-growing theoretical and applied work on volatility estimation through the classical "realized volatility estimator." As pointed out earlier, Oomen (2003) , for instance, explores extensions of our procedure in the context of a discrete-time pure jump process for the unobservable efficient price and MSE-based sampling 24 in transaction time. More generally, we believe our approach provides tools that can be easily employed to further our understanding about a crucial ingredient in the practise of asset pricing and risk management, namely the volatility of the underlying efficient price process. In addition, since we provide directions for identifying aspects of the microstructure contaminations in the recorded prices, our methods can also be utilized to learn about the cost and determinants of the trading activity as recently discussed in BR (2003c).
In this paper we focus on a large cross-section of stocks over a relatively short period of time. A natural extension would be to investigate the dynamic properties of both variance measures. This could be done by using, for example, a bivariate time series of daily estimates of the volatility components. When the market microstucture noise component can be viewed as a measure of liquidity, this analysis would provide infomation about the dynamic relationship between the volatility of the efficient price and the liquidity process. Research on the subject is being conducted by the authors and will be reported in later work.
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29 Table 1 Descriptive statistics for the S&P 100 stocks in our sample. The table contains the average durations, the average spreads, the average price, the estimated variances of the noise components (from Proposition 1b), the estimated fourth moments of the noise components (from Proposition 2b), the estimated approximate optimal sampling frequency, the estimated true optimal sampling frequency and the average (optimally-sampled) realized volatility (from Proposition 4) for the S&P 100 stocks quoted on the NYSE and the MIDWEST in February 2002. All estimates are based on continuously-compounded returns constructed using mid-point bid-ask quotes. Table 2 Outcome of a regression of the log standard deviations of the noise components of the log prices of the S&P 100 stocks in our sample on to the corresponding log average bid-ask spreads. The standard deviations of the noise components of the log prices of the S&P 100 stocks in our sample versus the corresponding average bid-ask spreads. Histogram of the ratios between the MSE values of the realized volatility estimator based on optimal sampling f requencies computed using the 5 -minute frequency for the quarticity and the corresponding MSE values based on optimal sampling frequencies computed using the optimal frequency for the quarticity. Jarque-Bera 2793.117 Probability 0.000000
Fig 31.
Histogram of the (approximate) optimal sampling frequencies of the realized volatility estimator. The quarticity is sampled at its optimal (in a conditional MSE sense) frequency. The underlying process is simulated on the basis of a ratio between noise variance and average quadratic variation as in the case of XOM.
Fig 32.
Histogram of the optimal sampling frequencies of the realized volatility estimator. The quarticity is sampled at the 15-minute frequency. The underlying process is simulated on the basis of a ratio between noise variance and average quadratic variation as in the case of XOM. Jarque-Bera 641985.7 Probability 0.000000
Fig 33.
Histogram of the optimal sampling frequencies of the realized volatility estimator. The quarticity is sampled at the 15-minute frequency. The underlying process is simulated on the basis of a ratio between noise variance and average quadratic variation as in the case of XOM.
