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Résumé – Sur un jeu de données géographiques réelles, nous appliquons la caractérisation de la propriété de stationnarité d’un signal sur graphe
via l’analyse de ses coefficients spectraux. Nous identifions différentes sources possibles de non-stationnarité et isolons l’influence qu’a le graphe
sous-jacent sur la cohérence structurelle des données.
Abstract – Based on a real geographical dataset, we apply the stationarity characterisation of a graph signal, through the analysis of its spectral
decomposition. In the course, we identify possible sources of non-stationarity and we elaborate on the impact of the graph used to model the
structural coherence of the data.
1 Introduction
Le développement de moyens technologiques toujours plus
rapides et précis produit un déluge de données de plus en plus
complexes, mais également de plus en plus structurées. On ci-
tera par exemple les réseaux sociaux, les réseaux informatiques
entre ordinateurs ou systèmes intelligents, les réseaux biolo-
giques, ou les mesures géolocalisées.
Le domaine émergeant du traitement du signal sur graphe
entend répondre à la problématique de l’étude de ces données
en exploitant les forces des outils du traitement du signal clas-
sique pour les étendre aux signaux portés par des graphes. Les
avancées récentes du domaine incluent le filtrage [10], la TFCT
[11], les ondelettes [7], l’EMD [14], ou le principe d’incerti-
tude [1].
Nous avons récemment introduit la notion de signal station-
naire sur graphe [5] grâce à l’opérateur graph translation [6].
Dans cette communication nous détaillons l’étude empirique
de la propriété de stationnarité d’un signal sur graphe par l’uti-
lisation de données météorologiques de terrain. Ce faisant, nous
détaillons les sources de non-stationnarité observées dans ces
données, en mettant en évidence les rôles respectifs de la sta-
tistique des mesures et du graphe qui supporte et structure ces
mesures.
2 Signaux stationnaires sur graphe
2.1 Traitement du signal sur graphe
Soit G = (V,E) un graphe avec V ses nœuds et E ⊆ V ×V
ses arêtes. On supposera les arêtes non orientées, i.e. si ij est
une arête, ji l’est également. Soit A la matrice d’adjacence du
graphe telle que aij est le poids de l’arête ij, ou 0 si ij /∈ E.
Soit L = D − A le Laplacien du graphe, avec D la matrice
diagonale des degrés dii =
∑
j aij = di. Les arêtes n’ayant
pas d’orientation, L est une matrice semi-définie positive [3].
On note X : V → R ou C un signal sur le graphe G. On dé-
finit la matrice de Fourier sur le graphe G par la décomposition
spectrale du Laplacien Lχl = λlχl telle que L = F ∗ΛF , avec
Λ la matrice diagonale des valeurs propres de L [12]. La trans-
formée de Fourier de X est alors la multiplication matricielle
X̂ = FX , où X est représenté sous la forme d’un vecteur co-
lonne.
On remarquera que contrairement aux modes de Fourier clas-
siques, les modes de Fourier χl d’un graphe n’ont pas tous
un support s’étendant sur l’ensemble des nœuds, mais peuvent
être fortement localisés [13]. De tels modes sont illustrés sur
la Fig. 3. Cette possible localisation des modes de Fourier ne
change pas les définitions de la partie suivante, mais joueront
un rôle dans l’interprétation des résultats.
2.2 Stationnarité
On s’intéresse dans cette communication à l’étude de si-
gnaux sur graphe aléatoires. On notera X un tel signal. On
rappelle dans cette partie l’opérateur graph translation [6] et
les propriétés de stationnarité [5] introduites précédemment.
On définit les fréquences de graphe à partir des valeurs pro-
pres de L par :
ωl = pi
√
λl/ρG , (1)
où ρG est une borne supérieure des valeurs propres de L [4] :
ρG = max
i∈V
√
2di(di + d¯i) avec d¯i =
∑
ij∈E wijdj
di
.
Les fréquences de graphe appartiennent à l’intervalle [0, pi], et
une valeur faible de ωl correspond à un mode de Fourier χl de
basse fréquence. On définit ensuite l’opérateur graph transla-
tion TG par :
TG = exp
(
ıpi
√
L/ρG
)
. (2)
Le translaté du signal X est alors TGX , et on a TGχl = eıωlχl.
De la même manière qu’un signal temporel est SSS s’il est
invariant en loi par l’opérateur de translation en temps, on défi-
nit la stationnarité forte (SSS) comme l’invariance en loi d’un
signal aléatoire sur graphe par l’opérateur graph translation :
X
d
= TGX. (3)
SSS étant une propriété très contraignante sur les signaux, on
définit également la stationnarité faible (WSS) comme l’inva-
riance des deux seuls premiers moments :
E[X] = E[TGX] (4)
E[XX∗] = E[(TGX)(TGX)∗]. (5)
On note µX = E[X] le premier moment et RX = E[XX∗]
le second moment de X.RX est alors la matrice de corrélation
du signal X . On note SX = E[X̂X̂∗] la matrice de corrélation
des composantes fréquentielles de X. On obtient alors SX =
FRXF
∗, rappelant le théorème de Wiener-Khintchine [9]. De
plus, les signaux WSS ont une caractérisation spectrale que
nous utiliserons et étudieront dans cette communication [5] :
Proposition 1 (Caractérisation spectrale). Un signalX est fai-
blement stationnaire si et seulement si :
1. µX ∝ χ0
2. si ωl 6= ωk, alors (SX)lk = 0
En d’autre termes, un signal est WSS si son premier moment
est constant (χ0 est un vecteur constant) et si ses composantes
spectrales sont décorrélées. De plus, si toutes les fréquences
de graphe sont différentes, la condition 2. est équivalente à SX
diagonale.
Le lecteur trouvera les détails de ces notions dans les com-
munications [5, 6].
3 Application sur des données réelles
Nous étudions maintenant la stationnarité de données de ter-
rain portées par un graphe afin de mettre en pratique les notions
théoriques introduites dans [5, 6], mais également dans le but
de décrire un mode opératoire pour l’utilisation des estimateurs
empiriques sur lesquels repose la caractérisation de la station-
narité.
3.1 Données météorologiques
Le jeu de données étudié a été publié par Météo France 1
et concerne les données horaires relevées par les stations mé-
téorologiques de Bretagne sur le mois de Janvier 2014. Cela
représente 744 mesures horaires par station, sur 25 stations, de
la force du vent, de la température et des précipitations.
1. https ://www.data.gouv.fr/
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Fig. 1 – Variations spatiales et temporelles de la température en
Bretagne durant le mois de Janvier 2014. (a) montre la température
moyenne en chacune des stations, et (b) les variations temporelles de
trois stations des données brutes (haut) et de la première IMF (bas).
Chacune de ces stations est géolocalisée, permettant ainsi
de créer un graphe basé sur les distances géographiques. La
Fig. 1(a) montre ces stations sur un fond de carte. Pour l’étude
de ces données, nous utilisons le graphe complet pondéré par
un noyau Gaussien de la distance : aij = exp(−κd(i, j)2)
avec κ = 10−9 et d(i, j) la distance en kilomètres entre les
stations i et j. En particulier, le poids maximal est de 0.87 et si
d(i, j) > 96km, alors aij < 10−4. Cette pondération possède
de bonnes propriétés pour étudier ce type de données [2].
La question que nous étudions est alors celle de la caracté-
risation des propriétés de (non-)stationnarité sur ce jeu de don-
nées.
3.2 Pré-traitement
La stationnarité de la Proposition 1 étant caractérisée par des
moments statistiques, nous devons les estimer via des estima-
teurs empiriques. S’agissant du premier moment, on peut im-
médiatement conclure que les données brutes ne sont pas sta-
tionnaires. En effet, la moyenne temporelle n’est pas constante
sur les nœuds, comme illustré sur la Fig. 1(a) pour la tempé-
rature, donc ce premier moment n’est pas colinéaire à χ0. Le
même phénomène est observable sur le vent.
On centre donc chacune des séries temporelles pour étu-
dier la variabilité des mesures autour de ces moyennes. Mal-
heureusement, les instantanés de ces données centrées ne sont
pas indépendants puisque chacune de ces séries temporelles
possède une tendance temporelle forte composée entre autres
d’une déviation et de variations saisonnières. Ces tendances ap-
paraissent nettement sur le graphique supérieur de la Fig. 1(b).
Or, pour pouvoir utiliser des estimateurs empiriques (via l’hy-
pothèse d’ergodicité) des matrices R et S, il faut s’assurer que
les séries temporelles de chacune des stations soient station-
naires au cours du temps.
Pour supprimer cette tendance, on utilise la décomposition
modale empirique (EMD) [8]. Cette décomposition sépare une
série temporelle en un ensemble de modes de variations ra-
pides (première Intrinsic Mode Function (IMF)) à lente (der-
nière IMF). La première IMF ne comporte alors plus de ten-
dance temporelle. Le résultat est illustré sur le graphique infé-
rieur de la Fig. 1(b).
Cette opération produit de bons résultats sur le vent et la
température. En revanche, l’EMD atteint ses limites dans le
cas des précipitations. En effet, ces données possèdent de forts
phénomènes de saturation en cas d’absence de précipitations
qui rendent l’utilisation de l’EMD inadéquate. Dans le reste de
cette communication, nous étudions les IMF1 du vent et de la
température.
3.3 Étude de la stationnarité
La stationnarité se caractérisant par la diagonalité de S, il est
plus aisé de travailler avec la matrice des coefficients de corré-
lation spectrale afin d’apprécier cette diagonalité de S. Soit x,
y deux variables aléatoires. Leur coefficient de corrélation est :
c(x,y) = cov(x,y)/(σxσy)
avec cov(x,y) leur covariance, et σx l’écart-type de x. On no-
tera CS la matrice des coefficients de corrélation associée à S
et telle que (CS)ij = c(X̂i, X̂j), et CR celle associée à R.
Puisque nos IMFs 1 sont centrées, elles sont de moyenne nulle
et leurs composantes spectrales de moyenne nulle également.
Dès lors R ou S diagonale équivaut à CR ou CS diagonale.
Les IMF1 des données de vent et de température produisent
les matrices empiriques CR et CS montrées sur la Fig. 2. Nous
remarquons sur les Fig. 2(a) et 2(b) que les matrices CR ne
sont pas diagonales, illustrant ainsi les corrélations spatiales
des données, d’autant plus prononcées pour la température.
De plus, il apparaît sur les Fig. 2(c) et 2(d) que les ma-
trices CS ne sont pas non plus diagonales. On remarque que
le plus fort coefficient de corrélation spectrale de la tempéra-
ture correspond en fait à deux modes de Fourier co-localisés
dans la partie sud-ouest, suggérant une corrélation du fait de
la structure et non des données. Cette corrélation est entou-
rée en bleu sur la Fig. 2(d) et les modes en question illus-
trés sur la Fig. 3. Naturellement, cette corrélation structurelle
n’exclue pas que les données soient également intrinsèquement
non-stationnaires.
Les matrices CS n’étant pas diagonales, ces signaux ne sont
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Fig. 2 – Matrices des coefficients de corrélation dans les domaines des
nœuds (CR) et des composantes spectrales (CS) pour les données de
vitesse du vent et de température.
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Fig. 3 – Localisation de l’énergie de deux modes de Fourier du graphe
des stations pondéré par un noyau Gaussien.
donc pas formellement stationnaires. Dans la suite, nous mon-
trons comment comprendre cette non-stationnarité et séparer
les corrélations spatiales dues aux mesures de celles dues à la
structure.
3.4 Interprétations
Nous illustrons tout d’abord, l’influence de la structure géo-
graphique des données sur les corrélations spatiales. Considé-
rons les données de températures, et les matrices des Fig. 2(b)
et 2(d). La diagonale de la matrice S associée contient les den-
sités spectrales de puissance (PSD) empiriques de ces données.
On observe alors que la PSD suit une loi de type loi de puis-
sance tracée en rouge sur la Fig. 4(a) avec la PSD en bleu.
Afin d’étudier l’influence des corrélations spectrales sur les
corrélations spatiales, nous utilisons ce modèle pour synthétiser
des réalisations du signal stationnaire sur graphe de moyenne
nulle et de matrice de corrélation S prescrite par la loi précé-
dente. On utilise des distributions Gaussiennes sur les nœuds
telles qu’observées dans les données.
L’hypothèse Gaussienne rend la génération de ces réalisa-
tions aisée en utilisant la décomposition de Cholesky S = LL∗,
avec L triangulaire inférieure. Soit Y une réalisation de N va-
riables Gaussiennes centrées réduites indépendantes. On pose
X̂ = LY . La matrice de corrélation spectrale de X est alors S.
La Fig. 5 montre les matrices empiriques CR et CS de ces
signaux synthétiques. Conformément au modèle, la matriceCS
est bien diagonale. Pour quantifier les différences entre ces ma-
trices et celles des données réelles, nous proposons d’utiliser la
norme `2 des coefficients significatifs (de p-valeur inférieure à
0.1) non diagonaux des matrices, divisée par le nombre de ces
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Fig. 4 – Données synthétiques issues d’un modèle de PSD en 1/ωαl
obtenu par régression linéaire de la PSD empirique de la température.
(a) montre la PSD des données réelles superposée au modèle et à la
PSD empirique obtenue avec 744 réalisations du modèle. (b) montre
une de ces réalisations.
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Fig. 5 – Matrices des coefficients de corrélation de signaux station-
naires de synthèse de PSD prescrite en 1/ωαl , avec autant de réalisa-
tions que pour la Fig. 2.
coefficients. On observe alors une valeur inférieure de 20% de
ce critère pour les données synthétiques : le modèle ne colle
pas parfaitement aux données.
Cependant, les matrices CR des données et du modèle pré-
sentent de fortes similarités. Plus précisément, notre critère `2
appliqué à la différence des matrices CR est de 0.0065, valeur
faible devant les valeurs de `2 pour chacune des matrices. Ainsi
nous pouvons expliquer nombre de corrélations spatiales et la
PSD par la structure du graphe qui porte les mesures.
Réciproquement, supprimons maintenant la cohérence struc-
turelle du graphe et étudions ce qu’il advient de la propriété
de non-stationnarité. Pour cela, nous ré-organisons les stations
de manière à ce qu’elles forment un graphe cyclique, tel que
l’ordre de ces stations est arbitraire. Les arêtes de ce graphe
n’ont alors plus aucun lien avec l’organisation géographique
des stations. Nous étudions maintenant l’impact de cette ré-
organisation sur la stationnarité. La Fig. 6 montre les matrices
CS des données sur ce graphe cyclique. On observe une aug-
mentation d’un facteur 2 de notre critère `2 par rapport au gra-
phe naturel. Ces corrélations sont également réparties plus équi-
tablement au sein de la matrice.
De plus, les corrélations spatiales ne ressemblent en rien à
celles des données originales, si bien que l’organisation cy-
clique des stations ne permet pas d’interpréter les corrélations
spatiales observées. Un tel graphe n’explique donc pas la non-
stationnarité par sa structure. Dès lors, la suppression de l’or-
ganisation des liens entre les mesures fait apparaître une non-
stationnarité plus prononcée comparativement à l’étude des don-
nées avec leur organisation réelle.
4 Conclusion
La stationnarité des signaux temporels est un problème diffi-
cile mais incontournable et qui soulève encore de nombreuses
questions. Dans le cas des signaux sur graphe, cette difficulté
est encore accentuée par le graphe qui supporte et structure les
données et qui joue un rôle déterminant sur la notion même
de stationnarité des données et sur sa caractérisation. Le socle
théorique introduit dans [5] permet cependant d’étudier de tels
signaux via une caractérisation spectrale simple, qui nous a per-
mis, sur l’exemple réel traité dans cette communication, d’illus-
trer les structures corrélatives des signaux stationnaires et de
mettre en évidence l’influence des différentes composantes d’un
signal sur graphe sur sa (non-)stationnarité. La problématique
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Fig. 6 – Matrices des coefficients de corrélation des composantes spec-
trales des données de vitesse du vent et température en utilisant un
graphe cyclique reliant les stations.
qui se pose maintenant est celle d’un test statistique de la sta-
tionnarité sur une seule réalisation, à l’instar des signaux tem-
porels.
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