In this paper, the defining properties of a valid measure of the dependence between two random variables are reconsidered and complemented with two original ones, shown to be more fundamental than other usual postulates. While other popular choices are proved to violate some of these requirements, a class of dependence measures satisfying all of them is identified. One particular measure, that we call the Hellinger correlation, appears as a natural choice within that class due to both its theoretical and intuitive appeal. A simple and efficient nonparametric estimator for that quantity is proposed. Synthetic and real-data examples finally illustrate the descriptive ability of the measure, which can also be used as test statistic for exact independence testing.
Introduction
A large part of science is about understanding the dependence between several factors that may influence each other, for instance to disentangle genetics and environmental risk factors for individual diseases.
Hence statistics, the art of turning empirical evidence into information, has always kept dependence modelling at its core. The historical correlations, such as Pearson's, Spearman's and Kendall's, have long been monopolising the attention, yet the interest in modern dependence measures has recently made an impressive upsurge. Among others, one can cite distance correlation (Székely et al, 2007) , maximal information criterion (Reshef et al, 2011) , 'HHG' (Heller et al, 2013) , Hilbert-Schmidt independence criterion (Gretton et al, 2005 , Pfister et al, 2018 , sign covariance (Bergsma and Dassios, 2014) , G-squared (Wang et al, 2017) and symmetric rank covariance (Weihs et al, 2018) , along with a renewed enthusiasm for the mutual information (Kinney and Atwal, 2014, Zeng et al, 2018) .
2 Renyi's axioms and beyond
Dependence
We call dependence between two random variables X 1 and X 2 whatever remains to be specified for entirely reconstructing the joint distribution F 12 of (X 1 , X 2 ) once their marginal distributions F 1 and F 2 are known.
The strength of dependence is thus the size (in an appropriate sense) of that missing link. As such, X 1 and X 2 are as dependent as can be when F 12 is as different as can be to the independence base case F 1 F 2 . If both X 1 and X 2 are continuous, this could be characterised by F 12 being singular with respect to F 1 F 2 (Silvey, 1964) . In the discrete case, though, such singularity is impossible. This illustrates why measuring dependence may be a structurally different problem in the continuous and in the discrete cases.
In particular, it is known that approaches based on copulas, warranted in the continuous setting, are doomed to failure for analysing dependence between discrete variables (Genest and Neslehová, 2007) . This justifies to study the two situations separately; this paper only focuses on the continuous case.
Postulates
Let X 1 and X 2 be two continuous random variables defined on the same probability space. It is widely accepted that a valid measure D of the dependence between them should be such that:
(P1) (existence) D(X 1 , X 2 ) is defined, whatever the variables X 1 and X 2 ; (P2) (symmetry) D(X 1 , X 2 ) = D(X 2 , X 1 ); (P3) (normalisation) 0 ≤ D(X 1 , X 2 ) ≤ 1; (P4) (characterisation of independence) D(X 1 , X 2 ) = 0 if and only if X 1 and X 2 are independent (X 1 ⊥ ⊥ X 2 ); (P5) (weak Gaussian conformity) If (X 1 , X 2 ) is a bivariate Gaussian vector, then D(X 1 , X 2 ) is a strictly increasing function of |ρ(X 1 , X 2 )|.
'Existence' (P1) is a minimal requirement. Defined as the void between F 12 and F 1 F 2 (Section 2.1), the dependence in (X 1 , X 2 ) is evidently invariant to permutation of X 1 and X 2 , making 'symmetry' (P2) unquestionable as well. 'Normalisation' (P3) only aims to provide benchmarks -any candidate measure can be made comply with it through renormalisation. Indeed it implies that D(X 1 , X 2 ) is an unsigned number. Any signed measure, whose sign is meant to be informative about the direction of the association (D(X 1 , X 2 ) > 0: positive association, X 1 and X 2 tend to vary in the same direction; D(X 1 , X 2 ) < 0: negative association, X 1 and X 2 tend to vary in opposite direction) is meaningful only if there exists such monotonic association. Dependence, as defined in Section 2.1, is a much broader concept and cannot generally be categorised as 'positive' or 'negative'. For instance, among the scatter-plots shown in Figure   5 .2 below, none exhibits any sense of 'positive' or 'negative' association between X 1 and X 2 while all (but one) involve dependence between them. Hence a general dependence measure must be unsigned. Then it seems only natural to ask a dependence measure to be null in the case and only in the case of no dependence (P4). Finally, 'weak Gaussian conformity' (P5) is unavoidable, as any measure disagreeing with Pearson's correlation in a bivariate Gaussian vector could easily be dismissed. Mostly dictated by common sense, these (P1)-(P5) can be found under this form or slightly amended in most of the related references.
Here, we complete this list with the following two original requirements which, by contrast, offer novel perspectives on what characterise valid dependence measures.
(P6) (characterisation of pure dependence) D(X 1 , X 2 ) = 1 if and only if there exists a Borel function Ψ :
where ι is the probability measure induced by F 1 F 2 on R 2 ; (P7) (generalised Data Processing Inequality) If X 1 and X 3 are conditionally independent given X 2 (X 1 ⊥ ⊥
Analogously to (P4), D(X 1 , X 2 ) should be maximum if and only if there exists some sort of perfect dependence between X 1 and X 2 . Yet, a universally accepted definition of what perfect dependence is, has proved elusive. Our interpretation of it (P6), which we refer to as pure dependence, indeed aligns mostly with Silvey (1964)'s conception as described in Section 2.3. The rationale for (P7) is detailed in Section 2.4 and is shown to have wide implications.
Pure dependence versus predictability
One can view a vector (X 1 , X 2 ) whose components are independent as a random system with two degrees of freedom, in the sense that X 1 and X 2 are allowed to vary totally freely. By contrast, any degree of dependence between X 1 and X 2 necessarily restrains, to some extent, their free variation, reducing de facto the associated number of degrees of freedom for (X 1 , X 2 ) to strictly smaller than 2. This number can be thought of as the (possibly fractional) number of latent variables able to reproduce in principle the joint behaviour of (X 1 , X 2 ). From that perspective, the opposite of 'independence' is thus when (X 1 , X 2 ) has only one degree of freedom, that is, when one single latent variable, say U , is able to generate the full covariation of X 1 and X 2 . Formally, this means that there is a function Ψ : [0, 1] → R 2 such that (X 1 , X 2 ) = Ψ(U ). Although we are to see two variables X 1 and X 2 , the underlying probabilistic process is fed by one single source of variability, and X 1 and X 2 are just the two sides of the same coin. This is what we refer to as pure dependence in (P6). Rényi (1959) 's original Axiom E) requires D to be maximum under 'strict dependence', defined as when there exists a Borel function ψ 1 : R → R such that X 2 = ψ 1 (X 1 ), or a Borel function ψ 2 : R → R such that that X 1 = ψ 2 (X 2 ); that is Axiom 3 in Granger et al (2004) as well. In other words, one of the variables should be deterministically predictable from the other, that is, what Lancaster (1963) defined as 'complete dependence'. Yet X 2 may be a deterministic function of X 1 while giving very little information on X 1 ; e.g., X 2 = sin(X 1 ) (ψ 1 is many-to-one). Clearly asymmetric, this concept seems hardly reconcilable with (P2). In an attempt to symmetrise it, one can request the existence of two functions ψ 1 and ψ 2 such that X 2 = ψ 1 (X 1 ) and X 1 = ψ 2 (X 2 ), that is, a one-to-one relationship between X 1 and X 2 . This would reduce any sense of perfect dependence to 'mutual complete dependence' (Lancaster, 1963) or even 'monotone dependence' (Kimeldorf and Sampson, 1978 ), which appears too restrictive. All in all, if some dependence between X 1 and X 2 may usually help for predicting X 2 from X 1 or vice-versa, the concepts of predictability and dependence are indeed distinct.
By contrast, our characterisation in (P6) is symmetric in X 1 and X 2 . It admits deterministic predictability as particular case, in the sense that if X 2 = ψ 1 (X 1 ), one can write
Generally, though, it does not require any of the two variables to be predictable from the other. Rather, it amounts to the joint distribution of (X 1 , X 2 ) being concentrated on a proper parametrised curve of R 2 . This is akin to the joint distribution F 12 being singular with respect to the product F 1 F 2 of its margins, although not exactly equivalent (Durante et al, 2013) .
The distinction arises from the extra condition that ι(Ψ([0, 1])) = 0. It excludes the somewhat pathological cases where, although seeded by one single random variable U , (X 1 , X 2 ) = Ψ(U ) defines a couple of independent random variables. That might be the case, for instance, if Ψ is a space-filling curve such as the Peano or the Hilbert curve. Those are known to be surjective and continuous functions from the unit interval I . = [0, 1] onto the unit square I 2 ; hence, as u varies from 0 to 1, Ψ(u) visits every single point of I 2 . In addition, they have the bi-measure-preserving property (Steele, 1997 , Section 2.7): for any Borel
, where for q = 1, 2, λ q is the Lebesgue measure on R q . In theory, it is thus possible to generate a bivariate uniform vector (X 1 , X 2 ) on the unit square, hence X 1 ⊥ ⊥ X 2 , by letting U run on I and defining (X 1 , X 2 ) = Ψ(U ) (Steele, 1997, p. 43) . Of course, ι(Ψ(I)) = λ 2 (Ψ(I)) = 1, violating our definition of pure dependence.
Those space-filling curves are special cases of fractal constructions, and the observed independence of X 1 and X 2 is actually induced by the inherent chaos in the fractal Ψ. A fractal is obtained as the limit of a series of iterations reproducing a certain regular pattern at finer and finer resolution. 'Shuffles of Min'
constructions (Kimeldorf and Sampson, 1978, Mikusínski et al, 1992) are of the same nature, while Zhang This, however, is very similar to the following simple case of a degenerate bivariate Gaussian distribution:
let X 1 ∼ N (0, 1) and X 2 = aX 1 , for a = 0. Then |ρ(X 1 , X 2 )| = 1 (pure dependence), including for a arbitrarily small. Yet, when a = 0, ρ(X 1 , X 2 ) = 0 (independence). As a → 0, one would thus approach independence arbitrarily closely by pure dependence. The above described paradox is thus well understood and not much troublesome in a simpler context.
Generalised Data Processing Inequality, equitability, margin-freeness and copulas
The Data Processing Inequality is an important information-theoretic concept (Cover and Thomas, 2006, Section 2.8) . It carries the intuitively clear idea that information cannot be gained when a signal goes through a noisy channel. Specifically, if X 1 , X 2 and X 3 are three random variables such that X 1 and X 3 are independent conditionally on X 2 (X 1 ⊥ ⊥ X 3 |X 2 ), it establishes that I(X 1 , X 3 ) ≤ I(X 1 , X 2 ) where
containing some information about X 1 and we are only able to see X 3 , a version of X 2 diluted in white noise, then the noisy version X 3 is necessarily less informative about X 1 than X 2 . It seems fair to paraphrase this as 'there is less dependence between X 1 and X 3 than between X 1 and X 2 ', making it reasonable to ask a dependence measure to satisfy the 'generalised Data Processing Inequality' (P7).
The implications of (P7) are actually very deep. In particular, we have the following result:
for any Borel functions ψ 1 and ψ 2 such that
independent of any other random variable. Thus
This property is strongly related to the concept of equitability, which recently came to light for discriminating between dependence measures. In short, a dependence measure is equitable if it returns the same value to equally noisy relationships of different nature. After it was empirically outlined by Reshef et al (2011) , several formal definitions were proposed (Kinney and Atwal, 2014 , Reshef et al, 2016 , Ding et al, 2017 , and (2.1) is actually a slight generalisation of Kinney and Atwal (2014) 's definition of self-equitability. The conditional independence assumptions X 1 ⊥ ⊥ X 2 | ψ 1 (X 1 ) and X 1 ⊥ ⊥ X 2 | ψ 2 (X 2 ) essentially mean that the whole dependence between X 1 and X 2 can be captured by the functions ψ 1 and/or ψ 2 , and the dependence measure should reflect that. This is the case, for instance, under the regression model X 2 = ψ 1 (X 1 ) + ε,
, meaning that the value of D is only driven by the signal-to-noise ratio, irrespective of the nature or shape of ψ 1 .
Note that the set of functions ψ 1 , ψ 2 such that X 1 ⊥ ⊥ X 2 | ψ 1 (X 1 ) and X 1 ⊥ ⊥ X 2 | ψ 2 (X 2 ) is necessarily non-empty. In particular, all strictly monotonic Borel functions ψ 1 and ψ 2 are such functions, as in that case, conditioning on ψ 1 (X 1 ) or on ψ 2 (X 2 ) is equivalent to conditioning directly on X 1 or X 2 , respectively.
Thus, (2.1) implies that D is invariant to monotonic transformations of X 1 and X 2 , i.e.,
for any two strictly monotonic Borel functions ψ 1 , ψ 2 : R → R. This has often been presented as a fundamental trait of any valid dependence measure: it is Axiom F) in Rényi (1959) 's original paper and Axiom 6 in Granger et al (2004) , for instance. A dependence measure satisfying (2.2) is said margin-free,
given that the marginal distributions can be arbitrarily distorted by ψ 1 and ψ 2 without affecting its value.
It so appears that (P7) is actually a more fundamental property than 'margin-freeness', given that (P7)
Margin-freeness is typically associated to copulas. The copula C 12 of the continuous vector (X 1 , X 2 ) is the distribution of (F 1 (X 1 ), F 2 (X 2 )) on the unit square I 2 , and is known to capture all the characteristics of F 12 which are invariant to monotonic transformations of its margins (Schweizer and Wolff, 1981) . Thus, any dependence measure which is explicitly copula-based, e.g., Spearman's and Kendall's correlations, is margin-free in the continuous setting. Conversely, for X 1 and X 2 continuous, any margin-free dependence measure D(X 1 , X 2 ) must admit a representation involving only the copula of (X 1 , X 2 ). Many popular measures of dependence are not copula-based hence they are not margin-free. Besides the obvious example of Pearson's correlation, it is the case of the distance correlation dCor (Székely et al, 2007) and the HilbertSchmidt independence criterion HSIC (Gretton et al, 2005) , among others. Problems that this creates were implicitly acknowledged by Székely and Rizzo (2009, Section 4. 3) as they briefly mentioned basing empirical estimation of dCor on the ranks of the observations instead of on the original observations. Likewise, Póczos et al (2012) suggested a copula version of HSIC. Here it is stressed that, beyond margin-freeness, the real issue with measures not copula-based is that they violate (P7), whose legitimacy seems difficult to contest.
3 φ-dependence measures
Definition and properties
A measure of the dependence in (X 1 , X 2 ) should quantify how much different is the joint distribution F 12 from the product F 1 F 2 of its marginals; see Section 2.1. Natural candidates for this task are the φ-divergences (Ali and Silvey, 1966) between F 12 and F 1 F 2 , viz.
for some convex function φ such that φ(1) = 0. The φ-divergence family includes most of the common statistical distances between distributions (Liese and Vajda, 2006) , hence (3.1) includes many familiar dependence measures. For instance, φ(t) = t log t yields the Kullback-Leibler divergence between F 12 and F 1 F 2 , which is the Mutual Information I(X 1 , X 2 ).
Provided that we allow the Radon-Nikodym derivative dF 12 /dF 1 dF 2 to be infinite in case of singularity (see discussion in Silvey (1964) of Kinney and Atwal (2014) , which makes any measure (3.1) automatically margin-free. Indeed, with X 1 and X 2 both continuous, one has the copula form
, where C 12 is the copula of (X 1 , X 2 ) and c 12 its density.
Remark 3.1. The copula density c 12 is obviously defined when C 12 is absolutely continuous. If C 12 is singular or has a singular component, then one can think of c 12 as infinite on the singularity, and defined as the limit of the densities of a sequence of absolutely continuous copulas converging to C 12 in an appropriate sense (Ding et al, 2017, p. 9 ).
There remain (P3), (P4) and (P6), compliance to which depends on φ as follows.
Theorem 3.1. Let φ : (0, +∞) → R be convex with φ(1) = 0, and call
In addition, if φ is strictly convex at t = 1, then ∆ φ (F 12 F 1 F 2 ) = 0 if and only if X 1 ⊥ ⊥ X 2 and, provided thatφ < ∞, ∆ φ (F 12 F 1 F 2 ) =φ if and only if X 1 and X 2 are purely dependent in the sense of (P6).
Proof. Direct adaptation of Theorem 5 in Liese and Vajda (2006) .
'Characterisation of independence' (P4) is thus granted as soon as φ is strictly convex at t = 1. Ifφ < ∞,
, and 'characterisation of pure dependence' (P6) for ∆ φ (F 12 F 1 F 2 ) follows straight from Theorem 3.1. On the other hand, ifφ = ∞, then, even though one can still enforce (P3) through a non-linear transformation, (P6) cannot be made true: there are cases in which ∆ φ (F 12 F 1 F 2 ) is infinite while X 1 and X 2 do not show any sense of strong dependence. In short, a φ-dependence measure fails to comply with (P6) when its baseline version (3.1) can be infinite; see comments in Micheas and Zografos (2006) (in particular, their Axiom 9). This is easily illustrated through some common choices of function φ below.
Some common choices
If one takes φ(t) = (t − 1) 2 , for which choiceφ = ∞, ∆ φ (F 12 F 1 F 2 ) is Pearson's Mean Square Contingency coefficient Φ 2 (X 1 , X 2 ), allowed to be infinite. It is usually re-normalised as Φ (
] so as to agree with |ρ| in the Gaussian case (Rényi, 1959) . However, in general this may equal 1 even when X 1 and X 2 do not show any sense of strong relationship. Indeed, in the form (3.2), Φ 2 (X 1 , X 2 ) = (c 12 (u 1 , u 2 ) − 1) 2 du 1 du 2 , and it is known that the copula density c 12 is not square-integrable as soon as there is the slightest level of tail dependence between X 1 and X 2 (Beare, 2010, Theorem 3.3).
Likewise, for φ(t) = t log t, one getsφ = ∞, and indeed the Mutual Information I(X 1 , X 2 ) can be infinite.
It can be re-normalised as I (X 1 , X 2 ) . = (1 − exp(−2I(X 1 , X 2 ))) 1/2 ∈ [0, 1] so as to agree again with |ρ| in the Gaussian case (Linfoot, 1957) , but like Φ 2 the Mutual Information cannot unequivocally characterise pure dependence. Beyond this failing, that has also serious implications when empirically estimating those measures (Ding et al, 2017 , Section 3.1).
By contrast, the choice φ(t) = |t − 1| yieldsφ = 2 < ∞. The associated (rescaled) dependence measure
consequently satisfies (P1)-(P7). It is actually Silvey (1964)'s ∆,
renamed 'robust copula dependence' measure in Ding et al (2017) when in copula form (3.2). However, no root-n consistent estimator of that measure seems available. Below, we explore a particular measure which lies at the intersection between two common families of φ-divergences (see Appendix A), and we provide a simple root-n consistent estimator.
The Hellinger correlation
If one takes φ(t) = (t 1/2 − 1) 2 , for whichφ = 2 < ∞, the corresponding (rescaled) measure
satisfies (P1)-(P7). We denote this measure H 2 (X 1 , X 2 ), or simply H 2 , as it is clearly the squared Hellinger distance between F 12 and F 1 F 2 . Under the copula form (3.2), it is
where B is the Bhattacharyya affinity coefficient (Bhattacharyya, 1943) between the copula density c 12 and the independence copula density identically equal to 1 on I 2 .
In the bivariate Gaussian case, it can be checked that H 2 = 1 − (2(1 − ρ 2 ) 1/4 )/(4 − ρ 2 ) 1/2 . = h(ρ), a strictly increasing function of the correlation ρ -in agreement with 'weak Gaussian conformity' (P5). This suggests to consider the measure on the transformed scale η = h −1 (H 2 ). As h −1 is a bijection from [0, 1] to [0, 1], it preserves all (P1)-(P7) for η. Direct algebra yields
our proposed measure of dependence. We call η . = η(X 1 , X 2 ) the Hellinger correlation between X 1 and X 2 , given that it is defined so that η = |ρ| in the bivariate Gaussian case ('strong Gaussian conformity').
This greatly facilitates interpretation as the value of η can easily be appreciated on the familiar Pearson's correlation scale: a Hellinger correlation value of η represents a dependence of the same strength as in a bivariate Gaussian vector with Pearson's correlation η.
Empirical estimation and independence testing 5.1 Background
Measuring dependence by H 2 has been considered before, e.g., by Granger et al (2004) who proposed an estimator based on kernel density estimation and numerical integration. However, the obtained estimate heavily depends on the bandwidths used in the kernel estimators (Skaug and Tjøstheim, 1996) , an appropriate choice of which in practice remaining problematic. Rosenblatt (1975) , Hong and White (2005) and Ding et al (2017) face the same issue when estimating their proposed measure; see also comments in Zeng et al (2018) . Of course, difficulty in estimating a measure from empirical data seriously limits its practical reach.
Now, if knowledge of dF 12 , dF 1 and dF 2 in (4.1), or of the copula density c 12 in (4.2), implies knowledge of H 2 , the contrary is not true: one cannot recover dF 12 , dF 1 and dF 2 or c 12 from H 2 alone. Empirical estimation of H 2 (or any function thereof, such as B or η) should thus not be based on the more difficult task of estimating the individual densities. Indeed it has been known, at least since Kozachenko and Leonenko (1987) , that one can consistently estimate some φ-divergences without consistently estimating the underlying distributions; Berrett et al (2018) offer a recent review of such ideas for entropy estimation.
Below we suggest a simple estimator of B = √ c 12 along that line, subsequently producing an estimator of η through (4.3).
Basic estimator and asymptotic properties
Let {X 1 , . . . , X n }, where X i = (X i1 , X i2 ) ∈ R 2 , be a random sample from F 12 . For i ∈ {1, . . . , n}, call
, the corresponding observations from the copula C 12 , and
, as is customary in the copula literature. Let R i = min j =i U j − U i 2 , the distance between U i and its closest neighbour, and its 'pseudo'-versionR i = min j =i U j − U i 2 .
Our first simple and entirely data-based, not involving any user-defined parameter, for B is
which is the feasible version of the oracle estimator B .
Intuitively, in case of pure dependence (B = 0), the U i 's fall exactly on a curve. The R i 's are essentially univariate spacings of order O P (n −1 ) (Pyke, 1965) , yielding B → 0 in probability. Now gradually relaxing dependence amounts to allowing some play around that curve for the U i 's. As these get more and more room to move apart, the R i 's globally increase, and so does B. Ultimately, when the U i 's get totally free (independence, B = 1), they uniformly cover I 2 and maximally occupy their allowed space. The R i 's are globally as large as can be, and so is B. The latitude given to the U i 's for covering I 2 reflects the number of degrees of freedom in (X 1 , X 2 ); see Section 2.3.
The L 2 -consistency of B follows straight from Leonenko et al (2008, Section 3 
.1). Aya Moreno et al (2018,
Lemma 1) and Ebner et al (2018, Theorems 1 and 2) further establish the root-n consistency and the asymptotic normality of B, if the copula density c 12 is bounded on I 2 . In Appendix B we show how to relax this restrictive assumption by combining marginal transformations (Geenens et al, 2017) and results of Singh and Póczos (2016) . Deheuvels (2009, Lemmas 2.1 and 2.2) help to establish that B − B = O P (n −1/2 ), meaning that the above asymptotic properties of the oracle estimator B carry over to the feasible B.
Normalisation
In finite samples, however, B suffers from two serious defects (as would B). First, it is heavily biased due to the boundedness of the support I 2 of C 12 (Liitiäinen et al, 2010) . Second, although B = √ c 12 ≤ ( √ c 12 ) 2 = 1 by Cauchy-Schwarz, it may happen that B > 1, implying a meaningless negative estimate of H 2 and precluding ulterior estimation of η.
Now, evidently √ c 12 ∈ L 2 (I 2 ). Hence from any orthonormal basis of L 2 (I), say {b 0 (u), b 1 (u), . . .} with b 0 (u) ≡ 1, one can form a tensorised orthonormal basis for L 2 (I 2 ) and write the expansion
is a root-n consistent estimator of β k (Aya Moreno et al, 2018, Lemma 1). For appropriate cut-off values
an orthogonal series estimator for √ c 12 , and
k . This suggests to re-normalise B =β 00 as
Not only this rescaling guarantees B KL ∈ [0, 1] always, it also improves the accuracy of the estimator by large: it reduces the variance and mostly takes care of the boundary effect as well. Intuitively, when U i is close to the boundary of I 2 , its neighbourhood is empty of data on one side andR i tends to be larger than what it should be. This makes (5.1) overestimate B and induces bias. But then (5.2) overestimates each β k to the same extent, and the induced biases mostly cancel each other out in the ratio (5.3). Finally, (5.3) is plugged into (4.3) to define the estimator
The following simulation showcases the performance of this estimator. Random samples of size n = 500
were generated from a bivariate Gaussian distribution with correlation ( For comparison, the empirical Pearson's correlationρ was also computed, being here some sort of 'gold standard' given that in the considered bivariate Gaussian vectors, η = ρ. It is seen thatη CV is less biased thanρ, and even does better in terms of Mean Squared Error for ρ = 0.8. Strikingly, the proposed estimator of η is on par with the classical estimator specifically designed for capturing the dependence of linear nature peculiar to bivariate Gaussian vectors.
Naturally, the Hellinger correlation would all the same capture dependence of any other nature. This is illustrated in Figure 5 .2, showing 15 random samples of size n = 500 generated from the 15 scenarii 
Exact independence testing
The empirical Hellinger correlation can be further used as test statistic for an exact test of independence.
Indeed the copula transform turns the composite null hypothesis H 0 : X 1 ⊥ ⊥ X 2 into the equivalent but simple H 0 : C 12 is bivariate uniform on I 2 . This allows to determine exact critical and/or p-values, at least via Monte Carlo simulations. Indeed for any sample size n, one can simulate a large number of bivariate uniform samples and computeη on each of those, which would allow arbitrary close approximation to the exact sampling distribution ofη under H 0 for that n. For instance, from M = 10, 000 independent bivariate uniform samples of size n = 500, we have obtained a critical valueη c = 0.146 (exact up to Monte Carlo error) at significance level α = 0.05. The independence hypothesis is thus rejected from each of the samples of Figure 5 .2, except under the '4 clouds' scenario in which case X 1 and X 2 are indeed independent (Heller et al, 2016) . Estimators (5.3)-(5.4) and this independence testing procedure have been efficiently implemented in the freely available R package HellCor.
As an application we consider data from a recent study on coral reef productivity described in Graham et al (2018) . The density of some species of seabirds and coral reef fish around n = 12 islands of the Chagos Archipelago (British Indian Ocean Territory) was recorded; see Table 6 .1. Those seabirds forage and feed in the open ocean, far from reefs, and their number around a given island largely depends on the presence or absence of rats on it. So they belong to a different ecosystem to the fish. Indeed, the empirical correlation between the densities of seabirds and fish around the 12 islands under study isρ = 0.374, not significantly different to 0 (p = 0.231). Likewise, the empirical distance correlation (Székely et al, 2007) is dCor = 0.526, not significant (p = 0.179 based on 200 permutations, from dcor.test in the R package energy). This absence of significant dependence goes, however, against the report of Graham et al (2018) , whose main finding is that the two ecosystems are in fact connected. Nutrients, in particular nitrogen, leach from seabird guano onshore to nearshore marine systems through rainfall, among others. With this extra nutrient supply, benthic algae develop more on coral reefs adjacent to islands where seabirds are abundant, making the reef-fish communities there more abundant as well, given that fish mostly feed on those algae.
The nitrogen input, as described in Graham et al (2018) , is thus a latent variable, positively associated to both seabird and fish densities. Now, by design (see Section 2.3), the Hellinger correlation should be particularly effective at highlighting dependence when induced by such a hidden effect. Indeed the empirical Hellinger correlation (5.4), with Legendre basis and K and L determined by cross-validation in (5.3), is hereη = 0.744. The exact p-value of significance, obtained from M = 10, 000 independent bivariate uniform samples of size n = 12, as described in Section 5.4, is found to be 0.013. So, at the typical significance level α = 0.05, the exact test based on the Hellinger correlation is able to capture the dependence between 'seabirds' and 'fish', even from such a small sample (n = 12), corroborating Graham et al (2018)'s findings.
In particular, many common parametric copula densities would grow unbounded in some of the corners of I 2 in the presence of dependence. Now, define a double marginal transformation
k is the quantile function of a continuous distribution Ξ k having a bounded density ξ k on I. Standard developments show that {T 1 , . . . , T n } is a sample from a distribution
Then we see that
by the obvious change-of-variable. Let S i = min j =i T j − T i 2 . Then, similarly to B, one can also estimate
The known weight function √ ξ 1 √ ξ 2 is easily accounted for in the theoretical developments; see The transformations Ξ 1 and Ξ 2 can be whatever is convenient. In Geenens et al (2017) , their role was essentially to send the boundaries 'far away' from the observations so as to annihilate boundary effects.
Here one could take, for instance, Ξ 1 and Ξ 2 to be Beta(6, 6)-distributions: the ensuing density d 12 would remain supported on I 2 , but concentrated around the center of it due to its Beta(6, 6)-marginals. That 'double Beta transformation' is also beneficial in terms of relaxing the above mentioned assumption on c 12 . Indeed, let c 12 satisfy Assumption 3.3 in Geenens et al (2017) , which is rather mild and allows c 12 to grow unboundedly in some of the corners of I 2 . With ξ k (t k ) ∝ t 5 k (1 − t k ) 5 and Ξ k (t k ) = t k 0 ξ k (t * ) dt * , for k = 1, 2, that is the Beta(6, 6) density and cumulative distribution functions, it can be shown that d 12 is Hölder continuous (with exponent α = 2) on I 2 -this follows as in Lemma A.1 in Geenens et al (2017) .
Then, Corollary 8 of Singh and Póczos (2016) applies, and B is root-n consistent for B. The results shown in Figures 1 and 2 were actually obtained making use of the Beta(6, 6) transformation.
C Cross-validation
For nonparametric functional estimation through orthogonal series approximation, it is well-known that the truncation cutoff plays the role of smoothing parameter (Efromovich, 1999, Chapter 2 
Finally, K and L may be chosen as the values which minimise A 2 (K, L) − 2B(K, L), which are easy to identify given that K and L are integers.
