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It is computed, using instanton methods, the first allowed energy band for the polymer
harmonic oscillator. The result is consistent with the band structure of the standard quantum
pendulum but with pure point spectrum. An effective infinite degeneracy emerges in the
formal limit µ/l0 → 0 where l0 is the characteristic length of the vacuum eigenfunction of
a quantum harmonic oscillator. As an additional result, it is shown along the article the
role played by the lattice reference point λ in the full quantization of the polymer harmonic
oscillator.
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I. INTRODUCTION.
The nonstandard polymer quantization [1–3] is a quantization procedure for mechanical models
which implements some of the techniques of the loop quantization program [4–6]. Its main feature
is a singular representation of the Weyl algebra [7] in a non-separable Hilbert space and as a result,
the canonical commutation relations [8] cannot be recovered by using the Stone-von Neumann
theorems [9–11].
Polymer quantization can be applied to a broad range of mechanical systems related with atomic
physics [12–16] as well as in cosmology [17, 18] or in quantum field theory [19] and statistical me-
chanics [20–22] just to mention some examples. Each of them serves as a toy model which provides
specific hints about the procedure required to compare the non-regular and regular quantizations in
the much more complicated context of quantum space-time. Nevertheless, on its own it represents
an interesting model to study from a mathematical physics perspective [23].
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2The non-regularity of the Weyl algebra representation avoids the definition of the momentum
operator and makes impossible the usual dynamical characterization of the system. This obstacle
is circumvented by proposing an operator that mimics the role of the absent operator [1, 2]. This
artificial operator is formed as a combination of holonomies V̂µ and depends on a length parameter
µ. For the case of the polymer harmonic oscillator, the standard kinematical term p̂2 is replaced
by the operator
P̂ 2
(µ)
eff :=
~2
2mµ2
[
2− V̂µ − V̂−µ
]
, (1)
where V̂µ is the ‘holonomy operator’ with a fixed value for the parameter µ.
In the loop quantum gravity (LQG) scenario, the analogous of the parameter µ possesses a fixed
value given by the Planck length. For mechanical models, the nature of the parameter is ambiguous
due to its non-fundamental characterization. However, its value is fixed although undetermined
and can be seen as providing a measure of discretization of space. Since no discreteness of space
has been detected, the deviations of the polymer physical quantities from those observed within the
regular quantization cannot be experimentally tested. On the other hand, the physical quantities
involved in polymer systems acquire corrections which are proportional to (powers of) µ. As a
consequence, in mechanical systems µ must be much smaller than the natural length parameters
associated with the system. The estimated value of the parameter µ for the free particle and the
harmonic oscillator is about µ ∼ 10−19m [1, 2, 12, 19]. The quantum corrections of these systems
become significant in regimes where quantum mechanics would be inapplicable.
Hamiltonian commutation relations between the operator x̂ and an arbitrary holonomy V̂α are
given by [x̂, V̂α] = −αV̂α. They are irreducibly represented on the Hilbert space Hpoly which is
given by L2(R, dµ0). Here, R is the Bohr compactification of the real line and dµ0 is a regular Haar
measure on it [24]. This Hilbert space was built by mimicking the loop quantization program as
was mentioned before [1, 2, 25]. In this case, the representation of the operators x̂ and V̂α is
x̂Nβ(p) = i~
d
dp
Nβ(p), V̂αNβ(p) = Nα+β(p), (2)
where Nβ(p) := e
iβp~ is an element of the uncountable basis on Hpoly, i.e., β ∈ R.
A particular effect of the polymer construction coming as a result of the introduction of the
aforementioned parameter is the modification of the dynamical equation of the quantum system.
The Hamiltonian of the system when using the kinetic term (1) takes the form
Ĥ
(µ)
poly =
~2
2mµ2
[
2− V̂µ − V̂−µ
]
+
1
2
mω2x̂2. (3)
3Hamiltonian (3) splits the full polymer Hilbert space Hpoly as an (uncountable) direct sum of
separable Hilbert spaces H(λ)poly of the form Hpoly = ⊕λ∈[0,µ)H(λ)poly or in the notation used in [26],
Hpoly =
∫ ⊕
λ∈[0,µ)H
(λ)
poly dλ
c where dλc is the countable measure on the interval [0, µ). Consequently,
the non-separability of the Hilbert space Hpoly renders discrete the nature of the parameter λ.
Each H(λ)poly is given by H(λ)poly = L2([−pi ~µ ,+pi ~µ), dp) and their observables algebra is now generated
by x̂ and V̂nµ where n ∈ Z. As a result, these Hilbert spaces H(λ)poly, each of them labeled by λ, are
superselected. Notice that the spatial scale given by µ naturally induces a scale with momentum
dimensions given by
pc = ~/µ ≈ 10−15mkg s−1. (4)
The Schro¨dinger equation for a given state Ψ(λ)(p) ∈ H(λ)poly takes the form
− m~
2ω2
2
d2
dp2
Ψ(λ)(p) +
~2
mµ2
[
1− cos
(
p
pc
)]
Ψ(λ)(p) = E(λ)Ψ(λ)(p), (5)
with the additional condition
Ψ(λ)(p+ 2pipc) = e
2pii pcλ~ Ψ(λ)(p), (6)
in order to properly generate states in the entire polymer Hilbert space using states of each su-
perselected sector. Observe that when λ = 0 in (6), then the wave functions Ψ(λ=0)(p) are 2pipc
periodic functions. On the other hand, the parameter λ in (6) can be seen as a fixed dual Bloch
wave vector.
The equation (5) can be written into the more familiar form of the Mathieu equation [27] by
using a dimensionless variable u := 12(
p
pc
+ pi) within the interval u ∈ [0, pi) as
d2
du2
Ψ(λ)(u) + (b− 2q cos(2u)) Ψ(λ)(u) = 0, (7)
where the parameters b and q in (7) are given by
b :=
8p2c
mω2~2
(
E − p
2
c
m
)
, q :=
(
2p2c
mω~
)2
. (8)
The spectrum of the Eq. (7) is given by a series derived with a recursive method and the appropriate
boundary conditions [27]. Consequently, the expression for any of the eigenvalues of the Mathieu
equation are very difficult to handle at analytical level, and hence, only its approximate expressions
can be used. If we consider periodic solutions (i.e., λ = 0) then the spectrum of the Mathieu
equation [27] given by (7) tends to the spectrum of the quantum harmonic oscillator in the formal
limit µ → 0 (Figure 1). In this limit, the known results of the standard theory of the quantum
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FIG. 1: Eigenvalues n = {0, 1, 2, 3} in terms of the quotient √~mω/pc.
harmonic oscillator are recovered as we already mentioned. For cases in which λ 6= 0, the equation
can be solved by using Floquet theory for non-periodic Mathieu functions [27].
As can be seen, an interesting result of the replacement of the kinetic term given in (1) is that
in the momentum representation, this term turns out to be a periodic potential, in sharp contrast
to the quantum harmonic oscillator in which this property is absent. Nevertheless, it also renders
periodic the semiclassical description, via path integral formulation [28–30] which is, in this sense,
a desired result. This feature results from the fact that (1) is a particular case of an almost periodic
Schro¨dinger operator [31, 32] i.e., operators formed by a finite sum of holonomies.
Recently, Barbero et al. [16] showed that the energy spectrum of (3) consists of an uncountable
number of eigenvalues grouped in bands, very much like those appearing in the study of periodic
potentials in standard quantum mechanics. The main difference is that the polymer energy spec-
trum is entirely discrete although grouped in bands whereas in the standard periodic potentials
is continuum and grouped in bands. This peculiarity of the spectrum creates some difficulties in
the development of the formalism both to define unitary evolution and to build suitable statistical
ensembles. It also emerges both, at the full loop theory and, in its symmetry reduced quantum
mechanical versions [17, 18]. However, some proposals for constructing a separable Hilbert space
are recently given for the case of quantum mechanical models [33–35]. They essentially propose
replacing the countable measure dλc by a Lebesgue measure dλ on the same interval.
A key point in Barbero’s results is the Burnat-Shubin-Herczyn´ski theorem [36]. This theorem
establishes that the spectrum of an almost periodic operator is the same no matter if the repre-
sentation is regular or singular. Representations only modify the nature of the spectrum of almost
periodic Schro¨dinger operators in that if it is discrete or continuous. In the case of the Hamilto-
nian (3), its spectrum is identical to that of the quantum pendulum in the standard representation
5[16, 37].
Periodic potential systems are very familiar in standard quantum mechanics, particularly in solid
state physics [26, 38]. Among other features, these potentials have an infinite set of oscillators-
like eigenstates only when barrier penetration is ignored. Otherwise, tunneling effect between
each of the ‘classical vacuums’ gives rise to the band structure of the spectrum. In standard
quantum mechanics, the tunneling effect can be realized by instanton and anti-instanton pseudo-
particles in the long imaginary time regime [39–42] although it may be obtained within the deep
quantum regime [43]. Instanton methods are a non-perturbative technique developed for handling
phenomena in quantum field theory, and in particular in quantum chromodynamics, analogous to
barrier penetration in quantum particle mechanics.
In the polymer quantization, the tunnel effect can also yields the band structure of the spectrum
indicated by Barbero et al. In this scenario, the long time behavior of the penetration amplitude
of the polymer harmonic oscillator by using instanton methods can be considered. In this case,
each well at p = pc(2n− 1)pi entails a classical vacuum from which the tunneling effect can occur
in analogy to the result in the standard quantum pendulum [37]. Having said this, our goal here is
to determine the penetration amplitude of the tunneling effect on the polymer harmonic oscillator
between the minima in the entire polymer Hilbert space and to obtain the band structure of the
minimum of the spectrum. For this purpose, we are going to apply instanton methods to the
polymer harmonic oscillator.
It is worth mentioning that the mathematical structure of the polymer harmonic oscillator (and
other polymer quantum systems) is very much similar to that of the lattice quantization of such
systems [44]. Notice for example that the super-selected Hilbert space H(λ)poly is the same Hilbert
space used in the lattice quantization of the harmonic oscillator [44]. However, although they
coincides in this Hilbert space, in both schemes there are conceptual aspects which makes them
considerably different. For example, the polymer quantum mechanics (PQM), as mimicking the
LQG procedure, can be seen as a result of the GNS-construction of the Weyl algebra with a non-
regular positive linear functional [2, 25]. The discreteness of the space in PQM is a result of such
positive linear functional (see [1] for details) and there is not a preferred lattice or so involved at
this point. The lattice-type similarity emerges when the fictitious operator P̂ 2
(µ)
eff given in (1) is
invoked. As a result, the fundamental discreteness of the space is unveiled by the parameter µ. For
this reason, the limit µ → 0 can be seen as a formal mathematical trick in order to compare the
physical quantities within the polymer description with their similar in the standard quantization.
On the other hand, lattice quantum mechanics is a generalization of the standard quantization
6techniques on a discrete space. Its powerful cousin, the lattice quantum field theory, provides
remarkable results in removing the awkward divergences of the quantum field theory within a
continuous space. Such results has proven to be particularly useful in quantum chromodynamics
[45, 46]. However, in these cases, the lattice structure together with the discreteness of the space
are fixed by hand, that is to say, the lattice is not a fundamental description of the space. In order
to recover the physical description of the system, the limit when the lattice parameter tends to
zero is the ultimate step.
Summarizing, both schemes coincide mathematically once the super-selected sector in polymer
quantum mechanics is fixed. The differences between both quantum models are twofold: the
non-separability of the Hilbert space which is a distinguishing feature of the polymer quantum
mechanics, whereas in lattice quantum mechanics the Hilbert space is separable. Secondly, the
limit of the lattice parameter µ→ 0, which is a mathematical trick in polymer quantum mechanics,
is the final procedure in lattice quantization.
In this spirit, the present work is directed to establish a link between the known results of lattice
quantum mechanics and instanton methods applied to the quantum pendulum and the polymer
quantization of the harmonic oscillator. The discrete nature of the parameter λ in these results
offers new insights for instance in the statistical mechanics of the polymer harmonic oscillator and
in the polymer quantization of the scalar field as we will discuss in the last section.
The paper is organized as follows. In Section II we express the transition amplitude of the
polymer harmonic oscillator in terms of the amplitudes of non-restricted regular Hilbert spaces.
In Section III we obtain the instanton solutions and discuss its main properties. The analysis of
the quantum fluctuation of the instanton solution together with the penetration barrier amplitude
calculation is reported in Section IV. Finally in Section V we discuss our results.
II. PROPAGATOR OF THE POLYMER HARMONIC OSCILLATOR(PHO)
Let us consider an arbitrary state Ψ(p) ∈ Hpoly. This state can be decomposed as Ψ(p) =
⊕λΨ(λ)(p), where Ψ(λ)(p) ∈ H(λ)poly. As we already mentioned, the Hilbert spaces H(λ)poly are supers-
elected and therefore, the Hamiltonian Ĥ
(µ)
poly given in (3) acts on this state as
Ĥ
(µ)
poly
(
⊕λΨ(λ)(p)
)
=
(
⊕λĤ(µ)polyΨ(λ)(p)
)
, (9)
7and notice that the Hamiltonian operator moves inside the summation on the right hand side. As
a consequence, the evolution operator of a given state Ψ(λ)(p) takes the form
〈pf , tf |pi, ti〉(λ) = 〈pf |e−
i
~ (tf−ti)Ĥ
(µ)
poly |pi〉(λ), (10)
where the Hamiltonian operator is now understood as the one acting on the Hilbert space H(λ)poly.
From now on let us fix the value of λ and let us make all the calculations on this specific Hilbert
space H(λ)poly. The symbol λ will be omitted for simplicity unless it is required to avoid confusion.
The momentum variable p in the quantum configuration space ofH(λ)poly is confined to the interval
p ∈ [−pipc,+pipc) and this is a topological constraint [47]. In this section, we obtain an expression
(10) in terms of the amplitude of a system without the topological constraint, i.e., a system in
which the momentum variable p ∈ R. To do so, let us follow the procedure given in [47] for these
systems.
First, let us decompose the time interval tf − ti given in (10) into N + 1 pieces  := (tf −
ti)/(N + 1) = tj − tj−1, where t0 := ti and tN+1 := tf . The exponential in (10) can now be written
as N + 1 products of infinitesimal time interval exponentials
〈pf , tf |pi, ti〉 = 〈pf |e−
i(tf−tN )
~ Ĥ
(µ)
polye−
i(tN−tN−1)
~ Ĥ
(µ)
poly · · · e−
i(t1−ti)
~ Ĥ
(µ)
poly |pi〉 = 〈pf |
N+1∏
j=1
e−
i
~ Ĥ
(µ)
poly |pi〉.
(11)
In the polymer construction, within the p−polarization, the completeness relation of the mo-
mentum basis [2, 3, 12] is of the form
1
2pipc
∫ +pipc
−pipc
dp |p〉〈p| = 1̂. (12)
Notice that the integration must end at an infinitesimal piece below +pipc to avoid the double-
counting of contributions of the identical points p = −pipc and p = +pipc. We now introduce (12)
on each product and obtain
〈pf , tf |pi, ti〉 =
[
N∏
n=1
∫ +pipc
−pipc
dpn
2pipc
]
N+1∏
j=1
〈pj , tj |pj−1, tj−i〉, (13)
where p0 := pi and pN+1 := pf . This expression allow us to derive separately the infinitesimal
amplitudes 〈pj , tj |pj−1, tj−i〉 which can be written as
〈pj , tj |pj−1, tj−i〉 = 〈pj |e−
i
~ Ĥ
(µ)
poly |pj−1〉, (14)
and in order to calculate (14) we consider apart the zeroth Hamiltonian infinitesimal amplitude
〈pj , tj |pj−1, tj−i〉(0) = 〈pj |pj−1〉. (15)
8In an unconstrained system, the right hand side of the previous expression is the Dirac delta
orthonormality condition of the basis elements |p〉, that is to say, 〈p|p′〉 = 2pipc δ(p − p′). In the
present case, we cannot use this relation because is not well defined. The reason is that it gives
rise to a boundary condition different to that in (6). For our case, the adequate orthonormality
condition in H(λ)poly reads as
〈p|p′〉 = 2pipc
∑
n∈Z
e2piinλ/µδ(p− p′ − 2pinpc). (16)
To verify that we recover the relation (6) from the relation (16), let us add 2pipc to the p variable
on both sides of (16). After some algebraic manipulations we obtain
〈p+ 2pipc|p′〉 = e2pii
pcλ
~ 〈p|p′〉,
and now, removing |p′〉 from both sides and multiplying by |Ψ〉 we recover (6).
Using (16) the zeroth Hamiltonian amplitude in (15) can be written as
〈pj , tj |pj−1, tj−i〉(0) = 2pipc
∑
n∈Z
e2piinλ/µδ(pj − pj−1 − 2pinpc)
=
1
2
∑
n∈Z
e
2piinλ
µ
∫ +∞
−∞
dϕj e
i
ϕj
2pc
(pj−pj−1−2pinpc), (17)
where the Dirac deltas inside the summation in the first line are written in terms of its Fourier
transforms in the second line. We now use the spectral decomposition formula [47] to obtain the
infinitesimal amplitude for the Hamiltonian Ĥ
(µ)
poly
〈pj , tj |pj−1, tj−i〉 = 〈pj |e−
i
~ Ĥ
(µ)
poly |pj−1〉 = 1
2
∑
n∈Z
e
2piinλ
µ
∫ +∞
−∞
dϕj e
i
ϕj
2pc
(pj−pj−1−2pinpc)− i~ H
(µ)
poly(pj ,
µϕj
2
)
.
(18)
The Hamiltonian H
(µ)
poly(pj , xj) is given by
H
(µ)
poly(pj , xj = µϕj/2) :=
2~2
mµ2
sin2
(
pj
2pc
)
+
kµ2
8
ϕ2j , (19)
where k = mω2. After inserting the amplitude (18) in the expression (13) we arrived at the
following expression
〈pf , tf |pi, ti〉 =
N∏
n=1
∫ +pipc
−pipc
dpn
2pipc
N+1∏
j=1
∑
nj∈Z
∫ +∞
−∞
e
2piinj
λ
µ dϕj
2
e
i
ϕj
2pc
(pj−pj−1−2pinjpc)− i~ H
(µ)
poly(pj ,
µϕj
2
)
 .(20)
On each of the N integrals dpn, the momenta variables pn can be redefined by allowing them to
go to a broader range p˜j ∈ (−∞,+∞) and absorbing one particular summation (see the Appendix
9VI for details). As a result, N summations will be absorbed by N integrations and therefore, there
is only one summation left in this procedure. The total amplitude takes the following form
〈pf , tf |pi, ti〉 =
(
2pi~
ikµ2
)(N+1)/2∑
l∈Z
e
2piil λ
µ
[
N∏
n=1
∫ +∞
−∞
dp˜n
2pipc
]
exp
 i~
N+1∑
j=1
[
−2p
2
c
m
sin2(
p˜j
2pc
)+
+
1
2k
(
p˜j − p˜j−1 + 2pipclδj,N+1

)2]}
. (21)
The potential V (p˜j) :=
2p2c
m sin
2(
p˜j
2pc
) is indeed periodic and invariant under this redefinition of
the variables p˜j . Notice that for each value l ∈ Z we obtain an amplitude
〈〈pf + 2pipcl, tf |pi, ti〉〉 :=
(
2pi~
ikµ2
)(N+1)/2 [ N∏
n=1
∫ +∞
−∞
dp˜n
2pipc
]
e
i
~
∑N+1
j=1
[
1
2k
(
p˜j−p˜j−1

)2
−V (pj)
]
,
= N
∫ pf+2pipcl
pi
Dp
2pipc
e
i
~
∫ tf
ti
dt[ 12k p˙
2−V (p)], (22)
in agreement to the general derivation given in [47]. The symbol 〈〈·|·〉〉 in this amplitude indicates
that the amplitude corresponds to that of a unconstrained topological system, i.e., the domain of
the momentum variable comprised the entire real line p ∈ (−∞,+∞). Finally, inserting (22) in
(21) we obtain the amplitude of the polymer harmonic oscillator in the Hilbert space H(λ)poly
〈pf , tf |pi, ti〉 =
∑
n∈Z
e
2piinλ
µ 〈〈pf + 2pipcn, tf |pi, ti〉〉. (23)
From (22) we can extract out the effective action in momentum variables
S[p] :=
∫ tf
ti
dt
[
1
2k
p˙2 − V (p)
]
, (24)
with momentum p as the dynamical variable instead of the usual x and the potential V (p) is given
by
V (p) :=
2p2c
m
sin2
(
p
2pc
)
. (25)
Clearly, this potential is periodic with period 2pipc and its action (24) corresponds with the action
of a simple pendulum in the momentum space.
The amplitudes appearing in the right hand side of (23) can be regularized if we consider the
amplitude of the standard harmonic oscillator
〈pf , tf |pi, ti〉(H) =
(
~
2piikx20
)(N+1)/2 [ N∏
n=1
∫ +∞
−∞
dpn
2pip0
]
e
i
~
∑N+1
j=1
[
1
2k
(
p˜j−p˜j−1

)2
−V0(pj)
]
,
= N0
∫ pf
pi
Dp
2pip0
e
i
~
∫ tf
ti
dt[ 12k p˙
2−V0(p)], (26)
10
where the parameters x0 and p0 were introduced in order to make the measure of the integral
dimensionless as well as the factor N0. In our next analysis we will fix the values of x0 and p0
in terms of µ and pc. In the amplitude (26), V0(p) is the potential of the harmonic oscillator in
momentum variables V0(p) = p
2/2m.
Let us multiply and divide by the standard Harmonic oscillator amplitude, given in (26), each
summation term on the right hand side of (23)
〈〈pf , tf |pi, ti〉〉 = 〈pf , tf |pi, ti〉(H)
N ∫ pfpi Dp e i~ ∫
tf
ti
dt[ 12k p˙
2−V (p)]
2pipc
N0
∫ pf
pi
Dp e
i
~
∫ tf
ti
dt[ 12k p˙2−V0(p)]
2pip0
. (27)
In order to remove the divergence associated with the quotient N/N0, we fix the values of the
parameters x0 = 2piµ and p0 =
pc
2pi . This yields N/N0 = 1 and gives the amplitude the form
〈〈pf , tf |pi, ti〉〉 = 〈pf , tf |pi, ti〉(H)
∫ pf
pi
Dp e i~
∫ tf
ti
dt[ 12k p˙
2−V (p)]∫ pf
pi
Dp e i~
∫ tf
ti
dt[ 12k p˙2−V0(p)]
. (28)
Now that we have derived the penetration amplitude of the polymer harmonic oscillator in
terms of the amplitude of the harmonic oscillator in momentum variables 〈pf , tf |pi, ti〉(H), the next
step is to approximate the quotient of integrals in (28). To do so, each action on (28) is expanded
around their corresponding instanton solution P . The expansion will be carried out up to second
order in the quantum fluctuations δp [39–42]. The purpose of the next section is the calculation of
the Instanton solution P+ of the classical action (24).
III. INSTANTON SOLUTION OF THE POLYMER HARMONIC OSCILLATOR
In this section, we study the instanton solution associated with the action (24). Instantons are
solutions of the classical equation of motion in imaginary time, i.e., on equations written after a
Wick rotation of the time parameter t = −iτ . The Wick rotation of the action (24) gives the
following Euclidean action
SE =
∫ τf
τi
dτ
[
p′2
2k
+ V (p)
]
=
∫ τf
τi
dτ
[
p′2
2k
+
2p2c
m
sin2
(
p
2pc
)]
, (29)
where p′ := dpdτ .
As we already notice, the potential V (p) is periodic with period 2pipc and it is null on the points
p = {. . . ,−2pipc, 0, 2pipc, . . . }. See Figure 2. Its domain comprises the entire real line as we are
dealing with the amplitude without topological constraints given in (28). Each of these points
11
represents an edge in which the instanton solution can be evaluated for their corresponding value.
The potential expanded around p = 0 is of the form V (p) ≈ 12mp2 and therefore, behaves as the
kinetic energy term of the simple harmonic oscillator. This explains the selection of this system as
a regulator in the previous section.
-2 π -π 0 π 2 πp/pc
1
mU
2 pc
2
FIG. 2: Graph of the Potential V (p) to notice the presence of the valleys allowing the existence of Instantons
The Euler-Lagrange equation derived from (29) is given by
p′′
k
− pc
m
sin
(
p
pc
)
= 0, (30)
and by defining the dimensionless variable ξ := p/pc the previous equation takes the familiar
classical pendulum equation in imaginary time ξ′′ = ω2 sin(ξ). The integration of equation (30)
gives
p′2 = 2kV (p) +K, (31)
where K is the first integration constant. A requisite for a solution to be an instanton type solution
is to yield a finite value for the Euclidean action. This imposes the condition K = 0 on the previous
expression. Let us denote by a capital P the instanton solution with equation of the form
P ′ = ±
√
2kV (P ). (32)
Selecting the positive root and integrating the equation (32) we obtain the instanton solution
to be of the form
P+ = 4pc arctan
[
eω(τ−τc)
]
, (33)
12
where τc is the other integration constant named center of the instanton.
It is easy to check that this solution satisfies the equation (31). We also observe that in
the limit when ∆τ := τ − τc → +∞ then P+ → +2pipc and in the limit ∆τ → −∞ then
P+ → 0. These results are adequate in the spirit that on these limits (of large imaginary time)
the instanton arrives at the edges of the interval (Figure 3), recalling that the potential V (p) is
such that V (p = 2npipc) = 0. The negative root in equation (32) gives an anti-instanton solution.
P+(τ) and P−(τ) contribute to the amplitude of the full quantum system when the other parts of
the periodic potential are considered.
-5 5 ω Δτ
π
2 π
p/pc
Anti-Instanton
Instanton
FIG. 3: Polymer Instanton and Polymer Anti-Instanton
The potential V (p) evaluated on this solution reads
V (P+) =
2p2c
m
Sech2(ω∆τ), (34)
and notice that in the large time intervals ∆τ → +∞ the potential V (P+)→ 0, i.e., remains finite.
This has the same effect on the action
SPHOE [P
+] =
∫ +∞
−∞
dτ [2V (P+)] =
4p2c
mω
Tanh(ω∆τ)|+∞−∞ =
8p2c
mω
, (35)
and confirms that P+ is in rigor an instanton. Observe that the value of the action on this instanton
tends to infinity when µ → 0. This means that in this limit, there is no instanton-like solution.
For a fixed but small µ, this finite value of the action evaluated on the solution P+ is a direct
consequence of the ‘instantonic’ character of the solution.
Let us move to the Euclidean Hamiltonian analysis of this solution. Consider the action (29)
and let us define the coordinate variable in Euclidean time given by
x =
∂L
∂p′
=
p′
k
. (36)
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With this definition, the Euclidean Hamiltonian is given by H := p′x − L, hence, the Euclidean
polymer Hamiltonian takes the form
H[x, p] =
kx2
2
− V (p). (37)
The Hamiltonian evaluated on the instanton solution gives
H[X,P ] =
kX2
2
− V (P ) = 0, (38)
which can be interpreted as an Euclidean classical trajectory with null energy.
The explicit form of the instanton solution coordinate can be derived using (36)
X+ =
2pc
mω
Sech (ω∆τ) , (39)
which peaked in the vicinity of ∆τ = 0 as can be seen in Figure (4). For an infinite time interval,
the coordinate tends to zero in accordance to the momentum behavior. With these expressions we
-5 5 ω Δτ
0.5
1
mω
2 pc
X
FIG. 4: Polymer Instanton in coordinates X+
can draw an instanton path in the Euclidean phase space with cartesian coordinates
(X+, P+) = 2pc
(
1
mω
Sech (ω∆τ) , 2 tan−1
[
eω∆τ
])
. (40)
In the Figure (5) we draw the instanton in the phase space with coordinates (X+(∆τ), P+(∆τ)).
It can be seen that when ∆τ → −∞ the instanton starts at (0, 0) and when ∆→ +∞ the instanton
arrives at the point (0, 2pipc).
Let us briefly study the instanton solution of the Euclidean action of the harmonic oscillator in
momentum variables. In this case, the action takes the form
S(H)E =
∫ τf
τi
dτ
[
1
2k
p′2 +
1
2m
p2
]
, (41)
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FIG. 5: Instanton in phase space with mω = 1 and pc = 1
and the equation of motion is given by
p′′ = ω2p. (42)
The general solution of this equation is
P (H) = c0e
ω∆τ + c1e
−ω∆τ , (43)
where c0 and c1 are arbitrary coefficients. The action S(H)E evaluated on P (H) in the finite time
interval (τi, τf ) takes the following form
SHE [P
(H)] =
1
2mω
[
c20e
2ω∆τ + c21e
−2ω∆τ ]τ=τf
τ=τi
. (44)
If we consider the limit τf , τi → +∞,−∞ then only when c0 = c1 = 0 the Euclidean action
SHE [P (H)] is finite with value SHE [P (H)] = 0. This probes that in the case of the harmonic oscillator
the only instanton solution is the trivial solution, i.e., P (H) = 0. We will see further that although
the instanton solution is P (H) = 0, the quantum contributions to the action SHE [P
(H)] around the
P (H) are non-trivial and yields the appropriate regularization of the quotient in (28).
Summarizing this section, we have obtained an instanton solution P+ given in (33) for the
Euclidean action (29). The Euclidean action evaluated on this solution gives (35) and the instanton
fulfills the conditions P+(+∞) = 2pipc and P+(−∞) = 0. For the harmonic oscillator we found
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that the instanton solution is P (H) = 0 and its action takes the value SHE [P
(H)] = 0. With these
results, we are ready to move to the next section and study the quantum fluctuation around these
instantons solutions.
IV. QUANTUM INSTANTON FLUCTUATION AND PENETRATION BARRIER
AMPLITUDE
With the results of the previous section let us return to the amplitude (28) and let us consider a
Wick rotation t→ iτ . Now let us expand each Euclidean action in this amplitude up to second order
around their corresponding instanton solution P+ and P (H). The deviations of the trajectories are
given as δp = p − P+ for the Euclidean action SE and δpH for S(H)E . The amplitude (28) is now
written as
〈〈pf , τf |pi, τi〉〉 = 〈pf , τf |pi, τi〉(H) e
− 1~SPHOE [P+]
∫ Dδp e− 1~ ∫ τfτi dτ{ δp2 [− 1k d2dτ2 +V ′′(P+)]δp+O(δp3)}
e−
1
~S
H
E [P
H ]
∫ DδpH e− 1~ ∫ τfτi dτ δpH2 [− 1k d2dτ2 + 1m]δpH .(45)
where the potential V ′′(P+) :=
(
∂2V (p)
∂p2
)
p=P+
is given by
V ′′(P+) =
1
m
[
1− 2 Sech2(ω∆τ)] . (46)
The zeroth order in this expansion gives the classical values of the Euclidean action on the instanton
solutions whose values were determined in the previous section.
Discarding the third order terms O(δp3), the remaining integrals are Gaussian-type integrals in
the variables δp and δpH . To solve them, we first propose that the operators − 1k d
2
dτ2
+V ′′(P+) and
− 1k d
2
dτ2
+ 1m can be diagonalized [39–42]. Their corresponding eigenvalues equations are(
−1
k
d2
dτ2
+ V ′′[P+]
)
fn(τ) = 
PHO
n fn(τ), (47)
for the polymer harmonic oscillator and(
−1
k
d2
dτ2
+
1
m
)
fHn = 
H
n f
H
n , (48)
for the harmonic oscillator. The eigenfunctions fn(τ) and f
H
n (τ) are related with the deviations
δp and δpH as
δp =
+∞∑
n=0
cn fn(τ), δp
H =
+∞∑
n=0
cHn f
H
n (τ), (49)
and we assume in this notation that the spectrum is discrete. Additionally, we require both
systems of eigenfunctions fn and f
H
n to be orthonormal in the integration interval (τi, τf ). Using
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these definitions, the integrations in the variables cn and c
H
n in the amplitude (45) give the following
expression for the amplitude
〈〈pf , τf |pi, τi〉〉 = 〈pf , τf |pi, τi〉(H) e
− 1~SPHOE [P+]
e−
1
~S
H
E [P
H ]
+∞∏
n=0
(
PHOn
Hn
)− 1
2
. (50)
The eigenvalue problem of the equation (48) is easily solved. It is a Schro¨dinger-type equation for
a particle in a constant potential. In order to obtain a discrete spectrum, we impose the ‘temporal
box’ boundary conditions, which in this case reads as fHn (τf ) = f
H
n (τi) = 0. The ‘length’ of the
box is τ0 := τf − τi and the eigenvalues are
Hn =
1
m
+
n2pi2
mω2τ20
, n = 0, 1, 2, . . . (51)
The solution of the eigenvalue problem (47) is a bit more complicated due to the potential (46).
Equation (47) can be written into a more familiar form by giving it a Schro¨dinger type form
d2
dτ2
fn(τ) + ω
2 [m− U(τ)] fn(τ) = 0, (52)
where the quantum potential U(τ) reads as
U(τ) = 1− 2Sech2(ω∆τ), (53)
and its graph is given in Figure 6.
Remarkably, the form of this potential for the quantum fluctuation is similar to that appearing
in the system with the double-well potential V˜ (q) ∼ (q2−α2)2 [41, 42]. In this case, the potential of
the quantum fluctuation is U˜(τ) = 1− 32Sech2(12ω∆τ). As can be seen, it changes by two numerical
factors but, as we will see further, this small change is sufficient to modify the discrete spectrum.
The spectrum for the potential U(τ) will be discrete if PHO is such that − 1m < PHO < + 1m
and will be continuous if PHO > + 1m . In the Appendix VII we summarize the calculation of the
solution to the equation (47) together with the analysis of its eigenvalues.
We obtain that the spectrum in the case of the equation (47) is PHO = {dn, c}. Where the
discrete part dn contains only the zeroth mode contribution 
d
0 = 0 and the continuous part 
c is
given by the expression (103) and is labelled by a continuous variable p˜. The continuous part of
the spectrum, c, becomes discrete after imposing the ‘temporal box’ boundary conditions into its
eigenfunctions and the relation (103) can be written as
cn =
1
m
+
(npi + δp˜)
2
m(ωτ0)2
, n = 0, 1, 2, . . . (54)
where δp˜ is the relative phase of the eigenfunctions at infinity imaginary time.
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FIG. 6: Potential U(τ) associated to the quantum fluctuation δp
The zeroth mode d0 = 0 must be treated apart because the integration of the variable dc0
diverges in the interval τ ∈ (−∞,+∞). The standard treatment of this mode requires a relation
between the variable c0 and the center of the instanton τc [41, 42]. In our case, the relation is given
by
dc0√
2pi
=
1
f0(τ)
(
dP+
dτ
)
dτc√
2pi
=
√
SPHOE [P
+]
2pi ~
ω dτc, (55)
where the expression (100) of the appendix (VII) was used.
Once we have the spectrum of both equations (47) and (48) we are ready to determine the
penetration amplitude given in (50). First of all, recall that within the interval [−pipc,+pipc) the
quantum potential of the polymer harmonic oscillator is null at the point p = 0. This implies that
the penetration amplitude given in (23) must be calculated as
〈0,+τ0
2
|0,−τ0
2
〉 =
∑
n∈Z
e
2piinλ
µ 〈〈2pinpc,+τ0
2
|0,−τ0
2
〉〉, (56)
hence, in order to determine 〈〈2pinpc,+ τ02 |0,− τ02 〉〉, let us we first consider n = 1. In this case (50)
takes the form
〈〈2pipc,+τ0
2
|0,−τ0
2
〉〉 = 〈0,+τ0
2
|0,−τ0
2
〉(H)e− 1~SPHOE [P+] dc0√
2pi
+∞∏
n=0
(
cn
Hn
)− 1
2
, (57)
and notice that for the harmonic oscillator amplitude, the initial and final points are the same
because the potential has only one minimum.
Let us denote by R the product of the ratios of the eigenvalues cn and 
H
n and notice it can be
written in terms of the momenta p˜n and pn as
R =
+∞∏
n=0
PHOn
Hn
=
+∞∏
n=0
ω2 + p˜2n
ω2 + p2n
, (58)
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where p˜n := ω
√
mcn − 1 = (npi + δp˜)/τ0 and pn := ω
√
mHn − 1 = npi/τ0. The difference in these
momenta for high values of τ0 is approximately
∆pn := p˜n − pn = δp˜/τ0 ≈ δp˜
pi
∆pn, (59)
where in the last relation we inserted ∆pn = pn+1 − pn = pi/τ0. The expression for R using this
approximation is given by
R =
+∞∏
n=0
ω2 + p˜2n
ω2 + p2n
≈ exp
{
+∞∑
n=0
2pn∆pn
ω2 + p2n
}
≈ exp
{
− 1
pi
∫ +∞
0
dp ln
(
1 +
p2
ω2
)
d
dp
δ
}
=
1
4
. (60)
Let us now integrate the continuous part (55)∫ +τ0/2
−τ0/2
√
SPHOE [P
+]
2pi ~
ω dτc =
√
SPHOE [P
+]
2pi ~
ωτ0, (61)
and together with the result for R, let us insert them in the amplitude (57)
〈〈2pinpc,+τ0
2
|0,−τ0
2
〉〉 = 〈0,+τ0
2
|0,−τ0
2
〉(H)ρ(τ0), (62)
where ρ(τ0) is the ‘density of instantons’ [41, 42]
ρ(τ0) =
√
2SPHOE [P
+]
pi ~
ωτ0 e
−SE [P ]~ . (63)
We now move to the long time regime which allow us the introduction of multiple instanton
and anti-instanton solutions. This model is called ‘dilute instanton gas approximation’. In this
scenario, the time τ0 is large enough to allow widely separated pseudo-particles (instantons and
anti-instantons) fulfilling the boundary conditions [39–42]. This feature leads to the band structure
of the spectrum for the case of periodic potentials [48]. In this context, let us consider the amplitude
of a ‘dilute instanton gas’ contribution from pi = 0 to the point pf = 2pinpc
〈〈2pinpc,+τ0
2
|0,−τ0
2
〉〉 = 〈0,+τ0
2
|0,−τ0
2
〉(H)
∑
n1,n2=0
1
n1!n2!
ρ(τ0)
n1+n2δn1−n2,n,
= 〈0,+τ0
2
|0,−τ0
2
〉(H)
∫ 2pi
0
dθ
2pi
einθe2ρ(τ0) cos θ,
= 〈0,+τ0
2
|0,−τ0
2
〉(H)inJn (−i2ρ(τ0)) , (64)
where Jn(x) is the Bessel function of the first kind [27]. Let us insert (64) into (56) and make
explicit the dependence in the parameter λ
〈0,+τ0
2
|0,−τ0
2
〉(λ) = 〈0,+τ0
2
|0,−τ0
2
〉(H)
∑
n∈Z
e
2piinλ
µ inJn (−i2ρ(τ0)) ,
= 〈0,+τ0
2
|0,−τ0
2
〉(H) exp{−i2ρ(τ0)
[
ie
2piiλ
µ + ie
−2piiλ
µ
]
},
= 〈0,+τ0
2
|0,−τ0
2
〉(H)e2ρ(τ0) cos(2pi λµ ), (65)
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where in the second line we use the property of the Bessel functions
e
x
2
(t− 1
t
) =
∑
n∈Z
tnJn(x).
Finally, recall that in the long time regime (τ0 → +∞), the Euclidean amplitude of the harmonic
oscillator can be approximated as
〈0,+τ0
2
|0,−τ0
2
〉(H) ∼ |Ψ0(0)|2e−
τ0
~ E0 , (66)
where Ψ0(0) is the vacuum eigenstate of the system at p = 0 and E0 its eigenvalue. Combining
this result with (65) we obtain that the main contribution to the amplitude in the long time regime
takes the form
〈0,+τ0
2
|0,−τ0
2
〉(λ) ≈ |Ψ0(0)|2e−
τ0
~
[
E0− 2~τ0 ρ(τ0) cos(2pi
λ
µ
)
]
. (67)
The energy inside the square brackets in the previous expression gives the energy of the system
Eλ0 =
~ω
2
[
1− 4 l0
µ
√
pi
cos
(
2piλ
µ
)
e
−8
(
l0
µ
)2]
, (68)
where l0 :=
√
~
mω is the characteristic length of the vacuum wavefunction of the standard harmonic
oscillator. Each eigenvalue Eλ0 , with λ ∈ [0, µ), is an approximation, in the long time regime, of
the zeroth eigenvalue of the Hamiltonian (3) in the Hilbert space H(λ)poly.
The first point to be notice in the expression (68) is that it gives a simple and compact expression
for the the lowest energy eigenvalues of the polymer harmonic oscillator. In order to compare the
accuracy of this result, we graph the zeroth eigenvalue for the periodic Mathieu equation, i.e.,
without using the instanton approximation and Eλ=00 given in (68) in terms of µ/l0
It can be seen in Figure (7), that when µ/l0 ∼ 10−1 the eigenvalue Eλ=00 of the instanton
description coincides with the exact numerical value E0-Num of the periodic Mathieu solution.
Therefore, our approximation is valid in the interval µ/l0 . 10−1. On the other hand, recall that in
order to discard polymer effects (or spatial discreteness) on the quantum harmonic oscillator, then
µ . 10−19m. If we consider the standard textbooks values for the harmonic oscillator parameters
then l0 ∼ 10−12m. Combining these values we obtain the condition µ/l0 . 10−7 [1]. Consequently,
the instanton analysis can be very well used to described the physics of the polymer harmonic
oscillator.
A remarkable aspect of the expression (68) is that it shows the band structure mentioned by
Barbero et al. [16]. The minimum eigenvalue of the band is the one corresponding to λ = 0 while
the supremum is the one corresponding to λ = 0.5µ (see Figure (8)). Any other eigenvalue in the
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FIG. 7: Zeroth eigenvalue using instanton methods and the exact (numerical) calculation.
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FIG. 8: ∆Eλ0 /E0 as function of the quotient λ/µ with µ = 2l0.
band with different λ is doubly degenerate (recall that λ = µ is not allowed) and their eigenstates
are in the Hilbert spaces given by λ and µ − λ. These results are in complete agreement with
the theory of periodic potentials given in [26] and with the spectral analysis of almost periodic
Schro¨dinger operators [49]. This double degeneracy of the spectrum (for λ 6= 0 and λ = µ/2)
implies that any given state |Ψ0(t)〉 within the first energy band can be written as
|Ψ0(t)〉 = ⊕λ∈[0,µ/2)c(λ)e−i
t
~E
λ
0 |0, λ〉, (69)
where |0, λ〉 is the eigenstate in H(λ)poly corresponding to the eigenvalue Eλ0 and the arbitrary con-
stants c(λ) are non-zero only at a countable set of λ values. The width of this energy band, named
Ew0 , is given by
Ew0 := E
λ=0.5µ
0 − Eλ=00 =
4~ω√
pi
l0
µ
e
−8
(
l0
µ
)2
, (70)
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and if we consider µ/l0 ∼ 10−7, then the width is a very small quantity Ew0 ∼ ~ω2 10−10
14
eV . A
photon with this energy Ew0 , emitted by a polymer oscillator with frequency ω ∼ 1015s−1 has a
wavelength which is a million times larger than the diameter of the visible universe. In other words,
if we consider µ ∼ 10−19m then the deviation of the Eλ0 from E0 is not experimentally tested.
Let us conclude the analysis of the expression (68) by considering the formal limit µl0 → 0. In
this limit, all the energy eigenvalues take the form
lim
µ
l0
→0
Eλ0 =
~ω
2
, (71)
i.e., the first energy band ‘gets compressed’ to yield the single vacuum eigenvalue E0 := ~ω/2 of
the standard quantum harmonic oscillator. Thus, in this limit, the eigenvalue Eλ0 = ~ω/2 of the
standard quantum harmonic oscillator can be seen as a degenerate eigenvalue and its uncountable
degeneracy is labelled by λ ∈ [0, µ), as was pointed in [16]. Notice, however, that this degeneracy is
only apparent: this limit is a mathematical trick and is used to provide a link between the standard
quantization of the harmonic oscillator and its polymer version.
V. DISCUSSION
Polymer models allow us to gain understanding of some of the techniques used in the loop
quantization program. In the case of known quantum systems, it is crucial to recover their experi-
mental results. This fact can be observed within the formal limit µ/l0 → 0 on the polymer quantum
harmonic oscillator. The parameter µ was introduced via the Hamiltonian operator Ĥ
(µ)
poly. Such
a Hamiltonian allows the splitting of the polymer Hilbert space Hpoly =
∫ ⊕
λ∈[0,µ)H
(λ)
polydλ
c where
H(λ)poly := L2([−pi ~µ ,+pi ~µ)) and dλc is a countable measure on the set [0, µ). The referred formal
limit is usually taken in the super selected Hilbert space with λ = 0. The analysis in the full
polymer Hilbert space was carried out by Barbero et al. [16]. Of particular relevance on Barbero’s
derivation is the pure point spectrum nature of the polymer Hamiltonian, σpp(Ĥ) = ∪n=0[ELn , ERn ],
as a result of the non-regular representation. This is a typical feature of non-regular representa-
tions of almost periodic operators [36] and it is connected to the non-separability of the polymer
Hilbert space. As was pointed out in [16], this feature of the Hilbert space renders difficult the
analysis of the statistical mechanics of such systems. Essentially, the cardinality of the spectrum of
the Hamiltonian operator Ĥ
(µ)
poly in the entire Hilbert space Hpoly is #R. This implies the partition
function Z(β) to be infinity and therefore, the thermal density matrix ρ = e
−βĤ
Z is ill-defined.
The pure point spectrum of the Hamiltonian is present in the band structure which appears
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as a consequence of the periodicity of the polymer Hamiltonian. In standard quantum mechanics
for periodic potentials the bands correspond to the continuum spectrum and can be studied as a
tunneling effect carried out by pseudo-particles named instantons. Motivated by this, and inspired
by [16], the purpose of this work was to establish a connection between the standard results of
quantum mechanics for periodic potentials and lattice quantum mechanics, with those of polymer
quantum mechanics. Particularly, we payed attention to the instanton methods in order to obtain
similar and additional conclusions to those in [16] although by different ways.
To accomplish our task, we first calculated the renormalized propagator of the polymer harmonic
oscillator. The ‘superselected nature’ of the polymer Hilbert spaces H(λ)poly allows us to treat the
propagator on each of the Hilbert spaces separately. The momentum variables within these H(λ)poly
are topologically constrained. The techniques developed in [47] were used to achieve the result (23)
together with (28). The semiclassical potential (25) yields nonlinear equations of motion which
brings into consideration, the applicability of the instanton methods.
Instantons in quantum mechanics are solutions of the Hamilton equations in imaginary time.
P+ given in (33) is the instanton of the polymer harmonic oscillator and it renders the finite value
of the Euclidean action, given in (35). The quantum fluctuation around P+ is used in order to
obtain the quotient of the amplitudes appearing in the renormalized propagator (45). The dynamic
of such fluctuations is ruled by the Schro¨dinger type equation (47) or by its simplified version (52).
The final amplitude is given in (65).
The vacuum energy for long (imaginary) times can be derived from (65) as is given by (68).
Notably, vacuum energy depends on λ due to our calculations were done for a fixed value of λ. That
is to say, we derived the energy eigenvalues within the first allowed energy band of the polymer
harmonic oscillator. Naturally, with this result we obtain the width of the first allowed band as
can be noticed in (70).
There are some worth mentioning aspects of this band structure that we have obtained. First,
it shows directly the point spectrum that was mentioned in Barbero’s work [16]. Point spectrum
here is referred to the fact that the parameter λ ∈ [0, µ) ⊂ Rc.
Secondly, in the limit µl0 → 0 the band width gives rise to the zeroth energy eigenvalue of the
standard quantum harmonic oscillator as can be seen in (71). This is a particularly interesting
outcome which implies that the gap function in Figure (8) ‘contracts’ to a point. As a result,
emerges an apparent uncountable infinite degeneracy of the eigenvalue E0. If this analysis is
expanded to the other bands, then it will imply that the effective degeneracy of each eigenvalue of
the standard harmonic oscillator is again uncountable infinite as was already pointed out in [16].
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When the limit is considered in the polymer amplitude, then the Green’s function of the standard
quantum harmonic oscillator is recovered. This result is independent of the parameter λ, which is
a desired result.
In the third place, the band structure is fully consistent with the Floquet theory of quantum
periodic potentials [26, 37, 48]. A key point in this aspect is the adequate degeneracy of the zeroth
eigenvalues [49] of the polymer harmonic oscillator. The lowest eigenvalue corresponds to λ = 0
and the highest to λ = µ/2. The other eigenvalues are doubly degenerated due to λ 6= µ.
We compared the zeroth eigenvalue with the exact (numerical) solution of the periodic Mathieu
equation. When µ/l0 ∼ 10−1, then the eigenvalue obtained with the instanton methods fits the
exact (numerical) solution. Now, recall that, as we mentioned in the introduction, when the
parameter µ is much more smaller than the characteristic length of the standard quantum harmonic
oscillator l0, the mean values of the polymer version of the observables cannot be separated of the
mean values of the observables within the standard quantization. This will occur only in case
that µ/l0 . 10−7 [1]. This implies that the instanton methods offers a description of the polymer
harmonic oscillator which can be used within the interval 10−7 < µ/l0 . 10−1. Of course, when
µ/l0 . 10−7, polymer description is no longer required: the standard harmonic oscillator should be
used. When µ/l0 > 10
−1, then instanton methods fail. It would be interesting to understand if these
tools can be applied to quantum cosmology. Particularly, due to the possibility to derive simple
and compact expressions analog to (68) for the energy eigenvalues or other physical quantities.
Finally, recall that if we are attending a process which is particular to a given super-selected
Hilbert space, then it is suffice to use lattice quantum mechanics but, if on the other hand, our
interest requires the dynamics on the full polymer Hilbert space Hpoly, then lattice quantum me-
chanics is not enough. An additional physical criterion is required to solve the pathological situation
explained above (for instance in the case of the partition function Z of the polymer harmonic oscilla-
tor) and such that allows the elimination of most of the eigenstates of the Hamiltonian, just leaving
a countable number of them. Here we present a different scenario in which the non-separability of
the Hilbert space of the polymer harmonic oscillator plays a non-trivial role.
Consider for instance the Polymer (Fourier) quantization of the real scalar field given in [19].
In this model, the quantum harmonic oscillator of each Fourier mode ~k of the free scalar field in a
flat Minkowski spacetime is replaced by its polymer analog, i.e., by a polymer harmonic oscillator.
Formally, the Hilbert space of this quantum field theory can be written as
∏
~k
H
(~k),poly
, where
H
(~k),poly
is the polymer Hilbert space with frequency ω~k :=
√
~k2 +m2 and m is the mass of the
free scalar field. A one particle state of the field is given by |~k, n~k, λ~k〉 where n~k labels the allowed
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band energy and λ~k parametrized the state in the band n~k. If we consider the polymer vacuum
state [19] given by
∏
~k
|~k, n~k = 0, λ~k = 0〉, then transitions of the form
∏
~k
|~k, n~k = 0, λ~k = λδ~k,~˜k〉 →∏
~k
|~k, n~k = 0, λ~k = 0〉 will emit a quantum polymer particle with energy given by
Eλ0 =
ω~˜
k
2
[
1− 4
√
M?
pi ω~˜k
cos
(
2piλM
1/2
?
)
e
− 8M?
ω
~˜k
]
, (72)
as can be seen from the expression (68). Here M? stands for the fundamental scale associated with
the polymer quantization of the real scalar field φ (see [19] for details) and is analog to the lattice
parameter µ for the mechanical system. Notice in this example that λ turns out to be restricted
globally λ~k ∈ [0,M
− 1
2
? ), thus, the expression (72) can be used to fix bounds in the parameter M?.
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VI. APPENDIX: PATH INTEGRAL SUMMATION
Consider the zeroth Hamiltonian amplitude for a fixed value of the parameter λ given by
〈pf , tf |pi, ti〉(λ) = 〈pf |pi〉(λ) =
[
N∏
n=1
∫ +pipc
−pipc
dpn
2pipc
]
N+1∏
j=1
〈pj |pj−1〉(λ). (73)
Each infinitesimal amplitude can be written as
〈pj |pj−1〉(λ) = 1
µ
∑
nj
e
2piinj
λ
µ
∫ +∞
−∞
dxj e
ixj(pj−pj−1−2pinjpc)/~. (74)
Combining these results, the amplitude (73) takes the form
〈pf , tf |pi, ti〉(λ) =
N∏
n=1
[∫ +pipc
−pipc
dpn
2pipc
]N+1∏
j=1
∑
nj
e
2pii nj
λ
µ
∫ +∞
−∞
dxj
µ
eixj(pj−pj−1−2pinjpc)/~
 . (75)
Let us now consider the first integral, i.e., the integral in the variable p1 in the previous expres-
sion. It is formed with two sums and two integrations in x1 and x2∫ +pipc
−pipc
dp1
2pipc
[∑
n1
e
2pii n1
λ
µ
∫ +∞
−∞
dx1
µ
eix1(p1−pi−2pin1pc)/~
][∑
n2
e
2pii n2
λ
µ
∫ +∞
−∞
dx2
µ
eix2(p2−p1−2pin2pc)/~
]
.
(76)
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We can move the integration in p inside this expression together with one of the summation as
1
µ2
∑
n2
e
2pii n2
λ
µ
∫ +∞
−∞
dx1
∫ +∞
−∞
dx2e
i[
x2(p2−2pin2pc)−x1pi
~ ]
∫ +pipc
−pipc
dp1
2pipc
ei
(x1−x2)p1
~
∑
n1
e
2pii n1
λ
µ e−i
2pin1x1pc
~ .
(77)
Changing variables p˜1 = p1 − n12pipc yields for the last integral∫ +pipc
−pipc
dp1
2pipc
ei
(x1−x2)p1
~
∑
n1
e
2pii n1
λ
µ e−i
2pin1x1pc
~ =
∑
n1
e
−2piin1 λµ e2piix2n1pc/~
∫ (2n1+1)pipc
(2n1−1)pipc
dp˜1
2pipc
ei
(x1−x2)p˜1
~ .
(78)
Substituting this result in (77) we obtain
1
µ2
∑
n2
e
2pii n2
λ
µ
∫ +∞
−∞
dx1
∫ +∞
−∞
dx2e
i[
x2(p2−2pin2pc)−x1pi
~ ]
∑
n1
e
−2piin1 λµ e2piix2n1pc/~
∫ (2n1+1)pipc
(2n1−1)pipc
dp˜1
2pipc
ei
(x1−x2)p˜1
~ .
(79)
Let us now rewrite this last expression in the form∫ +∞
−∞
dx1
µ
∫ +∞
−∞
dx2
µ
ei
(x2p2−x1pi)
~
∑
n2,n1
e
2pii (n2−n1)λµ e−i
2pi(n2−n1)pcx2
~
∫ (2n1+1)pipc
(2n1−1)pipc
dp˜1
2pipc
ei
(x1−x2)p˜1
~ ,
(80)
and redefine the summation label n˜2 = n2 − n1. This gives∫ +∞
−∞
dx1
µ
∫ +∞
−∞
dx2
µ
ei
(x2p2−x1pi)
~
∑
n˜2,n1
e
2pii n˜2
λ
µ e−i
2pin˜2pcx2
~
∫ (2n1+1)pipc
(2n1−1)pipc
dp˜1
2pipc
ei
(x1−x2)p˜1
~ . (81)
The summations can now be separated again as∫ +∞
−∞
dx1
µ
∫ +∞
−∞
dx2
µ
ei
(x2p2−x1pi)
~
∑
n˜2
e
2pii n˜2
λ
µ e−i
2pin˜2pcx2
~
∑
n1
∫ (2n1+1)pipc
(2n1−1)pipc
dp˜1
2pipc
ei
(x1−x2)p˜1
~ . (82)
The last summation, together with the integral in p˜1 can be written as∑
n1
∫ (2n1+1)pipc
(2n1−1)pipc
dp˜1
2pipc
ei
(x1−x2)p˜1
~ =
∫ +∞
−∞
dp˜1
2pipc
ei
(x1−x2)p˜1
~ . (83)
Inserting this result in (82) we obtain∫ +∞
−∞
dx1
µ
∫ +∞
−∞
dx2
µ
ei
(x2p2−x1pi)
~
∑
n˜2
e
2pii n˜2
λ
µ e−i
2pin˜2pcx2
~
∫ +∞
−∞
dp˜1
2pipc
ei
(x1−x2)p˜1
~ , (84)
and redefining n˜2 = n2 and p˜1 = p1 gives the more familiar form∑
n2
e
2pii n2
λ
µ
∫ +∞
−∞
dp1
2pipc
∫ +∞
−∞
dx1
µ
ei
x1(p1−pi)
~
∫ +∞
−∞
dx2
µ
ei
x2(p2−p1−2pin2pc)
~ . (85)
Let us summarize. For each integral in pj there are two summations nj and nj+1. The one with
label nj is absorbed in the expansion of the interval for the momentum pj together with the phase
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in λµ . Due to we are dealing with N integrals in p and N + 1 summations, the summation with
label nN+1 will still remain. Therefore, the amplitude for the zeroth Hamiltonian takes the form
〈pf , tf |pi, ti〉(λ) =
∑
n
e
2pii nλ
µ
N∏
n=1
[∫ +∞
−∞
dpn
2pipc
]N+1∏
j=1
[∫ +∞
−∞
dxj
µ
eixj(pj−pj−1−2pinδj,N+1pc)/~
]
. (86)
The changes of variable involved in this result does not affect the form of the Hamiltonian due
to H(xj , pj) = H(xj , pj + 2pinjpc), hence, it can be easily extended to the polymer Hamiltonian
yielding
〈pf , tf |pi, ti〉(λ) =
∑
n
e
2pii nλ
µ
N∏
n=1
[∫ +∞
−∞
dpn
2pipc
]N+1∏
j=1
[∫ +∞
−∞
dxj
µ
eixj(pj−pj−1−2pinδj,N+1pc)/~−iH
(µ)
poly(xj ,pj)/~
]
.
(87)
VII. APPENDIX: SOLUTION OF THE QUANTUM FLUCTUATION EQUATION
In this appendix we are going to summarize the solution to the eigenvalue problem of the
equation (52). We proceed along the notes given in [42]. To begin with, consider the following
potential
U(τ) = 1−ASech2(B ω∆τ), (88)
where A and B are arbitrary real constants. The equation for the quantum fluctuation in this
potential takes the form
− d
2
dτ2
fn(τ) + ω
2U(τ)fn(τ) = nmω
2 fn(τ). (89)
Let us define the dimensionless variable
ξ := tanh(B ω∆τ), (90)
and let us write the equation (89) in terms of ξ
∂
∂ξ
[(
1− ξ2) ∂fn(ξ)
∂ξ
]
+
{
A
B2
− (1−mn)
B2 (1− ξ2)
}
fn(ξ) = 0. (91)
This is the equation of the associated Legendre polynomials with s = 1 and e2 := 1−m, see [50]
for details. This equation can be written in the form of an hypergeometric equation if we define
the new function fn := (1− ξ2)Cχn(ξ), where C is an arbitrary constant. We additionally consider
another change of variable and define ξ = 1− 2z. As a result, the equation (91) turns into
z(1− z)χ′′n + [1 + 2C − (2 + 4C)z]χ′n +
{
A
B2
− 2C − 4C2 + 4C
2 + mn−1
B2
4z(1− z)
}
χn = 0. (92)
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The relation between these changes of variable is given as
τ → +∞ ⇒ ξ → 1 ⇒ z → 0, and τ → −∞ ⇒ ξ → −1 ⇒ z → 1.
Let us impose in the equation (92) the following condition for C
4C2 +
mn − 1
B2
= 0, (93)
which removes the z−dependence of the last coefficient in (92). With this condition, the hyperge-
ometric equation takes the following form
z(1− z)d
2χn
dz2
+ [γ − (α+ β + 1)z]dχn
dz
− αβχn = 0, (94)
where the parameters α, β and γ are defined as
α =
1 + 4C
2
−
√
1
4
+
A
B2
, β = 1 + 4C − α, γ = 1 + 2C. (95)
The first solution of (94) is the hypergeometric function F (α, β, γ; z), which is a series in the
variable z given by
F (α, β, γ; z) = 1 +
αβ
γ
z
1!
+
α(α+ 1)β(β + 1)
γ(γ + 1)
z2
2!
+ · · · (96)
and is regular at z = 0 when γ 6= 0,−1,−2, . . . . The other independent solution of (94) is given by
z1−γF (α− γ + 1, β − γ + 1, 2− γ; z), (97)
and is singular at z = 0.
Consider now a discrete spectrum within in the interval − 1m < n < + 1m . In this case, the
constant C acquires real values C = ± 12B
√
1−mn. The sign is selected by imposing the condition
fn(∆τ → +∞) = 0 which implies that C is actually C = 12B
√
1−mn. The other limit fn(∆τ →
−∞) = 0 implies that the series in F must be truncated due to the singularity of the hypergeometric
function when z = 1. This is only possible if α or β ((96) is symmetric in both parameters) takes
a negative natural number value, in other words, α = −n. Let us consider the potential (53) with
the values A = 2 and B = 1. The expression for α given in (95) yields the condition
√
1−mn − 1 = −n ⇒ n = 0, dn=0 = 0. (98)
There is only one value d0 = 0 for the discrete spectrum and it is also a zeroth mode [39]. The
eigenfunction of this mode is
f0(τ) :=
√
~mω
2
cosh−1(ω∆τ), (99)
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and it is normalized on the infinite time interval. Combining the zeroth mode f0(τ) with the
derivative of the instanton solution given in (33) and the value of the action on this solution (35)
the zeroth mode can be written as
f0(τ) =
√
~
ω2S0
(
dP+
dτ
)
. (100)
This expression will be used in the calculation of the ratio between the penetration amplitude
during the renormalization procedure.
It is worth to mention that in the case of the double well system, the parameters A, B takes
the values A = 3/2 and B = 1/2. Inserting these values in the condition for the discrete spectrum
gives
− 2 + 2√1−mn = −n, (101)
which yields the additional discrete eigenvalue 1 =
3
4m . For more general values of A and B the
condition reads as
1−A ≤ m < 1, with n = 1
m
1−B2
[√
1
4
+
A
B2
−
(
n+
1
2
)]2 . (102)
Let us now consider the continuous spectrum. As we already mentioned, in the continuous
spectrum the eigenvalues are arbitrary real numbers such that  > 1/m. Therefore, each eigenvalue
can be labelled by a real ‘momentum’ p˜ such that
p˜ =
1
m
+
p˜2
mω2
. (103)
The absent of a barrier for this values of p˜ allow us to discard possible reflections of the quantum
fluctuation as it travels from τ = −∞ to τ = +∞. Moreover, this values of p˜ implies that C
becomes imaginary C = ± i2 p˜ω . In order to study solutions with asymptotic behavior given by eip˜τ ,
we consider only the constant C = i p˜2ω =
i
2
√|1−mp˜|.
Recall now that ∆τ → +∞ implies z → 0. By taking this consideration, the unique stable
solution will be of the form
f(τ) =
[
e+ω∆τ + e−ω∆τ
2
]i√|1−mp˜|
F (−1 + 2C, 2 + 2C, 1 + 2C; z), (104)
and notice that for long times it takes the form
f(τ → +∞) ≈
(
eω∆τ
2
)i√|1−mp˜|
. (105)
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We now use the following property of the hypergeometric function [50]
F (α, β, γ; z) =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)F (α, β, α+ β + 1− γ; 1− z) +
+
Γ(γ)Γ(α+ β − γ)
Γ(α)Γ(β)
(1− z)γ−α−βF (γ − α, γ − β, γ − α− β + 1; 1− z), (106)
and rewrite the function (104) as
f(τ) = (1− ξ2)C Γ(1 + 2C)Γ(−2C)
Γ(2)Γ(−1) F (−1 + 2C, 2 + 2C, 1 + 2C; 1− z) +
+(1− ξ2)C(1− z)−2C Γ(1 + 2C)Γ(2C)
Γ(−1 + 2C)Γ(2 + 2C)F (2,−1, 1− 2C; 1− z). (107)
The term Γ(−1)→ +∞ and therefore the first contribution is not considered. Notice that the
limit τ → −∞ gives z → 1 and it implies that F (−1 + 2C, 2 + 2C, 1 + 2C; 0), which is a regular
function. When τ → −∞ the other contribution can be written as
f(τ → −∞) ≈
(
eω∆τ
2
)i√|1−mp˜| Γ(1 + 2C)Γ(2C)
Γ(−1 + 2C)Γ(2 + 2C) =
(
eω∆τ
2
)i√|1−mp˜|
eiδp˜ , (108)
where the phase δp˜ is given by
δp˜ = pi + 2 tan
−1
(√
|1−mp˜|
)
. (109)
This is the phase we were looking for and then the next (and last) step in this analysis is to
impose the ‘temporal box’ boundary conditions. These conditions turn the continuum spectrum
into a discrete one by demanding that the solutions are null in a finite time interval (τi, τf ), i.e.,
f(τi) = f(τf ) = 0. Using the asymptotic form of the solutions, we obtain the following condition(
e
ωτ0
2
2
)i√|1−mp˜|
(
e
ωτ0
2
2
)i√|1−mp˜|
eiδp˜
= ±1. (110)
As a result, due to the relation (103) the momentum p˜ will also be discrete. In this case, it takes
the form
p˜n =
npi + δp˜
τ0
=
(n+ 1)pi
τ0
+
2
τ0
tan−1
(
p˜n
ω
)
. (111)
This is a transcendental equation for p˜n. Each value of p˜n gives an eigenvalue n using (103). This
expression will used in the regularization of the polymer harmonic oscillator amplitude.
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