Abstract. We study permutative representations of the Cuntz algebras ON associated to a class of branching functions systems called slow continued fraction algorithms. We show in particular that the unitary equivalence classes of irreducible permutative representations of ON can be identified with the orbits of a P GL2(Z) action, extending a result of Kawamura, Hayashi, and Lascu for O∞.
Introduction
Permutative representations of the Cuntz algebras O N are a special class of representations which arise from branching function systems. Bratteli and Jorgensen [6] classified irreducible permutative representations of O N up to unitary equivalence. Kawamura, Hayashi, and Lascu [15] showed that by considering the permutative representation arising from the Gauss map, unitary equivalence classes of irreducible permutative representations of O ∞ can be shown to correspond to modular equivalence classes of irrational numbers. Their work depends upon the Serret theorem, which states that modular equivalence of irrational numbers coincides with tail equivalence of continued fraction expansions. In this note, we study permutative representations associated to so-called slow continued fraction algorithms. Panti [19] has studied the analogue of the Serret theorem for these function systems, and applying this we are able to obtain a similar indexing of the unitary equivalence classes of irreducible permutative representations of O N for finite N . The paper is organized as follows: in Section 2 we recall some preliminary facts about Cuntz algebras that we will need, and introduce slow continued fraction algorithms. In Section 3 we state and prove our main theorems, describing the structure of the representations arising from slow continued fractions, and describing some relations between them. Theorem 1 gives the construction of the representations, based on the general theory of Bratteli and Jorgensen [6] . Theorem 2 associates an embedding of O ∞ into O N to each acceleration of a slow continued fraction algorithm. Theorem 3 shows how each slow continued fraction with N inverse branches yields an embedding of O N into the crossed product O 2 Z 2 . In Section 4 we consider examples and applications. In Section 4.1 we discuss machinery for converting between slow continued fraction algorithms, and apply this to show for example that the embeddings considered in 3 can produce copies of O N which are not conjugated to one another by an inner automorphism of O 2 Z 2 . In Section 4.2 we answer a question raised in [15] by establishing Proposition 4.14, which is an analogue of the main result of [15] for finite N . In Section 4.3 we give an interpretation of the Minkowski question Date: October 16, 2018. mark function as a unitary which intertwines between the representations associated to certain slow continued fraction algorithms and those associated to function systems of affine maps. In Section 4.4 we provide a geometric interpretation of an equivalence relation on real numbers that describes the decomposition into UHF 2 -irreducible subrepresentations of the permutative representation associated to a certain slow continued fraction algorithm.
Preliminaries

2.1.
Cuntz algebras and branching function systems. The Cuntz algebra O N is the C * -algebra generated by S 1 , ...S N satisfying [9] (1)
Any collection of isometries satisfying the above relations determines a representation of O N . Throughout the paper, we will sometimes allow N = ∞, and so we remark that in this case, equation 2 should be understood as a strong operator topology limit.
Definition 2.1. A permutative representation of O N on a Hilbert space H is a representation for which there exists an orthonormal basis {e k } ∞ k=1 for H such that S i e n ∈ {e k } ∞ k=1 for each i ∈ {1, ..., N } and n ∈ N. By a branching function system, we will mean a collection of N maps f 1 , ...f N : Ω → Ω, such that each f i is injective, and the f i have pairwise disjoint ranges, whose union is Ω.
It is well known and straightforward to verify that any branching function system F yields a permutative representation
We recall a construction of the universal multiplicity free permutative representation
where
. Denote the tail equivalence relation on Ω by ∼, so that x ∼ y if there exists z ∈ Z such that x n+z = y n for all sufficiently large n. Then the decomposition of π U (O N ) into irreducible sub-representations is given by the decomposition of 2 (Ω) into subspaces
where H [x] is the (separable) subspace of 2 (Ω) with basis {e y : y ∼ x}. Moreover, as the name suggests, any irreducible permutative representation of O N is unitarily equivalent to the restriction of π U (O N ) to a unique H [x] . UHF N sits inside O N as the subalgebra generated by elements of the form S w S * w , where w and w are finite words of equal length in the alphabet {1, ...N }, and by S w we mean S w 1 S w 2 · · · S w k . Definition 2.2. We will refer to irreducible representations of O N as cycles. Each cycle decomposes into a sum of irreducible representations of the subalgebra UHF N , which we will call atoms, following [6] . Just as the cycles in the universal multiplicity free representation of O N are labeled by the tail equivalence classes of N N , the atoms are labeled by the finer relation of eventual equivalence, where x ≈ y if x n = y n for all sufficiently large n.
2.2. Unimodular partitions and slow continued fraction algorithms. In this section we recall definitions and basic properties of slow continued fraction algorithms, following [19] . ) is a finite collection of disjoint unimodular intervals whose union contains (0, 1) \ Q. We will always assume that the partition contains at least two intervals. Definition 2.4. A slow continued fraction algorithm is determined by a unimodular partition of (0, 1) into unimodular intervals ∆ 1 , ..., ∆ n and a collection of signs e 1 , ..., e n , e i ∈ {−1, 1}. Our convention is to label the intervals from left to right, so that 0 ∈ ∆ 1 . We define the slow continued fraction algorithm by the branching function system f i : (0, 1)
where as usual the matrix a b c d acts on R by x → ax+b cx+d .
Given the f i , we recover ∆ i as f i ((0, 1)), and e i can be determined from whether f −1 i is increasing or decreasing. We may define an n-to-one map piecewise by F (x) = f −1 i (x), and often this map F is how we will specify and refer to a slow continued fraction algorithm. 
The proof of Proposition 2.5 shows that up to a possible multiplication by T , the matrices f i which give the inverse branches of a slow continued fraction algorithm can be thought of as the leaves of finite binary tree in the free monoid generated by L and R.
2.3.
Examples of slow continued fraction algorithms.
Example 2.6. The classical Farey map (see [11] , [7] ), which we denote F R (x), is given by
Example 2.7. Another important example is
where we have used the same partition (0, 1/2), (1/2, 1) as in the Farey map, but changed the sign of e 2 .
Example 2.8. The Farey maps associated to the even continued fraction and odd continued fraction expansions (ECF and OCF, respectively) are given by the following [4] : 
2.4.
Encoding of irrationals by a slow continued fraction algorithm. Fix a slow continued fraction algorithm F , with associated unimodular partition ∆ 1 , ...∆ N . For x ∈ I = (0, 1) \ Q, we define the itinerary of x to be the sequence
• f a 1 ((0, 1)) which is the intersection of a nested sequence of closed intervals of exponentially decreasing length. Dec F is a surjection from Ω → [0, 1] which is also a left inverse for the encoding map,
which sends x ∈ I to its itinerary. We can now define the F tail equivalence relation ∼ F on I as x ∼ F y if their itineraries are tail equivalent. Note that since itineraries are unique on I, this is equivalent to the existence of
Example 2.9. The tail equivalence relation ∼ F R defined by the Farey map in Example 2.6 is well known to coincide with orbit equivalence under the action of the modular group.
2.5.
The group associated to a slow continued fraction algorithm. Based on Example 2.9, it is natural to ask if a similar result holds for other slow continued fraction algorithms. Define the group Σ F associated to a slow continued fraction algorithm F to be the subgroup of P GL 2 (Z) generated by the matrices f i . Following Panti, we say that a slow continued fraction algorithm satisfies the Serret theorem if ∼ F coincides with the orbit relation of the action of Σ F . Panti has provided a practical criterion for determining whether or not this holds for a given slow continued fraction algorithm in [19] .
, and the Serret theorem holds.
Example 2.12. Σ F E = LL, LRT, R which is the index three Θ subgroup of P GL 2 (Z), and the Serret theorem holds. Σ F O = LL, LR, RT , an index two subgroup of P GL 2 (Z) and the Serret theorem holds. These subgroups are considered in [3] .
2.6. Jump transformations.
Definition 2.13. Fix a slow continued fraction algorithm F , with associated unimodular
where r(x) = inf{n ∈ N 0 : F n (x) ∈ E}. This is the acceleration or jump transformation of F induced by E.
Example 2.14. Let F R be the classical Farey map, as in Example 2.6. Then G(
On the other hand, inducing on (0, 1/2) yields the "backwards" continued fractions considered in [1] Example 2.16. Let F E and F O be the maps from Example 2.8. Inducing on (1/2, 1) we obtain the even and odd Gauss maps, respectively.
Although they will have countably many inverse branches, and therefore not fit our definition of a slow continued fraction algorithm, accelerations are still branching functions systems and much of the machinery introduced for slow continued fraction algorithms still applies to their accelerations. For example, we may still speak of the encoding and decoding maps. A useful observation is that the inverse branches of G(F, E) can be written as (noncommutative) monomials in the inverse branches of F . In fact, if we divide the f i into
is not too hard to see that each g i is defined by a branch in F E composed with finitely many branches in F E c . Conversely, any such composition will yield one of the g i . As a consequence, we may also consider the subgroup of P SL 2 (Z) that the g i generate, and see that it coincides with Σ F .
Main Results
Theorem 1. Let F be a slow continued fraction map with N inverse branches f i : I → I. Then we have a permutatative representation of the Cuntz algebra
Moreover, we have that π F (O n ) decomposes into irreducible representations determined by the decomposition
where ∼ F is the tail equivalence relation under F defined previously.
Proof. The fact that π F is a representation of O N is simply a special case of the fact that every branching function system yields such a representation. The decomposition into irreducibles follows from the fact that the encoding map Enc F implements a unitary equivalence between π F (O n ) and a subrepresentation of π U .
The cycles H [x] further decompose into atoms. When the itinerary of x is eventually periodic with minimal period n then there will be n atoms, otherwise there will be countably many. As we will prove in Proposition 4.12, this is related to whether or not x is the solution of a quadratic equation with integer coefficients. The orbits of the action of Σ F on I are each the union of finitely many cycles. F satisfies the Serret theorem if each orbit consists of exactly one cycle.
Theorem 2. Let F be a slow continued fraction map with N inverse branches f i : I → I, and G be a nontrivial acceleration of F with inverse branches g j :Ĩ →Ĩ. There is an embedding of ϕ : O ∞ → O N which is compatible with the representations π F and π G in the sense that 2 (Ĩ) sits inside 2 (I) as a reducing subspace on which
Proof. Let {T j } be the generators of O ∞ and {S i } be the generators of O N . If G is the acceleration of F induced by the set E, thenĨ = {x ∈ I : F n (x) ∈ E infinitely often}, and 2 (Ĩ) is clearly invariant under the action of π F (O N ). We have already observed that each g j can be written as a composition of the f i . Letting
from which equation (12) immediately follows. Note that as discussed in Section 2.6 the range of the last branch f j k is contained in E, while the ranges of f j i for i < k are contained in the complement of E. Applying relation (1) to the expression ϕ(
can cancel with is S j k . Therefore ϕ(T * j )ϕ(T j ) must simplify to either 0 or 1. In the case where S * j i S j i = 1 for each i, which implies that j = j , we obtain 1. Otherwise we obtain 0, verifying relation (1) for the isometries ϕ(T j ). Proof. Let U θ ∈ O 2 Z 2 implement θ, so that U θ S 1 = S 2 U θ , U * θ = U θ , and U 2 θ = 1. Define π F B (U θ )e x = e 1−x , and note that the necessary calculations to verify that this extends π F B to a representation of O 2 Z 2 follow from relations (8) and (9) . We may now define
The tree structure of unimodular partitions ensures that there if
θ must cancel to either 1 in the case where i = i or 0 otherwise. This verifies relation (1). The tree structure also ensures that relation (2) holds. First, note that
is not equal to ψ F (S j )ψ F (S * j ) for some j, then it is a sum of such terms. Repeatedly applying the relation B i B * i +B i B * i = 1, we eventually obtain
Applications and examples
Branching laws and transducers.
A transducer or finite state machine can be used to describe an algorithm which converts from one continued fraction expansion to another.
We recall their construction from [19] and show how they can be applied to describe the decomposition of irreducible representations of O 2 Z 2 into direct sums of irreducible representations of an embedded copy of O N .
The transducer associated to a slow continued fraction algorithm F consists of a finite directed graph whose edges have labels in {L, R}. Some edges also produce an output, so the transducer converts an input sequence in {L, R} N into an output in {L, R} N by starting at a distinguished vertex 1 and following the path determined by the input. We recall here the construction of a transducer which when fed the itinerary Enc F B (x) as its input, produces the output Enc F (x) as shown in Lemma 5.1 of [19] Definition 4.1. As discussed in the proof of Proposition ??, there is a finite binary tree associated to F , with edges labeled by L and R. We take one copy of this tree and label the root 1. To each leaf in the tree, there is an associated f i , and so we label the edge into the leaf also with the output i. We take a second copy of the tree, and label the root 2. In this second copy, we conjugate all of the edge labels by the action of T , which interchanges L and R. We then glue the two trees together by identifying each of the leaves with either 1 or 2. If the word for f i ends in a T , we glue to the root in the other copy, if not we glue to the root in the same copy. After gluing, note that an edge will produce an output if and only if its terminal vertex is 1 or 2. We may now use the transducers constructed above to determine the decomposition of irreducible permutative representations of O 2 Z 2 into O N irreducible subrepresentations. Since the O 2 Z 2 irreducibles are given by unions of F B -tail equivalence classes, and the O N irreducibles by F -tail equivalence classes, it suffices to produce a representative for each F -tail equivalence class in a given F B -tail equivalence class. Proposition 4.3. In order to obtain at least one representative for each F -tail equivalence class into which the F B -tail equivalence class of x is partitioned, it suffices to run the transducer with input Enc F B (x) starting from each of the vertices in the connected component of 1.
Proof. Given a sequence S = {S n } ∈ {L, R} N , let σ(S) n = S n+1 . Define also σ i (S) n = S n−1 , σ i (S) 1 = i ∈ {L, R}. It suffices to show that running the transducer starting at vertex v with input σ(S) or σ i (S) produces tail equivalent output to that of running the transducer with input S starting from vertex v . The output from σ i (S) will either coincide with the output of running S from the vertex v = i(v), or differ by a shift in the case when i(v) = 1 or i(v) = 2. On the other hand, the output from σ(S) will differ by at most a shift from the output of S started at v = i −1 (v). . From this, we may conclude that the two copies of O 3 embedded into O 2 Z 2 by applying Theorem 3 to the ECF and OCF algorithms are not intertwined by any inner automorphism of O 2 Z 2 .
Example 4.10. The representations associated to {L, RL, RR} and {LL, LR, R} are intertwined by Archbold's flip-flop automorphism θ. As proved in [2] , this is not an inner automorphism of O 2 but it extends to an inner automorphism of O 2 Z 2 .
4.2.
Labeling irreducible permutative representations of O N by orbits. In this section we construct a family of slow continued fraction algorithms which allows us to estabish an analogue of the main result of [15] , namely that the unitary equivalence classes of irreducible permutative representations of O N , 2 ≤ N < ∞ correspond to the orbits under the action of P GL 2 (Z). 
It is clear that these branches generate P GL 2 (Z), since {L, RT } is a generating set. To establish the Serret theorem, we apply the results of [19] and consider the transducer constructed in Lemma 5.5 of [19] . In our case, the graph has vertex set V = {L i T j : 0 ≤ i ≤ N − 2, 0 ≤ j ≤ 1}. For each b ∈ B and v ∈ V , there is a unique w ∈ V and (possibly empty) collection of branches {b iv,w : 1 ≤ i ≤ n v,w } such that vb = wb 1 b 2 , · · · b nv,w , in which case the graph will have a directed edge from v to w. To construct our edge set, we consider cases:
and b = RT gives an edge which connects to w = 1. From the above, we deduce that every infinite path in the graph will end in an infinitely repeated self loop. These loops are labeled with both input and output L N −1 , which ensures the validity of the Serret theorem. Finally, we observe that rational numbers in [0, 1] will have exactly two F N itineraries (except for 0 and 1, which have unique itineraries) both of which are eventually constantly equal to the the branch L N −1 , and that any number with such an itinerary must be rational.
Applying the above, π F N is unitarily equivalent to the universal multiplicity free representation of O N , minus a single irreducible summand corresponding to the tail equivalence class of rational numbers. We may add this to π F N by expanding basis of the Hilbert space to include {0, 1} and two copies of each rational in (0, 1) (say, Proof of proposition 4.12. Suppose x has periodic itinerary with respect to a slow continued fraction algorithm. From this, we deduce that there is a fractional linear transformation with integer coefficients which fixes x, namely the product of the inverse branches of a period. We have ax+b cx+d = x which immediately implies that x solves a quadratic equation. Every real number with an eventually periodic itinerary can be transformed by an appropriate fractional linear transformation with integer coefficients to a number with a purely periodic itinerary, which reserves the property of being a quadratic irrational or rational. This proves one direction. Conversely, the itinerary with respect to any slow continued fraction algorithm can be obtained by feeding the F B -itinerary into an appropriate transducer. Any finite transducer will return eventually periodic output when given eventually periodic input, so it suffices to show that solutions to a quadratic equation with integer coefficients have eventually periodic F B -expansions. It is well known that every quadratic irrational has an eventually periodic itinerary with respect to the Gauss map, and hence with resepct to its slow down, the Farey map. The F B -itinerary can be obtained by feeding the Farey itinerary into the transducer such that • π F N is unitarily equivalent to the universal multiplicity free representation of O N .
• The irreducible subrepresentations of π F N correspond to P GL 2 (Z) orbits on [0, 1].
• An irreducible subrepresentation is labeled by a quadratic irrational if and only if it decomposes into finitely many UHF N -irreducible subrepresentations. 
we obtain a familiar function. 
We will use this to convert between the F R itinerary and continued fraction expansions. We now precede to show by direct computation that the appropriate itineraries of the right and left hand sides of equation (18) coincide. On the right hand side, the T -itinerary of 
4.4.
Cycles and atoms in F B . Generally speaking, the eventual equivalence relation ≈ F is less studied than tail equivalence ∼ F . Here we recall a geometric interpretation of the cycles of π F B in terms of geodesics on the modular surface first described by Series [26] and then refine this to the atoms. Let ω ∈ (0, 1) \ Q and y a point on the imaginary axis. If we follow the oriented geodesic which connects y to ω, we obtain a one sided infinite cutting sequence with respect to the Farey tessellation. Proof. See [26] and also [19] . We caution that our L is Series's R and vice versa.
Consider the modular surface M = Σ F B \H, and the collection of oriented geodesics on M which have a lift to a geodesic on H with terminal endpoint in (0, 1) \ Q. A geodesic can be uniquely identified with its bi-infinite cutting sequence, which is the two sided cutting sequences of any of its lifts. We will write γ ∼ γ if there are lifts of γ and γ to H with the same terminal point in (0, 1) \ Q. By Proposition 4.17 this happens if and only if their cutting sequences are tail equivalent.
Corollary 4.18. Let γ ω be a geodesic with a lift to H terminating at ω ∈ R. The ∼ F B class of ω is the collection of all terminal endpoints in (0, 1) of lifts of geodesics in the ∼ class of γ ω .
Fix a fundamental domain F for M and define a rooted geodesic to be an oriented geodesic γ together with a distinguished point x ∈ γ ∩ ∂F . We index the cutting sequence of a rooted geodesic by taking the root to occur at the 0th index. Definition 4.19. Call two lifts of rooted geodesics (γ, x) and (γ , x ) simultaneous if the intersection of the lifted geodesics with any arc in the Farey tessellation occurs at the same index in their respective cutting sequences. Write (γ, x) ≈ (γ , x ) if there are simultaneous lifts of (γ, x) and (γ , x ) to H with the same terminal point.
Corollary 4.20. Let (γ ω , x) be a rooted geodesic with a lift to H terminating at ω ∈ R. The ≈ F R class of ω is the collection of all endpoints of rooted geodesics in the ≈ class of (γ ω , x).
Proof. This follows immediately from the observation that (γ, x) ≈ (γ , x ) if and only if the cutting sequences are eventually equivalent. Indeed, if there is a simultaneous lift with common terminal point, then the cutting sequences must coincide after the index of the symbol which is lifted to the imaginary axis, since they both must be the F B itinerary of this endpoint. Conversely, if the cutting sequences eventually coincide, then any simultaneous lift which lifts symbols of sufficiently high index to lie on the imaginary axis will have a common terminal point.
