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Abstract
We study the construction of wavelet and Gabor frames with irregular time-scale and time-
frequency parameters, respectively. We give simple and sufficient conditions which ensure an
irregular discrete wavelet system or Gabor system to be a frame. Explicit frame bounds are given.
We also study the stability of wavelet and Gabor frames and give explicit stability bounds. Several
known results are considerably improved. Examples are given.
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1. Introduction
The frame theory plays an important role in the modern time-frequency analysis. It has
been developed very fast over the last 10 years, especially in the context of wavelets and
Gabor systems. In this article, we study the construction of wavelet and Gabor frames with
irregular time-scale and time-frequency parameters, respectively.
For fixed ψ ∈ L2(R), the (continuous) wavelet transform of a function f ∈ L2(R) is
defined by
(Wψf )(s, t)=
+∞∫
−∞
f (x)|s|−1/2ψ
(
x − t
s
)
dx.
If {a−j/2ψ(a−j · −bk): j, k ∈ Z} forms a frame for L2(R), then we can reconstruct any f
from the sampled values (Wψf )(aj , ajbk) of Wψf . For this case, Daubechies [13] gave
a sufficient condition under which {a−j/2ψ(a−j · −bk): j, k ∈ Z} is a frame for L2(R).
We know from many numerical examples that the estimates in [13] are impressively sharp.
Similar results can be found in [12,25].
In practice, the sampling points may be irregular. We need to know for which wavelet
ψ and sampling points {(sj,k, tj,k)}, {s−1/2j,k ψ(· − tj,k/sj,k): j, k ∈ Z} forms a frame for
L2(R). Gröchenig [22] and Olsen and Seip [27] proved that, provided the sampling points
are sufficiently “dense,” it generates a frame. In [32], we proved that for regular wavelets,
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{s−1/2j ψ(s−1j · −bk): j, k ∈ Z} is a frame if sj is close to aj and b is small enough.
The above results give no explicit frame bounds. However, since the frame bounds are
necessary for implementing the frame algorithm, we need not only to know under which
conditions {s−1/2j,k ψ(· − tj,k/sj,k): j, k ∈ Z} forms a frame, but also to estimate the frame
bounds.
For the case that ψ is band-limited to some interval, Gröchenig [23], Zhou and Li [34]
gave sufficient conditions for irregular wavelet systems with sampling points lying in
parallel lines to be frames. Explicit frame bounds are given.
In this article, we study the construction of irregular wavelet frames from the sampling
point of view and give simple and sufficient conditions for {s−1/2j,k ψ(· − tj,k/sj,k): j, k ∈ Z}
to be a frame with explicit frame bounds for a large class of wavelets.
For the case of windowed Fourier transform, we can consider similar problems. Fix
some g ∈L2(R), the windowed Fourier transform is defined by
(Fgf )(ω, t)=
+∞∫
−∞
f (x)g(x − t)e−ixω dx, ∀f ∈L2(R).
Again, if {eiλm,nxg(x − µm,n): m,n ∈ Z} forms a frame for L2(R), which is called a
Gabor or a Weyl–Heisenberg frame, then every f ∈ L2(R) is uniquely determined by
its discrete windowed Fourier transform (Fgf )(λm,n,µm,n). For the regular case, i.e.,
λm,n = mb and µm,n = na, many results including necessary and sufficient conditions
for {eimbxg(x − na): m,n ∈ Z} to be a frame are established. For details, see [5,9–11,
13,14,16,19–21,25,30]. For the irregular case, however, no practically useful condition for
{eiλm,nxg(x −µm,n): m,n ∈ Z} to be a frame is known.
Christensen et al. [10] and Ramanathan and Steger [29] proved that for {eiλm,nxg(x −
µm,n): m,n ∈ Z} to be a frame, {(λm,n,µm,n)} must be relatively separated and be of up-
per Beurling density no less than 1/2π . Feichtinger and Gröchenig [18] proved that for
g “sufficiently nice,” every “well spread” family (λm,n,µm,n) will give rise to a Gabor
frame. We refer to [18] for details. Note that no explicit frame bounds are given in the
above results.
For band-limited window functions g(x), Gröchenig [23] gave sufficient conditions
which ensure irregular Gabor systems with sampling points lying in parallel lines to be
frames with explicit frame bounds.
In this article, we give simple and sufficient conditions for {eiλm,nxg(x − µm,n):
m,n ∈ Z} to be a frame for a large class of window functions. We also give explicit frame
bounds. Numerical results show that our criterion is practically useful.
Another method to construct irregular frames is to perturb regular ones, which is also
studied as the stability of frames in literature and is important for application. Given a
wavelet frame {a−j/2ψ(a−j · −bk): j, k ∈ Z}, one is asked if it remains a frame when aj
or bk is perturbed? In straightforward, it seems to be true. However, as far as we know,
there is no general answer to this problem.
It was shown in [2,17,32] that for certain ψ, {a−j/2ψ(a−j · −bk): j, k ∈ Z}
remains a frame if bk has some small perturbation. In this article, we show that if ψ
satisfies some regular condition and |sj,k − aj |, |µj,k − ajbk| are small enough, then
{s−1/2j,k ψ(· −µj,k/sj,k): j, k ∈ Z} is also a frame. Explicit stability bounds are given.
For the stability of Gabor frames, we can consider a similar problem. Given a frame
{eimbxg(x − na): m,n ∈ Z}, if it remains a frame when mb or na is perturbed? It was
shown in [7,8,17,33] that if |µn − na| (or |λm −mb|) is small enough, then {eimbxg(x −
µn): m,n ∈ Z} ( or {eiλmxg(x − na): m,n ∈ Z}) is also a frame. In this article, we show
that for a regular function g, the perturbed system {eiλm,nxg(x − µm,n): m,n ∈ Z} forms
a frame if |λm,n − mb| and |µm,n − na| are small enough. Explicit stability bounds are
given.
W. Sun, X. Zhou / Appl. Comput. Harmon. Anal. 13 (2002) 63–76 65
1.1. Notations and preliminary results
The Fourier transform of f ∈L2(R) is defined by fˆ (ω)= ∫ +∞−∞ f (x)e−ixω dx .
We call a function ψ ∈L2(R) admissible if
Cψ :=
( +∞∫
0
1
ξ
∣∣ψˆ(ξ)∣∣2 dξ)1/2 =( 0∫
−∞
1
|ξ |
∣∣ψˆ(ξ)∣∣2 dξ)1/2 <+∞.
It is easy to see that ψ is admissible provided ψ is real-valued and |ψˆ(ω)| C|ω|α(1 +
|ω|)−γ for some γ − 1> α > 0.
For any g ∈L2(R) and admissible wavelet ψ , we have∥∥(Fgf )(ω, t)∥∥22 = 2π‖g‖22‖f ‖22. (1.1)
C2ψ‖f ‖22 =
+∞∫
−∞
+∞∫
0
1
s2
∣∣(Wψf )(s, t)∣∣2 ds dt . (1.2)
Cc(R) = {f : f is continuous and compactly supported}. H s = {f :
∫ +∞
−∞ (1 + |ω|2)s ×
|fˆ (ω)|2 dω <+∞} is the Sobolev space. x = min{n: n x,n ∈ Z}, ∀x ∈R.
The norms in all Hilbert spaces are denoted by ‖ · ‖. The exact meaning can be seen by
the context.
A family of functions {fj : j ∈ J } belonging to a separable Hilbert space H is said to
be a frame if there exist positive constants A and B such that A‖f ‖2 ∑j∈J |〈f,fj 〉|2 
B‖f ‖2 for every f ∈H. The numbers A and B are called lower and upper frame bounds,
respectively.
A frame that ceases to be a frame when any one of its elements is removed is said to be
an exact frame. It is well known that exact frames and Riesz bases are identical [35].
2. Irregular wavelet frames
In this section, we study the construction and stability of wavelet frames. First, we
introduce an inequality by Wirtinger.
Proposition 2.1 (Wirtinger’s inequality [24]). If f (x) is differentiable on [a, b], f,f ′ ∈
L2[a, b], and f (a)f (b)= 0, then
b∫
a
∣∣f (x)∣∣2 dx  4
π2
(b− a)2
b∫
a
∣∣f ′(x)∣∣2 dx.
The following lemma is an immediate consequence.
Lemma 2.2. If f (x) is differentiable on [a, b], f,f ′ ∈ L2[a, b] and there is some c ∈ [a, b]
such that f (c)= 0, then
b∫
a
∣∣f (x)∣∣2 dx  4δ2
π2
b∫
a
∣∣f ′(x)∣∣2 dx,
where δ = max{c− a, b− c}.
Lemma 2.3. Suppose that ψ(x) is a real-valued function, ψ ∈ H 1, xψ(x) ∈ H 2, and
ψˆ(0)= 0. Let ψ˜(x)= 32ψ(x)+ xψ ′(x). Then all of ψ , ψ ′, ψ˜ , and (ψ˜)′ are admissible.
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Proof. It suffices to prove the following three assertions:
(i) ψ,ψ ′, ψ˜, (ψ˜)′ ∈L2(R).
(ii) ψ and ψ˜ are admissible.
(iii) If f is a real-valued function and f,f ′ ∈ L2(R), then f ′ is admissible.
First, noting that ψ ∈H 1, we have that ψ is locally absolutely continuous and ψ,ψ ′ ∈
L2(R), thanks to [4, Theorem 5.2]. Similarly we can prove that xψ(x), [xψ(x)]′, [xψ(x)]′′
∈ L2(R). But [xψ(x)]′ = xψ ′(x) + ψ(x) and [xψ(x)]′′ = xψ ′′(x) + 2ψ ′(x). Hence
xψ ′(x), xψ ′′(x) ∈L2(R). It follows that ψ˜, (ψ˜)′ ∈L2(R). This proves Assertion (i).
Second, since xψ(x) ∈ H 2 ⊂ L2(R), ψˆ(ω) is locally absolutely continuous and
ψˆ ′(ω) ∈L2(R). It follows that
∣∣ψˆ(ω)∣∣2 = ∣∣ψˆ(ω)− ψˆ(0)∣∣2 = ∣∣∣∣∣
ω∫
0
ψˆ ′(ξ)dξ
∣∣∣∣∣
2
 |ω|
|ω|∫
−|ω|
∣∣ψˆ ′(ξ)∣∣2 dξ  |ω| · ‖ψˆ ′‖22.
Hence |ψˆ(ω)|2/|ω| is bounded on R. Therefore, ψ is admissible.
On the other hand, noting that
ˆ˜
ψ(ω)= 3
2
ψˆ(ω)+ i(iωψˆ(ω))′ = 1
2
ψˆ(ω)−ωψˆ ′(ω),
we have ωψˆ ′(ω) ∈ L2(R) and so |ωψˆ ′(ω)|2/|ω| = |ω| · |ψˆ ′(ω)|2  (|ψˆ ′(ω)|2 +
ω2|ψˆ ′(ω)|2)/2 ∈ L1(R). Since ψ is admissible, the above equalities show that ψ˜ is also
admissible. Now Assertion (ii) is proved.
Assertion (iii) is easy to see since |fˆ ′(ω)|2/|ω| = |ω| · |fˆ (ω)|2  ((1 +ω2)/2)|fˆ (ω)|2 =
(|fˆ (ω)|2 + |fˆ ′(ω)|2)/2 ∈L1(R). ✷
We are now ready to state the main results of this section.
Theorem 2.4. Let ψ and ψ˜ be as in Lemma 2.3. If a > 1, b > 0 and
' := 2b
π
Cψ ′ + 2(a − 1)
π
Cψ˜ +
4b(a− 1)
π2
C(ψ˜)′ <Cψ,
then for any (sj,k,µj,k) ∈ [aj , aj+1] × [ajbk, ajb(k + 1)], {s−1/2j,k ψ((x −µj,k)/sj,k):
j, k ∈ Z} is a frame for L2(R) with bounds (1/(a − 1)b)(Cψ −')2 and (a2/(a − 1)b)×
(Cψ +')2.
Proof. By Lemma 2.3, all of ψ , ψ ′, ψ˜ , and (ψ˜)′ are admissible.
Let Ej,k = [aj , aj+1] × [ajbk, ajb(k+ 1)]. For any f ∈ Cc(R), we have
∂
∂t
(Wψf )(s, t)=−1
s
(Wψ ′f )(s, t)
and
∂
∂s
1
s
(Wψf )(s, t)=− 1
s2
(Wψ˜f )(s, t), s > 0.
It follows that∥∥∥∥∑
j,k∈Z
1
s
(Wψf )(s, t)χEj,k (s, t)−
∑
j,k∈Z
1
s
(Wψf )(s,µj,k)χEj,k (s, t)
∥∥∥∥2
=
∑
j,k∈Z
∫ ∫
Ej,k
1
s2
∣∣(Wψf )(s, t)− (Wψf )(s,µj,k)∣∣2 ds dt

∑
j,k∈Z
4a2jb2
π2
∫ ∫
Ej,k
1
s2
·
∣∣∣∣ ∂∂t (Wψf )(s, t)
∣∣∣∣2 ds dt (Lemma 2.2)
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=
∑
j,k∈Z
4a2jb2
π2
∫ ∫
Ej,k
1
s2
· 1
s2
∣∣(Wψ ′f )(s, t)∣∣2 ds dt

∑
j,k∈Z
4b2
π2
∫ ∫
Ej,k
1
s2
∣∣(Wψ ′f )(s, t)∣∣2 ds dt
= 4b
2
π2
+∞∫
−∞
+∞∫
0
1
s2
∣∣(Wψ ′f )(s, t)∣∣2 ds dt
= 4b
2
π2
C2ψ ′ ‖f ‖2. (2.1)
By (1.2), we have∥∥∥∥∑
j,k∈Z
1
s
(Wψf )(s,µj,k)χEj,k (s, t)
∥∥∥∥2  (Cψ + 2bπ Cψ ′
)2
‖f ‖2. (2.2)
On the other hand,∥∥∥∥∑
j,k∈Z
1
s
(Wψf )(s,µj,k)χEj,k (s, t)−
∑
j,k∈Z
1
sj,k
(Wψf )(sj,k,µj,k)χEj,k (s, t)
∥∥∥∥2
=
∑
j,k∈Z
∫ ∫
Ej,k
∣∣∣∣1s (Wψf )(s,µj,k)− 1sj,k (Wψf )(sj,k,µj,k)
∣∣∣∣2 ds dt

∑
j,k∈Z
4a2j (a − 1)2
π2
∫ ∫
Ej,k
∣∣∣∣ ∂∂s 1s (Wψf )(s,µj,k)
∣∣∣∣2 ds dt (Lemma 2.2)
=
∑
j,k∈Z
4a2j (a − 1)2
π2
∫ ∫
Ej,k
1
s4
∣∣(W
ψ˜
f )(s,µj,k)
∣∣2 ds dt

∑
j,k∈Z
4(a − 1)2
π2
∫ ∫
Ej,k
1
s2
∣∣(Wψ˜f )(s,µj,k)∣∣2 ds dt
 4(a − 1)
2
π2
(
Cψ˜ +
2b
π
C(ψ˜)′
)2
‖f ‖2, (2.3)
where (2.2) is used in the last step.
Putting (2.1) and (2.3) together, we have∥∥∥∥1s (Wψf )(s, t)− ∑
j,k∈Z
1
sj,k
(Wψf )(sj,k,µj,k)χEj,k (s, t)
∥∥∥∥2

[
2b
π
Cψ ′ + 2(a − 1)
π
(
Cψ˜ +
2b
π
C(ψ˜)′
)]2
‖f ‖2
='2‖f ‖2. (2.4)
Since Cc(R) is dense in L2(R), by Fatou’s Lemma, (2.4) holds for any f ∈ L2(R). We see
from (1.2) and (2.4) that for any f ∈ L2(R),
(Cψ −')2‖f ‖2 
∑
j,k
a2j (a − 1)b
s2j,k
∣∣(Wψf )(sj,k,µj,k)∣∣2  (Cψ +')2‖f ‖2.
Since aj  sj,k  aj+1, the conclusion follows. ✷
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Theorem 2.5. Let ψ and ψ˜ be as in Lemma 2.3. Suppose that
1 <
sj+1
sj
 a, 0 < λj,k+1 − λj,k  b,
for some constants a > 1 and b > 0 and limj→±∞ ln sj = limk→±∞ λj,k =±∞. If
'′ := b
√
a
π
Cψ ′ + 2(
√
a − 1)
π
Cψ˜ +
2b
√
a(
√
a − 1)
π2
C(ψ˜)′ <Cψ, (2.5)
then for any f ∈L2(R),
(Cψ −'′)2‖f ‖2 
∑
j,k∈Z
s
1/2
j+1 − s1/2j−1
s
1/2
j
· λj,k+1 − λj,k−1
2
∣∣〈f, s−1/2j ψ(s−1j · −λj,k)〉∣∣2
 (Cψ +'′)2‖f ‖2.
Proof. By setting
Ej,k =
[√
sj−1sj ,
√
sj sj+1
]× [sj λj,k−1 + λj,k2 , sj λj,k + λj,k+12
]
and substituting sj and sjλj,k for sj,k and µj,k , respectively, the proof is similar to the one
of Theorem 2.4. ✷
Remark 2.1. If we take sj = aj and λj,k = bk, then Theorem 2.5 says that {a−j/2ψ(a−j ·
−kb): j, k ∈ Z} is a frame provided √a − 1 and b are small enough. Although the
hypotheses on ψ are stronger than the one in [13], our criterion (2.5) is more simple.
The following is an explicit example.
Example 2.1. Wavelet frames generated by the Mexican hat function
ψ(x)= 2√
3
π−1/4
(
1 − x2)e−x2/2. (2.6)
This function is the normalized second derivative of the Gaussian e−x2/2 and is popular
in vision analysis, at least in theoretical expositions. Daubechies [13] proved that
{a−j/2ψ(a−j · −kb): j, k ∈ Z} forms a frame when a = 2 and b 1.5. Figure 1 illustrates
the range of (a, b) determined by (2.5). Obviously, the criterion (2.5) is far from the
optimal, which is reasonable since it works also for irregular case.
Next we study the stability of wavelet frames. For any ψ ∈ L2(R), a > 1, define
T (ψ;a) := ess sup
ω
∑
j∈Z
∣∣ψˆ(ajω)∣∣2.
It is easy to see that T (ψ;a) <+∞ if |ψˆ(ω)|C|ω|α(1 + |ω|)−γ , γ − 12 > α > 0.
Fig. 1. Range of (a, b) for {a−j/2ψ(a−j · −bk)} to be a frame, where ψ is the Mexican hat function.
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The following lemma can be proved similarly to [14, pp. 24–25], and we leave it to
interested readers.
Lemma 2.6. For any ψ ∈ L2(R) and s > 0,
+∞∫
−∞
∣∣(Wψf )(s, t)∣∣2 dt = 12π
+∞∫
−∞
∣∣fˆ (ω)∣∣2s · ∣∣ψˆ(sω)∣∣2 dω.
Proposition 2.7 (Christensen [6]). Let {fj : j ∈ J } be a frame for some Hilbert space H
with bounds A and B . If {gj : j ∈ J } ⊂H is such that {fj − gj } is a Bessel sequence with
bound M <A, then {gj } is a frame for H with bounds (
√
A−√M)2 and (√B +√M)2.
Moreover, if {fj } is a Riesz basis, then {gj } is also a Riesz basis.
Theorem 2.8. Let {a−j/2ψ(a−j · −kb): j, k ∈ Z} be a frame for L2(R) with bounds A
and B , where a > 1 and b > 0. Suppose that |ψˆ(ω)| C|ω|α(1+ |ω|)−γ , γ − 32 > α > 0,
and 0 < η2η/bT (ψ ′;a)< A. Then for any sequence {λj,k: k ∈ Z} satisfying
|λj,k − kb| η,
{a−j/2ψ(a−j · −λj,k): j, k ∈ Z} is a frame for L2(R) with bounds(√
A−
√
η
⌈
2η
b
⌉
T (ψ ′;a)
)2
and
(√
B +
√
η
⌈
2η
b
⌉
T (ψ ′;a)
)2
.
Furthermore, suppose that ψˆ is continuous differentiable and |ψˆ ′(ω)| C(1+ |ω|)−β ,
β > 52 . Let 0< δ < 1 and 0 < η b/2 be such that
'(δ,η) := (ηT (ψ ′;a))1/2
+ δ
√
2
(1− δ2)√b
[
2T (ψ◦;a)1/2 + b+ 2η
π
T
(
(ψ◦)′;a)1/2]<A1/2,
where ψ◦(x)= 12ψ(x)+ xψ ′(x). Then for any sj,k and µj,k satisfying∣∣sj,k − aj ∣∣ δaj and ∣∣µj,k − ajkb∣∣ ηaj , ∀j, k ∈ Z,
{s−1/2j,k ψ(· −µj,k/sj,k): j, k ∈ Z} is a frame for L2(R) with bounds (
√
A−'(δ,η))2 and
(
√
B +'(δ,η))2.
Proof. For any f ∈Cc(R), we have∑
j,k∈Z
∣∣〈f,a−j/2ψ(a−j · −kb)〉− 〈f,a−j/2ψ(a−j · −λj,k)〉∣∣2
=
∑
j,k∈Z
∣∣(Wψf )(aj , ajkb)− (Wψf )(aj , ajλj,k)∣∣2
=
∑
j,k∈Z
∣∣∣∣∣
aj (λj,k−kb)∫
0
∂
∂t
(Wψf )
(
aj , aj kb+ t)dt∣∣∣∣∣
2

∑
j,k∈Z
∣∣aj (λj,k − kb)∣∣
|aj (λj,k−kb)|∫
−|aj (λj,k−kb)|
∣∣∣∣ 1aj (Wψ ′f )(aj , aj kb+ t)
∣∣∣∣2 dt
=
∑
j,k∈Z
|λj,k − kb|
|λj,k−kb|∫
−|λj,k−kb|
∣∣(Wψ ′f )(aj , aj (kb+ t))∣∣2 dt
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
∑
j,k∈Z
η
η∫
−η
∣∣(Wψ ′f )(aj , aj (kb+ t))∣∣2 dt

∑
j∈Z
η
⌈
2η
b
⌉ b/2∫
−b/2
∑
k∈Z
∣∣(Wψ ′f )(aj , aj (kb+ t))∣∣2 dt
=
∑
j∈Z
η
⌈
2η
b
⌉ +∞∫
−∞
∣∣(Wψ ′f )(aj , aj t)∣∣∣∣2 dt
=
∑
j∈Z
η
⌈
2η
b
⌉
1
2π
+∞∫
−∞
∣∣fˆ (ω)∣∣2 · ∣∣ψ̂ ′(ajω)∣∣2 dω (by Lemma 2.6)
 η
⌈
2η
b
⌉
T (ψ ′;a)‖f ‖2. (2.7)
Again, (2.7) holds for any f ∈ L2(R) since Cc(R) is dense in L2(R).
By Proposition 2.7, {a−j/2ψ(a−j · −λj,k): j, k ∈ Z} is a frame for L2(R) with bounds(√
A−
√
η
⌈
2η
b
⌉
T (ψ ′;a)
)2
and
(√
B +
√
η
⌈
2η
b
⌉
T (ψ ′;a)
)2
.
Next we prove the second part. For any f ∈Cc(R) and |s|< 1, we have
∑
j,k∈Z
kb+b/2∫
kb−b/2
∣∣(Wψf )(aj (1+ s), aj t)− (Wψf )(aj (1 + s),µj,k)∣∣∣∣2 dt

∑
j,k∈Z
(b+ 2η)2
π2
kb+b/2∫
kb−b/2
∣∣∣∣ 11+ s (Wψ ′f )(aj (1 + s), aj t)
∣∣∣∣2 dt
=
∑
j∈Z
(b+ 2η)2
π2
+∞∫
−∞
1
aj (1+ s)2
∣∣(Wψ ′f )(aj (1 + s), t)∣∣2 dt
=
∑
j∈Z
(b+ 2η)2
π2
1
2π
+∞∫
−∞
∣∣fˆ (ω)∣∣2 1
1+ s
∣∣ψ̂ ′(aj (1 + s)ω)∣∣2 dω
 (b+ 2η)
2
π2
· 1
1+ s T (ψ
′;a)‖f ‖2.
Since
∑
j,k∈Z
kb+b/2∫
kb−b/2
∣∣(Wψf )(aj (1+ s), aj t)∣∣2 dt
=
∑
j∈Z
+∞∫
−∞
1
aj
∣∣(Wψf )(aj (1+ s), t)∣∣2 dt
=
∑
j∈Z
1
2π
+∞∫
−∞
∣∣fˆ (ω)∣∣2(1 + s)∣∣ψˆ(aj (1 + s)ω)∣∣2 dω
 (1 + s)T (ψ;a)‖f ‖2
 4
1 + s T (ψ;a)‖f ‖
2,
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we have∑
j,k∈Z
∣∣(Wψf )(aj (1+ s),µj,k)∣∣2
= 1
b
∑
j,k∈Z
kb+b/2∫
kb−b/2
∣∣(Wψf )(aj (1 + s),µj,k)∣∣2 dt
 1
b(1+ s)
(
2T (ψ;a)1/2 + b+ 2η
π
T (ψ ′;a)1/2
)2
‖f ‖2.
It follows that∑
j,k∈Z
∣∣(Wψf )(aj ,µj,k)− (Wψf )(sj,k,µj,k)∣∣2
=
∑
j,k∈Z
∣∣∣∣∣
sj,k−aj∫
0
∂
∂s
(Wψf )
(
aj + s,µj,k
)
ds
∣∣∣∣∣
2

∑
j,k∈Z
∣∣sj,k − aj ∣∣
|sj,k−aj |∫
−|sj,k−aj |
1
|aj + s|2
∣∣(Wψ◦f )(aj + s,µj,k)∣∣2 ds

∑
j,k∈Z
δ
δ∫
−δ
1
(1+ s)2
∣∣(Wψ◦f )(aj (1 + s),µj,k)∣∣2 ds
 δ
δ∫
−δ
1
b(1+ s)3
(
2T (ψ◦;a)1/2 + b+ 2η
π
T
(
(ψ◦)′;a)1/2)2 ds · ‖f ‖2
= 2δ
2
b(1− δ2)2
[
2T (ψ◦;a)1/2 + b+ 2η
π
T
(
(ψ◦)′;a)1/2]2‖f ‖2.
On the other hand, similar to (2.7) we can prove that∑
j,k∈Z
∣∣(Wψf )(aj , ajkb)− (Wψf )(aj ,µj,k)∣∣2  ηT (ψ ′;a)‖f ‖2.
Hence∑
j,k∈Z
∣∣(Wψf )(aj , ajkb)− (Wψf )(sj,k,µj,k)∣∣2 '(δ,η)2‖f ‖2. (2.8)
Using the density of Cc(R) again, we have that (2.8) holds for any f ∈ L2(R). Now the
conclusion follows by Proposition 2.7. ✷
Remark 2.2. Obviously, Theorem 2.4 can also be considered as a perturbation concerning
{a−j/2ψ(a−j ·−bk): j, k ∈ Z}. The main difference between Theorems 2.4 and 2.8 is that
there is no restriction on the choice of a and b in the later.
3. Irregular Gabor frames
In this section, we study the construction of irregular Gabor frames. We begin with a
simple lemma.
Lemma 3.1. For any f,g ∈ L2(R), (Fgf )(ω, t) = (1/2π)e−iωt (Fgˆfˆ )(−t,ω). If g′ ∈
L2(R), then ∂
∂t
(Fgf )(ω, t)=−(Fg′f )(ω, t).
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Proof. The first equality is a consequence of the Parseval formula. For the second equality,
it suffices to prove that
limx→0
∥∥∥∥g(x +x)− g(x)x − g′(x)
∥∥∥∥2 = limx→0
∥∥∥∥(eixξ − 1x − iξ
)
gˆ(ξ)
∥∥∥∥2 = 0.
Since |(eixξ − 1)/x| = |(2 sin(xξ/2))/x| |ξ | and ξ gˆ(ξ) ∈ L2(R), the conclusion
follows by the dominated convergence theorem. ✷
Theorem 3.2. Suppose that g(x), xg(x) ∈H 1. Let a, b > 0 be such that
' := 2a
π
∥∥g′(x)∥∥+ 2b
π
∥∥xg(x)∥∥+ 4ab
π2
∥∥xg′(x)+ g(x)∥∥< ∥∥g(x)∥∥.
Then for any (λm,n,µm,n) ∈ [mb, (m + 1)b] × [na, (n + 1)a], {eiλm,nxg(x − µm,n):
m,n ∈ Z} is a frame for L2(R) with bounds (2π/ab)(‖g‖−')2 and (2π/ab)(‖g‖+')2 .
Proof. It is easy to check that all of g(x), g′(x), xg(x), and xg′(x) are in L2(R). Set
Em,n = [mb, (m+ 1)b] × [na, (n+ 1)a]. For any f ∈ L2(R), we have∥∥∥∥ ∑
m,n∈Z
[
(Fgf )(ω, t)e
iωµm,n − (Fgf )(ω,µm,n)eiωµm,n
]
χEm,n(ω, t)
∥∥∥∥2
=
∑
m,n∈Z
∫ ∫
Em,n
∣∣(Fgf )(ω, t)− (Fgf )(ω,µm,n)∣∣2 dt dω

∑
m,n∈Z
4a2
π2
∫ ∫
Em,n
∣∣∣∣ ∂∂t (Fgf )(ω, t)
∣∣∣∣2 dt dω
= 4a
2
π2
‖Fg′f ‖2
= 4a
2
π2
· 2π‖g′‖2‖f ‖2, (3.1)
thanks to Lemma 3.1. Noting that∥∥∥∥ ∑
m,n∈Z
(Fgf )(ω, t)e
iωµm,nχEm,n (ω, t)
∥∥∥∥2 = ‖Fgf ‖2 = 2π‖g‖2‖f ‖2, (3.2)
we have∑
m,n∈Z
∫ ∫
Em,n
∣∣(Fgf )(ω,µm,n)∣∣2 dt dω 2π(‖g‖ + 2a
π
‖g′‖
)2
‖f ‖2. (3.3)
On the other hand, since (Fgf )(ω, t)= (1/2π)e−iωt (Fgˆfˆ )(−t,ω), we have∥∥∥∥ ∑
m,n∈Z
[
(Fgf )(ω,µm,n)e
iωµm,n − (Fgf )(λm,n,µm,n)eiλm,nµm,n
]
χEm,n(ω, t)
∥∥∥∥2
=
∥∥∥∥ ∑
m,n∈Z
1
2π
[
(Fgˆfˆ )(−µm,n,ω)− (Fgˆfˆ )(−µm,n,λm,n)
]
χEm,n (ω, t)
∥∥∥∥2
=
∑
m,n∈Z
∫ ∫
Em,n
1
4π2
∣∣(Fgˆfˆ )(−µm,n,ω)− (Fgˆfˆ )(−µm,n,λm,n)∣∣2 dω dt
 4b
2
π2
∑
m,n∈Z
∫ ∫
Em,n
1
4π2
∣∣∣∣ ∂∂ω (Fgˆfˆ )(−µm,n,ω)
∣∣∣∣2 dω dt
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= 4b
2
π2
∑
m,n∈Z
∫ ∫
Em,n
1
4π2
∣∣(Fgˆ′ fˆ )(−µm,n,ω)∣∣2 dω dt
= 4b
2
π2
∑
m,n∈Z
∫ ∫
Em,n
∣∣(Fg˜f )(ω,µm,n)∣∣2 dω dt (g˜(x)=−ixg(x))
 4b
2
π2
· 2π
(∥∥xg(x)∥∥+ 2a
π
∥∥xg′(x)+ g(x)∥∥)2‖f ‖2, (3.4)
where (3.3) is used in the last step.
Putting (3.1) and (3.4) together, we get∥∥∥∥ ∑
m,n∈Z
[
(Fgf )(ω, t)e
iωµm,n − (Fgf )(λm,n,µm,n)eiλm,nµm,n
]
χEm,n(ω, t)
∥∥∥∥2
 2π
(
2a
π
∥∥g′(x)∥∥+ 2b
π
∥∥xg(x)∥∥+ 4ab
π2
∥∥xg′(x)+ g(x)∥∥)2‖f ‖2
= 2π'2‖f ‖2. (3.5)
Using (3.2) again, we get
2π
ab
(‖g‖ −')2‖f ‖2  ∑
m,n∈Z
∣∣(Fgf )(λm,n,µm,n)∣∣2  2π
ab
(‖g‖ +')2‖f ‖2,
which completes the proof. ✷
Theorem 3.3. Suppose that g(x), xg(x) ∈H 1. Let a, b > 0 be such that
'′ := a
π
∥∥g′(x)∥∥+ b
π
∥∥xg(x)∥∥+ ab
π2
∥∥xg′(x)+ g(x)∥∥< ∥∥g(x)∥∥. (3.6)
Then for any sequences {λm: m ∈ Z} and {µm,n: m,n ∈ Z} satisfying limm→±∞ λm =
limn→±∞µm,n =±∞,
0 < λm+1 − λm  b and 0<µm,n+1 −µm,n  a,
{√(λm+1 − λm−1)(µm,n+1 −µm,n−1)/4 eiλmxg(x − µm,n): m,n ∈ Z} is a frame for
L2(R) with bounds 2π(‖g‖ −')2 and 2π(‖g‖ +')2.
Proof. By setting Em,n = [(λm−1 + λm)/2, (λm + λm+1)/2] × [(µm,n−1 +µm,n)/2,
(µm,n +µm,n+1)/2], the proof is similar to the one of Theorem 3.2. ✷
Example 3.1. Gabor frames generated by the Gaussian function
g(x)= π−1/4e−x2/2.
It was shown in [1,3,14,15,26,28,31] that {eimbxg(x − na): m,n ∈ Z} is a frame for
L2(R) whenever ab < 2π . Furthermore, Seip and Wallstén’s results [31] are valid for
arbitrary uniformly discrete time-frequency parameters {(λm,n,µm,n)} with lower beurling
density greater than 1/2π . However, their proof gave no information on the frame bounds.
By Theorems 3.2 and 3.3, we can now give the frame bounds for a class of (λm,n,µm,n).
To compare with known results, we take λm,n = mb and µm,n = na. Figure 2 illustrates
our criterion (3.6).
Next we study the stability of regular Gabor frames. For any g ∈ L2(R) and a, b > 0,
let
S(g;a, b) := ess sup
x∈R
∑
m,n∈Z
2π
b
∣∣∣∣g(x − na)g(x − na − 2πmb
)∣∣∣∣.
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Fig. 2. Range of (a, b) for {eimbxg(x − na): m,n ∈ Z} to be a frame, where g is the Gaussian function. The
lower curve is determined by (a/π)‖g′(x)‖+ (b/π)‖xg(x)‖+ (ab/π2)‖xg′(x)+ g(x)‖= ‖g(x)‖.
Lemma 3.4. For any f,g ∈ L2(R), a, b > 0, and ω0, t0 ∈R, we have∑
m,n∈Z
∣∣(Fgf )(mb+ω0, na + t0)∣∣2  S(g;a, b)‖f ‖2.
Moreover, if {eimbxg(x − na): m,n ∈ Z} is a frame with bounds A and B , so is
{ei(mb+ω0)xg(x − na − t0): m,n ∈ Z}.
Proof. Since (Fgf )(mb+ω0, na+ t0)= e−i(mb+ω0)t0〈f (x+ t0)e−iω0x, g(x−na)eimbx〉,
the first conclusion is a consequence of [33, Lemma 2.1] (see also [5]), and the second one
is easy to check. ✷
Theorem 3.5. Let {eimbxg(x−na): m,n ∈ Z} be a frame for L2(R) with boundsA and B ,
a, b > 0. Suppose that g(x) is continuous differentiable and |g(x)|, |g′(x)| C(1+|x|)−α,
α > 2. Let g˜(x)= xg(x) and δ, η be positive constants. If
' := 4η
π
S(g′;a, b)1/2 + 4δ
π
S(g˜;a, b)1/2 + 16δη
π2
S(g˜′;a, b)1/2 <√A,
then for any λm,n, µm,n with
|λm,n −mb| δ and |µm,n − na| η,
{eiλm,nxg(x − µm,n): m,n ∈ Z} is a frame for L2(R) with bounds (
√
A − ')2 and
(
√
B +')2.
Proof. It is easy to check that all of S(g′;a, b), S(g˜;a, b), and S(g˜′;a, b) are finite. For
any f ∈ L2(R), by Lemmas 2.2 and 3.4, we have
∑
m,n∈Z
δ∫
−δ
dω
η∫
−η
∣∣(Fgf )(mb+ω,na + t)− (Fgf )(mb+ω,µm,n)∣∣2 dt
=
∑
m,n∈Z
16η2
π2
δ∫
−δ
dω
η∫
−η
∣∣(Fg′f )(mb+ω,na + t)∣∣2 dt
 16η
2
π2
· 4δη · S(g′;a, b)‖f ‖2. (3.7)
On the other hand, by Lemma 3.4, we have
∑
m,n∈Z
δ∫
−δ
dω
η∫
−η
∣∣(Fgf )(mb+ω,na + t)∣∣2 dt  4δη · S(g;a, b)‖f ‖2.
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Hence
∑
m,n∈Z
δ∫
−δ
η∫
−η
∣∣(Fgf )(mb+ω,µm,n)∣∣2 dt dω
 4δη
[
S(g;a, b)1/2 + 4η
π
S(g′;a, b)1/2
]2
‖f ‖2.
It follows that
∑
m,n∈Z
η∫
−η
dt
δ∫
−δ
∣∣(Fgf )(mb+ω,µm,n)ei(mb+ω)µm,n
− (Fgf )(λm,n,µm,n)eiλm,nµm,n
∣∣2 dω
=
∑
m,n∈Z
η∫
−η
dt
δ∫
−δ
∣∣∣∣ 12π (Fgˆfˆ )(−µm,n,mb+ω)− 12π (Fgˆfˆ )(−µm,n,λm,n)
∣∣∣∣2 dω

∑
m,n∈Z
16δ2
π2
η∫
−η
dt
δ∫
−δ
∣∣∣∣ 12π (Fgˆ′ fˆ )(−µm,n,mb+ω)
∣∣∣∣2 dω
=
∑
m,n∈Z
16δ2
π2
η∫
−η
dt
δ∫
−δ
∣∣(Fg˜f )(mb+ω,µm,n)∣∣2 dω
 16δ
2
π2
· 4δη
[
S(g˜;a, b)1/2 + 4η
π
S(g˜′;a, b)1/2
]2
‖f ‖2. (3.8)
By (3.7) and (3.8), we have
∑
m,n∈Z
δ∫
−δ
dω
η∫
−η
∣∣(Fgf )(mb+ω,na + t)ei(mb+ω)µm,n
− (Fgf )(λm,n,µm,n)eiλm,nµm,n
∣∣2 dt
 4δη
[
4η
π
S(g′;a, b)1/2 + 4δ
π
S(g˜;a, b)1/2 + 16δη
π2
S(g˜′;a, b)1/2
]2
‖f ‖2
= 4δη'2‖f ‖2.
On the other hand, by Lemma 3.4,
4δη ·A‖f ‖2 
∑
m,n∈Z
δ∫
−δ
dω
η∫
−η
∣∣(Fgf )(mb+ω,na + t)∣∣2 dt  4δη ·B‖f ‖2.
Hence(√
A−')2‖f ‖2  ∑
m,n∈Z
∣∣(Fgf )(λm,n,µm,n)∣∣2  (√B +')2‖f ‖2.
This completes the proof. ✷
Remark 3.1. As the case of wavelet frames, both Theorems 3.2 and 3.5 can be viewed as
perturbations of regular ones. The main difference between them is that the later restricts
nothing on the choice of positive constants a and b.
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