This short note proposes an approximation method of pricing barrier options under stochastic volatility environment by applying an asymptotic expansion approach combined with a static hedging method. In particular, through numerical examples it shows that the fifth-order normal approximation of an asymptotic expansion scheme (Shiraya-Takahashi-Toda[4],Takahashi-Takehara-Toda [7]) with a modification of a static hedging method by Fink[1] provides good approximations under the λ-SABR model.
Static Hedge
We will apply an asymptotic expansion method with a modification of a static hedging method by Fink [1] to approximate the value of barrier options. Especially, in addition to plain-vanilla options as described in Fink [1] , digital options may be useful in static hedging for an in-the-money knock-out call option. We will briefly describe the method below.
• The payoff of an in-the-money knock-out call with maturity T , strike K and barrier B:
where S t denotes the underlying asset price at t, M t := max{S u ; 0 ≤ u ≤ t} and B is a constant such that B > K( and B > S 0 ).
The payoff of an out-of-the-money knock-out call with maturity T , strike K and barrier B:
where Q t := min{S u ; 0 ≤ u ≤ t} and B is a constant such that B < K ( and B < S 0 ).
• C(t, T, K, v) : the price of a plain-vanilla call option at t with maturity T , strike K and time-t volatility v.
D(t, T, K, v)
: the price of a digital option at t with maturity T , strike K and time-t volatility v. The payoff is given by 1 if S T ≥ K and 0 otherwise.
• First of all, for replication of the value of the barrier option at maturity when the barrier is not hit until the maturity T , we long one unit of a plain-vanilla call option with maturity T and strike K.
In addition, for an in-the-money knock-out call we may short α(B − K) (where α = 1 or α = 2) units of a digital option with maturity T and strike B to replicate the value when the barrier is hit just before the maturity.
• Example: in-the-money knock-out call with K = 90 and B = 100 (a) long one unit of a plain-vanilla call option with K = 90 (b) short 10 units when α = 1 or 20 units when α = 2 of a digital option with K = 100 (c) a portfolio of call options with K ≥ 100(explained later)
Suppose that the barrier is hit just before the maturity.
The values of (a), (b), (c):
(a) about 10, (b) about 5 when α = 1, or 10 when α = 2 (the value of a digital option at ATM just before the maturity is about a half of its payoff.),
(c) about 0
When α = 1, the replication error is reduced to about half of the error for the replication without digital options.
When α = 2, the replication error is reduced to about 0. However, note that the error shows up when the barrier is hit at maturity.
• Next, fix t 1 (< T ), T 1 (∈ (t 1 , T ]) and v 1 , v 2 , · · · , v m (volatility at t 1 ).
Then, we consider the case when the barrier is hit at t 1 .
We choose plain-vanilla call options with maturity T 1 so that the total value combined with
. Their strikes are chosen above or equal to the barrier B so that they expire out-of-the-money if the barrier is not hit until T 1 .
Thus, at t 1 choose x 1j (j = 1, · · · , m) units of plain vanilla options with strikes K = B + γ j and maturity T 1 where γ j ≥ 0 (j = 1, · · · , m) are given constants that are different each other and α is 0 for out-of-the-money knock-out call options and 0, 1 or 2 for in-the-money knock-out call options.
In other words, solve the following system of linear equations with respect to
Then, we consider the case when the barrier is hit at t 2 .
We choose plain-vanilla call options with maturity T 2 so that the total value combined with
. Their strikes are chosen above or equal to the barrier B so that they expire out-of-the-money if the barrier is not hit until T 2 .
In the same way as above, at t 2 choose x 2j (j = 1, · · · , m) units of plain vanilla call options with strikes K = B + γ j and maturity T 2 where γ j ≥ 0 (j = 1, · · · , m) are given constants and α is 0 for out-of-the-money knock-out call options and 0, 1 or 2 for in-the-money knock-out call options.
• In the same way, a portfolio of plain-vanilla call options for static hedging of a barrier option is recursively determined towards time 0 at prespecified time points
Hence, an approximate value at t = 0 of the barrier option is obtained by the value of the portfolio at t = 0.
Setup of Numerical Examples
This section shows setup of numerical examples that examine accuracy of our approximation method. We take λ-SABR Model for the underlying asset model, test both out-of-the-money and in-the-money knock-out call options. and compute benchmark prices by Monte Carlo simulations.
λ-SABR Model
For the underlying asset model, we take λ-SABR Model(e.g. Labordere [3] ) where the dynamics of the underlying asset price S is given as follows:
Here, µ is a constant,
is a two dimensional Brownian motion and
where ν is a positive constant and ρ(∈ (−1, 1)).
Parameters
• the initial price of the underlying asset: S(0) = 100
• the drift of the underlying asset price process: µ = 0
• the interval of calendar spreads( 
The following three cases are tested for options in static hedging: • Number of trials: 20,000,000 Tables 5 and 6 give the result. Generally, it shows that the method provides good approximations of barrier option prices. In particular, use of digital options seems effective for approximations of in-themoney knock-out call option prices. In the following appendix, we give a brief summary of an asymptotic expansion method following [7] . See the paper for the detail.
Result

A An Asymptotic Expansion in a General Markovian Setting
Let (W, P ) be the r-dimensional Wiener space. We consider a d-dimensional diffusion process X
) which is the solution to the following stochastic differential equation:
is a r-dimensional standard Wiener process, and ϵ ∈ (0, 1] is a known parameter. T ) has its asymptotic expansion;
, the coefficients in the expansion, can be obtained by Taylor's formula and represented based on multiple Wiener-Ito integrals.
denote the i-th elements of A kt . In particular, A 1t is represented by
where Y denotes the solution to the differential equation;
is recursively determined by the following:
Then, g 0T and g 1T can be written as
For n ≥ 2, g nT is expressed as follows:
where
Next, normalize g(X (ϵ)
T ) to
and make the following assumption:
Note that g 1T follows a normal distribution with variance Σ T ; the density function of g 1T denoted by f g1T (x) is given by
Hence, Assumption 1 means that the distribution of g 1T does not degenerate. In application, it is easy to check this condition in most cases. Hereafter, Let S be the real Schwartz space of rapidly decreasing C ∞ -functions on R and S ′ be its dual space that is the space of the Schwartz tempered distributions. Next, take Φ ∈ S ′ . Then, by Watanabe theory(Watanabe 
B Computation Scheme
• To compute conditional expectations in the right hand side of (7), we use the following lemma which can be derived from the property of Hermite polynomials and leads us to compute the unconditional expectations instead of the conditional ones.
Lemma 1 Let
(Ω, F, P ) be a probability space. Suppose that X ∈ L 2 (Ω, P ) and Z is a random variable with Gaussian distribution with mean 0 and variance Σ. Then, the conditional expectation
where µ is the Gaussian measure on R with mean 0 and variance Σ:
where H n (x; Σ) is the Hermite polynomial of degree n which is defined as
and coefficients a n are given by
• Recallĝ 1T is defined asĝ
and define
• Then, from Lemma 1 and (7), we have the following expression of E[Φ(G (ϵ) )]:
} .
• In particular, let Φ be the delta function at x ∈ R, δ x , we obtain the asymptotic expansion of density of G (ϵ) :
(10)
• Here it is noted that with this expression we now need to compute unconditional expectations
instead of the conditional expectations.
• Remark
We remark the relation between our method and an approach presented by Takahashi [5] , [6] in which the density function of G (ϵ) is derived by Fourier inversion of its formally expanded characteristic function. In fact, [5] 
and computed the conditional expectations in this expansion. Then, f G (ϵ) (x) was derived by Fourier inversion of Ψ G (ϵ) (ξ);
• This approach is completely equivalent to our method. From (10) we obtain
Then it is obvious that the inversion of the characteristic function expanded up to ϵ N -order (11) coincides with the density function obtained by our approach.
B.1 Asymptotic Expansion of Density Function
• In this subsection, we propose a new computational method for the asymptotic expansion of the density function (10). In particular, we show that coefficients in the expansion is obtained through a system of ordinary differential equations that is solved easily, and derive an expression of the expansion up to ϵ 3 -order.
First, we write down the equation (10) more explicitly up to ϵ 3 -order:
where coefficients a j,m,k l are given by
• Since E[Z 
where A 1t is given by (4), and A 2t and A 3t are expressed as
• Here, we redefineĝ 1 = {ĝ 1t ; t ∈ R + } and Z ⟨ξ⟩ = {Z ⟨ξ⟩ t ; t ∈ R + } as a stochastic processeŝ
• We define η
• We derive a system of ordinary differential equations of η. In the followings, for simplicity, we assume that V 0 doesn't depend on ϵ, and write V 0 (x, ϵ) as V 0 (x).
• Consider the evaluation of η 
• Note that the second and third terms are martingales. Thus, taking the expectation on both sides, we have the following ordinary differential equation of η j 2,1 :
• Here, η 
hence, we have d dt η 
t ).
• η j,k 2,2 is evaluated in the same way.
• Note that η • The key observation is that each ODE does not involve any higher order terms, and only lower or the same order terms appear in the right hand side of the ODE. Hence, one can easily solve (analytically or numerically) the system of ODEs and evaluate expectations. +
