This paper describes an accent identification system for Portuguese, that explores different type of properties: acoustic, phonotactic and prosodic. The system is designed to be used as a pre-processing module for the Portuguese Automatic Speech Recognition system developed at INESC-ID. In terms of variety identification, the overall rate of correct identification is 69.0% if all 7 varieties are considered, and the best results are obtained for Brazilian Portuguese, also the variety that proved easiest to identify in perceptual experiments. When distinguishing between European, Brazilian and African Portuguese, the identification rate goes up to 94.7%. The fact that the prosodic system alone can achieve an identification rate of 77% is also worth investigating.
INTRODUCTION
One of the problems encountered by the Automatic Speech Recognition (ASR) system developed at INESC-ID when applied to automatic captioning of broadcast news (BN) is the presence of different languages and different varieties of Portuguese. The presence of varieties other than European Portuguese (EP) may severely degrade the performance of the recognizer. In fact, whereas the word error rate (WER) of an ASR trained for EP is around 24% for this variety, for African Portuguese (AP) it can go from 30% to 38%, and for Brazilian Portuguese (BP), it may exceed 60%. This motivated the need for a variety identification module.
The orthographic differences are minor, which justifies similar out-of-vocabulary rates for the three varieties (1.4%, 2.0%, and 1.8%, for EP, AP and BP, respectively). Syntactic differences can be found in the use of prepositions, the position of clitics, and the alternative use of infinitive/gerundive verb forms. The lack of number agreement can be also found in BP and specially AP. However, the most striking differences concern pronunciation, namely vowel reduction, which is much more extreme in EP than in BP [1] , [2] . Concerning prosody, whereas comparative studies of BP and EP can already be found [3] , as far we know, such studies are inexistent for African varieties. However, we strongly believe that they will play a crucial role in distinguishing between themselves.
Dialect/accent identification is a somewhat harder topic that language identification and has not yet been as much investigated [4] [5] [6] [7] although one can find a growing number of references on a related problem -foreign accent identification. Many approaches use language identification (LID) systems applied to native dialect identification.
This was the approach that we also followed and that will be described in section 2. The next section is dedicated to the corpus used in our variety identification experiments. The results are discussed in section 4, and compared with a human benchmark test.
VARIETY IDENTIFICATION SYSTEM
Our system is a fusion of 3 subsystems: Acoustic (section 2.2), Phonotactic or PRLM (section 2.2), and Prosodic (section 2.4). These 3 subsystems share a common audio pre-processing module (APP) as represented in Figure 1 . For the time being, the fusion Fig. 1 . Overview of the language identification system. method is only a simple weighted addition of the log-likelihoods generated by each system. The weights have been computed on the train part of the corpus described in the next chapter. The method is clearly non-optimal. Hence, it will not be described in detail and is only mentioned to give an idea of the performances that could be achieved using the three subsystems together.
Audio pre-processing
The APP module is part of our speech recognition system [8] ). It integrates five components: three for classification (Speech/Non Speech, Gender and Background), one for speaker clustering and one for acoustic change detection. These models are composed of artificial neural networks of the type feed-forward fully connected multi-layer perceptron, and were trained with the back-propagation algorithm on a Portuguese BN corpus of over 60 hours [9] . Two of the modules of this pre-processing stage are specially interesting for variety identification: the speech/non speech detection, as we do not want to treat non-speech parts, and the speaker clustering, as we assume that each speaker speaks a single variety and make the identification decision on a speaker by speaker basis.
Acoustic system
A generic acoustic language identification system is displayed in Figure 2 . The system works in two phases: a learning procedure to create the models, and a testing procedure. The acoustic features extracted from the audio signal are 12 MFCC plus delta, resulting in a 24-dimensional vector. The models used are Gaussian Mixture Models (as in [10] ), learnt with the classic VQ and EM algorithms. As explained above, the PRLM system is based on a single Portuguese phone-recognizer. A synoptic of the system is given in Figure 3 .
PRLM system
The phone recognizer is part of the AUDIMUS system [11] , a hybrid recognizer that combines the temporal modeling capabilities of hidden Markov models with the pattern discriminative classification abilities of multi-layer Perceptrons. This phonetic decoding is applied to all the languages in the training database, resulting in Portuguese-phones sequences which are then modeled for each language by n-grams, using the SRI language modeling toolkit [12] .
Prosodic system
The prosodic system is the same as used in [13] . It is based on two different aspects: the definition of relevant units (pseudo-syllables) and the separate processing of the variations of macro-and microprosodic components (long-and short-term models). A synoptic of the system is displayed in Figure 4 . 
Segmentation, Vowel detection and Pseudo-syllables
The pseudo-syllable unit is defined as a cluster of consonants ending with a vowel, corresponding to the most frequent syllable structure in the world [14] .
Three baseline procedures lead to relevant consonant, vocalic and silence segment boundaries: automatic speech segmentation [15] , vocal activity detection [16] and vowel localisation (see [16] for more details). Labels "V", "C", or "#" are used to qualify each segment. Then, all the consonantal segments are merged until the next vocalic segment, which ends the pseudo-syllable.
Prosodic coding
Two models are used to separate the long-term and short-term components of prosody. The long-term component characterizes prosodic movements over several pseudo-syllables while the shortterm component represents prosodic movements inside a pseudosyllable. The fundamental frequency processing is divided into two phases, representing the phrase accentuation and the local accentuation, as in Fujisaki's work [17] . The phrase accentuation is used for the long-term model while the local accentuation is used for the short-term model. Fundamental frequency and energy are extracted from the signal using the SNACK Sound toolkit [18] .
The long-term coding uses the pseudo-syllable segmentation as a time-base. The coding is described in Figure 5 . The "baseline" is a representation of the phrase accentuation. It is computed by finding all the local minima of the F0 contour, and linking them. The labels used are U(p), D(own), respectively representing a positive and a negative slope of the baseline, and #(silence or unvoiced).
The short-term coding is detailed in Figure 6 . The short-term coding use the "C", "V" and "#" segments as a time base. The local accentuation, named here residue, is represented by the difference between the original F0 contour and the baseline. This residue is then approximated on each segment by a linear regression. The F0 variation on voiced parts gives the label (Up or Down). Unvoiced parts are labelled "#". In parallel, the energy curve is computed and also approximated by linear regressions on each segment. The process is the same as the one used for the residue coding. The Up and Down labels are used to describe the variations while very short segments (e.g. <20ms) are labelled "#". Duration labels are also computed on the segment units. The "s" (short) and "l" (long) labels are assigned considering the mean duration of each kind of segment (vocalic, consonantic or silence). These three coding are used conjointly to form the short-term coding. Hence, for each segment, the label is then composed of three symbols.
Prosodic N-gram Modeling
To model the prosodic variations, we use classical n-gram language modelling provided by the SRI-LM toolkit [12] . As the best results for other databases were obtained with 3-grams [13] , this setting has been kept for these experiments. For each system -long-and shortterm -each target variety is modeled by an n-gram model during the learning procedure. During the test phase, the most likely variety is picked according to the model which provides the maximum likelihood.
CORPORA
For the variety identification task, we used the EP subset of the COST 278 corpus [19] , recorded from a public channel (RTP), complemented with BN shows transmitted from Portugal to Brazilian (TV Record) and African (Reporter Africa) speakers. For EP, the corpus includes 6 shows of different types. For BP, the corpus includes 6 40-minute shows (publicity segments were later excluded). For AP, we have recorded 16 30-minute shows and manually labeled the varieties spoken by reporters in Angola, Cabo Verde, GuineaBissau, Mozambique, São Tomé and Príncipe. The number of automatically detected speakers and the duration (in minutes) for each variety is shown in Table 1 . 
VARIETY IDENTIFICATION EXPERIMENTS
The first experiment aimed at discriminating between all the Portuguese varieties at the same time. The tests were made according to the cross-validation procedure: First, one speaker was selected for testing. All the remaining data was used for learning the variety models. After the test was completed, a new speaker was used for testing. This procedure was iterated until all the speakers of the corpus had been used for testing. The global variety identification results are shown in Table 2 . The average identification rate is 69.0%. The best recognised variety is Brazilian (97.9%), followed by European Portuguese (88.4%). The varieties from Guinea-Bissau and São Tomé and Principe are the worst recognised (0% and 7.8%). The lack of data for the African varieties -as compared with European and Brazilian Portuguese -may explain the poor performance achieved on this data by the system. In order to provide a more balanced experiment, we next addressed the identification of broad varieties by regrouping all the African varieties into one class. Using the grouping, we have almost the same amount of data for each broad variety (194 minutes for AP, 190 minutes for BP and 194 minutes for EP). Thus, the aim of this experiment was to identify if the test speaker speaks African, Brazilian or European Portuguese. The designed system performs quite well on this data, with a global identification rate of 94.7%. Detailed results (Table 3) show that the best identified variety is European Portuguese (97.1%). This result is obtained using the fused system. It is however noticeable that the prosodic system alone achieves an identification rate of more than 77%.
After identifying that a speaker speaks African Portuguese, the third experiment aimed at finding which African Portuguese variety is actually spoken. The global identification rate (see Table 4 ) is 60.1%. The most clearly identified varieties are Portuguese from Guinea-Bissau (73.7%) and Angola (71.2%). The weakest identification rate is for São Tomé and Príncipe. 
Human benchmark experiment
In order to compare the performance of our automatic variety identification system with a manual one, we conducted a human benchmark. For this purpose, we selected 8 stimuli from each of the 7 varieties. In this selection, we avoided sentences that could give an indication either by lexical, syntactical or semantical cues of the origin of the speaker. The sentences (or segments from sentences) ranged in duration between 1.6 and 23.4 seconds. Most of the sentences were extracted from spontaneous speech (64%), in order to avoid easily identifiable journalists or politicians. Participants were asked to classify each stimulus as one of the 7 varieties, but they also had an option to mark it as African Portuguese (AP). In very few cases they forgot to (or could not) mark their preference (no answer -NA).
The test involved 65 participants: 44 participants from Portugal, 7 from Brazil and 14 from Africa (8 from Angola, 4 from Cape Verde and 2 from Mozambique). Table 5 shows the confusion matrix.
The results very clearly show that, as in the automatic test, Brazilian Portuguese is the least confusable variety. They also show It was interesting to notice that practically all Portuguese participants correctly identified BP and (although not so clearly) EP sentences, and most could correctly identify African varieties as such but, even if they have some suspicion about the African country of origin, namely if they have lived there, they were often reluctant to discriminate. Some Brazilian participants had no familiarity at all with African varieties, tending to confuse them with EP. Hence, the bad results for EP identification. Most African participants correctly identified BP and EP varieties, but they also tried to discriminate between African varieties more often. Their general opinion was that identifying African varieties in BN was much more difficult than identifying the varieties of the African people they meet everyday, most probably because in BN, many speakers (reporters, politicians and people involved in cultural events) have a higher level of education and/or familiarity with EP.
If these results are analyzed using only three broad classes (AP, BP and EP), as shown in Table 6 , the average ratio of correct identification is 96.2%. Just for comparison purposes, we have also run an experiment aimed at investigating the behavior of the automatic system with these stimuli. The number of files is too small to get any significant results, and some of the files are too short, but still the automatic 3-class system yielded reasonably good results (above 70%).
CONCLUSIONS
Our accent identification system achieved an average correct identification ratio of 69.0%. The least confusable variety was by far BP (97.9% correct identification). EP was next. African varieties were the hardest to discriminate. That led us into trying to build a system with only 3 broad classes: AP, BP or EP. The average ratio achieved by this system was 94.7%.
The results of these experiments were compared with the ones of a human benchmark test, which basically revealed a very good capacity for detecting BP and, although not so easily, EP, and similar difficulties in discriminating African varieties, although they could also be easily identified as such. The average 3-class identification ratio was 96.2%.
