In black box evaluation and optimization Latin hypercube designs play an important role. When dealing with multiple black box functions the need often arises to construct designs for all black boxes jointly, instead of individually. These so-called nested designs consist of two separate designs, one being a subset of the other, and are used to deal with linking parameters and sequential evaluations. In this paper we construct nested maximin designs in two dimensions. We show that different types of grids should be considered when constructing nested designs and discuss how to determine which grid to use best for a specific computer experiment. In the appendix to this paper maximin distances for different numbers of points are provided; the corresponding nested maximin designs can be found on the website http://www.spacefillingdesigns.nl.
Introduction
Latin hypercube designs (LHDs) are extremely useful in the approximation of black box functions. Suppose that our aim is to approximate such a function on a box-constrained domain. By nature, a black box function is not given explicitly, however, we may perform function evaluations. As evaluations of the black box function often involve time-consuming computer simulations, we would like to construct an approximating model based on evaluations in a (small) number of points. See, e.g. Montgomery [10] , Sacks et al [13] , [14] , Myers [12] , Jones et al [7] , Booker et al [1] , and Den Hertog and Stehouwer [5] . We call such a set of evaluation points a design. As is recognized by several authors, such a design for computer experiments should at least satisfy the following two criteria (see Johnson et al [8] and Morris and Mitchell [11] ). First of all, the design should be space-filling in some sense. When no details on the functional behavior of the response parameters are available, it is important to be able to obtain information from the entire design space. Therefore, design points should be "evenly spread" over the entire region. Secondly, the design should be non-collapsing. When one of the design parameters has (almost) no influence on the black box function value, two design points that differ only in this parameter will "collapse", i.e. they can be considered as the same point that is evaluated twice. For deterministic black box functions this is not a desirable situation. Therefore, two design points should not share any coordinate values when it is not known a priori which parameters are important. This can be accomplished by using Latin hypercube designs.
To obtain space-filling designs the evaluation points are chosen in such a way that the separation distance (i.e. the minimal distance among pairs of points) is maximized, leading to so-called maximin designs. Other space-filling designs, like minimax, IMSE, and maximum entropy designs, are also used in the literature. For a good survey of these designs see the book of Santner et al [15] . In this book it is also shown that maximin Latin hypercube designs generally speaking yield the best approximations. Only a few papers consider maximin designs, e.g. Trosset [18] , Dimnaku et al [4] , Locatelli and Raber [9] , and Stinstra et al [16] . These papers describe heuristics to find approximate maximin designs. Morris and Mitchell [11] and Van Dam et al [3] consider maximin Latin hypercube designs.
In real-life problems there is a need for nested designs. We call a design nested when it consists of two separate designs, one being a subset of the other, see Van Dam et al [2] . Nested designs are useful when we have linking parameters or sequential evaluations.
To start with the first; consider a product that consists of two components, each of them represented by a black box function. To obtain proper approximating models a different number of function evaluations may be needed for each black box function. Moreover, in practice it may occur that the functions have an input parameter in common; such a parameter is called a linking parameter, see Husslage et al [6] . Evaluating a linking parameter at the same setting in both functions (i.e. component-wise) leads to an evaluation of the product. Not only do product evaluations provide a better understanding of the product, they are also very useful in the product optimization process. Another reason for using the same settings for (linking) parameters is due to physical restrictions on the simulation tools. Setting the parameters for computer experiments can be a time-consuming job in practice, since characteristics, like shape and structure, have to be redefined for every new experiment. Therefore, it is preferable to use the same settings as much as possible. By constructing nested designs we can determine the settings for linking parameters.
As an example of a real-life problem in which linking parameters play a role, we consider a collaborative optimization approach to optimize the design of a color picture tube, see Stinstra et al [17] . Such a tube consists of the main components screen, electron gun, and shadow mask. Stinstra et al [17] consider the collaborative design of several aspects of the shadow mask and the screen. Two of these aspects are the black functions describing Landing and Microphony. The Landing function measures the quality of the image, whereas the Microphony function measures how vulnerable the shadow mask is to external vibrations. Since the response parameters of both Landing and Microphony depend on the settings of the design parameters of the shadow mask, linking parameters play an important role, see Figure 1 . As is argued by Husslage et al [6] , the same settings should be used for these linking parameters as much as possible, giving rise to the need for nested designs. Nested designs are also useful when dealing with sequential evaluations. In practice it is common that after evaluating an initial set of points, extra evaluations are needed. As an example, suppose we construct an approximating model for some black box function based on n 1 function evaluations. However, after validating the obtained model it turns out that an extra set of function evaluations is needed to build a proper model. We then face the problem of constructing a design on a total of, say, n 2 points, given the initial design on n 1 points. To anticipate on the possibility of extra evaluations, one can construct the two designs (on n 1 and n 2 points) at once, hence, by constructing a nested design.
We have just described why both Latin hypercube designs and nested designs are important. In this paper we will combine both types of designs and construct nested maximin Latin hypercube designs in two dimensions. We will focus on the problem of nesting two sets, X 1 and X 2 , with X 1 ⊆ X 2 , X i = {(x j , y j )|j ∈ I i }, and |I i | = n i , i = 1, 2. Hence, the index set I 1 ⊆ I 2 = {0, . . . , n 2 − 1} tells us which design points (x j , y j ) are contained in both sets. We assume that all points (x j , y j ) are contained in the box [0, 1] 2 . We use scaling factors s 1 and s 2 to compare the minimal distances of the sets X 1 and X 2 , respectively. Our aim is to determine the design points (x j , y j ) and index set I 1 such that every set X i is as much as possible space-filling with respect to the maximin criterion. To this end we define d i as the (squared) minimal scaled Euclidean distance among all points in the set X i , i.e. d i = min j,k∈Ii, j =k
. In this paper we will use s i = 2 , to find a nested maximin design.
In the rest of this paper we discuss different types of nested maximin designs and give examples for each of them. More results are provided in the appendix to this paper.
Nested maximin designs
When considering nested maximin designs there are several different types of designs we can distinguish, see Figure 2 . A first division can be made by distinguishing between unrestricted (possibly collapsing) and non-collapsing designs. An unrestricted nested maximin design (consisting of two nested sets) can be found by solving the following mathematical problem:
(1) Figure 3 gives an example of such an unrestricted nested maximin design where (n 1 , n 2 ) = (4, 9). In this figure the design points in X 1 are represented by black dots, the white dots represent the extra design points needed to complete X 2 , hence, the black and white dots together make up the set X 2 . In this particular example the nesting restriction does not reduce the maximin distances of the individual sets, i.e. they are both optimal. However, in general this reduction will occur for most combinations of n 1 and n 2 . As mentioned before, it is important to have non-collapsing designs when dealing with deterministic computer experiments. Therefore, we consider this type of designs in the rest of this paper. Unrestricted nested designs are discussed in another (forthcoming) paper. Note that by adding constraints to (1) to enforce that the x and y-levels are separated by some distance we will obtain a non-collapsing nested design. The problem now is to determine what value to take for this distance. We discuss two possibilities by distinguishing between Latin hypercube designs and grids with nested maximin axes.
Latin hypercube designs
There are two ways to use Latin hypercube designs (LHDs). We can either construct a Latin hypercube design based upon the first set (i.e. X 1 ), which we will call an n 1 -grid, or we can construct a Latin hypercube design based upon the second set (i.e. X 2 ), which we will call an n 2 -grid. Continuing our previous example where (n 1 , n 2 ) = (4, 9) the corresponding maximin Latin hypercube designs on the n 1 -grid and n 2 -grid are given in Figures The n 2 -grid To construct a nested Latin hypercube design on an n 2 -grid we must choose n 1 points on this grid that make up the set X 1 and choose n 2 − n 1 extra points on the grid that (together with X 1 ) form the set X 2 . Given the sets X 1 and X 2 we are interested in two measures: the "space-fillingness" of each set, represented by the d i , and the "non-collapsingness" of each set on its axes. To find a nested space-filling design we maximize d = min{d 1 , d 2 }. With respect to the non-collapsingness, note that an n 2 -grid already gives optimal non-collapsingness for the set X 2 . We therefore only have to add restrictions such that the projections onto the axes, i.e. the levels, of the design points in set X 1 will also be as space-filling as possible. Now, let us first consider the case where c 2 = n2−1 n1−1 ∈ N. In this case we can easily maximize the non-collapsingness by limiting our choice of X 1 -points to {0,
2 , yielding equidistantly distributed projections of the design points onto the axes. See, for example, the nested maximin Latin hypercube design of (n 1 , n 2 ) = (16, 31) points (with c 2 = 2) in Figure 6 . Using an extension of the branchand-bound algorithm of Van Dam et al [3] we were able to find nested maximin Latin hypercube designs for n 2 up to 32 in case c 2 ∈ N. Table 3 in the appendix gives the corresponding maximin distances.
For c 2 ∈ N the situation is more complicated. It is then no longer possible to have equidistantly distributed projections onto the axes, since we are bounded to the n 2 -grid and n 1 − 1 is no longer a divisor of n 2 − 1. From the one-dimensional case we know that when the X 2 -levels are equidistantly distributed, like we have now on the n 2 -grid, it is optimal to have c 2 − 1 or c 2 − 1 X 2 -levels between the X 1 -levels; see van Dam et al [2] . Hence, should the design collapse to one dimension, having chosen the X 1 -points such that its levels fulfill above restriction will result in an optimal one-dimensional nested maximin design. Therefore, we require the X 1 -levels to be separated by either c 2 1 n 2 −1 or c 2 1 n 2 −1 . Note that there are multiple grids possible for the set X 1 . Figure 7 gives an example of a nested maximin design on an n 2 -grid where (n 1 , n 2 ) = (4, 9). The results found with the extended branch-and-bound algorithm can be found in Table 4 of the appendix.
The n 1 -grid The idea here is the same as with the n 2 -grid. We again demand to have c 2 − 1 or c 2 − 1 X 2 -levels between the X 1 -levels. Hence, the X 2 -levels will be separated by either Figure 8 for an example of a nested maximin design on an n 1 -grid where (n 1 , n 2 ) = (4, 9). More results, for n 2 up to 15, can again be found in the appendix, in Table 5 . Figure 6 : A nested maximin Latin hypercube design of (n 1 , n 2 ) = (16, 31) points, with 
Grids with nested maximin axes
When using a Latin hypercube design we clearly favor one of the sets, X 1 or X 2 , by using an n 1 -grid or an n 2 -grid, respectively. If both sets are assumed to be of equal importance we would like to treat them equally as well. To deal with this problem we can use the (known) one-dimensional nested maximin designs (see van Dam et al [2] ) on the axes and construct two-dimensional nested maximin designs on the grids obtained this way. Note that in this case the projection of the points onto the axes will always be space-filling, with respect to the maximin criterion. Furthermore, note that the one-dimensional maximin designs are (again) not unique, hence, there are multiple grids possible. See Figure 9 for an example of a nested maximin design of (n 1 , n 2 ) = (4, 9) points on a grid with nested maximin axes. Table 6 in the appendix gives the maximin distances for values of n 2 up to 15. 
A nested maximin design of (n 1 , n 2 ) = (4, 9) points on a grid with nested maximin axes, with d = d 2 = 0.85 and d 1 = 1.64.
Comparing the different types of grids
In the previous sections we discussed three types of grids. The question now remains as when to use which type? As an example, consider Table 1 , which summarizes the results of the previous sections for the case (n 1 , n 2 ) = (4, 9). Table 1 : Maximin distances for different types of nested grid-designs where (n 1 , n 2 ) = (4, 9).
When determining which grid to use there are a few aspects to consider. First, if we are more interested in the space-fillingness of a design we should choose the grid which yields the largest maximin distance, e.g. the nested n 2 -grid in Table 1 . Note, however, that the maximin distance does not only depend on the used grid, but also on the values of n 1 and n 2 . Therefore, it may be wise to consider several different pairs (n 1 , n 2 ) for each type of grid in order to find a satisfiable nested design. Besides the maximin distance there is also the non-collapsingness to consider, especially when it is not known a priori which parameters are important. Should the design collapse then we would like to have the one-dimensional design to be space-filling, e.g. by choosing a grid with nested maximin axes. The reason why we are using a nested design may also affect our choice. For example, an n 1 -grid is preferable for sequential evaluations, since we know for sure that the first set of design points will be evaluated (furthermore, this set should give us a good idea about the whole region, so should be as space-filling as possible), whereas the evaluation of an extra set of design points depends on the previously evaluated set. In the same setting, an n 2 -grid is preferable when we demand that the final set of design points, hence X 2 , should be a Latin hypercube design, as is often the case in practice. In the case of linking parameters the grid choice mostly depends on the question which of the two sets we consider to be most important, thus using an n 1 -grid or an n 2 -grid. A grid with nested maximin axes should be used when we have no preference for either one of the sets.
From above discussion it follows that the notion of what is the best nested grid-design clearly depends on the user's preference. Fortunately, there are some special cases, i.e. when c 2 ∈ N, that make the comparison of the various nested grid-designs superfluous. In these cases we do not have to differentiate between different types, since they will all come down to the same nested design (and maximin distance).
Besides nested designs that maximize our objective function d = min{d 1 , d 2 } there are also some other interesting nested designs to consider: dominant nested designs. We will call a combination of distances (d 1 , d 2 ) dominant if it is not possible to improve one of the distances, without deteriorating the other distance. For c 2 ∈ N and n ≤ 32 we were able to compute all dominant nested designs. Besides the optimal ones in Table 3, Table 2 provides the pairs (n 1 , n 2 ) which have more than one dominant combination. In this latter table the distances d 1 and d 2 of the optimal design are given first, followed by the distances of the other dominant design(s). Note that the dominant nested design of (11, 21) points is also optimal, i.e. both designs have the same distances. For (9, 17) and (10, 19) points, however, the objective values of the dominant designs are equal (0.6250 and 0.5556, respectively), but the individual distances are smaller (1.1250 < 1.2500 and 1.0000 < 1.1111, respectively). As an example, Figures 10 and 11 show the two other dominant nested designs of (16, 31) points (the optimal one is given in Figure 6 ). Table 2 : Pairs (n 1 , n 2 ) with more than one dominant combination for c 2 ∈ N, n 2 ≤ 32.
Conclusions
A two-dimensional nested design consists of two separate designs, one being a subset of the other. Using these nested designs, instead of traditional designs of computer experiments, is useful when dealing with linking parameters or sequential evaluations, since nested designs are able to capture the dependencies between the two black boxes or evaluation stages (with respect to the design parameters). This paper focuses on constructing nested maximin Latin hypercube designs in two dimensions. The maximin criterion is used to find space-filling nested designs, i.e. designs with the design points spread over the entire design space. By choosing the design points on a grid we insure non-collapsingness, i.e. no two design points will have the same coordinate values. We distinguish between three types of grids: an n 1 -Latin hypercube design, an n 2 -Latin hypercube design, and a grid with nested maximin axes. Which grid to use is found to mainly depend on the nature of the computer experiment and the user's preference. For all three grids maximin distances are provided for values of n 2 up to 15. In the special case where n 1 − 1 is a divisor of n 2 −1 there is no need to differentiate between different types of grids, since they all come down to the same nested design. For pairs (n 1 , n 2 ) that satisfy this condition maximin distances up to n 2 = 32 are provided. All corresponding nested maximin designs can be found on the website http://www.spacefillingdesigns.nl. Table 4 : Maximin distances for nested designs on an n 2 -LHD, c 2 ∈ N. Table 6 : Maximin distances for nested designs on a grid with nested maximin axes, c 2 ∈ N.
