To learn the distribution of outcomes from previously ambiguity information for multi-attribute decision making, a novel associative Evidential Chains (ECs)-based fusion reasoning method was proposed. The convex combination of probabilistic beliefs from multiple refined ECs were induced by the proposed model based on multiple criteria linear programming. Its solution for the query case has varied flexibility with the similarity matrix derived from the historical ECs. Results of the applications with the benchmark cardiac diagnostic data sets verify that the proposed method is effective and interpretable.
Introduction
To learn the distribution of outcomes from previously ambiguity information is fundamental challenges in multi-attribute decision making area. The term ambiguity is used to describe settings where a decision maker does not assert a subjective distribution on unknown decision-relevant quantities. For example, in medical domain, clinicians lack the knowledge of objective probability distributions required to compute the expected value of information and are unable to credibly assert subjective distributions in their stead. The growth of information storage and network computing technologies has been accompanied by an increase in the ambiguity and sheer number of sensors. Even though the rich stream of data supports the diagnostic and management efforts of the clinicians, a popular phenomenon is that many of them have complained of data ambiguity as they try to assimilate and interpret multiple attribute entities (e.g. patients' records). Clinical decision support systems based on multi-attribute reasoning methods were developed to solve the other routine information processing tasks [1] , so physicians can focus on the most important aspects of the diagnosis process. However, for learning the distribution of outcomes decision making from previously observed information, such as the diagnosis of heart disease [2, 3] with fusing evidences from multiple sensory information and Electronic Medical Records (EHRs), the key to the accuracy of multi-attribute decisions lies in the fused reasoning with ambiguity information.
Decision support systems [5, 6] based on reasoning with cases and rules, for its not only boosts accuracy of multi-attribute decisions, but also for interpretability to human experts. Denoeux [7] proposed the k-nearest neighbor classification rule based on Dempster-shafer theory (DSk-NN), the evidence of the k nearest neighbors was pooled by means of Dempster's rule of combination. This approach provided a global belief treatment of such issues as ambiguity and imperfect knowledge. To improve the accuracy, considerable research has attempted to establish modes on case/rule-based fusion reasoning. Rossille et al. [8] proposed the case adaptation strategy directed by RBR by comparing target to rules and then to cases for non-standard samples. Xu et al. [9] proposed the CBR-RBR fusion with robust thresholds (CRFRT) method for unified representation and fusion reasoning of multiple information sources (cases and rules), which precisely combined the distribution of the selected cases and rules, thus enhancing the system capacity of pattern recognition. To our best knowledge, the conclusion on the query problem was adopted with the conventional CBR-RBR fusion models from a single knowledge source based on its best matching case or rule, but its reasoning results were not generally interpretable. Interpretability is closely related to the concept of explanation; an interpretable reasoning model ought to be able to explain its decision. A small literature has explored the concept of explanation in statistical modeling, for example, Rudin et al. [10] presented a theoretical analysis for reasoning based on association rules, yielded interpretable conclusions for the next event with a collection of past sequences of events (cases). However, in practical decisions, the reasoning accuracy decreases because of the case/rule knowledge sources from multiple information sources, such as various cases from multiple databases [11] , rules with different confidence [12] , etc., thus the distribution of the conclusion ought to be combined with these multiple information.
The motivation for this work lies in developing interpretable reasoning models with ambiguity information from massive evidences (cases and rules). This represents one of the fundamental challenges in delivering on the promise of evidence based personalized medicine. In this context, our goal is to induce, given data on an entity's historical information, the belief that the decision makers have towards a particular outcome of an entity. Since our reasoning method is entirely learned from large amounts of data, they can potentially be more accurate than current medical reasoning systems -yet just as concise and convincing. In this paper, a novel fusion reasoning model of associative Evidential Chains (ECs) has been proposed to obtain the distribution of outcomes from previously observed information. This method was specified with multi-criteria linear programming, using the similarity as the weight of the sources to integrate of multiple information sources from previous evidences in multi-attribute decision making.
Problem Formulation

Evidential Chains
We assume that the physical characteristic of the decision-making objects related to classification tasks, such as the patient pathology in medical decision making, can be represented as a decision categorical variable. The multiple-source information is represented as the random vector X,
, such that the information of n cases with heterogeneous entities. The entities (e.g., patients) characterized by the case have m features.
The evidential chains (EC s) extracted from the historical cases or domain rules comprise the reasoning knowledge source. The lth EC is defined as
where x lj is the observation of the jth antecedent X l j , l = 1, ..., L, and c l k is the label of the kth category. θ l is the coverage of the multiple information sources, referring to the objectively perceived ambiguity among the ECs. β l k is the certainty factor of the category c l k , representing the belief of the partial observed state of the query, which is either a numerical observation or subjective observation. The reasoning process mapped from their antecedent to the categories can be expressed as X → (c k , β k ). Assuming ∑ 2 k=1 β k = 1, the belief is complete. For binary classification (such as diagnostic decision), the consequence of the reasoning is {(c k , β k ) ; k = 1, 2}.
In the tracking problem in the area of information fusion, the ECs are the possible tracks of a moving target. In medical domain, ECs comprise the medical data chains structured during the physician reasoning procedure with the case sequences and inference rules. The multi-source information contributing to the ECs includes electronic medical records (EHRs) and sensory data, which were considered as the cases and rules stored in the database. Although knowledge stored in the database covers a series of instance events, such as records of medical patients, the total number and individual size of each entity is insufficient. To better estimate the conditional probabilities from the ambiguity information, the multi-attribute decisions with our method were obtained with fusion reasoning of the sharing information across similar entities.
Note, ambiguity information in multi-attribute decision systems can mainly be classified as objectively perceived ambiguity and subjectively perceived ambiguity [4] . The former refers to the objective characteristics of the data (number and frequency of observations). The latter refers to subjective features of the decision maker (similarity of observations and perceived ambiguity). The subjectively perceived ambiguity was separated into ambiguity due to a limited number of observations and ambiguity due to data heterogeneity . In this paper, θ l refers to the objectively perceived ambiguity in the existing database as defined in ECs, and the subjectively perceived ambiguity will be obtain as the similarity measure in next section.
Information Association of ECs
Prior to the knowledge fusion of the cases, data association is adopted to test the consistency between the sensory information and the existing knowledge. Data association scale is a matrix quantifying the tightness of knowledge combination. Let Σ be the association matrix, Σ = [
, where s il quantifies the similarity between the ith query case and the lth ECs. The similarity is a quantitative measure of the closeness of the heterogeneous knowledge pair between the query case and EC antecedents. We assume that a function s il (x i , x l ), R m ×R m → R ++ , exists, where s il (x i , x l ) measures the similarity between cases. For example, physicians estimate the similarity between the patient symptoms perceived as x i ∈ R m and the other patient's symptoms characterized by x l ∈ R m . Two conditions are considered here for data association.
(1) Observations of the EC antecedent is discrete. The association matrix Σ = [
, where s il = 0 when the observations of the ith case doesn't lie in the feature intervals of the lth EC; s il = 1 when the observations of the ith case lies in the feature intervals of the lth EC.
(2) Observations of the EC antecedent is continuous.
, where x ij is the sensory data (query) and x lj is the data of the lth EC. w j is the covariance matrix associated information with the two data sources. For the heterogeneous data association, the mutual information-based weighting method was used [13] .
Suppose C k ∈ C, if C k is a discrete variable, then its Shannon entropy is:
where Pr(C k ) is the distribution probability corresponding to C k .
Suppose C r ∈ C, X j ∈ X, if the two variables are isomorphism, then mutual information based on Shannon entropy is defined as
where E(C|X j ) is the conditional entropy of Cgiven the variable of X j .
Therefore, the weight w j of the variable X j is calculated as
The association metrics have a number of forms, commonly including Mahalanobis distance-based similarity and exponential similarity [14] . Exponential similarity is given by
where x ij and x lj are the jth element of the vectors x i and x l . Such a function s il satisfies symmetry and multiplicative transitivity.
Associative ECs-based Fusion Reasoning Method
FRAEC Method
In the reasoning process, a corresponding reliability exists for learning knowledge from the ambiguity information. Such reliability is the probabilistic belief, which can be considered as a generalized probability function. We assume that β 
The first term in the objective corresponds to the regret measure of the positive cases and
is the unit vector that assigns probability 1 to c i 1 = 1. The second term in the objective corresponds to the regret measure of the non-positive cases and 1 {c i 2 =0} is the unit vector that assigns probability 1 to c i 2 = 0. The constraints are as follows:
1 −β
Eq. (7) assigns probabilistic beliefs to the possible outcomes of treatment for a new entity with conditions x i , learning from previously observed ECs given x l and β l k . Eq. (8) enforces that the most similar past cases are selected with δ il =1 to the one at hand, and ε i are used as the scale to determine the size of the optimal ECs set. Eq. (9) specify that δ il are restricted to be binary, and the size ∑ n l=1 δ il of the optimal set of candidate ECs given x j is no less than 1. Eq. (10) and (11) 
Model Analysis
Owing to the following characteristics, the model FRAEC (θ l , δ il ,β i k ) is more popular than traditional nonlinear models (including DSk-NN [7] and CRFRT methods [9] ).
(a) Interpretability. Model results of FRAEC(θ l , δ il ,β i k ) are decision lists, which consist of a series of ECs that discretize a multivariate feature space into a series of simple, readily interpretable decision statements. The ECs with the highest probabilistic beliefs tend to be both very accurate and very interpretable by the similarity-inducing prior structure of the ECs. Encouraging similarity through a FRAEC (θ l , δ il ,β i k ) allows us to get the most interpretable solutions possible without sacrificing accuracy. For example, when δ il = 1, the EC given x l within the reasoning model can provide a simple reason to the inquiry x i why a EC might be relevant.
(b) Flexibility. User may freely input different parameters (including θ l ) to adjust model performance and learn the distribution of outcomes better from previously ambiguity information. To estimate the coverage of ECs, initialize θ l = N l /N where N l be the associated frequency and N is the optimal size of the feasible ECs, N = ∑ n l=1 δ il . θ l is iteratively updated during the optimization process. A higher frequency of the usage of certain ECs result in a larger value in θ l , which indicates that the EC is of great practical applicability; otherwise, its applicability is poor. The combined belief θ l · β l k supports diagnosis conclusions for the query, reflecting that the multiple information sources take different roles in the reasoning process (i.e., for the same diagnostic work, different physicians may have different diagnosis conclusions).
(c) Generalization. Because of systematic consideration to the best trade-off between minimizing the distance departed from upper and lower boundaries and maximizing the combined beliefs of the ECs, the model will gain better classification correct rate and generalization of training set and testing set. The fusion reasoning process of multi-source information not only associates the best ECs, but also share the information of other sources provided in the neighborhood 
FRAEC Based Algorithm
The pseudo code of FRAEC based algorithm is given by Fig. 1 . (7) given β l k and; obtain δ il with Eq. (7); The combined belief β k is obtained with its outcome C i for the query, periodically heuristic retrieving the similar cases to the current within the EC collections. If the suggestions provided by the ECs were successful in the past, then directly use the diagnostic program to the corresponding ECs and make appropriate adjustments to the current situation. New associative ECs can be formed and revised with the new cases to integrate medical decision values with evidence. The iterative process is performed until minimizing the distance departed from upper and lower boundaries and maximizing the optimum accuracy.
Input: Given existing Ecs
R l (θ l ), l = 1, ..., L,if (β i 1 >β i 2 ) then minimize ∑ n i=1 d − (β i 1 , 1) with MCLP using Eq. (6); else minimize ∑ n i=1 d + (1 −β i 2 ,
Application Study
In the next 25 years, the burden caused by Cardiovascular Disease (CVD) will reach $ 47 trillion globally. Moreover, there is a critical shortage of clinicians and nurses that are needed for an increasingly sicker patient population. Evidence-based clinical decision support tools are adopted in hospitals and medical practices to address the potential harm to the patients and reduce the cost. Physiological features obtained by external sensors or instruments are transferred to the decision-making data centers through wireless communication and other methods. These multisource information are adopted as the multi-attributes of decision-making to help doctors process the massive data (including EHRs) more effectively and to facilitate correct diagnosis.
The dataset from University of California, Irvine (UCI) is used as the experimental data, namely, the cardiac single proton emission computed tomography data sets [16] , simply noted as Heart (SPECT). The sample data consists of 267 cases. Each of them was identified with a class label by medical experts, using their expertise and the domain knowledge. For binary classification, 55 and 212 cases in these cases were labeled as CHD Abnormal and Normal respectively, denoted by C 1 and C 2 . 180 and 87 samples of the data were used as the training and testing sets. The sample contains 44 consecutive diagnostic attributes, 22 binary attributes of which were used as input data for the diagnostic reasoning system after preprocessing. Boolean logic features and descriptive attributes were symbolic processed, namely, the values of all attributes were mapped to symbols as well as the descriptive attributes according to their value ranges.
Using the mutual information-based feature weighting method, the optimal features of the Heart (SPECT) data set is selected as {F1, 
where F 1, F 3, . . . , F 21 characterize the sequence of sensor data acquired on the patients. Its coverage was obtained by the evidential chain association process and multi-criteria programming.
The associated similarity between query case X i and EC l was calculated using Eq. (7), as shown in Fig. 1 . The x-axis represents the candidate EC, and the y-axis represents the query from the testing dataset. The elements in the color matrix are the values corresponding to the associated scale that range from 0 to 1. For example, the first box on the upper right of the matrix in Fig. 3 depicts that the similarity scale is 0.4536 for the association between the case X 2 and the EC 1 .
To clearly demonstrate the effectiveness and interpretability, solutions of the query X 2 was obtained with FRAEC method, shown as Table 1 . In the training dataset, take the diagnostic case X 2 for example, the coverage θ l was obtained with the optimization model. θ 2 =1.00 means that the coverage of EC 2 is 1.00. The solutions δ 1,2 =1, δ 1,4 =1 and δ 1,11 =1 mean that {EC 2 , EC 4 , EC 11 } are the three most relevant ECs to share their corresponding information with the query case. The similarities (s) can be acquired from the associated similarity matrix, such as s 12 = 81.47(%). The combined belief of X 2 was obtained The combined beliefs were calculated for Heart (SPECT) datasets, as shown in Fig. 3 . The x and y-axes depict two features of the dataset, F1 and F3. The z-axis depicts the degree of the combined belief, with a different tag for the training set and test set for classification. The combined beliefs were calculated for Heart (SPECT) datasets, as shown in Fig. 3 . The x and yaxes depict two features of the dataset, F1 and F3. The z-axis depicts the degree of the combined belief, with a different tag for the training set and test set for classification. Moreover, ROC (Receiver Operating Characteristic curve) was adopted to illustrate the good performance of our method. FRAEC was compared with DSk-NN and CRFRT from the whole reasoning performance. The results on the two datasets using these diagnostic reasoning methods are shown in Fig. 4 associated similarity (such as DSk-NN method [7] ), our work is much suitable for multi-attribute reasoning with ambiguity information. The conclusion can be drawn that our approach succeeds in learning the distribution of outcomes and are better at displaying hypotheses in clinically meaningful frameworks and reasoning for high accuracy.
Conclusions
This paper proposed a novel associative evidential chains-based fusion reasoning method to learn the distribution of outcomes from previously observed information. The multiple criteria linear programming was formed to maximize the reasoning performance in the proposed method. Similarities between the query case and ECs on their attributes were also used as the relative frequency of the multi-source information from the most closely related ECs. The experimental results showed that compared with the conventional case/rule-base fusion reasoning methods (DSk-NN and CRFRT methods), the FRAEC method has better performance in learning the distribution knowledge from previously ambiguity information. Specifically, FRAEC over the other methods is more pronounced for new entities: in cases where there are no data for the query, there is a large advantage to sharing information.
