The generalized hypergeometric equation is the closest relative of the famous hypergeometric equation of Gauss-Riemann. It is known that when all the local exponents of the generalized hypergeometric equation are generic real numbers, there exists a (unique up to a constant multiple) monodromy invariant hermitian form on the space of solutions. The m-hypergeometric system is a Fuchsian system equivalent to the generalized hypergeometric equation as a flat connection. When all its local exponents are generic real numbers, there exists a (unique up to a constant multiple) complex symmetric form on the residue space such that the residue matrices are self-adjoint with respect to it. The formulae for the symmetric product on the residue space and for the hermitian product on the space of solutions look very similar to each other. It was the initial goal of this paper to understand the nature of this similarity.
m-hypergeometric system is a Fuchsian system equivalent to the generalized hypergeometric equation as a flat connection. When all its local exponents are generic real numbers, there exists a (unique up to a constant multiple) complex symmetric form on the residue space such that the residue matrices are self-adjoint with respect to it. The formulae for the symmetric product on the residue space and for the hermitian product on the space of solutions look very similar to each other. It was the initial goal of this paper to understand the nature of this similarity.
It turns out that there exists a Hilbert space naturally associated with the problem. This space has an infinite family of both hermitian and complex symmetric forms on it. In particular, it is hyperkähler. The space of solution and the residue space are subspaces of the Hilbert space. The hyperkähler structure on the latter explains why the two former spaces both have complex symmetric and hermitian products on them. The group of quaternions is just a small subgroup of the group of symmetries of the Hilbert space. The high degree of homogeneity of the space caused by the group action is responsible for the similarity between the formulae for the space of solutions and for the residue space.
The main technique used in the paper is to realize solutions of the m-hypergeometric system as Fermionic fields. Analytic continuation is then replaced by the vacuum expectation value pairing. In the process, we discover an unexpected relation between hypergeometric and elliptic functions. This is a preliminary version of the paper placed in the arXiv to stake the results. We have proofs to all the results claimed in the paper. A complete version of the paper will replace this one soon.
Introduction
3)
The monodromy (see Definiton 6.4) of the generalized hypergeometric equation was found by K. Okubo in [15] and independently by F. Beukers and G. Heckman in [1] . The monodromy matrices of the generalized hypergeometric equation give probably the most important example of a rigid local system (see Definition 3.1). An algorithm to construct all rigid local systems on the Riemann sphere was presented by N. Katz in [10] and translated into the language of linear algebra by M. Dettweiler and S. Reiter in [3] . A different way to construct monodromy matrices of any Fuchsian system (not necessarily rigid) was presented in [18] in the language of quantum field theory. However, the algorithms are so computationally complicated that one should choose a Fuchsian system to apply them or any other means of studies to very carefully. Otherwise the time and effort spent may significantly exceed the results.
It is the trend of modern days Mathematics to study classes of objects (moduli spaces) rather than concentrating on particular interesting objects. We believe that in the class of all Fuchsian systems, some Fuchsian systems are "more equal than others". On the one hand, they are simpler than a general Fuchsian system (usually due to some extra symmetries). On the other hand, they exhibit some features typical for a whole class of Fuchsian systems. Once the features are well understood for a particular example, it's usually not too hard to generalize. Here is one possible criterion to pick Fuchsian systems for detailed studies.
The rates of growth (called local exponents -see Definition 6.6) stratify the space of solution of a Fuchsian system into a flag near each singularity. There is no basis in the space of solutions which is simultaneously "good" for all the flags, so the flags should be considered up to a basis change and thus give rise to flag varieties. One way to find the most important Fuchsian systems is to find the simplest nontrivial multiple flag varieties. P. Magyar, J. Weyman, and A. Zelevinsky classified in [12] all indecomposable multiple flag varieties with finitely many orbits under the diagonal action of the general linear group (of simultaneous base changes). It turned out that there were three infinite series: the hypergeometric, the odd, and the even and two extra cases E 8 andÊ 8 . The Fuchsian systems corresponding to all the cases were constructed by the author in [5] . It is no coincidence that when the first major breakthrough in understanding rigid local systems had been made earlier by C. Simpson in [19] , the local systems he had constructed were the hypergeometric, the odd, the even, and the extra caseÊ 8 . (The same results were obtained with different techniques by V. Kostov in [11] .) So in a sense, these are the "more equal animals" from the bestiary of Fuchsian systems on the Riemann sphere. Among them, the Fuchsian system corresponding to the hypergeometric case is definitely the "most equal animal". On the one hand, it is arguably the simplest non-trivial Fuchsian system. On the other hand, it is equivalent to the generalized hypergeometric equation (1.2) as a flat connection: it has the same singularities and the same monodromy. The solution (1.1) of the equation is one of the two "most special" of all the special functions. The other one is the P-function of Weierstrass. In the process of studying the former, we find in this paper that it has an unexpected relation with the latter.
The Fuchsian system corresponding to the hypergeometric case of Simpson et. al. was constructed in [5] and was called the m-hypergeometric system. It is a system of complex ordinary differential equations
where A and B are the following complex constant m × m matrices:
As we have said above, the m-hypergeometric system is equivalent to the generalized hypergeometric equation (1.2) as a flat connection. Everything one can say about the m-hypergeometric system can be easily translated into the corresponding statements about the generalized hypergeometric equation.
An interesting feature of the m-hypergeometric system is the similarity between the geometries of the residue space H 0 and the space of solutions of the system H ∞ . The residue space is the space where the residue matrices (see Definition 6.3) A and B act. In fact, the system has one more residue matrix C = −A − B at infinity. First, let us compare the residue matrices to the corresponding monodromy matrices.
Theorem 1.1 Let
B and M 0 are upper triangular, so their eigenvalues are simply the diagonal elements b i and e This vector will play a very important role further in the paper. The eigenvector of M 1 corresponding to the eigenvalue e
(1.10)
The choice of the eigenvectors v i and w m+1−i is fixed by the normalizing condition
The following formulae are proven in [5] :
(1.12)
Here and in the sequel, all empty products are understood to be equal to 1.
The choice of the eigenvectors is fixed uniquely by the normalizing condition
(1.14)
It is proven in [5] that if the complex numbers b 1 , · · · , b m and c 1 , · · · , c m are generic, then there exist a unique (up to a constant multiple) symmetric scalar product ( * , * ) 0 on H 0 such that the residue matrices A, B, and C are self-adjoint with respect to it, given by
An important feature of this scalar product is that for any vector x = (x 1 , · · · , x m ),
It is proven in [1] that if all the numbers b 1 , · · · , b m and c 1 , · · · , c m are real and generic, then there exists a unique (up to a constant multiple) hermitian form ( * , * ) ∞ on the space of solutions of the generalized hypergeometric equation (1.2) such that the monodromy preserves the form. A similar result for the generalized hypergeometric equation in the Okubo normal form was independently obtained by Y. Haraoka in [8] . Beukers and Heckman show that one can choose eigenvectors q i of the monodromy around infinity such that
(1.18)
It comes as no surprise that the same formula holds for our q m+1−i . Similarly,
In addition,
Initially, the main interest of the author was the similarity between the formulae (1.16) and (1.15) of the symmetric scalar product on H 0 and the formulae (1.18) and (1.19) of the hermitian scalar product on H ∞ . The word "hermitian" with respect to the form ( * , * ) ∞ is a slight abuse of terminology, because the form is not necessarily sign-definite. Beukers and Heckman prove in [1] that the form is sign-definite, if the sets e 
At first, the results seem to be identical twins, but a better look shows that they are worlds apart from each other: the form ( * , * ) ∞ is hermitian whereas the form ( * , * ) 0 is complex symmetric. This observation brings about the main question we wanted to answer in this paper:
What is the relation between ( * , * ) 0 and ( * , * ) ∞ ?
As it had happened in Mathematics so many times before, it turned out that the answer to this question is just a small part of a wider picture.
Main results
Let us find solutions to the m-hypergeometric system (1.4) in a local parameter z near zero and in a local parameter τ = 1/z near infinity in the form of Frobenius series:
For that, we shall need the following notations: for n ∈ Z ≥0 ,
It turns out that the bases of eigenvectors of the residue matrices B and C are both "good" for our problem.
Moreover, the formulae (2.25) and (2.26) are well defined when n = 0 and give the following identities:
Using the famous property of the Γ-function
we formally extend (2.24) -(2.27) to the negative values of n. Namely, for n ∈ Z >0 , we set
Lemma 2.1 The formulae (2.24) and (2.25) provide identities which hold for the negative n as well as the identities provided by (2.26) and (2.27).
Thus, one can use either (2.24) or (2.25) to define (T 0 ) in and either (2.26) or (2.27) to define (T ∞ ) in for n < 0.
It turns out that the formulae of Theorem 2.1 can be generalized further. We shall need the following notations: for ω ∈ C, let
For ω ∈ C * , let X(ω) and Y (ω) be the following m × m matrices:
We shall denote X(1) and Y (1) just as X and Y . As lim ω→0 X(ω) = lim ω→0 Y (ω) = Id, we naturally set
• For ω = 0, the Jordan normal form of X ω and Y ω is a single block with the eigenvalue 1.
• Let e = (1, · · · , 1). Then X ω e = Y ω e = e.
Let V and W be the matrices composed of the eigenvectors v i of the residue matrix B and of the eigenvectors w m+1−i of the residue matrix C as columns respectively. For ω ∈ C, let Z(ω) be the following m × m matrix:
For n ∈ Z, let (T 0 ) n /A n and (T ∞ ) n /B n be the m × m matrices composed of the vectors (T 0 ) in /α in and (T ∞ ) in /β in as columns for i = 1, · · · , m. Teorem 2.1 can be rewritten in the following matrix form now: • For the bases h 
• For the bases h
There exists a (unique up to a constant multiple) complex symmetric scalar product ( * , * )
2+
ω1ω2 such that each of the bases is orthogonal with respect to it, given by
2−
ω1ω2 such that each of the bases is orthogonal with respect to it, given by
An important addition to our knowledge of the geometry of the H's is the following Lemma 2.4 For any ω ∈ C,
The proof immediately follows from the last statement of Lemma 2.2 combined with (1.9). On the other hand, (1.9) is a particular case of (2.43) for ω = 0.
, and H
2−
ω1ω2 the space C m endowed with the scalar products (2.38), (2.40), and (2.42) respectively. The following formulae for H 1 ω1ω2 will be useful further in the paper:
, and C(ω 2 ) be the following operators on
Recall that quaternions are generated by 1, i, j, and k subject to the following relations:
Consider the following action of the quaternions on
We can rewrire (2.48) in terms of the operator L:
(2.49)
We will be also interested in the quaternionic action on H
This action can also be expressed in terms of L:
(2.51)
(2.52) and
(2.53)
(2.54)
For n, k ∈ Z, let us introduce the following complex symmetric scalar product on
when (n, k) = (0, 0) and
In particular,
(2.57)
It is the last formula of (2.57) we shall be mostly interested in.
Let W be a complex vector space of even dimension endowed with a non-degenerate symmetric scalar product ( * , * ). A Clifford algebra Clif f is the associative algebra generated by the vectors of W with relations 
(2.58)
The sum runs over all the permutations σ satisfying σ(1) < σ(2), · · · σ(r − 1) < σ(r) and σ(1) < σ(3) < · · · < σ(r − 1), in other words, over all ways of grouping the h i into pairs. 
(2.59) Let us compute the vacuum expectation value of (F ∞ )
and (F 0 ) 1 j . It immediately follows from the last formula of (2.57) that
where P(z) is the P-function of Weierstrass and e 3 = P ω2 2 ; see [6] or [20] for the information on elliptic functions.
Let us set ω 1 = 1 and take the limit of the right hand side of (2.60) as ω 2 → ∞. Due to the famous formula
we get
The same result is obtained if we first set ω 1 = 1, take the limit ω 2 → ∞, and then compute the vacuum expectation value. One easily checks that lim ω2→∞ f (n, kω 2 ) = 0 unless k = 0. Thus We shall call H Let 
The vectors (F ∞ )
1 † i are orthogonal with respect to ( * , * ) 1 ∞ as well and
Remark 2.1 (2.66) and (2.67) can be rewritten as
which is exactly (1.19) 
One easily checks that the relations (2.47) are satisfied and that the action preserves the length (2.66). Thus, the space H
∞ is naturally endowed with the action of the group Sp(2m) of quaternionic unitary matrices (see [9] ). The observation Sp(n) = O(4n) ∩ GL(n, H) = U (2n) ∩ Sp(2n, C) explains why (2.66) and (2.67) describing a complex symmetric form on the space of solutions for real local exponents coincide with the hermitian form (1.19) and (1.18) of Beukers and Heckman.
Finally, we can explain the similarity between the geometries of the residue space H 0 and the space of solutions H ∞ . They are both m-dimensional subspaces of the Hilbert space H 1 which possesses the rich group of symmetries described above. The forms ( * , * ) 0 = ( * , * ) 3 What else are all these things good for?
In this section, we raise some questions we do not answer in the paper. We hope to answer some of them in subsequent publications.
The first arising question is about rigid irreducible local systems. An answer to it might shed light on a somewhat mysterious duality between the unipotent and semisimple local systems. To formulate the question, we have to give the following There exists an important duality between the unipotent and semisimple rigid local systems observed by Simpson in [19] . He calls a local system unipotent, if every matrix M i has only one eigenvalue: 1. Then the corresponding conjugacy class C i is completely described by the partition of m into the sum of dimensions of the Jordan normal blocks of M i . The dual object is a diagonalizable matrix (also called semisimple) M 
Question 3.1 Does this phenomenon take place for other Fuchsian systems with monodromy groups giving rise to rigid irreducible local systems? How about just irreducible Fuchsian systems?
We have shown in section 1, that all sorts of formulae for the residue space H 0 and for the space of solutions H ∞ of the m-hypergeometric system are very similar to each other. In fact, one can obtain any formula for H ∞ from the corresponding formula for H 0 by the following "quantization" procedure: 2) Find the values of ϕ such that the left hand side of the "quantized" formula equals the right hand side of it.
Question 3.2 Does this procedure work for other "more special" Fuchsian systems from [5]? For other rigid irreducible Fuchsian systems?
The next application is to integrable systems. It was recently shown by A. Orlov and D. Scherbin in [16] , [17] and in subsequent publications that the quantized multivariable version of the generalized hypergeometric function m F m−1 turns out to be a τ -function of the famous Kadomtsev-Petviashvili equation and of the two-dimensional Toda lattice hierarchies. And finally, here is probably the most important application: using the results of the paper and the now standard methods of Drinfeld et. al. and of the Japanese school (Date, Jimbo, Kashiwara, Miva, Sato, etc.), we believe it is possible to explicitly construct the Kac-Moody algebra corresponding to the hypergeometric Cartan diagram: 
Question 3.4
How similar will the result of this construction be to that of H. Nakajima in [13] for the corresponding quiver variety?
More results
In this section, we will utilize the "extra" products ( * , * ) 2+ and ( * , * ) 2− on H.
Proofs
Proof of Theorem 2.1 -Let us first prove (2.24). For that, let us rewrite the m-hypergeometric system (1.4) as
Plugging the formula (2.21)
69) for f , we obtain the following recursive equation on (T 0 ) jn :
where (T 0 ) j0 = v j . Let us prove that the formula (2.24) We now know that L is a homogeneous polynomial in b i and ω j . The degree of this polynomial is zero, so it must be a constant. Setting b k = k for k = 1, · · · , m and ω 1 = 0, ω 2 = −j, we see that all the summands on the left hand side of (5.72) nullify except for when k = i. The one corresponding to k = i equals 1.
• To prove the second statement of the lemma, let us introduce the following matrix: 
