Abstract. In this paper we propose a simple and unified framework to investigate the L 2 -norm stability of the explicit Runge-Kutta discontinuous Galerkin (RKDG) methods, when solving the linear constant-coefficient hyperbolic equations. Two key ingredients in the energy analysis are the temporal differences of numerical solutions in different Runge-Kutta stages, and a matrix transferring process. Many popular schemes, including the fourth order RKDG schemes, are discussed in this paper to show that the presented technique is flexible and useful. Different performances in the L 2 -norm stability of different RKDG schemes are carefully investigated. For some lower-degree piecewise polynomials, the monotonicity stability is proved if the stability mechanism can be provided by the upwind-biased numerical fluxes. Some numerical examples are also given.
1. Introduction. In this paper we propose an analysis framework to obtain the L 2 -norm stability of the explicit Runge-Kutta discontinuous Galerkin (RKDG) methods, when solving the linear constant-coefficient conservation law (1.1) U t + βU x = 0, x ∈ I = (0, 1), t > 0, which is, for simplicity, subject to the periodic boundary condition. Here U (x, t) is the unknown solution and β is a given constant. In this paper we would like to take the one-dimensional scalar equations as an example. One-dimensional systems can be treated in the same way by diagonalization. The multi-dimensional case is also similar, with the main difference coming from the inverse properties of the discontinuous finite element spaces. After the first version of the discontinuous Galerkin (DG) method was introduced in 1973 by Reed and Hill [22] , in the framework of neutron linear transport, the DG method has been the focus of intensive research, because it has many advantages. For example, this method has strong stability, optimal accuracy, and can capture discontinuous jumps sharply. It combines the advantages of finite element methods and finite volume methods. An important development in the DG method was carried out in the late 1980's, when Cockburn et al. [4] [5] [6] [7] [8] combined the explicit Runge-Kutta timemarching and the DG spatial discretization to form the RKDG schemes. There have been many published papers in this field since then, see for example the review papers [3, 9] and the references therein.
Compared with the wide applications of RKDG methods, there is relatively less work on the theory, for example, on the numerical stability in suitable norm, which is an important issue for the reliability of the scheme. Related to the semi-discrete DG method for nonlinear conservation laws, the well-known conclusion is the local cell entropy inequality, given by Jiang and Shu [16] , which implies that the L 2 -norm of the numerical solution does not increase with time. The stability mechanism provided by the spatial DG discretization is very weak, hence the explicit time-marching to the DG method must be carefully treated with, if the time step is assumed to only satisfy the standard Courant-Friedrichs-Lewy (CFL) condition that the ratio of the time step over the spatial mesh size is upper bounded by a constant. For example, the Euler-forward time-marching to the DG method is linearly unstable under the standard CFL condition for any polynomial degree k ≥ 1. To overcome this difficulty, one successful treatment is to adopt the explicit total-variation-diminishing Runge-Kutta time-marching [23] ; please refer to the series of papers by Cockburn et al. [4] [5] [6] [7] [8] . This type of time-marching has been later termed strong-stability-preserving (SSP) [13] , which is widely applied in the analysis of nonlinear stability including the total-variation-diminishing in the means (TVDM) property [3] and the positivity-preserving property [30] for nonlinear conservation laws.
In this paper we focus on the fully-discrete RKDG methods for linear constant-coefficient hyperbolic equations, and would like to establish a general framework for analyzing their L 2 -norm stability. We start by noting that this analysis can not follow the SSP's framework [13, Lemma 2.1], because the RKDG method does not satisfy the basic assumption that the Euler-forward timemarching in each stage evolution is stable under the standard CFL condition. Thus the high-order Runge-Kutta time discretization must be analyzed directly. There are two main strategies to do this analysis. The easier strategy is to carry out a Fourier analysis [14, 19, 31] , which might give the sharp CFL condition. However, this technique demands many assumptions, for example, uniform meshes and the periodic boundary condition, and, if only eigenvalues of the amplification matrices are considered, it would also require the spatial discretization operator to be normal. This technique is also difficult to be generalized to non-uniform meshes, non-periodic boundary conditions, the linear variable-coefficient problems or the nonlinear problems, or the multidimensional problems [17] . Therefore, we would like in this paper to follow the second strategy, which is the so-called energy analysis to overcome the above difficulties. The motivation comes from the analysis of the optimal error estimates for two RKDG methods to solve nonlinear conservation laws carried out in [28, 29] , which is obtained by virtue of suitable projections and the stability analysis for the linear case.
In this paper we develop the technique initialized in [28, 29] to any RKDG(s, r, k) methods with stage s and order r (in time-marching), as well as with polynomial degree k in the spatial DG discretization. The main treatment in the stability analysis is to establish a good energy equation to clearly reflect the evolution of the L 2 -norm of the numerical solution, and to explicitly show the stability mechanism hidden in the fully-discrete scheme. For this purpose, we follow the original idea in [28, 29] and make the following important developments in this paper:
1. The first development is the temporal differences of the numerical solution in different Runge-Kutta stages (sometimes abbreviatedly referred to as the "stage solutions" below), which are related to different orders of time derivatives. These temporal differences are easily defined by induction, and their treatment is not limited to one-step time-marching. In fact, we combine multiple steps in the time-marching, with possibly different time step sizes as well. See section 3 and 5.3 for more details. 2. The second development is the simple matrix transferring process, which enables us to transform an ordinary energy equation to a particular energy equation in our desired form. In this transferring process, the temporal differences of stage solutions play a very important role, and some general properties of the DG spatial discretization are also implicitly used.
After the transferring process, we can obtain the expected stability conclusion by looking at a termination index ζ and a contribution index ρ, as defined and discussed in section 3. These indices explicitly reflect the stability mechanism of the RKDG method, hence they are very useful in analyzing different stabilities for fully-discrete RKDG methods. This general framework, which heavily uses various temporal differences of the DG numerical solution in different Runge-Kutta stages, might turn out to be useful for future generalizations to linear variable coefficient and nonlinear problems. Furthermore, our line of analysis is very convenient and useful to obtain the optimal error estimate of RKDG method, as have been done in [29] and [20] . We believe that this technique works well for many numerical methods to solve (almost) skew-symmetric problems.
We point out related earlier work in [18, 24, 26] for the stability of Runge-Kutta time discretiza-tions for semi-negative spatial operators with temporal accuracy up to fourth order. Levy and Tadmor [18] used the energy method to prove, for coercive problems, the monotonicity stability of some fully-discrete schemes with Runge-Kutta time-marching of order r = 3, 4 (please see section 2 for the definition of monotonicity stability). After that, this result has been extended to the general linear Runge-Kutta time-marching, and the SSP framework [13] was utilized. However, the RKDG methods for the hyperbolic problems are not strongly coercive, and the SSP framework is not suitable for their L 2 -norm stability analysis. In 2002, Tadmor [26] proved the monotonicity stability of the three-stage third order Runge-Kutta time discretization with any semi-negative linear spatial operator, including the RKDG(3, 3, k) method, without the coercive assumption, and posed the monotonicity stability of the four-stage fourth order Runge-Kutta time discretization with a semi-negative linear spatial operator, including the RKDG(4, 4, k) method, as an open problem. In 2010, Zhang and Shu [29] and Burman and Ern [1] , independently, proved the monotonicity stability and error estimates for the RKDG(3, 3, k) method, along different analysis lines. The open problem proposed by Tadmor [26] has been partly answered by Sun and Shu [24] in 2017, by a simple counter-example that the four-stage fourth order Runge-Kutta time discretization with a semi-negative linear spatial operator does not always have the monotonicity stability. However, the L 2 -norm of the solution is proved to have the monotonicity property after every two time steps. Notice that the semi-negative linear operator in the counter example in [24] is not the DG operator, hence the result in [24] does not answer the question whether the RKDG(4, 4, k) method has the monotonicity stability or not. In this paper, we use numerical examples (see Example 1 in section 6) to show that the monotonicity stability does not hold for the first time step of the RKDG(4, 4, k) method. Actually, the destruction on the monotonicity can happen at any time levels. Using our analysis technique, we successfully recover the conclusions in [24] and prove in addition that the L 2 -norm of the numerical solution is monotone after every three-steps, which implies the strong stability (please see section 2 for the definition of strong stability) of the RKDG(4, 4, k) method after the second time step. Very recently, Sun and Shu [25] extended their earlier work in [24] by developing a general framework in analyzing the stability of Runge-Kutta time-marching for semi-negative linear spatial operators. Some of the results obtained in our paper overlap with the results in [25] , however we concentrate on the particular DG spatial operator and use its properties explicitly, hence we are able to obtain some results not covered in [25] . The lines of analysis in our paper and in [25] are also very different.
The content of this paper is organized as follows. In section 2, we firstly present the general construction of the RKDG methods and state the L 2 -norm stability of the RKDG(r, r, k) methods, for any degree k ≥ 0 and 1 ≤ r ≤ 12. Also, the weak(γ) stability, strong (boundedness) stability, and the monotonicity stability are defined in this section. In section 3 we present the framework for our analysis, including the temporal differences of solutions in different stages, the matrix transferring process, and two important indices. In section 4 the above discussion is applied to four classical RKDG methods from the first-order to the fourth-order in time. Some important remarks and extensions are given in section 5. Numerical examples are given in section 6, and concluding remarks are given in section 7.
2. RKDG method and the main result. In this section we would like to present the RKDG method under consideration, expressed in the Shu-Osher form [23] .
2.1. Discontinuous finite element space. Let {I j } J j=1 be a quasi-uniform partition of I, where each element I j = (x j−1/2 , x j+1/2 ) has length h j = x j+1/2 − x j−1/2 . The maximum length of elements is denoted by h = max j=1,2,...,J h j . The discontinuous finite element space is defined as
where P k (I j ) denotes the space of polynomials in I j of degree at most k ≥ 0. Note that the functions in V h are allowed to have discontinuities across element interfaces. Following [2] , the jump and weighted average are respectively denoted by
, where v ± j+1/2 are traces along different directions at the point x j+1/2 , and θ is the given weight. 2.2. Semi-discrete scheme. Following the notations of [20, 29] , the semi-discrete DG method of (1.1) is defined as follows: find the map u :
subject to the initial solution u(x, 0) ∈ V h . Here (·, ·) is the standard inner product in L 2 (I), with the associated L 2 -norm · , and
is the spatial DG discretization. We would assume β(θ−1/2) > 0 in this paper, such thatf (u − , u + ) ≡ β{ {u} } (θ) forms a upwind-biased numerical flux at each element interface. Actually,f (u − , u + ) is just the purely upwind flux when θ = 0 for β < 0, and θ = 1 for β > 0.
It is worthy to mention that the periodic boundary condition has been used in the above definition. Other boundary conditions can be treated in a similar way. For example, please refer to [27] for the inflow boundary condition.
Remark 2.1. In general, u(x, 0) is given as the approximation of the given initial solution. For example, the L 2 -projection is frequently used in practice. In this paper we will not discuss this issue, since the initial solution only affects the error, but not the stability.
2.3. Fully-discrete scheme. In the fully-discrete method, we would like to seek the numerical solution u n at time levels t n = nτ , where τ is the time step. The time step could actually change from step to step. For simplicity, in this paper we take it as a constant unless otherwise stated.
By virtue of the Shu-Osher representation [23] , the general construction of the RKDG(s, r, k) method is given as follows. For = 0, 1, . . . , s − 1, the stage solutions, advancing from t n to t n+1 , are successively sought by the following variation form
where d = 0. Here u n,0 = u n and u n+1 = u n,s . There are plenty of examples in the review paper [11] . In this paper we would like to start from the RKDG(r, r, k) method that the number of stages s is equal to the order r. For the linear constant-coefficient problem, these methods with the same parameters r and k are all equivalent. Under the SSP framework, the coefficients in (2.5) of this method can be written into two matrices
where the row (and column) numbers are both taken from {0, 1, 2, . . . , r − 1}. The parameters are defined as follows. Let g 0,0 = 1, and recursively define for r ≥ 2 that Remark 2.2. Only for homogeneous linear problems, both SSP and non-SSP s-stage, s order Runge-Kutta methods are identical. This is not true for the general linear and nonlinear problems. It is a well-known conclusion [12] that there does not exist any SSP Runge-Kutta scheme of four-stages with fourth-order accuracy for nonlinear problems.
Main Result.
Denote by λ = |β|τ h −1 the CFL number. To clearly state the L 2 -norm stability of the RKDG methods, we would like to adopt three different stability concepts in this paper. They are given as follows.
1. Weak(γ) stability: there exists an integer γ ≥ 2, such that
if the CFL number λ is small enough, where the constant C > 0 is independent of τ, h and n. As a result, the RKDG method is generally stable with the exponent-type constant, provided that λ γ /τ is bounded. 2. Strong (boundedness) stability: there exists an integer n * , such that
if the CFL number λ is small enough. 3. Monotonicity stability: there holds u n+1 ≤ u n for n ≥ 0, if the CFL number λ is small enough. Obviously, monotonicity stability implies the strong (boundedness) stability. Note that our monotonicity stability is sometimes called strong stability in the literature. It is worthy to mention the following fact. If the weak(γ) stability can not be strengthened to the other two stabilities, the scheme might be linearly unstable for any fixed CFL number, no matter how small it is. Now we present the L 2 -norm stability results for some popular RKDG methods, which is stated in the following theorem.
Theorem 2.1. For the RKDG(r, r, k) methods, with 1 ≤ r ≤ 12 and arbitrary k, the stability conclusion strongly depends on the remainder when r is divided by 4, namely r mod 4 0 1 2 3 stability type strong weak(r + 1) weak(r + 2) monotonicity At the end of this section, we would like to give some remarks below.
Remark 2.3. If the RKDG(r, r, k) method is weakly stable, a stronger constraint on the time step size is needed to ensure the general stability. Theorem 2.1 shows that τ = O(h r+1 r ) is sufficient for r ≡ 1 (mod 4), and τ = O(h r+2 r+1 ) for r ≡ 2 (mod 4). This conclusion generalizes the result in [10, Theorem 3.2] for the even-order time-marching, in which the strictly skew-symmetric property (see section 3, which implies that the spatial operator is normal) for the spatial discretization is required. In this paper, we only require an approximate skew-symmetric property (which could be a non-normal operator) as specified in section 3.
3. Stability analysis. In this section we present the line of analysis to obtain the L 2 -norm stability of any RKDG methods. It is based on the energy technique, and mainly includes two components. Below we will use the generalized notations
for any given integer m ≥ 1. Here n and n + m are called the time levels, κ and κ + ms are called the stage numbers, and m is called the step number. In many cases, we take m = 1.
3.1. Preliminaries. Now we recall some preliminary conclusions that will be used below. If the proofs are trivial, we will omit them.
3.1.1. Inverse inequalities of the finite element space. For any function v ∈ V h , there exists an inverse constant µ independent of h and v, such that
where v is the L 2 -norm as usual, and
For more detailed discussions on this issue, please see [15, 21] .
3.1.2. Properties of the DG discretization. An application of integration by parts yields the next lemma, which plays an important role in the following analysis. See [2, 29] for details.
Lemma 3.1. The DG discretization has the following approximate skew-symmetric property
for any w and v ∈ V h .
Remark 3.1. If the right-hand side of (3.3) is always equal to zero, this property is called the strictly skew-symmetric property. It happens when θ = 1/2.
As a corollary, the DG discretization has the negative semi-definite property
which explicitly shows the stability contribution owing to the spatial discretization. Similar to the result in Sun and Shu [24, Lemma 2.3] , the following development provides a deeper insight on this issue. For the completeness of this paper, we give a simplified proof again.
Lemma 3.2. Let G = {g ij } be a symmetric positive semi-definite matrix, whose row numbers and column numbers are both taken from a given set G. For any w i ∈ V h with i ∈ G, there holds
Proof. Consider the eigenvalue decomposition G = Q diag(σ i )Q, where Q = (q ij ) is an orthonormal matrix, and diag(σ i ) is a diagonal matrix consisting of the nonnegative eigenvalues. Namely, there holds g ij = ∈G q i σ q j . It implies i∈G j∈G
Since the arguments in the DG discretization are the same, we can complete the proof of this lemma by using (3.4).
By applying the inverse properties and Cauchy-Schwarz inequality, we can easily have the following lemma, which will be used to determine the CFL condition.
where the bounding constant C > 0 solely depends on θ and µ.
3.2. Temporal differences of stage solutions. For the stage solutions after the time level t n , we would like to adopt the kernel concepts in [28, 29] and recursively define a series of the temporal differences in the form
such that 0≤ ≤κ σ κ = 0 and
Here and below we denote D 0 u n = u n for simplicity. Owing to the relationship (3.8) and the definition of H(·, ·), the temporal differences can be viewed as an approximation of certain time derivatives multiplying a constant depending on the time step.
Lemma 3.4. There exists a constant C > 0 solely depending on θ and µ, such that
holds for any n ≥ 0.
Proof. The proof is straightforward by taking v = D κ u n in (3.8) and employing Lemma 3.3.
These temporal differences are very easily obtained by a linear combination of the schemes, since the spatial discretization is linear. Actually, this process does not depend on the particular definition of the spatial discretization, since the temporal differences solely depend on the fashion of time-marching.
Transferring of energy equations.
In the above process to define the temporal differences, we also achieve the evolution identity
where α 0 > 0 is used only for scaling. For convenience, denote α = (α 0 , α 1 , . . . , α ms ). By taking the L 2 -norm on both sides of (3.10), we have the energy equation
where a 00 = 0 and a ij = α i α j if i + j > 0. This expression is not very useful for the stability analysis, since the stability contribution of the particular spatial discretization is not reflected. Hence we introduce a simple transferring to write the right-hand side of (3.11) into an equivalent but more useful expression, which is denoted in the form
For the convenience of notations, we express (3.12) by two symmetric matrices of (ms + 1)-th order
ij }, where the row number i and column number j are both taken from {0, 1, . . . , ms}. Obviously, the matrix A (0) = {a ij } and B (0) = O are given, for the initial situation. Assume that the -th transferring starts from the following matrix (3.14)
For the initial situation, those zeros at the left and the top are null. If a ( ) = 0, then the process stops, and the termination index is defined as ζ = . For the initial situation, a
00 = a 00 = 0, hence 1 ≤ ζ ≤ ms. Otherwise, if a ( ) = 0, the following transferring will be carried out. The main action is to move the same-order temporal information into an equivalent expression of spatial information. Here the temporal information refers to (D i u n , D j u n ), whose coefficients are shown by the nonzero entries at the -th row (and column) of A ( ) . The spatial information refers to τ H(D i u n , D j u n ), whose coefficients are shown by the entries at the -th row (and column) of B ( ) . The detailed transferring is given as follows:
otherwise, and
otherwise. If = 0, the first line in (3.16) is null. Since the symmetric property is preserved in the transferring process, the above formulations are only given for the lower-triangular part of the matrices. The motivation for the above transferring is owing to two points. One is the relationship (3.8) among those temporal differences. The other is the full usage of the approximate skew-symmetric property of the spatial discretization, which has been stated in Lemma 3.1. They lead to 2a In what follows we separately estimate two terms in RHS(ζ), where ζ is the termination index. The first term solely includes the inner-product of the temporal differences. By using Lemma 3.4 and Cauchy-Schwarz inequality, we have
where λ is the CFL number, and a (ζ) ζζ = 0. The second term explicitly shows the detailed contribution of the spatial discretization. Associated with the matrix B (ζ) , we define the index set of the bad submatrices
where
ij } 0≤i,j≤κ is the (κ + 1)-th order leading principal submatrix of B (ζ) . Note that the lower-order leading principal submatrix is preserved at the subsequent transferring process, which implies B
. Then we define the contribution index of the spatial discretization as
It follows from the definition that 0 ≤ ρ ≤ ζ. Define three sets (3.21)
They form a partition of {0, 1, . . . , ms}. Note that π 1 = ∅ if ρ = 0, and π 2 = ∅ if ρ = ζ. In the following, we are going to estimate each term in the separation
where the row numbers and column numbers in each term are taken from one of the three subsets, namely
If one set is empty, the corresponding terms are equal to zero.
As a result of the definition (3.20), the submatrix B 
Owing to the approximate skew-symmetric property (Lemma 3.1), Young's inequality, the second inverse inequality, and the relationship among temporal differences (Lemma 3.4), we have
Similarly, we also have (3.26)
Along the same line, we have (3.27)
Furthermore, it is trivial to see that T 33 = 0, since all related coefficients are zero. Collecting up the above estimations, we have the inequality
where different stability mechanisms are shown in
In the first term Y 1 , the polynomials Q 1 (·) and Q 2 (·) show the negative effects due to the timemarching, and the approximate skew-symmetric property of the spatial DG discretization, respectively. The second term Y 2 , which is always nonpositive, shows the good stability mechanism inherited from the spatial DG discretization.
We are now ready to present the main theorem in this paper, where the second stability mechanism is omitted. The sign of a (ζ) ζζ = 0 strongly affects the stability conclusion of the RKDG schemes. Theorem 3.1. Let m = 1. With the termination index ζ and the contribution index ρ obtained by the above matrix transferring process, we have the following statements for the RKDG scheme.
If a (ζ)
ζζ < 0 and ρ = ζ, then the scheme has the monotonicity stability; 2. If a (ζ) ζζ < 0 and ρ < ζ, then the scheme has the weak(2ρ + 1) stability; 3. If a (ζ) ζζ > 0, then the scheme has the weak(γ) stability with γ = min(2ζ, 2ρ + 1). Proof. Since a (ζ) ζζ < 0 and ρ = ζ, we can get
if the CFL number λ is small enough. This implies the first conclusion. If a (ζ)
ζζ < 0 and ρ < ζ, we can still keep the nonpositivity as above, if the CFL number is small enough. As a result, we can get from Lemma 3.4 that
which implies the second conclusion. The last conclusion can be obtained along the same line, so the proof is omitted.
Remark 3.3. It is worthy to mention that the second conclusion in Theorem 3.1 is not good enough. Two remarks are given here.
• One is the destruction of the approximate skew-symmetric property. If the functions in V h are restricted to be continuous (i.e., the standard finite element method) or the central numerical flux (i.e., θ = 1/2) is used, there holds the strictly skew-symmetric property in H(·, ·). As a result, we have Q 2 (·) = 0. Along the same line we can prove that the fullydiscrete scheme has the monotonicity stability, since the spatial discretization does not cause any trouble in the L 2 -norm stability. Note that in this case the spatial operator is normal.
• The other is the gain of stability resulting from combining multiple steps in the timemarching. For many schemes, at least those considered in this paper, we often get ρ = ζ − 1 for the one-step time-marching. In this case, we have a chance to prove the strong stability, by virtue of combining multiple steps (i.e., m ≥ 2) to achieve monotonicity stability; see the RKDG(4, 4, k) scheme as an example.
The second stability mechanism will be discussed in more depth in section 5. If this mechanism is not equal to zero, it may help us to obtain the monotonicity stability for some of the lower-degree polynomials, like the RKDG(2,2,1) method in [28] .
4. RKDG methods with the same stages and order. In this section we show the flexibility and effectiveness of the above framework, and present the detailed proof of Theorem 2.1 for r ≤ 4. The proofs for the other schemes are similar, hence they are omitted to shorten the length of the paper.
4.1. The first-order scheme. Let us start from the Euler forward time-marching, which is implemented as follows. For any test function v ∈ V h , there holds the following variation formula
The stability result is stated in the following proposition.
Proposition 4.1. The RKDG(1,1,k) scheme has the weak(2) stability. Proof. It is easy to see that D 1 u n = u n+1 − u n , which implies α = (1, 1) and
Since a (0) 00 = 0, we transform the energy equation into an equivalent form with
11 = 1 > 0, we stop the transferring. It is easy to see that ρ = ζ = 1, which implies the weak(2) stability.
4.2.
Second-order scheme. The RKDG(2, 2, k) scheme is implemented as follows. For any test function v ∈ V h , there hold the following variation formulas
Proposition 4.2. The RKDG(2,2,k) scheme has the weak(4) stability.
Proof. By the first equation of this scheme, we have u n,1 = u n + D 1 u n . Put it into the second equation, we have
for any test function v ∈ V h . Hence we have the evolution identity
with α = (2, 2, 1) and the temporal differences
As we have shown in the previous section, the initial energy equation can be expressed by the matrices (4.7)
Since a Since a
22 = 1 > 0, we stop the transferring and get ζ = 2. Also, it is easy to see that ρ = 2. Then it follows from Lemma 3.1 that the scheme has the weak(4) stability.
Remark 4.1. A similar weak L
2 -norm stability result has been implicitly given in [28] that a stronger condition τ = O(h 4/3 ) is needed for the stability with higher-order (k ≥ 2) piecewise polynomials.
4.3.
Third-order scheme. The RKDG(3, 3, k) scheme is implemented as follows. For any test function v ∈ V h , there hold the following variation formulas
The stability result is shown in the following proposition, same as that in [29] . Proposition 4.3. The RKDG(3, 3, k) scheme has the monotonicity stability.
Proof. By some linear combinations of the RKDG(3, 3, k) scheme, it is easy to define the temporal differences in the form
and get the evolution identity
This implies α = (6, 6, 3, 1) and the initial matrices Since a
22 = −3 < 0, the transferring process is terminated with ζ = 2. Furthermore, it is easy to see ρ = 2, since the two leading principal determinants are respectively equal to 72 and 432. By applying Lemma 3.1, we complete the proof of this proposition.
Remark 4.2. In the above analysis, it is very important that the term −3 D 2 u n 2 provides an additional stability mechanism owing to the time-discretization. This result is the same as that in [21, 29] . In this paper we give a new and simpler analysis process based on the matrix transferring, which is more natural and is easier to be systematically extended to higher order time-marching.
4.4.
Fourth-order scheme. Let us consider the RKDG(4, 4, k) scheme, where the coefficients are defined by Table 1 . For any test function v ∈ V h , there hold the following variation formulas
The stability result is shown in the following proposition, which is similar to and slightly stronger than the result in [24] .
Proposition 4.4. The RKDG(4, 4, k) scheme has the strong stability for n ≥ 2.
Proof. By induction, we can define the temporal differences in the form
and obtain the evolution identity
with α = (24, 24, 12, 4, 1) . Limited by the length of the paper, below we will only present the final matrices in the energy equation Namely, the termination index is ζ = 3, and a To prove this proposition, we need to show the monotonicity stability for combining multiple time steps in the time-marching.
The updating of the solution from t n to t n+2 by using the RKDG(4, 4, k) method for two consecutive time steps is looked upon as an one-step time-marching by the RKDG(8, 4, k) method. In additional to (4.17), four more temporal differences are recursively defined in the form where u n = (u n , u n,1 , u n,2 , . . . , u n,6 , u n,7 , u n+1 ) , and we then obtain the evolution identity
with α = (576, 1152, 1152, 768, 384, 144, 40, 8, 1). After three transferring processes, we obtain 
33 = −9216 < 0, we stop the transferring process and get ζ = 3. It is easy to see ρ = 3, since the three leading principal minors in order are 1327104, 587068342272 and 10820843684757504. It follows from Lemma 3.1 that the monotonicity stability is proved for combining two steps in the time-marching.
The updating of the solution from t n to t n+3 by combining three time steps of the RKDG(4, 4, k) method is looked upon as an one-step time-marching by a RKDG(12, 4, k) method. The analysis follows the same line as before, but the process is more lengthy. We omit the intermediate steps of the detailed definitions of temporal differences up to the 12th order. Finally, we have the evolution identity (3.10) with The matrices A (3) and B (3) are shown in Tables 2 and 3 , respectively. It shows that the termination index is ζ = 3, and a (3) 33 = −7962624 < 0. Also, it is easy to see ρ = 3, since the three leading principal minors in order are 1146617856, 986049380773527552, and 117773106967986435753246720. Then it follows from Lemma 3.1 that the monotonicity stability is proved for three steps in the time-marching.
Starting from n = 0, the above two sequences cover all integers n ≥ 2. By the above results for combining multiple time steps with both m = 2 and m = 3, we can conclude the strong stability for n ≥ 2, and hence complete the proof of this proposition.
Remark 4.3. The above performance of the RKDG(4, 4, k) method shows the negative effect of the approximate skew-symmetric property of the spatial discretization. Although the jumps provided extra L 2 -norm stability in the semi-discrete method, they might have negative effect in the fullydiscrete method as the spatial operator is no longer normal. However, owing to a (ζ) ζζ < 0, there exists a good stability mechanism provided by the time discretization, and thus the combination of multiple steps in the time-marching is able to enrich the contribution of the spatial DG discretization. As is shown in the above discussion, the contribution index ρ can catch up with ζ when the number of time steps m increases. Another good example is that the RKDG(10, 4, k) method [11] has the monotonicity stability.
Remarks and extensions.
In this section we give some remarks and extension for the above conclusions and/or the technique.
5.1. Discussion on combining multiple steps. We focus on the RKDG(r, r, k) method when r ≡ 1 (mod 4) and r ≡ 2 (mod 4). Even for combining multiple steps in the time-marching, the analysis process always shows ζ = ρ and a Table 2 The matrix A (3) : RKDG(4, 4, k) scheme and m = 3. Table 3 The matrix B (3) : RKDG(4, 4, k) scheme and m = 3. m . Since all numbers are positive, we cannot claim the monotonicity stability by combining m steps. We conjecture that these RKDG schemes may not be strongly stable, and only have the the weak stability, for arbitrary polynomial degree k.
Lower polynomial degrees.
Although the monotonicity stability does not hold for arbitrary polynomial degree, it may hold if the degree is small enough when ρ ≥ 1.
Lemma 5.1. There exists a constant C > 0 solely depending on θ, i and µ, such that
for any i, and n. Here and below, ∂ i x refers to the spatial derivative of order i.
Integrating by parts yields
Taking v = S in (5.2) and using the inverse inequality, we have
which implies this lemma for i = 0.
2), and integrating by parts for i times to deal with (S, ∂ 2i x S), we have
, which implies, by the inverse inequality, that
Substituting the estimate of S, and we complete the proof of this lemma.
As a corollary, we have the following theorem for lower order degrees.
Theorem 5.1. Let ρ ≥ 1. Under the condition of Theorem 3.1, the RKDG(s, r, k) method has the monotonicity stability, for those piecewise polynomials with degree at most ρ − 1.
Proof. Applying recursively Lemma 5.1, and we have
here and below Q 3 (λ) is a polynomial of CFL number with nonnegative coefficients. Taking κ = = ρ, we have the following conclusion
since the ρ-th order derivative in each element is zero, for any polynomials of degree at most ρ − 1. Note that D ζ u n ≤ C D ρ u n , following from Lemma 3.4, since ρ ≤ ζ and λ is smaller than 1. Hence, if the CFL number is small enough, we have Y 1 + Y 2 ≤ 0, which implies the monotonicity stability, by substituting the above two results into (3.28). 
Here k * is the maximal degree of piecewise polynomials to achieve the monotonicity stability. This result coincides with that for the RKDG(2,2,1) method in [28] . From this table, we can find out that ζ = r/2 + 1 and γ = ζ + ρ, where
and r/2 is the largest integer not greater than r/2. In the evolution identity, we can conclude that
The above statements have been partly proved, and they will be finished in the further work.
5.3. Stability by combining multiple time steps with different step sizes. The framework presented in this paper can be applied in combining multiple time steps in the time-marching, even when the time step τ n = t n+1 − t n is changing. The one-step stability analysis is the same as before. However, the multi-steps stability analysis becomes a little more complicated. As an example, in the following we present the multi-steps stability analysis of the RKDG(4, 4, k) scheme, which implies the strong stability. is small enough and λ n+1 /λ n ∈ (0.44, 2.29) holds for every n.
Proof. Denote η ≡ τ n+1 /τ n . The two-steps time-marching can be rewritten in the form
This can be looked upon as schemes with the same time step, hence the previous line of analysis still works. After defining the temporal differences, we can get the final expression
with the new definition of temporal differences (same for i ≤ 4) and 
The termination index is ζ = 3, the same as that when using a fixed time step, since the matrix transferring does not affect this index that solely depends on those lower-order (r ≤ 4) temporal differences. At this moment, we have a To ensure all numbers are positive, it is sufficient to require 0.44 < η < 2.29. This implies ρ = 3, hence the scheme (5.6) has monotonicity stability by Lemma 3.1.
A similar but more involved discussion leads to the following conclusion.
Lemma 5.3. The RKDG(4, 4, k) scheme has the three-steps monotonicity stability, if λ n is small enough and λ n+1 /λ n ∈ [0.5, 2] holds for all n.
As a consequence of these two lemmas, we can conclude the stability for the RKDG(4, 4, k) method.
Proposition 5.1. The RKDG(4, 4, k) scheme has the strong stability for n ≥ 2, if the CFL number λ n is small enough and λ n+1 /λ n ∈ [0.5, 2] holds for all n. 
More examples.
Along the same line of analysis, we can also obtain the L 2 -norm stability for the following RKDG methods that are all cited from [11] .
• The RKDG(10, 4, k) method and the RKDG(5, 3, k) methods have the monotonicity stability.
• The RKDG(s, 1, k) method has the weak(2) stability, and the RKDG(s, 2, k) method has the weak(4) stability. These results are proved for s ≤ 7.
• The RKDG(r + 1, r, k) method has the same stability as the RKDG(r, r, k) method. These results are proved for r ≤ 12. The detailed proof is omitted to save space.
6. Numerical Results. In this section we give some numerical examples to demonstrate our results. For simplicity, we use uniform meshes and take β = 1 in (1.1).
Example 1. Firstly we verify the stability result for the RKDG(4, 4, k) method. From the analysis, this scheme has the monotonicity stability when k = 1, and has the strong stability when k = 2, 3. We take J = 16, 32, 64, and choose the standard orthogonal basis of V h . Then this scheme can be written in the form
where K is a matrix of order (k + 1)J, and u n is a vector made up of expansion coefficients of u n . The spectral norm of K m , denoted by K We also plot in Figure 2 the L 2 -norm of the solution, u n , for 0 ≤ n ≤ 12. Here J = 64 and λ = 0.05, and u 0 is taken as the unit singular vector with respect to the largest singular value of K. For k = 1 the monotonicity stability is clearly observed. However, for k ≥ 2, the monotonicity stability does not hold at n = 1, and the multi-steps monotonicity stability is observed.
Example 2. Now we verify the weak stability of the RKDG(5, 5, k) method. As we have done in the previous example, we plot in Figure 3 the quantity K m 2 2 − 1 for different CFL number λ and m = 1, 2, 3. For k = 2, this quantity is very close to zero, which verifies the monotonicity stability for lower-degree piecewise polynomials. For k = 3 or 4, this quantity strongly depends on the CFL number, with slope 6 in the logarithmic coordinates, even for multi-steps time-marching. This fact is not the same as the RKDG(4, 4, k) method.
Below we check whether the RKDG(5,5,4) scheme is linearly unstable. To this end, the initial solution u 0 is taken as the L 2 -projection of u(x, 0) = √ 2 sin( J 16 2πx) with J = 16, 32, 64. The CFL number is taken as λ = 0.06, 0.08, 0.10, since the maximal value listed in [9] is 0.115 to ensure the L 2 -norm stability. Notice that the results in [9] are based on Fourier eigenvalue analysis, and hence are only valid for normal spatial operators, while upwind-biased DG operators are not normal. The numerical results are shown in Figure 4 , where the L 2 -norm of the solution exponentially increases after an extremely large number of time steps (for most cases), and this phenomenon is independent of the mesh size. From the analysis in this paper, we know the increasing of the L 2 -norm, at each time-marching, is proportional to λ 6 , when the CFL number is small enough. For λ ≤ 0.1, the increasing is too small when θ = 0.75, 1.00. Hence this instability phenomenon is hard to be observed in practice. Note that the increasing become more serious, when θ = 1.25 and λ is larger.
From our experiments, we conjecture that the RKDG(r, r, k) method is linearly unstable for high-degree piecewise polynomials with any fixed CFL number, if r ≡ 1 (mod 4) or r ≡ 2 (mod 4).
Example 3. Let us verify the strong stability for the RKDG(4,4,3) method with varying time step. To do that, we take J = 64 and τ 0 = 0.05/J. For n ≥ 1, we randomly take τ n ∈ [0.5τ 0 , τ 0 ]. The initial solution u 0 is taken the same as that in Example 1. The numerical result is shown in Figure 5 , which shows the strong stability of the scheme.
7. Concluding remarks. In this paper we have proposed a flexible framework to carry out the L 2 -norm stability analysis for the RKDG schemes when solving linear constant-coefficient hyperbolic equations. Base on this technique, we are able to find out the different stability mechanisms and the detailed performances for many popular Runge-Kutta time marching, with order up to the 12th. We believe that this technique can be applied to many algorithms when solving the PDEs with approximate skew-symmetric spatial discretizations. In future work, we will generalize this technique to handle multi-steps time-marching, and apply it to hyperbolic equations with variable coefficients and nonlinear conservation laws. 
