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a b s t r a c t
A large variety of systems can be modelled by Petri nets. Their
formal semantics are based on linear algebra which in particular
allows the calculation of a Petri net’s state space. Since state
space explosion is still a serious problem, efficiently calculating,
representing, and analysing the state space is mandatory. We
propose a formal semantics of Petri nets based on executable
relation-algebraic specifications. Thereupon, we suggest how to
calculate the markings reachable from a given one simultaneously.
We provide an efficient representation of reachability graphs and
show in a correct-by-construction approach how to efficiently
analyse their properties. Therewith we cover two aspects:
modelling and model checking systems by means of one and the
same logic-based approach. On a practical side, we explore the
power and limits of relation-algebraic concepts for concurrent
system analysis.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Petri nets are frequently used to model and analyse a large variety of systems. To analyse a system
bymeans of a Petri net’s state space, it is necessary to study the properties of a reflexive and transitive
relation over the markings of the net. That is, one studies the reachability graph if the state space is
finite or the coverability graph (Finkel, 1993) if the state space is infinite. The state space explosion
problem (Valmari, 1998), however, often makes the construction of such graphs impractical even for
bounded Petri nets. This problem is mainly solved by reducing the state space (e.g. Valmari (1990)
and Notomi andMurata (1994)) or by enhancing the algorithms traversing the reachability graph, i.e.,
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by efficient model checking approaches (note that not every model checking problem is decidable on
infinite state spaces (Esparza, 1997)).
The reachability problem is generally NP-complete and polynomial for some specific net classes
(Esparza and Nielsen, 1994). Nonetheless, in our approach state space analysis can efficiently
be realised since we use reduced and ordered binary decision diagrams (ROBDDs) to represent
reachability graphs and further relations in the computer’s memory. Efficiency refers to both runtime
and memory. BDDs (cf. Wegener (2000) for details) constitute a data structure well known for the
space-efficient representation and manipulation of large finite relations with the boundedness of the
underlying Petri net as the only constraint imposed.
The goal of our work is to study the power and limits of relation-algebraic concepts needed to
represent a Petri net’s state space and to traverse it efficiently. Using relation algebra in the world of
Petri nets is intuitively appealing:
(1) Petri nets are bipartite graphswhich have a natural representation bymeans of relations (cf. Fronk
and Pleumann (2005b)).
(2) Relation-algebraic model checking algorithms can be deduced from net theoretic formulae in a
correct-by-construction approach (cf. Fronk (2004)).
(3) Kure-Java (Fronk et al., 2005), a Java library, efficiently mechanises the calculus of relations by
means of binary decision diagrams (BDDs), a data structure well known for a space-efficient
representation of large relations (Berghammer et al., 2002), and is thus well suited for storing
large Petri net state spaces and model checking them.
(4) Algorithms based on relation algebra in general (see Berghammer (2006) for interesting fixed
point calculations and Berghammer and Fronk (2006) for an NP-complete graph theoretic
problem) and for model checking purposes in particular are immediately executable due to our
Kure-Java library, and thus the approach seamlessly leads to tool construction as discussed in
Fronk (2004).
That is, relation algebra allows us in one and the same logic-based framework to represent Petri
nets together with their state space and to traverse them efficiently. A Petri net’s state space can be
characterised and analysed in different ways: On the basis of linear programming, one considers the
incidence matrix C such that a marking N is reachable fromM if the marking equation C ∗ x = N −M
has a solution in x; on the basis of graph theory, one considers the topology of the reachability graph to
find specific sets of markings; on the basis of predicate logic, one considers sets of models satisfying a
formula describing certainmarkings. Relation algebra conjoins graph theory and predicate logic. Thus,
a relation-algebraic view on Petri nets avoidsmultiple theories and shifts their formalisation to amore
abstract logic-based level. The relation algebra that we refer to is described in Schmidt and Ströhlein
(1993), and we briefly recall it in Section 3. A convincing formal approach to state space analysis,
in our opinion, has to satisfy several criteria: State space properties must be expressible in a clear
and comprehensible fashion; from these specifications, algorithms validating them must easily be
derivable; these algorithms must be able to validate complex properties on a large state space. As the
paper will show, relation algebra covers these aspects: Our approach is based on a translation of Petri
nets into a set of relations allowing us to generate of the state space and to mathematically formulate
interesting properties of it. From these properties, algorithms for validating them can be deduced
in a correct-by-construction approach. The mechanisation of relation algebra leads from theoretical
considerations to practical ones and allows assessing both the power and limits of relation-algebraic
concepts for analysing concurrent systems. We investigate the performance of our model checking
algorithms and come to interesting results reported on in Section 8.
To give the reader a basic idea of how we represent a Petri net’s state space by means of relations,
we informally present a simple introductory example justifying the relation-algebraic concepts
discussed formally and in detail in the remainder of this paper.
Example 1. The state space of the Petri net,PN , shown in Fig. 1(a) consists of five different markings
denoted as triples of the form (x1, x2, x3) where xi is the number of tokens on place pi, with i ∈
{1, 2, 3}.
The reachability graph G, i.e., the reflexive–transitive closure of the graph shown in Fig. 1(b), is
most compactly representable as a relation overM×M, withM the state space ofPN . Using Boolean
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Fig. 1. An introductory example.
Fig. 2. Boolean matrices visualise relations.
matrices to visualise relations, G is shown in Fig. 2(a). We have the pair (Mi,Mj) in G if and only if
the markingMj is reachable from themarkingMi. Note that each reachable marking is reachable from
itself via the empty firing sequence. In such a representation it is easy to see that markingsM3 andM4
are deadmarkings since no further markings can be reached therefrom. Section 7 will show how easy
it is to detect such and other specific marking sets using relation algebra.
A marking of PN can naively be represented as a relation over the set of places, P , and over the
set of natural numbers, N0 (see Fig. 2(b) for a finite subset N = {0, 1, 2} of N0). Storing each marking
in such a relation requires one to dynamically handle relations during state space generation. More
compactly, the entire state space can be represented in a single relation,M, interpreted as a list of
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markings of the form (P × N) × M as shown in Fig. 2(c). Each marking is then a column vector in
M such that a marking Mi can be found in the (i + 1)-th column. For N = {0, 1, 2},M consists of
nine lines where each line denotes a pair from P × N . Accessing a specific marking in G then means
extracting the correct column fromM. Hence, we useM to store the state space of a Petri net and G
to represent its reachability graph for easily model checking the state space. 
Since we provide a Java library based on ROBDDs, Kure-Java extracted from the tool RelView
(Behnke et al., 1996) in cooperation with the Kure group at Kiel University (Milanese, 2003), the
algorithms and relational characterisation elaborated in this paper are executable and can thus be
used both in Petri net theory and for tool implementation. In theory, we provide an abstract relation-
algebraic interface to the analysis of Petri nets that allows for a uniform treatment of Petri nets with
only relation-algebraic methods (cf. Fronk (2006)). In practice, the deduction of analysis tasks from
net theoretic formulae in a correct-by-construction approach makes the implementation of a Petri
net tool less error-prone. With Kure-Java, relation algebra can fruitfully be integrated into object-
oriented engineering-based software development. Thereby, both software engineeringmethods and
tools are enriched by relation algebra, and the integration of formal methods and tools applying them
is pushed further. We implemented a Petri net tool, PetRA (Fronk and Pleumann, 2005a), tailored
for analysing both static and dynamic qualities of Petri nets. The tool uses relations as the sole data
structure for many different kinds of both static and dynamic analyses which encompasses (a) the
analysis of net structures including the enumeration of elementary cycles (Fronk and Pleumann,
2005b), (b) the enumeration of sets of transitions in conflict, in contact, or concurrently activated ones,
(c) reachability issues including the reachability graph, a reachable marking test, the enumeration of
reachablemarkings in general and homemarkings in particular, (d) the analysis of liveness properties,
and (e) the enumeration of traps, co-traps, and a deadlock/trap property test.
Further details on how to use the relation-algebraic specifications developed in this paper as
executable programs can be found in Fronk and Kehden (2006, Chapter 7).
1.1. Organising the paper
The paper is organised as follows. First, we discuss related work in Section 2. In Section 3 we
collect the basic definitions and concepts from relation algebra as far as they are used throughout this
paper. Section 4 introduces the data type vector list as we use it throughout this paper. In Section 5,
we translate Petri nets into relation algebra. We use this translation in Section 5.2.1 to characterise
activated transitions and immediately reachablemarkings and show in Section 6 how to construct the
reachability graph by means of a vector list representation of reachable markings. Section 7 explains
how state space properties are characterised relation-algebraically. The runtime behaviour of the
algorithms validating these properties is observed on different case studies presented in Section 8.
We conclude the paper in Section 9.
2. Related work
In Fronk (2004), we proposed a relation-algebraic specification for representing the reachability
graph of a Petri net’s finite state space by a relation of the form
G ⊆ 2P×N × 2P×N with ( Em, Em′) ∈ G : ⇐⇒ M ′ ∈ [M〉
where Em and Em′ represent in the powerset of P × N the markingsM andM ′ respectively. A marking
is then a univalent and total relation over the set of places, P , and over a finite subset N of the
natural numbers, denoting the number of tokens on each place of the Petri net under consideration.
In the present paper, we represent the state space in a much more compact form that allows the
development of high performance algorithms for state space analysis. In particular and in contrast
to the basics elaborated in Fronk (2004), the approach presented here allows the simultaneous
evaluation of reachable markings in one single step.
In Esparza and Schröter (2001), a graph theoretic algorithm is provided for testing reachability of
partial markings in 1-safe nets. It is based on an unfolding technique and corresponds to the clique
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problem. Esparza’s algorithm is based on imperative concepts and does not respect the advantages of
relational programming. The clique problem is efficiently solved with relation algebra (Berghammer,
2006). Model checking of place/transition systems based on interleaving or partial order semantics
is also frequently discussed in the literature. Esparza’s unfolding algorithm is, for example, applied
in Bieber and Fleischhack (1999) to time Petri nets treated with partial order semantics. It might be
interesting to capture the unfolding technique relation-algebraically, which is furthermore shown to
work for LTL model checking (Esparza and Heljanko, 2000).
In Latvala and Heljanko (2000), the verification of LTL properties of Petri nets is considered. An ‘on-
the-fly’ approach based on Büchi and Streett automata is discussed. In particular, the paper discusses
an algorithm for the generation of counterexamples for checking emptiness. The execution of a
relational algorithm, however, automatically delivers counterexamples. If, for example, the relational
testρ = O fails for a property p encoded as a relationρ, the elements not satisfying p are automatically
stored in ρ.
The paper Leuschel and Massart (1999) discusses an approach to model checking Petri nets by
means of logic programming. That is, the approach requires to encode a Petri net as a logic program
verified against the nonexistence of traces leading to invalid states. The approach can handle safety
properties. Liveness properties, however, cannot be treated. The model checking approach discussed
in Emerson and Namjoshi (1998), however, can handle both safety and liveness properties in Petri
nets. In contrast to our approach, a variation of the Karp–Miller coverability graph is used.
In Berghammer et al. (1996), condition/event nets are investigated with relation algebra. On
the static side, relational programs are developed that test whether a net is a free choice net, a
synchronisation graph, or a state machine. It is shown how deadlocks and traps can be located.
On the dynamic side, reachability, liveness, concurrency, conflicts, and contact are discussed. These
results, however, require further considerations to be carried over to general place/transition systems
which is our concern is the present paper. In Fronk (2006), we present a relation-algebraic theory of
place/transition systems covering these aspects.
The approach discussed in Pastor et al. (1994) introduces BDDs for the analysis of Petri nets and
provides algorithmsmanipulating BDDs directly. The efficiency of this data structure is demonstrated
by the Dining Philosophers example. In addition to this approach, we investigate a relation-algebraic
characterisation of Petri nets which allows us to manipulate BDDs using algorithms that are
mathematically precise and correct by construction. That is, we encapsulate BDDs and provide a
mathematical and thus abstract interface to state space analysis independent from the data structure
representing relations.
In Corradini et al. (2001), transition systems aremodelled bymeans of coalgebra. The authors focus
on comparing and combining labelled transition systems and coalgebras, both contributing to the
theory of concurrent systems. In our approach, we concentrate on relation-algebraic concepts that
allow for the deduction of executable algorithms for model checking of such systems.
3. Preliminaries
In Section 3.1, we equip the reader with the relation-algebraic concepts and their notation as far as
they are used throughout this paper. Readers not familiarwith relation algebra are referred to Schmidt
and Ströhlein (1993). Further considerations are needed to manage vector lists with relation algebra,
invented in Kehden (2006); Section 3.2 provides the details necessary to understand our approach to
state space representation.
3.1. Relation algebra
Definition 2 (Abstract Relation Algebra). An abstract relation algebra is a structure (R,∩,∪, , ◦, T)
over a nonempty set R, the elements of which are called relations. Every relation R ∈ R belongs to a
subsetRR ⊆ R such that:
• (RR,∩,∪, ,⊆) is a complete atomic Boolean lattice; the null element and the universal element
are denoted by O and L respectively,
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• for every R ∈ R, the converse RT and the products R ◦ RT and RT ◦ R exist,
• the multiplication is associative, and the existence of R ◦ S implies the existence of Q ◦ S for every
Q ∈ RR (we write RS for R ◦ S if not misleading),
• for everyRR the left and right identities exist, both denoted by I ,
• the Schröder rule holds, which means that RS ⊆ Q ⇐⇒ RTQ ⊆ S ⇐⇒ QST ⊆ R, assuming the
existence of RS,
• the Tarski rule holds, which means that R 6= O ⇐⇒ LRL = L holds.
Remark 3. We also use the Dedekind rule QR ∩ S ⊆ (Q ∩ SRT)(R ∩ Q TS) which is equivalent to the
Schröder rule. The Tarski rule as we assume it implies that both the domain and codomain of any
relation R is nonempty.
A concrete relation R between two nonempty and finite sets X and Y , called the domain and
codomain respectively, is a subset of the cartesian product X×Y and denoted by R : X ↔ Y . Wewrite
[X ↔ Y ] for the set of all relations over X × Y and write Rxy instead of (x, y) ∈ R. In this case, we can
draw a relation as a Boolean matrix. The relations O,L, and I denote the relation with all entries zero,
the relation containing every entry, and the relation containing all entries on the diagonal respectively.
An algebra of concrete relations,C, considers concrete sets such that the laws of abstract relation algebra
apply: Each algebra of concrete relations is an abstract relation algebra.
A relation R is univalent if RTR ⊆ I holds. It is then called a (partial) function. It is total if RL = L
holds, and is called amapping if it is both univalent and total. For a mapping Rwith Rxy we write R(x)
to refer to y as usual for functions. A relation R is injective if RRT ⊆ I and is surjective if LR = L holds.
A relation R is total if and only if RT is surjective. A relation R is symmetric if R = RT and is irreflexive if
R ⊆ I holds.
A vector v is a relation v with vL = v, and a point p is a vector with ppT ⊆ I and Lp = L. Each
relation R representable as vwT, with v and w points, is an atom of the underlying relation algebra.
Moreover, for each relation R 6= O there exist two points v andw such that vwT ⊆ R. A vector on a set
X is denoted by v : X ↔ 1 for any singleton set 1 := {}. We omit  as subscript and write vx instead
of vx. Such a vector can be considered as a Boolean matrix with exactly one column, i.e., as a Boolean
column vector, representing the subset {vx, x ∈ X} of X . The vectors L : 1↔ 1 and O : 1↔ 1model
the Boolean values true and false respectively. The vectors RL and RTL are defined as the source and
target of R respectively.
If a nonempty vector v : X ↔ 1 represents a subset S ⊆ X , the univalent relation inj(v) : S ↔ X ,
called the embedding of S in X induced by v, is defined by inj(v)sx: ⇐⇒ s = x. For R : X ↔ Y , v : X ↔ 1,
and w : Y ↔ 1 with v representing V ⊆ X and w representing W ⊆ Y , we use inj to restrict the
domain and codomain of R in the following way: (inj(v)R)xy ⇐⇒ Rxy ∧ x ∈ V with inj(v)R : V ↔ Y
restricts the domain of R to V , and (R inj(w)T)xy ⇐⇒ Rxy ∧ y ∈ W with Rinj(w)T : X ↔ W restricts
the codomain of R toW .
Residuals model the greatest solutions of relational inclusions. For the inclusion RQ ⊆ S, Q is
called the right residual of S over R, R\ S for short, if it is the greatest relation satisfying the inclusion,
and is computed as RTS. For the inclusion QR ⊆ S, Q is called the left residual of S over R, R/ S for
short, if it is the greatest relation satisfying the inclusion, and is computed as SRT. The symmetric
quotient of two relations R and S, syQ(R, S) for short, is the greatest relation Q satisfying both residual
inclusions. It is defined as (R\ S) ∩ (R\ S) with R\ S = ST/ RT. The following equivalence holds:
syQ(R, S)y,y′ ⇐⇒ ∀x Rx,y ↔ Sx,y′ .
For a homogeneous relation R, Ri+1 denotes RRi for i ≥ 0 with R0 = I . The relation R+ := ⋃i≥1 Ri
is called the transitive closure of R, and R∗ :=⋃i≥0 Ri = R+∪ I the reflexive–transitive closure of R. The
axiom (RT)∗ = R∗T holds in any relation algebra.
A direct product is a pair of surjective mappings (pi, ρ)with piTpi = I , ρTρ = I , pipiT ∩ ρρT = I ,
andpiTρ = L. Considering typed products on sets X and Y , we have natural projectionspi : X × Y ↔ X
and ρ : X × Y ↔ Y with pi〈x,y〉x and ρ〈x,y〉y for each x ∈ X and y ∈ Y .
A direct sum, or co-product, is a pair of injective mappings (ι, κ) with ικT = I , κκT = I ,
ιTι ∪ κTκ = I , and ικT = O. For typed relations R : M ↔ Z and S : N ↔ Z , the sum
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R+ S : M + N ↔ Z is defined through natural injections ιTR ∪ κTS with (R+ S)xz if and only if
Rxz and x ∈ M or Sxz and x ∈ N .
In relation algebra, we denote any finite subset {0, 1, . . . , n}, n ∈ N0, of the natural numbers by N
together with an injective relation succ : N ↔ N , the successor relation with succnm if m = n + 1,
and a point zero : N ↔ 1 representing the number 0 ∈ N0. On N , the axiom (succT)∗zero = L needs
to hold, i.e., each n ∈ N can be reached from zero via the successor relation. The orderings ≤ and ≥
are represented through succ∗ and (succT)∗ respectively. Addition and subtraction are modelled by
suitable relations add : N × N ↔ N and sub : N × N ↔ N respectively.
In predicate logic, it is well known that a binary predicate P over some sets X and Y can be
understood as a relation R between exactly these sets: P(x, y) holds if and only if the pair (x, y) is
contained in R. Generally speaking, whenever aspects of a software system can bemodelled bymeans
of relations and whenever some of its properties can be formalised in predicate logic with at most
three variables, then these properties can also be formulated as a variable-free relation-algebraic
term (Tarski and Givant, 1987) by using well-known correspondences as, e.g., found in Schmidt and
Ströhlein (1993).
3.2. Vectors
For every relation R there exists a direct product (pi, ρ) and a universal relation L such that
vec(R) := (piR∩ρ)L is defined. We call vec(R) the vector representation of R. Given a concrete relation
R : X ↔ Y , its vector representation is of type [X × Y ↔ 1], and vec(R)〈x,y〉 holds if and only if Rxy
holds.
For relations R and S, there exist two direct products (pi, ρ) and (σ , τ ) such that (R‖S) :=
piRσ T ∩ ρSτ T is defined. We call (R‖S) the parallel composition of R and S. From this definition,
(R‖S)T = (RT‖ST) follows immediately. Given two concrete relations R : X ↔ Y and S : Z ↔ W ,
their parallel composition is a relation (R‖S) : X × Z ↔ Y ×W with (R‖S)〈x,z〉〈y,w〉 if and only if Rxy
and Szw .
Parallel composition is a useful concept for describing the vector representation of composed
relations (for further details see Kehden (2006)):
Theorem 4. Let Q and R be two relations such that QR exists. Then,
vec(QR) = ( I ‖RT)vec(Q )
holds.
To prove this theorem, we need some further properties of parallel composition.
Lemma 5. Let A and B be relations and let (pi, ρ) as well as (σ , τ ) be direct products such that σA ∩ τ
and piσ T ∩ ρBτ T exist. Then, the following properties hold:
( I ‖B)τ = ρB (1)
( I ‖B)σ ⊆ pi (2)
( I ‖B)(σA ∩ τ) = (piA ∩ ρB). (3)
Proof. Ad (1):
( I ‖B)τ = (piσ T ∩ ρBτ T)τ (by definition)
= piσ Tτ ∩ ρB (Schmidt and Ströhlein (1993, 4.2.2.iii))
= piL ∩ ρB
= ρB (pi is total).
Ad (2): With σ Tσ = I we immediately have ( I ‖B)σ = (piσ T ∩ ρBτ T)σ ⊆ piσ Tσ = pi .
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Ad (3):
‘⊆’: Together with properties 1 and 2 we immediately have
( I ‖B)(σA ∩ τ) ⊆ ( I ‖B)σA ∩ ( I ‖B)τ ⊆ piA ∩ ρB.
‘⊇’: piA ∩ ρB = ( I ‖B)τ ∩ piA (see (1))
⊆ (( I ‖B) ∩ piAτ T)(τ ∩ ( I ‖B)TpiA) (Dedekind)
⊆ ( I ‖B)(τ ∩ ( I ‖B)TpiA)
⊆ ( I ‖B)(τ ∩ σA) (∗).
It remains to show (∗). Therefore, we need to prove that ( I ‖B)TpiA ⊆ σA holds (see (2)):
( I ‖B)TpiA = ( I ‖BT)piA = (σpiT ∩ τBTρT)piA ⊆ (σpiT)piA = σA. 
Now we can prove the above theorem.
Proof (Proof of Theorem 4). We use the property (piQR∩ ρ)L = (piQ ∩ ρRT)L proven in Schmidt and
Ströhlein (1993, Proposition 7.5.6, iii).
vec(QR) = (piQR ∩ ρ)L
= (piQ ∩ ρRT)L
= ( I ‖RT)(σQ ∩ τ)L (see (3))
= ( I ‖RT)vec(Q ). 
With these mathematical instruments to hand, we can relation-algebraically calculate with
relations interpreted as lists of column vectors.
4. The data type VecList
Each vector as introduced in Section 3.1 can be interpreted as a vector list with exactly one
column, i.e., one single list element. Conversely, vector lists are usual relations. Their columnwise
interpretation, however, leads to a compact and efficient representation of a Petri net’s state space.
In this section, we define a data type on lists of vectors, called VecList, to enhance readability in
the subsequent sections and to collect the mathematical properties vector lists possess. We define a
specific notation and someoperations underwhich vector lists are closed, encompassing the following
ones:
• init to deliver a vector,
• conc to append vectors lists,
• extract to eliminate vectors from a vector list,
• compare to indicate identical vectors in a vector list,
• isUnique to test whether a vector occurs more than once in a vector list,
• singles to indicate vectors that do not occur more than once in a vector list,
• search to indicate the occurrences of a vector in a vector list.
The operations isUnique, singles, and search are based on the compare operation.
Definition 6 (Vector List). A vector listLwith n ≥ 1 columns over a domain X is denoted as a relation
L : X ↔ Nn
where Nn := {1, . . . , n} ⊆ N. The length of L is given by n. We denote the i-th column of a vector list
L by a relation L(i) of type [X ↔ N1] such that L(i)x ⇐⇒ Lxi.
Remark 7. It is easy to see that each vector v of type [X ↔ 1] is also a vector list of type [X ↔ N1].
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In the remainder of this section, let L : X ↔ Nm and L′ : X ↔ Nn be two vector lists and let
c : Nm ↔ 1 be a column vector.
Initialisation Since we do not deal with empty sets, the empty vector list does not exist.
Consequently, we treat each column vector as a singleton initial vector list:
init : → [X ↔ N1] with init = init ◦ L.
Concatenation The concatenation of two vector lists is defined by a mapping
conc : [X ↔ Nm] × [X ↔ Nn] → [X ↔ Nm+n]
with conc(L,L′) = (LT + L′T)T.
Hence, each relation R : X ↔ Y can be interpreted as the concatenation of |Y |-many column
vectors through( |Y |∑
i=1
(
R(i)
)T)T
.
Due to the definition of init, the set of vector lists together with concatenation does not form
a monoid, but this will not cause any problems.
Extraction The relation inj(c) is of type [N|c| ↔ Nn] for any nonempty vector c : Nn ↔ N1. The
extraction of columns from a vector list is defined by a partial function
extract : [X ↔ Nm] × [Nm ↔ 1] →
m⋃
l=1
[X ↔ Nl]
with extract(L, c) =
{
Linj(c)T, if c 6= O
⊥, otherwise
where c indicates the columns to be extracted. Hence, extract(L, c) contains L(i) if and only
if ci holds. If c is a point, we have inj(c) = cT and thus extract(L, c) := Lc extracts exactly
the column indicated by c.
Comparison Two vector lists are columnwise comparable. This comparison is defined by a mapping
compare : [X ↔ Nm] × [X ↔ Nn] → [Nm ↔ Nn]
with compare(L,L′) = LTL′ ∪ LTL′.
Since compare(L,L′) is the symmetric quotient of L and L′, compare(L,L′)ij holds if and
only if L(i) equals L′(j).
The comparison function is well suited to defining some other important operations on vector lists,
both the soundness and correctness ofwhich can immediately be deduced from the above calculation:
Testing Uniqueness A vector list may contain identical elements, i.e., there may exist columns i and
j that coincide. To test whether a vector list consists of pairwise different elements only, a
test defined through
isUnique : [X ↔ Nm] → B
with isUnique(L) = (compare(L,L) = I )
delivers true if and only if L(i) 6= L(j) for any i, j ∈ {1, . . . ,m}, and false otherwise. Clearly,
compare(L,L) indicates equal list elements in L, and L is called unique if each list element
is equal to itself alone.
Filtering For a vector list L containing equal elements, it is interesting to indicate such columns of L
that are pairwise different. A function defined through
singles : [X ↔ Nm] → [Nm ↔ 1]
with singles(L) = (compare(L,L) ∩ succ∗)L
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indicates columns in L such that isUnique(extract(L, singles(L))) holds. This can be shown
as follows:
singles(L)i ⇐⇒ (compare(L,L) ∩ succ∗)Li (Def.)
⇐⇒ ¬∃j : compare(L,L)i,j ∧ i > j) (Negation, Source)
⇐⇒ ¬∃j : L(i) = L(j) ∧ i > j (Def. I , Def. compare)
⇐⇒ ∀j : L(i) = L(j) → i ≤ j (Pred. Logic)
⇐⇒ i = min{j | L(i) = L(j)}
That is, i refers to the smallest index over all columns jwith L(i) = L(j). Hence, the columns
indexed by singles(L) are pairwise different.
Searching With vector lists, it is easy to search for the occurrences of columns of L′ in L. A function
defined through
search : [X ↔ Nm] × [X ↔ Nn] → [Nm ↔ 1]
with search(L,L′) = compare(L,L′)L
indicates the columns of L that are equal to any column contained in L′. If L′ is a vector,
compare(L,L′)L equals compare(L,L′). In this case and if L′ occurs exactly once in L,
search(L,L′) is a point; if L′ does not appear in L, it is the empty vector.
Summing up, we have specify the generic data type of VecList over a variable type X .
5. Relation-algebraic representation of Petri nets
Weassume the reader to be familiarwith basic Petri net notation and theory as, e.g., found in Starke
(1990). Here, we provide the very basics for understanding the translation into relation algebra of the
static parts of a Petri net (Section 5.1) and of its dynamics (Section 5.2).
5.1. Static aspects
Definition 8 (Net Graph). A net graph is denoted by a tripleN = (P, T , F)with
– P ∩ T = ∅,
– F ⊆ (P × T ) ∪ (T × P) the flow relation.
Elements from P are called places; elements from T are called transitions.
Definition 9 (Petri Net). A Petri net is denoted by a 6-tuple PN = (N , C,W ,M0)with
– N a net graph,
– C : P → N ∪ {∞} the capacity of places,
– W : F → N the weight of flows,
– M0 : P → N0 the initial marking with ∀p ∈ P : M0(p) ≤ C(p).
Remark 10. M(PN ) denotes the set of all possible markings M ofPN satisfyingM(p) ≤ C(p) for all
p ∈ P .
The graph structure underlying a Petri net is relation-algebraically captured as follows. We use
letters in script font to denote the components of a Petri net in relation algebra.
Definition 11 (Net Graph). The net graph N of a Petri net PN is a bipartite directed graph
represented by the structureN (PN ) = (P, T ,F , G )with P ∩ T = ∅,F : P ↔ T , and G : T ↔ P .
Remark 12. The flow relation F is split into two separate relationsF and G .
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Fpt means both p is in the preset •t of t and t is in the postset p• of p, and Gtp means both t ∈ •p
and p ∈ t•. In Petri net notation it is usual to have •V and V• for a subset V ⊆ P ∪ T defined as⋃
v∈V •v and
⋃
v∈V v• respectively. In terms of relational algebra, for a vector vmodelling P ′ ⊆ P and
a vector w modelling T ′ ⊆ T , we define •P ′ := Gv, P ′• := F Tv, •T ′ := Fw, T ′• := G Tw. The same
definitions apply if v andw are points and thus describe a single place and transition respectively.
Definition 13 (Relation-Algebraic Translation of Petri Nets). Let (P × T , pi, ρ) and (T × P, α, β) be
direct products. A Petri net PN is represented by the structure PN = (P, T ,F , G , C , V ,W ,M )
with
(1) (P, T ,F , G ) a net graph,
(2) C : P ↔ N a mapping from the set of places to the set N as above such that C zero = O holds,
(3) V : P × T ↔ N and W : T × P ↔ N univalent relations from the set of edges in F and G
respectively, to N , i.e., both piTV L = FL and αTW L = G L need to hold,
(4) M : P ↔ N a mapping from the set of places to N such thatM ⊆ C (succT)∗ holds.
Remark 14.
(1) V and W denote the weight relations of edges in F and G respectively, C denotes the capacity
relation, andM represents the initial marking.
(2) The capacity relation C cannot respect infinity – due to the finite representation of relations in
concrete relation algebra – and must explicitly exclude 0 from its target since we use N in its
definition (cf. Section 3), i.e.,
C zero = O ⇐⇒ ¬∃p : (C zero)p
⇐⇒ ¬∃p, n : Cp,n ∧ zeron (Composition)
⇐⇒ ¬∃p : C(p) = 0 (C is mapping)
is required to hold.
(3) M ⊆ C (succT)∗ exactly denotes the requirement ∀p ∈ P : M0(p) ≤ C(p) as easily shown by the
following calculation:
M ⊆ C (succT)∗
⇐⇒ ∀p, n : Mp,n → (C (succT)∗)pn (Implication)
⇐⇒ ∀p, n : Mp,n → (C (succ∗)T)pn (Converse)
⇐⇒ ∀p, n : Mp,n → ∃n′ : Cp,n′ ∧ (succ∗)Tn′n (Composition)
⇐⇒ ∀p, n : Mp,n → ∃n′ : Cp,n′ ∧ succ∗nn′ (Converse)
⇐⇒ ∀p, n : Mp,n → succ∗nC (p) (C is univalent)
⇐⇒ ∀p, n : M (p) = n → n ≤ C (p) (Def. ≤,M is univalent)
⇐⇒ ∀p : M(p) ≤ C(p).
In the remainder of this paper, we refer to the (abstract) structure (F , G , V ,W , C ,M ) satisfying
the properties stated in Definition 13 and interpret it as a concrete Petri net when examples are
discussed.
5.2. Dynamic aspects
For any relation-algebraic representation of a markingM , its vector-representation is denoted by
vec(M ) (cf. Section 3.2). First of all, the sets of transitions activated under reachable markings will be
needed to generate the state space as shown in Section 6.
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5.2.1. Concession
If sufficiently many tokens are available on the places in the preset of a transition t , and if there is
enough capacity available on the places in the postset of t , then t consumes tokens from the places
in its presets and produces tokens on the places of its postset. The exact conditions are kept in the
following definition.
Definition 15 (Activated Transitions). Let M ∈ M(PN ) be a marking of PN . A transition t ∈ T is
called activated under M ,M[t〉 for short, if both
(1) ∀p ∈ •t : M(p) ≥ W (p, t),
(2) ∀p ∈ t• : M(p) ≤ C(p)−W (t, p)
hold. In this case, t can fire underM .
A transition activated under a marking M is said to have concession. To relation-algebraically
determine the set of transitions activated under a given marking relationM , we use a vector of type
[T ↔ 1] to model this set. The above definition shows that we need to consider two conditions that
we will call preset activation and postset activation respectively. We will represent these conditions
through relations in such a way that for concrete sets they are of type [T ↔ P × N]. In this case, one
can immediately see that a multiplication with a marking vector of type [P × N ↔ 1] will deliver
a vector of transitions which will in turn be used to model the desired set of activated transitions.
For technical purposes, we need to rewrite the relations V and W such that Υ〈p,n〉t ⇐⇒ V〈p,t〉n and
Ψ〈p,n〉t ⇐⇒ W〈t,p〉n, formally achieved as followswhere (P×T , pi, ρ), (T×P, α, β), and (P×N, γ , δ)
are direct products:
Proposition 16. For relations Υ : P × N ↔ T and Ψ : P × N ↔ T defined through
Υ := (γ piT ∩ δV T)ρ and Ψ := (γ βT ∩ δW T)α
the equivalences
Υ〈p,n〉t ⇐⇒ V〈p,t〉n and Ψ〈p,n〉t ⇐⇒ W〈t,p〉n
hold respectively for each p ∈ P, t ∈ T and n ∈ N.
Proof. We show the first equivalence; the second is proven analogously.
Υ〈p,n〉t
⇐⇒ ((γ piT ∩ δV T)ρ)〈p,n〉t (by definition)
⇐⇒ ∃p′, t ′ : (γ piT ∩ δV T)〈p,n〉〈p′,t ′〉 ∧ ρ〈p′,t ′〉t (composition)
⇐⇒ ∃p′, t ′ : (γ piT)〈p,n〉〈p′,t ′〉 ∧ (δV T)〈p,n〉〈p′,t ′〉 ∧ ρ〈p′,t ′〉t (intersection)
⇐⇒ (γ piT)〈p,n〉〈p,t〉 ∧ (δV T)〈p,n〉〈p,t〉 ∧ ρ〈p,t〉t (see Remark below)
⇐⇒ true ∧ (δV T)〈p,n〉〈p,t〉 ∧ true (γ , pi, ρ projections)
⇐⇒ ∃n′ : δ〈p,n〉n′ ∧ V〈p,t〉n′ (composition)
⇐⇒ V〈p,t〉n (see Remark below). 
Remark 17.
(1) From ρ〈p′,t ′〉t it follows that t = t ′ since ρ is a projection; from the composition γpiT follows the
existence of p′′ such that γ〈p,n〉p′′ and pi〈p′,t ′〉p′′ , and with the projections γ〈p,n〉p and pi〈p′,t ′〉p′ we have
p = p′′ = p′. Hence, we can replace p′ and t ′ by p and t respectively. Analogously, we can replace
n′ by n since δ is a projection.
(2) It is easy to see that for a point ð : T ↔ 1modelling a transition t the equivalences
(Ψ ð)〈p,n〉 ⇐⇒ V〈p,t〉n ⇐⇒ W (p, t) = n
and (Υ ð)〈p,n〉 ⇐⇒ W〈t,p〉n ⇐⇒ W (t, p) = n
hold for each p ∈ P, t ∈ T , and n ∈ N .
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With Υ , preset activation is thus modelled as follows:
Corollary 18. The vector
pre vec(M ) : T ↔ 1 with pre := Υ T( I ‖succ∗) : [T ↔ P × N]
models the set of all transitions preset-activated under the marking represented byM .
Proof.
(pre vec(M ))t ⇐⇒ (Υ T( I ‖succ∗)vec(M ))t
⇐⇒ (Υ Tvec(M succ∗T))t (Theorem 4)
⇐⇒ ¬∃p, n : Υ Tt〈p,n〉 ∧ vec(M succ∗T)〈p,n〉
⇐⇒ ¬∃p, n : Υ〈p,n〉t ∧ (M succ∗T)pn
⇐⇒ ¬∃p, n, n′ : V〈p,t〉n ∧M(p) = n′ ∧ n′〈n (Proposition 16)
⇐⇒ ∀p, n, n′ : (V〈p,t〉n ∧M(p) = n′) → n′ ≥ n
⇐⇒ ∀p ∈ •t : M(p) ≥ W (p, t).
That is, the vector pre vec(M ) : T ↔ 1 represents the set of transitions fulfilling condition 1 of
Definition 15. 
We proceed analogously to model the set of postset-activated transitions using (N × N, σ , τ ) as a
further direct product.
Corollary 19. The vector
post vec(M ) : T ↔ 1
with post := ((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α)T( I ‖succ∗T) : [T ↔ P × N]
models the set of all transitions postset-activated under the marking represented byM .
Proof.
(post vec(M ))t
⇐⇒ (((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α)T( I ‖succ∗T)vec(M ))t
⇐⇒ ((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α)Tvec(M succ∗)t
⇐⇒ ¬∃p, n : (((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α)T)t〈p,n〉 ∧ vec(M succ∗)〈p,n〉
⇐⇒ ¬∃p, n : (((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α))〈p,n〉t ∧ (M succ∗)pn
⇐⇒ ¬∃p, n, n′ : (((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α))〈p,n〉t ∧M(p) = n′ ∧ n′ > n
⇐⇒ ∀p, n, n′ : ((((γ βT ∩ δ((βCσ T ∩ W τ T)sub)T)α))〈p,n〉t ∧M(p) = n′) → n′ ≤ n
⇐⇒ ∀p, n, n′ : (∃m,m′ : (βCσ T)〈t,p〉〈m,m′〉 ∧ (W τ T)〈t,p〉〈m,m′〉
∧ sub〈m,m′〉n ∧M(p) = n′) → n′ ≤ n
⇐⇒ ∀p, n, n′ : (∃m,m′ : Cpm ∧ W〈t,p〉m′ ∧ n = m−m′ ∧M(p) = n′) → n′ ≤ n
⇐⇒ ∀p, n, n′ : (Gtp ∧ n = C(p)−W (t, p) ∧M(p) = n′) → n′ ≤ n
⇐⇒ ∀p ∈ t•, n, n′ : (n = C(p)−W (t, p) ∧M(p) = n′) → n′ ≤ n
⇐⇒ ∀p ∈ t• : M(p) ≤ C(p)−W (t, p).
That is, the vector post vec(M ) : T ↔ 1 represents the set of transitions fulfilling condition 2 of
Definition 15. 
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With the vectors pre and post it is now easy to define a vector concmodelling the set of transitions
activated under a given markingM .
Theorem 20 (Activated Transitions). The vector
conc vec(M ) : T ↔ 1 with conc := pre ∪ post : [T ↔ P × N]
models the set of all transitions activated under the marking represented byM .
Proof. We have conc vec(M ) = (pre ∪ post)vec(M ) = pre vec(M ) ∪ post vec(M ) = pre vec(M ) ∩
post vec(M ) by definition, and with Corollaries 18 and 19 it follows that (conc vec(M ))t holds if and
only if t is activated under the marking represented byM . 
As a very important consequence, conc allows the computation of the sets of activated transitions
for a set of markings in one single step.
Theorem 21. Let L : P × N ↔ Nn be a vector list of n markings. The relation conc L : T ↔ Nn represents
the columnwise enumeration of transition sets such that conc L(i) is a vector modelling the transitions
activated under the i-th marking represented by L(i).
Proof. Straightforward considering the construction of conc and relational multiplication. For a
detailed treatment of columnwise evaluation of vector lists in general see Kehden (2006). 
Example 22. We refer to the net presented in Example 1. With P = {p1, p2, p3}, T = {t1, t2, t3},
and N = {0, 1, 2} the set of places, transitions, and natural numbers respectively, we establish a
representation of the sample Petri net through the following concrete relations:
F := {(p1, t1), (p2, t1), (p2, t2), (p3, t3)}
G := {(t1, p3), (t2, p3), (t3, p2)}
V := {(〈p1, t1〉, 1), (〈p2, t1〉, 1), (〈p2, t2〉, 1), (〈p3, t3〉, 2)}
W := {(〈t1, p3〉, 2), (〈t2, p3〉, 1), (〈t3, p2〉, 1)}
C := {(p1, 2), (p2, 2), (p3, 2)}
M := {(p1, 1), (p2, 1), (p3, 0)}
Using (P×N, pi, ρ) as the direct product required, we can easily visualise both vec(M ) := (piM ∩ρ)L
and conc utilising Boolean matrices (see Fig. 3(a) and 3(b) respectively). The relation conc can be
understood as follows: Each rowmodels a set of place/token pairs assigned to a transition t; each such
pair denotes the number of tokens on a place that prevents t from firing. t1 cannot fire as long as there
is no token on p1, no token on p2, or 1 or 2 tokens on p3. In the sameway,we can also easily visualise the
interpretation of conc vec(M ) and conc vec(M ). Fig. 3(c) and 3(d) depict the two relations respectively.
The multiplication of conc with vec(M ) extracts the columns from conc that are indexed by vec(M )
and conjoins them into one single column. That is, columns 2, 5, and 7 from conc are extracted and
conjoined. The result says that t3 is not activated under themarking represented byM . It is then clear
that conc vec(M ) models the set of transitions activated under the marking represented byM , here
M0 = (1, 1, 0).
5.2.2. Immediately reachable markings
A transition t activated under a marking M consumes tokens from the places in its preset and
produces tokens on the places in its postset. The number of tokens consumed and produced depends
on the weights of edges incident with t . Firing a transition yields a new marking. This process is
precisely captured by the firing rule:
Definition 23 (Firing Rule). A transition t activated under a markingM produces a markingM ′ when
firing underM ,M[t〉M ′ for short. Then,M ′ is defined through
M ′(p) :=

M(p)−W (p, t), if p ∈ •t \ t•,
M(p)+W (t, p), if p ∈ t • \ • t ,
M(p)−W (p, t)+W (t, p), if p ∈ •t ∩ t•,
M(p), otherwise.
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Fig. 3. Interpretation in a concrete model.
M ′ is called immediately reachable marking of M under t .
In this section, we will develop a mapping IRM : [P × N ↔ 1] × [T ↔ 1] → [P × N ↔ 1].
It is applicable to the vector representation vec(M ) of a marking M and to a point ð : T ↔ 1
modelling a transition t activated underM . The result is the vector representation of the immediately
reachablemarking ofM under t . Wewill proceed in two steps. In the first step, wemodel the partition
[•t\t•, t•\•t, •t∩t•, P\•t∪t•] – as given by the firing rule – through relations of type [P × N ↔ T ]
such that a pair (p, n) is related to a transition t if p and t are adjacent accordingly. In the second step,
we translate the calculation ofM ′(p) into relation algebra.
Proposition 24. Let ð : T ↔ 1model a transition t. For relations of type [P × N ↔ T ] defined through
F′ := γ (F ∩ G T) F′′ := γ (F ∩ G T) F′′′ := γ (F ∩ G T) F′′′′ := γ (F ∩ G T)
the following equivalences hold respectively for each n ∈ N:
(F′ð)〈p,n〉 ⇐⇒ p ∈ •t \ t• (F′′ð)〈p,n〉 ⇐⇒ p ∈ t • \ • t
(F′′′ð)〈p,n〉 ⇐⇒ p ∈ •t ∩ t• (F′′′′ð)〈p,n〉 ⇐⇒ p ∈ P \ •t ∪ t • .
Proof. We prove the first equivalence; the remaining ones are shown analogously.
(F′ð)〈p,n〉 ⇐⇒ ∃t ′ : ð′t ∧ F′′〈p,n〉t
⇐⇒ ∃t ′ : t = t ′ ∧ F′′〈p,n〉t
⇐⇒ F′′〈p,n〉t
⇐⇒ (γ (F ∩ G T))〈p,n〉t
⇐⇒ (F ∩ G T)pt
⇐⇒ Fpt ∩ G tp
⇐⇒ p ∈ •t ∧ p /∈ t•
⇐⇒ p ∈ •t \ t • . 
In the following, it is technically convenient to rewrite the relation V : P × T ↔ N as V t : P ↔ N
(W : T × P ↔ N as W t : P ↔ N , analogously). These relations respectively denote the reduction of
V and W to a transition t , and hence we only consider the weights of flows incident to t . Formally,
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we have V t pn ⇐⇒ V〈p,t〉n (W t analogously). It is easy to see that these relations are defined through
ρðL ∩ V and αðL ∩ W respectively where ð : T ↔ 1models t , L is of type [P × T ↔ N], and (pi, ρ)
as well as (α, β) are direct products as above.
Nowwe translate the calculation ofM ′(p) into relation algebra. An immediately reachablemarking
M ′ evolves from amarkingM as defined in Definition 23. This requires us to describe the ‘update’ of a
pair (p, n) to (p, n′)with n′ = M ′(p). In Fronk (2004), we proposed an algorithm which — with slight
adaptation to the notation used in the present paper — reads as follows:
Algorithm 1. For each transition t modelled by a point ð : T ↔ 1 with concession under M , i.e., for
each transition t with conc vec(M )t , do the following:
(1) Build a relation updatet : P ↔ N such that for each pair (p, n) ∈ updatet one of the following
conditions holds:
(a) p ∈ •t \ t• and n = M(p)−W (p, t),
(b) p ∈ t • \ • t and n = M(p)+W (t, p),
(c) p ∈ •t ∩ t• and n = M(p)−W (p, t)+W (t, p).
updatet models the first three cases of the firing rule.
(2) Build a relation Mˆ ⊂ M such that Mˆ only contains pairs (p, n) ∈ M with p /∈ •t ∪ t•, i.e. Mˆ models
the fourth case of the firing rule.
(3) Let M ′ be defined as updatet ∪ Mˆ and let conc vec(M )t . Then, M ′ is the marking immediately
reachable fromM by firing t .
The calculation ofM ′(p) is described as follows:
• The result of calculatingM ′(p) in case (a) is modelled by the relation (Mσ T ∩ V tτ T)sub.
• The result of calculatingM ′(p) in case (b) is modelled by the relation (Mσ T ∩ W tτ T)add.
• The result of calculating M ′(p) in case (c) is modelled by the relation ((Mσ T ∩ V tτ T)sub σ T ∩
W tτ T)add.
Since we want to treat markings as vectors of type [P × N ↔ 1], we can easily change this
algorithm to be of use for the vector representation of a marking. The vector representation of the
case differentiations in (a) to (c) together with that of step (2) are given in Proposition 24. It is easy to
see that the vector representations of V t and W t can be realised using Υ and Ψ as follows:
Proposition 25. Both
vec(V t) = Υ ð and vec(W t) = Ψ ð
hold with ð : T ↔ 1modelling t.
Thus, it remains to consider the vector representations in the calculations ofM ′(p).
Proposition 26. For every point ð : T ↔ 1 the following equations hold:
vec((Mσ T ∩ V tτ T)sub) = ( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Υ ð) (4)
vec((Mσ T ∩ W tτ T)add) = ( I ‖addT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Ψ ð) (5)
vec(((Mσ T ∩ V tτ T)sub σ T ∩ W tτ T)add)
= ( I ‖addT)(( I ‖σ)( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Υ ð) ∩ ( I ‖τ)Ψ ð).
(6)
These relations are of type [P × N ↔ 1].
Proof. We use Proposition 16 again.
Ad (4):
vec((Mσ T ∩ V tτ T)sub) = ( I ‖subT)vec(Mσ T ∩ V tτ T) (Proposition 16)
= ( I ‖subT)(vec(Mσ T) ∩ vec(V tτ T)) (see Section 3.2)
= ( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)vec(V t)) (Proposition 16)
= ( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Υ t) (Proposition 25).
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Ad (5): Analogous.
Ad (6):
vec(((Mσ T ∩ V tτ T)sub σ T ∩ W tτ T)add)
= ( I ‖addT)vec((Mσ T ∩ V tτ T)sub σ T ∩ W tτ T) (Proposition 16)
= ( I ‖addT)(vec((Mσ T ∩ V tτ T)sub σ T) ∩ vec(W tτ T)) (see Section 3.2)
= ( I ‖addT)(( I ‖σ)vec((Mσ T ∩ V tτ T)sub) ∩ ( I ‖τ)vec(W t)) (Proposition 16)
= ( I ‖addT)(( I ‖σ)( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Υ t) ∩ ( I ‖τ)Ψ t) ((4), Proposition 25). 
We now integrate the partitioning of the firing rule (Proposition 24) with the calculation ofM ′(p)
(Proposition 26) to realise steps (1) and (2) of Algorithm 1.
Corollary 27. Let ð : T ↔ 1 be a point modelling a transition t. Then, the following properties hold:
(1)
(F′ð ∩ ( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Υ ð))〈p,n〉︸ ︷︷ ︸
(∗1)
⇐⇒ p ∈ •t \ t • ∧ n = M(p)−W (p, t).
(2)
(F′′ð ∩ ( I ‖addT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Ψ ð))〈p,n〉︸ ︷︷ ︸
(∗2)
⇐⇒ p ∈ t • \ • t ∧ n = M(p)+W (t, p).
(3)
(F′′′ð ∩ ( I ‖addT)(( I ‖σ)( I ‖subT)(( I ‖σ)vec(M ) ∩ ( I ‖τ)Υ ð) ∩ ( I ‖τ)Ψ ð))〈p,n〉︸ ︷︷ ︸
(∗3)
⇐⇒ p ∈ •t ∩ t • ∧ n = M(p)−W (p, t)+W (t, p).
(4)
(F′′′′ð ∩ vec(M ))〈p,n〉︸ ︷︷ ︸
(∗4)
⇐⇒ p /∈ •t ∪ t • ∧ n = M(p).
Proof. Trivial. 
This finally allows us to define the mapping IRM as follows:
Theorem 28 (Immediately Reachable Marking). Let PN be a Petri net and M a marking of PN with
M[t〉. The immediately reachable marking of M under t is modelled by a relation of type [P × N ↔ 1]
defined through
IRM(vec(M ), ð) = (∗1) ∪ (∗2) ∪ (∗3) ∪ (∗4)
with vec(M ) the vector representation of M and ð the point modelling t.
Proof. Trivial. 
Like the calculation of activated transitions, the vector representation of markings together with
IRM gives us the opportunity to compute various immediately reachable markings as a vector list in
one single step.
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Fig. 4. Interpretation of the firing rule.
Theorem 29. Let L : T ↔ Nk with L := inj(conc vec(M ))T be the list of points modelling all
transitions activated under M; then the application IRM(vec(M )L,L)with L : 1↔ Nk yields a vector list
representing the markings immediately reachable from M represented by vec(M ).
Proof. Using relational multiplication and the construction of IRM , we argue as follows. Let v :
T ↔ 1 be a vector representing the set {t1, . . . , tk} of k-many transitions activated under M , i.e.,
v = conc vec(M ). With L = inj(v)T we get a relation of type [T ↔ Nk] such that for every point ð ⊂ v
there is a column in L equal to ð and thus L is a list of k-many points. If we apply IRM to vec(M )L and
L with L : 1 ↔ Nk, this yields a relation of type [P × N ↔ Nk] such that its i-th column represents
the markingM ′ withM[ti〉M ′, 1 ≤ i ≤ k. 
That is, if a marking M and the set T of all transitions activated under M are given we can
advantageously generate each immediately reachable markingM ′ withM[t〉M ′ for t ∈ T .
Example 30. We refer to Example 22 again. First, we calculate the markings immediately reachable
fromM represented by vec(M )when firing the transitions t1 and t2 individually. Let the point ð : T ↔
1 represent t1. The places p1, p2, and p3 are adjacent to t1. Since p1 and p2 are in •t1 \ t•, the calculation
(∗1) applies, and since p3 is in t1 • \ • t1, the calculation (∗2) applies. Hence, IRM(vec(M ), ð) is
the relation {(p1n0, 1), (p2n0, 1), (p3n2, 1)} representing the marking (0, 0, 2), and IRM(vec(M ), ð)
with ðmodelling t2 is the relation {(p1n1, 1), (p2n0, 1), (p3n1, 1)} representing themarking (1, 0, 1).
Since both t1 and t2 are activated concurrently, we can also use a vector list L as in Fig. 4(a). With
vec(M )L as in Fig. 4(b), IRM(vec(M )L,L) is shown in Fig. 4(c) which shows the markingsM1 andM2
generated by firing t1 and t2 respectively, as two columns of a vector list.
6. State space generation
Our approach to state space analysis requires two preparatory steps. First, the state space of a Petri
net PN has to be determined, i.e., we calculate [M0〉PN . Second, on the basis of the state space we
construct the reachability graph G by generating a relation of immediately reachable markings, the
reflexive–transitive closure of which delivers G.
6.1. Reachable markings
The set of all reachablemarkings ofPN is represented as a vector listM if the following properties
are satisfied:
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(1) the first column ofM represents the initial markingM0,
(2) each column inM represents a marking reachable fromM0,
(3) each marking reachable fromM0 is represented as a column inM,
(4) the columns inM are mutually different.
Mmodels a correct and complete enumeration of [M0〉PN , if we generate it in a breadth-first approach
and proceed as follows: Starting with vec(M )modelling the initial marking as the only column inM,
we calculate all markings reachable from M0 and append their relational vector representation to
M if not already in the list. For each reachable marking added to the list there might exist further
reachable markings. Hence, we repeat this procedure with the next unprocessed marking in the list.
That is, the marking list grows from step to step by the number of markings not yet reached from any
other marking already in the list. It is clear that when the last column of the list is treated and if then
no further markings are appended, the representations of all markings reachable fromM0 are already
in the list which then satisfies the above-mentioned properties by construction.
This process is simple to implement by means of relations together with the data type VecList and
the functionality specified in the previous section. In the following algorithm, let vec(M ) be the vector
representation of an initial marking M0, let M be the vector list of markings generated during the
procedure, and letm be the list entry processed in each step.
Rmarks(vec(M )) ≡def .
2 Start
M := vec(M ) /∗ vec(M ) is the first marking in the list ∗/
4 i := length(M)
while i ≤ length(M) do /∗ there is a marking not yet processed ∗/
6 m :=M(i)
tvec := concm
8 if tvec 6= ∅ then /∗m is not a dead marking ∗/
reach := IRM(mL, inj(tvec)T)
10 new := extract(reach, search(reach,M))
if new 6= ∅
12 new := extract(new, singles(new))
M := conc(M, new)
14 i := i+ 1
returnM
In Fronk and Kehden (2006) we show how to execute Rmarks using the Kure-Java library. Here, we
explain the algorithm using an example.
Example 31. We refer to Example 30. The initial marking of the Petri net under consideration is
depicted in Fig. 3(a). We start the construction of M with vec(M ) and i = 1 (lines 3 and 4). In
line 7, tvec equals conc vec(M ) which is the relation {(t1,), (t2,)} modelling the set of activated
transitions {t1, t2}. Since this set is nonempty, reach := IRM(vec(M )L, inj(tvec)T) is exactly the
relation shown in Fig. 4(c) (lines 8 and 9). Clearly, search(reach, vec(M )) delivers the empty relation
since M0 is equal neither to M1 nor to M2 (line 10). Hence, extract(reach, L) yields reach, and since
the columns therein are disjoint extract(reach, singles(reach)) is reach again (line 12). With the end of
this first iteration in line 13, the state space has evolved to the vector list shown in Fig. 5(a). The next
iteration proceeds withM1 represented by the second column inM. tvec represents the transition t3,
and newmodels the markingM3 = (0, 1, 0) the vector representation of which is appended toM as
shown in Fig. 5(b). Processing M2 does not append any further markings since it is a dead marking
with tvec = O. Processing M3 finally generates another dead marking, M4 appended toM such that
iterating i = 5 does not generate any further markings. Since no unprocessed markings are left, the
state space generation is complete as shown in Fig. 5(c).
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Fig. 5. Generating the state space.
6.2. Reachability graph
Reachable markings are related by the reachability graph G such that GMN holds if N ∈ [M〉,
particularly if M = N . For immediately reachable markings M and N with M 6= N , there exists
a transition t such that M[t〉N holds. Given a relation reach with I ⊆ reach modelling such pairs
of markings, the reachability graph G is simply determined through the transitive closure of reach.
To generate reach, however, we proceed as follows. Since through Rmarks we know how many
reachable markings the Petri net under consideration consists of, the dimensions of reach are equal
to the number of columns in M. The next step is thus to determine for each marking in M the set
of transitions that it activates. Therefore, we use a vector list over transitions T : T ↔ Nm with
m = |MTL| such thatTti holds if and only ifM(i)models amarkingM withM[t〉.With the functionality
discussed in the previous section,T equals conc M. Each columnm inM is then treated as follows. First,
we determine by means of T the set of transitions activated under the marking represented by m. If
no such transition exists, we proceed to the next column. Otherwise, we determine inM the positions
of all markings immediately reachable from themarking represented bym. Finally, their relation tom
is stored in reach, and its transitive closure is returned. This obviously correct and complete process
can easily be captured in a terminating algorithm as follows, whereEi is a point withEix ⇐⇒ x = i:
Rgraph(M) ≡def .
2 Start
reach := I such that |reachL| = |reachTL| = |MTL|
4 T := conc M
i := 1
6 while i ≤ |M| do
m :=M(i)
8 v := T(i) /∗ transitions activated under i-th marking ∗/
if v 6= O then
10 index := search(M, IRM(mL, inj(v)T)) /∗ indexingM ′ withM[t〉M ′ ∗/
reach := reach ∪Ei ◦ indexT /∗ relating i-th marking with indexed ones ∗/
12 i := i+ 1
G := reach+
14 return G
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Fig. 6. Generating the reachability graph.
Again, we show in Fronk and Kehden (2006) how to execute Rgraph using the Kure-Java library.
Here, we explain the algorithm using an example.
Example 32. We continue with Example 31 and useM as shown in Fig. 5(c). In the beginning, reach
(line 3) is the diagonal {(m,m) | m ∈ N5} as shown in Fig. 6(b). The relation T (line 4) represents in
its i-th column the set of transitions activated under the markingMi−1 (Fig. 6(a)). We iterate over the
columns inM and start withm representing the initial markingM0 (line 7). reach(i) delivers the point
{(M0, 1)}, i.e., the first column of reach, and – using it to index the column extracted from T (line 8) –
T(i) is the vector {(t1, 1), (t2, 1)}, i.e., the first column from T. In line 10, executing IRM(mL, inj(v)T)
has exactly the same effect as shown in Fig. 4(c), sincem equals vec(M ) in the first iteration. Searching
inM forM1 andM2 delivers the vector {(M1, 1), (M2, 1)} indicating columns 2 and 3 ofM as the two
markings immediately reachable from M0. The interpretation of multiplying Ei with indexT (line 11)
delivers a relation of size 5× 5 containing two points modelling (M0,M1) and (M0,M2) respectively,
which is joined with reach. Proceeding with columns 2 to 5 of M, the reflexive relation reach of
immediately reachablemarkings is generated (Fig. 6(c)) such that its transitive closure (line 13) finally
delivers the complete reachability graph G as shown in Fig. 6(d).
7. State space analysis
In this section, we discuss how to model check the state space of a Petri net by means of relation
algebra, based on set theory and Boolean logic. Nonetheless, model checking based on temporal logics
is feasible with relation algebra (Konikowska and Orlowska, 2001). In particular, in Schlinghoff and
Heinle (1996) an approach is discussed in detail for translating modal logic formulae into relation-
algebraic ones. We refer to this approach in Section 7.1, since it justifies model checking on Petri
nets without the need to explicitly define Kripke models and evaluate modal logic formulae thereon.
That is, in Section 7.2 we can stick to the relation-algebraic representation of a Petri net’s state space
elaborated so far to verify its most interesting properties.
7.1. Modal logic model checking
The least modal logic, K, is usually defined through a set of propositional variables {p0, . . . , pn},
the logical connectors ∨ and ¬, and the dual operators  and ♦ with φ = ¬♦¬φ for any modal
logic formula φ. The semantics ofK is usually defined through a Kripke structureW = (W , R)withW
a nonempty set of worlds and R a reachability relation onW . A Kripke model additionally requires a
valuation υ : {p0, . . . , pn} → 2W assigning valid propositions to eachworld, where validity is defined
as usual, e.g., w |= φ ⇐⇒ ∀w′ : Rww′ → w′ |= φ and w |= ♦φ ⇐⇒ ∃w′ : Rww′ ∧ w′ |= φ.
In fact, validity of modal logic formulae is defined using predicate logic. Conversely, a predicate logic
formula can be interpreted over relations. If we, for example, assume a Kripke structureM = (W , R)
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to be given and need to verify whether ♦true is valid in M, we can calculate as follows using the
above definitions:
M |= ♦true ⇐⇒ ∀w,w′ : Rww′ → w′ |= ♦true
⇐⇒ ∀w,w′ : Rww′ → (∃z : Rw′z ∧ z |= true)
⇐⇒ ¬∃w,w′ : Rww′ ∧ ¬(∃z : Rw′z ∧ z |= true)
⇐⇒ ¬∃w,w′ : Rww′ ∧ ¬(∃z : Rw′z ∧ Lz)
⇐⇒ ¬∃w,w′ : Rww′ ∧ ¬(RL)w′
⇐⇒ ¬∃w,w′ : Rww′ ∧ RLw′
⇐⇒ ¬∃w : (RRL)w
⇐⇒ RRL = O
⇐⇒ RRL = L.
Modal logic formulae can thus be translated into properties of their underlying Kripke structure.
In Schlinghoff and Heinle (1996), a process for translating even formulae with variables into relation-
algebraic terms is provided using right-ideal elements of an underlying relation algebra such that,
for example, the formula ♦p → p with p a propositional variable is translated to RTR ⊆ R. A
non-exhaustive list of relation-algebraic and modal correspondences is also found in Schlinghoff and
Heinle (1996). Furthermore, relational expressions can also be derived from dynamic and temporal
logics in the same way. For second-order formulae, relational algorithms can be deduced to test the
properties specified by such formulae.
The reachability graphR of a Petri net together with its state space,M, can naturally be viewed as
a reflexive–transitive Kripke structureM = (W , R) by definingW throughM and R through R. This
structure is used in the Lewis system S4. Consequently, each modal logic formula on (M,R) can be
equivalently verified onR andM using relation-algebraic terms.
7.2. Boolean logic model checking
In this section, we demonstrate how model checking tasks on a Petri net’s state space can
elegantly be formulated in relation algebra.We consider themost prominent analyses on Petri nets to
demonstrate our approach.Model checkingwith relation algebra allows the formulation of executable
algorithms to test desired properties of the underlying reachability graph. It is thus not necessary to
translate the reachability graph into aKripke structure or any kind of automatamodel and to formulate
model checking tasks in any formal language other than relation algebra. Executing a relational
algorithm simultaneously delivers the candidates that fail to pass the test as we demonstrate in Fronk
and Kehden (2006).
Remember that the relationM represents the state space, whereas R represents the reachability
graph. To consider a marking M ∈ M(PN ), we use its vector representation vec(M ) and find
its position in M through search(M, vec(M )). We use such positions for model checking in R as
described in the remainder of this Section. The position of vec(M ) is nothing else than a vector of
type [Nk ↔ 1] where k = |MTL|. Let m and n refer to such positions in M of markings M and N
respectively. SinceR is the relation-algebraic representation of the reachability graphG, we speak of
markingsm and n inR for the sake of simplicity.
7.2.1. Reachability
For anymarkingm, the set of all markings reachable fromm is represented by the set of successors
ofm inR.
Theorem 33.
extract(M,RTm)
delivers a vector list representing the markings reachable from m.
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Proof. For any relation R and any point p, RTp delivers a vector modelling the successors of p in R.
In R, RTm delivers a vector indexing the positions inM of all markings reachable from m. From the
definition of extract it is clear that the desired vector list is delivered. 
To test whether a specific marking n is reachable fromm, we check whether the positions ofm and
nw.r.t.M form a pair inR, i.e., whether the pair (m, n) is contained inR. If n is not a valid position in
M, n is not a reachable marking at all. Otherwise:
Theorem 34.
mnT ⊆ R
holds if n is reachable from m.
Proof. For any point p and q, pqT forms an atom in the underlying relation algebra. If it is contained
in any relation R, it represents an element of R. Hence, mnT represents the pair of markings (m, n) in
the reachability graphR. 
7.2.2. Home markings and reversibility
A markingm is called a home marking if it is reachable inR from every reachable marking:
Theorem 35.
extract(M,R
T
L)
delivers the vector list of all home markings inR.
Proof. RL is the source of R, and by the construction of R it is clear that RL = L, i.e., R is total. The
effect of negating the multiplication of RT with the source of R can best be shown by the following
predicate logic correspondences:
R
T
Lm ⇐⇒ (LR)
T
m
⇐⇒ ¬∃n : Rnm (n represents a reachable marking)
⇐⇒ ∀n : Rnm.
That is, m is a marking reachable from each reachable marking n, and thus m represents a home
marking. The application of extract delivers the desired result. 
A Petri net is called reversible if its initial marking is a home marking. Let vec(M0) be the relation-
algebraic representation of the initial markingM0.
Theorem 36.
vec(M0) ⊆ extract(M,RTL)
holds if and only if M0 is a home marking.
Proof. Follows immediately from Theorem 35. 
7.2.3. Liveness
Analysing liveness properties is closely related to reachability analysis since the state space can be
exploited here as well. Remember that with Theorem 21 we can easily define a relation over [T ↔ S]
with |S| = |MTL| assigning to each transition t the reachablemarkings activating t: it is given through
C := conc M. WithR and Cwe can easily check interesting liveness properties as follows.
A Petri net is weakly live if it does not have a dead marking, i.e., if ∀M ∈ [M0〉PN : ∃t ∈ T : M[t〉
holds:
Theorem 37.
TTL = L
holds if there is no dead marking inR.
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Proof. Trivial, since the target of T denotes all reachable markings activating at least one transition.
If it is total, no dead markings can be found. 
Remark 38. Dead markings are represented as a vector list if extract(M,TTL) is applied.
A transition t is called weakly live if it is activated under at least one reachable marking, i.e., if
∃M ∈ [M0〉PN : M[t〉 holds:
Theorem 39.
TL 6= O
holds if there is at least one weakly live transition.
Proof. The vector TL is the source of T and thus represents the set of transitions that are activated
under at least one marking. 
Remark 40. Conversely, the negation of TLmodels the set of dead transitions.
A transition t is called live if it is weakly live under all reachable markings, i.e., if ∀M ∈ [M0〉PN :
∃M ′ ∈ [M〉 : M ′[t〉 holds:
Theorem 41.
RTT
T
L 6= O
holds if there is at least one live transition.
Proof. The relationRTT assigns to a markingm a transition t if no marking n reachable fromm exists
that activates t . RTT
T
L denotes the target of this relation and hence represents all such transitions.
The complement consequently captures all live transitions. 
A Petri net is called live if all its transitions are live, i.e., if ∀t ∈ T ,M ∈ [M0〉PN : ∃M ′ ∈ [M〉 : M ′[t〉
holds:
Theorem 42.
RTT
T
L = O
holds if all transitions are live.
Proof. Follows immediately from Theorem 41 and with L = O. 
7.2.4. Safeness
A Petri net is called 1-safe, if no place carries more than one token under any reachable marking,
i.e., if ∀M ∈ [M0〉PN : ∀p ∈ P : M(p) ≤ 1 holds. A relation-algebraic characterisation requires one to
look into the markings stored inM:
Theorem 43. Let (P × N, γ , δ) be a direct product.
MTδ(zero ∪ succTzero) = O
holds if each reachable marking is 1-safe.
A. Fronk, B. Kehden / Journal of Symbolic Computation 44 (2009) 15–47 39
Proof. The relation MTδ(zero ∪ succTzero) delivers a vector indexing over the target of M such
markings that are 1-safe. Consequently, its negation delivers the desired result. To see the correctness
of the construction, we use predicate logic correspondences and calculate as follows:
(MTδ(zero ∪ succTzero))i ⇐⇒ ¬∃q, n :MT iq ∧ δqn ∧ (zero ∪ succTzero)n
⇐⇒ ¬∃p, n :M〈p,n〉i ∧ zeron ∧ succTzeron
⇐⇒ ¬∃p, n :M〈p,n〉i ∧ n 6= 0 ∧ n 6= 1
⇐⇒ ∀p, n :M〈p,n〉i → (n = 0 ∨ n = 1)
⇐⇒ ∀p, n :M〈p,n〉i → n ≤ 1
That is, position i indexes a reachable marking in which each place is assigned a number of tokens less
or equal to 1. If all positions are indexed, all markings are 1-safe. 
Remark 44. Clearly, the application extract(M,MTδ(zero ∪ succTzero)) delivers the vector list of
markings that are not 1-safe.
7.2.5. Persistence
A set of transitions {t1, . . . , tn} is called concurrently activated under a marking M if they can
fire under M in any order, i.e., if each permutation of the sequence 〈t1, . . . , tn〉 is a so-called firing
sequence. The resulting marking after firing the set {t1, . . . , tn} ‘simultaneously’,M[t1 . . . tn〉 for short,
is uniquely determined. We assume a Petri net to be loop-free. It is called persistent if for each
reachable marking M and each pair of transitions t1 and t2 activated under M the set {t1, t2} is
concurrently activated. To check this property with our approach, each marking of the state space
M needs to be processed. Although a loop is required to access each reachable marking, this task can
be formulated as easily as before. Accessing each marking in M iteratively can equally be realised
through applying extract(M, v) for each point v ⊂MTL.
Now assume that we have two homogeneous, symmetric, and irreflexive relations, R : T ↔ T and
S : T ↔ T , over transitions such that Rt1t2 holds ifM[t1〉 andM[t2〉, and St1t2 holds ifM[t1t2〉. That is,
R represents pairs of activated transitions whereas S represents pairs of concurrently activated ones.
Clearly, if R ⊆ S holds for each marking M , each pair of activated transitions is also concurrently
activated, and thus the Petri net under consideration is persistent. Hence, it remains to characterise R
and S.
Following Theorem 20, for any marking m = vec(M ) the set of transitions activated under m is
given through concm. With the definitions given in Section 3, the term concm(concm)T ∩ I delivers
the symmetric and irreflexive relation R as defined above.
To construct a relation of transitions pairwise concurrently activated under a marking m, we
proceed in three steps. First, we refer to the set of transitions activated underm through act := concm
and determine the set of markings immediately reachable from m (if any). We follow Theorem 29
and calculate irm := IRM(mL, inj(act)T) to receive a vector list containing in the i-th column the
marking immediately reachable from m when firing the i-th transition activated under m. Second,
we need to know which transitions activated under m are still activated under which immediately
reachable marking. Following Theorem 21, we calculate irmAct := conc irm to receive a vector
list over transitions such that the i-th column represents the transitions activated under the i-th
marking immediately reachable from m. In the third step, we relate a transition t activated under
m to each transition represented in a column of irmAct , if t is contained in that column as well:
Clearly, the relation pairconc defined through inj(act)TirmActT represents pairs of transitions (t1, t2)
where t2 remains activated when firing t1 under m. Since this relation needs to be symmetric and
irreflexive, we must exclude pairs (t1, t2) if (t2, t1) is not in pairconc and if t1 = t2, i.e., the relation
pairconc ∩ pairconcT ∩ I describes the desired result.
Finally, we capture the entire process in the following algorithm to check the persistency of a state
space.
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Persistent(M) ≡def .
2 Start
T := conc M
4 npers := O
i := 1
6 while i ≤ |M| do
m :=M(i)
8 act := T(i)
if act 6= O then
10 pairAct := actactT ∩ I
irmAct := conc IRM(mL, inj(act)T)
12 pairconc := inj(act)TirmActT
pairConcAct := pairconc ∩ pairconcT ∩ I
14 if pairAct 6⊆ pairConcAct then
npers := npers ∪Ei
16 i := i+ 1
if npers 6= O then
18 npersmarks := extract(M, npers)
else
20 npersmarks := O
return npersmarks
In line 4, the marking to be processed is extracted from M. The vector npers is used to index non-
persistent markings (line 5). Line 6 calculates the transitions activated under m, and line 7 relates
them pairwise. Line 8 delivers a vector list of transitions activated under the markings immediately
reachable fromm, and line 9 forms pairs of concurrently activated transitions. The persistency check
is then easily formulated in line 10: If for the marking currently considered the persistency condition
fails to hold, the current index v is added to npers. Otherwise, the loop continues. After iterating all
markings, the indexed ones are extracted fromM (line 13) such that npersmarks stores the vector list
of markings not satisfying the persistency property.
8. Evaluation
The runtime efficiency of our approach is evaluated by comparing the computation times of
model checking tasks considering some prominent Petri net examples: The Dining Philosophers,
the Consumer/Producer net, the Readers/Writers net, and a simplified version of the Courier
Communication Protocol as described in Woodside and Li (1991). Although the size of a BDD can be
exponential in the number of the variables, Boolean binary operations can be calculated in polynomial
time in the size of the BDD and some unary ones even in constant time, a fact which is of particular
relevance when encoding the calculus of relations with BDDs, as already described in Berghammer
et al. (2002).
We evaluated the runtime behaviour in generating both the state space and reachability graph
as elaborated in this paper. Our model checking algorithms except for checking persistency are
executable within less than 5 s in all case studies presented here and are thus omitted in the detailed
evaluation. The tasks mentioned have been executed on a Centrino 1.6 GHz with 2 GB RAM. In the
evaluation, wemeasure the execution times of the implementations of Rmarks, Rgraph, and Persistent
(see Fronk and Kehden (2006)) which depend on two parameters, viz. on the number of places,
transitions, andon thenumber of reachablemarkings. Considering the relation-algebraic transcription
of Petri nets, the number of tokens permitted on places furthermore influences the size of C ,M , V ,
andW thus influences execution speed as well. Particularly in RMarks, the bottleneck is the number of
immediately reachablemarkings calculated with IRM which are then searched for inM and for which
disjointness needs to be tested. If, for instance, only one transition is activated under a marking, IRM
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Table 1
Aspects of selected Petri nets
RW CP DP CCP
Number of places 5 8 15 31
Number of transitions 4 6 10 26
∅ number of activated transitions per marking 3.809 1.991 6.966 3.109
∅ number of markings added per append step 1.05 1.467 1.413 1.275
∅ number of markings not added 2.809 0.992 5.966 2.114
calculates one new marking which to search for inM is as a cheap operation as finding disjoint ones,
whereas the time consumed grows with the number of transitions activated in each step and thus
with the number of immediately reachable markings. It is therefore convenient to select such Petri
nets that differ in size, in the number of reachable markings, and in the following ratios:
(1) The average number of transitions activated under a marking, calculated by dividing the overall
number of transitions activated by the number of markings in the state space. This ratio hints at
the number of markings generated by IRM in each step and thus on the workload within Rmarks.
(2) The average number of markings added to M in each append step, calculated by dividing the
number of markings in the state space by the overall number of append steps. This ratio together
with the first one hints at the number of markings generated in a step but already reached in a
previous one.
(3) The average number of immediately reachable markings not added toM since they were already
generated in a previous step, calculated by dividing the difference of the overall number of
transitions activated and the number of markings in the state space by the overall number
of activation steps. An activation step is counted if there is at least one transition activated
under a marking currently under consideration. This ratio hints at the costs of the operations
extract(reach, search(reach,M)) and extract(new, singles(new))when executing Rmarks.
In order to respect all these significant aspects, we have selected 4 different Petri nets.We first explain
themeaning of the respective ratios and briefly describe them for the individual nets. The exact figures
are subsumed in Table 1.
The Readers/Writers net (RW) is displayed in Fig. 7(a). It consists of 5 places and 4 transitions.
During state space generation, each marking reached produces approximately 1 immediately
reachable marking not reached before. However, there are approximately 3.8 immediately reachable
markings, and this ratio leads to approximately 2.8 superfluousmarkings per activation step. Although
RW is a small net, generating its state space consumes a lot of time due to the overhead of markings
generated in each activation step.
The Consumer/Producer net (CP) is displayed in Fig. 7(b). It consists of 8 places and 6 transitions and
is thus equally small as the Readers/Writers net. In contrast, there is a very small overhead inmarking
generation since there are only approximately 2 transitions activated under each reachable marking,
which produce approximately 1marking not added to the state space. That is, there are approximately
1.5 markings added to the state space in each append step, and since its state space is much smaller
than that of RW, we can expect a better runtime behaviour of our algorithms.
In contrast again, theDining Philosophers net (DP) displayed in Fig. 7(c) consists of 15 places and 10
transitions and activates approximately 7 transitions under each marking. Since only approximately
1.5 markings are added to the state space in each append step, there is a very large overhead in
generating superfluous markings, viz. approximately 6 per activation step. Due to this overhead, the
number of markings generated in this net grows rapidly, but still calculation speed is respectable.
As we will impressively demonstrate, the performance of our algorithms strongly depends on the
number of tokens permitted on places.
A similar situation is observable in the Courier Communication Protocol. Its simplified version
is displayed in Fig. 7(d). It is the largest of the four nets considered and consists of 31 places and
26 transitions. It activates approximately 3 transitions under each reachable marking. Since only
approximately 1.2markings are added in each append step, there is a small overhead of approximately
2 markings generated but not added to the state space in each activation step. Nonetheless, its large
state space is generated in reasonable time.
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Fig. 7. Petri nets selected for evaluating runtime behaviour.
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Fig. 8. Results of test runs on the Readers/Writers net.
Table 2
Precise figures for RW
10 tokens 30 tokens 60 tokens
Markings 66 496 1891
Pairs imm./reachable 286/4356 2356/246,016 9211/3575,881
Non-persistent markings 10 30 60
To constitute a meaningful series of measurements, we have varied in the four nets the number of
tokens permitted on places such that they produce state spaces of different size consuming variable
space and time. The exact results are presented in the subsequent sections.
8.1. Example 1: Readers/Writers
In the Readers/Writers net, we have varied the number of tokens on the places p2, p4, and p5 (the
ones carrying a token in Fig. 7(a)) such that they always possess the same number of tokens. Using
60 tokens per place (see Fig. 8), it took 48 s to generate all 1891 reachable markings, and another 32
s to generate the reachability graph consisting of 9211 pairs of immediately reachable markings and
3575,881 pairs of reachable markings. That is, the graph consists of 1891 nodes and about 3.5 million
edges. Note that the net is reversible and hence the reachability graph is strongly connected. There
are 60 non-persistent markings in this state space which were detected within 27 s. Clearly, with
almost 4 transitions activated under each marking, there are about 7000 markings calculated during
state space generation when using 60 tokens per place, which massively increases both memory and
computation time. Further figures are shown in Table 2.
8.2. Example 2: Consumer/Producer
The Consumer/Producer net performs much better since there are only approximately 2 markings
generated at each computation step (see Fig. 9). In this net, we varied the number of tokens only
on place p8 such that we could calculate with 200 tokens producing 1809 markings in about 80 s.
The reachability graph was generated within another 68 s. It consists of 5421 pairs of immediately
reachable markings and 3272,481 pairs of reachable markings. The net is persistent, and detecting
this was done in 68 s. Further figures are shown in Table 3. Clearly, the sizes of both the underlying
relations encoding the net and the state space are large enough to allow the estimation of the time
consumed for calculating with large relations. In contrast to the Readers/Writers net case where only
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Fig. 9. Results of test runs on the Consumer/Producer net.
Table 3
Precise figures for CP
10 tokens 20 tokens 40 tokens 80 tokens
Markings 99 189 369 729
Pairs imm./reachable 291/9801 561/35,721 1101/136,161 2181/531,441
120 tokens 160 tokens 200 tokens
Markings 1089 1449 1,809
Pairs imm./reachable 3261/1185,921 4341/2099,601 5421/3272,481
Table 4
Precise figures for DP
1 tokens 5 tokens 6 tokens
Markings 11 1223 2494
Pairs imm./reachable 41/121 9743/1,495,729 20,854/6,220,036
Non-persistent markings 6 481 925
the state space – encoded inM – is a large relation, it took almost 8 min to provide the many constant
relations and product domains used in IRM before state space generation could be started. With a
smaller number of tokens, i.e., less than 60, this time can be neglected. This net clearly shows the
effect of varying the number of tokens per place: Since a marking is encoded over P ×N , the concrete
value of |N| determines the size of the product domains used and thus of their natural projections.
8.3. Example 3: Dining Philosophers
The Dining Philosophers net, again, produces a very large overhead of markings calculated during
state space generation. Moreover, even with the small number of 6 tokens on each of the places
marked in Fig. 7(c), the net consists of 2494 markings calculated in long 104 s (see Fig. 10). Note,
however, that due to the large overhead there are almost 14,000 markings calculated through
IRM during state space generation. The reachability graph in this case consists of 20,854 pairs of
immediately reachablemarkings and 6220,036 pairs of reachablemarkings andwas generatedwithin
another 80 s. Again, the large overhead produces a large workload within Rgraph since this algorithm
refers to IRM as well. The net is not persistent, and its 925 markings violating this property were
detected within 34 s. With 7 tokens, we ran out of memory at 4560 markings. Compared to the case
for the previous nets, we could calculate more markings in less time since the underlying relations
encoding the Dining Philosophers net are very small particularly due to a small number of tokens
used. Further figures are shown in Table 4.
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Fig. 10. Results of test runs on the Dining Philosophers net.
8.4. Example 4: Courier Communication Protocol
This situation changes again in the Courier Communication Protocol net. Although we calculated
only with a capacity of 1 for each place, the state space consists of 1336 markings generated within
19 s. Although this net has a marking overhead of approximately 2, its state space is generated in
reasonable time. The reachability graph consists of 5490 pairs of immediately reachable markings
and of 1731,716 pairs of reachable markings generated within 15 s. Its 100 markings violating the
persistency property were found in 11 s. For the entire Courier Communication Protocol net as
discussed in Dingle et al. (2002), we ran out of memory at 4232 markings. This might be due to a
suboptimal BDD representation of the reachability graph. Note that with approximately 3 transitions
activated under each reachable marking, we generated about 12,000 markings at this point in time.
8.5. Summary
State space generation and reachability analysis with relation algebra is both space efficient and
of high performance if the number of tokens is kept small. Of course, calculating with 200 tokens
on a place might look a bit artificial, yet it helps to evaluate the runtime behaviour. In any cases,
the model checking algorithms are of high performance if not every marking needs to be accessed
as done in checking persistency. That is, detecting home markings as well as checking liveness and
safeness properties requires one to perform simple operations on the state space encoded in the
marking listM and on the reachability graph Rgraph, which are executed in less than 5 s in all cases.
Since our approach treats many different model checking problems within one single conceptual and
technical framework, it can, however, not compete in all cases with the runtime behaviour of Petri
net tools implementing for specific problems specific solutions encoded in programming languages
such as C or C++. Nonetheless, this relation-algebraic approach allows us to simultaneously calculate
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sets of reachable markings, to uniformly formalise many different properties and to check them
automatically with machine help.
9. Conclusion
Reachability analysis in Petri net theory is usually based on linear programming and considers
the incidence matrix C of a Petri net. A marking N is reachable from M if the marking equation
C ∗ x = N − M has a solution for x. This equation is not sufficient to characterise the set of all
reachablemarkings so other techniques for constructing the reachability graph need to be considered.
Our approach both constructs the entire reachability graph and allows its analysis using simple and
efficient relational constructions. With the embedding into an imperative programming language,
developing algorithms for Petri net analysis is both easy and close to net theory since net theoretic
formulae can be transformed into relation-algebraic expressions by rigorous transformation rules. Our
model checking programs are thus correct by construction.
We have provided a relation-algebraic characterisation of the state space of Petri nets based
on a relation-algebraic definition of both the structure and the reachability graph of Petri nets.
Instead of using different theories such as graph theory and linear algebra as usually done, we have
shown how the state space can be analysed by means of relations only. Furthermore, our relation-
algebraic characterisations, compared to predicate logic, shift the formalisation of Petri nets to amore
abstract level. As a main benefit, state space properties can be formulated within a mathematical
calculus that allows us to treat the characterisations as executable relational specifications such that
the entire process of deriving programs for the analysis of a Petri net’s state space is less error-
prone than without a formal approach or with one that does not allow for correct-by-construction
transformations. Hence, we provide a relation-algebraic interface to Petri nets understood as a data
type based on relations. We used it to implement the tool PetRA for the formal analysis of concurrent
systems.
The reachability problem is generally NP-complete, and polynomial for some specific net classes
(Esparza and Nielsen, 1994). Our approach works for arbitrary predicate/transition nets. Although
it is still exponential (since each reachable marking needs to be checked for inclusion in the list
of all reachable markings) its runtime behaviour shows satisfying results. Since we use ROBDDs to
represent relations in the computer memory in a very compact way, we are able to analyse Petri nets
of reasonable size. As soon as the reachability graph is constructed, however, state space analyses can
be deduced from net theoretic formulae without further considerations. With this benefit, problems
which are of particular interest in reachability analysis, e.g. finding a pair of markings such that two
places are marked simultaneously, or finding home states, i.e. markings that are reachable from every
reachable marking, can easily be deduced and executed efficiently.
Model checking approaches for Petri nets usually require the translation of the reachability graph
into an automaton suitable for LTL or CTL model checking. Our analyses run on the reachability graph
immediately and do not need to consider a logic other than relation algebra. That is, both modelling
Petri nets and efficiently model checking their state space are feasible within the calculus of relations.
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