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Introduction
The penetration of residual gas into tokamak plasmas is usually skin deep, especially when an H-mode is present. To illustrate this statement it is customary to express the atomic neutrals mean-free path for ionization and charge exchange by:
where V n is the speed of neutrals, <n e > is the average electron density and <n i > is the average ion density. The ionization rate coefficient <σ ion v e > is a weak function of the electron temperature 1 T e above 30eV and peaks around 100eV at 2x10 -14 m 3 /s. The charge exchange rate coefficient <σ CX v i > is similar in magnitude. In a typical high field tokamak, n e in the mantle plasma inside the separatrix is above 1x10 19 particles/m 3 and the mean free path of "cold" (i. e. room temperature) neutrals is λ neutrals is around 10 cm, an order of magnitude higher than usual machines. Furthermore the average electron temperature is below 100eV (except during ICRF heating) and H α light can be used to monitor neutrals behavior is the edge region. H α light can also give some information on the local plasma density if the neutrals distribution is known experimentally or computed. In contrast to others tokamaks where helium puffing is mandatory to produce meaningful imaging well beyond the last closed flux surface, it is possible to look directly at hydrogen light to obtain similar results in ET. Due to the 3 depth of neutrals penetration, we will work in the mantle of the plasma, which is defined as the plasma region between the edge and half-radius.
ET has little recycling due to titanium gettering and the absence of porous wall materials or limiters in the vessel, as Figure 1 -a shows. For this reason the study of neutral penetration needs light enhancement using gas puffing. The gas puff H α imaging geometry is presented in Figure 1 -b. The H α emission of the gas injection is several orders of magnitude brighter than the background light. The "dark" plasma-wall interface (forming a belt-like pattern) is indicated and does not show any noticeable light.
The paper is organized as follows: Section 2 describes the physical model for light emission and neutral penetration. Section 3 focuses on the experimental results and model validation. Finally, Section 4 discusses the limits of this model and its potential for diagnostics applications.
Emission and neutral penetration model
Plasma-neutral interactions can be quite complex, mainly due to recycling and the presence of molecular and atomic hydrogen species at the plasma edge. As mentioned previously, these effects can be greatly simplified when looking at the local gas puff, providing the light emitted from the puff overwhelms the background light. In this case, only molecular hydrogen can be taken into account. It will be shown later that such a restriction is quite reasonable and does not noticeably impact on the quality of the results.
After presenting the instrumentation and geometry of the experimental setup, the relation between light emission and local electron density is discussed. Then a neutral transport 4 model is developed and a two-dimensional plasma density distribution is derived as a function of the measured light intensity I.
Geometry and instrumentation
The molecular hydrogen gas puff for H α imaging is injected through a 2-cm hole directly cut into the wall of the tokamak. Figure 1 -b shows a detail view of the gas puff injection into the plasma edge. The injection is controlled by a piezo valve which regulates the gas input. This valve is located 20 cm away from the vacuum vessel wall. The whole system acts as a nozzle with a gas velocity V 0 along the x-axis 0 0
While this setup does not qualify as a typical supersonic injection 3 with an exit Mach number M e well above 1, sonic speeds are expected at the throat of the piezo valve. Using this assumption and the classical formulas for compressible flows and the gas velocity at the exit hole is given by
Typical values of M exit are around 0.25 for this experimental setup. Figure 2 shows a schematic top view of the vacuum vessel and the relative position of camera to the gas puff orifice. The origin of the (x, y, z) coordinate system used in this paper is coincident with the center of the injection hole. The view angle is not normal to the injection direction and corrections will be incorporated into the coordinate system to compensate for the shallow view angle. A CCD camera (frame rate of 30 frames per second with a 5 ms integration time) is used for imaging. The next section discusses the relation between the molecular H α light intensity and the local plasma density.
5
Molecular H α emission model
Typical edge plasmas are characterized by many different atomic and molecular processes 4 . This is especially true in the scrape-off layer (SOL) where the interactions between neutrals and plasma are quite complex and several neutral transport codes such as DEGAS2 5 or KN1D 6 have been developed to understand such systems. In particular, they can compute the atomic and molecular neutral density, the temperature distribution and the emitted H α photon rate. They have been successfully used to study edge plasma and density fluctuations 7 in tokamaks. Since we consider molecular hydrogen only in a region where there is no scrape-off layer (the plasma contacts the outboard wall where the injection hole is located) and we look at a localized volume of the plasma, it is possible to simplify the problem as follows. The hydrogen coming from the gas puff is mainly molecular, and will be supposed only molecular in the rest of this paper. The dissociation products coming from the interaction of molecular hydrogen with plasma electrons can be classified as: hydrogenic particles of mean energies between 0.3 and 7.8 eV in the ground state and first excited state (category 1), which will be considered as sinks to the molecular hydrogen density; fast excited hydrogenic particles with n = 3 (category 2), which will be considered as sinks but also as a local H α light source.
The first category does not yield any H α light in the volume under scrutiny (x < 50 cm from the machine wall) due to the high velocity of the dissociation products (>7x10 3 m/s). At the plasma densities in the mantle of ET, the ground state excitation rates to the n=3 state are below 10-20 kHz. Hence the average distance spanned before H α emission is greater than 50 cm. Therefore emission from this category is outside the observation volume.
Since it takes only a few nanoseconds for the H (n=3) state to release an H α photon, the second category is the only one that emits local H α light. Therefore we consider here the dissociative excitation of H 2 into H * (n=3) 8, 9 and the ionization of H 2 into H 2 + which in turns gives H * (n≥2) 10 . The latter process is not well understood and rates are not well established. Nevertheless, recent research 11, 12 suggests that the majority of atomic hydrogen produced in this process is in the n=3 state. We obtain the simple relation between n n and I:
where n n is the molecular hydrogen density, n e the local electron density and <σv e > ex the sum of all n=3 excitation rates under consideration. To keep model simple so an analytical neutrals distribution can be found, we consider all reaction rates constant in the range of electron temperatures spanning 30 eV to 100 eV. To avoid the controversy over the excitation rate of H 2 + yielding H * (n=3), we decided to use Eq. (5) in our model instead of Eq. (4) .
Hence, no absolute intensity has been done in this paper as we are trying to develop a neutrals penetration model, discussed in the next section.
Molecular hydrogen diffusion model
The steady-state continuity equation for the neutrals has the general form
n n is the local density of neutrals. k is a reaction rate which describes the sink of neutrals.
V 0 is the initial velocity at the gas puff orifice. D is a diffusion coefficient 13, 14 defined by the sink and collisions of neutrals,
m n is the neutrals mass (H 2 ). <σv n > n-n is the collision rate between neutrals, at 5x10 -15 m 3 /s 15 for ET parameters. The total reaction rate (sinking) for molecular hydrogen is <σv e >. It is considered constant in the mantle of ET and sums up to 5×10 -14 m 3 /s 16 . At the gas puff injection rate S inj of 10 19 particles/s, we can approximate the average neutral density in the gas puff cloud to 5×10 16 particles/m 3 , which is slightly lower than the edge plasma density. So the diffusion process is dominated by the sinking of the particles and not by the neutral-neutral collisions and we get
As discussed previously, n n describes the neutrals that do not interact with the plasma, so that T n can be considered constant and equal to T exit . Furthermore, as Figure 1 -b suggests, neutrals penetrate up to 50% of the plasma minor radius r. As a first approximation of the plasma density, the spatially averaged density <n e > 50% will be used in the remainder of the paper. It comes from a 90 GHz microwave interferometer. It is computed assuming a parabolic density profile and calculating the average density in the outer half of the plasma (r/a > 0.5). So we obtain a Constant expression for the diffusion coefficient D
and Eq. (6) simplifies to
As mentioned in the last section, the gas puff originates from a 2-cm hole. The observation region is 50-cm long so the injection can be considered a point source. For these conditions, the three-dimensional neutral density distribution is given by the classical formula
The imaging set-up only resolves the x and y direction while the light intensity is integrated along the line of sight, i.e. the z-direction. The high aspect ratio of ET allows the approximation of the low field side curvature by a straight line from z = −∞ to z = +∞.
Hence the density n n (x,y) averaged over the z-direction is 
The "analytical" solution of Eq. (12) is
where K 0 is the modified Bessel function of order 0, which can be approximated by analytic or polynomial functions 17 .
Electron density measurement
We can now regroup both models to extract the electron density in the ET mantle plasma from the H α line intensity, averaged over the z-direction,
I(H α ) (x,y) is measured directly by the camera imaging the gas puff, using an H α filter. In 
Experimental results
In the next paragraphs we focus on experimental measurements to validate the proposed model. The first paragraphs provide a succinct description of ET standard shots. A simple 1D approximation is used to explain the light intensity evolution throughout the plasma mantle. Then we verify the one-dimensional density profile obtained from light emission against Langmuir probe data at the edge of the plasma, and Thomson scattering data further in. Finally two-dimensional density profiles are discussed.
ET standard shots
ET has 3 to 5 s long shots at constant plasma current of typically I p ≈ 50 kA. The majority of the shots studied show good agreement between measured and calculated densities.
Parts of the shots exhibiting uncontrolled position changes (due to internal disruptions)
were excluded since these effects were not taken into account in our model. A comparison with other diagnostics is rather difficult during such events. To minimize this problem, only stable plasmas in contact with the outside wall of the vacuum vessel are considered here. The timing of camera frames is indicated in Figure 3 by vertical dashed lines. A picture was taken every 166 ms with a 5 ms integration time. A smoothing algorithm was applied to filter out noise from the different frames. Residual background light was subtracted from the all the frames. It is important to note that this level is relatively independent of plasma density. For this particular shot, the acquisition started at t = 0.16 s and continued until an internal plasma disruption occured, at t = 1.99 s. Figure 4 shows the spatially integrated (along y, z) light emission for different time frames. The light evolution along the x-axis clearly shows three distinctive domains. From x = 0 to x = 15 cm the light intensity increases until it reaches a maximum. The increasing plasma density causes the increase of the emission intensity. Between 15 cm and 35 cm the light slowly decreases, following an exponential decay which depends upon the plasma density. The depletion of the neutral flux determines this domain. Beyond 35 cm into the plasma, the electron/ion temperature is above 100eV and the neutral density is too low to allow useful discrimination against the background light. In this region, no information on the plasma density is available and the model cannot be verified.
1D spatial evolution of the H α light
Eq. (10) can be reduced to a one dimensional differential equation with only the x coordinate remaining. While this approximation does not permit to extract precise information from the H α light, it explains the trend of the neutral light developed earlier.
The solution of the diffusion equation is
and the light intensity I(x) is related to the plasma density n e according to the modified
The derivative of Eq. (17) is
One should notice that the terms in Eq. (18) are positive, except I'. The sign of I'
indicates which term dominates the spatial increase or decay of the intensity. As Figure 4 shows, the spatial derivative of the intensity is positive for 0 < x < 15 cm. Hence, in this region, the normalized density gradient n e '/n e dominates and we obtain ' ' e e n I I n ≈ or e n I ∝ .
In the second portion of the profile, the derivative I' is negative. Therefore this part is dominated by the second factor of Eq. (18). For ET parameters, the 1/x factor can be ignored away from the wall and in the exponential decay region is ruled by Eq. 
where λ n is the mean free path of molecular hydrogen. This result helps to understand the different spatial domains of the light emission. After considering this simple evolution of n e and I, the next section tries to validate the entire model by assuming a three dimensional neutral distribution.
Experimental validation of the model
To support the simple neutral diffusion model presented in this paper, we need to compare the density calculated from Eq. (15) If the density profile obtained from gas puff imaging is compared to the probe data, good agreement between the different data sets is found. Figure 5 -a shows that the edge density profiles are consistent. The slight discrepancy for t < 0.4 s results from minor plasma movements always present at the beginning of the shots. As discussed previously, plasma motion is not taken into account in the model. The 2-D profile reconstruction cannot be as precise as the one-dimensional case due to the simultaneous exponential decay of the neutral density along the x-and y-axis.
Nevertheless it is interesting to consider trends in the 2D density contours. Figure 6 shows an example of a 2D profile. It clearly reveals the equi-density contours and the gradients expected for up-down symmetric plasmas. The useful two-dimensional data is restricted to x < 15 cm due to rapid light decay.
In this section the validity of Eq. (15) for describing the spatial neutral density profile was demonstrated. This simple model appears correct in the mantle of the plasma. As we approach hotter and denser region, the H α emission becomes weak and validation becomes difficult. The following section considers the applications and the limitations of the model.
Discussion
The previous section validated the model by comparing density reconstruction results with other density data (Langmuir probes and Thomson scattering). The next paragraphs discuss a possible expansion of the method for practical applications such as density profile diagnostic or mantle fluctuation measurements. Fundamental characteristics of ET plasmas can be elucidated using this method. ET exhibits a particle pinch in Ohmic discharges 19 , leading to a 2/1 tearing mode, which triggers an internal disruption. This particle accumulation is thought to result from a negative radial electric field which forces inward ion transport. The proposed model for neutral penetration can help to determine the time evolution of density profile and compare it with density profiles from a time evolution transport code. Figure 8 shows the differences in density profile shapes which indicates confinement changes during particle accumulation.
As demonstrated by previous work 7, 20 , density fluctuations and turbulence can also be studied using fast imaging systems. 
So the error on the analytical neutral density is of the order of k . The error in the neutral density is comparable to the errors of the measured averaged plasma density and the reaction rate.
Conclusion
In this paper, we demonstrated that a simple neutral transport model can yield an accurate neutral density in deep regions of the plasma. By assuming a point source for the neutrals and solving a diffusion equation with directional velocity and sinks, the threedimensional neutral density distribution is calculated analytically. The results presented herein correlate rather well with Langmuir probes at the edge and Thomson scattering data deeper into the mantle. A dependable one-dimensional neutral density profile is found for 80 cm < r < 100 cm. Results for r < 80 cm are still acceptable but the reduced H α emission limits this method to radii greater than 70 cm. Furthermore one-and twodimensional plasma density profiles can be obtained using this technique. If a supersonice gas puff is used, plasmas of higher densities can also be imaged using this model. This neutral penetration model can be used as a reliable diagnostic method. It can be coupled to Thomson scattering for full density profile reconstruction, enabling continuous density measurements in regions where scattered laser light is prone to unfavorable signal to noise ratio due to low electron densities. Fluctuations can also be studied deeper into the plasma, complementing edge probe measurements. Finally more accurate comparisons with transport models and time evolution codes become feasible.
Such models can be integrated with imaging to deliver a simple and rapid diagnostic for complete radial density profiles in low density machines. 
