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Introduction
While the food versus fuels issue was introduced to the economic literature already by Barnard (1983) at the onset of the modern biofuels era and by Rajagopal et al. (2007) right before the world food crisis of 2007/2008 and while the most influential paper on this topic was Mitchel (2008) , the most cited article dealing explicitly with the relationship between prices of biofuels and related fossil fuels and agricultural commodities is Zhang et al. (2010) . In our paper, we replicate and extend their results.
The main result of Zhang et al. (2010) has been the absence of long-run price relations between the fuel and agricultural commodity prices, and a very limited short-run relationships. Even though we use essentially the same econometric techniques as Zhang et al. (2010) , we perform additional testing and we include a step-by-step guide how to approach such analysis in this specific setting, allowing for possible future replication of our own results. In addition, we significantly extend the data set both in time and in the number of covered commodities. In the replication part of our article, we confirm the Zhang et al. (2010) results that there is no strong statistical evidence that ethanol would drive food prices or vice versa in the period between 1989 and 2008. However, in the extension part of our paper, we find statistically significant co-movement between time series of prices of biofuels and the related food commodities.
The results obtained in our paper are time and market dependent. Therefore, our major conclusion is that Zhang et al. (2010) analysis provides a good characterization of the U.S. ethanol market in the period up to the world food crisis. With the full development of the U.S. ethanol market, which coincides with the 2007/2008 world food crisis, we observe a fundamental change in the relationship between the prices of fossil fuels, agricultural commodities and biofuels. While the development of biofuels facilitated this price transmission on the U.S. ethanol and the European biodiesel markets, on the Brazilian ethanol market, which had reached the stage of mature development already before 2008, the ethanol leads short-run changes in sugar price quite strongly both in the pre-crisis and post-crisis periods.
The replicated article of Zhang et al. (2010) belongs to a series of research agenda-defining papers (Zhang et al., 2007 (Zhang et al., , 2008 (Zhang et al., , 2009 (Zhang et al., , 2010 dealing with biofuels related price co-movements. This early price transmission literature is reviewed by Serra and Zilberman (2013) and . More recent comprehensive literature reviews of the food versus fuels debate are provided by de Gorter et al. (2015) and by Hochman and Zilberman (2016) . In our article, we present a structured review of the relevant literature in Tab. 1.
The rest of the paper is organized as follows. Section 2 describes the utilized methodology (cointegration and vector error-correction model) in detail. Sections 3 and 4 introduce the original dataset and replicate the results of the original study. Sections 5 and 6 present the expanded dataset and its results 2 for three time periods (before, during and after the world food crisis) and three biofuel markets (the U.S., the EU and Brazil). Section 7 concludes. 
Neutrality hypothesis
Fowowe (2016) ECM, Nonlinear causality
2001-2014
Weekly No price transmission from crude oil to agricultural commodities. Agricultural prices are neutral to oil prices.
Reboredo (2012)
Copulas
1998-2011
Weekly The price rise of corn, soybean and wheat was not attributed to extreme changes in crude oil prices. Gilbert (2010) Granger causality, OLS,
2SLS, 3SLS

1971-2008
Quarterly Economic activity, monetary expansion and exchange rate fluctuations lead to higher food prices. 
Nazlioglu and Soytas
Methodology
We follow the procedure of Zhang et al. (2010) and utilize the vector error-correction model to study both the long-term relationship represented by the cointegration relationship and the short-term connections represented by the lagged variables in the vector autoregression representation. More details can be found in the Appendix. We specifically use the representation of Hendry and Juselius (2001) :
Defining π ≡ αµ + γ and δ ≡ αρ + τ , we obtain five possible cases:
1. no restrictions on π and δ, i.e. the trend and intercept are unrestricted;
2. τ = 0 but γ, µ and ρ remain unrestricted, i.e. the trend is restricted to lie in the cointegration space;
3. δ = 0, i.e. there are no linear trends in the differenced series and the constant term is unrestricted;
4. δ = 0, γ = 0 but µ = 0, i.e. the constant term is restricted to lie in the cointegration space;
5. δ = 0 and π = 0, i.e. the model excludes all deterministic components.
Correct identification of one of the above cases is crucial for obtaining meaningful results. For more details, theoretical background and caveats, please refer to Banerjee and Hendry (1992) , Ericsson et al. (1998) , Hendry and Juselius (2001) , Juselius (2006) and Hoover et al. (2008) .
The procedure of finding a correct model can be rather complicated. To ensure that each model we consider here is treated on the same grounds, we apply the following step-by-step procedure 1 :
1. Test for unit roots in the original data with the lag selection based on the Bayesian information criterion (Schwarz, 1978) with the maximum lag of 12. If the series are unit roots, we can proceed.
If the time trend needs to be added into the model, it suggests the unrestricted trend version of the original model.
2. Find the optimal number of lags by estimating Eq. A.5. The selection is again based on the Bayesian information criterion (BIC), i.e. parsimony is preferred, with the maximum lag of 12.
3. Check whether the time trend is significant (utilizing the heteroskedasticity and autocorrelation consistent (HAC) standard errors) in the model estimated in the previous step. If the time trend is significant in the model, we consider either the restricted trend or unrestricted trend version of the final model.
4. Run the Johansen test (both trace and L max ) for preselected specifications (Johansen, 1991 (Johansen, , 1995 (Dickey and Fuller, 1979) for logarithmic prices and their first differences. We stick to the logarithmic transformations as these are closer to the Gaussian distribution as shown in Tab. 3 using the Jarque-Bera (J-B) test (Jarque and Bera, 1981) and to follow the original study. The results are quite straightforward 3 as all but one logarithmic price series are detected as unit roots. Only for the soybeans series, the time trend needs to be included to get the unit root. This suggests that there might be a need for the trend effect in the cointegration relationship. After first differencing, the unit root is rejected for all the series. Therefore, we can proceed with the cointegration testing. Note that the soybeans issues are not present in the original study of Zhang et al. (2010) which only confirms that the datasets are not exactly the same. Again, this should not limit our replication as the soybeans series is unit root after controlling for the time trend.
Replication results
Following the steps of the procedure listed above, we proceed with finding the optimal lag of the VECM model of Eq. A.5. For the original dataset, an optimal lag of one is detected for both models with and without a time trend. In Zhang et al. (2010), the optimal lag of four is used based on the Akaike information criterion (AIC) (Akaike, 1974) and Final Prediction Error (FPE) (Ljung, 1999) . It is not surprising that BIC delivers lower optimal lag as it prefers parsimony over overfitting. Nevertheless, the authors note that the results they present are practically the same regardless choosing four lags or one. The Granger causality tests of the original study find several causal pairs. Even though the test specifications are not clear, we stick to the standards and apply the Toda and Yamamoto (1995) test for the long-run causality and joint significance tests of the short-term VAR components of the VECM for the short-run causality. The original study finds a bidirectional causality between gasoline and crude oil, which is in hand with expectations (Baumeister et al., 2017) . Then there are several unidirectional causalities -from gasoline to ethanol, from sugar to oil, from sugar to corn, from sugar to soybeans, from sugar to wheat, from sugar to rice, and from soybeans to corn and rice. This shows a rather unexpectedly strong role of the sugar prices in the system, and also quite unexpectedly weak role of crude oil. Crude oil Granger causes gasoline prices, which is not surprising, but it is also caused by gasoline and sugar.
In Zhang et al. (2010) , this strong role of sugar in the whole system is attributed to it being a proxy for economic indicators. In our replication and extended study as well, we add more variables into the system to control for such effects. Quite interestingly, the dominant role of sugar is not reflected in the forecast error variance decomposition (FEVD) presented in the original paper as the contribution of sugar shocks towards other variables never exceeds 10%. The only markable contribution off the diagonal is the one of oil towards gasoline as oil contributes around 80% towards the gasoline variance 4 . Apart from this one, the cross-effects are minute, i.e. there is no interesting interaction between ethanol and either its producing factors or crude oil or gasoline.
Replicating these results, we also find several pairs with statistically significant Granger causality but these are mostly different from the ones in the original analysis. For both short-run and long-run causality tests, the optimal number of lags is detected to be one (with respect to BIC). In the long-run, wheat causes gasoline and oil, gasoline causes ethanol and wheat, sugar causes soybeans and wheat, and ethanol causes wheat. In the short-run, wheat causes gasoline and oil, rice causes oil, sugar causes soybeans, corn causes wheat, and ethanol causes wheat, i.e. most of the short-run causalities overlap with the long-run ones. Nevertheless, the trouble with crude oil being Granger caused by agricultural commodities remains.
We attribute this to an under-identification of the original model and possibly endogeneity issues, or more precisely the omitted variable bias. There surely are other variables that might be important for the system dynamics and are not included in the estimated model. Therefore, it would be helpful to enlarge the dataset.
As for the forecasting error variance decomposition (FEVD), the results cannot be directly replicated as the original paper does not state the variables ordering (Cholesky factoring) which plays an essential role in the final FEVD (Gentle, 1998) . We proceed with the FEVD based on the generalized VAR as proposed by Pesaran and Shin (1998) and further developed by Dees et al. (2007) and Diebold and Yilmaz (2012) , which does not require specific ordering and it is thus robust to errors due to incorrect ordering 5 .
In Tab. 5, we present the results of the forecasting error variance decomposition based on the VECM specification with restricted trend and one lag of the VAR terms. Our results show that all the agricultural commodities react mostly to their own shocks (with the proportion around 80% and more), i.e. there is strong autocorrelation present in their variance process with only weak cross-correlation effects. Similarly to the original study, we find that gasoline responds to the oil shocks quite strongly (43% compared to 78% in the original study) but also ethanol reacts to oil (22% compared to 15% in the original paper) and gasoline (over 5% compared to 4% in the original study). Other than these, there are no effects exceeding 10%. From the perspective of the main question of the original paper, i.e. whether there is a strong link between ethanol and related agricultural commodities, the results of the original paper and our replication suggest the same -there is no strong connection between them and there is no strong statistical evidence that ethanol would drive food prices or vice versa.
Expanded dataset
Since the publication of the Zhang et al. (2010) article, the availability of the biofuels-related data has improved markedly. Even though the data coverage does not (or even cannot) go too far into the past, the coverage improves substantially for the more recent years. To further expand on the results of the replicated paper, we provide a similar study conducted on a considerably enlarged dataset. Namely, we cover the three largest biofuel markets -Brazil (ethanol), the EU (biodiesel), and the USA (ethanol).
For these markets, we have collected a comprehensive dataset (unprecedented in the topical literature) of weekly nominal prices of biofuels, its producing factors (agricultural commodities), crude oil and competing fossil fuels as well as relevant financial variables. This gives us a total of 26 series covering the period between Nov 24, 2003 and May 16, 2016 . Specifically for these three markets, we covered the following time series:
• biofuels: Brazilian ethanol, EU biodiesel, US ethanol
• crude oil: Brent, WTI
• (competing) fuels: Brazilian gasoline, EU diesel, US gasoline
• stock indices: DJI, S&P500, FTSE100, DAX, BOVESPA
• interest rates: Fed Fund rates, LIBOR
• exchange rates: USD/EUR, USD/BRL
• biofuels-relevant agricultural commodities: corn, wheat, sugarcane, sugar beets, Brazilian sugar, soybeans, sunflower, rapeseed, palm oil
The data has been obtained from Bloomberg, Thomson Reuters Eikon, Centro de Estudos Avancados em Economica Aplicada (CEPEA), US Energy Information Administration (EIA), National Agency of Petroleum, Natural Gas and Biofuels -Agencia Nacional do Petroleo, Gas Natural e Biocombustiveis (ANP Brazil), US Federal Reserve, European Central Bank (ECB), and ECONSTATS databases 6 . Detailed description of the dataset and its sources is provided in Tab. 6.
In order to account for episodes of various market environments, we split the whole period into three (2007) for each market. The breaking points are confirmed 7 . This finally gives us three subperiods:
• Period I: November 24, 2003 -June 30, 2008 • Period II: July 7, 2008 -February 28, 2011 • Period III: March 7, 2011 -May 16, 2016 As earlier demonstrated by Kristoufek et al. (2012) , Vacha et al. (2013) , Kristoufek et al. (2016) and Filip et al. (2016) , the effect of time development seems to be crucial. These earlier studies of ours have repeatedly found a causal relationship between prices of biofuels and their production factors. However, these relationships experience a notable development in time. Thus, we believe that extending the original paper both in terms of data and time frame coverage may considerably contribute to the quality and correct interpretability of the obtained results. 6 The extended dataset is provided in a separate file attached to this paper. 7 Specifically, we extend Eq. 1 by adding dummy variables for the breaking points and also the interaction term dummies with the time trend. For each market, the optimal lag based on the BIC is identified as one. The null hypothesis of the specified dates not being the breaking points is confidently rejected with χ 2 (28) = 136.20 (p < 0.0001) for Brazil, χ 2 (40) = 175.37 (p < 0.0001) for the EU, and χ 2 (40) = 154.86 (p < 0.0001) for the US.
Results
We follow the same procedure of model selection and following analysis as for the original dataset. As the new dataset has been markedly enlarged, we now estimate three models -for the EU biodiesel, US ethanol, and Brazilian ethanol -for three separate periods -before, during, and after the food crisis which gives nine models in total. The model specification procedure is described in the Appendix and the resulting models are summarized in Tab. 7.
Short-term dynamics
Short-term interactions between series are easily uncovered using the Granger causality test in the VAR specification of the VECM model (if the cointegration relationship has been found) or in VAR itself (for no cointegration found). The results of the short-run Granger causality tests are summarized in Tabs.
C.4-C.6. The tables summarize results for all three markets and all three analyzed periods. Specifically, the p-values of the Granger test are reported. In fact, as the optimal lag size has been detected as one for all the models and all the periods, these are in fact p-values for t-statistics in the VAR models. For a better orientation in the tables, we report only the p-values that are lower than 0.1, i.e. only when the "no Granger causality" null hypothesis is rejected at at least 90% significance level. Otherwise, "×" is reported. Also, to stick to the motivation of the original paper, we report only the pairs where either a biofuel or its producing factor is affected/caused by another variable in the specific market.
For the EU biodiesel market (Tab. C.4), we find that the results vary across the time periods and there are several interesting findings on the short-term interactions. First, biodiesel is Granger caused by at least one of its producing factors in each period. The strongest evidence is found during the post-crisis period when biodiesel is strongly driven by sunflower and rapeseed. The weakest short-term interactions between biodiesel and its producing factors are found for the food crisis where only palm oil causes biodiesel but only at the 90% significance level. Second, the biodiesel producing factors interact between one another quite frequently. The least interacting food factor is palm oil. Third, the producing factors are quite strongly affected by Brent crude oil prices (this is true for soybeans, rapeseed and palm oil in the pre-crisis period) and the stock markets (this is true for soybeans, sunflower and rapeseed in the pre-crisis period).
Third, the effect of biodiesel price changes towards its producing factors is rather limited and there are only two commodity/period combinations when the effect is statistically significant (for rapeseed before the food crisis and for palm oil in the post-crisis period).
The results are more straightforward for the US ethanol market (Tab. C.5). Ethanol is driven by corn (its main US producing factor) in the pre-crisis and crisis period. However, this short-term effect vanishes after the food crisis. The ethanol producing factors are primarily driven by other economic/financial variables, i.e. WTI crude oil, gasoline, stock market, and exchange rates (this is true mainly for the pre-crisis and crisis periods). There is no strong evidence of ethanol causing changes in its producing factors.
For the Brazilian ethanol market (Tab. C.6), there is no evidence of sugar driving the dynamics of ethanol in the short-term. On the contrary, ethanol leads changes in sugar prices quite strongly (the evidence is found for the pre-crisis and post-crisis periods). For sugar prices, the currency strength evidently plays a strong role as well.
Long-term dynamics
To analyze the long-term connections between commodities, we follow the steps of the Zhang et al. (2010) study and, in addition to the long-run causality tests, we also provide the results for the forecasting error-variance decomposition. For each market, we primarily focus on the results for biofuels and their producing factors. The results of the long-run Granger causality tests based on the methodology of Toda and Yamamoto (1995) are summarized in Tabs. C.4-C.6. For the EU biodiesel market (Tab. C.4), the long-run dynamics is quite similar to the short-run dynamics as biodiesel prices are driven by at least one of its producing factors in each of the studied periods. In addition, biodiesel is also strongly driven by Brent crude oil and diesel prices before and during the food crisis. The food commodities are strongly driven by the stock markets and only slightly by biodiesel, crude oil and diesel. From the long-run perspective, the US ethanol market (Tab. C.5) is driven by corn and wheat before and during the food crisis. For the food commodities, the results are mixed and there are no obvious patterns. And for the Brazilian market (Tab. C.6), ethanol is driven by sugar only before and during the food crisis. After the crisis, the exchange rate is the main factor. From the other side, sugar is driven by ethanol only during the periods of relatively stable prices, i.e. before and after the food crisis. During such times, it is also strongly driven by crude oil and exchange rate between the US dollar and Brazilian real.
In the original study, the forecast error-variance decomposition, i.e. the effect of shocks in one commodity on variance of another, is studied five months after the shock. With the weekly data, we keep this timing and study the effects after twenty weeks. The results are summarized in Tabs. C.7-C.9.
For the EU biodiesel market (Tab. C.7), biodiesel is strongly driven by other commodities. In the pre-crisis period, more than 40% of the biodiesel variance is driven by Brent crude oil and retail diesel. The producing factors play no important role here. During the food crisis period, more than 40% of biodiesel variance accounts towards the agricultural commodities. Other economic factors play an important role as well, namely the stock market (20%), exchange rate (12%) and diesel (10%). After the food crisis, the influence of other financial factors decreases to around 30% overall and the effect of the agricultural commodities drops below 20%. From the other side, biodiesel does not play a major role in variance of the agricultural commodities in the long run (never exceeding a 15% contribution to the error-variance).
In the US ethanol market (Tab. C.8), the results are more direct. Before the food crisis, ethanol is only mildly affected by other analyzed assets. But during and after the food crisis, it is strongly driven by its producing food factors (with an aggregate contribution over 40% in both periods). From the other direction, ethanol does not influence the food commodities before the food crisis, but again during and after the crisis, the effect increases. During the crisis, ethanol explains around 15% of the corn variance and around 5% for the other food commodities. And after the crisis, the effect is rather uniform around 10%. Even though these are not huge contributions, they are not negligible. Our results therefore serve as ex-post correction for the suggestions of Mitchel (2008) The development of the long-term relationship between Brazilian ethanol and sugar is quite straightforward (Tab. C.9). In the pre-crisis period, there is practically no long-term interaction between ethanol and sugar. Around 40% of the ethanol variance is formed by the summed effects of stock market, crude oil, exchange rate, and gasoline. During the food crisis period, sugar slightly (13%) affects ethanol. From the other economic variables, the effects of stock market and exchange rate are worth mentioning. This is true for both ethanol and sugar. Ethanol has no notable influence on sugar prices. The sugar effect rises markedly to 30% after the crisis while ethanol does not affect sugar much (less than 5%). We thus observe an increasing influence of sugar on ethanol in the long run in the Brazilian market but not vice versa.
Final notes
Our results help to clarify the wide extensive discussion about the role of biofuels prices in food shortages Table 3 : Descriptive statistics of the original dataset. J-B stands for the JarqueBera testing statistic, the significance levels are labelled as * * * , * * , and * for 99%, 95%, and 90%, respectively. For the prices, the values in brackets represent the values in the original study of Zhang et al. (2010) . As the logarithmic prices and differences of the logarithmic prices are derived from these, we report only our values. are selected based for Eq. A.5 utilizing the Bayesian information criterion. Second, the time trend significance is checked for the same equation. Third, stability of the model is checked via the inverse roots location with respect to the unit circle. Fourth, number of cointegration vectors is identified using the Johansen tests -trace and L max . And fifth, the final model is reported together with assurance that the model is properly specified via unit root testing on the error-correction terms. In its simplest form, the bivariate cointegration relationship arises when for two unit-root series, i.e.
integrated of order one I (1), there exists a relationship
for which t is a stationary process (specifically for the classical cointegration, stationary process with weak memory, i.e. integrated of order zero I (0)). Eq. A.1 represents a long-term relationship between series, and the fact that t is stationary ensures that series y t and x t do no wander far away from one another.
In fact, their difference is mean-reverting with a mean of β 0 .
As the original series in Eq. A.1 are unit roots, their first differences are by definition stationary.
Considering the error-term t as a deviation from the long-term equilibrium, the equation can be utilized into the error-correction model
where y t−1 is a lagged fitted value from Eq. A.1. The term y t−1 − y t−1 represents the lagged deviation from the long-term equilibrium. When the parameter η is negative, the deviation from the equilibrium is dynamically corrected and hence the name of the model. If the parameter is not negative, the series are not cointegrated.
The more standard way to represent the error-correction model is using the vector autoregression (VAR) representation, i.e. controlling for both short-term dynamics (VAR) and long-term dynamics (cointegration). Eq. A.2 then changes to ∆x t = ω 10 + ω 11 ∆x t−1 + ω 12 ∆y t−1 + η 1 (y t−1 − y t−1 ) + 1t (A.3)
The system and its representation gets more complicated for a general case of multiple endogenous 33 variables. Let us have a system with N endogenous variables and T observations such that
where ∆X t is a vector (N × 1) of differenced series at time t, ∆X t−1 is a vector (N × 1) of lagged differenced series at time t − 1 and ε t is a vector of random shocks at time t. can be seen as a vector autoregression with endogenous terms X t−1 (Hendry and Juselius, 2001 ). The crucial step in the analysis is finding whether the system is in fact cointegrated, estimation of the matrix Π and identifying the correct restrictions in the model.
B Model specifications for the extended dataset
The stationarity testing is summarized in Tab. C.3. We provide the results for a combination of the ADF test together with the KPSS test (Kwiatkowski et al., 1992) for stationarity, each test is applied both excluding and including the time trend (when necessary). The results of the KPSS tests are provided only when the unit roots are rejected for the original series. In this context and to follow the original research by Zhang et al. (2010), we study the logarithmic transformations of the series with an exception of the interest rates which are utilized in their original form (as they are already reported in percentage points).
The results are quite straightforward -the unit root dynamics is not rejected for vast majority of the series, and if it is, stationarity is rejected as well, which implies that the series are not far away from the unit root behavior. We can thus proceed with the series as they are.
The whole model selection procedure is summarized in Tab. 7. There are several patterns in the final model specifications. First, we identified only one lag as the optimal one for all nine estimated models, which suggests that the short-term interactions are in fact rather short-lived. Second, the time trend was found significant for practically all VAR representations of the VECM specifications, i.e. the trend factor is important for the final analysis. Third, all estimated models are stable in the sense that the inverse roots of the VAR representation of VECM are inside the unit circle. Even though this is a rather technical finding, it validates the final models. And fourth, in seven out of nine cases, the VECM specification with a restricted trend was found to be the best model with stationary error-correction terms. In two cases (the US ethanol in the pre-crisis period and the Brazilian ethanol in the food crisis period), the cointegration relationship was not supported by the VECM analysis. Therefore, we used the VAR model for these two specific cases to be able to understand the short-term relationships between series as the variables do not tend towards long-run equilibrium.
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