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Abstract:
Wildfire activity in the western United States is expanding and concern for the declining
extent of postfire tree cover in many western forests is mounting. Accurate estimates of
postfire seedling, sapling, and large tree density following wildfire are critical for postfire
forest management planning and monitoring forest dynamics. National forest inventory
programs, such as the US Forest Service Forest Inventory and Analysis (FIA) program,
can provide vegetation data for direct spatiotemporal domain estimation of postfire tree
density, but sample observations within domains of administrative utility are often few to
none. This research investigates indirect domain estimators, which borrow sample data from
outside the domain to increase precision of domain estimates. Domains consist of National
Forest System (NFS) lands burned in a particular US state and over a particular burn
period, at varied times–since–burn. On the basis of estimated standard error, a strategy for
augmenting domain samples with observations proximate in time proves superior to a strategy
that borrows observations proximate in space when using FIA sample data alone. However,
estimators of the mean squared error (MSE) of indirect domain estimators prove frequently
negative and too highly variable for operational utility in this context. Relationships are
therefore explored between observations of postfire tree density and a broad suite of geospatial
explanatory variables in efforts to reveal trends and identify candidate auxiliary variables for
model–assisted domain estimation. Algorithmic and parametric modeling techniques identify
a multispectral satellite-based tree cover product and climate variables as the most important
predictors. Yet poor overall performance suggests that a single model of tree regeneration
throughout the entire western US is not feasible. Finally, model–assisted small area estimators
are compared in a design–based inferential framework. In particular, k nearest neighbor–based
(kNN) and linear regression–based small area estimators are developed and compared on
the basis of domain–level standard error in domains spanning burned NFS lands within
individual US states and decades. A kNN–based technique using only spatial coordinates
as predictors yields the lowest standard errors at the domain level, indicating that none of
the model–assisted approaches investigated here could be leveraged to better effect than to
simply average the nearest observations in space, irrespective of time–since–disturbance.
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Introduction

Many nations throughout the world maintain national forest inventory (NFI) networks of
forest vegetation sample measurements, and global demand for precise NFI–based estimates
of forest attributes at fine spatiotemporal scales is increasing. In the western United States,
wildfire activity is expanding (e.g., Higuera and Abatzoglou 2021, Higuera et al. 2021, Parks
and Abatzoglou 2020), and many forests are struggling to regenerate postfire under an
increasingly warm, dry climate (e.g., Stevens-Rumann et al. 2017, Davis et al. 2019a, Rodman
et al. 2020). Potential consequences of these trends include shifts in species composition of
many western forests, and conversion of forest to non–forest cover types altogether (e.g.,
Barton 2002, Young et al. 2019). Precise estimates of mean tree density within fire perimeter
boundaries are necessary for legislative, management, and reporting purposes. The US
Forest Inventory & Analysis (FIA) NFI sample plot network (see Bechtold and Patterson
2005) provides a means of inference on domain–level postfire seedling, sapling and large tree
attributes. However, given the nominal FIA sampling intensity of about 1 plot measurement
per 24,000 ha · yr, FIA sample sizes in spatiotemporal burned area domains of administrative
interest are expected to be too small to provide traditional direct estimates of adequate
precision.
Wildland fire perimeters provided by the Monitoring Trends in Burn Severity (MTBS;
Eidenshink et al. 2007) program allow us to discern area burned by year. Perimeter vectors for
fires in the western US that burned at least 404 ha in the years 1984 – 2016 were obtained from
MTBS. Additionally, plot coordinates and tabular data for the annualized FIA inventory are
available. Ground data were obtained from 5,914 US Forest Inventory & Analysis (FIA) plot
measurements (Bechtold and Patterson 2005) falling within these perimeters and occurring
after 2001 and 2 or more years after burning. Together with an abundance of remotely–sensed
auxiliary variables, these data permit the delineation of alternative spatiotemporal burned
area domains, assignment of domain membership to postfire FIA measurements of tree
density, and exploration of relationships between FIA measurements and candidate predictor
variables.
To gauge the need for alternative estimation strategies, this research begins with an
v

assessment of domain sample sizes and standard errors of direct estimates for domains
spanning large geographic extents and ranging from one to 10 years in temporal scope. It’s
worth noting that the domain sample mean evaluated here is distinct from the ratio estimation
approach adopted by the FIA program. Here, an observation is the number of trees on
burned, partially–forested subplots of an FIA plot divided by the aggregate area of those
burned, partially-forested subplots. The strategy outlined in Bechtold and Patterson (2005)
is instead to (i) average the numbers of trees on burned forest land per unit plot area; (ii)
average the areas of burned forest land per unit plot area; and (iii) compute the ratio of these
two averages in a post–stratified estimation context.
Because subpopulations (e.g., counties) are mutually exclusive, subpopulation–level estimates are additive to the state level. Due to independence of the randomly–selected FIA plot
locations across subpopulations, variance estimates are likewise additive in a design–based
inferential framework (Bechtold and Patterson 2005, p. 50). Considered from an alternative
model–based inferential perspective, point and variances estimates of subpopulations near to
each other are likely spatially correlated. Under this circumstance, subpopulation variance
estimates would not be independent and thus not additive to the population level. Imposition
of spatial dispersion on random sample locations by the hexagonal sampling framework is a
means of achieving independence while moderating spatial correlation of sample observations
in a design–based context.
In general, domain sample sizes prove too small and estimated standard errors of direct
estimates too high. Indirect domain estimators, which borrow non–domain sample data to
increase precision of estimates, offer a possible alternative (see Rao and Molina 2015). We
subsequently compare two indirect estimators – one generated by averaging over observations
that are proximate to the domain of interest in space, the other by averaging over observations
that are proximate in time – on the basis of estimated standard error. Borrowing sample data
from within the geographic extents of domains, but from an expanded set of measurement
years, proves to be the superior strategy for augmenting domain sample sizes.
Borrowing data for indirect estimation techniques adds bias, however, and error assessments based on estimated standard errors alone are thus inherently incomplete. Building on
methods developed by Gonzalez and Waksberg (1973) and Marker (1995), a new estimator
of the mean squared error (MSE) of indirect domain estimators is presented to account for
covariance between direct and indirect domain estimates. In many applications of small
area estimation techniques, this covariance can be assumed to be negligible. Consider, for
instance, an example where the domain is delineated administratively as the city of Evanston,
Illinois, USA; the domain sample consists of three individual homeowners in Evanston; and
the augmented sample used for synthetic estimation consists of exhaustive Illinois State–level
vi

property tax data (Example 1.4 in Song 2007). In this case, the domain sample is extremely
small relative to the augmented sample, and there is little reason to expect correlation
between associated direct and indirect estimates. In the current application, however, burned
area domain samples often comprise a large proportion of augmented samples, so correlation
between direct and indirect estimates may not be negligible. Furthermore, all existing MSE
estimation strategies use the estimated variance of the direct estimator to assess the bias of
indirect estimates. When this term is subtracted, large negative MSE estimates are possible.
For these reasons, accounting for the covariance of direct and indirect estimates in MSE
estimates is warranted. MSE estimates from both existing and proposed methods, however,
prove too frequently negative and highly variable for operational utility in this context, even
when averaged over multiple proximate domains.
These results suggest that approximately unbiased estimators and model–assisted estimation techniques warrant inquiry. Similarly to model–based methods (see, e.g., McRoberts 2012,
Ver Planck et al. 2018, Coulston et al. 2021), model–assisted estimators leverage statistical
relationships between a target attribute and explanatory variables to increase estimation precision. Employed in a design–based inferential framework, however, model–assisted methods
can leverage the sample design to obtain unbiased or approximately unbiased estimators,
precluding the need for bias or MSE estimation (see, e.g., Baffetta et al. 2009, Mandallaz 2013,
Hill et al. 2018, Breidt and Opsomer 2017). To that end, this research goes on to explore
relationships among topographic, climatic, and radiometric remotely–sensed geospatial data
products and FIA ground measurements of postfire seedling, sapling and large tree density
taken across the western US since the turn of the century. Distributions of ground measures
of tree density – particularly of seedling density – exhibited high variability and skewness and
high frequencies of zero values. However, it was of interest to determine what elements of
this variability could be attributed to or accounted for by differences in potential explanatory
variables available across the landscape.
To that end, two target attributes were computed from each vegetation measurement:
live tree density across all size classes, as well as a binary stocking variable representing the
probability of tree density exceeding a threshold of 740 trees ha−1 . Plot cluster locations were
used to extract potential explanatory variables from a Landsat-based vegetation cover product
(Allred et al. 2021); climate data from TerraClimate (Abatzoglou et al. 2018); topographic
variables (Gesch et al. 2002) and topographic position index (Weiss 2001); and categorical
burn severity from MTBS, among others. Variable importance computed from Random
Forests (Breiman 2001) models ranked estimated tree cover as the most important variable
for both target attributes by a wide margin, followed by climate variables. Nonparametric
and parametric models for both target attributes performed similarly (model diagnostic
vii

statistics within 1%). The binary stocking variable proved more amenable to modeling than
tree density, but models in general performed poorly (coefficient of variation = 237.65% for
tree density, error rate = 31.75% for stocking). These results suggested that a single model
of postfire tree regeneration likely cannot be applied to a region as ecologically diverse as
that scoped by this study, and approaches instead must be regionalized or tailored to specific
ecosystems. Alternatively, or in addition, more post-fire vegetation observations could be
collected, perhaps according to new sampling protocols, in an effort to reduce within-sample
variability of postfire tree density measurements.
The model–assisted small area estimation techniques evaluated in Chapter 3 attempt to
leverage relationships between FIA measurements of postfire forest conditions and geospatial
auxiliary variables to increase the precision of domain estimates in a design–based inferential
framework. Domains investigated consist of areas burned in a given US state on National
Forest System (NFS) lands over two decadal burn periods (1990–1999 or 2000–2009). In
particular we compare k nearest–neighbor (kNN) and regression–based small area estimation
approaches. Furthermore, we compare domain estimators based on synthetic estimates that
draw on domain data (internal) versus those based on synthetic estimates using only data
from outside the domain of interest (external).
Internal methods are expected to be more precise, owing to larger neighbor pools (kNN
approach) and augmented sample sizes (regression approach). However, external methods
facilitate analytical derivation of conditionally unbiased domain estimators and feasible
estimators of their standard errors under simple random sampling (SRS). Though, unlike
SRS, the FIA design is an unaligned systematic random sample that does not allow for
strictly positive joint inclusion probabilities, they are both equal probability designs. For
this reason, adoption of SRS–based properties of estimators, as is the convention in some
cases (Bechtold and Patterson 2005), seems reasonable, and investigating model–assisted
estimation techniques under the assumption of SRS is therefore useful. However, unlike
SRS, the systematic FIA design forces spatial dispersion, and as such, an estimator of the
precision of an FIA–based domain estimator derived under SRS will fail to account for this
design feature, possibly leading to overestimation of variance. A simulation study could
aid in assessing the appropriateness of assuming SRS for determining the forms of domain
estimators and their properties.
We explored varied predictor sets and neighborhood sizes using the Mahalanobis distance
metric and different strategies for borrowing sample observations in time and space to estimate
regression coefficients. Ultimately, the kNN–based technique with k = 6, using only spatial
coordinates as predictors, yields the lowest standard errors at the domain level. Though
potentially computationally intensive in geographically expansive domains, it is recommended
viii

here as the preferred method for model–assisted small area estimation of postfire tree density
in 10–year US state–level NFS burned area domains for its improved estimated precision
relative to regression estimators.
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Chapter 1
Direct and indirect small area estimation of postfire
forest regeneration in the western US across
spatiotemporal domains using continuous forest
inventory data

1.1

Abstract

Wildfire activity in the western United States is expanding and many western forests are
struggling to regenerate postfire. Accurate estimates of forest regeneration following wildfire
are critical for postfire forest management planning and monitoring forest dynamics. National
or regional forest inventory programs can provide vegetation data for direct spatiotemporal
domain estimation of postfire tree density, but samples within domains of administrative
utility may be small (or empty). Indirect domain expansion estimators, which borrow extradomain sample data to increase precision of domain estimates, offer a possible alternative.
This research evaluates domain sample sizes and direct estimates in domains spanning large
geographic extents and ranging from one to 10 years in temporal scope. In aggregate, domain
sample sizes prove too small and standard errors of direct estimates too high. We subsequently
compare two indirect estimators – one generated by averaging over observations that are
proximate in space, the other by averaging over observations that are proximate in time – on
the basis of estimated standard error. We also present a new estimator of the mean squared
error (MSE) of indirect domain estimators which accounts for covariance between direct and
indirect domain estimates. Borrowing sample data from within the geographic extents of our
domains, but from an expanded set of measurement years, proves to be the superior strategy
for augmenting domain sample sizes to reduce domain standard errors in this application.
1

However, MSE estimates prove too frequently negative and highly variable for operational
utility in this context, even when averaged over multiple proximate domains.

1.2

Introduction

Wildfires in the western USA are increasing in frequency, size and severity and many western
forests are struggling to regenerate postfire (Stevens-Rumann et al. 2017). Hot, dry climatic
conditions fueled a 2020 wildfire season of unprecedented dimension, with over 1.5 million ha
burned in California alone (Higuera and Abatzoglou 2021). In the USA, securing regeneration
of burned forest areas can be important for compliance with federal legislation, atmospheric
CO2 sequestration, and perpetuation of forest products availability. Accurate estimates
of residual tree cover and new seedling recruitment following wildfire are thus critical for
understanding postfire forest dynamics and maximizing the impact of limited resources for
postfire management activities like tree planting.
Many countries now monitor forest resources using a network of sample locations distributed at a nationwide or broad, regional level. In the USA, the sample plot network
administered by the United States Forest Service (USFS) Forest Inventory and Analysis
(FIA) program provides nationwide ground observations of vegetation attributes, including
tree regeneration (Bechtold and Patterson 2005). In addition, the Monitoring Trends in
Burn Severity (MTBS) program provides fire perimeters and burn severities for all large
wildfire events from 1984 – 2018 (Eidenshink et al. 2007). Together these two sources of
information provide a means of estimating postfire forest characteristics. Yet the spatial and
temporal resolution of the FIA sample relative to the spatiotemporal frequency of wildland
fires is expected to render traditional estimation techniques unreliable for domains defined by
individual fire perimeters or collections thereof. Here we investigate the viability of direct
domain estimators of postfire tree density across various domain resolutions, and compare
them to indirect estimators. Indirect estimators, a class of small area estimation (SAE)
techniques, borrow sample observations from proximate domains to increase effective sample
sizes for domains requiring more precise estimation, or small areas.
Applications of SAE techniques have proliferated in the forestry literature, reflective of the
2

need in public and private sectors alike to increase the spatiotemporal resolution of estimates
of forest attributes without major investments in additional data collection. Examples include
approaches to estimation proceeding from design-based (e.g. Breidenbach and Astrup 2012,
Hill et al. 2018), model-based (e.g. Breidenbach and Astrup 2012, McRoberts 2012, Coulston
et al. 2021) and hybrid (e.g. Magnussen et al. 2014b) inferential paradigms. For detailed
contrasts of differing inferential frameworks see Gregoire (1998) and Ståhl et al. (2016).
Breidenbach and Astrup (2012) evaluated alternative approaches to domain estimation of
above-ground forest biomass using Norwegian National Forest Inventory (NFI) data. Domains
consisted of 14 municipalities forming an exhaustive partition of the study area. They
compared domain sample means with synthetic and generalized regression (GREG) domain
estimators, as well as with empirical best linear unbiased predictor (EBLUP) composite
domain estimators. The GREG and EBLUP estimators both leveraged remotely-sensed
canopy height data. Both also resulted in more accurate estimates than domain sample
averages, as indicated by smaller estimated variances in the case of GREG and by smaller
estimated mean squared errors (MSEs) in the case of EBLUP. Notably, the MSEs estimated
for the domain EBLUPs were of an unconditional nature (Datta et al. 2011), being averaged
over an explicit (Gaussian) model of domain heterogeneity.
McRoberts (2012) presented model-based nearest neighbor (NN) techniques for SAE,
illustrated using USFS FIA data and Landsat-derived attributes. The NN domain estimates
of volume (Mg ha−1 ) proposed were synthetic in the sense that observations from the
complete population were eligible to serve as neighbors for any given location within a domain.
Evaluation of the relationship between observations and NN predictions of volume for lack
of fit was suggested in the model-based context as a means of assessing the presence of
domain-level estimation bias.
Adopting a design-based approach, Hill et al. (2018) evaluated (two-stage) domain-level
GREG estimators for application with German NFI data. They related timber volume at
a plot level to LiDAR-derived variables and a species classification map, and compared a
weighted domain sample average with approximately design-unbiased GREG estimators
incorporating domain-specific intercepts. The GREG estimators reduced estimated variances
of domain sample means by 43% in larger geographic domains and 23% in smaller domains.
3

Coulston et al. (2021) compared post-stratified estimators with model-based estimators
of domain-level forest removals across the southeastern US. They related FIA ground data to
Landsat-based tree cover loss and sawmill survey data at the area level. The model-based
SAE strategies they developed for domain-level forest removals provided smaller estimated
(unconditional) MSEs relative to the estimated variances of post-stratified domain estimators,
at both county and multi-county domain resolutions.
More generally, several themes can be identified from the literature on small area estimation
in forest inventory. The first is that most applications consider only domains with fixed spatial
delineation, defined for example by administrative/political boundaries (e.g. Breidenbach
and Astrup 2012, Hill et al. 2018, McRoberts 2012). As described below, domains of interest
that arise from forest disturbances have spatial and temporal bounds that are important
– both in defining the parameters of interest and in determining what measurements are
within or outside the domains. Second, there are often asymmetries in how data from
spatially-proximate vs. temporally-proximate (but potentially spatially-coincident) domains
are used in domain estimation. Numerous studies evaluated the use of data drawn only from
spatially-proximate domains, perhaps because data from other years were unavailable. Other
studies have drawn on inventory data from multiple years, but only while correspondingly
broadening the definition of the target estimand from an attribute specific to a point in time to
one averaged over a (multi-year) period. In each of the four studies cited above, measurements
spanning a multi-year period are used in a “temporally indifferent” sense (Bechtold and
Patterson 2005) to form domain estimates that explicitly or implicitly encompass a multi-year
extent. A third theme is that most previous applications (including all of those cited above)
leverage relationships between ground observations of the target attribute and one or more
auxiliary variables. That is, they evaluate gains in accuracy that might be achieved through
the incorporation of extra-domain data and of statistical relationships between the attribute
of interest and other data products.
An additional theme that emerges from the SAE literature is that estimation of the bias or
MSE of indirect domain estimators is challenging. Under a design-based approach, the ability
to estimate the bias of domain estimators is hindered by the same constraint that motivates
indirect estimation in the first place, namely a lack of sufficient data. As such, both Hill et al.
4

(2018) and Breidenbach and Astrup (2012) eschew synthetic regression domain estimation;
they focus instead on approximately unbiased regression estimators, precluding the need for
bias or MSE estimation. Under a model-based approach, domain differences are incorporated
into an explicit probabilistic model. This elevates a need for model validation strategies (see,
e.g., McRoberts 2012), but also allows for derivation of MSEs and of estimators thereof. Datta
et al. (2011) describe alternative MSEs that can be pursued under the model-based approach,
but suggest that the conditional MSE of interest under the design-based approach is least
readily estimated. In line with this, many SAE studies adopting EBLUP domain estimation
have employed estimators of unconditional MSEs characterizing average performance over a
distribution of possible domain effects (e.g., Breidenbach and Astrup 2012, Coulston et al.
2021).
In this study, we investigate two methods for augmenting domain samples for indirect
estimation of tree attributes in disturbed areas: one method borrows explicitly in space;
the other in time. Also, inasmuch as indirect estimation necessarily introduces bias, with
different strategies incorporating different sources of bias, we also evaluate estimators of the
MSE and bias of the indirect domain estimators. Overall, our objectives are to i) advance a
framework for defining wildfire-origin domains and estimating forest attributes at specified
postfire intervals; ii) evaluate the feasibility of direct estimation of postfire tree regeneration
across varying domain extents using FIA data; iii) determine the advantages and limitations
associated with alternative strategies for incorporating FIA data from proximate spatial and
temporal domains into indirect estimators; and, iv) investigate the utility of estimators of the
MSE and bias of indirect estimators. Our approach is developed in the next section and then
demonstrated using fire perimeters from the western coterminous US and field data from the
FIA program.

1.3

Framework for Domain Delineation and Estimation

We assume that interest lies in resources distributed across a population defined over both
spatial X and temporal T extents. Also, we assume the resources are monitored via a
probability-based sample design that selects a finite number of locations in space x ∈ X
5

and designates each for measurement at a time t ∈ T . Our research then focuses on the
estimation of resource parameters over (small) domains of the population.

Domains of interest in forest management may persist over time and be defined only by
their spatial extents. For example, a domain may be defined administratively, such as the
State of Wyoming or the Shoshone National Forest (WY). However, the domains of interest
here are those that are created by a disturbance event (or complex of disturbance events) and
that thus also have a temporal component. For example, a domain may consist of all lands
burned by a particular wildfire event in 1990. Such a domain has a spatial extent defined by
the 1990 burn perimeter and a temporal extent running from 1990 forward. Generalizing,
a domain may instead consist of all lands within the Shoshone National Forest burned by
wildfires in 1990, or all lands within Wyoming that burned in wildfires between 1990–1999.
In the latter example, the spatial extents of the constituent fires may overlap (e.g., a subset
of the area burned in 1990 could burn again in 1999). This could be handled in various ways
depending on research or management interests, but in the subsequent work we attribute any
such overlap to the most recent burn and effectively clip it from the spatial extent of the
earlier burn. Thus, a domain defined by a 1990 wildfire event may have a spatial extent that is
constant from 1990–1998, and a reduced spatial extent from 1999 onwards owing to a partial
reburn event in 1999. Notably, such domains are not likely to form an exhaustive partition of
the population in any given year, and in any given year not all existing disturbance-generated
domains will have persisted over the same time interval.

Owing both to the potential for the spatial extent of a domain to change over time and
to the fact that the resources of interest are dynamic, domain properties are referenced by
a domain index d (d = 1, 2, . . .) and a temporal index l (l = 0, 1, 2, . . .). The latter index
measures time (numbers of years) elapsed since the defining disturbance event(s). Define
A(d, l) ⊆ A(d, 0) as the spatial extent of domain d at l years post-disturbance, corresponding
to the original spatial extent of the disturbance less any regions subsequently disturbed within
l years. Interest centers on the spatial density of a resource attribute y at given points in
6

time, or
1
λ(d, l) =
|A(d, l)|


[1.1]

y(x, l)dx
A(d,l)

where |A(d, l)| is the area of the domain d after a lag of l years, and y(x, l) is the resource
value at spatial coordinate x as it exists l years after the domain-defining disturbance event.
That is, we adopt a continuous population perspective (see e.g., Grafström et al. 2017) and
focus on y(x, l) as defining the number of live trees per unit area at location x in year l, which
in practice necessitates counting live trees over a fixed support area, such as a circular plot.
Thus, for example, if the domain d corresponds to a particular 1990 wildfire, then interest
may lie in the number of live trees per unit area that are standing in 1995 [= λ(d, 5)] or that
are standing in 2000 [= λ(d, 10)]. In either case, it must be recognized that the spatial extent
of the domain could be different in 2000, 1995, and 1990 owing to subsequent disturbance [i.e.,
A(d, 10) ⊆ A(d, 5) ⊆ A(d, 0)]. Moreover, if the domain d corresponds to all lands burned by
wildfires in Wyoming between 1990–1999, then λ(d, 5) still defines the density of the resource
5 years post-disturbance. In this case, the parameter integrates regeneration density in 1995
over areas burned in 1990 as well as regeneration density in 1999 over areas that burned in
1994. That is, as defined here, the lag index l does not denote a period of time initiating
at the oldest (or most recent) disturbance event subsumed within a domain of interest, but
rather a fixed interval allowed to elapse over all disturbances within a domain.
In the small area estimation terminology of Rao and Molina (2015), a direct estimator
of λ(d, l) would draw only on the set s(d, l) of sample observations yk = y(xk , lk ) located in
domain d and observed after a lag of l years. The size of s(d, l), denoted n(d, l), is assumed
to be a random variable because A(d, l) is not an independently sampled stratum of the
population. One direct estimator applicable to equal-probability inventory designs is the
domain sample mean
ȳ(d, l) =

X
1
yk
n(d, l) k∈s(d,l)

[1.2]

Under simple random sampling (SRS), ȳ(d, l) is a conditionally unbiased estimator of λ(d, l)
provided n(d, l) > 0 (see Appendix A). However, this result does not hold for other equal
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probability sampling designs; bias of the domain sample mean accrues from variability in
n(d, l) and generally decreases only as n(d, l) increases (Särndal et al. 2003, pp. 176–177).
For small domains, the domain sample mean [1.2] and other direct estimators are expected
to have high variance owing to small and variable sample sizes. Thus, we also consider
indirect estimators of λ(d, l) that utilize data from an augmented sample set s̃(d, l) ⊇ s(d, l)
of observations coming from within and beyond the spatiotemporal domain A(d, l). For
example, s̃(d, l) may supplement s(d, l) with observations drawn from another domain d0 but
made at the same time-since-disturbance [i.e., by borrowing data from A(d0 , l)], or from the
same domain but at different lags-since-disturbance l0 [from A(d, l0 )], or from a combination
of these extensions. Denoting the size of the augmented sample by ñ(d, l), a simple indirect
domain estimator that might be applied under equal probability sampling is the augmented
sample mean
ȳˆ(d, l) =

X
1
yk
ñ(d, l) k∈s̃(d,l)

[1.3]

Implicit in the use of this estimator is the assumption that the spatial density of the attribute
of interest differs little within the domain vs. over the region from which data are borrowed.
Generally, this assumption becomes less tenable as that extra-domain region is expanded
in space or time but, regardless, [1.3] is a biased estimator of λ(d, l), even under SRS. Its
bias under SRS will depend on the relative size of the region from which data are borrowed
and on the extent to which the spatial density of y differs over that region relative to λ(d, l)
(see Appendix B). At the same time, the variance of an indirect estimator such as ȳˆ(d, l) is
expected to be lower than that of ȳ(d, l) owing to the augmented sample size.
Inasmuch as indirect domain estimators are generally biased, MSE should provide a more
informative statistical summary than variance. Unfortunately, useful analytical expressions
(or estimators) of the MSE of an indirect domain estimator are difficult to obtain. Building
on Rao and Molina (2015, p. 43) and suppressing the domain and lag indices (d and l) for
brevity, the MSE of an indirect estimator λ̂i can be written as
h

i

h

MSE λ̂i = E λ̂i − λ

i2

h

= E λ̂i − λ̂u

i2

h

i

h

− V λ̂u + 2 C λ̂i , λ̂u
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i

[1.4]

h

i

where λ̂u is an unbiased estimator of the domain parameter λ, V λ̂u is its variance, and
h

i

C λ̂i , λ̂u is its covariance with λ̂i . Going further, from the basic definition of MSE (i.e.,
variance plus squared bias), eq. [1.4] can be re-arranged to provide an expression for the
squared bias K of an indirect domain estimator, viz.
h i

 h

i

2

K λ̂ = E λ̂i − λ

h

= E λ̂i − λ̂u

i2

h

i

h

i

h

− V λ̂u − V λ̂i + 2 C λ̂i , λ̂u

i

[1.5]

The above expressions for MSE and squared bias have been used to derive several
estimators for indirect domain estimation (e.g. Gonzalez and Waksberg (1973, pp. 6), Marker
(1995, pp. 67-71), Rao and Molina (2015, pp. 44-45)). Commonly however, the covariance
term in expressions [1.4] and [1.5] has been ignored. Dropping the covariance term may be
justified in applications where the indirect estimator draws on a considerably larger sample
than the direct estimator – for then the two estimators can be expected to have low correlation.
Yet in settings where the domain sample size is an appreciable component of the data used
by the indirect estimator, the covariance term cannot be expected to be negligible. Instead,
h

i

it is expected to be positive, tending to V λ̂u as ñ approaches the domain sample size and
tending to 0 only as ñ becomes much larger than n.

1.4

Methods

Forest Inventory Data
This study utilizes data from the USFS annualized Phase 2 (P2) plot network spanning all
lands (forested and non-forested, all ownerships) in the 11 contiguous states of the western
USA (Fig. 1.1). The plot network is based on an equal-intensity sampling design that
began with tessellation of the landbase into approx. 2,400 ha hexagons, followed by the
selection of 1 plot location per hexagon (Bechtold and Patterson 2005). Implementation of
the annualized FIA program in the western states involves the remeasurement of one of 10
interpenetrating panels of plots each year, yielding a nominal sampling intensity of approx.
one plot measurement per 24,000 ha per year.
At the time this research was undertaken, FIA plot data were publicly available for
measurements taken in 2018 back through the year of initial implementation (which varied
9

Figure 1.1: Study area spanning 11 states in the western USA. Areas spanned by MTBS
burn polygons 1984–2018 are shown in red where they overlap USFS National Forest System
(NFS) lands and in orange otherwise; unburned NFS lands are shown in gray.
by state). All FIA plots are assessed for condition (e.g., forested vs. non-forested) and the
attributes measured on forested conditions permit computation of live tree density over a
range of age and size classes (seedlings, saplings, and larger trees) for each of the 4 subplots
comprising an FIA plot (see Bechtold and Patterson 2005). Such data also exist for some
regionally intensified FIA plot grids and regional postfire FIA plot remeasurement designs,
but these were not included in the analysis as they have variable spatial and temporal
measurement intensities. For various reasons (e.g., presence of seasonal water, hazardous
field conditions), vegetation data are not available for every subplot; such subplots were
necessarily excluded from the analysis dataset and not utilized in averaging tree densities to a
plot level. However, NFI subplot condition mapping procedures permitted the incorporation
of data from subplots that were only partially measurable. The numbers of measurements of
(at least) partially-forested FIA plots by state and year are summarized in Fig. S1.
Domains
This research centers on estimating postfire tree density in forested areas of the western
US experiencing wildland fire events. Thus, domains were defined using 1984–2018 burn
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perimeters obtained from the MTBS program (Eidenshink et al. 2007), which maps all
wildland fires ≥404 ha in the western US. Also, in order to facilitate a focus on forested areas,
where maintaining or re-establishing forest cover is a management objective, domains were
restricted to the intersection of MTBS burn perimeters and USFS National Forest System
(NFS) lands (excluding grasslands or other non-forest land designations, see Fig. 1.1). Burned
areas outside of these lands and burned areas on non-forested lands more generally were not
considered parts of the domains of interest. Finally, US state boundaries were overlaid on the
burn perimeters. This was done in part to account for differential sampling intensities over
time across states (see Fig. S1), as well as to allow for estimation at a state-level resolution.
Given these constraints, the most finely resolved domains considered here consist of a
complex of NFS lands within an individual western US state that are spanned by MTBS
perimeters of a specific burn year. But also considered are aggregates of these domains taken
over different time spans. Thus, allowing for a two-year burn period, a domain can consist of
NFS lands within a western US state spanned by MTBS perimeters from a given biennium;
a ten-year burn period allows for domains consisting of NFS lands within an individual state
spanned by MTBS perimeters from a given decade. In these instances, only non-overlapping
time spans are considered; that is, in the 10-year case, we consider decadal domain burn
periods ranging from 1990 to 1999 and 2000 to 2009.
The parameters of interest for each domain are taken as the mean tree densities at specified
post-burn intervals; that is, as λ(d, l) defined by eq. [1.1] with y(x, l) denoting tree density
(numbers of trees per ha) at location x at a temporal lag of l years postfire. Below we consider
only lags of 2 years or greater owing to the fact that data on first year germinants are not
collected on FIA plots.
Domain Estimation
The FIA sample is distributed across all lands, while the domains of interest here span
only burned, forested lands under NFS ownership. Therefore, the full FIA sample was first
subset to plots falling within MTBS perimeters and within the states shown in Fig. 1.1. The
geographic coordinates of these plots and the standard cluster configuration were then used
to determine the burned status of subplots. Data for subplots outside the bounds of any
11

MTBS perimeters dating back to 1984 were dropped; measurement data for all remaining
subplots were tied to the most recent MTBS burn and an associated fire-measurement
lag computed. FIA condition mapping procedures then enabled elimination of subplots or
portions of subplots classified to non-forest conditions (e.g., rangeland condition). Notably,
subsetting to forested subplot data did not eliminate any plot measurements from our analysis
set, it changed only the subplot support of those FIA plot measurements spanning multiple
conditions. Finally, subplot measurement data were associated with the domains described
above or with none of those domains (e.g., because a subplot was not located on NFS lands);
data from the same domain and having the same lag were then aggregated to the plot level.
All geospatial operations were undertaken in R (R Core Team 2021).
Sample sizes available for direct estimation n(d, l) were determined from the number of
FIA plot measurements falling within the domain d of interest and at the lag l of interest. In
this, and in the subsequent estimators, plot-level records were treated the same irrespective
of potentially differing numbers of subplots (e.g., because some subplots were outside the
domain of interest or measured at a different lag). Plot-level compilations of trees per ha (all
size classes, all species) were used for direct estimation of λ(d, l) via estimator [1.2]. This
domain sample mean ȳ(d, l) is not an unbiased (or conditionally unbiased) estimator of λ(d, l)
under the FIA design. For instance, consider a domain known to completely encompass 10
hexagons comprising a 10-year remeasurement panel (see Bechtold and Patterson 2005) as
well as portions of neighboring hexagons. Then, conditioning on a domain sample size of
1 also means conditioning on the location of the singular plot measurement coming from
within one of the 10 completely spanned hexagons (and not from any of the incompletely
spanned hexagons), meaning that the domain sample mean cannot be conditionally unbiased
in general. Still, as with other ratio-type estimators the bias will decrease with increasing
sample size. As an aside, we note that the domain sample mean [1.2] differs from the ratio
estimation approach adopted by the FIA program. In this application, a yk in equation
[1.2] is the number of trees on burned, partially-forested subplots of an FIA plot divided by
the aggregate area of those burned, partially-forested subplots. The strategy advanced by
Bechtold and Patterson (2005) is to instead (i) average the numbers of trees on burned forest
land per unit plot area; (ii) average the areas of burned forest land per unit plot area; (iii)
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form a ratio of these two averages. Williams (2001) describes some of the key differences
between these ratio estimators.
The standard error of ȳ(d, l) was estimated using


σ̂y (d, l)
SE ȳ(d, l) = q
n(d, l)

[1.6]

where
σ̂y2 (d, l) =

X 

1
yk − ȳ(d, l) 2
n(d, l) − 1 k∈s(d,l)

[1.7]

is an estimator of the within-domain sample variance.
Direct estimates of λ(d, l) [where n(d, l) ≥ 1] and associated standard errors [where
n(d, l) ≥ 2] were computed for all domains and all feasible lags. Tree density could not be
estimated for all possible lags on all domains, however, because the annualized FIA program
began only in 2001 (and only then for some states; see Fig. S1). Also, at the time of this
research measurements were available only through 2018. Thus, for example, mean tree
densities at the 5- and 10-year lags are estimable for the domain defined as NFS lands burned
in California in 2000, but only at the 5-year lag for the domain defined as NFS lands burned
in California in 2010. Variability in the numbers of domains for which tree density can be
estimated by burn period and lag is summarized in Fig. S2 for domains of various burn
interval lengths. It’s also worth noting that for multiyear domains, lag remains constant
and the applicable plot measurement years vary over the MTBS perimeters. For example in
the case of the domain d comprised of NFS lands in ID burned in 2006 or 2007, the direct
estimator of λ(d, l) for l = 10 uses only 2016 plot measurements for areas burned in 2006
fires and only 2017 measurements over the 2007 burns. This preserves the length of time
elapsed between burns and corresponding plot observations.
Every direct domain and lag estimate was compared against two types of indirect estimates.
The first type augmented the domain sample size by borrowing data from a broader spatial
extent. Specifically, for a given domain d and lag l, all FIA plot measurements with the same
lag l and falling within MTBS perimeters intersected by a spatial buffer extended around
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domain A(d, l) were drawn into s̃(d, l). Buffer distances ranging from 25 km to 250 km were
implemented in R (R Core Team 2021). Note that under this procedure the augmented
sample s̃(d, l) can include plot data that are not within any domain of interest (i.e., in MTBS
perimeters but outside the administrative state and/or NFS delineation), but only if the plot
measurements were taken l years postfire.
The second type of indirect estimate was obtained from augmented samples formed by
borrowing data from a broader temporal extent. For a given domain d and lag l of interest,
any FIA plot measurements made within the spatial extent A(d, l) and at l ± δ years postfire
were drawn into s̃(d, l). With this approach the augmented sample s̃(d, l) can include only
plot data from the same domain of interest (same MTBS perimeter(s)) but measurements
taken prior or subsequently to the lag of interest. Thus, for a domain d defined as all 2010
MTBS burns on NFS lands in Montana and a lag of interest of l = 5 years, s(d, l) would
consist only of plot data measured in 2015 within A(d, 5); but s̃(d, l) would consist also of
plot data measured in 2015±δ within the spatial extent A(d, 5) (provided 2015 − δ ≥ 2012
because only l ≥ 2 year data are considered, and provided 2015 + δ ≤ 2018 because FIA
measurements from 2019 or later were not available). Lag buffers δ ranging from 1 to 7 years
were evaluated.
With both sample augmentation strategies, the indirect estimator [1.3] was applied.
Furthermore, estimates of standard error were obtained similarly to direct estimation as
h
i
ˆy (d, l)
σ̂
c ȳˆ(d, l) = q
SE
ñ(d, l)

[1.8]

where
ˆ 2 (d, l) =
σ̂
y

i2
X h
1
yk − ȳˆ(d, l)
ñ(d, l) − 1 k∈s̃(d,l)

[1.9]

Thus, the estimated standard error for the indirect estimator is a function of both a potentially
larger sample size and of the variability within that larger sample. Relative standard error
c to ȳ(d, l) (for the direct estimator) and ȳˆ(d, l) (for
was obtained by forming the ratio of SE

the indirect estimator).
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MSE Estimation
Equation [1.8] can be used to estimate the precision of the indirect estimator, but makes no
attempt to account for its inherent bias; a useful indicator of this estimator’s accuracy would
account for both. Equation [1.4] led to two estimators of the MSE of the indirect domain
estimators (see Appendix B for details). The simplest, again suppressing the domain and lag
indices d and l for brevity, takes the form
[ ȳˆ
MSE

h i

= ȳˆ − ȳ


1

2

−

σ̂y2
n

[1.10]

This MSE estimator is based on an approximation suggested by Rao and Molina (2015, p.
44) but employs ȳ in place of a strictly unbiased domain estimator. It does not attempt
to account for the covariance between the direct and indirect domain estimators. As such,
it can be expected to be more appropriate in contexts where augmented sample sizes are
consistently much larger than domain sample sizes. The other estimator evaluated here takes
the form
[ ȳˆ
MSE

h i

= ȳˆ − ȳ


2

2


σ̂y2 
n
−
1−2
n
ñ
h

[1.11]

i

In this estimator the factor 1 − 2 nñ results from the inclusion of an estimated covariance
[ ȳˆ
between ȳˆ and ȳ. We note that MSE

h i

h i

h i2

[ ȳˆ
to be positive) and expect that MSE

[ ȳˆ
≥ MSE

2

1

(though neither estimator is guaranteed

will be more accurate when augmented samples are

not substantially larger than the corresponding domain samples. Finally, as suggested by
Marker (1995) we computed estimated squared bias of the indirect domain estimator as
b ȳˆ = MSE
ˆ (d, l)
[ ȳˆ − σ̂
K
y
h i

2

h i

[1.12]

q

for q = 1, 2.
Estimates of MSE and squared bias were computed for each domain and lag individually,
and also averaged over groups of proximate domains. The latter strategy was suggested by
Gonzalez and Waksberg (1973) to reduce instability in MSE or squared bias estimates. In
this study, we averaged MSE and squared bias estimates over all domains within the same
15

state and having the same burn period length (e.g., any biennium for domains with two-year
burn periods), as well as over all estimation lags.

1.5

Results

Over the 11 states of the western USA shown in Fig. 1.1, there were 4,778 FIA P2 plot
locations falling at least partially within MTBS burn perimeters dating from 1984–2018.
These locations provided 5,946 plot measurements from burned areas with measurement lags
ranging from 2 to 35 years postfire.
The distribution of domain sample sizes for domains of different temporal extents is shown
in Fig. 1.2. For domains spanning only a single burn year (e.g., all NFS lands burned in OR
in 2000), sample sizes are almost so small as to prohibit direct estimation: in only 6% of cases
(domains × lags) did the sample size exceed 5 observations. Even for domains spanning 4
years (e.g., all NFS lands burned in OR between 2000–2003), the median sample size is only
2 observations. This rises to 7 in the case of decadal domains (e.g., all NFS lands burned in
OR between 2000–2009), the lowest temporal resolution considered to be of administrative
utility.
Though small, and inherently random, these domain sample sizes are governed in part by
the FIA sampling intensity of approximately 1 plot measurement per 2,400 ha per decade.
That nominal intensity is shown as the dotted line in Fig. 1.2; realized intensities are captured
by the solid lines that consistently fall short of the approximately 1:24,000 nominal rate.
Figure 1.2 also highlights two distinct domains for reference. Shown in red is the domain
comprising OR NFS lands burned between 2000-2009 (lags 2-9 yr). At lag 2 yr, this domain
spanned an areal extent of 605,690 ha, but with partial reburns the extent dropped to 550,806
ha at lag 9 yr. Sample sizes ranged from 15 (lag 6 yr) to 28 (lag 4 yr), reflecting the generally
high inter–annual variation in domain sample sizes. In blue is the domain comprising ID
NFS lands burned between 1990-1999 (lags 14-19 years). This domain spanned an area of
332,272 ha at lag 14 yr and captured sample sizes ranging from 6-15 observations.
Restricting attention to decadal domains, the relationship between area and estimated
standard error of the domain sample means is shown in Fig. 1.3. Domains with larger areal
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Figure 1.2: Domain sample sizes and areas for annual, quadrennial, and decadal domains,
showing data for all lags. Dotted line is the nominal FIA sampling intensity; solid lines are
linear regressions for particular lag buffers. Red symbols denote various lags for the OR
2000-2009 domain; blue symbols denote estimable lags for the ID 1990-1999 domain.
extents generally had larger sample sizes (see Fig. 1.2) and smaller standard errors (Fig. 1.3,
left panel), though there is substantial variation around the latter trend. Moreover, standard
errors could not even be computed for 15% of cases owing to domain sample sizes less than 2;
over the remaining cases the median relative standard error was 47%. Figure 1.3 also shows
the relationship between estimated standard errors (where these could be computed) and
domain sample means. On the natural logarithm scale, there is a strong linear association
between the domain sample mean and its estimated standard error.
Borrowing data from an extended spatial extent generally augments the sample sizes
available for indirect domain estimation (Fig. 1.4). The dotted lines in Fig. 1.4 correspond
to the same nominal sampling intensity as in Fig. 1.2, while the solid lines now show the
realized augmented sampling intensities. As expected, the larger the spatial buffer and the
larger the initial domain extent, the greater the increase in sample size. However, the spatial
buffering operation yields erratic results at the domain level. For the domain spanning OR
NFS lands burned between 2000-2009 (red symbols), spatial buffering greatly and consistently
increases the sample sizes available for estimation. Yet the effect is much less pronounced for
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Figure 1.3: Relationships between estimated relative standard errors of domain sample means
and domain areas (left) and between estimated standard errors and domain sample means
(right; log scale). Only results for 10-year domains (any lags) and domain sample sizes above
2 are shown.
the domain spanning ID NFS lands burned between 1990-1999.
The distribution of estimated standard errors for indirect estimates borrowing proximate
spatial data, relative to those for direct estimates (represented by the black curves), is shown
in Figure 1.5 for 10-year domains. There are many domains with very high relative standard
errors of direct estimates, as indicated by the steepness of the black curve in each panel.
Although the relative standard errors of indirect estimates are larger than those for the
corresponding direct estimates in some cases (even with 200 km buffers), spatially augmented
samples tend to reduce relative standard errors. The extent of the shift in the distribution of
standard errors is a function of the magnitude of the spatial buffer, as expected. However,
the magnitude of the shift is not pronounced and the median relative standard error using a
200 km buffer is still 38%. In addition, even at a 200 km buffer, 5% of cases (10-year domains
× estimable lags) have augmented sample sizes less than 2 and thus do not permit estimation
of standard errors.
Relative to spatial buffering, borrowing data from an expanded temporal extent augments
domain sample sizes at a consistent rate (Fig. 1.6). The dashed lines in Fig. 1.6 represent the
nominal sampling intensity of a domain augmented according to the expanded temporal range
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Figure 1.4: Augmented sample sizes and domain areas for 10-year domains (all lags) and
different spatial buffers (50 km, 100 km, 200 km). Dotted line is the nominal FIA sampling
intensity; solid lines are linear regressions for particular spatial buffers.
of measurements. Specifically, one would expect approximately 1 FIA plot measurement at
a given lag l within a domain of 24,000 ha; by extension, in allowing for plot measurement
lags of l ± δ one would expect to collect 1 + 2δ plot measurements for a domain of that size.
Mean augmented sample sizes (solid lines in Fig. 1.6) fall short of the expected augmented
sample sizes, but the sample augmentation effect is more consistent across domains than
with spatial buffering. That is, with an expanded temporal extent there is less variability in
the proportionate increases in sample sizes across domains, as indicated for the highlighted
OR and ID domains.
Corresponding to the more consistent sample augmentation of temporal buffering, the
impacts on the distribution of estimated standard errors of indirect estimates were larger and
more consistent (Fig. 1.7). Comparison to Fig. 1.5 also shows that relative standard errors of
indirect estimates under l ± δ borrowing are generally lower than under space borrowing. At
the least intensive lag-borrowing level (δ = 1 yr), they exceed the corresponding standard
errors of the direct estimator much less frequently than under space borrowing, at even the
largest buffer distance (200 km). Also, unlike under space borrowing (Fig. 1.5), Figure 1.7
shows substantial reductions in relative standard errors of both domains represented by red
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Figure 1.5: Estimated relative standard errors of augmented sample means for 10-year
domains (all lags) under for different spatial buffers; domains and lags are ordered according
to relative standard errors of domain means (as represented by the black curves). Horizontal
axis labels are individual domain and lag identities and have been suppressed for clarity.
and blue points, which consistently decline with increasing δ until they are approximately
equal across lags for both domains at δ = 4 yr.
Turning to MSE and bias estimation, for the decadal domains considered above MSE
of the indirect estimators couldn’t be estimated in 14% of cases (19 of 132 domains × lag
combinations) regardless of temporal or spatial buffers employed. This was a result of domain
[ ȳˆ
sample sizes less than 2, which precluded estimation of σ̂ 2 (d, l) and thus of MSE

h i
1

or

[ ȳˆ . Even setting aside such cases, both MSE estimators frequently produced negative
MSE
h i

2

estimates when applied at the domain level. For example, for the indirect estimates employing
[ ȳˆ
data with a lag buffer of δ = 1 yr, MSE

h i

[ ȳˆ
while MSE

h i

[ ȳˆ
MSE

h i
1

1

2

was negative in 41% of cases (domains × lags)

was negative in 71% of cases. As δ increased, the frequency of negative

[ ȳˆ
declined (though never fell below 50%), but the frequencies of negative MSE

h i
2

[ ȳˆ . Figure 1.8 shows estimated relative MSE
increased to converge with those of MSE
h i

1

(%) for the indirect domain estimator with δ = 2 yr plotted against domain area (ha),
computed individually for each 10 year domain × lag combination, using equation [1.11].
While variability declined with domain area, it is clear that both MSE estimators are too
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Figure 1.6: Augmented sample sizes and domain areas for 10-year domains (all lags) and
different lag buffers (δ =1, 2, 4 yr). Dotted line is the nominal FIA sampling intensity
r ≈ 1 : 24, 000; dashed lines are augmented intensities (2δ + 1)r; solid lines are linear
regressions for particular burn intervals.
variable across domains and within domains across lags to be of operational utility at the
domain level.
Furthermore, both MSE estimators were still negative when averaged over proximate
[ ȳˆ
domains. Specifically, across different temporal buffers δ, MSE

h i

[ ȳˆ
for 20-40% of groups and MSE

h i
1

2

yielded negative estimates

for 50-90% of groups. Squared bias as estimated by

equation 1.12, which subtracts the variance of the indirect estimator from a corresponding
MSE estimate, was necessarily negative even more often than either MSE estimator taken
alone.

1.6

Discussion

The framework for indirect domain estimation we propose could be generalized to any
probability sample of a target forest attribute (e.g., mean forest biomass density, total
merchantable timber volume) distributed across spatiotemporal domains. Domains may
span any time periods (for which requisite inventory data are available) and be comprised of
contiguous or disjoint spatial polygons. It’s worth remarking on the inherently complex nature
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Figure 1.7: Estimated relative standard errors of augmented sample means for 10-year domains
(all lags) under for different temporal buffers; domains and lags are ordered according to
relative standard errors of domain means (represented by the black curve). Horizontal axis
labels are individual domain and lag identities and have been suppressed for clarity.
of spatiotemporal domains comprised of burn perimeters intersecting a specific ownership
category. Polygons are disjoint, often intersecting (reburns), and irregularly distributed in
time and space according to neighborhood fire legacies.
When we expand domain delineations in space or time, the number of FIA P2 plot
measurements will increase at a pace just below the nominal rate of approx. 1 measurement
per 24,000 additional hectare-years (Fig. 1.2). As we expand domains, however, they gradually
lose administrative utility. For example, estimates of postfire regeneration in areas burned
over a reasonably narrow burn period length but extending over a vast geographic region
(e.g., multiple states), or alternatively over a reasonably small geographic area but extending
between 1984 and 2004 (20-year burn year window), would provide information of little
utility to managers trying to optimize limited postfire management resources for maximal
regeneration impact.
Domain samples fluctuate around their anticipated sizes (given the nominal FIA sampling
intensity and domain areas) owing in part to how the stratified random spatial distribution
of plots intersects historic burn patterns. However, that the relationship between realized
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Figure 1.8: Estimated relative MSE (%) for the indirect domain estimator with δ = 2 plotted
against domain area (ha), computed individually for each 10 year domain × lag combination
using Equation [1.11].

domain sample sizes and areas consistently falls short of its expectation must be due in
large part to the fact that tree data are available only for FIA plots that are classified as
partially forested. It may also be due in part to a tendency to fall short of annual plot
remeasurement targets (see e.g. Roesch 2018). It is important to note that the consistent 1
observation per additional 24,000 ha−1 yr−1 burned area sample augmentation rate can only
be expected to reliably emerge in years following the implementation of FIA’s annualized
inventory measurement protocols. This wasn’t until 2001 at the earliest, 2011 in Wyoming,
and with irregularities due to inconsistencies in funding in the interim (Fig. S1).
Our analysis of domain and augmented sample sizes and associated standard errors showed
10-year state-level domains to be the smallest spatiotemporal domains of administrative
or management utility feasible for estimation of postfire forest density using the domain
estimators evaluated. As a general approach to estimation, direct FIA-based domain expansion
estimation is unfeasible due to insufficiently small domain sample sizes and resultant high
domain-level standard errors, even in 10-year domains. We note as well that we didn’t
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account for the effects of retained plot size (e.g., only burned subplots) as implemented here
on variance estimates. Hill et al. (2018) describe a methodology for incorporating differential
plot sizes. Finally, though it wasn’t an objective of this research, experimentation with other
means of estimating the variance of domain estimates may be warranted (e.g. through the
use of generalized variance functions as described by Wolter 2007, Chapter 7). A strong
relationship between direct domain tree density estimates and their relative standard errors
(Fig. 1.3, right panel) was observed, as has been noted in other studies (e.g., Breidenbach
et al. 2018).
Indirect estimators may offer an alternative. They are attractive in their potential to
decrease domain-level standard errors. However, they rely on an implicit model that has the
density of the attribute of interest changing slowly beyond the domain, at least relative to
the variance of the attribute. We considered two strategies for borrowing data to augment
domain samples for indirect estimation: borrowing in time (lag borrowing) and borrowing in
space (space borrowing).
Under space borrowing, the rate of increase of the augmented sample size is dependent on
the neighborhood fire legacy, the neighborhood land use patterns, and the overall sampling
intensity. If many nearby forested hectares burned in the time range of interest, the augmented
sample size will increase more quickly when data are drawn from a region only slightly
expanded in space. Conversely, in areas with lower levels of nearby historic fire activity
or lower levels of nearby forest land, one would need to expand further in space to obtain
comparable increases in sample size. Yet borrowing extra-domain sample data in this way
necessarily introduces bias to domain estimates. As plot observations from further away are
selected for inclusion in the augmented domain sample, the biotic and abiotic environmental
conditions of disparate forests may resemble those of the focal domain to a lesser extent.
For example, borrowing in space can (and was observed to) draw on plot observations from
distinct ecological conditions.
Another means of borrowing data that are proximate in space is to restrict the augmented
sample to measurements (with appropriate postfire lag) from the same or similar ecological
domains, regions or subsections (e.g. as delineated by Cleland et al. 1997). Nationwide
availability of ecoregion designations of varied resolution would permit such restrictions.
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The capacity to augment the domain sample at a consistent rate, however, would still be
governed by regional fire perimeter distributions in time and space. It would also then be
impacted by regional landscape heterogeneity as exemplified by, for instance, varied ecoregions
in mountainous terrain (with distinct forest and wildfire fuel type changes occurring over
relatively short distances). An alternative approach wherein the augmented sample sizes could
be fixed would be to borrow from the ideas underlying coarsened exact matching (see e.g.
Van Deusen and Roesch 2013). That is, an initial spatial and/or ecological buffer could be
evaluated and then, for domains still having an insufficient augmented sample size, the spatial
buffer could be extended or the ecological classification coarsened. More generally, drawing
data from outside the domain of interest but from regions that share other characteristics
(e.g. ecological subsection) has parallels in the ideas underlying post-stratification. Yet
post-stratified estimation is most commonly implemented as a strictly direct estimation
approach (e.g., Haakana et al. 2020) without drawing on data from strata that extend beyond
the domain of interest.
The spatial buffering algorithm utilized here can also be related to nearest neighbor
techniques (e.g. McRoberts 2012) in that both define a neighborhood from which to borrow
data. However, nearest neighbor techniques select a fixed number of observations using
a neighborhood defined in a broader auxiliary space (typically not restricted to or even
dependent on geographic variables), while under space borrowing the number of observations
selected into the augmented sample is a random function of neighborhood fire legacy. For
domains where few additional observations are obtained under space borrowing even with large
buffer distances, nearest neighbor techniques may need to reach very far in geographic space
to obtain the specified fixed number of neighbors, with the potential to increase estimation
bias.
Adoption of the temporal buffering algorithm allows for the use of plot observations
from the same geographic extent as the domain of interest but measured at differing lengths
of time-since-disturbance. Though data from additional plot locations falling within that
extent are introduced, this method borrows only in time. Other SAE applications in forest
inventory have pooled data from multiple years to generate domain estimates for domains
with fixed spatial extents and (usually implicit) multi-year temporal extents (e.g. Breidenbach
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and Astrup 2012, Hill et al. 2018, McRoberts 2012). Here, we explicitly borrow sample
observations with measurement years other than those denoted by the spatiotemporal domain
parameters and target estimation lag. Spatiotemporal disturbance domains require a high
degree of specificity in domain definition, and by extension in the definition of the temporal
component of the target attribute. This specificity led to the determination that to include
observations with measurement years other than those specified by the relevant disturbance
lag is to operate in the realm of indirect estimation. Thus, the general estimation strategy
employed by Breidenbach and Astrup (2012) that integrates data measured between 2005
and 2010 to estimate a periodic mean is distinct from our lag-borrowing indirect estimation
strategy. With δ = 2 yr, the latter would draw on observations from 2005-2009 to indirectly
estimate a target attribute in 2007, but on observations from 2006-2010 to indirectly estimate
a target attribute in 2008.
Even in areas exhibiting highly unfavorable conditions for postfire forest regeneration,
some seeds will germinate, some seedlings will establish, and some patches of forest will
eventually begin to regenerate over time. Thus, to include plots with measurement years
earlier than specified by d and l in s̃(d, l) is to include observations which may not capture
the full extent of forest stand development in the focal domain, leading to negative bias.
Conversely, to include plots with later measurement years is to include observations which
may exaggerate the extent of true forest stand development in the focal domain, leading to
positive bias.
As implemented in this study, lag borrowing augmented domain samples (Fig. 1.6) and
decreased relative domain standard errors (Fig. 1.7) to a greater extent, and in a faster,
more consistent manner, than space borrowing (Figs. 1.4 and 1.5). The smaller increases in
precision of the indirect estimator achieved via space borrowing relative to lag borrowing
largely reflect instances where few additional plots were obtained by space borrowing (e.g.
as in the case of the domain represented by blue points in Fig. 1.4). This could also result
from instances where plots from adjacent ecoregions with markedly different regeneration
conditions were selected, adding to within-sample variability. Space borrowing has been
shown to be effective in domains whose spatiotemporal neighborhoods yield more observations
available for sample augmentation, for instance the estimation of an attribute over a single
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time period distributed across most or all adjacent forested area (e.g. Breidenbach and
Astrup 2012, Magnussen et al. 2014a).
As methods for borrowing increase in complexity, so do their associated sources, and
likely magnitudes, of bias. For this reason we evaluated explicit space and lag borrowing
only. Overall, lag borrowing exhibited greater magnitude and consistency of increases in
both augmented samples and precision of estimates relative to space borrowing. These facts
combine to suggest lag borrowing to be a superior borrowing strategy to space-borrowing
for indirect expansion estimation of postfire tree density in western US-wide spatiotemporal
domains with respect to domain-level standard errors. That said, estimation of the bias of
indirect domain estimators remains a challenge. An obstacle in formulating estimators of
the MSE or squared bias of an indirect domain estimator from [1.4] or [1.5] is the difficultly
of reliably estimating the variance of an unbiased domain estimator – for the absence of a
precise direct estimator is generally what motivates indirect estimation in the first place. The
MSE estimators proposed by Rao and Molina (2015) and Gonzalez and Waksberg (1973),
and squared bias estimator proposed by Marker (1995), can be negative and yield widely
disparate MSE estimates for a single domain at lags separated by just one or several years, as
occurred in our application. This resulted from subtraction of the unstable and often large
estimated variance of the direct domain estimator.
The MSE estimator we proposed, which accounts for the covariance between direct and
indirect domain estimates, constituted some improvement but was still unstable and frequently
negative (Fig. 1.8). It was also very high in some domains, and in fact is necessarily larger
than the other estimator investigated. As suggested by Gonzalez and Waksberg (1973) and
[ ȳˆ
Rao and Molina (2015), we also averaged MSE

h i
1

[ ȳˆ
and MSE

h i
2

over proximate domains to

improve stability, but this yielded only marginal improvements. Previous studies describe
the potential of bootstrap (Efron and Tibshirani 1994) variance estimation techniques for
small area estimators in a forestry context (see, e.g., McRoberts 2012, McConville et al.
2020), a technique which could be extended to MSE estimation of indirect domain estimators.
McConville et al. (2020), for example, found in a simulation study that a bootstrap variance
estimator was less biased and produced confidence intervals closer to the nominal coverage
than a standard variance estimator. However, their empirical study considered a US county
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containing 80 sample observations, and their simulation study simulated samples of 150
observations. The domains evaluated here in need of improved MSE estimates are generally
those with the smallest domain sample sizes. We believe a resampling approach has little
potential to improve MSE estimates in domains with sample sizes as small as though
investigated here.
Indirect FIA-based expansion estimation of postfire tree regeneration in US state-level
domains is probably most feasible in domains with burn year periods of 10 years, owing to
small augmented sample sizes in many domains of shorter burn period lengths. By δ = 2
yr, the vast majority of standard errors of indirect lag-borrowed estimates are substantially
lower than their direct counterparts (Fig. 1.7), suggesting δ = 2 or 3 as a potential starting
point for operational domain estimation. This is with the understanding that we were unable
to effectively characterize the bias of indirect estimates. Composite estimators (Rao and
Molina 2015) seek to balance the instability of an unbiased (or approximately unbiased)
direct estimator with the bias of a more precise indirect estimator. Weights controlling the
relative contributions of the component estimators are typically constructed using either
domain sample sizes or their relative MSEs. Owing to our unreliable estimates of the MSE
of the indirect estimator, we could not have constructed a composite estimator based on
MSE. Though we could have devised weights using domain sample sizes, we did not expect
the resultant composite estimates to be more precise than the indirect estimates based on
lag borrowing alone, and in any case did not expect MSE estimation techniques to apply
successfully to the composite estimator for the same reasons discussed above. These results
point to the need for exploration of model-assisted or model-based SAE strategies that could
draw on systematic associations (or effective post-stratifications) of postfire tree density as a
function of auxiliary variables available across the population.

Conclusion
Direct FIA-based estimation of postfire tree density at particular times-since-disturbance
is deemed unfeasible due to insufficiently small domain sample sizes. Indirect domain ratio
estimators that borrow sample observations from outside a focal domain are alternatives
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to auxiliary-assisted methods and have the potential to consistently and rapidly decrease
domain level standard errors. Borrowing in time proved to augment domain samples more
consistently than borrowing in space. On the basis of relative standard errors alone, indirect
estimation of postfire tree regeneration in 10–year state-level domains with δ = 2 or 3 presents
a promising alternative to direct estimation.
As indirect estimators necessarily add bias to domain estimates, reliable estimators of
MSE are required. MSE estimators of indirect domain estimators have been proposed and
evaluated in the literature, and we evaluate a new MSE estimator that accounts for the
covariance between direct and synthetic domain estimates. However, none of the MSE
estimators evaluated performed adequately.
Our results highlight the difficulties of estimating MSE and squared bias, and point to
the need for further experimentation with methods for estimating MSE, including potentially
modeling MSE using appropriate covariates. Alternatively, unbiased SAE techniques that
preclude the need for bias estimation, and that leverage auxiliary data, warrant inquiry in
this context.

1.7

Appendix

Appendix A: Mean & variance of the direct estimator
Adopting the continuous population framework of Cordy (1993), we consider equal probability
sampling designs that can be described by specifying a constant inclusion density function
π(x, t) = π(t) for all possible measurement locations over a land surface in a given year t.
For such designs, the direct domain estimator [1.2] can be formulated as a ratio of the two
Horvitz-Thompson domain estimators
yk
τ̂π (d, l) =
=
π(l)
k∈s(d,l)
X

Âπ (d, l) =

P

k∈s(d,l)

yk

[1.13a]

π(l)

n(d, l)
1
=
π(l)
π(l)
k∈s(d,l)

[1.13b]

X
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where π(l) is the inclusion density function at l years following the defining disturbance event.
Estimators [1.13] are unbiased for the total of y over A(d, l) at year l from disturbance, and
for the total area of A(d, l), respectively. Yet the nonlinear combination of these estimators is
generally biased for λ(d, l). The domain sample mean [1.2] can be described as ‘approximately
unbiased’ in the sense that its bias diminishes with increasing expected n(d, l) (see Särndal
et al. 2003, p. 185), though this is of limited utility in a small area estimation context where
we anticipate small n(d, l).
Cordy (1993) provides a number of general results concerning the bias and variance of
estimators such as ȳ(d, l). In particular, his results allow that if the conditional inclusion
density function πn (x, l) given n(d, l) is positive for all measurement locations within A(d, l),
then
E ȳ(d, l) n(d, l) = λ(d, l)


[1.14]



provided n(d, l) > 0. This conditional unbiasedness result holds for SRS because under that
design
πn (x, l) =

n(d, l)
|A(d, l)|

[1.15]

for all x ∈ A(d, l). However, conditional unbiasedness does not extend to all equal probability
designs. For example, conditional on the hexagonal tessellation employed by the FIA’s
unaligned systematic design it is possible to have πn (x, l) = 0 for some x ∈ A(d, l) given
n(d, l). In particular, suppose A(d, l) spans one entire FIA phase 1 hexagon (see Bechtold and
Patterson 2005) slated for measurement in year l as well as portions of several other phase 1
hexagons; if n(d, l) = 1 then the conditional inclusion density function will be positive over the
completely subsumed hexagon but must be 0 over the other intersected hexagons. This will
generally result in bias. The above also assumes that yk = y(xk , lk ) is a point-measurement
(or a measurement employing protocols suitably adjusted for boundary overlap) and that one
can thus ignore any boundary overlap effects (see e.g. Gregoire and Valentine 2007).
The variance of ȳ(d, l) for random n(d, l) has no analytically tractable form as it is a
function of the variability of both estimators in [1.13]. From Cordy (1993), under SRS the
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conditional variance of ȳ(d, l) given n(d, l) can be written in the familiar form
1
V ȳ(d, l) n(d, l) =
n(d, l) |A(d, l)|








y(x, l) − λ(d, l)

2

σy2 (d, l)
dx =
n(d, l)

[1.16]

A(d,l)

Furthermore, that variance can be (conditionally) unbiasedly estimated using
b ȳ(d, l) =
V




X 
σ̂ 2 (d, l)

1
yk − ȳ(d, l) 2 = y
n(d, l) [n(d, l) − 1] k∈s(d,l)
n(d, l)

[1.17]

For spatially structured designs such as the USFS FIA, the variance will be a function of
more complex pairwise inclusion density functions (see Cordy 1993). Moreover, it may not be
possible to derive (conditionally) unbiased variance estimators because the pairwise inclusion
density function can be 0 for sets of proximate locations. In such settings, estimator [1.17]
has been recommended as a conservative variance estimator in the sense that it is expected
to overestimate variability in cases where the spatial design effectively reduces sampling
error (e.g., Baffetta et al. 2009; see also Wolter 2007, pp. 47–48). Alternatively, variance
estimation strategies developed for systematic designs (e.g. Frank and Monleon 2021) could
be evaluated.

Appendix B: Mean, variance, & MSE of the indirect estimator

Certain properties of the indirect domain estimator [1.3] follow directly from the results
of Appendix A. These are extended below suppressing the parenthetical domain and lag
dependence notation (d, l) unless necessary.
Under SRS the conditional expectation of the indirect estimator ȳˆ is a function of the
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distribution of y over the expanded spatiotemporal region Ã = Ã(d, l), i.e.
i
1
E ȳˆ ñ =
|Ã|
h


y(x, l) dx



Ã

1
=
|Ã|

1
y(x, l) dx +
|Ã|

A

=


y(x, l) dx
Ã∈A
/

|A|
|Ã| − |A|
λ+
λ
|Ã|
|Ã|
◦

= λ̃
◦

where λ̃ is the density of y over Ã and λ is the density of y over only the extra-domain
region supplying additional data (denoted Ã ∈
/ A above). The conditional bias of [1.3] as
an estimator of λ will therefore be a function of the extent to which the density of y over
the ‘small area’ A differs from that over the ‘large area’ Ã. Additionally, under SRS the
conditional variance of ȳˆ can be written as
V ȳˆ ñ =
h

i

1
ñ |Ã|



h

y(x, l) − λ̃

i2

dx =

σ̃y2
ñ

Ã

where σ̃y2 is the variance in y over Ã. This conditional variance can be unbiasedly estimated
using
b ȳˆ =
V
h i

i2
Xh
1
yk − ȳˆ
ñ [ñ − 1] k∈s̃

[1.18]

conditional on the realized sample size ñ. As for the direct sample mean [1.2] these results
do not extend generally to other (equal or unequal probability) spatial designs, but equation
[1.18] can again be applied as a conservative estimator of variance.
To describe the MSE of ȳˆ, it is useful to note that it can be broken down much like its
expectation above




X 
1X
1 X
n
ñ − n ¨
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[1.19]

where ȳ¨ = ȳ¨(d, t) is the mean of the observations in s̃ but not in s (i.e., of the observations
that have been borrowed from outside the domain of interest). Then, adopting the approach
used by Rao and Molina (2015, p. 43), write the conditional MSE of the indirect estimator
[1.3] given n as
MSE ȳˆ n = E



=E



h

i

ȳˆ − ȳ
ȳˆ − ȳ

2
2



h



h

i

n + E (ȳ − λ) n + 2 E
2



ȳˆ − ȳ (ȳ − λ) n




n + E (ȳ − λ)2 n − 2 E ȳ (ȳ − λ) n + 2 E ȳˆ (ȳ − λ) n
i





h

i

[1.20]
The second and third terms on the right hand side of [1.20] relate to the variability of ȳ(d, t)
while the last term connects to the association between ȳ(d, t) and ȳˆ(d, t). Indeed, under
SRS, [1.20] can be simplified to
MSE ȳˆ n = E
h

i



ȳˆ − ȳ

2



n − V [ȳ|n] + 2 C ȳˆ, ȳ n
h

i

[1.21]

where
C ȳˆ, ȳ n = E
h

i





ȳˆ − λ̃ (ȳ − λ) n


= E ȳˆ (ȳ − λ) n − 0
h

i

denotes (conditional) covariance. Further simplification is possible under SRS by focusing on
the covariance term
C ȳˆ, ȳ n = E ȳˆ (ȳ − λ) n
h

i

h

i

 h

= E E ȳˆ (ȳ − λ) n, ñ, s n
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= E (ȳ − λ) E ȳˆ n, ñ, s n
h

i




[1.22]

Substituting [1.19], the inner expectation of [1.22] becomes
h
i
i
n
ñ − n h ¨
n
ñ − n ◦
E ȳˆ n, ñ, s = ȳ +
E ȳ n, ñ, s = ȳ +
λ
ñ
ñ
ñ
ñ
◦

where E ȳ¨ n, ñ, s = E ȳ¨ ñ − n = λ using the same logic as in Appendix A but over the
h

i

h

i
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expanded region. Thus,
(

)
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ñ − n ◦
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ñ
i

h

where the above uses E f (ñ)g(ȳ) n = E f (ñ) n E g(ȳ) n which follows from the indepen











dence of sample locations (within and outside the domain of interest) under SRS. Finally,
substituting this last result into [1.21] gives
MSE ȳˆ n = E
h

i
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[1.23]

Note that if ñ = n so that no observations are borrowed and that therefore ȳˆ = ȳ, then
MSE ȳˆ n collapses to simply V [ȳ|n], as it should. However, if data are drawn from a much
h

i

larger area such that ñ  n then MSE ȳˆ n tends to E
h

i



ȳˆ − ȳ

2



n − V [ȳ|n]. The latter

expression is suggested as an approximation by Rao and Molina (2015, p. 44), but will be
too small unless data are drawn from a substantially larger area than the domain of interest.
Finally, note again that this expression applies in the case of SRS, but not more generally.
Expression [1.23] suggests a simple sample-based estimator of the conditional MSE
[ ȳˆ n = ȳˆ − ȳ
MSE
h

i



2


σ̂y2 
n
1−2
−
n
ñ

[1.24]

This estimator differs from the framework suggested by Rao and Molina (2015, p. 44) only by
h

i

the factor 1 − 2 nñ ; this factor guarantees larger estimates of MSE, but still cannot guarantee
non-negative estimates. We are unaware of any investigation of its sampling properties,
however.

Appendix C: Notation index for Chapter 1
• X : the spatial extent of the population of interest.
• T : the temporal extent of the population of interest.
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• y(x, l): the resource value at spatial coordinate x as it exists l years after the domaindefining disturbance event.
• A(d, l): the spatial extent of domain d, l years after disturbance.
• |A(d, l)|: the land area of A(d, l)
• Âπ (d, l): a Horvitz–Thompson estimator of the land area of A(d, l)
• τ̂π (d, l): a Horvitz-Thompson domain estimator of the resource total
• λ(d, l): the resource density (quantity per unit area) in domain d, l years after disturbance.
• s(d, l): the domain sample for domain d, at a lag of l years following disturbance;
contains only observations at locations within the spatial bounds of domain d at lag l,
and measured at a lag of l years.
• n(d, l): the domain sample size; number of observations in s(d, l).
• s̃(d, l) the augmented domain sample; consists of s(d, l) and and an additional set of
observations, borrowed either in time or space.
• π(x, t): a sampling intensity function, which can be thought of as a local measure, at
location x, of the number of sample points to be selected for measurement in year t,
per unit area. The integral of π(x, t) over a region is the expected sample size for that
region. It is not a probability density function (Cordy 1993).
• ȳ(d, l): a direct estimator of λ(d, l). In this case, just the average of the tree density
measurements in the domain sample s(d, l).
• ȳˆ(d, l): a indirect estimator of λ(d, l). In this case, just the average of the tree density
measurements in the augmented sample s̃(d, l).
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Figure 1.9: Numbers of sampled, partially-forested plots measured as part of the annualized
FIA program by state and year.

1.8

Supplementary Material

Variation in the numbers of forested plots measured as part of the annualized FIA program in
the 11 western states is shown in Fig. 1.9. Major variations across states are attributable to
differeneces in the extents of forest lands within each as well as differential timing in when the
annualized FIA program was initiated. Variations within states over time are also apparent
and associated with panel creep (i.e., increasing differences between annual measurement
targets and actual number of measurements completed in a given year) and occasional gaps
in funding (e.g. in Nevada between 2005-2009).
Figure 1.10 shows the number of state-level domains associated with burn year and burn
36

period length. There can be as many as 11 state-level domains for any specific burn period,
but there are often fewer owing to
• differences among states in the years in which the annualized FIA program was initiated
(e.g., data exist in CA for 2001 but not for WY until 2011);
• gaps in funding that paused FIA measurement within certain states over certain periods.
For example, regeneration density at 5 years postfire can be estimated over areas that burned
in 2006 from annualized FIA data in all 11 western states. However, regeneration density at
5 years postfire over areas that burned between 2000-2009 cannot be estimated from FIA
data for WY, NM, or NV. In the case of WY, this is because annualized FIA measurements
did not begin until 2011, so lag 5 data are not available for burns between 2000-2005. In
the cases of NM and NV, budget did not allow for FIA ground sampling for certain periods
between 2000-2009, which again precludes estimation of regeneration at 5 years postfire for
some years in that interval.
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Figure 1.10: Numbers of state-level domains for which postfire tree density is estimable by
post-burn lag, burn period, and burn period length.
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Chapter 2
Patterns in postfire tree cover across topographic, climatic, and radiometric gradients over the western US

2.1

Abstract

Across the western US, there are pressing concerns regarding the increased severity and
extent of wildfire and subsequent postfire forest regeneration dynamics. This research draws
on geospatial data products and field vegetation surveys to characterize patterns in the
variation of postfire tree abundance and stocking spanning 11 western US states. Perimeter
vectors for fires that burned at least 404 ha in the years 1984 - 2016 were obtained from the
Monitoring Trends in Burn Severity (MTBS; Eidenshink et al. 2007) program. Ground data
were then obtained from 5,914 US Forest Inventory & Analysis (FIA) plot clusters (Bechtold
and Patterson 2005) falling within these perimeters with measurements occurring after 2001
and 2 or more years after burning. Target attributes were chosen to be density of seedlings,
saplings and large trees with a 14 -root transformation applied, and a binary stocking variable
indicating a minimum threshold tree density of 740 trees ha−1 . The marginal distributions of
ground measures of tree density – particularly of seedling density – exhibited high variability
and skewness, as well as high frequencies of zero values. Plot cluster locations were used
to extract potential explanatory variables from a 30 m Landsat–based fractional tree cover
product (Allred et al. 2021); 4 km climate data from TerraClimate (Abatzoglou et al. 2018);
10 m topographic variables including slope, aspect, elevation and topographic position index;
and 30 m categorical burn severity obtained from MTBS, among others. Variable importance
computed from Random Forests (Breiman 2001) models ranked fractional tree cover as the
most important variable for both target attributes by a wide margin, followed by climate
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variables including atmospheric water deficit and actual evapotranspiration averaged over
summer months. Tree cover is available on an annual basis across the temporal scope of
the project, while summer climate variables are averaged over the years 1984 - 2019 for
the months of June - August. Though parametric and nonparametric models performed
similarly, and stocking proved more amenable to modeling than tree density, models in
general performed poorly. These results suggest that it may be unlikely that a single model
of postfire tree regeneration can be applied to a region as expansive and ecologically diverse
as the scope of this study, and that approaches should instead be regionalized or tailored to
specific ecoregions. Alternatively, the models developed here may be too simplistic, important
predictors may have been inadvertently excluded, or there may be a mismatch between the
resolutions of remotely–sensed predictor layers and ground plot sizes. Possible means of
reducing variability and right skew in postfire FIA vegetation observations include installing
multiple microplots on each subplot, and implementing nationally consistent off–schedule,
post–disturbance measurement protocols.

2.2

Introduction

Forests act as water and temperature regulators, terrestrial storage for atmospheric carbon,
and sources of a wide range of additional economic, cultural, and ecosystem goods and
services. Under the warmer, drier climatic conditions of the 21st century relative to the latter
half of the 20th century, the extent and severity of wildfire activity is increasing and many
forests in western North America are struggling to regenerate postfire (Stevens-Rumann
et al. 2017). Current areas of inquiry seek to disentangle the primary biophysical drivers of
postfire seedling success and forest succession (Chileen et al. 2020, Davis et al. 2019b, Hankin
et al. 2019, Simeone et al. 2019). While this work moves us toward an increasingly clear
understanding of the complex mechanisms governing patterns in forest regeneration, a need
persists for precise estimation of postfire tree stocking levels at fine spatial and temporal
resolutions. To that end, this research explores relationships among topographic, climatic,
and remotely-sensed data products and ground measurements of postfire tree density taken
across the western US since the turn of the century.
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The United States Forest Service (USFS) Forest Inventory and Analysis (FIA) program
(Bechtold and Patterson 2005) defines non-stocked forestland as “land that currently has
less than 10% stocking but formerly met the definition of forestland” (Burrill et al. 2018).
Recent estimates of non-stocked forestland in the US approach 8 million ha, of which nearly
5 million ha are non-stocked due to wildfire (Sample 2017). For compliance with federal
legislation, CO2 sequestration, and future availability of forest products and associated jobs,
securing seedling recruitment and forest regeneration on burned forest areas is imperative.
Moreover, monitoring the nature and extent of postfire forest conditions is critical for effective
promotion of postfire forest regeneration. Accurate, spatially-explicit estimates of postfire
stocking levels are a prerequisite for i) estimation of the costs associated with replanting
burned areas; ii) efficient allocation of limited postfire treatment resources; and iii) projection
of the availability of forest ecosystem goods and services into the future. They are thus
essential for sustainable, efficient forest management planning and the development of sound
forest policy.
The FIA’s national forest inventory (NFI) relies on an equal-intensity, unaligned systematic
random plot network that permits design-based inferences of vegetation condition over broad
extents of space and time (Bechtold and Patterson 2005). The spatial intensity of the NFI is
approximately 1 plot per 2400 ha. In the Interior West and Pacific Northwest FIA regions,
the NFI network is divided into 10 panels, one of which is measured each year. Thus, the
sampling intensity is functionally one plot measurement per 24,000 ha per year. At this
intensity, NFI data alone cannot deliver accurate estimates of postfire tree densities except
at very broad scales (e.g., all areas burned in the 11 contiguous western states or all areas
burned in one state within a time span of a decade or longer). Discerning the nature and
strength of associations between FIA ground measurements and available geospatial data
products is a critical first step toward obtaining higher resolution estimates.
The Monitoring Trends in Burn Severity (MTBS) program maps fire perimeters and burn
severity for all wildfires larger than 404 ha in the western US (Eidenshink et al. 2007). Kemp
et al. (2016) related observations of tree seedling traits at 182 sites in Idaho and Montana,
evenly distributed across gradients of elevation and aspect, to MTBS burn severity and a
suite of additional predictor variables. Burn severity alone had an insignificant effect on
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regeneration except for Pseudotsuga menziesii, and otherwise appeared overridden by distance
to seed source. Stevens-Rumann and Morgan (2019) list 26 studies from 2005 through 2018 in
regions throughout the western US that investigate the relationship between postfire seedling
density and distance to nearest seed source, of which all but four reported that regeneration
decreased as distance to the nearest seed source (or fire edge) increased. In many cases,
these studies measured the true ground distance from plot locations to the nearest mature
seed-producing tree of the species of interest (e.g., Malone et al. 2018, Chambers et al. 2016).
Postfire conifer regeneration has also been shown to vary consistently with climate and
climate variability (e.g., Dobrowski et al. 2015, Hankin et al. 2019, Davis et al. 2019a). In
particular, the relative timing of moisture and energy is of fundamental biological importance
to plants (Stephenson 1990), and stem desiccation associated with insufficient water availability
given atmospheric demand is often a primary cause of germinant and seedling mortality (e.g.,
Pearson 1923, Cleary 1970, Djavanshir and Reid 1975). Yet given the coarse spatial resolution
and potential sources of error (Bishop and Beier 2013) associated with climate surfaces
available over the spatiotemporal scope of this research, and high variability in postfire FIA
observations, there is uncertainty surrounding the strength of relationships between the two.
Mountainous topography has been shown to further modify climate–vegetation relationships
(Hoylman et al. 2019), and thus integrated topographic metrics such as the topographic
position index (TPI; Weiss 2001) used in concert with climate data warrant evaluation.
MTBS perimeters and burn severities are derived from Landsat data (Eidenshink et al.
2007). Numerous other reflectance-based indices returned from spaceborne and airborne
multispectral platforms have been shown to correlate with leaf area (Hatfield et al. 1985),
aboveground biomass (Tucker 1979), vegetation cover (Wiegand et al. 1973), and primary
productivity (Asrar et al. 1985), among other attributes. Additionally, integrated metrics
now exist, combining spectral indices with topographic, climatic, disturbance legacy, ground
measurements, and other information. In particular, Allred et al. (2021) merged a westwide repository of ground observations of vegetation characteristics with the Landsat record,
Gridmet climate data (Abatzoglou 2013), and remotely-sensed topography and soil information
to yield cover maps for 4 plant functional types. Given their fine temporal (annual) and
spatial (30 m pixel) resolutions, these data products offer compelling bases for estimating
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postfire forest trajectories.
Finally, a straightforward but important factor affecting post-disturbance forest development is the time elapsed since disturbance (e.g. Savage and Mast 2005, Passovoy and Fulé
2006). Whatever the biophysical, climatic, and prefire canopy characteristics of a burned
area, forests require time to regenerate following disturbance. Even in burned areas where
conditions for regeneration are unfavorable due to low seed availability or other biotic or
abiotic constraints, trees should emerge with time, except in areas where full conversion to
non-forest cover types occurs postfire (Stevens-Rumann et al. 2017). Of 13 studies evaluated
by Korb et al. (2019) that investigated the impact of time since burn on regeneration, 8
demonstrated a positive relationship between time since fire and P. ponderosa regeneration
while 5 found no relationship.
The overarching goal of this research is to describe spatiotemporal patterns in the levels
and variation of postfire tree cover and abundance across gradients of topographic, climatic,
and radiometric variables. Specifically, the objectives are to (i) identify the statistical
relationships and combinations of predictor variables that explain the most variation in
postfire tree abundance and tree cover across the western USA between 1984 and 2015; (ii)
contrast the accuracy of parametric and nonparametric model forms for tree abundance and
stocking; and (iii) evaluate overarching patterns in model performance and the feasibility
of the application of a single model of postfire tree regeneration to the western US. Results
will aid in the identification of trends and variability in regeneration of burned areas and
facilitate model-supported estimation of postfire restocking levels across the western US and
subdomains thereof.

2.3

Methods

Study scope
This study considers an area spanned by 1,695 wildfires, totaling 100,344,410 ha, that burned
from 1984 through 2015 in the 11 US States comprising the Interior West (IW) and Pacific
Northwest (PNW) FIA regions, excluding Alaska and Hawaii. The study area contains wide
variation in coniferous forest types and species compositions, from dry, low–elevation Pinus
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ponderosa savannah to intermountain subalpine forests comprised of Pinus contorta, Abies
lasiocarpa, and other species.
Data
Field data come from NFI plot clusters within the Interior West (IW) and Pacific Northwest
(PNW) FIA regions. Actual spatial coordinates were obtained from the USDA Forest Service
for 12,685 clusters located within MTBS polygons. From this set, clusters falling entirely
within non-forested areas (e.g. rangelands, see Burrill et al. 2018) were eliminated, as were
measurements taken within 2 years of (or prior to) an associated burn. This yielded a set of
5914 cluster measurements at 4650 unique locations. Across this set, cluster subplots that
were entirely non-forest condition or that were not measured (e.g., owing to the presence of
seasonal water or dangerous conditions) were excluded. Furthermore, NFI subplot condition
mapping procedures permitted area–based weighting of subplots that fell partially inside an
unmeasureable condition or only partially within an MTBS fire perimeter.
Each subplot within a cluster provided a range of seedling (not including first-year
germinants), sapling, and large tree attributes (see Bechtold and Patterson 2005) available in
the public FIA tabular data (apps.fs.usda.gov/fia/datamart). These permitted computation
of live seedling and sapling density, and total live stem density across all age and size classes.
In the following research, we define tree density T (trees/ha; see also Table 2.1) as the number
of live trees (seedlings, saplings, and/or large trees) per unit area. We also define stocking, Z,
as a binary variable taking the value of 1 if T≥ 740 trees/ha and 0 otherwise. The threshold
of 740 trees/ha is arbitrary but corresponds to an average of at least one seedling tallied per
2.1 m microplot within an NFI cluster.
The ecological region concept as described by the National Hierarchical Framework of
Ecological Units (NHF) provides a framework for ecosystem classification and mapping
(Cleland et al. 1997). NHF Ecological Division (ED) classifications were obtained for each
subplot. At a finer level, we extracted slope (SL), aspect, and elevation (EL) for each subplot
location from the National Elevation Dataset (NED) (Gesch et al. 2002) at 10 m resolution.
Aspect was transformed using trigonometric functions into two variables expressing the
magnitude of northern exposure (NE) and eastern exposure (EE). Topographic position index
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Table 2.1: Variable abbreviations, units and sources.
Variable
Tree density
Stocking
Latitude
Longitude
Measurement Year
Ecological Division
MTBS Burn Severity
Fire Lag
Distance to Burn Edge
Elevation
East Exposure
North Exposure
Slope
Topographic Position Index
Annual Deficit
Annual Evapotranspiration
Annual Maximum Temperature
Annual Minimum Temperature
Annual Precipitation
Annual Soil Moisture
Annual Vapor Pressure Deficit
Summer Deficit
Summer Evapotranspiration
Summer Maximum Temperature
Summer Minimum Temperature
Summer Precipitation
Summer Soil Moisture
Summer Vapor Pressure Deficit
Tree Cover
Shrub Cover
Perennial Forb and Grass Cover

Units
Abbreviation
Trees/ha
T
T≥ 740
Z
Degrees
LAT
Degrees
LON
Year
MY
Division
ED
dNBR Class
SEV
Years
FL
m
DTE
m
EL
EE
NE
Degrees
SL
Ridge (+) to Valley (-) TPI
mm mo−1
DA
mm mo−1
AETA
◦
C
Tmax-A
◦
C
Tmin-A
mm mo−1
PRA
mm mo−1
SMA
kPa mo−1
VPDA
mm mo−1
DS
−1
mm mo
AETS
◦
C
Tmax-S
◦
C
Tmin-S
mm mo−1
PRS
mm mo−1
SMS
kPa mo−1
VPDS
%
TC
%
SC
%
PFGC

Source
FIA; Burrill et al. 2018
FIA
FIA
FIA
FIA
NHF; Cleland et al. 1997
MTBS; Eidenshink et al. 2007
MTBS
MTBS
NED; Gesch et al. 2002
NED
NED
NED
NED
TerraClim; Abatzoglou et al. 2018
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
TerraClim
RAP; Allred et al. 2021
RAP
RAP

(TPI) was computed from the elevation of a given pixel and the mean elevations of pixels
falling within a 15 pixel neighborhood.
Climate variables at approximately 4 km spatial resolution were obtained from the
TerraClimate dataset (Abatzoglou et al. 2018). TerraClimate uses a Penman-Montiethbased approach (Monteith 1965) in concert with a water balance model to estimate actual
evapotranspiration (AET), water deficit (D), and vapor pressure deficit (VPD). We averaged
monthly image collections of AET, D, and VPD in Google Earth Engine (GEE; Gorelick et al.
2017) over the years 1984 (the beginning of the MTBS fire perimeter record) to 2019 (the most
recent complete TerraClimate year at the time of analysis), and performed extractions for
each NFI subplot location. Minimum and maximum temperature (Tmin , Tmax ), precipitation
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(PR), and soil moisture (SM) were also extracted to permit the investigation of key constituent
components of AET, D, and VPD. Both annual and summer (June – August) averages of
climate variables were considered (Table 2.1).
MTBS burn severity (SEV) rasters were obtained via direct download from mtbs.org for
each subplot observation. For subplots that burned multiple times, the most recent SEV
value to the subplot measurement occasion was retained. MTBS fire perimeter vectors also
permitted computation of distance to nearest burn edge (DTE) as the shortest straight line
distance from each subplot observation to the nearest segment of the corresponding fire
perimeter vector. It is important to note that the nearest segment of fire perimeter may
be formed by a road, water body, or other non-forest land feature, and thus DTE does not
necessarily represent proximity to a viable seed source. Additionally, time since burn, or
fire lag (FL), was obtained as the number of years elapsed between a subplot measurement
and the most recent fire’s burn year. Fire lags ranged from 2 years to 33 years (i.e., a 2017
subplot measurement on a 1984 fire).
Finally, estimated percent tree, shrub, and perennial forb and grass cover (TC, SC, and
PFGC, respectively) were extracted for each subplot observation from the Rangeland Analysis
Platform (Allred et al. 2021). These variables were unavailable for 13 clusters (of 5,914) and
those observations were excluded from subsequent analyses. Of the explanatory variables
considered above, only TC, SC, and PFGC (plus FL) vary with time; all others vary only
over space.
Model Development
Initially, the Random Forests (RF) algorithm (Breiman 2001) was applied to both NFI
cluster-level target attributes (T and Z) using all explanatory variables as a means of
establishing relative variable importance. Transformation of T proved necessary to reduce
the impacts of extreme right skew and a large number of 0 values. The latter rendered a
ln(T) transformation impossible; instead, a

1
4

power transform was selected after analysis

1
x

of variation in T explained by the explanatory variables. RF models were fit using the
‘randomForest’ package (Liaw and Wiener 2002) in the open-source statistical software
program R (R Core Team 2021).
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Following assessments of collinearity, the RF highest ranked explanatory variables for
1

each target attribute were used to specify Gaussian (for T 4 ) and logistic (for Z) Generalized
Additive Models (GAMs; Hastie et al. 2009). GAMs were fit in R with the gam package
(Hastie and Hastie 2020) using a forward selection approach to a) evaluate the marginal
improvement in model fit with successive inclusion of additional predictors and b) identify
1

the form of associations among T 4 or Z and the key predictors. Fully parametric linear and
logistic generalized linear models (GLMs) were then developed and fit.

Competing GAM and GLM forms were compared using a 10–fold cross validation process.
This involved ordering the dataframe by ED, FL, and DTE and then systematically dividing
the data into 10 folds. Each competing model form was then fit with 90% of the data,
and estimates obtained for the withheld 10%. Fit statistics were computed using the crossvalidated errors, ei = Ti − T̂i in units of trees ha−1 for models of tree density and ei = Zi − Ẑi
in percentage units for stocking models. These included mean prediction error (ē), mean
absolute prediction error (MAE), and root mean squared error (RMSE):
M
1 P
ei
M i=1
M
1 P
MAE =
|ei |
M i=1
s
M
1
P
RMSE =
e2
(M − p) i=1 i

ē =

[2.1]
[2.2]
[2.3]

where the summations extend over the full set of M NFI clusters observations in the analysis
dataset. In the denominator of the RMSE calculation, p represents estimated degrees of
freedom for GAM models, and number of predictors in the model otherwise. Corresponding
error statistics were also computed for baseline null models of both tree density and stocking,
1

i.e., using residuals computed using the cross–validated means of T 4 and Z. We also computed
coefficient of variation (CV) of the residuals for both the null model and GLM of T, computed
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as
s
1
M

CVT % =

M
P

(Ti − T)2

i=1

× 100

T
s
1
M

CVT̂ % =

M
P
e2

i

i=1

× 100

T

1

with T = the mean of T in the analysis dataset and ei = residuals from the model for T 4 on
the original T scale. Similarly, we computed CV of the residuals for both the null model and
GLM of Z, computed as
s
1
M

CVZ % =

M
P

(Zi − Z)2

i=1

× 100

Z
s

CVẐ % =

1
M

M
P
e2

i

i=1

Z

× 100

where Z = the mean of Z in the analysis dataset and ei = residuals from the model for Z.
While lower values of error statistics as defined above are obviously desirable, these
measures of model performance are not used alone to select a final model. This is because an
overarching objective of this research is the identification of an operationally feasible working
model for model–assisted domain estimation in subsequent research. For this reason, a higher
premium is placed on models requiring predictor variables from fewer distinct data sources.

2.4

Results

Substantial variability was observed in seedling, sapling, and large tree densities over the full
set of NFI clusters (Fig. 2.1). These records span areas burned between 1984 and 2015 over
the 11 western US states with field measurements taken between 2000 and 2018. Across these
states and burn years, there is a tendency toward increasing tree density with time-since-fire,
but variation is pronounced and consistent across this and other gradients. Within the
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analysis dataset, the standard deviation of T was 8940 trees ha−1 around a mean of 3850
trees ha−1 ; the mean and standard deviation of Z were 50.6% and 50%. Owing to heavy right
skew, we also report T’s interquartile range (IQR) of 3629 trees ha−1 and its median of 770
trees ha−1 ; the median and IQR of Z were 100% and 100%.
Figure 2.1 also draws attention to the high frequency of null measurements of seedling
density (2198 of 5901) and of overall tree density (896 of 5901) in the analysis dataset. It
further shows the high estimates of seedling density obtainable under the NFI microplot
design. For instance, on one cluster in Washington state, an average of nearly 200 seedlings
per 2.1 m radius seedling microplot was recorded, corresponding to a seedling density of
nearly 148,000 trees ha−1 .

Figure 2.1: Tree density by size class and years since burn (jittered ± 0.4 yrs); vertical scales
differ across panels and the right panel has a fourth-root scaling.

Evaluating variation explained by the full set of predictors, RF models for both attributes
found estimated tree cover TC to be the most important predictor. This was followed
1

by AETS and DS in the T 4 case and by DS and SL in the stocking case. The decline in
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importance from TC to the most important climate variable was marked in both cases, with
subsequent variable-over-variable declines in importance being more gradual. The 7 most
1

important predictors in the T 4 model were, in order, TC, AETS , DS , SL, SC, EL and FL;
the 7 most important in the Z model were TC, DS , SL, PRA , AETS , AETA , and FL. In both
models, SEV, MY, and ED ranked among the three least important predictors, with ED
ranked last in both cases.
Among the most important predictor variables indicated by the RF analyses, bivariate
linear correlations were below 0.3 in all cases but one. The linear correlation between AETS
and DS was -0.86, which is notable because these two predictors were among the top 5
1

most important in the RF models for both T 4 and Z. Owing to the fact that DS accounted
1

for larger components of the variation in T 4 and Z than did AETS , AETS was dropped in
subsequent modeling.
1

Using a forward selection approach, GAM analyses of both T 4 and Z indicated that
appreciable reductions in cross–validated RMSE occurred with the incorporation of TC
1

1

(2.19% for T 4 , 7.92% for Z) and DS (0.75% for T 4 , 2.76% for Z) as predictors (Table 2.2).
Gains were marginal with the inclusion of additional predictors, with subsequent reductions
1

in RMSE ranging from 0.22% to 0.44% for the T 4 models and from 0.83% to 0.26% for the Z
models. Owing to a preference for simpler models requiring predictors from fewer sources,
the predictor combination of TC and DS was primarily advanced for further consideration.
Scatterplots of partial deviance residuals and effects revealed curvature in the partial
1

effects of TC on T 4 and Z (Fig. 2.2). This suggested the utility of a square root transformation
of TC in subsequent parametric modeling. In contrast, the partial effects of DS appeared
approximately linear in both models.
1

The form and goodness–of–fit of the two–predictor parametric GLMs of T 4 and Z are
summarized in Table 2.3. Both estimated tree density and stocking probability increase
with estimated tree cover (TC), and both decline with mean summer water deficit (DS ).
Interaction effects between TC and DS were evaluated but proved insignificant at the 0.1
level. Error statistics for the GLMs increased slightly over those of the corresponding GAM
formulations in Table 2.2, but by less than 1% in all cases. GLM residual plots resembled those
of the GAMs shown in Fig. 2.2, and neither residuals nor model error (RMSE) showed any
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Table 2.2: Forward selection GAM model fits by attribute; error statistics are in units of
1
trees ha−1 for models of T 4 and percentage for models of Z.
Response
1
T4
1
T4
1
T4
1
T4
1
T4
1
T4
1
T4
1
T4
Z
Z
Z
Z
Z
Z
Z
Z

Predictors
None
TC
TC, DS
TC, DS , FL
TC, DS , FL,
TC, DS , FL,
TC, DS , FL,
TC, DS , FL,
None
TC
TC, DS
TC, DS , SC
TC, DS , SC,
TC, DS , SC,
TC, DS , SC,
TC, DS , SC,

SC
SC,
SC,
SC,

FL
FL,
FL,
FL,

ē
2967.90
2585.50
2503.60
2466.30
2421.40
SL
2402.50
SL, NE
2390.00
SL, NE, EL 2386.40
0.00
0.00
0.00
0.00
0.00
NE
0.00
NE, SL
0.00
NE, SL, EL
0.00

MAE
3655.33
3486.70
3418.97
3380.22
3368.24
3351.60
3337.18
3339.41
49.99
42.36
39.97
39.29
38.49
38.28
38.01
37.79

RMSE
9419.56
9212.82
9143.74
9103.58
9068.94
9045.31
9025.38
9033.22
50.00
46.04
44.76
44.39
43.93
43.85
43.71
43.60

discernible structure as a function of other predictor gradients (i.e. fire lag, distance-to-edge,
MTBS severity class, or ecological division).
Table 2.3: GLM summaries for best 2-variable models for both response variables; error
1
statistics are in units of trees ha−1 for models of T 4 and percentage for models of Z.
Response
1
T4
Z

Intercept
TC
DS
ē
MAE RMSE
4.91
0.65 -0.0019 2484.90 3433.49 9149.10
(0.18)
(0.02)
(0.00)
0.01
0.39 -0.0014
0.00
0.40
0.45
(0.13)
(0.02)
(0.00)
1

Compared to residuals from the null model of T 4 , the two-predictor parametric GLM of
1

T 4 yields a 2.87% reduction in CV (CVT = 244.67% for the null model compared to CVT̂ =
237.65% for the GLM). The GLM of Z yields a 10.52% reduction in CV over the null model
of Z (CVZ = 98.84% for the null model compared to CVẐ = 88.44% for the GLM).
In general, the GLM of Z correctly predicts non-stocked conditions more frequently,
1

while the the GLM of T 4 correctly predicts stocked conditions more frequently (Table 2.4).
1

Overall, the GLM for Z is considered to be superior to the GLM for for T 4 on the basis of its
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Figure 2.2: Partial deviance residuals and partial effects of TC and DS within 2-predictor
1
GAMs of T 4 (upper) and Z (lower).

substantially smaller CV%, its larger percent reduction in CV% over the corresponding null
model, and its more balanced confusion matrix (Table 2.4), though neither model performs
well.

2.5

Discussion

This research draws on an extensive set of postfire, field-based vegetation measurements
from a broad range of forested environments. Included are data from widely disparate forest
ecosystem types including temperate rainforests, subalpine forests and conifer parklands,
measured over a 15 + year period across the western US representing 120 tree species. The
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Table 2.4: Confusion matrices for estimated stocking. Stocking estimated as Ẑ ≥ 0.51 (0.51
corresponds to the mean of Z over the analysis dataset) on the left and as T̂ ≥ 740 trees ha−1
(corresponding to an average of at least one live seedling or sapling per FIA microplot) on
the right.
Z=0
Z=1

Ẑ < 0.51
32.57%
14.91%

Ẑ ≥ 0.51
16.84%
35.67%

Z=0
Z=1

T̂ < 740
29.38%
11.90%

T̂ ≥ 740
20.03%
38.69%

associated variability in aggregations of FIA measures of postfire tree abundance made
modeling a challenge. Other studies have reported similarly high levels of variability and
numbers of null seedling observations in the western US (80% null observations (Collins and
Roller 2013); 43% null observations (Welch et al. 2016); simulated densities of 272 to 29,257
conifer seedlings ha−1 (Crotteau et al. 2014); 0 to over 140,000 conifer seedlings ha−1 (Shen
and Nelson 2018)).
Measures of stocking were also highly variable. The high variability likely has multiple
origins. The myriad factors affecting the microenvironment and ultimate viability of the
tree seed, germinant, and seedling occur at fine spatial scales and interact in complex ways
(see, e.g., Farmer 1996). Trees further exhibit differing species-specific reproduction and seed
dispersal strategies, adaptations to fire, and responses to climate change.
Spatial aggregation (“clumpiness”) of seedlings (Lowdermilk 1927) may be difficult to
capture with limited sampling intensity. The single 1/300th ac (1/740th ha) microplot per
subplot can yield measurements of zero to hundreds of seedlings, delivering highly variable and
absurdly large estimates of tree density. Though the FIA sample design permits design–based
inference, the FIA nested plot structure may be insufficiently small to capture the great
complexity in spatial and temporal patterns in postfire seedling, sapling and tree density.
This circumstance could be ameliorated by FIA plot grid intensification, possibly exclusively
for post–disturbance remeasurements. Perhaps more efficiently with respect to cost and time,
multiple microplots could be installed on each subplot. Alternatively, and as pursued here,
the scope of the FIA dataset could be enhanced by drawing on relationships between postfire
vegetation and geospatial data products.
The two best geospatial explanatory variables of those considered in tree density and
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stocking model development were TC and DS . Among all candidate predictors, TC and FL
are the only two that vary with time. This property is desirable in image-based covariates
like TC, because whatever time-varying processes drive postfire regeneration and have some
spectral expression are likely captured in the satellite record and subsequently in TC.
FIA observations of tree abundance and stocking generally increase with TC (Figure 2.2).
TC represents estimated pixel-level percent live tree canopy cover, so it aligns with intuition
that higher TC values obtained postfire correspond to ground observations of more live trees.
The substantially higher predictive power of TC relative to other variables shows that it
offers a promising covariate for domain estimation of postfire forest conditions. A related
National Land Cover Database (NLCD) tree canopy cover (TCC) product (Yang et al. 2018)
exists. Though NLCD TCC is only available beginning in 1992 and thereafter in intermittent
years, it may have additional operational utility.
Conversely, FIA observations of tree abundance and stocking generally decrease with DS
(Figure 2.2). Deficit represents the excess energy at a site beyond the amount absorbed by
maximal photosynthesis under prevailing water conditions. Plants require the simultaneous
availability of water and energy, and consequences of exposure to excess solar energy can be
dire. The high RF importance of DS and fairly large increase in model performance achieved
by the inclusion of DS relative to other variables draws attention to the importance of climate
for postfire regeneration success.
Among 49 papers considered in a meta-analysis of studies of the factors influencing postfire
tree regeneration, Stevens-Rumann and Morgan (2019) found that only six explicitly analyzed
climate–tree regeneration relationships. The most common statistically significant climate
metrics were some measure of atmospheric water deficit.
Atmospheric dryness likely operates on postfire vegetation dynamics in multiple ways.
Perhaps most pertinently to forest regeneration, germinant and seedling susceptibility to
stem desiccation are primary drivers of mortality (e.g., Pearson 1923, Larson and Schubert
1969, Keyes et al. 2009). All coniferous tree species require favorable timing and magnitude
of microsite soil moisture, surface temperature, and exposure to light for germination and
establishment, and the potential ranges of these attributes are governed in large part by
canopy cover, microclimate (Davis et al. 2019b), and in an overarching sense by prevailing
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regional climate.
Davis et al. (2019a) showed that probability of postfire Pinus ponderosa and Pseudotsuga
menziesii regeneration exhibited strong nonlinear relationships with annual climate conditions,
including vapor pressure deficit, soil moisture, and maximum temperature. They demonstrated
abrupt threshold responses to climate variables, most notably vapor pressure deficit, indicating
the potential for climate-driven forest ecosystem state changes. Hankin et al. (2019) described
complex patterns in pulses of Pseudotsuga menziesii regeneration in moderate and high
severity burns as a function of growing degree days in the year of the pulse and water deficit
one year post-pulse.
TerraClimate data are fairly course (4 km), and the one–dimensional soil water budget
method used to estimate actual evapotranspiration and water deficit can suffer from high
spatial variability in soil moisture (Wilson et al. 2001). Many climate variables are highly
correlated, and different choices of which to include in a model can lead to disparate
interpretations of underlying ecological mechanisms. Stewart et al. (2021) found precipitation
to be the most important climate variable driving postfire regeneration, but the relative
importance to regeneration of historical vs. postfire climate was unclear. Moreover, models
with multiple climate variables erroneously suggested higher levels of regeneration under drier
historical climate conditions, likely owing to correlated climate variables. Experimentation
with finer-resolution climate data possibly averaged over other periods, for instance perhaps
chosen to avoid periodicity in the Pacific Decadal Oscillation (Dobrowski et al. 2013), may
be warranted.
Coniferous tree species exhibit wide-ranging rates of reproductive structure and seed
production; seed dispersal strategies; levels of mold and predation-related seed mortality; seed
release from dormancy; and environmental conditions required for germination and seedling
establishment. Methods have been proposed for generating postfire conifer seed availability
surfaces as a function of basal area and burn severity (Shive et al. 2018) combined with
observed seed trap data (Stewart et al. 2021), but may be unfeasible at regional and larger
spatial extents. Facets of the seedling microenvironment affecting postfire forest regeneration
dynamics include microclimate, surface texture and energy budget, litterfall depth, canopy
light penetration and fine scale soil traits (Farmer 1996). These are a few examples of
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regeneration determinants for which accurate, full-coverage geospatial data products are
sparse or nonexistent across extents as expansive as the scope of this study.
The best-performing models were generally the most complex across the diagnostic
statistics considered here (Tables 2.2 and 2.3), but reductions in RMSE are modest in
comparison to the associated increases in degrees of freedom. Furthermore, models that
include tree cover, climate, and topographic information require data from three distinct
sources, increasing operational complexity for domain estimation. The choice of a model
should be driven in part by its intended use. For domain regression estimation of postfire
regeneration a model relating stocking to TC alone, or TC and DS may be sufficient.
Parametric and nonparametric model forms performed very similarly both in aggregate
(Tables 2.2 and 2.3) and when evaluated across discrete ranges of key explanatory variables
(ED, FL, DTE, SEV) for both target attributes. Both GAMs and GLMs of stocking performed
more consistently across those gradients than models of tree abundance, reflecting the lower
variability in ground observations of stocking. Though accurate tree density information is
highly desirable, stocking may be of comparable utility to forest management and planning.
The higher performance of stocking models on the basis of of its substantially smaller GLM
CV%, its larger percent reduction in GLM CV% over the corresponding null model, and its
more balanced confusion matrices suggest that the measure of stocking investigated here is
more amenable to modeling than tree density.
Crotteau et al. (2014) found that a heterogeneous negative binomial mixed effects model
produced the most favorable model fit statistics (change in Aikaike Information (AIC)
Criterion, Pearson’s dispersion parameter) using data observed across 1,166 plots 10 years
following a 23,000 ha fire in northeastern California. Predictors were a burn severity metric
and forest type. Welch et al. (2016) fit a zero-inflated negative binomial (ZINB) mixed effects
model (with random effects for each of 14 different fires) relating postfire conifer density
in central and northern California to a suite of candidate predictors as determined by AIC.
Shen and Nelson (2018) report coefficient estimates from ZINB and Poisson models of conifer
seedling count and density (not following wildfire) across shade and drought tolerance spectra
using FIA data from regions partly spanning three interior northwest states.
Though other studies also found stocking more amenable to modeling than measures
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of abundance, we highlight that neither model developed in this study performs well at
the scale of the western US. It is likely that the extremely high variability in postfire tree
regeneration, even perhaps as detected by an improved sampling strategy, categorically
prevents the application of a single model at regional or even US state levels, much less at
national scales. Instead, modeling approaches likely need to be tailored to specific ecosystems.
This study did not differentiate between sites with variable management histories, including
pre-fire thinning, postfire salvage harvest, or tree planting. This was for several reasons.
Firstly, this wasn’t intended to be an inquiry into the relationship between management
and postfire regeneration. Secondly, we are interested in regeneration in all burned areas,
irrespective of ownership. Management history isn’t available for all lands, and thus to specify
a model that includes management history would necessarily narrow the scope of the study
and future efforts to implement domain estimators.
We evaluated distance to nearest MTBS fire perimeter polygon edge (DTE) as a predictor
rather than true distance to nearest viable seed source, which has been shown to be an
important factor affecting postfire conifer regeneration (e.g. Welch et al. 2016). While
availability of a viable seed source is clearly important for postfire regeneration, measuring
such distances isn’t possible in a study of this scale. The low correspondence between
abundance or stocking and DTE is likely due to the fact that the nearest edges identified
here could have been roads, streams, or other non-seed bearing locations.

2.6

Conclusions

Many factors govern postfire forest dynamics. Of the explanatory variables considered in this
study, a remotely-sensed fractional tree cover product (TC) (Allred et al. 2021) described
the most variability in FIA observations of post-fire tree density and stocking. It was closely
followed by climate variables including summer atmospheric water deficit (DS ). These two
variables form readily interpretable models for tree regeneration, but leave high proportions
of variability unexplained. This is likely due to the high intrinsic variability in the ground
vegetation data, and to the vast array of factors driving regeneration dynamics at microsite
scales for which no sources of data exist. Parametric and nonparametric model forms perform
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very similarly, even when partitioned across key explanatory gradients of interest. A binary
stocking variable is more amenable to modeling than tree density, and may be of comparable
utility to management. The choice of whether to include summer average water deficit in a
model should be driven in part by its intended end use. For operational domain estimation
of post-fire forest conditions, the additional effort required to compile climate data may yield
relatively small increases in accuracy over a model which contains TC alone.
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Chapter 3
Model–assisted small area estimation of postfire forest
regeneration in the western US across spatiotemporal
domains

3.1

Abstract

Many nations throughout the world maintain national forest inventory (NFI) networks of
forest vegetation sample measurements, and global demand for precise NFI–based estimates
of forest attributes at fine spatiotemporal scales is increasing. In the western United States,
wildfire activity is expanding and forests are struggling to regenerate postfire under an
increasingly warm, dry climate. The US Forest Inventory & Analysis (FIA) NFI sample
plot network is an equal–probability unaligned systematic random sample which provides a
means of inference on postfire seedling, sapling and large tree attributes. FIA sample sizes in
spatiotemporal burned area domains of administrative interest are too small, however, to
provide traditional direct estimates meeting minimum standards for precision (Gaines III and
Affleck 2021). This research draws on statistical relationships between FIA measurements
of postfire forest conditions and geospatial auxiliary variables to increase the precision of
estimates via model–assisted estimation techniques employed in a design–based inferential
framework. Domains consist of areas burned in a given US state on National Forest System
(NFS) lands over two decadal burn periods (1990–1999 and 2000–2009). In particular we
develop k nearest–neighbor (kNN) and regression–based small area estimation approaches.
We compare domain estimators based on both augmented domain samples (sample data from
both within and outside the focal domain) and external samples (sample data only from
outside the domain). The augmented sample methods are marginally more precise owing to
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larger neighbor pools and more observations for coefficient estimation. The external methods,
however, allow for domain estimators that are conditionally unbiased under simple random
sampling (SRS) and feasible estimators of their standard error. We explore varied predictor
sets and kNN neighborhood sizes (k) using the Mahalanobis distance metric, as well as
different strategies for borrowing sample observations in time and space to estimate regression
coefficients. Ultimately, the kNN estimator with k = 6 using only spatial coordinates as
predictors is identified as the superior model–assisted strategy on the basis of domain–level
estimated standard error.

3.2

Introduction

The size, frequency, and severity of wildfires in the western United States increased dramatically in recent decades under a warmer, drier climate (Parks and Abatzoglou 2020), with
many western forests burning more now than at any other point in the past millennium
(Higuera et al. 2021). Climate and other factors limiting seedling recruitment increasingly
lead to postfire regeneration failures and conversion of previously forested areas to non–forest
cover types (Stevens-Rumann et al. 2017, Young et al. 2019), fueling broad concern for the
future of western forests. While a growing body of literature documents changing fire regimes
and assesses the biophysical mechanisms governing postfire regeneration, a need persists for
precise, high–resolution estimates of postfire forest density in the western US.
Many nations maintain national forest inventory (NFI) programs that facilitate inference
on forest traits over broad spatial and temporal regions, yet precise estimates in spatiotemporal
subsets of forest areas, or domains, are of increasing interest throughout the world. The
US Forest Service (USFS) Forest Inventory & Analysis (FIA) program administers a NFI
comprised of a ground plot network that permits design–based inference of postfire forest
conditions (Bechtold and Patterson 2005). This NFI’s coverage in time and space, however,
is too coarse to deliver sufficiently precise estimates of postfire forest attributes in burned
area domains of management interest using traditional estimation techniques. Small area
estimation (SAE) techniques, documented in detail by Rao and Molina (2015), offer a possible
solution. SAE techniques borrow extra–domain sample information to increase effective
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sample sizes in domains requiring more precise estimates. Such domains are commonly
referred to as “small areas” though they may actually extend over large spatiotemporal
extents.
SAE applications in the forestry literature abound. Gaines III and Affleck (2021) borrowed
extra–domain sample data in time and space for indirect domain estimation. Most techniques
leverage statistical relationships between ground observations of vegetation traits and auxiliary
variables. Some relate ground observations of target forest attributes to auxiliary data at the
observational unit (i.e. plot) level (e.g. Breidenbach and Astrup 2012), while others exploit
relationships aggregated to the area (i.e. domain) level (e.g. Coulston et al. 2021). Some
specify a functional association between response and explanatory variables via regression–
based techniques (e.g. Hill et al. 2018). Others specify an explanatory variable space from
which to borrow observations via nearest neighbors (NN) techniques (e.g. Baffetta et al.
2009, McRoberts et al. 2010, McRoberts 2012) or matching techniques (e.g. Van Deusen and
Roesch 2013). Haakana et al. (2020) explore poststratified estimation techniques in a SAE
context.
Across these studies, inferences on population parameters proceed from design–based (e.g.
Breidenbach and Astrup 2012, Baffetta et al. 2009), model–based (e.g. Ver Planck et al. 2018,
Coulston et al. 2021) and hybrid (e.g. Magnussen et al. 2014b) inferential paradigms.
Hill et al. (2018) compared regression estimators in a design–based framework, while
Breidenbach and Astrup (2012) compared regression estimators in both design– and model–
based frameworks. In both cases, regression estimators increased the precision of domain
estimates relative to simple or weighted sample means by wide margins. Coulston et al. (2021)
compared a poststratified domain estimator employed in a design–based inferential framework
with empirical best linear unbiased predictor (EBLUP) estimators based on area–level models,
relating forest removals estimates to sawmill survey and Landsat-based tree cover loss data.
Baffetta et al. (2009) compared direct expansion, generalized regression (GREG), and
kNN domain estimators in a design–based inferential framework, using raw Landsat 7 ETM+
images as auxiliary data related to timber volume observations at the unit level. In other
words, they related ground observations of the target attribute taken at a set of sample
locations to values extracted from the auxiliary layer pixels within which those sampled
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locations fell. They used Euclidean distance to determine neighbors in auxiliary space. Their
GREG and kNN estimators consist of domain sums of pixel–level estimates (i.e., the synthetic
estimate) plus a sample–based bias adjustment term. Small area estimators of this form
will be more precise than domain sample means provided that variability in the associated
model residuals is smaller than variability in the raw values of the target observations
(Breidt and Opsomer 2017). In other words, such estimators increase precision of domain
estimates if the estimation approach closely approximates the sample observations and the
bias adjustment component is small. Though the magnitude of their variance depends on
the quality of the underlying estimator, they are asymptotically unbiased irrespective of the
form or quality of the estimator (Särndal et al. 2003, pp 235, Breidt and Opsomer 2017).
Generally, the underlying nonlinearity of such estimators requires approximate variance
estimation techniques (Särndal et al. 2003, Chapter 5). Domain estimators employing this
general approach under varied estimation strategies are alternatively referred to as GREG
(Mandallaz 2013, Hill et al. 2018), empirical difference (Baffetta et al. 2009), and model–
assisted estimators (Breidt and Opsomer 2017). See McConville et al. (2020) for an overview
of model–assisted estimation in forest inventory contexts.
Assessing the accuracy of small area estimators can be complex. Direct estimators, which
only use domain sample observations, are generally unbiased but often unstable. Indirect
estimators, which borrow extra–domain sample data to increase precision, add bias to domain
estimates. Under design–based approaches, estimators of the bias and mean squared error
(MSE) of indirect domain estimators must draw on the estimated variance of the direct
domain estimator (see Gonzalez and Waksberg 1973, Marker 1995, Rao and Molina 2015).
This estimated variance is, in turn, dependent on the domain sample, the often insufficient
size of which leads to highly unstable estimates in many domains pertinent to management.
Gaines III and Affleck (2021) implemented new and existing estimators of the MSE of indirect
domain estimators of postfire tree regeneration in the western US. Though indirect estimators
increased the precision of direct domain estimates, MSE estimates were highly variable and
frequently negative. They concluded that only the variance of their indirect estimators could
be feasibly estimated, yielding incomplete error assessments of inherently biased estimators.
This circumstance incentivizes the development of unbiased domain estimators.
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McRoberts (2012) evaluated alternative kNN–based approaches to small area estimation
of tree stem volume in a model–based inferential framework. Under a model–based approach
to small area inference, conditionally unbiased estimators given a nonzero domain sample
size generally don’t exist. Domain differences are accounted for in an explicit probabilistic
model, and estimators are only considered unbiased if model diagnostics suggest the model
to be correctly specified. This highlights a need for approaches to model validation (see, e.g.,
McRoberts 2012), though also provides a means of derivation of MSE estimators.
An advantage of the design–based inferential framework, then, is the potential to pursue
inherently design–unbiased or approximately design–unbiased model–assisted small area
estimators, precluding the need for bias or MSE estimation. Accuracy assessments are then
permitted to focus entirely on well–documented variance estimation techniques (e.g., Hill
et al. 2018, Breidenbach and Astrup 2012, Baffetta et al. 2009, Särndal et al. 2003).
Mandallaz et al. (2013) developed regression estimators with partially–exhaustive auxiliary
data. They include an additional small area indicator variable term in their small area
estimator to ensure a zero–mean residual property, which simplifies variance estimation.
Pertinently to this work, they use an assumption of externality, i.e. that the regression
coefficients used to obtain unit–level estimates for a given domain are not estimated using the
inventory data at hand (and instead from, perhaps, a previous inventory) to derive tractable
forms for the small area regression estimator. They cite empirical evidence (Mandallaz 2012)
that this assumption is acceptable in large samples, but in fact fit their regression coefficients
using observations from within the domain of interest, i.e., with the current inventory data.
We expect the externality assumption to be unreasonable for sample sizes as small as those
realized, and achieved via data borrowing strategies, in burned area domains of administrative
interest. However, by formulating synthetic domain estimates using only data from outside
the domain of interest, we can achieve externality. Given a fixed, nonzero domain sample
size and use of the external sample for generating the synthetic components of estimates,
we present a domain estimator of postfire tree density that is conditionally unbiased under
simple random sampling (SRS). The desirability of design–unbiased estimators is especially
high for official governmental statistical programs driven by probabilistic sample data, e.g.,
most NFI programs throughout the world.
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In this study, we investigate two indirect model–assisted estimators of tree attributes in
disturbed forest domains in a design–based inferential framework: a kNN–based estimator and
a regression–based estimator. For both estimators, we implement two approaches extending
the ideas related to externality raised by Mandallaz et al. (2013) and Breidt and Opsomer
(2017). One method, which is expected to be more precise but whose properties can’t be
analytically formulated, uses both the focal domain sample and additional data borrowed
from proximate domains for synthetic estimation (i.e., an internal method). The other
method, which is expected to be less precise, but which yields conditionally–unbiased domain
estimators under SRS and feasible estimators of their standard error, excludes the focal
domain sample and uses only data borrowed from proximate domains for synthetic estimation
(i.e., an external method).
Overall, our research objectives are to i) generalize the continuous population framework
for domain estimation of post–disturbance forest traits presented in Gaines III and Affleck
(2021) to a model–assisted context; ii) develop and compare both internal as well as external
kNN and regression estimators of tree regeneration in 10–year US state level National Forest
System (NFS) burned area domains; and iii) provide recommendations for best practices for
model–assisted small area estimation of postfire tree regeneration in the western US using
FIA data. The population, notation, and general approach are developed in the following
section, and demonstrated using fire perimeters from 11 western US states and FIA vegetation
measurement data.

3.3

Framework and Methods

Population and Domains
Interest lies in the attributes of forests distributed across both spatial and temporal extents,
X and T respectively. We assume the forest attributes are measured by a probability–based
sample design that selects a finite number of locations in space x ∈ X and designates each
for measurement at a time t ∈ T .
The central objective of this research is the development of estimators of postfire tree
density in forested areas of the western US burned by fire. As such, domains are delineated
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by intersections of burn perimeters obtained from MTBS (Eidenshink et al. 2007), the
boundaries of NFS lands, and the boundaries of 11 western US states (see Fig. 3.1). Focusing
on burned NFS lands served as a means of constraining the estimation problem to lands that
“should” be forested, though “forestable” or “desired to be in forest cover” categories could
be identified by other means, for example with the use of LANDFIRE biophysical settings
(Rollins 2009). Domains are labeled by both an origin index d (d = 1, 2, . . .) and a temporal
index l (l = 0, 1, 2, . . .). The index l indicates number of years elapsed since the associated
disturbance event(s). Let A(d, l) ⊆ A(d, 0) represent the spatial extent of domain d, l years
post–disturbance. That is, A(d, l) represents the original spatial extent of the disturbance
less any portions subsequently disturbed again within l years. Though X × T contains
A(d, l) completely, the domains don’t necessarily form partitions of the population, and in
this case of domains comprised of disjoint, ownership–specific fire perimeters, they do not.
Owing to insufficiently small sample sizes in burned area domains spanning shorter time
periods (Gaines III and Affleck 2021), the domains considered here span decadal burn periods
only (i.e., 1990–1999 and 2000–2009). These spatiotemporal forest disturbance domains are
described in greater detail in the Framework for Domain Delineation and Estimation section
in Gaines III and Affleck (2021) (also Chapter 1, Section 1.3).

The spatial density of a resource attribute y over a spatial region A(d, l) at a specific
point in time is designated as
1
λ(d, l) =
|A(d, l)|


[3.1]

y(x, l)dx
A(d,l)

where |A(d, l)| is the area of the domain d after a lag of l years, and y(x, l) is the resource
value at spatial coordinate x as it exists l years after disturbance. In the present application,
the resource is defined as live tree density across all size classes, at location x, l years following
disturbance (trees per ha, TPH). The parameter of interest λ(d, l) is thus the mean TPH
over the region A(d, l) at the post–burn lag l.
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Forest Inventory Data
We use data from the USFS FIA annualized Phase 2 (P2) plot network, which spans forested
and non–forested lands across all ownerships in the 11 states comprising the Interior West
(IW) and Pacific Northwest (PNW) FIA regions in the western US (Fig. 3.1). This NFI
plot network is based on an equal–intensity sampling design that yields 1 plot location in
each of an exhaustive nationwide framework of approximately 2,400 ha hexagons (Bechtold
and Patterson 2005). The annualized FIA protocols in these 11 western states call for
remeasurement of one of 10 panels of plots each year (Bechtold and Patterson 2005), leading
to a nominal sampling intensity of approximately one plot measurement per 24,000 ha per
year.

Figure 3.1: Study area spanning the contiguous western USA. Areas identified as burned by
MTBS between 1984–2018 are shown in red where they overlap USFS National Forest System
(NFS) lands and in blue on all other ownerships; unburned NFS lands are shown in green.
At the time this research was conducted, FIA plot data were publicly available for
measurements taken in 2018 back through the first year of annual inventory implementation
(which varied by state; see Chapter 1, Section 1.8: Supplementary Materials). Measurement
personnel assess FIA plots for condition (for example, to make forested vs. non–forested
determinations) and the attributes measured on forested portions of plots permit computation
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of live tree density over varied age and size classes (seedlings, saplings, and large trees) for
each of the 4 subplots comprising an FIA plot (see Bechtold and Patterson 2005). The FIA P2
sample grid was intensified in some regions over certain time periods for various reasons, but
plot data from these additional sample locations were not included in the analysis owing to
their variable spatial and temporal measurement intensities. Due to occasional limitations to
accessibility faced by measurement crews, vegetation data are not available for every subplot.
Such subplots were excluded from the analysis dataset and did not contribute to tree densities
averaged to a plot level. However, data from subplots that were only partially measurable
could be incorporated using mapped NFI subplot conditions. Also, only measurements
taken 2 or more years following disturbance are included because first year germinants aren’t
tallied on FIA plots. After accounting for these factors, the analysis dataset contained 5,662
measurements from 4,290 unique plot locations.

Auxiliary Data

Let z(x, l) be a p–vector (or p + 1–vector with a 1 in the first position in the case of regression
with an intercept term) of auxiliary variable values associated with location x as they exist l
years following disturbance. We assume values of the predictors in z to be available for any
location x ∈ X and time t ∈ T , and that the domain population totals are also available for
every domain (i.e., we assume exhaustive auxiliary coverage). In this application, predictors
were extracted from pixels in geospatial raster layers for each sample location in the unit–level
sense described above. The contribution to domain estimates (i.e., as obtained via Eq.
[3.3] defined below) of any pixel bisected by domain perimeters was weighted according
to the proportion of the pixel falling within the domain. Candidate predictor variables
were extracted from wide–ranging topographic, climatic and radiometric auxiliary surfaces.
Auxiliary surfaces were compiled in Google Earth Engine (GEE; Gorelick et al. 2017), and
then subsequently exported for further analysis in R (R Core Team 2021).
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Table 3.1: Variable abbreviations, units and sources.
Variable
Tree density
Easting
Northing
Summer Deficit
Tree Cover
Fire Lag
Measurement Year

Units
Trees/ha
m
m
mm mo−1
%
Years
Year

Abbreviation
TPH
E
N
DS
TC
FL
MY

Source
FIA; Burrill et al. 2018
FIA
FIA
TerraClim; Abatzoglou et al. 2018
RAP; Allred et al. 2021
MTBS; Eidenshink et al. 2007
FIA

Sample
The FIA sample locations x ∈ X were chosen with respect to the spatiotemporal bounds of
X and T . Let sT , of size nT , be the set of sample observations
sT =






yj = y(xj , tj ), j = 1, . . . , nT





zj = z(xj , tj ), j = 1, . . . , nT

[3.2]

measured at locations xj and in year tj . In the following we intermittently use the shorthand
yj and zj to refer to the respective response and predictor values associated with sample
location xj , in year tj . To differentiate internal from external approaches as described below,
we require the following notation defining pertinent subsets of sT .
Let the set s(d, l) ⊆ sT of sample observations located in domain d and observed after a
lag of l years be the domain sample, of size n(d, l). Furthermore, let s0 (d, l) be a subset of
sT chosen to augment s(d, l), of size n0 (d, l), such that s(d, l) ⊆ s0 (d, l) ⊆ sT . Observations
may be chosen to augment s(d, l) from within the bounds of a geographically expanded set
of disturbance polygons, from an expanded set of lags, or both.
Finally, let s̃(d, l) be the subset of s0 (d, l) that does not include any observations in
the domain sample s(d, l). That is, this “external” sample set, of size ñ(d, l), is such that
s̃(d, l) ⊆ s0 (d, l) (i.e., s̃(d, l) = s0 (d, l) if the domain sample s(d, l) = ∅) but s(d, l) ∩ s̃(d, l) = ∅.
Using the small area estimation terminology of Rao and Molina (2015), a direct estimator
of λ(d, l) draws only on the set s(d, l). By contrast, indirect estimators draw on additional
data from outside the focal domain, for instance s0 (d, l) or s̃(d, l), to increase precision. The
size of s(d, l), n(d, l), is a random variable because A(d, l) is not an independently sampled
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stratum of the population. The same is thus true of n0 (d, l) and ñ(d, l).
Domain Estimators
Model–assisted estimators of the resource density in domain d, l years after disturbance, take
the form
1
λ̂(d, l) =
|A(d, l)|


m̂(x, t) dx +
A(d,l)

X
1
êj
n(d, l) j∈s(d,l)

[3.3]

where m̂ = m̂(x, t) represents any strategy for converting auxiliary data at location x, in
year t, into an estimate of y(x, t), and the residual term ê, observable only at the sample
locations s, is defined as
ê = ê(x, t) = y(x, t) − m̂(x, t)
These estimators are, in essence, synthetic estimates (averages of domain element–level
estimates), plus a bias correction term comprised of the average domain sample residual.
Given a fixed domain sample size n(d, l) > 0 and a the use of an external augmented sample
s̃(d, l) for generating the m̂(·)’s, this estimator is shown to be conditionally unbiased for
λ(d, l) under SRS in Appendix A.
For any m̂(·), the variance of the model–assisted estimator λ̂(d, l) in Eq. [3.3] can be
estimated via
1
n(d, l)

v̂[λ̂(d, l)] =
where ē =

1
n(d,l)

!P

k∈s(d,l) êk .

P

ê(x, t) − ē 2


, n(d, l) ≥ 2
n(d, l) − 1

s(d,l)





[3.4]

The derivation of this estimated variance under SRS, given a

fixed domain sample size n(d, l) > 0 and the use of external sample s̃(d, l) to generate the
m̂(·)’s, is also shown in Appendix A.
d of the domain estimator is
The estimated standard error (SE)
d λ̂(d, l)] =
SE[

q

[3.5]

v̂[λ̂(d, l)]

d of selected kNN and regression approaches at the domain–level using raw
We compare SE
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residuals that were not cross–validated to more appropriately represent the true performance
of the estimation methods in the FIA–based case study.
Regression Estimation
The regression estimator m̂(x, t) of y(x, t) is
m̂(x, t) = z(x, t)> β̂

[3.6]

where β̂ is a p–vector (or p + 1–vector with an intercept term) of regression coefficients
estimated as
β̂ = (Z > Z)−1 Z > y

[3.7]

Here Z is a design matrix and y is a vector of response values, obtained from either the
entire sample sT (i.e., β̂all ; point estimates generated using these coefficients are referred
to as Ŷsynth ); an augmented sample s0 (d, l) (i.e., β̂s0 ); or an external sample s̃(d, l) (i.e., β̂s̃ ).
We refer the reader to Chapter 2 for justifications for the use of square root transformed
√
fractional tree cover ( TC; Allred et al. 2021) and summer atmospheric water deficit (DS ;
Abatzoglou et al. 2018) in the working model for the regression approach.
A direct regression estimator would use only the domain sample s(d, l) to estimate domain–
specific regression coefficients. This is impossible in domains with n(d, l) < (p + 1) or domains
with small samples containing repeated values of z(x, t), and is expected to perform poorly
in all but the most intensively sampled domains of those evaluated here. Therefore we do not
compute the direct regression estimator. Instead, extra–domain sample observations were
borrowed to estimate regression coefficients according to two strategies. The first strategy
augmented the domain sample size by borrowing data from a broader spatial extent delineated
by a buffer polygon around the A(d, l) of interest. The second strategy borrowed from an
expanded temporal extent by widening the range of postfire measurement lags around l for
the A(d, l) of interest. The two strategies are described in detail in Chapter 1, Section 1.4:
Methods, and in Gaines III and Affleck (2021).
Spatial buffer distances ranging from 25 km to 250 km were implemented in R (R Core
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Team 2021), and lag buffers δ ranging from 1 to 10 years were evaluated. All 100 resultant
combinations of buffer distance and δ were employed to obtain augmented samples s0 (d, l)
and external samples s̃(d, l). The external samples s̃(d, l) consist, for any given combination
of δ and buffer distance, of (i) plots within A(d, l) but measured at lags l ± δ for δ =
6 0, and
(ii) from an expanded set of fire perimeters determined by the buffer distance, and measured
at lag l ± δ for δ ≥ 0. That is, s̃(d, l) is both spatially and temporally external to A(d, l).
Internal and external regression estimates were then generated using Eq [3.6] for each
√
borrowing regimen, with yj as the response variable, and using TC and DS as predictors
with an intercept term.
The root mean squared estimation error (RMSE) is calculated as RMSE =

q P
1
n

2
j∈s ê[−j] .

The subscript [−j] indicates that observation j did not contribute to the estimate m̂(·) used
to generate its own residual. The residuals used to compute RMSE were generated using a
10–fold cross validation process.
In the regression case, augmented samples (for the domain containing a given focal
observation) were obtained for each combination of δ and buffer distance, regression coefficients
were estimated, and regression estimates were obtained for the withheld 10% of observations in
the analysis dataset. This process was repeated for all 10 folds using β̂all as well as both internal
and external augmented coefficients β̂s0 and β̂s̃ . If an augmented sample for a particular
borrowing strategy was empty, or otherwise too small to compute regression coefficients,
corresponding observations were assigned the point estimate and residual associated with the
overall regression estimate Ŷsynth .
For the regression estimator, borrowing regimens were compared on the basis of cross–
validated RMSE computed across the entire analysis dataset. We also evaluate RMSE as a
function of “total span”, which is computed as (2δ + 1)× buffer distance. The term 2δ + 1
represents the expected increase in augmented sample size with increasing δ under l ± δ
lag–borrowing. Total span was conceived as an expression of the total spatiotemporal reach
of a given borrowing regimen. Because bias of the synthetic estimate should increase with the
distance in time and space over which observations are borrowed, a comprehensive measure
like total span was deemed useful as a means of comparing borrowing strategies. The selected
borrowing strategy will be the strategy that has lowest total span and RMSE within 1% of
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the optimal borrowing strategy with respect to RMSE (referred to as RMSE1.01 ).
kNN Estimation
For any pair of locations {xj , xh } ∈ X and measurement years {tj , th } ∈ T , let q(|j, h|) be
the distance between xj and xh in auxiliary space, in year t ∈ T , governed by a distance
metric. A common choice of q(|j, h|) is Mahalanobis distance,
q(|j, h|) =

q

[z(xj , tj ) − z(xh , th )]> S −1 [z(xj , tj ) − z(xh , th )]

[3.8]

where S is the covariance matrix of z over sT or, alternatively, of z over {X × T }. This
covariance matrix could be computed for all x ∈ X and t ∈ T under exhaustive auxiliary
coverage. This would be computationally intensive, so we chose to compute S using the
auxiliary values for the 5,662 observations in the full sample sT .
For any xj ∈ X and tj ∈ T , let H(r) be the label of the sampled location whose
Mahalanobis distance from z(xj , tj ) has rank r in the ordered sequence of distances q(|j, h|).
For (xj , tj ) that correspond to sample locations, we add the constraint that h 6= j (i.e., a
sample location cannot be its own neighbor). Then, the kNN estimator m̂(x, t) of y(x, l) is
m̂(xj , tj ) =

k
1X
yH(r)
k r=1

[3.9]

where 0 < k < nT specifies the number of neighbors (Baffetta et al. 2009).
For kNN approaches, several additional candidate predictors were considered. Table
3.1 summarizes the response and predictor variables pertinent to this study. The true,
unprojected WGS84–based latitude and longitude coordinates of FIA plot centers were
reprojected to the NAD83–based North American Equidistant Conic projection, using the
GRS 1980 spheroid model, with easting (E) and northing (N) coordinates in units of meters.
In general, equidistant conic projections preserve distance along meridians, and are used when
the preservation of distance is prioritized over area, directions, and angles (Snyder 1987).
Neighbor candidates for internal kNN estimates at locations in A(d, l) are drawn from the
entire sample sT , including observations from the domain sample s(d, l). Neighbor candidates
for the external kNN estimates are drawn from the subset of sT that excludes s(d, l). Internal
72

and external kNN estimates were generated via Eq. [3.9] using Mahalanobis distance for
k = 1, . . . , 100 for every combination of predictors in Table 3.1.
In the kNN case, neighbors for a focal domain observation were selected from the estimation
set for each value of k in turn, and the associated kNN estimates were computed for the
withheld 10% of the data. This process was repeated for all 10 folds using both augmented
and external samples. For the kNN estimator, the best single predictor, best set of two
predictors, and so on through the best set of 6 predictors were chosen to minimize RMSE over
all possible k. The value of k that minimized RMSE for any set of predictors is considered
the optimal k for that set. Furthermore, McRoberts (2012) states that small values of k are
desirable to reduce computational intensity, as long as the associated RMSE is less than the
standard deviation of the response variable observations. As such, the smallest values of k for
each best predictor set that achieve RMSE within 1% (referred to as RMSE1.01 ) and within
5% (referred to as RMSE1.05 ) of the optimal RMSE for that predictor set were determined to
permit comparison between optimal k and other potentially smaller k.
To determine the relative precision of internal and external approaches, cross–validated
RMSEs of both internal and external versions of both estimators were compared. Specifically,
for all values of k and all borrowing strategies, RMSE was computed using internal samples
and then again using external samples. Internal and external RMSEs were then compared to
determine proportions of instances where internal estimates constituted increases in precision
over external estimations, and for the magnitude of those differences.
Furthermore, to serve as an additional baseline for comparison, we compute RMSE for
Y all , or the overall cross–validated mean of tree density, computed as
m̂j =

3.4

1

X

nT [−j]

i∈sT [−j]

[3.10]

yi

Results

Regression Estimation
The standard deviation of postfire FIA plot observations of TPH in the analysis dataset was
9096 TPH around a mean of 3838 TPH. The left panel in Fig. 3.2 shows cross–validated
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RMSE with the y–axis on the original TPH scale, jittered for clarity, computed over the
entire analysis dataset plotted against lag buffer (δ) for the external regression approach.
The log transformation better visually differentiated RMSE for different borrowing strategies,
and made the patterns in RMSE of regression estimates relative to those of kNN estimates
easier to discern. Buffer distance is differentiated by color.

Figure 3.2: RMSE (log scale) plotted by δ and buffer distance combinations for the regression
estimator (left panel) and against k for the kNN estimator (right panel). Only results for
external approaches are shown. The solid horizontal lines in both panels represent RMSE for
Y all , and the dashed lines represent RMSE for Ybsynth . RMSEopt represents the value of k that
achieved the lowest RMSE for the kNN estimator (k = 6). RMSE1.01 represent all k that
achieved RMSE within 1% of RMSEopt .

At δ = 1 year, the shortest buffer distances yield the highest values of RMSE. As δ
increases, this relationship approximately inverts, with larger buffer distances yielding higher
values of RMSE. At δ values of approximately 4 through 8 years, the variability in RMSE
within δ and across buffer distances decreases. As δ increases past 8 years, variability in
RMSE within δ and across buffer distances begins to increase again as more observations
are drawn from further away in time and space, though overall mean RMSE across buffer
distances begins to decrease again.
Across all 100 borrowing regimens evaluated here, internal estimates had lower RMSE
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than their external counterparts in all but one case (δ = 4 years and buffer distance = 25
km). However, the differences ranged from just -2.13% to 0.007% (mean = 0.32%, median =
-0.19%). Across the values of δ = [1, . . . , 10] years and buffer distance (25 km through 250
km at 25 km intervals) evaluated, the regression estimator achieved a minimum RMSE of
7856 TPH at δ = 10 years and buffer distance = 25 km under internality. Under externality,
the minimum RMSE of 7860 TPH is achieved at the same values of δ and buffer distance
(an increase of only 0.048%). Because of the small differences between internal and external
estimates, and the advantages achieved in derivation of conditionally unbiased domain–level
estimators and variance estimators, only external regression estimates of TPH are considered
further.
The regression estimator achieves RMSE comparable to its minimum at other combinations
of δ× buffer distance. For example, the external regression approach with δ = 2 years and
buffer distance = 100 km achieves RMSE = 7884 TPH over all domains and lags, the next
lowest RMSE and an increase of just 0.30% over the minimum.
Fig. 3.3 shows RMSE as a function of total span [(2δ + 1)× buffer distance], which ranges
from 75 ha yr to 5250 ha yr. Again, shown are the optimal RMSE (blue point, total span
= 525 ha yr); RMSE1.01 (green points); and all other combinations of δ and buffer distance
(empty points). Values of RMSE1.01 range across nearly the full spectrum of total span values
(from total spans of 175 ha yr to 4725 ha yr).
Of borrowing strategies with RMSE within 1% of the optimal RMSE, the combination
with the lowest total span of 175 ha yr is δ = 3 years and buffer distance = 25 km (green point
circled in red in Fig. 3.3). It has RMSE = 7913 TPH, a 0.67% increase over the minimum
RMSE. By contrast, the combination with the second overall lowest RMSE is δ = 2 years and
buffer distance = 100 km. It has RMSE = 7884 TPH, a 0.30% increase over the minimum.
Though it has only slightly lower total span than the borrowing regimen associated with the
optimal RMSE (total span 500 ha yr, rank = 6 among strategies within 1% of optimal, vs.
525 yr, rank = 7), this regimen expands in space further than {δ = 10 years, buffer distance
= 25 km} by a factor of 4 and shorter in time by a factor of 14 .
As a result of this analysis, the borrowing strategy of δ = 3 years and buffer distance = 25
km is advanced as the selected borrowing regimen in subsequent domain–level analysis owing
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Figure 3.3: RMSE plotted against “total span”, or (2 × δ + 1)× buffer distance. The blue
point represents the optimal borrowing strategy with respect to RMSE. Green points are
strategies within 1% of optimal. The green point circled in red is the borrowing combination
of δ = 3 years and buffer distance = 25 km.

to i) its closeness in RMSE to the optimal RMSE, and ii) its low overall spatiotemporal reach
as expressed by total span.
√
Figure 3.4 shows estimated regression coefficients obtained from the two–variable ( TC
and DS ) regression model, for each domain, for the chosen borrowing combination of δ = 3,
buffer distance = 25 km. β̂all are shown in red. All coefficients in this figure are averaged
over cross–validation groups.
The coefficients β̂all have average values across cross–validation groups of β̂√TC = 699.98
√
TPH/ % and β̂DS = -2.08 TPH/mm. Positive values of β̂√TC indicate domains where
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√
Figure 3.4: Estimated regression coefficients obtained from the two–variable ( TC and DS )
regression model, for each domain, for the chosen borrowing combination of δ = 3, buffer
distance = 25 km. Coefficients obtained using the full sample ST (β̂all ) are shown in red.
Coefficients are cross–validated and averaged over cross–validation groups.

TPH increases with estimated tree cover, while negative values of β̂√TC indicate domains
where TPH decreases with estimated tree cover. The analogous interpretation is true of the
relationship between β̂DS , TPH, and average summer atmospheric deficit. There is fairly
substantial variability in values of both coefficients across domains. Both can be both positive
and negative, but the majority of β̂√TC values (89.34%) are positive and the majority of β̂DS
values (77.05%) are negative.
Nearest Neighbor Estimation
Best predictor sets, optimal k with respect to RMSE, and the k associated with RMSE1.01
and RMSE1.05 are shown for external estimates of TPH (Table 3.2) and internal estimates
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of TPH (Table 3.3). The best combinations of variables are similar for both internal and
√
external TPH estimates, though TC appears to be a marginally more important predictor
under externality than internality based on its earlier appearance in the Best Combination
column of the table of external estimates. For every predictor set, the lowest RMSE for the
internal estimates is smaller than its external counterpart, though the differences range from
just 0.1% to 0.5%.
Table 3.2: Number of predictor variables in combination (Num Vars) and best combinations
of predictor variables, external cross–validated kNN estimates of TPH. kopt is the value of k
that minimizes RMSE over analysis dataset; RMSEopt is the associated optimal RMSE. k1.01
is the smallest value of k such that RMSE is within 1% of RMSEopt , and RMSE1.01 is the
associated RMSE. k1.05 is the smallest value of k such that RMSE is within 5% of RMSEopt ,
and RMSE1.05 is the associated RMSE.
Num Vars

Best Combination

kopt

RMSEopt

k1.01

RMSE1.01

k1.05

RMSE1.05

1
2
3
4
5
6

E
E−N
E − N − DS √
E − N − DS − √TC
E − N − DS − √TC − FL
E − N − DS − TC − FL − MY

30
6
15
18
11
73

8056.78
7575.22
7603.00
7792.86
7828.68
7955.47

12
3
13
15
9
21

8111.87
7645.02
7664.94
7859.45
7832.74
8034.23

7
2
6
7
6
9

8448.55
7758.30
7939.88
8136.43
8084.68
8296.26

Table 3.3: Number of predictor variables in combination (Num Vars) and best combinations
of predictor variables, internal cross–validated kNN TPH estimates. See Table 3.2 for further
definitions.
Num Vars

Best Combination

kopt

RMSEopt

k1.01

RMSE1.01

k1.05

RMSE1.05

1
2
3
4
5
6

E
E−N
E − N − DS
E − N − DS − FL √
E − N − DS − FL − √TC
E − N − DS − FL − TC − MY

30
6
18
15
12
75

8043.86
7563.02
7594.36
7751.92
7790.35
7941.61

12
5
13
13
9
25

8113.03
7577.07
7669.29
7793.10
7826.39
8015.46

7
2
6
6
4
9

8431.30
7780.15
7973.04
8104.62
8178.80
8277.15

The optimal combination is the two–variable combination of Easting and Northing (E–N)
for both approaches. The overall minimum RMSE of 7563 TPH is achieved via internality by
the two–variable combination of E–N at k = 6 (Table 3.3). Correspondingly, E–N alone were
selected for subsequent analysis. Across k = 1, . . . , 100, RMSE for the internal TPH estimates
is smaller than for their external counterparts for all but 10 values of k. Furthermore, the
differences are small, ranging from -0.56% to 0.28% (mean = -0.18%, median = -0.19%). As
such, only external kNN estimates of TPH were considered further owing to their closeness
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to internal TPH estimates with respect to cross validated RMSE, as well as their advantage
in yielding conditionally unbiased domain estimators of TPH.
The left panel in Fig. 3.2 shows RMSE plotted against k for external kNN estimates.
Values of RMSE are log transformed for comparison with the regression estimates depicted
in the right panel, with the y–axis on the original TPH scale. The blue point represents
the optimal k with respect to RMSE and the green points represent all k for which RMSE
are within 1% of optimal. The solid horizontal lines in both panels represent RMSE for
Y all (RMSE = 8455 TPH), and the dashed lines represent RMSE for Ybsynth (RMSE = 8341
TPH). As can be seen, the lowest k for which RMSE are within 1% of optimal is 3. However,
because 6 is already a reasonably small value of k, and because it was the optimal k, it was
advanced as the selected k in subsequent domain–level analysis.
Additionally, comparison of both panels in Fig. 3.2 reveals that RMSE for the optimal
k = 6 is lower than that for all regression estimates, and in fact for most k > 1, the kNN
estimates achieve lower RMSE than nearly all RMSE under the regression approach.
Domain–level Analysis
d of the regression estimator for all possible 10–year US state
Figure 3.5 shows domain–level SE

level domains, given FIA data availability. There are 132 such domains, but 19 of them have
d according to Eq. [3.5] couldn’t be computed for
domain sample sizes of 0 or 1, and as such SE

those domains (empty columns at right side of figure). Dashed horizontal gray lines (which
appear as a single line owing to the wide y–axis range) represent RMSEs for the overall
mean, Y all , and the overall regression estimator Ybsynth . Green and orange points highlight
d of the regression estimator (NFS lands burned in Idaho
two domains; one with a small SE

from 2000 through 20009, evaluated at lag = 8 years; hereafter referred to as ID–2000–8) and
d (the Utah domain with burn period 1990–1999, evaluated at a lag of 18;
one with a large SE

hereafter referred to as UT–1990–18).
For each domain, gray points represent the 100 evaluated δ × buffer borrowing strategy
combinations. Black points represent the selected borrowing regimen of δ = 3 years, buffer
d of this borrowing regimen (hereafter
distance = 25 km. Domains are ordered by ascending SE
d
referred to as SE
reg ? ). Domains with 2000–2009 burn periods, whose lags range from 2–8
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d of the regression estimator plotted by domain.
Figure 3.5: Estimated standard error (SE)
Gray points stacked above each domain represent all borrowing strategies. Black points
represent the chosen strategy of δ = 3 years and buffer distance = 25 km. Dashed gray
lines are RMSE for Y all and Ybsynth . Domains with 2000–2009 burn periods are hashed on
the bottom x–axis in blue. Domains with 1990–1999 burn periods are hashed on the top
d of the chosen borrowing combination for two
x–axis in red. Green and orange points are SEs
example domains discussed in the text.

years, are hashed on the bottom x–axis in blue. Domains with 1990–1999 burn periods,
whose lags range from 11–19 years, are hashed on the top x–axis in red. State identity is not
conveyed in the figure.
d could be computed (109 of 113), SE
d
In the vast majority of domains for which SEs
reg

?

is

d couldn’t be computed are
lower than RMSE of Y all and Ybsynth . All domains for which SE
d
1990–1999 domains, as are all but one of those domains for which SE
reg

?

exceeds the RMSE

of Y all and Ybsynth . Conversely, most of the domains in the lower half of domains ordered by
d
SE
reg

?

are 2000–2009 domains.

d
In 4 domains, SE
reg

?

exceeds the baseline figures. For example, the domain with the
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Figure 3.6: Augmented sample size under space + lag borrowing for regression estimation,
plotted against δ, with buffer distance (km) differentiated by color, for the Utah 1990–1999
domain at lag = 18 years (left) and the Idaho 2000–2009 domain at lag = 8 years (right).

d
d
largest SE
reg ? (with SEreg ? highlighted by the orange point) is the UT–1990–18 domain. This
d
domain’s sample size is just 2 measurements, with SE
reg

?

d averaged
= 25,029 TPH and SE

across all δ× buffer distance combinations of 18,808 TPH. It has augmented sample sizes
ranging from just 6 to 91 measurements, with an average of 47 measurements (Fig. 3.6, left
panel).
d
By contrast, a domain with SE
reg

?

d
domain (left side of Fig. 3.5, with SE
reg

at the low end of the spectrum is the ID–2000–8
?

highlighted by the green point). This domain’s

d
sample size is the largest of all 10–year domains (57 observations), with SE
reg

?

= 316 TPH

and mean RMSE across all δ × buffer distance combinations = 358 TPH. It has augmented
sample sizes ranging from 106 to 1073 measurements (Fig. 3.6, right panel), with an average
of 593 measurements.
Figure 3.7 is analogous to Figure 3.5, but for the kNN estimator using only E and N as
d for each k = [1, . . . , 100], while black points represent
predictors. Gray points represent SEs
d of the selected k = 6 (hereafter referred to as SE
d
SE
kNN ? ). Domains in this figure are ordered
d
ascending by SE
kNN ? . Green and orange points highlight the same two domains highlighted
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d could be computed (110
in Figure 3.5. Again, in the vast majority of domains for which SEs
d
of 113), SE
kNN

?

is lower than RMSE of Y all and Ybsynth .

d of the kNN estimator plotted by domain. Gray
Figure 3.7: Estimated standard errors (SE)
points stacked above each domain represent each k investigated (k = 1, . . . , 100). Black
points represent the optimal k = 6. All other features of the figure have the same meaning as
in Fig. 3.5.

As for the domains isolated in the regression section above, the position of UT–1990–18
d
improved by 49 places to a rank of 64 out of 113 domains under kNN estimation. Its SE
kNN

?

d averaged across all values of k is 5141 TPH, demonstrating that
is 1604 TPH, while its SE

the kNN estimator is more precise in this domain than the regression estimator. Instead,
d
the UT–1990–16 domain is the domain with largest SE
kNN ? . The ID–2000–8 domain, by
d
contrast, dropped from the third–ranked position when ordered by SE
reg
d
d
when ordered by SE
kNN ? . Its SEkNN

?

?

to be ninth–ranked

d of 493 TPH across
is 533 TPH, with an average SE

k = 1, . . . , 100. Thus, the regression estimator is more precise than the kNN estimator in
this domain. Overall, the kNN estimator achieves lower estimated standard errors than the
82

ˆ kNN ? < SE
ˆ reg
regression estimator in a slight majority of domains; SE

?

in 57 out of 113, or

d could be computed.
just over half of domains for which SE

Figure 3.8: The top panel shows RMSE of the kNN estimator, computed for individual lag
groups, plotted against fire lag, for all domains combined (log transformed but with labels on
the original TPH scale). The top axis shows the number of sample observations, inside 10
year domains, of each measurement lag. Blue text represents domains with 2000–2009 burn
periods; green text represents domains with 1990–1999 domains. Gray points are all k, while
orange points are the chosen k = 6. The orange line is a regression of RMSE for k = 6 on
lag. The bottom panel plots TPH of sample observations inside 10 year domains against lag.

The top panel of Fig. 3.8 shows RMSE of the kNN estimator, computed for domain
observations grouped by lag, plotted against fire lag, for all domains combined. The top
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axis shows the number of sample observations, inside 10 year domains, of each lag. Blue
text represents domains with 2000–2009 burn periods; green text represents domains with
1990–1999 burn periods. Gray points are all k 6= 6, while orange points are the chosen k = 6.
The orange line is a regression of RMSE for k = 6 on lag. There is an increasing relationship
between RMSE and lag. Lag is a significant predictor of RMSE at the 0.001 level, with
R2 = 0.3558. The bottom panel plots TPH of sample observations inside 10 year domains
against lag.

Figure 3.9: Domain sample size plotted against domain area (ha), with domain burn period
differentiated by color and the nominal 1–to–24,000 ha−1 yr−1 sampling intensity line.

To help further explain the relationship between RMSE and time since disturbance, Fig.
3.9 shows domain sample size plotted against domain area (ha), with domain burn period
differentiated by color. As this figure makes clear, substantially more NFS land area burned
in most states in the decade spanning the years 2000–2009 than in the decade spanning the
years 1990–1999.
Figure 3.10 shows λ̂(d, l) computed for the kNN approach with k = 6 plotted against
λ̂(d, l) computed for the regression approach with δ = 3 years and buffer distance = 25 km.
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The regression estimator yielded negative estimates in 8 domains, while the kNN estimator
yielded negative estimates in 3 domains. The largest (λ̂(d, l) > 35,000 TPH) kNN estimate is
for the UT–1990–16 domain described above.

Figure 3.10: λ̂(d, l) computed for the kNN approach with k = 6 plotted against λ̂(d, l)
computed for the regression approach with δ = 3 years and buffer distance = 25 km. The
dashed gray lines are 0 references, and the red line is the 1–to–1 line.

3.5

Discussion

The nearest neighbor and regression approaches investigated here both leverage relationships
between response and predictor variables to increase the precision of domain estimates, and
both use data from outside a focal domain to increase the effective domain sample size.
The kNN approach identifies neighbors around a focal location in space and time, with
proximity being defined in a chosen predictor space. Through the choice of distance metric
85

and k, the kNN approach specifies how many nearest observations to average over. If the
predictor space includes spatial variables (like geographic coordinates, as it does here) or
temporal variables (like plot measurement year), then the kNN approach can be thought
of as borrowing in time or space explicitly. However, if the predictor space includes only
non–spatial and non–temporal variables, then the algorithm would still effectively borrow
over space and time. The difference is that it would average over the observations with the
closest values of the chosen predictors.
The regression approach, by contrast, specifies a linear relationship between the response
and predictor variables, and estimates coefficients to describe this relationship. As investigated
here, the regression approach reaches further in space as buffer distance increases, and it
reaches further in time as δ increases. See Gaines III and Affleck 2021 for a detailed discussion
of the superiority of borrowing in time over borrowing in space in an indirect estimation
context.
Domain sample sizes in the 10–year US–state level burned area domains considered
here range from 0 to 57 measurements with an average of just 11 measurements. Neighbor
candidate sets for the external kNN approach, then, range in size from 5605 (i.e., 5662 – 57)
observations to 5662 observations, while the neighbor candidate set for the internal approach
is the full analysis dataset (also 5662 observations). Because, under externality, measurements
must be from ownerships, states, and/or years neighboring those of the focal domain and
lag, some information is lost. However, under internality, many of those same extra–domain
measurements are selected as neighbors, so it still makes sense that differences in RMSE
between internal and external kNN estimates are small (Tables 3.2 and 3.3). The closeness
of RMSE between internal and external approaches across all predictor sets and across all
k suggest that the choice of internality vs externality has little impact on the precision of
kNN–based estimates in this particular domain estimation context.
For regression estimation, space and lag–borrowed augmented sample sizes range from
0 to 1105 measurements (that is, at most about 19.5% of the size of the full internal pool
of neighbor candidates) across all combinations of δ and buffer distance. As such, domain
samples necessarily make up a larger proportion of internal augmented samples for the
regression approach than for the kNN approach. So, information is lost under externality for
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regression estimation as well, and it makes sense that the internal approach is more precise
than the external approach for all but one borrowing strategy across all domains and lags.
However, the differences were fairly small. As demonstrated here, the reductions in precision
suffered under externality are generally small for both regression and kNN approaches, and
may warrant the tradeoff in relative ease of derivation of the conditional expectation and
variance shown in Appendix A for the domain estimator eq. [3.3] and the variance estimator
represented by eq. [3.4].
There is substantial variability in values of coefficients for both

√

TC and DS (Fig. 3.4).

That the majority of β̂√TC are positive and the majority of β̂DS are negative aligns with
intuition. In most instances, the presence of seedlings, saplings, and/or large trees postfire
should increase with increasing tree cover, and should decrease with increasing water deficit.
If the relationships among TPH and these estimated surfaces hold, then this should be, and
is, reflected in the coefficients. The points representing domains with large negative values of
both β̂√TC and β̂DS in the lower left corner of the Fig. 3.4 all have augmented sample sizes
at δ = 3 years, buffer distance = 25 km below the 10th percentile. It should be noted that
for any given borrowing strategy, the cross validation process can reduce external sample
sizes for each of the 10 successive estimation–set fits. The points representing domains with
negative values of β̂√TC and positive values of β̂DS in the upper left corner of the Fig. 3.4 also
have smaller sample sizes, albeit larger than those described above (ranging from 19 to 43
measurements). Interestingly, these are the Colorado domains with burn periods beginning
in 2000 and lags of 2 through 9 years.
Domain–level Comparisons
The quality of the underlying estimator m̂(·) influences the estimated standard error of the
model–assisted domain estimator, by governing the magnitude of the numerator in Eq. [3.4].
However, differences in the performance of the two estimators in different domains is primarily
a function of domain sample size, which appears as a nearly quadratic term in the denominator
of Eq. [3.4]. Limitations on domain sample size can result from differential sampling intensity.
Annualized inventory data are only available beginning in 2001 at the earliest, and as late as
2011 in WY (see Fig. 1.9 in Chapter 1, Section 1.8: Supplementary Material). Furthermore,
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2018 was the upper boundary of measurement years of plots used for estimation in this
study. Thus, tree density is inestimable at some lags, and early measurement years can be
unavailable for lag–borrowing in certain domain burn years, because the annualized inventory
wasn’t yet implemented. Similar limitations can result because measurement years of interest
exceed the most recent year of FIA data availability. Domain and augmented sample sizes
are also impacted by realization of annual FIA remeasurement targets (see e.g. Roesch 2018)
and the random distribution of fire perimeters in time and space.
ˆ of the
The right–most domain (Fig. 3.5, highlighted by the orange point) for which SE
regression estimator could be computed is the Utah – 1990 – lag 18 (UT–1990–18) domain. As
indicated in the results, this domain’s sample size is just 2 measurements, and it is obviously
ˆ reg
a domain where the regression approach struggles. By contrast, a domain with low SE
ˆ reg
(left side of Fig. 3.5, with SE

?

?

highlighted by the green point) is the Idaho domain with

burn period 2000–2009, at lag = 8 years (ID–2000–8). It has the largest of all domain samples,
consisting of 57 measurements. The dramatically different distributions of augmented sample
size of these two domains are compared across borrowing strategies in Fig. 3.6. Although the
annualized inventory was implemented two years later in ID than in UT, UT–1990–18 and
ID–2000–8 face similar underlying measurement year availability constraints because both
the burn period and lag are simply shifted by 10 years.
Differences in their domain and augmented sample sizes have more fundamentally to
do with the amount and distribution of domain burned area. Far more fires and overall
forest area burned in ID in 2000–2009 (469 fires, ∼ 2, 419, 437 ha) than in 1990–1999 in UT
(170 fires, ∼ 488, 551 ha). In fact, Fig. 3.9 makes clear that substantially more NFS land
area burned in most states in the decade spanning the years 2000–2009 than in the decade
spanning the years 1990–1999. This leads to larger domain sample sizes in most 2000–2009
domains and, by virtue of form of the estimated standard error expressed by Eq. [3.5], often
to smaller estimated standard errors (for both estimators) in those domains.
Larger domains also yield larger domain buffer polygons, which reach further toward
neighboring ownership categories and states to intersect adjacent burn perimeters. More
non–NFS land area burned around ID–2000–8 than UT–1990–18 and as such, there are
more (and larger) nearby candidate fire perimeters from which to borrow plot measurements.
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Moreover, prolific burn periods and subsequently geographically large domains result in more
measurements borrowed in time, because the expected increase in lag–borrowed augmented
sample size for a given value of δ is largely a function of domain burned area.
ˆ values in Fig. 3.7 is reminiscent of those for
In general, the shape of the ordered kNN SE
ˆ (Fig. 3.5) across domains, despite more apparent intra–domain variability
the regression SEs
ˆ kNN
across k than across δ and buffer distances. Values of SE

?

constitute improvements over

ˆ reg
the baseline figures Ȳall and Ŷsynth for one more domain (110) than do values of SE

?

(109)

ˆ could be computed.
for the 113 domains for which SE
ˆ kNN
The domain with the largest SE

?

(23,012 TPH) is the Utah domain with burn period

1990–1999 at a lag of 16 years (i.e, UT–1990–16). Like UT–1990–18, UT–1990–16’s domain
sample size is just 2. The reason for the poorer performance of the kNN approach in this
domain at a lag of 16 years than at a lag of 18 years, even though they both have equivalent
domain sample sizes, is the combination of small domain sample size with an inordinately
large observation of TPH in the domain sample. Contrasted with the overall mean and
standard deviation of TPH in the analysis dataset, the values of TPH for the two domain
observations in UT–1990–16 are 11,444 TPh (a nearly 3–fold increase over the overall mean
of 3,838 TPH) and 67,955 TPH (a nearly 18–fold increase over the overall mean), with a
standard deviation between the two observations of 39,956 TPH (a > 4–fold increase over the
overall standard deviation). As McRoberts (2012) describes, estimates corresponding to the
largest observations are underestimated because observations for all nearest neighbors are
much smaller. Indeed, the kNN estimates at k = 6 for the two observations in question are
m̂ = 8,883 TPH and 19,372 TPH, which are ∼ 22% and ∼ 71% smaller than their respective
observations.
Several figures help visualize the interacting influence of time–since–disturbance, domain
sample size, and outlying observations on RMSE of the kNN estimator. The top panel of
Fig. 3.8 shows there is an increasing relationship between log(RMSE) for k = 6 and time
since burn across the analysis dataset. There are far more domain observations with lags of 2
through 9 (as indicated by the sample size numbers along the top axis), which can only be in
2000–2009 domains, than there are observations taken at lags of 11 through 19, which can
only be in 1990–1999 domains.
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It would seem domain sample size is the primary driving factor behind the increasing
relationship between RMSE and lag. However, when we compare lag groups 14 and 16, we
see that they have comparable sample sizes (31 and 29, respectively), but that lag group 16’s
largest TPH value is nearly twice that of lag group 14 (bottom panel of Fig. 3.8). As such,
its RMSE for k = 6 and mean RMSE are notably higher. The same phenomenon occurs in
lag groups 7 and 8. Group 7 only has about 3/4 as many plots as group 8, but lag group 8
contains the largest observation of TPH in the analysis dataset. There is little variability
across k for lag group 8 owing to its large sample size, but its mean RMSE is larger, because
its relatively large number of observations fails to overwhelm the inflationary influence on
RMSE of those few outlying observations.
Previous studies describe the potential of bootstrap (Efron and Tibshirani 1994) variance
estimation techniques for small area estimators (see, e.g., McRoberts 2012, McConville
et al. 2020). McConville et al. (2020), for example, found in a simulation study that a
bootstrap variance estimator was less biased and produced confidence intervals closer to the
nominal coverage than a standard variance estimator. Further, in domains with sufficiently
large samples, a bootstrap approach can prevent variance underestimation, especially with
low–dimensional working models like the model specified here for the regression estimator
(McConville et al. 2020). Future research could compare standard and bootstrap variance
estimators in a model–assisted burned area domain estimation context.
Across all domains and lags, the average external sample size used by the regression
approach with δ = 3 years and buffer distance = 25 km is about 164 observations. The
number of observations used by the regression estimator to estimate coefficients is a random
variable governed by δ, buffer distance, domain temporal parameters, domain burned area,
sampling intensity, and the neighborhood fire legacy.
By contrast, the small k value of 6 chosen here may make the kNN approach appear
ˆ lower than those achieved by the regression estimator
capable of achieving domain–level SEs
with substantially fewer observations, i.e., 6 measurements. However, as an example to show
that the kNN estimator can use many observations even with a small value of k, consider
one Arizona domain, within which the number of geospatial pixels totaled nearly 7 million.
For this domain, ∼ 7 million pixel–level kNN estimates of TPH were summed to compute
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the synthetic component of Eq. [3.3]. In a case where the predictor space doesn’t require
that observations be nearby in space to qualify as neighbors (e.g., doesn’t include spatial
coordinates), any observation (internal approach) or any extra–domain observation (external
approach) in the entire analysis data set could conceivably qualify as a neighbor candidate.
Though this effect is more pronounced as k increases, the kNN estimator could in fact use
many or all of the observations in the analysis dataset for a single domain estimate. However,
this effect is necessarily limited in an application where the predictor space is defined entirely
by spatial coordinates, as is the case here. In this case, geographically distant observations
won’t be selected as neighbors, especially at a value of k as low as 6 and with no constraints
placed on the lag years of neighbor candidates. Instead, as implemented here, the kNN is
simply borrowing the geographically nearest observations indiscriminately in time. This
would seem to corroborate the conclusion drawn in Chapter 1 related to the superiority of
lag–borrowing over space–borrowing.
Conclusions
Overall, the model–assisted kNN estimator developed here (with k = 6, equal weights k1 ,
Mahalanobis distance, and using only spatial coordinates as predictors) outperforms its
regression counterpart by a narrow margin. As such it is advanced as the superior approach
for estimation of postfire tree regeneration in 10–year US state level NFS–lands burned area
domains at differing lags. It achieves lower overall cross–validated RMSE across values of k
for the best predictor set than the regression method did across data borrowing strategies
ˆ
for coefficient estimation. Furthermore, the kNN method achieves lower domain–level SE
ˆ kNN
than the regression method (SE

?

ˆ reg
< SE

?

ˆ could
in 57 out of 113 domains for which SE

be computed, or slightly more than half). Moreover, it did so with simpler, more readily–
compiled auxiliary variables–that is, just the geographic ground plot center coordinates,
reprojected using an equidistant projection. The single data source for plot coordinates
also offers an operational advantage over having to compile the estimated tree cover and
water deficit products used in the regression case from two data sources external to the FIA
program. However, it should be noted that the computation of distance matrices for an
analysis dataset containing 5662 observations for domains often containing millions of pixels
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is computationally intensive, but could likely be conducted faster using alternative parallel
processing techniques.
These results suggest that, given the high variability in observations of TPH, none of
the predictors considered here could be leveraged to better effect than just simply averaging
the 6 geographically nearest measurements, irrespective of time–since–disturbance. Changes
to the FIA measurement protocols for seedlings, for instance installing multiple microplots
for each subplot, could reduce variability and possibly improve statistical relationships with
candidate predictor variables. The conditional unbiasedness of the domain and variance
estimators under externality established here were shown for SRS, but the FIA design is not
a SRS design. The implications of assuming SRS under the FIA design, which forces spatial
dispersion of observations, could be better understood with the aid of a future simulation
study.
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3.6

Appendix

Appendix A: Mean & variance of the model–assisted estimator

Under externality, a model–assisted estimator of the resource density λ(d, l) in domain d, l
years after disturbance, can be expressed, under simple random sampling without replacement
(SRS) in a continuous population framework, as
1
λ̂(d, l) =
|A(d, l)|
=

1
|A(d, l)|




m̂(x, l) dx +

X
1
êj
n(d, l) j∈s(d,l)

m̂(x, l) dx +

X
1
[y(xj , lj ) − m̂(xj , lj )]
n(d, l) j∈s(d,l)

A(d,l)

A(d,l)

where A(d, l) is the spatial extent of domain d at l years post-fire (and |A(d, l)| is its area);
y(x, l) is a point measurement of the attribute y at coordinate location x at l years post-fire;
s(d, l) is the domain sample; and the estimates m̂(·) are generated with the external component
of the augmented sample s̃(d, l), using either kNN or regression estimation methods.
Let U represent a finite domain of k elements, k = 1, . . . , N (d, l). In a finite (discrete)
population context, the estimator above can be expressed under SRS as
λ̂(d, l) =

X
X
1
1
m̂k +
[yk − m̂k ]
N (d, l) k∈U
n(d, l) k∈s(d,l)

where N (d, l) is the number of elements in domain d at l years following disturbance; m̂k
is the estimate for the k th domain population element (in the first term) or domain sample
element (in the second term); and yk is the response for the k th domain sample element.
We define the domain sample membership indicator variable Ik as
Ik =






1 if population element k is selected into the domain sample s(d, l)



0

otherwise

If the domain sample is not empty, then since all sample locations are equally likely to be
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selected under SRS, the conditional expectation E[Ik |n(d, l)] under SRS can be expressed as
E[Ik |n(d, l)] =

number of domain samples which include element k
total number of domain samples possible


=
=



N (d,l)−1
n(d,l)−1


N (d,l)
n(d,l)

n(d, l)
N (d, l)

In the following, we suppress the domain and lag designators d and l for brevity, so that
N is the number of domain population elements, s is the domain sample, s̃ is the external
sample, etc. For a fixed domain sample size n(d, l) > 0, the expectation E[λ̂(d, l)] of the
domain estimator of postfire tree density λ̂(d, l), can be expressed under SRS in terms of a
conditional expectation Es̃ (λ̂) given the external domain sample s̃(d, l) as




1X
1 X
m̂k +
[yk − m̂k ]
E(λ̂) = E 
N k∈U
n k∈s




1 X
1X
1X
= Es̃ E 
m̂k +
yk −
m̂k s̃
N k∈U
n k∈s
n k∈s


= Es̃ 



= Es̃ 


1
N

X

E(m̂k |s̃) +

k∈U

1
n

1 X
1
E(m̂k |s̃) +
N k∈U
n



X
E  yk |s̃ −
k∈s



X
E  yk  −
k∈s

1
n

1
n



X

E  m̂k |s̃
k∈s



X

E  m̂k |s̃
k∈s

because s̃ has no bearing on an expectation that only depends on s


= Es̃ 
λm̂|s̃ +





1 X
1
E
Ik yk  −
n
n
k∈U


X
E
Ik m̂k |s̃



k∈U

substituting in the symbol λm̂|s̃ to
represent the corresponding “conditional density" above




1 X
1 X
E[Ik |n(d, l)] yk −
E(m̂k |s̃, Ik ) E(Ik |s̃)
= Es̃ λm̂|s̃ +
n k∈U
n k∈U


= Es̃ λm̂|s̃ +

1
n

X
k∈U

n
1
yk −
N
n


X

E(m̂k |s̃, Ik ) E(Ik |s̃)

k∈U

by E[Ik |n(d, l)] established under SRS above
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X
n
1 X
= Es̃ λm̂|s̃ +
yk −
E(m̂k |s̃, Ik ) E(Ik |s̃)
n · N k∈U
n k∈U




1 X
n
= Es̃ λm̂|s̃ + λ −
E(m̂k |s̃, Ik ) 
n k∈U
N
because s̃ has no bearing on the expectation of Ik




1 X
= Es̃ λm̂|s̃ + λ −
E(m̂k |s̃)
N k∈U
because under externality the domain indicator variable Ik has
no bearing on the expectation of the estimate m̂k
h

= Es̃ λm̂|s̃ + λ − λm̂|s̃

i

=λ
Thus, it can be said that under SRS, the model–assisted estimator expressed in a finite
population framework is a conditionally unbiased estimator of λ(d, l), given a fixed nonzero
domain sample size and an external sample for m̂.
The conditional variance of λ̂(d, l) under SRS, given a fixed nonzero domain sample size
and an external sample for m̂, can be expressed as
h

i

h

i

V(λ̂) = Vs̃ E(λ̂|s̃) + Es̃ V(λ̂|s̃)
h

i

= Vs̃ [λ] + Es̃ V(λ̂|s̃)

by the conditional expectation of λ established above
h

i

= Es̃ V(λ̂|s̃)
=




1
1
Es̃ 
n
N

X
U




[êk − λê|s̃ ]2 

(where êk = yk − E(m̂k |s̃) and λê|s̃ =

1 X
êk ;
N U

Särndal et al. 2003, p. 223 describes that the variance of the
“difference estimator” is the variance of the domain–sample sum of
the differences yk − m̂k )
n
o
1
2
= Es̃ σê|s̃
n
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Using the plug–in method (Breidt and Opsomer 2017, pp. 195), a conditionally unbiased
estimator, given n(d, l) and under externality for the m̂0 s, of this variance under SRS is
1 2
s
n "eP
#
2
1
k∈s (ek − ē)
=
n
(n − 1)

V̂(λ̂) =

where ek = yk − m̂k and ē =

1
n

P

k

ek . Adding in appropriate geographic and temporal

designations, this is equivalent to eq. [3.4]. For associated results in a continuous population
framework, see Cordy (1993).
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Conclusions

The temporal and geographic scope of this research is colossal. The timescale spans an
era of changing climate and fire regimes, and the geography spans vast ecological diversity.
Variability in FIA measures of postfire tree abundance comprising the analysis data set is
very high, as are numbers of zero observations, especially of seedlings. It is important to
note that the FIA sample was designed for population–level (e.g., US state or otherwise
broad geographic scale) estimation. It wasn’t designed with this specific application or with
irregularly distributed post–disturbance attributes in mind. Spatial aggregation of seedlings
may be difficult to capture with the status quo FIA seedling sampling protocols. Changes to
the FIA protocols that could be considered to reduce variability in observations of postfire
forest traits include implementation of nationally consistent post–disturbance measurements
like the regional intensification program (see Blackard and Patterson 2014), and installing
multiple microplots on each subplot.
Differing plant physiological traits across species and facets of the seedling microenvironment immeasurable at this vast geographic scale likely added to observed variability.
Broad–extent geospatial products for seed availability and microenviroment traits, among
the essential factors for postfire regeneration success (Farmer 1996, Davis et al. 2019b), are
generally unavailable. Modeling results presented here suggest that a single model for tree
regeneration at the scale of the entire western US over a 30–year time span is not feasible
with existing auxiliary data, or perhaps under any circumstance. Regeneration modeling
likely must instead be tailored to specific regions or ecosystems.
The ecologically naïve means of borrowing data in space investigated here for indirect
estimation could potentially be improved upon by borrowing from ecologically similar places,
could they be discerned. Given the small proportion of variability in postfire tree density
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observations explained by the ecological regions investigated here, it isn’t immediately clear
how to do so effectively, but the concept may warrant further consideration. The capacity to
augment the domain sample at a consistent rate, however, would still be governed by regional
fire history and landscape heterogeneity.
Borrowing in space for indirect estimation has conceptual ties to several other techniques.
For example, using ideas underlying coarsened exact matching (Van Deusen and Roesch
2013), target augmented sample sizes could be fixed. After the evaluation of an initial
buffer by distance or ecological region, the buffer could be extended for domains with
still too few observations. Under poststratification, sample data are partitioned into more
uniform subgroups following sampling to reduce variation in strata estimates. However,
poststratification is usually applied in a direct estimation context (e.g. Haakana et al. 2020).
Borrowing in space can also be related to the nearest neighbors techniques. The primary
difference is that nearest neighbors define an auxiliary space (which may or may not include
spatial coordinates) from which to borrow a fixed number of observations for pixel–level
estimation. By contrast, space borrowing as investigated here borrows all observations
encountered within a fixed distance (the number of which is thus a random function of
neighborhood fire history) for domain–level estimation.
Borrowing observations from other periods of time, i.e., from the same fire perimeters as
the domain of interest but measured in years other than that of estimation interest proved
superior to borrowing in space. It augmented samples, and reduced domain–level standard
errors, more quickly and consistently than borrowing in space. This aligns with the result that
the kNN estimator using spatial coordinates alone proved to be the superior model–assisted
strategy for domain estimation. The effect of this is that the kNN estimate for any given
pixel is the average of the k geographically closest postfire FIA plot observations, irrespective
of the amount of time elapsed postfire. It essentially indicates that, given the variability in
the analysis dataset, no combination of the extensive set of geospatial auxiliary variables
investigated here can be leveraged to better effect for kNN or regression estimation than to
simply average the 6 closest–in–space measurements. As such, the kNN approach with k
= 6, using spatial coordinates of an appropriate equidistant projection is advanced as the
recommended method for FIA–based model–assisted estimation of postfire tree regeneration
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in the 10–year, US state–level burned area domains investigated here over the western US,
though by a fairly narrow margin relative to the best regression estimator.
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