Abstract
coupled with existing system sensors and actuators. Graphbased methods, apart from being dependent on the existing system model, also result into complicated topologies.
Knowledge-based methods do not always meet real time requirements [23] . The problem of error recovery in CIM systems becomes increasingly complicated if we also consider that CIM systems are typical examples of hybrid systems in which digital components monitor and control continuous physical processes in the analog devices. Although extensive research in computer science and control theory has established well known methods and models for reasoning about the behaviour of digital and analog systems in isolation, the development of appropriate models for hybrid systems is an active research area [28, 32, 33] . In sum, there is a need to study and develop error recovery approaches that are efficient, effective and comply with hybrid systems characteristics.
In this paper concepts and fundamentals related to errors specification, monitoring and recovery have been studied extensively and an analytic approach has been derived. First, an error specification language is presented that demonstrates its expressional power through derivation of various classes of system errors. An error monitoring mechanism is presented and its output is used as input to the proposed error recovery mechanism. Our approach deviates from conventional error recovery methods by not being dependent on existing system models or components and by adopting continuous mapping of the specified errors' severity onto the system parameters.
The rest of the paper is organized as follows: section 2 presents an overview of related work in various research areas and an informal description of some essential concepts and fundamentals. Section 3 presents a formal description of the framework. Section 4 describes an error description language. The error monitoring mechanism and its formal model are presented in section 5. The error recovery mechanism is described in section 6. Section 7 includes some working examples while section 8 concludes this paper. latency may be estimated based on the detection capabilities of the system. Every identified error has some characteristics which may be parameterized. For instance, error parameters include i) the probability of an error happening within a certain period, or dually the mean time before an error is identified ii) the timestamp indicating when the error was identified, iii) the agent(s) affected by the identified error, iv) the action (or actions, if any) which was affected by the error and v) the time required for the error to be handled. The latter parameter is statistically quantified as Mean Time To Repair (MTTR). We assume that error probability is memoryless. In other words, the continuous random variable quantifying the time from some reference start (at which no error has been detected and the system is working according to the specifications) until an error is identified is assumed to follow an exponential distribution.
The concepts of extent and span have been derived [24] to quantify the effects of an error in a system. The span of an error refers to the actions which have been affected by that specific error. Depending on the span of the error, errors may be distinguished into: i)Null point error (no action affected), ii)Single point errors (only one action affected), and iii)Multiple point errors (more than one actions affected).
The extent of an error refers to the agents in the system that have been affected by that error. Depending on the extent of the error, errors may be classified as: i)Isolated errors (only one agent affected), and ii)Segregated errors (more than one agents affected). It is interesting to note that an isolated error may not be a single point error. To elucidate this, consider the following case. Assume that an agent has been affected by an error while it was executing an action and that the affected action has synergetic dependencies on some other action(s) being executed in parallel by some other agent(s). In such a case, although only a single agent has been affected by the error, multiple actions have been affected by the error's occurrence. Similarly, a segregated error might be a null point error. For example, an error which affects a number of agents, all of which were idle at that particular time instant.
An error may be proclaimed to be a failure depending on its severity. That is, a failure is defined to be an error with span that contains one or more actions in the current plan. If there are system agents capable of completing the execution of the current plan, then the failure is viewed as a recoverable failure and the system eventually accomplishes the plan. Similarly, if the failure does not permit the system to complete the current plan, then it is considered an irrecoverable failure and the system is forced to interrupt the current plan and possibly attempt to generate an alternative plan in order to accomplish the current goal [37] . In case of a catastrophic or fatal failure which has affected all system agents, the system will halt.
From the above discussion, it follows that three time intervals pertinent to fault occurrence and error identification can be distinguished. These are shown in Figure 1 
Definitions and Formal Framework
In this section, we present the formal definitions of faults, errors, and failures in a CIM system; an extended analysis of this issue may be found in [25] .
DEFINITION 3.1 The set
Every error is associated with certain characteristics which may be parameterized. 
is an irrecoverable failure. Based on the presented formal framework and definitions, an error specification language is derived as follows.
Error Specification
It is assumed that at initiation time "# n o errors have been identified in the system and at any other particular time instant, some errors (possibly more than one) may have been identified. Furthermore, it is assumed that recovery of active errors is not instantaneous. Therefore, it is possible that during the recovery procedure of an error another error(s) has been identified which in turn would require the initiation of a recovery procedure -possibly different-than the one to be followed if errors occurred in isolation.
Based on these assumptions, it is possible that at different time instances the same fault may result into an error occurring in isolation (primitive error) or be combined with other existing primitive errors and form a composite error in the system. To formalise all possible outcomes, an error specification language is derived. This language must be expressive enough to capture both primitive and composite errors.
Error Specification Language: Constructors and their Semantics
The error specification language described in this section includes constructors that may be used to specify composite errors. Similar concepts have also been applied in Active Database systems to support event detection [15, 16] . An earlier study on this issue was also presented in [24] . 
The following three constructors are also referred as filters of the errors. These filters are set depending on how many times a specified error pattern has been identified during a specified time interval 
, and 
Error Language Specification: Syntax
In view of the previous discussion, an error specifica- After having defined an error specification language, a mechanism to monitor the identified errors is introduced.
As before, we assume that in general, an occurrence of a fault may introduce one or more errors in the system, while the execution of an error recovery procedure will alleviate or neutralize the effects of recovered error(s). An in-depth analysis of the relative issues and the description of an error mechanism are included in the next section.
Error Monitoring in CIM systems
To model an error monitoring mechanism for CIM systems, Hybrid Input/Output Automata [29, 30] are used.
Hybrid I/O Automata are designed as a formal tool to reason about hybrid systems. They may be viewed as an extension of Timed Input/Output Automata [28] incorporating increased flexibility on the modeled types of analog behavior.
The main characteristic of Hybrid I/O automata is that they receive input and react to their environment continuously. Moreover Hybrid I/O automata may compose other Hybrid I/O automata, which can be a very useful feature in modeling complicated asynchronous discrete event systems. A study on the specifications and the verification of deceleration manoeuvre in an automated transportation system was presented in [31] .
In this section, first we include a brief introduction to Hybrid I/O automata theory based on [28] , as well as their formal definition. Following that, we examine how I/O automata can be used to model an error monitoring mechanism.
Model Definition

DEFINITION 5.1 In [31], a Hybrid Input/Output Automaton, denoted as H, is defined as the quintuple:
dacts ( Effect: 
Error Recovery in CIM Systems
To model the error recovery mechanism in CIM sys- In this section a model of recovery system is presented. It is assumed that the error recovery mechanism affects instantaneously the system agents and there exist no feedback between the recovery mechanism and the recovered agent. The upgrade of error recovery with delays and feedback is straightforward but extensive; in [31] there is a detailed analysis on the control with feedback and delays.
Also, it is assumed that errors are recovered obeying a FIFO policy; however, we are also investigating policies that recover errors based on priorities.
A Case Study
Examples in this section are based on the configuration of the Robotics and Automation Laboratory (RAL) within USL. RAL is an Integrated Multi-robot System (IMRS) with three robots having attached vision systems and two conveyor belts arranged as shown in Figure 3 . The Adept1 robot is dedicated to conveyor one and the PUMA robot is dedicated to conveyor two. The Adept3 robot can serve either conveyor one or two and it is the only robot capable of picking up heavy items.
Similarly, the global vision system one is dedicated to conveyor belt one and the global vision system two is dedicated to conveyor belt two. The local vision systems on Adept1 and PUMA can identify objects on conveyor belts one and two respectively, while the local vision system in Adept3 can serve both conveyor belts (but only one at a time). Figure 4 shows all the agents in the system and Figure 5 demonstrates the system actions. In RAL system:
The local vision camera on Adept3 failed to identify missing parts of an incoming object.
§ # ¡
The local vision camera on PUMA failed to identify missing parts of an incoming object.
Therefore, the set of faults in the system is
Variables: fault-detected, initially set to 0 and 
£ § #
Precondition: fault-detected =
§ #
Effect: Adept3's velocity is reduced by half.
Conveyor belt 1 is off.
£ ¡
Adept3's velocity is reduced by half, PUMA's velocity is set to zero.
Conveyor belt 2 is off.
£© ¡
Adept1's velocity is set to zero.
The speed of Conveyor belt 1 is reduced by half.
The local vision system on Adept1 is off.
£ § ¡
Adept3's velocity is set to zero.
The speed of both Conveyor belts is set to zero.
The local vision system on Adept3 is off.
£ © ¡
PUMA's velocity is set to zero.
The speed of Conveyor belt 2 is reduced by half.
The local vision system on PUMA is off.
£ ¡
Global vision system 1 is off.
Global vision system 2 is off.
Adept1's velocity is reduced by a fourth.
Adept3's velocity is reduced by a fourth.
£ § # ¡
PUMA's velocity is reduced by a fourth.
The recovery system as described above is coherent and stable and also is able to handle composite errors. To demonstrate this point we examine the response of the proposed recovery method to a a situation assessment and reactive recovery mechanism. Assume that the sequence £ §3 £ © has occurred. That is, a fatal error on conveyor belt one has been followed by a fatal error on PUMA. Using a situation assessment and reactive recovery method when £ § is identified Adept1 is set to stop working and Adept3 is set to work at a minimum speed. Similarly, when handle objects in just one conveyor belt, namely conveyor belt two. In the proposed approach, the recovery procedure will consist of setting the speed of both Adept1 and PUMA to zero, while conveyor belt 1 and Adept3 are operating sub-optimally, but the whole scheme is a valid one.
In addition to the recovery procedures that are automatically generated by the recovery mechanism, it is also interesting to note that it is still possible to specify certain composite errors of interest and override the usual recovery procedure by a specifically tailored recovery approach.
In this section we have demonstrated some working examples of the error recovery mechanism as described in section 6 and we have demonstrated the coherence and efficiency of the proposed approach both for primitive and composite errors.
Conclusions and Future Work
In Computer Integrated Manufacturing Systems, prevention or elimination of errors and failures may not be feasible. One key requirement for task planning systems designed for CIM systems is the ability to respond to errors and failures in the system. Conventional error recovery approaches do not constitute a widely acceptable solution in CIM systems because it is difficult for them to capture all possible states of a dynamic system and their performance may not meet certain requirements.
In this paper, the problem of error/failure handling in CIM systems was studied at large. A formal language for error specification was derived and a classification of errors was presented. Based on the language specifications, an error monitoring mechanism (EMM) and an error recovery mechanism (ERM) have been proposed. The error recovery mechanism deviates from the conventional approach of rule-based systems by incorporating a continuous mapping of the error's severity values onto the functionality of the acting agents.
However, there is a number of issues which are still under investigation. In the future we would like to extend the time specification part of the proposed language, elaborate the error recovery mechanism to handle errors with priorities, extend it to incorporate other system characteristics and investigate whether the proposed approach can be used in other applications. 
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