I. INTRODUCTION
Some significant steps towards a systematic study of how throughput of wireless networks scales with space and number of users have been initiated recently [2, 11. In this paper, we revisit the throughput scaling problem of [2] . Our key contribution is the identification of deterministic properties in the location of the nodes that, combined with a simple deterministic algorithm, provides a throughput that is very easily computed. Furthermore, our deterministic approach can be used to make almost sure statements for various random node locations and traffic patterns, easily strengthening some previous results and obtaining throughput for non-i.i.d. distributions.
DETERMINISTIC MODEL AND CONDITIONS
The area of communication is assumed to be the unit square. A configuration is defined by a set of n physical node locations with a specification of transmitter-receiver pairs. We assume that the nodes are stationary with S ( i ) = (z7,yz) denoting the physical location of node i. Half of the nodes are transmitters and the other half are receivers, with each receiver identified uniquely with one transmitter. For simplicity, we restrict ourselves to the Protocol model of [2] . Suppose node i transmits to node j . We assume that the transmission is successful if for every other node IC that is transmitting simultaneously with i,
where A is a fixed positive constant. We assume that time is slotted and a successful transmission in any slot conveys a fixed amount of data (say one "packet").
Consider a fixed sequence of configurations, indexed by the number of nodes n. For each n, divide the unit area into I/& squares of area sz by drawing equally spaced lines horizontal and vertical lines with spacing sn. We refer to these smaller squares as squarelets Our achievability result uses the following three parameters and conditions on the node locations:
1. Tx-Rx Distances: The sum of transmitter-receiver distances grows as O(n).
2. Nonempty Squarelets: sn is such that for sufficiently large n , no squarelet is empty.
Crowding Factor:
cn is the maximum number of nodes in any squarelet.
SCHEDULING ALGORITHM AND THROUGHPUT
A node, when scheduled to transmit, will send packets only to nodes in the four squarelets adjacent to itself. For each squarelet, define its equivalence class to be those squarelets that are a vertical and horizontal distance of exactly some 'This work was supported in part by the National Science Foundation under contract number ECS-9873451 and by the Army Research Office under grant number DAAD19-00-1-0466. 3. Each node when scheduled, sequentially transmits all packets not originating at that node (and hence being routed through that node) plus one new packet if the node is also a transmitter. Any node transmitting a packet chooses the destination for that packet as follows. If the eventual destination node of the packet is within the same squarelet or in one of the four neighboring squarelets, then transmit to the destination node directly. Otherwise, select a node in a neighboring squarelet that is closer to the eventual destination of the packet. Break ties in a deterministic manner (for example, by preferring neighbors in the order: top, right, bottom, left).
The following deterministic result gives an achievable throughput as a function of sn and cn. With sn = I/& and cn = O(1), we get the best possible growth of & bit-meters per second for a large class of configurations. Proposition The throughput for a network with squarelet size sn and crowding factor cn is at least O(nsn/cn) bit-m/sec. This deterministic result can be used to easily recover the achievability results of [2] . Specifically, with i.i.d. uniform node locations and random tranmitter-receiver pairs, a throughput O(fi/=) is achievable almost surely. This follows by taking sn = O(-/fi), and verifying the three conditions above almost surely with cn = O(logn), using simple calculations, the Chernoff bound, and the Borel-Cantelli lemma. The technical difficulty of [2] in proving that no node is overloaded is easily avoided here with our approach.
To further show the power of the deterministic approach, 
