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THE TRIANGLE-FREE PROCESS AND THE RAMSEY NUMBER R(3, k)
GONZALO FIZ PONTIVEROS, SIMON GRIFFITHS, AND ROBERT MORRIS
Abstract. The areas of Ramsey theory and random graphs have been closely linked ever
since Erdo˝s’ famous proof in 1947 that the ‘diagonal’ Ramsey numbers R(k) grow exponen-
tially in k. In the early 1990s, the triangle-free process was introduced as a model which
might potentially provide good lower bounds for the ‘off-diagonal’ Ramsey numbers R(3, k).
In this model, edges of Kn are introduced one-by-one at random and added to the graph if
they do not create a triangle; the resulting final (random) graph is denoted Gn,4. In 2009,
Bohman succeeded in following this process for a positive fraction of its duration, and thus
obtained a second proof of Kim’s celebrated result that R(3, k) = Θ
(
k2/ log k
)
.
In this paper we improve the results of both Bohman and Kim, and follow the triangle-free
process all the way to its asymptotic end. In particular, we shall prove that
e
(
Gn,4
)
=
(
1
2
√
2
+ o(1)
)
n3/2
√
log n,
with high probability as n→∞. We also obtain several pseudorandom properties of Gn,4,
and use them to bound its independence number, which gives as an immediate corollary
R(3, k) >
(
1
4
− o(1)
)
k2
log k
.
This significantly improves Kim’s lower bound, and is within a factor of 4 + o(1) of the best
known upper bound, proved by Shearer over 25 years ago.
1. Introduction
For more than eighty years, since the seminal papers of Ramsey [50] and Erdo˝s and
Szekeres [33], the area now known as Ramsey theory has been of central importance in
combinatorics. The subject may be summarised by the following mantra: “Complete chaos
is impossible!” or, more precisely (if less poetically), “Every large system contains a well-
ordered sub-system.” The theory consists of a large number of deep and beautiful results, as
well as some of the most important and intriguing open questions in combinatorics. These
open problems have, over the decades, been a key catalyst in the development of several
powerful techniques, most notably the Probabilistic Method, see [6].
The archetypal Ramsey-type problem is that of bounding Ramsey numbers. The basic
question is as follows: for which n ∈ N does it hold that every red-blue colouring of the
edges of the complete graph Kn contains either a red Kk or a blue K`? The Ramsey number,
denoted R(k, `), is defined to be the smallest such integer n. Shortly after Ramsey [50] proved
that R(k, `) is finite for every k and `, Erdo˝s and Szekeres [33] proved in 1935 the explicit
upper bound R(k, `) 6
(
k+`−1
`−1
)
, which implies in particular that R(k) := R(k, k) 6 4k, and
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that R(3, k) = O(k2). Despite an enormous amount of effort, the former bound has only
recently been improved by a super-polynomial factor, by Conlon [25], who refined the earlier
method of Thomason [60]. A constructive super-polynomial lower bound was not obtained
until 1981, by Frankl and Wilson [35], whose beautiful proof used techniques from linear
algebra, but an exponential lower bound was given already in 1947 by Erdo˝s [27], whose
seminal idea (“Colour randomly!”) initiated the study of probabilistic combinatorics. Over
the past 65 years this bound has only been improved by a factor of 2, by Spencer [57] in
1975, using the Lovasz Local Lemma [29]. In summary, the current state of knowledge in
the ‘diagonal’ case is as follows:(√
2
e
− o(1)
)
k · 2k/2 6 R(k) 6 exp
(
− Ω(1) (log k)
2
log log k
)
· 4k.
After the diagonal case, the next most extensively studied setting is the so-called ‘off-
diagonal’ case, ` = 3, where much more is known. As noted above, it follows from the
Erdo˝s–Szekeres bound mentioned above that R(3, k) = O(k2) and, in a visionary paper
from 1961, Erdo˝s [28] proved a lower bound of order k2/(log k)2 by applying a deterministic
algorithm to the random graph G(n, p). An important breakthrough was obtained by Ajtai,
Komlo´s and Szemere´di [3, 4] in 1980, who proved that R(3, k) = O(k2/ log k), and a little
later by Shearer [56], who refined the method of [3] and obtained a much better constant.
However, it was not until 1995 that a complimentary lower bound was obtained, in a famous
paper of Kim [43]. We remark that the papers [4] and [43] were particular important, since
they (respectively) introduced and greatly developed the so-called semi-random method.
More recently, Bohman [10] gave a new proof of Kim’s result, using the triangle-free process
(see below). In this paper, we shall significantly improve both of these results, following the
triangle-free process to its (asymptotic) end, and proving a lower bound on R(3, k) that is
within a factor of 4 + o(1) of Shearer’s bound. We remark that very similar results have
recently been obtained independently by Bohman and Keevash [15] using related methods.
1.1. Random graph processes. The modern theory of random graph processes was initi-
ated by Erdo˝s and Re´nyi [30, 31] in 1959, who studied the evolution of the graph with edge
set {e1, . . . , em}, where (e1, . . . , eN) is a (uniformly chosen) random permutation of E(Kn).
This model, now known as the Erdo˝s-Re´nyi random graph, is one of the most extensively
studied objects in combinatorics, see [21] or [40]. Two especially well-studied problems are
the emergence of the ‘giant component’ around m = n/2, see [18, 31, 39] (or, more recently,
e.g., [23, 26]), and the concentration (and location) of the chromatic number [19, 20, 46, 55]
(or, more recently, [1, 38]), where martingale techniques, which will play a important role in
this work, were first used to study random graph processes.
In general, a random graph process consists of a sequence of graphs (G0, G1, . . .), where the
graph Gm is chosen randomly according to some probability distribution which depends on
the sequence (G0, . . . , Gm−1) (and often just on the graph Gm−1). The study of these objects
has exploded in recent years, as the ubiquity of ‘random-like’ graphs in nature has come
to the attention of the scientific community. Particularly well-studied processes include
the ‘preferential attachment’ models of Baraba´si and Albert [7], the so-called ‘Achlioptas
2
processes’ introduced by Achlioptas in 2000 (see, e.g., [2, 9, 11, 16, 58]), and studied most
notably by Riordan and Warnke [51, 52]. Random processes also played a key role in the
breakthrough results of Johansson, Kahn and Vu [41] on the threshold for H-factors in
random graphs, and of Keevash [42] on the existence of designs.
A technique that has proved extremely useful in the study of random graph processes is
the so-called ‘differential equations method’. In this method, whose application to random
graphs was pioneered in the 1990s by Rucin´ski and Wormald [53, 54, 63, 64], the idea is to
‘track’ a collection of graph parameters, by showing that (with high probability) they closely
follow the solution of a corresponding family of differential equations. This method has been
used with great success in recent years (see for example [8, 10, 13, 14]); we note in particular
the recent result of Bohman, Frieze and Lubetzky [13] that the so-called ‘triangle removal
process’ ends with n3/2+o(1) edges.
1.2. The triangle-free process. Consider the following random graph process (Gm)m∈N
on vertex set [n] = {1, . . . , n}. Let G0 be the empty graph and, for each m ∈ N, let Gm
be obtained from Gm−1 by adding a single edge, chosen uniformly from those non-edges of
Gm−1 which do not create a triangle. The process ends when we reach a maximal triangle-free
graph; we denote by Gn,4 this (random) final graph.
The triangle-free process was first suggested by Bolloba´s and Erdo˝s at the “Quo Vadis,
Graph Theory?” conference in 1990. The main reason for the introduction of the triangle-free
process (and the more general H-free process) was the hope that Gn,4 may give a good lower
bound for R(3, k). As a first step, Bolloba´s and Erdo˝s asked for the size of the final graph, and
made some simple observations about the triangle-free and C4-free processes [22]. The first
non-trivial results about these processes were obtained by Erdo˝s, Suen and Winkler [32],
who showed that, with high probability, e(Gn,4) > cn3/2 edges for some constant c > 0.
(Throughout the paper, we write ‘with high probability’ to mean with probability tending
to 1 as n→∞, where n = |V (Gn,4)| is the size of the vertex set in the triangle-free process.1)
Determining the order of magnitude of e(Gn,4) remained an open problem for nearly 20
years until the breakthrough paper of Bohman [10], who followed the triangle-free process
for a constant proportion of its lifespan, and hence proved that
e
(
Gn,4
)
= Θ
(
n3/2
√
log n
)
. (1)
Shortly afterwards, Bohman and Keevash [14] extended and generalized the method of [10]
to the setting of the H-free process, where the triangle is replaced by an arbitrary ‘forbid-
den’ graph H. Improving on earlier results of Bolloba´s and Riordan [24] and Osthus and
Taraz [48], they proved that for any strictly balanced2 graph H, the number of edges in the
final graph Gn,H satisfies
e
(
Gn,H
)
> c · n2−1/m2(H)(log n)1/(e(H)−1)
for some constant c > 0 which depends on H, which is conjectured to be within a constant
factor of the truth. (See [49, 61, 62] for upper bounds in the cases H = K4 and H = C`.)
1In practice, the probabilities of our bad events will all be at most n− logn, see for example Theorem 6.9.
2m2(H) := max
F⊆H
e(F )−1
v(F )−2 , and a graph is said to be strictly balanced if
e(F )−1
v(F )−2 <
e(H)−1
v(H)−2 for every F ( H.
3
Although in this paper we shall focus on the case H = K3, we believe that our methods can
also be applied in the general setting, and we plan to return to this topic in a future work.
We shall follow the triangle-free process until o
(
n3/2
√
log n
)
steps from the end, and hence
obtain a sharp version of Bohman’s theorem. Our first main result is as follows.
Theorem 1.1.
e
(
Gn,4
)
=
(
1
2
√
2
+ o(1)
)
n3/2
√
log n,
with high probability as n→∞.
We shall moreover control various parameters associated with the graph process, showing
that they take the values one would expect in a random graph of the same density. Thus, one
may morally consider the main result of this paper to be the following imprecise statement:
“For all m 6 (1 + o(1))e(Gn,4), the graph Gm closely resembles the Erdo˝s-Re´nyi random
graph G(n,m), except for the fact that it has no triangles”. One significant consequence of
this pseudo-theorem (or rather, of the precise theorems stated below), is that we can bound
(with high probability) the independence number of Gn,4, and hence obtain the following
improvement of Kim’s lower bound on R(3, k).
Theorem 1.2. (
1
4
− o(1)
)
k2
log k
6 R(3, k) 6
(
1± o(1)) k2
log k
as k →∞.
We repeat, for emphasis, that the upper bound in Theorem 1.2 was proved by Shearer [56]
over 25 years ago. We remark that the factor of 4 + o(1) difference between the two bounds
appears to have two separate sources, each of which contributes a factor of two. To see this,
recall that Shearer proved that
α(G) >
(
1− o(1))n log d
d
(2)
for any triangle-free n-vertex graph with average degree d, which implies the bound stated
above, since the independence number of such a graph is clearly also at least d. Our results
(see Theorem 2.12, below) imply that (2) is within a factor of two of being best possible
(in the critical range), and we suspect that Gn,4 is asymptotically extremal. Moreover, the
independence number of Gn,4 is (perhaps surprisingly) roughly twice its maximum degree,
rather than asymptotically equal to it. We conjecture that our bound is in fact sharp.
Conjecture 1.3.
R(3, k) =
(
1
4
+ o(1)
)
k2
log k
as k →∞.
We remark that, as in the diagonal case, the best known constructive lower bound for
R(3, k) is far from the truth. To be precise, Alon [5] constructed a triangle-free graph with
Θ
(
k3/2
)
vertices and no independent set of size k.
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We finish this section by giving a rough outline of the proof of Theorems 1.1 and 1.2; a
more extensive sketch (together with several of our other main results) is given in Section 2.
Our plan (speaking very generally) is to use the differential equations method, exploiting the
‘self-correcting’ nature of the triangle-free process in order to prove bounds on the various
parameters we will track that become tighter as the process progresses. However, we can
assure the reader who is intimidated by this technique that no actual differential equations
will be needed in the proof. Moreover, apart from the use of a martingale concentration
inequality due to Freedman [36], our proof will be completely self-contained. We remark that
Telcs, Wormald and Zhou [59] were the first to make use of self-correction while applying
the differential equations method in combinatorics; other early applications were obtained
by Bohman and Picollelli [17], and by Bohman, Frieze and Lubetsky [12, 13].
The basic idea is to ‘track’ a large collection of graph parameters, such that the (expected)
rate of change of each depends only on some (generally small) subset of the others. We shall
show that, for each of these parameters, the probability that it is the first parameter to go
astray (that is, to have normalized error larger than 1) is extremely small; the lower bound
in Theorem 1.1 then follows by applying the union bound to our family of events. To prove
Theorem 1.2 and the upper bound in Theorem 1.1, we assume that these parameters were
all tracking up to step m∗ (the point at which we lose control of the process), and show (by
bounding the probability of some carefully chosen events) that
α
(
Gn,4
)
6 α
(
Gm∗
)
6
(√
2 + o(1)
)√
n log n
with high probability, and that the maximum degree of Gm is unlikely to increase by more
than o
(√
n log n
)
between step m∗ and the end of the process.
The most basic parameter we shall need to track is the number of open edges, where
e ∈ E(Kn) \ E(Gm) is said to be open if its endpoints have no common neighbour. To be
precise, we will write
O(Gm) =
{
e ∈ E(Kn) \ E(Gm) : e 6⊆ NGm(v) for every v ∈ V (Gm)
}
(3)
for the set of open edges, and Q(m) = |O(Gm)| for their number. Observe that the open
edges of Gm are exactly those that can be added to the graph at step m + 1, and that the
process therefore ends exactly when Q(m) = 0. In order to control the evolution of Q(m),
we will need to track the family of random variables
{
Ye(m) : e ∈ O(Gm)
}
, where Ye(m)
denotes the number of edges that are closed if e is added to the graph at step m + 1 (see
Definition 2.2, below), and in order to control these variables we will also need to control
the family
{
Xe(m) : e ∈ O(Gm)
}
, where Xe(m) denotes the number of open edges f such
that e and f form two sides of a triangle in O(Gm) (see Definition 2.3, below). It turns out
(see Section 2) that the collection
Q(m) ∪ {Xe(m) : e ∈ O(Gm)} ∪ {Ye(m) : e ∈ O(Gm)}
forms a ‘closed’ system, in the sense that the expected change of each variable in step m+ 1
depends only on the collection at step m, and for this reason Bohman [10] was able to track
each of these variables up to a small (but rapidly growing) absolute error.
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In order to prove Theorem 1.1, we shall need to control these parameters up to a much
smaller absolute error; in fact the error term we need decreases super-exponentially quickly
in t = m · n−3/2. In order to obtain such a tiny error, we shall exploit the self-correcting
nature of the triangle-free process; doing so requires three separate steps, which are all new
and quite different from one another, and each of which relies crucially on the other two.
First, we show that Q(m) evolves (randomly) with X(m) and Y (m) (the averages over all
open edges of Gm of the variables Xe(m) and Ye(m), respectively) according to a ‘whirlpool-
like’ structure (see Section 6). Using a suitably chosen Lyapunov function, we are able to
show that this three-dimensional system is self-correcting, even though Q(m) itself is not.
Second, for each integer 1 6 k 6 3/ε and open edge e ∈ O(Gm), we track a variable
V
(k)
e (m), which is (roughly speaking) the kth derivative of Ye(m). To define this variable,
consider for each m ∈ N the graph (the ‘Y -graph’ of Gm) with vertex set O(Gm), and an
edge between each pair {f, f ′} such that f ′ ∈ Yf (m); then V (k)e (m) is the weighted average3
of Yf (m) over the edges f ∈ O(Gm) at walk-distance k from e in the Y -graph. Crucially,
our error bounds on these variables decrease exponentially quickly in k, and using this fact
we shall be able to prove self-correction. A vital ingredient in this calculation amounts
to showing that a random walk on the Y -graph mixes in constant time (see Sections 5.1
and 5.2), and the proof of this property of the Y -graph uses the fact that we can track
certain ‘ladder-like’ graph structures in Gm.
Finally, in order to control the number of ‘ladder-like’ structures, we shall in fact track
the number of copies of every graph structure F which occurs in Gm (at a given ‘root’), up
to the point at which it is likely to disappear, and after this time we shall bound the number
of copies up to a polylog-factor. Such a general result is not only interesting in its own right;
it is necessary for our proof to work, because (for our martingale bounds) we need to track
the maximum possible number of copies of each structure that are created or destroyed in a
single step of the triangle-free process, which depends on (the number of copies of) several
other structures, some of which may be tracking, and others not. This part of the proof is
extremely technical, and making it work requires several non-trivial new ideas; we mention
in particular the ‘building sequences’ introduced in Section 4.1.
The rest of the paper is organised as follows. In Section 2 we give an overview of the
proofs of Theorems 1.1 and 1.2, and state various more detailed results about the structures
that occur in the graph Gm. In Section 3 we introduce our martingale method, and use it
to track the variables Xe, which form a particularly simple special case. In Sections 4–6 we
prove the lower bound in Theorem 1.1; more precisely, in Section 4 we study general graph
structures, in Section 5 we control the variables Ye(m) and V
(k)
e (m), and in Section 6 we
track X(m), Y (m) and Q(m). Finally, in Section 7, we study the independent sets in Gn,4,
and deduce the upper bound in Theorem 1.1 and the lower bound in Theorem 1.2. To avoid
distracting the reader from the key ideas with too much clutter, we postpone a few of the
more tedious calculations to an Appendix [34].
3The weight of an edge f in V
(k)
e (m) is equal to the number of walks of length k from e to f .
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2. An overview of the proof
In this section we shall lay the foundations necessary for the proofs of Theorems 1.1 and 1.2.
In particular, we shall formally introduce the various families of variables which we will need
to track, and state some of our key results about these variables. We shall attempt to give the
reader a bird’s-eye view of how the various components of the proofs of our main theorems
fit together, whilst simultaneously introducing various notations and conventions which we
shall use throughout the paper, often without further comment. We strongly encourage the
reader, before plunging into the details of Sections 4–7, to read carefully both this section,
and Section 3.4. In what follows, the main heuristic to keep in mind at all times is that Gm
should closely resemble the Erdo˝s-Re´nyi random graph G(n,m), except in the fact that it
contains no triangles.
We begin by choosing some parameters which will be fixed throughout the paper. Let ε > 0
be an arbitrary, sufficiently small constant. Given ε, we choose a sufficiently large constant
C = C(ε) > 0, and a function ω = ω(n) which goes to infinity sufficiently slowly4 as n→∞.
We shall assume throughout the paper that n (and hence also ω(n)) is sufficiently large.
For each m ∈ N, let the time t after m steps of the triangle-free process be defined by
m = t ·n3/2. (We shall use this convention throughout the paper without further comment.)
Thus, setting
t∗ :=
(
1
2
√
2
− ε
)√
log n and m∗ := t∗ · n3/2, (4)
our aim is to follow the triangle-free process up to time t∗.
Recall that we write Q(m) = |O(Gm)| for the number of open edges of Gm, see (3). The
triangle-free process ends when Q(m) = 0, since only open edges of Gm may be added in
step m + 1. The lower bound in Theorem 1.1 is therefore an immediate corollary of the
following theorem.5
Theorem 2.1. With high probability,
Q(m) ∈ e−4t2
(
n
2
)
± e−2t2n7/4(log n)3 (5)
for every m 6
(
1
2
√
2
− ε)n3/2√log n.
Note that if t 6 t∗ then e2t2 6 n1/4−ε, and hence it follows from (5) that Q(m) > 0 for
every m 6 m∗. The lower bound in Theorem 1.1 follows, since ε > 0 was arbitrary.
To see why Q(m) should decay at rate e−4t
2
, simply recall that Gm resembles a random
graph of density p ≈ 2m/n2; it follows that the proportion of open edges in Gm should be
roughly (1 − p2)n ≈ e−p2n ≈ e−4t2 . Note that the absolute error in our bound (5) actually
decreases over time; this is possible because we exploit the self-correcting nature of the
process. We shall denote the (maximum allowed) relative error by
gq(t) = e
2t2n−1/4(log n)3,
4In particular, we could set ω(n) = log log log n.
5Here, and throughout the paper we write a ∈ b± c to mean b− c 6 a 6 b+ c.
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and say that Q is tracking up to step m′ if Q(m) ∈ (1± gq(t))e−4t2(n2) holds for all m 6 m′.
Note that, by (4), we have gq(t) 6 n−ε for every t 6 t∗. We remark that we expect (but do
not prove) that this error term is best possible up to the polylog-factor.
For each of our graph parameters, the first step will always be to determine the expected
rate of change of that parameter, conditioned on the past. To simplify the notation a little,
let us define, for any graph parameter A and any graph G, a function ∆A(G) : E(Kn)→ R
by
∆A(G)(e) 7→ A(G ∪ {e})− A(G).
Thus, setting A(m) := A(Gm), it follows that
E
[
∆A(m)
]
= E
[
A(m+ 1)− A(m) ∣∣Gm],
where the expectation in both cases is over the uniformly random open edge of Gm chosen
in step m + 1 of the triangle-free process. We emphasize that our process is Markovian,
and thus all of the relevant information about the past (i.e., all the information needed to
determine the distribution of the sequence Gm+1, Gm+2, . . .) is encoded in the graph Gm.
The value of E
[
∆Q(m)
]
is controlled by the following family of parameters, which were
already introduced informally above. The variables
{
Ye(m) : e ∈ O(Gm)
}
determine (the
distribution of) the number of edges which are closed at each step.
Definition 2.2. We say that two open edges e, f ∈ O(Gm) are Y -neighbours in Gm if e and
f form two sides of a triangle, the third of which is in E(Gm). For each edge e ∈ E(Kn) and
each m ∈ N, define
Ye(m) :=
∣∣∣{f ∈ O(Gm) : f is a Y -neighbour of e in Gm}∣∣∣
if e ∈ O(Gm), and set Ye(m) = Ye(m− 1) otherwise.
We remark that, in order to ease our notation, we shall sometimes write Q(m) and Ye(m)
for (respectively) the collection of open edges and the collection of Y -neighbours of e in Gm.
(In fact, we shall do the same for all of the various variables we define below.) We trust that
this slight abuse of notation will not cause any confusion.
Xe
e
Ye
e
Figure 2.1. The sets Xe and Ye.
Assuming once again that Gm is well-approximated by G(n,m), it follows that we would
expect Ye(m) to be asymptotically equal to 2pn · e−4t2 ≈ 4te−4t2
√
n for every open edge
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e ∈ O(Gm), and every m 6 m∗. Showing that this is true turns out to be the most difficult
part of our proof, and will be the key intermediate result in the proof of Theorem 1.1. To
begin, note that f ∈ Ye(m) if and only if e ∈ Yf (m), and define
Y (m) =
1
Q(m)
∑
e∈Q(m)
Ye(m),
the average number of Y -neighbours of an open edge in Gm. The following simple equation
governs the expected change in Q(m) at each step:
E
[
∆Q(m)
]
= −Y (m)− 1.
Thus, in order to control Q(m), we shall need to track Y (m), which is controlled (see
Section 6) by the following equation6:
E
[
∆Y (m)
] ∈ −Y (m)2 +X(m)− 2 · Var(Ye(m))±O(Y (m))
Q(m)
. (6)
Here the variance is over the choice of a (uniformly) random open edge e ∈ O(Gm). The
term X(m) which appears in (6) is defined, similarly as for the Ye, to be the average of the
following collection of random variables:
Definition 2.3. We say that two open edges e, f ∈ O(Gm) are X-neighbours in Gm if they
form two sides of a triangle, the third of which is also in O(Gm). For each edge e ∈ E(Kn)
and each m ∈ N, define
Xe(m) :=
∣∣∣{f ∈ E(Kn) : f is an X-neighbour of e in Gm}∣∣∣
if e ∈ O(Gm), and set Xe(m) = Xe(m− 1) otherwise.
Appealing again to our random graph intuition, we would expect (and shall prove) that
Xe(m) ≈ 2e−8t2n for every open edge e ∈ O(Gm). We define
X(m) =
1
Q(m)
∑
e∈Q(m)
Xe(m),
the average number of X-neighbours of an open edge in Gm. The random variable X(m) is
controlled (as long as the other variables are still tracking) by the following equation (see
Section 6):
E
[
∆X(m)
] ∈ − 2 ·X(m)Y (m)− 3 · Cov(Xe(m), Ye(m))
Q(m)
± O
(
X(m) + Y (m)2
Q(m)
)
.
Here, as in (6), the covariance is over the choice of a (uniformly) random open edge e ∈
O(Gm). Combining these equations, we will be able to show that the normalized errors of Y
and Q form a stable two-dimensional system, and that X is self-correcting (see Section 6.1).
Hence, by applying our martingale method (see Section 3) to a suitably-chosen Lyapunov
function, we shall be able to prove both Theorem 2.1 and the following bounds.
6More precisely, we shall show that these bounds hold for each ω · n3/2 < m 6 m∗, as long as the other
variables are still tracking.
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Theorem 2.4. With high probability,
X(m) ∈
(
1± e
2t2(log n)3
n1/4
)
· 2e−8t2n and Y (m) ∈
(
1± e
2t2(log n)3
n1/4
)
· 4te−4t2√n
for every ω · n3/2 < m 6 ( 1
2
√
2
− ε)n3/2√log n.
Note also that once again, although the relative error is increasing with t, the absolute
error is decreasing super-exponentially quickly. We shall write
Q˜(m) = e−4t
2
(
n
2
)
, X˜(m) = 2e−8t
2
n and Y˜ (m) = 4te−4t
2√
n
to denote the paths that we expect Q(m), X(m) and Y (m) to follow.
The alert reader will have noticed that in order to prove Theorems 2.1 and 2.4, we are
going to need some bounds on Var(Y ) and Cov(X, Y ). In fact, proving such bounds turns
out to be the main obstacle in the proofs of Theorems 1.1 and 1.2; more precisely, our main
problem will be controlling the variables Ye(m), which are the key to the process. Our key
intermediate result will therefore be the following bounds on Ye(m).
Theorem 2.5. With high probability,
Ye(m) ∈ 4te−4t2
√
n ± n1/4(log n)3
for every open edge e ∈ O(Gm) and every m 6 ω · n3/2, and
Ye(m) ∈
(
1± e2t2n−1/4(log n)4
)
· 4te−4t2√n (7)
for every open edge e ∈ O(Gm) and every ω · n3/2 < m 6
(
1
2
√
2
− ε)n3/2√log n.
Let us denote the relative error in (7) by
gy(t) = e
2t2n−1/4(log n)4,
and observe that gy(t)  gq(t) and that gy(t)2Y˜ (m) ≈ 1 (up to a polylog factor). It seems
plausible that the distribution of the Ye(m) might be ‘well-approximated’ (in some sense) by
a collection of independent Gaussians, each centred at Y˜ (m); however, our current techniques
seem quite far from being able to prove such a strong statement.
The proof of Theorem 2.5 is somewhat intricate; we shall sketch here just the basic ideas.
Observe first that the variable Ye(m) is governed by the equation
7
E
[
∆Ye(m)
]
=
1
Q(m)
(
−
∑
f∈Ye(m)
Yf (m) +Xe(m)
)
. (8)
We remark that the main term (when t is large) is the first one, since Y˜ (m)2  X˜(m).
Note that the rate of change of Ye(m) depends on itself, but also on the Y -values of its
Y -neighbours. Thus, although it appears that Ye(m) should be self-correcting (since larger
7In fact this is not quite correct: each variable Yf (m) should be replaced by Yf (m)− 1, since if the edge e
is chosen in step m + 1 of the triangle-free process then ∆Ye(m) = 0, see Definition 2.2. In the interest of
simplifying the presentation of the overview, we shall for the time being ignore such rounding errors, as is
often done in the case of ceiling and floor symbols.
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values of Ye(m) produce a more negative first derivative), this effect can be outweighed for
a specific edge e if the Y -values of the edges in Ye(m) are unusually large or small.
For this reason, it is necessary to introduce a variable (for each open edge e ∈ O(Gm))
which counts the number of walks of length two in the Y -graph8. However, in order to
control this variable we shall need to track the number of walks of length three, and so on.
This leads naturally to the following definition.
Definition 2.6. For each k ∈ N, and each open edge e ∈ O(Gm), let U (k)e (m) denote the
number of walks in the Y -graph of length k, starting from e, and set
V (k)e (m) =
1
U
(k)
e (m)
∑
f1∈Ye(m)
∑
f2∈Yf1 (m)
· · ·
∑
fk∈Yfk−1 (m)
Yfk(m),
the average of the Y -values reached via such walks. Moreover, set V
(0)
e (m) = Ye(m).
The second statement in Theorem 2.5 is the case k = 0 of the following theorem.
Theorem 2.7. For each 0 6 k 6 d3/εe, with high probability we have
V (k)e (m) ∈
(
1± εk · e2t2n−1/4(log n)4
)
· 4te−4t2√n
for every open edge e ∈ O(Gm) and every ω · n3/2 < m 6
(
1
2
√
2
− ε)n3/2√log n.
In fact, in order to prove Theorem 2.7, we shall need to define and control (for each k) a
more refined collection of variables,
{
V σe : σ ∈ {L,R}k
}
, which takes into account whether
each step of a walk in the Y -graph was taken with the ‘left’ or ‘right’ foot; that is, which
endpoint changed in the step from e ∈ O(Gm) to f ∈ Ye(m), and which endpoint was
common to e and f . This is important because a key step in our proof will be to show that,
for k sufficiently large, after k2 (random) steps in the Y -graph we are (in a certain sense)
‘well-mixed’. More precisely, we shall show that if we have ‘changed feet’ at least k times
on this walk then the value of Yf (m) we reach may be well-approximated by Y (m). On
the other hand, if at some point we took k consecutive steps with the same foot, with the
other foot fixed at vertex u, then after these k steps we will have (approximately) reached a
uniformly-random open neighbour of u. We refer the reader to Section 5 for the details.
In order to prove our mixing results on the Y -graph, we shall need good bounds on the
number of copies of certain structures in Gm, which correspond to paths in the Y -graph with
either many or no changes of foot. In order to obtain such bounds, we shall in fact need
to bound the number of copies of every structure which can occur in Gm. We make the
following definition.
Definition 2.8. A graph structure F consists of a set of (labelled) vertices V (F ), edges
E(F ) ⊆ (V (F )
2
)
and open edges O(F ) ⊆ (V (F )
2
)
, where E(F ) and O(F ) are disjoint.
Such a structure is said to be permissible if every triangle in E(F ) ∪ O(F ) contains at
least two edges of O(F ).
8Recall that this is the graph whose vertices are the open edges in Gm, and whose edges are pairs of
Y -neighbours.
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Note that structures that are not permissible cannot occur in Gm, since triangles with at
most one open edge do not exist in E(Gm) ∪ O(Gm). We shall be interested in the number
of copies of a graph structure F ‘rooted’ at a certain set of vertices. The following definition
allows us to restrict our attention to those embeddings for which there (potentially) exists
at least one copy of F .
Definition 2.9. Given a graph structure F and an independent9 set A ⊆ V (F ), we say that
an injective map φ : A → V (Gm) is faithful at time t if the graph structure on V (F ) with
open edge set O(F ) and edge set
E(F ) ∪ φ−1(E(Gm[φ(A)]))
is permissible.
Let us refer to a pair (F,A) such that F is a permissible graph structure and A ⊆ V (F )
is an independent set, as a graph structure pair. If we are also given an injective map
φ : A → V (Gm), then we will refer to (F,A, φ) as a graph structure triple. Given such a
triple, if φ is faithful then we define
Nφ(F )(m) :=
∣∣∣{ψ : V (F )→ V (Gm) : ψ is an injective homomorphism and ψ|A = φ}∣∣∣,
and set Nφ(F )(m) = Nφ(F )(m − 1) otherwise. Thus, as long as φ is faithful, Nφ(F )(m)
counts the (labelled) copies10 of F in Gm that agree with φ on A; note that if φ is not
faithful at time t, then Nφ(F )(m
′) = 0 for every m′ > m. We remark that, for the sake of
brevity of notation, we shall often suppress the dependence of Nφ(F ) on m.
A A
Figure 2.2. Two graph structure pairs.
Let us first estimate the expected size of Nφ(F ), i.e., the expected number of copies of
F rooted at φ(A), if φ is faithful. Recalling our guiding principle that Gm resembles the
Erdo˝s-Re´nyi random graph G(n,m) (except in relation to containment of triangles), and
9We will later need to extend this definition, and those below, to the case where A is not an independent
set in F by removing the edges and open edges from F [A]. Hence, writing FˆA for the structure thus obtained,
we have N˜A(F ) := N˜A(Fˆ
A), tA(F ) := tA(Fˆ
A), and so on, see Section 4.1.
10In other words, ψ(u)ψ(v) ∈ E(Gm) whenever uv ∈ E(F ), and ψ(u)ψ(v) ∈ O(Gm) whenever uv ∈ O(F ).
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that we expect that the densities of edges and open edges in Gm will be roughly 2t/
√
n and
e−4t
2
respectively, it follows that we might expect Gm to contain roughly
N˜A(F )(m) =
(
e−4t
2)o(F )( 2t√
n
)e(F )
nvA(F )
copies of F rooted at φ(A), where vA(F ) = |V (F )|− |A|, e(F ) = |E(F )| and o(F ) = |O(F )|.
Our next theorem shows that Nφ(F ) closely tracks the function N˜A(F ) for every graph
structure triple (F,A, φ), as long as φ is faithful, up to a certain time tA(F ) ∈ [0, t∗].
Before we define tA(F ), observe that if F has an induced
11 sub-structure A ( H ⊆ F with
N˜A(H) < 1, then we are unlikely to be able to track the number of copies of F , since it
might be zero, but if Nφ(H) happens to be non-zero then Nφ(F ) could be very large. This
simple observation motivates the following definition of the tracking time of the pair (F,A).
Definition 2.10. For each graph structure pair (F,A), define
t∗A(F ) = inf
{
t > 0 : N˜A(F )(m) 6 (2t)e(F )
}
∈ [0,∞] (9)
and
tA(F ) = min
{
min
{
t∗A(H) : A ( H ⊆ F
}
, t∗
}
.
We call tA(F ) the tracking time of the pair (F,A).
Note that we have t∗A(F ) = 0 if and only if e(F ) > 2vA(F ), and that if A = V (F ), then
tA(F ) = t
∗. Finally, define
c = c(F,A) := max
{
max
A(H⊆F
{
2o(H)
2vA(H)− e(H)
}
, 2
}
, (10)
for each graph structure pair (F,A) with tA(F ) > 0.
12 We claim that ect
2 6 n1/4 when
t = tA(F ). Indeed, since e
2t2 6 n1/4 for every t 6 t∗, if ect2 > n1/4 when t = tA(F ) then
there must exist A ( H ⊆ F such that e2o(H)t2 > n(2vA(H)−e(H))/4. But this implies that
tA(F ) 6 t∗A(H) < t, which contradicts our assumption that t = tA(F ).13
We can now state the ‘permissible graph structure theorem’.
Theorem 2.11. For every permissible graph structure F , and every independent set A ⊆
V (F ), there exists a constant γ(F,A) > 0 such that, with high probability,
Nφ(F )(m) ∈
(
1± ect2n−1/4(log n)γ(F,A)
)(
e−4t
2)o(F )( 2t√
n
)e(F )
nvA(F )
for every ω < t 6 tA(F ), and every faithful φ : A→ V (Gm).
11Since we will only be interested in induced sub-structures, we shall identify each sub-structure of F with
its vertex set. Thus we write A ( H ⊆ F to indicate that H is a sub-structure of F , and A ( V (H).
12For example, the first graph structure pair in Figure 2.2 has tracking time tA(F ) =
1
2
√
3
√
log n and
c(F,A) = 3, and the second has tracking time tA(F ) = 0.
13Moreover, if tA(F ) < t
∗ then in fact ect
2
= n1/4 when t = tA(F ). Indeed, let A ( H ⊆ F be such that
tA(F ) = t
∗
A(H), and observe that e
4t2o(H) = nvA(H)−e(H)/2 when t = tA(F ), and so ect
2 > n1/4, as required.
13
We emphasize that when t > tA(F ) then Nφ(F ) is no longer likely to be tracking (in fact,
it is quite likely to be zero). Nevertheless, in this case we shall still give an upper bound on
Nφ(F ) which is (probably) best possible up to a polylog factor, see Theorem 4.1. As noted
earlier, this latter bound will be a crucial tool in the proof of Theorem 2.11; more precisely,
we will use it to bound the maximum step-size in our super- and sub-martingales. We note
also that we shall need a separate argument, which is based on the proof in [10], to control
the variables Nφ(F ) in the range 0 < t 6 ω.
Finally, in order to give an upper bound on the number of edges in Gn,4, and to show
that it is a good Ramsey graph, we shall need to prove the following theorem.
Theorem 2.12.
∆
(
Gn,4
)
=
(
1√
2
+ o(1)
)√
n log n and α
(
Gn,4
)
6
(√
2 + o(1)
)√
n log n
with high probability as n→∞.
The basic idea of the proof of Theorem 2.12 is to sum over sets S (of the appropriate size)
the probability that S is the neighbourhood of a vertex in Gn,4 / an independent set in Gm∗ .
In order to bound this probability we shall need to track the number of open edges inside S,
which will be possible (via our usual martingale technique, see Section 3) only if there are
not too many vertices that send more than nδ (for some 0 < δ  ε) edges of Gm∗ into S.
The main challenge of the proof turns out to be dealing with the other case (S has a large
intersection with many neighbourhoods), see Section 7. We remark that, by comparison
with G(n,m), it seems very likely that our upper bound on α
(
Gn,4
)
is asymptotically tight;
however, we leave a proof of this statement as an open problem.
3. Martingale bounds: the Line of Peril and the Line of Death
In this section we introduce the method we shall use to bound the probability that we lose
control of a ‘self-correcting’ random variable. As in [10, 14], we shall use martingales, but
the technique here differs in some crucial respects. We remark that a similar method was
introduced recently by Bohman, Frieze and Lubetzky [12, 13].
Recall that a super-martingale with respect to a filtration (Fm)r+sm=r of σ-algebras, is a
sequence of random variables (M(m))r+sm=r such that the following hold for each m ∈ [r, r+s]:
M(m) is Fm-measurable, E
[|M(m)|] <∞, and E[M(m+ 1) | Fm] 6M(m).
Our main tool is the following martingale bound, which follows from a classical inequality of
Freedman [36] (alternatively, see [47, Theorem 3.15], or the Appendix [34]). We remark that,
for all of the super-martingales we shall use below, M(m) will depend only on the sequence
(G0, . . . , Gm), i.e., only on the process up to step m.
14
Lemma 3.1. Let (M(m))r+sm=r be a super-martingale with respect to a filtration (Fm)r+sm=r,
and suppose that
|M(m+ 1)−M(m)| 6 α and E[|M(m+ 1)−M(m)| ∣∣ Fm] 6 β (11)
for every r 6 m < r + s. Then, for every 0 6 x 6 βs,
P
(
M(r + s) > M(r) + x
)
6 exp
(
− x
2
4αβs
)
.
For some of the more straightforward martingale calculations (for example, when t 6 ω),
it will be more convenient to use instead Bohman’s method. We therefore state here, for
convenience and comparison, the martingale lemma used in [10].
Lemma 3.2. Let (M(m))r+sm=r be a super-martingale with respect to a filtration (Fm)r+sm=r,
and suppose that
−β 6M(m+ 1)−M(m) 6 α
for every r 6 m < r + s. Then, for every 0 6 x 6 min{α, β} · s,
P
(
M(r + s) > M(r) + x
)
6 exp
(
− x
2
4αβs
)
.
We remark that in both cases, a corresponding bound also holds for sub-martingales.
3.1. The Line of Peril and the Line of Death. Let A(m) be a ‘self-correcting’ (see
Definition 3.3, below) random variable which we wish to track, i.e., show that
A(m) ∈ (1± g(t))A˜(m)
for some functions A˜(m) and g(t), and for all m in a given14 interval [a, b]. Let us define the
normalized error to be
A∗(m) =
A(m)− A˜(m)
g(t)A˜(m)
.
In order to motivate the rather technical statement below (see Lemma 3.5), we shall begin
by outlining the basic idea behind the method, which is in fact rather simple.
The basic idea: Suppose that A∗ is a random walk on R, and we wish to bound the
probability that the event {|A∗(m)| > 1} ∩ K(m− 1)
holds for some m ∈ [a, b], where K(1) ⊇ . . . ⊇ K(m∗) is some sequence of ‘good’ events15.
When |A∗(m)| < 1/2 we need only that the maximum step-size is o(1). When |A∗(m)| > 1/2,
on the other hand, suppose that A∗ has a ‘self-correcting drift’ (in expectation) back towards
the line A∗(m) = 0. The idea is as follows: do nothing as long as |A∗(m)| < 1/2, and step
in only when we reach the danger zone. More precisely, we control the probability that A∗
‘crosses’ from |A∗(m)| = 1/2 (the ‘Line of Peril’) to |A∗(m)| = 1 (the ‘Line of Death’) in
a given interval, [r, r + s]. There are two cases to consider: either A∗ crosses this interval
quickly, which is unlikely even without the drift, or A∗ crosses slowly, which is unlikely since
14A typical case will be a = ω · n3/2 and b = tA(F ) · n3/2. We will need to assume that a > n3/2.
15For us, the event K(m) will essentially say that all of our variables are still tracking at step m.
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it has to constantly swim against the current. In both cases we apply Lemma 3.1 to a
suitable super-martingale, which gives bounds of the form n− logn for well-chosen g(t).
Before giving a more detailed description of our martingale method, we remark that, in
order to prove the various theorems stated in Section 2, we shall consider a polynomial
number of ‘bad’ events of the following form:
“Variable A∗ is the first of all the variables that we are tracking to cross its Line of
Death, it does so after r + s steps, and it last crossed its Line of Peril after r steps.”
Clearly, if some variable crosses its Line of Death, then an event of this type must occur.
Since we prove bounds of the form n− logn on the probability of each event, we will be able
to deduce, by the union bound, that with high probability none of the bad events occurs.
r r+s
LoD
LoP
LoP
LoD
0
Figure 3.1. The Lines of Peril and Death.
In order to make precise the general strategy outlined above for a variable A∗, we shall
(roughly speaking) do the following:
1. Choose a sequence of ‘good’ events K(1) ⊇ . . . ⊇ K(m∗).
2. Prove that if K(m) holds then
E
[
∆A∗(m)
] ∈ ct
n3/2
(
− A∗(m)± ε
)
, (12)
for some constant c > 0, and moreover
|∆A∗(m)| 6 α(t) and E[|∆A∗(m)|] 6 β(t).
3. Call the line |A∗(m)| = 1
2
the Line of Peril and |A∗(m)| = 1 the Line of Death.
4. For each pair (r, s) ∈ N2, consider the event LA(r, s) that |A∗(m)| crosses the Line
of Death for the first time in step r + s, and that it crossed the Line of Peril for the
last time (before step r + s) in step r + 1.
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5. Set s0 = min{s, n3/r}, let α and β denote the suprema of α(t) and β(t), respectively,
over the interval [r, r + s0], and check that βs0 > 1, and that
α · β · n3/2 6 1
(log n)3
.
6. Set M(r) = |A∗(r)| and, while K(m) holds and |A∗(m)| > 1/3, set
M(m) = |A∗(m)| + cr(m− r)
4n3
.
We will use (12) to show that (M(m))r+s0m=r is a super-martingale with respect to the
filtration (Fm)r+s0m=r , where Fm encodes all of the information obtained by observing
the process up to step m. We consider separately the cases s0 = s and s0 = n
3/r,
noting that s0 6 n3/2 if m > n3/2.
7. In the former case, we ignore the self-correction and, using Lemma 3.1, bound the
probability of LA(r, s) ∩ K(r + s) ∩ {s0 = s} by
P
(
M(s) >M(0) + 1
2
)
6 exp
(
− δ
αβn3/2
)
6 n− logn,
for some δ > 0. The final inequality holds by our bound on αβn3/2.
8. In the latter case, we use the self-correction of A∗(m) to bound the probability that
the martingale hasn’t re-crossed the Line of Peril after s0 steps. Indeed, it follows
from |A∗(r+s0)| > 1/2 > |A∗(r)| that M(s0) >M(0)+c/4, due to the ‘drift’ over the
interval [r, r + s0]. Thus, by Lemma 3.1 and as above, we can bound the probability
of the event LA(r, s) ∩ K(r + s0) ∩ {s0 6= s} by
P
(
M(s0) >M(0) +
c
4
)
6 exp
(
− δ
αβn3/2
)
6 n− logn,
for some δ = δ(c) > 0, as required.
We remark that, crucially, our functions α(t) and β(t) in each application will vary by only
a relatively small factor over the range m ∈ [r, r + s0]. Hence we shall not lose much in
applying Lemma 3.1 with α and β fixed, and equal to the maximum of α(t) and β(t) over
this interval.
3.2. A general lemma. In this subsection we shall prove the main technical lemma of this
section, which we will use several times in the proofs that follow. In order to state it, let us
first make precise what it means for a random variable to be self-correcting.
Definition 3.3 (Self-correcting). Let A(m) be a random variable, let g(t) and h(t) be
functions defined on (0, t∗), let K(1) ⊇ . . . ⊇ K(m∗) be a nested sequence of events, and let
n3/2 6 a 6 b 6 m∗. We say that the variable A is (g, h;K)-self-correcting on the interval
[a, b] relative to the function A˜(m) if the following holds for every a 6 m 6 b:
If K(m) holds, then the normalized error
A∗(m) =
A(m)− A˜(m)
g(t)A˜(m)
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satisfies the following inequalities:
A∗(m) > 1/3 ⇒ E[∆A∗(m)] 6 −h(t) and A∗(m) 6 −1/3 ⇒ E[∆A∗(m)] > h(t).
We remark that, in all of the applications below, A∗(m) will satisfy an inequality of the
form16
E
[
∆A∗(m)
] ∈ (c± d) · t
n3/2
(
− A∗(m)± ε
)
(13)
when K(m) holds, for some constants c > d > 0 with c − d > 2. (In fact, in most of our
applications d = 0.) It follows easily from (13) that A is (g, h;K)-self-correcting relative to
A˜(m) for some function h(t) = Θ
(
t · n−3/2).
Let us say that a function α(t) is λ-slow on [a, b] if it varies by at most a factor of λ across
any interval of the form [x, x+1/x] ⊂ [a, b]. Note in particular that any function of the form
tke`t
2
is λ-slow on [a, b] for some λ = λ(k, `) > 0 and any 1 6 a 6 b <∞.
We are almost ready to state our main martingale lemma; the following definition will
simplify the statement somewhat.
Definition 3.4. We say that a collection (λ, δ; g, h;α, β;K, I) is reasonable if
• λ > 1 and δ ∈ (0, 1/4) are constants, • g, h, α and β are functions defined on (0, t∗),
• I = [a, b] ⊆ [n3/2,m∗] is an interval, • K(1) ⊇ . . . ⊇ K(m∗) is a sequence of events,
and moreover they satisfy the following conditions:
(a) α and β are λ-slow on I.
(b) min
{
α(t), β(t), h(t)
}
> δt
n3/2
and α(t) 6 δ for every m ∈ [a, b].
We can now state the main technical lemma we will use to bound the probability that a
self-correcting random variable is the first to go off track.
Lemma 3.5. Let (λ, δ; g, h;α, β;K, I) be a reasonable collection, and let A be a random
variable that is (g, h;K)-self-correcting on I = [a, b] relative to the function A˜. Suppose that
|∆A∗(m)| 6 α(t) and E[|∆A∗(m)|] 6 β(t)
for every m ∈ [a, b] for which K(m) holds, and that |A∗(a)| < 1/2. Then
P
({|A∗(m)| > 1} ∩ K(m− 1) for some m ∈ [a, b]) 6 n4 exp(− δ′
n3/2
min
m∈[a,b]
{
1
α(t)β(t)
})
,
where δ′ = δ3/(4λ)2 > 0.
Proof. For each (r, s) ∈ N2, we define an event
LA+(r, s) =
{
A∗(r) < 1/2
} ∩ r+s−1⋂
m=r+1
{
1/2 6 A∗(m) 6 1
} ∩ {A∗(r + s) > 1},
and a similar event LA−(r, s) corresponding to crossing the interval [−1,−1/2]. If we have
|A∗(a)| < 1/2 and |A∗(m)| > 1 for some m ∈ [a, b], then the event LA+(r, s) ∪ LA−(r, s) must
16We write x ∈ (a± b)(c± d) to denote the fact that x = yz for some y ∈ a± b and z ∈ c± d.
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hold for some a 6 r < m and 1 6 s 6 m− r. By symmetry, it will therefore suffice to prove
the following claim.
Claim: P
(
LA+(r, s) ∩ K(r + s− 1)
)
6 exp
(
− δ
3
8λ2n3/2
max
m∈[r,r+s]
1
α(t)β(t)
)
for every r, s ∈ N.
Proof of claim. Set s0 = min{s, n3/r} and M(r) = A∗(r), and for each r 6 m < r + s0,
define
M(m+ 1) := M(m) + A∗(m+ 1)− A∗(m) + δr
n3
(14)
if K(m) holds and A∗(m) > 1/3, and M(m + 1) := M(m) otherwise. Note that M(m)
depends only on the process up to step m, and so is Fm-measurable, where Fm is the σ-
algebra of information obtained by observing the sequence (G0, . . . , Gm).
We claim that (M(m))r+sm=r is a super-martingale with respect to the filtration (Fm)r+sm=r.
Indeed, since the function A is (g, h;K)-self-correcting on [a, b] with respect to A˜, we have
E
[
M(m+ 1)−M(m) ∣∣ Fm] = E[∆A∗(m)]+ δr
n3
6 −h(t) + δt
n3/2
6 0
if K(m) holds and A∗(m) > 1/3, by (14) and Definition 3.3, and M(m+ 1) = M(m) if not.
In order to apply Lemma 3.1, we need to check that (11) holds for a suitable pair (α, β).
To do so, observe first that either M(m+ 1) = M(m), or K(m) holds and
|M(m+ 1)−M(m)| 6 |∆A∗(m)∣∣+ δr
n3
6 2 · α(t),
since |∆A∗(m)| 6 α(t) whenever K(m) holds, and α(t) > δt/n3/2 > δr/n3, since m > r.
Similarly, if K(m) holds then
E
[|M(m+ 1)−M(m)| ∣∣ Fm] 6 E[|∆A∗(m)∣∣]+ δr
n3
6 2 · β(t),
since E
[|∆A∗(m)∣∣] 6 β(t) whenever K(m) holds, and β(t) > δt/n3/2 > δr/n3, as before.
Thus it follows that (11) holds with
α = 2 · max
r6m<r+s0
α(t) and β =
1
s0
+ 2 · max
r6m<r+s0
β(t),
and moreover β · s0 > 1.
We claim next that if LA+(r, s) ∩ K(r + s− 1) holds, then M(r + s0) >M(r) + δ. Indeed,
the event K(r + s − 1) implies that K(m) holds for every r 6 m < r + s0 (since s0 6 s),
and also that A∗(r) > A∗(r+ 1)− δ. Combining this with the event LA+(r, s), it follows that
A∗(m) > 1/3 for every r 6 m < r + s0. Thus, if s0 = s 6 n3/r, then
M(r + s0) = A
∗(r + s) +
δrs
n3
> 1 > M(r) +
1
2
,
where the second and third follow from the event LA+(r, s). On the other hand, if s0 = n3/r 6
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s, then we similarly obtain
M(r + s0) = A
∗(r + s0) +
δrs0
n3
> 1
2
+ δ > M(r) + δ,
since LA+(r, s) implies that A∗(r + s0) > 1/2. Hence, by Lemma 3.1, it follows that
P
(
LA+(r, s) ∩ K(r + s− 1)
)
6 exp
(
− δ
2
4αβs0
)
. (15)
Finally, we claim that
αβs0 6
4λ2
δ
α(t)β(t)n3/2, (16)
for every r 6 m < r + s0. To see this, recall first that α(t) and β(t) are λ-slow on [a, b]
and s0 6 n3/r, so each varies by at most a factor of λ in the range r 6 m < r + s0. Now,
if βs0 > 2, then αβ 6 8λ2α(t)β(t), and so in this case (16) follows, since s0 6 n3/2 and
δ 6 1/4. On the other hand, if βs0 6 2, then αβs0 6 4λα(t), and so (16) again follows,
since β(t) > δt/n3/2 and λ, t > 1. Combining (15) and (16), the claim follows. 
It follows immediately from the claim that
P
( b⋃
m=a
(|A∗(m)| > 1) ∩ K(m− 1)) 6 ∑
r,s
P
(
LA(r, s) ∩ K(r + s− 1)
)
6 n4 exp
(
− δ
′
n3/2
min
m∈[a,b]
{
1
α(t)β(t)
})
,
where δ′ = δ3/(4λ)2, as required. 
3.3. The events X (m), Y(m), Z(m) and Q(m). To finish this section, we shall motivate
the martingale technique introduced above by using it to track the variables Xe. This is a
particularly simple special case of the argument used in Section 4, and should help prepare the
reader for the more involved application performed there, where we use it to control Nφ(F ).
In order to track the variables Xe, we shall need to introduce some more notation, which
will be used in a similar way throughout the paper. Set
fy(t) = e
Ct2n−1/4(log n)5/2 (17)
and fx(t) = e
−4t2fy(t), where C = C(ε) > 0 is the large constant chosen above. Recall that
gy(t) = e
2t2n−1/4(log n)4, and set gx(t) = Cgy(t). The following simple definitions will play
a crucial role in the proof of Theorems 1.1 and 1.2.
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Definition 3.6. For each 0 6 m′ 6 m∗, we define events X (m′), Y(m′) andQ(m′) as follows:
(a) X (m′) denotes the event that
Xe(m) ∈ X˜(m)± fx(t)X˜(n3/2)
for every open edge e ∈ O(Gm), and every m 6 min
{
ω · n3/2,m′}, and
Xe(m) ∈
(
1± gx(t)
)
X˜(m)
for every open edge e ∈ O(Gm), and every ω · n3/2 < m 6 m′.
(b) Y(m′) denotes the event that
Ye(m) ∈ Y˜ (m)± fy(t)Y˜ (n3/2)
for every open edge e ∈ O(Gm), and every m 6 min
{
ω · n3/2,m′}, and
Ye(m) ∈
(
1± gy(t)
)
Y˜ (m)
for every open edge e ∈ O(Gm), and every ω · n3/2 < m 6 m′.
(c) Q(m′) denotes the event that
Q(m) ∈ Q˜(m)± ε · fy(t)Q˜(n3/2)
for every m 6 min
{
ω · n3/2,m′}, and
X(m)
X˜(m)
∈ 1± gq(t), Y (m)
Y˜ (m)
∈ 1± gq(t) and Q(m)
Q˜(m)
∈ 1± gq(t)
for every ω · n3/2 < m 6 m′.
Similarly, we shall later define E(m′) to be the event that the conclusion of Theorem 4.1,
below, holds for all m 6 m′ (for the precise definition, see Section 4). In this section, we
shall only need the following two special cases of that event:
1. With a slight abuse of notation, if f = {u, v} ∈ E(Kn), then let us write Yˆf (m) for
the number of vertices w ∈ V (Gm) such that {u,w} ∈ O(Gm) and {v, w} ∈ E(Gm),
or vice-versa, even if f 6∈ O(Gm). The event E(m′) implies that, for every f ∈ E(Kn),
Yˆf (m) 6
(
1 + ε
)
Y˜ (m)
if ω · n3/2 < m 6 m′, and moreover that Yˆf (m) 6
√
n if m 6 min{ω · n3/2,m′}.
2. Let (W,A) denote the graph structure pair with v(W ) = 4, vA(W ) = 1, e(W ) = 1
and o(W ) = 2. The event E(m′) implies that
Nφ(W )(m) 6 max
{
4te−8t
2√
n, (log n)ω
}
for every ω · n3/2 < m 6 m′ and every faithful map φ : A→ V (Gm).
Finally, given e = {u, v} ∈ E(Kn), set
Ze(m) =
∣∣NGm(u) ∩NGm(v)∣∣,
and let Z(m′) denote the event that Ze(m) 6 (log n)2 for every e ∈ E(Kn) and every m 6 m′.
We shall use the following bound frequently throughout the proof of Theorem 1.1.
21
Proposition 3.7. Let m ∈ [m∗]. With probability at least 1 − n−C logn, either the event(E(m− 1) ∩Q(m− 1))c holds, or
Ze(m) 6 (log n)2
for every e ∈ E(Kn). In other words,
P
(
E(m− 1) ∩ Z(m)c ∩Q(m− 1)
)
6 n−C logn.
We would like to emphasize the appearance of the event E(m) in the statement above,
and the absence of Y(m). This is because the event Y(m) only gives us a bound on Ye(m)
for open edges e ∈ O(Gm), whereas we shall require a bound on the number of (edge, open
edge) pairs which form a triangle with e for both open and non-open pairs in
(
[n]
2
) \E(Gm).
As noted above, the event E(m) gives us such a bound on Yˆe(m) of the form
(
1 + ε
)
Y˜ (m)
(see Section 4 for the details). Although the error term in this bound is larger than that in
Theorem 2.5, it easily suffices for our current purposes.
Proof of Proposition 3.7. We imitate the proof of the corresponding statement from [10]. Let
m′ ∈ [m∗], and let e = {u, v} ∈ E(Kn). As noted above, if the event E(m′) holds, then
Yˆe(m) 6
(
1 + ε
)
4te−4t
2√
n (18)
for every ω · n3/2 < m 6 m′, and Yˆe(m) 6
√
n for every m 6 min{ω · n3/2,m′}. Now, note
that 0 6 ∆Ze(m) 6 1 (deterministically), and that, if E(m) ∩Q(m) holds, then
P
(
Ze(m+ 1) > Ze(m)
)
=
Yˆe(m)
Q(m)
<
log n
n3/2
,
where the second inequality follows from (18) and the event Q(m). It follows that
P
(
E(m′ − 1) ∩ Z(m′)c ∩Q(m′ − 1)
)
6
(
n
2
)(
m∗
(log n)2
)(
log n
n3/2
)(logn)2
6 e−C(logn)2
for every m′ 6 m∗, as required. 
3.4. Tracking Xe. As a concrete example to aid the reader’s understanding, we shall now
show how to track the variables Xe; in order to avoid unnecessary distractions, we postpone
a couple of the (straightforward, but somewhat technical) calculations to the Appendix [34].
Set a = ω · n3/2 and define, for each a 6 m 6 m∗,
KX (m) = E(m) ∩ X (a) ∩ Y(m) ∩Q(m).
We shall prove the following bounds on Xe(m), which are slightly stronger than those given
by Theorem 2.11. We shall need exactly this strengthening in Section 5.
Proposition 3.8. Let ω · n3/2 < m 6 m∗. With probability at least 1 − n−C logn either
KX (m− 1)c holds, or
Xe(m) ∈
(
1± Ce2t2n−1/4(log n)4
)
· 2e−8t2n = (1± gx(t))X˜(m) (19)
for every open edge e ∈ O(Gm).
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The first step in tracking a variable will always be as follows: we define the normalized
error, in this case
X∗e (m) =
Xe(m)− X˜(m)
gx(t)X˜(m)
,
and show that, while everything is still tracking, it is self-correcting. More precisely, we
prove the following lemma.
Lemma 3.9. Let ω · n3/2 < m 6 m∗. If E(m) ∩ X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆X∗e (m)
] ∈ 4t
n3/2
(
−X∗e (m)± ε
)
for every e ∈ O(Gm).
Observe (or see the Appendix) that the evolution of the variable Xe is controlled by the
following equation:
E
[
∆Xe(m)
]
= − 2
Q(m)
∑
f∈Xe(m)
(
Yf (m) + 1
)
. (20)
Lemma 3.9 follows from (20) via a straightforward, but somewhat technical calculation, and
also follows from the proof of (the much more general) Lemma 4.19, which will be given in
the next section; however, for completeness we provide a proof in the Appendix. The key
idea is that, since gx(t) = C · gy(t) and C = C(ε) is large, the error in our knowledge of the
variables Yf is small compared with the error we allow in Xe.
Our next lemma bounds |∆Xe(m)|. Although simple, our application of it in the martin-
gale bound illustrates one of the key ideas in the proof of Theorem 2.11.
Lemma 3.10. Let ω · n3/2 < m 6 m∗. If E(m) holds, then
|∆Xe(m)| 6 2 ·max
{
4te−8t
2√
n, (log n)ω
}
for every e ∈ O(Gm).
Proof. The key observation is that, if edge f is chosen in step m + 1 of the triangle-free
process, then |∆Xe(m)| = Xe(m)−Xe(m+ 1) is bounded by one of the variables controlled
by the event E(m). More precisely, note that if an open triangle T containing e is destroyed
by f , then f must close one of the open edges of T . If more than one such open triangle is
destroyed, then we must have |e ∩ f | = 1, in which case the number of open triangles which
are destroyed is exactly Nφ(W )(m), where Im(φ) = e ∪ f . As noted above, the event E(m)
implies that
|Nφ(W )(m)| 6 max
{
4te−8t
2√
n, (log n)ω
}
for every faithful φ, as required. 
Finally, using the two lemmas above, we can easily bound |∆X∗e (m)| and E
[|∆X∗e (m)|],
see the Appendix for the (somewhat tedious) details.
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Lemma 3.11. Let ω · n3/2 < m 6 m∗. If E(m) ∩ X (m) ∩ Y(m) ∩Q(m) holds, then
|∆X∗e (m)| 6
C
gx(t)
· e
8t2
n
max
{
te−8t
2√
n, (log n)ω
}
and E
[|∆X∗e (m)|] 6 Cgx(t) · log nn3/2
for every e ∈ O(Gm).
We are now ready to prove Proposition 3.8.
Proof of Proposition 3.8. We begin by choosing a family of parameters as in Definition 3.4.
Set K(m) = KX (m) ∩ X (m) and I = [a, b] = [ω · n3/2,m∗], and let
α(t) =
C
gx(t)
· e
8t2
n
max
{
te−8t
2√
n, (log n)ω
}
and β(t) =
C
gx(t)
· log n
n3/2
.
Moreover, set λ = C, δ = ε and h(t) = t · n−3/2. We claim that (λ, δ; gx, h;α, β;K) is a
reasonable collection, and that Xe satisfies the conditions of Lemma 3.5 if e ∈ O(Gm).
To prove the first statement, we need to show that α and β are λ-slow on [a, b], and that
min
{
α(t), β(t), h(t)
}
> εt
n3/2
and α(t) 6 ε for every ω < t 6 t∗, each of which is easy to check.17 To prove the second, we
need to show that Xe is (gx, h;K)-self-correcting, which follows from Lemma 3.9, and that,
for every ω · n3/2 < m 6 m∗, if K(m) holds then
|∆X∗e (m)| 6 α(t) and E
[|∆X∗e (m)|] 6 β(t),
which follows from Lemma 3.11. Note also that the bound |X∗e (a)| < 1/2 follows from the
event X (a), since fx(ω)X˜(n3/2) gx(ω)X˜(a) if ω(n)→∞ sufficiently slowly.
Finally, observe that
α(t)β(t)n3/2 6 e
4t2
√
n · (log n)7 ·max
{
te−8t
2√
n, (log n)ω
}
6 1
(log n)3
for every ω < t 6 t∗, since e4t2 6 n1/2−ε. By Lemma 3.5, and summing over edges e ∈ E(Kn)
the probability that e ∈ O(Gm) and X∗e (m) > 1, it follows that
P
(
X (m)c ∩ K(m− 1) for some m ∈ [a, b]
)
6 n6 exp
(
− δ′(log n)3
)
6 n−C logn,
as required. 
17To spell out the details, recall that gx(t) = Ce
2t2n−1/4(log n)4, so both α and β are (piecewise) of the
form ctke`t
2
. The lower bound on min{α(t), β(t), h(t)} holds since gx(t) 6 1 for all t 6 t∗, and the upper
bound on α(t) holds since (gx(t)
√
n)−1 6 n−1/4, and e8t2(gx(t)n)−1 6 e6t
2
n−3/4 6 n−ε for all t 6 t∗.
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4. Tracking Everything Else
In this section we shall generalize the method introduced in Section 3 in order to prove
Theorem 2.11 under the assumption that the variables Ye, Ze and Q are tracking. In other
words, as long as the events Y(m), Z(m) and Q(m) all hold, we shall give close to best
possible bounds on the number of copies of an arbitrary graph structure F in Gm.
We begin by recalling that a graph structure triple (F,A, φ) consists of a permissible graph
structure F , an independent set A ⊆ V (F ), and an injective map φ : A → V (Gm). Recall
that, given such a triple, we set
N˜A(F )(m) =
(
e−4t
2)o(F )( 2t√
n
)e(F )
nvA(F ), (21)
and observe that this is roughly the expected number of (labelled) copies of F rooted at
φ(A) in the Erdo˝s-Re´nyi random graph G(n,m). Recall that t∗ =
(
1
2
√
2
− ε)√log n, and that
the tracking time of the pair (F,A) is defined to be
tA(F ) = min
{
min
{
t∗A(H) : A ( H ⊆ F
}
, t∗
}
,
where t∗A(H) is defined so that N˜A(H)(m) = (2t)
e(H) at t = t∗A(H). We shall track Nφ(F )
up to time tA(F ), or until φ is no longer faithful, for every graph structure triple (F,A, φ).
In other words, we shall control the number of (rooted) copies of every permissible graph
structure, for every root φ(A), and for (essentially) as long as it is possible to do so.
Recall that if φ is faithful, then
Nφ(F )(m) =
∣∣∣{ψ : V (F )→ V (Gm) : ψ is an injective homomorphism and ψ|A = φ}∣∣∣
denotes the number of labelled copies of the graph structure F in Gm which agree with
φ on A, and that Nφ(F )(m) = Nφ(F )(m − 1) otherwise; as noted in Section 2, we shall
often suppress the dependence of Nφ(F ) on m. We shall also occasionally write Nφ(F ) for
the collection of copies as above, and trust that this will not cause confusion. Recall that
C = C(ε) > 0, chosen earlier, is a sufficiently large constant. Now define
∆(F,A) =
(
C3vA(F )
2 + 2e(F ) + o(F )
)C
(22)
and, for each A ⊆ H ⊆ F , set
∆(F,H,A) = ∆(F,H) + ∆(H,A) and γ(F,A) = ∆(F,A)− e(F )− 2. (23)
We remark that the choice of these parameters is quite delicate, and that they will play
an important role in the proofs of Lemmas 4.19, 4.27 and 4.53, below, which (respectively)
imply that Nφ(F ) is self-correcting, and control its single-step changes. Define
fF,A(t) = e
C(o(F )+1)(t2+1)n−1/4(log n)∆(F,A)−
√
∆(F,A), (24)
and if tA(F ) > 0, then set
gF,A(t) = e
ct2n−1/4(log n)γ(F,A), (25)
where c = c(F,A) is chosen (as defined in (10)) so that ect
2
= n1/4 when t = tA(F ) if
tA(F ) < t
∗, and so that c(F,A) > 2. We shall bound Nφ(F ) up to a multiplicative factor
25
of
(
1 ± gF,A(t)
)
if ω < t 6 tA(F ), and up to an additive factor of fF,A(t)N˜A(F )(n3/2) if
t 6 ω < tA(F ). Finally, set
KE(m) = Y(m) ∩ Z(m) ∩Q(m) (26)
for each m 6 m∗. As noted earlier, we assume throughout that n ∈ N is sufficiently large.
The following theorem is the main result of this section. It says that we can track all
graph structures up to their tracking time, and that after this time we can bound them up
to a poly-log factor.
Theorem 4.1. Let (F,A) be a graph structure pair with no isolated vertices18, and let m ∈
[m∗]. Then, with probability at least 1 − n−2 logn, either the event KE(m − 1)c holds, or the
following holds for every faithful injection φ : A→ V (Gm):
(a) If 0 < t 6 ω < tA(F ), then
Nφ(F )(m) ∈ N˜A(F )(m)± fF,A(t)N˜A(F )(n3/2).
(b) If ω < t 6 tA(F ), then
Nφ(F )(m) ∈
(
1± gF,A(t)
)
N˜A(F )(m).
(c) If t > tA(F ), then
Nφ(F )(m) 6 (log n)∆(F,H,A)N˜H(F )(m+),
where A ( H ⊆ F is minimal such that t < tH(F ), and m+ = max{m,n3/2}.
We emphasize that the theorem holds for all structures F , not just for those of bounded
size. However, the statement becomes trivial if F has more than about (log n)1/C vertices
(outside A), edges, or open edges, since then both (log n)γ(F,A) and (log n)∆(F,H,A) become
larger19 than the total possible number of labelled copies of F in Gm. We shall therefore
assume throughout this section that vA(F ) + e(F ) + o(F ) 6 (log n)1/5. In particular, this
implies that either tA(F ) > ω or tA(F ) = 0, see Observation 4.17 below.
Using the assumption that F has no isolated vertices, it follows that |A| 6 (log n)1/5.
This assumption will be useful later on, since it will allow us to bound the number of graph
structure triples (F,A, φ) in our applications of the union bound. However, this is the only
point at which we will need to assume that F does not have isolated vertices; indeed, it is
easy to deduce a bound for general F , since the isolated vertices in A impose no restrictions
(except that their vertices cannot be reused), and because we may embed the remaining
isolated vertices arbitrarily. If v(F ) is small, then we have about n choices for each.
18The condition that F has no isolated vertices is necessary in order to disallow the possibility that A is
extremely large, in which case Nφ(F ) 6 (n− |A|)vA(F ), and so the conclusion of the theorem does not hold.
However, one can easily deduce bounds for an arbitrary triple (F,A, φ), see the discussion after the theorem.
19More precisely, if (log n)γ(F,A) > nvA(F )+e(F )+1 then fF,A(t)N˜A(F )(n3/2) nvA(F ) for every t 6 ω, and
also gF,A(t)N˜A(F )(m) nvA(F ) for every ω < t 6 tA(F ), since N˜A(F )(m) > 1 for every such t.
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In what follows, we’ll need to assume frequently that the conclusion of the theorem holds
at all earlier times, so for each 0 6 m′ 6 m∗, define an event E(m′) as follows.
Definition 4.2. E(m′) is the event that parts (a), (b) and (c) of Theorem 4.1 all hold for:
(i) every graph structure triple (F,A, φ) with no isolated vertices, and
(ii) every m 6 m′ such that the map φ is faithful at time t.
Thus, we are required to prove that
P
(
E(m)c ∩ Y(m− 1) ∩ Z(m− 1) ∩Q(m− 1)
)
6 n−2 logn
for every m 6 m∗.
Remark 4.3. In fact, the event E(m) implies that Nφ(F )(m) satisfies the conclusion of
Theorem 4.1 (i.e., either (a), (b) or (c)) for every graph structure pair with v(F ) = no(1),
every m ∈ [m∗] and every faithful injection φ : A→ V (Gm), see the Appendix [34].
The proof of Theorem 4.1 is roughly as follows. Proving that part (a) is not the first to
go wrong is the most straightforward, and follows by Bohman’s method from [10], suitably
generalized (see Section 4.6). For part (b), we shall count the expected number of copies
of F which are created or destroyed in a single step of the process, and deduce that Nφ(F )
exhibits a certain self-correction, of the type considered in Section 3. We also analyse the
maximum possible number of copies of F rooted at φ(A) which can be created or destroyed
in a single step. Together with the method outlined in Section 3, this will be enough to
deduce that part (b) of the theorem does not go wrong before part (c).
In order to prove part (c), we break up the structure F into its building sequence
A ⊆ H0 ( · · · ( H` = F,
which has the property that the graph structure pair (Hi+1, Hi) is balanced
20 for every
0 6 i < `, see Section 4.1. Since ∆(F,H,A) is super-additive with respect to this sequence,
this will allow us (see Section 4.7) to restrict our attention to balanced pairs (F,A). The
bound in (c) at time t = tA(F ) follows for such structures by part (b); in order to prove it
for larger values of t we apply a slight variation of our martingale method.21
Finally, we note that the proof of Theorem 4.1 is extremely long and technical. We
encourage those readers who wish to avoid getting bogged down in such technical detail
to skip forward to Section 5, and reassure them that the remaining sections are essentially
independent of this one. The one crucial thing that they will need in order to follow the
proofs in Sections 5 and 7 is the definition of the event E(m).
20For graph structure pairs (F,A) with tA(F ) > 0, we shall say that the pair (F,A) is balanced if and only
if t∗A(H) > t∗A(F ) > 0 for every A ( H ⊆ F . If tA(F ) = 0 then the definition is slightly more complicated,
see Section 4.1.
21In fact, in Section 4.4 we shall prove a slight strengthening of this bound for balanced pairs (F,A). We
shall need this strengthening in order to bound |∆Nφ(F )(m)| when t 6 tA(F ), see Section 4.5.
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4.1. Building sequences. We begin the proof by introducing our key tool for controlling
unbalanced graph structures. The following crucial definition allows us to break the process
into a sequence of balanced steps, each of which we can control more easily.
Definition 4.4 (Building sequences). A building sequence of a pair (F,A), where F is a
graph structure and A ⊆ V (F ) is an arbitrary subset22 of the vertices of F , is a collection
A ⊆ H0 ( · · · ( H` = F
of induced graph sub-structures of F such that the following conditions hold:
• H0 is maximal over structures with t∗A(H0) = 0 and N˜A(H0) at t = 1/2 minimal.
• Hj+1 is maximal over structures Hj ( H ⊆ F with t∗Hj(Hj+1) minimal.
Given such a sequence, we define t0 = 0 and tj = t
∗
Hj−1(Hj) for each j ∈ [`].
We begin by stating the various properties of building sequences which we shall prove in
this subsection; we assume throughout that vA(F ) + e(F ) + o(F ) 6 (log n)1/5. Our first
lemma shows that building sequences exist, and are unique.
Lemma 4.5. Every graph structure pair (F,A) has a unique building sequence.
The times tj are not only well-defined, they are increasing. This fact will also follow from
the proof of Lemma 4.5.
Lemma 4.6. For every graph structure pair (F,A), we have 0 = t0 < t1 < · · · < t` 6∞.
Lemmas 4.5 and 4.6 allow us to describe the graph structure in part (c) of Theorem 4.1.
Lemma 4.7. Let 0 < t < t∗, and let 0 6 j 6 ` be such that tj 6 t < tj+1, where t`+1 :=∞.
Then Hj is the minimal A ⊆ H ⊆ F such that t < tH(F ).
The next lemma gives an alternative, and perhaps more intuitive characterization of the
time t`. We remark that if t < t` then the conclusion of the lemma does not hold.
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Lemma 4.8. Let (F,A) be a graph structure pair with building sequence A ⊆ H0 ( · · · (
H` = F . If t > t`, then
N˜H(F )(m) 6 (2t)e(F )−e(H)
for every A ⊆ H ⊆ F .
We now make an important definition, already mentioned above.
Definition 4.9 (Balanced graph structure pairs). A graph structure pair (F,A) is said to
be balanced if the building sequence of (F,A) is either
A ⊆ H0 = F or A = H0 ( H1 = F.
Thus (F,A) is balanced if and only if one of the following holds:
(a) t∗A(H) > t∗A(F ) for every A ( H ⊆ F , and tA(F ) > 0.
22Note that the edges and open edges of F [A] do not affect the definition, so the reader can think of A as
being an independent set, as usual.
23To see this, simply set H = H`−1. Note also that Lemma 4.8 implies the case j = ` of Lemma 4.7.
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(b) e(H)− 2vA(H) 6 e(F )− 2vA(F ) for every A ⊆ H ⊆ F , and tA(F ) = 0.
It follows from Lemma 4.6 that each pair (Hi+1, Hi) in the building sequence of each
(F,A) is balanced. Indeed, we have t∗Hi(H) > t∗Hi(Hi+1) > 0 for every Hi ( H ⊆ F , by
Definition 4.4 and Lemma 4.6. The pair (H0, A) is also balanced; this follows directly from
the definitions. We record this important property in the following lemma.
Lemma 4.10. Let (F,A) be a graph structure pair with building sequence A ⊆ H0 ( · · · (
H` = F . Then the pairs (H0, A) and (Hi, Hi−1) for each 1 6 i 6 ` are all balanced.
We shall use Lemma 4.10 in conjunction with the following lemma to deduce bounds on
Nφ(F ) for unbalanced pairs (F,A) from bounds for balanced pairs.
Lemma 4.11. Let (F,A, φ) be a graph structure triple with building sequence A ⊆ H0 (
· · · ( H` = F , and suppose that φ is faithful at time t. Then, for each A ⊆ H ⊆ F ,
Nφ(F )(m) 6 Nφ(H)(m) · max
φ′:H→V (Gm)
Nφ′(F )(m),
and hence, for each 0 6 j 6 `,
Nφ(F )(m) 6 Nφ(H0)(m) ·
( j−1∏
i=0
max
φi:Hi→V (Gm)
Nφi(Hi+1)(m)
)
· max
φj :Hj→V (Gm)
Nφj(F )(m),
where for each 0 6 i 6 j the maximum is taken over injective maps φi : V (Hi) → V (Gm)
which are faithful at time t.
For example, we can use this idea to improve (under certain circumstances) our upper
bound on Nφ(F ) for unbalanced pairs (F,A). We will use the following lemma in Section 4.5,
below, to bound the maximum possible size of |∆Nφ(F )(m)|.
Lemma 4.12. Let (F,A, φ) be an unbalanced graph structure triple with building sequence
A ⊆ H0 ( · · · ( H` = F , and suppose that t > t`, and that φ is faithful at time t. If E(m)
holds, then
Nφ(F )(m) 6 (log n)∆(F,H`−1,A).
Having stated the main results of this subsection, let us now turn to the proofs. We
begin with a few straightforward observations, which we shall use on numerous occasions
throughout the section. Recall that we write FˆA for the graph structure obtained by removing
the edges and open edges from F [A], and that we define N˜A(F ) := N˜A(Fˆ
A).
Observation 4.13. For every graph structure pair (F,A) and every A ⊆ H ⊆ F ,
N˜A(H) · N˜H(F ) = N˜A(F ).
Proof. This follows easily from the definition of N˜A(F ). Indeed, simply note that vA(F ) =
vA(H) + vH(F ), e(Fˆ
H) = e(F )− e(H) and o(FˆH) = o(F )− o(H), and use (21). 
Given a graph structure pair (F,A), and two substructures A ⊆ H ⊆ F and A ⊆ H ′ ⊆ F ,
we shall write H∪H ′ and H∩H ′ to denote the substructures of F induced by V (H)∪V (H ′)
and V (H) ∩ V (H ′), respectively.
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Observation 4.14. For any A ⊆ H ⊆ F and A ⊆ H ′ ⊆ F ,
N˜A(H ∪H ′) · N˜A(H ∩H ′) 6 N˜A(H) · N˜A(H ′).
Proof. This also follows easily from the definition. Indeed, simply note that
vA(H ∪H ′) + vA(H ∩H ′) = vA(H) + vA(H ′),
e(H ∪H ′) + e(H ∩H ′) > e(H) + e(H ′) and o(H ∪H ′) + o(H ∩H ′) > o(H) + o(H ′). 
Note that we do not necessarily have equality in the observation above, since there may be
edges of F between V (H) and V (H ′) which are not in either H or H ′. The next observation
follows easily from the previous two.
Observation 4.15. For any A ⊆ H ⊆ F and A ⊆ H ′ ⊆ F , we have
N˜H(H ∪H ′) 6 N˜H∩H′(H ′) and t∗H(H ∪H ′) 6 t∗H∩H′(H ′). (27)
Proof. By Observation 4.13, we have N˜A(H ∪ H ′) = N˜A(H) · N˜H(H ∪ H ′) and N˜A(H ′) =
N˜A(H ∩ H ′) · N˜H∩H′(H ′). By Observation 4.14, it follows that N˜H(H ∪ H ′) 6 N˜H∩H′(H ′)
for every m ∈ [m∗], and hence t∗H(H ∪H ′) 6 t∗H∩H′(H ′) by Definition 2.10. 
Our next observation is slightly more technical. It is also the point at which we use our
assumption that vA(F ) + e(F ) + o(F ) 6 (log n)1/5.
Observation 4.16. Let (F,A) be a graph structure pair, and let A ⊆ H1 ⊆ H2 ⊆ F and
A ⊆ H3 ⊆ H4 ⊆ F . If 0 6 t∗H1(H2) < t∗H3(H4) <∞, then
t∗H3(H4)
2 − t∗H1(H2)2 
√
log n  e(F ) log log n.
Proof. This follows easily from the definition of t∗A(F ). Indeed, it follows from (9) that if
0 < t∗A(F ) <∞, then
t∗A(F ) =
(
2vA(F )− e(F )
8o(F )
)1/2√
log n, (28)
and so if 0 6 t∗H1(H2) < t∗H3(H4) <∞, then
t∗H3(H4)
2 − t∗H1(H2)2 >
log n
64 · o(F )2 
√
log n  e(F ) log log n,
where the final two inequalities follow since e(F ) + o(F ) 6 (log n)1/5. 
Finally, let us note an easy consequence of the previous observation, which was already
made earlier in the text.
Observation 4.17. Let (F,A) be a graph structure pair. If tA(F ) > 0, then
tA(F ) (log n)1/4 > ω.
Moreover, o(F )/vA(F ) 6 c(F,A) 6 2o(F ) + 2.
Proof. Simply apply Observation 4.16 with H1 = H2 = H3 = A and A ( H4 ⊆ F arbitrary.
Since t∗A(A) = 0, it follows that t
∗
A(H4)  (log n)1/4 for every A ( H4 ⊆ F , and hence
tA(F )  (log n)1/4, as required. The bounds on c(F,A) follow immediately from (10),
noting that 2vA(H) > e(H) for every A ( H ⊆ F , since tA(F ) > 0. 
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We are now ready to prove Lemmas 4.5 and 4.6.
Proof of Lemmas 4.5 and 4.6. We begin by showing that the graph structure H0 is well-
defined, and that t1 > tH0(F ) > 0. Set
H0 =
{
A ⊆ H ⊆ F : N˜A(H) at t = 1/2 is minimal
}
.
We claim that the collection H0 is union-closed,24 and hence that H0 =
⋃
H∈H0 H. Indeed,
let H,H ′ ∈ H0, and recall that
N˜A(H ∪H ′) · N˜A(H ∩H ′) 6 N˜A(H) · N˜A(H ′) (29)
by Observation 4.14. Moreover, by the minimality of N˜A(H) = N˜A(H
′), we have
N˜A(H ∪H ′) > N˜A(H) and N˜A(H ∩H ′) > N˜A(H ′)
at time t = 1/2. It follows that the four terms in (29) are all equal at t = 1/2. In particular,
we have N˜A(H ∪H ′) = N˜A(H), and hence H ∪H ′ ∈ H0, as claimed.
Now, suppose that t∗H0(H) = 0 for some H0 ( H ⊆ F . Then e(H) − e(H0) > 2vH0(H),
and so N˜H0(H) 6 1 at time t = 1/2. By Observation 4.13 it follows that
N˜A(H) = N˜A(H0) · N˜H0(H) 6 N˜A(H0)
at t = 1/2, which contradicts the maximality of H0. Thus tH0(F ) > 0 as claimed.
Now suppose that we have already constructed A ⊆ H0 ( · · · ( Hi 6= F in a unique way;
we claim that there exists a unique Hi ( Hi+1 ⊆ F which is maximal over structures with
t∗Hi(Hi+1) minimal, and that ti+1 > tHi(F ) > ti. The argument is almost the same as that
above. Indeed, setting
Hi+1 =
{
Hi ( H ⊆ F : t∗Hi(H) is minimal
}
,
we make the following claim.
Claim: Hi+1 is union-closed and ti+1 > ti.
Proof of claim. We first show that tHi(F ) > ti, i.e., that t
∗
Hi
(H) > ti for each Hi ( H ⊆ F .
When i = 0 this was proved above, so let i > 1 and suppose that t∗Hi(H) 6 ti for some
Hi ( H ⊆ F . Then, at t = ti, we have
N˜Hi−1(H) = N˜Hi−1(Hi) · N˜Hi(H) 6 (2t)e(H)−e(Hi−1),
and so t∗Hi−1(H) 6 ti, which contradicts the maximality of Hi. Hence tHi(F ) > ti, as claimed.
Next, let H,H ′ ∈ Hi+1, and note that we have N˜Hi(H ∩H ′) > 1 at t = ti+1, since either
H ∩H ′ = Hi, or t∗Hi(H ∩H ′) > ti+1 > ω, by Observation 4.17. It follows that
N˜Hi(H ∪H ′) 6 N˜Hi(H ∪H ′) · N˜Hi(H ∩H ′) 6 N˜Hi(H) · N˜Hi(H ′) 6 (2t)e(H)+e(H
′)−2e(Hi)
at time t = ti+1, by Observation 4.14 and since t
∗
Hi
(H) = t∗Hi(H
′) = ti+1. If e(H ∪ H ′) =
e(H)+e(H ′)−e(Hi), then it follows that t∗Hi(H ∪H ′) 6 ti+1, and hence that H ∪H ′ ∈ Hi+1,
as required. On the other hand, if e(H ∪ H ′) > e(H) + e(H ′) − e(Hi) then we gain a
24Note that if tA(F ) > 0 then H0 = {A}, and so the claim holds trivially.
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factor of
√
n/2t in our application of Observation 4.14. Since
√
n (2t)2e(F ), it follows that
t∗Hi(H ∪H ′) 6 ti+1 in this case also, as claimed. 
The claim implies that Hi+1 =
⋃
H∈Hi+1 H, which completes the proof of the lemma. 
We next prove Lemmas 4.7 and 4.8. Both are easy consequences of the following lemma.
Lemma 4.18. Let (F,A) be a graph structure pair, and let A ⊆ H ( F . If 0 6 j 6 ` is
minimal such that Hj 6⊆ H, then
tH(F ) 6 t∗H(H ∪Hj) 6 tj.
Proof. We shall in fact prove that
tH(F ) 6 t∗H(H ∪Hj) 6 t∗H∩Hj(Hj) 6 tj. (30)
The first inequality follows by the definition of tH(F ), and the second follows by Observa-
tion 4.15. In order to prove the third, note that Hj−1 ⊆ H ∩Hj, and that therefore
N˜Hj−1(Hj) = N˜Hj−1(H ∩Hj) · N˜H∩Hj(Hj) (31)
by Observation 4.13, where we set H−1 = A. Now, if j = 0 then, by the definition of H0, we
have N˜A(H ∩H0) > N˜A(H0) at time t = 1/2. By (31), it follows that N˜H∩H0(H0) 6 1, and
hence t∗H∩H0(H0) = 0, as claimed. On the other hand, if j > 1 then
N˜Hj−1(Hj) = (2t)
e(Hj)−e(Hj−1) and N˜Hj−1(H ∩Hj) > (2t)e(H∩Hj)−e(Hj−1)
at time t = tj, since Hj minimizes t
∗
Hj−1(Hj) = tj. By (31), it follows that
N˜H∩Hj(Hj) 6 (2t)e(Hj)−e(H∩Hj)
at time t = tj, which implies t
∗
H∩Hj(Hj) 6 tj, as claimed. Hence (30) holds, as required. 
We next prove Lemma 4.8, which gives a natural alternative definition of the time t`, and
deals with the case j = ` of Lemma 4.7. We will also use it later on, see Section 4.4.
Proof of Lemma 4.8. Recalling that H` = F , and this time setting H−1 = ∅, we have
N˜H(F ) =
∏`
j=0
N˜H∪Hj−1(H ∪Hj), (32)
by Observation 4.13. In order to bound N˜H∪Hj−1(H ∪Hj), note that if H ∪Hj−1 6= H ∪Hj
then Hj 6⊆ H ∪Hj−1. Thus, applying Lemma 4.18 to H ∪Hj−1, we obtain
t∗H∪Hj−1(H ∪Hj) 6 tj,
and hence
N˜H∪Hj−1(H ∪Hj)(m) 6 (2t)e(H∪Hj)−e(H∪Hj−1)
for every t > tj. Since t > t` > tj for each 0 6 j 6 `, this (together with (32)) implies that
N˜H(F )(m) 6 (2t)e(F )−e(H) for every t > t`, as required. 
We can now easily deduce Lemma 4.7.
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Proof of Lemma 4.7. The case j = ` follows by Lemma 4.8, since it implies that t∗H(F ) 6 t`
for every A ⊆ H ( F , and we have tF (F ) = t∗. So let 0 6 j 6 ` − 1 and suppose
that tj 6 t < tj+1. Note first that tHj(F ) = min{tj+1, t∗}, by the definition of Hj+1, so
t < tHj(F ), as required. On the other hand, by Lemma 4.18 we have tH(F ) 6 tj 6 t for
every A ⊆ H ⊆ F with H 6⊇ Hj, since the tj are increasing, by Lemma 4.6. Hence Hj is the
minimal A ⊆ H ⊆ F such that t < tH(F ), as claimed. 
Finally, let us prove Lemma 4.12.
Proof of Lemma 4.12. By Lemma 4.6 we have t`−1 < t`. Thus, by Lemma 4.11 and the event
E(m), and using Remark 4.3, we have
Nφ(F )(m) 6 Nφ(H`−1)(m) · max
φ′:H`−1→V (Gm)
Nφ′(F )(m) 6 (log n)∆(F,H`−1)+∆(H`−1,A),
as claimed. 
4.2. Self-correction. In this section we shall prove that, for each graph structure triple
(F,A, φ), the random variable Nφ(F ) is self-correcting (in the sense of Section 3) on the
interval ω < t 6 tA(F ), as long as the events E(m), Y(m), Z(m) and Q(m) all hold, and
the map φ is faithful. This will be a crucial tool in our proof that these variables track the
functions N˜A(F ) on this interval. We begin by defining N
∗
φ(F ) to be the normalized error in
Nφ(F ) at time t, i.e.,
N∗φ(F )(m) =
Nφ(F )(m)− N˜A(F )(m)
gF,A(t)N˜A(F )(m)
. (33)
Since Nφ(F ) =
(
1 + gF,A(t)N
∗
φ(F )
)
N˜A(F ), in order to prove Theorem 4.1(b) we are required
to prove that |N∗φ(F )(m)| 6 1 for every ω < t 6 tA(F ). Recall from Section 2 that ε > 0 and
C = C(ε) > 0 are constants (with ε sufficiently small and C sufficiently large) that are fixed
throughout the proof, and recall from the discussion before Theorem 4.1 that c(F,A) > 2
for every graph structure pair (F,A). We will prove the following key lemma.
Lemma 4.19. Let (F,A, φ) be a graph structure triple, let ω < t 6 tA(F ), and suppose that
φ : A→ V (Gm) is faithful at time t. If E(m) ∩ Y(m) ∩ Z(m) ∩Q(m) holds, then
E
[
∆N∗φ(F )(m)
] ∈ (c(F,A) + e(F )
2t2
)
· 2t
n3/2
·
(
−N∗φ(F )(m)± ε
)
.
We begin by calculating the expected change in Nφ(F ). We will need the following family
of graph structures.
Definition 4.20. Given a permissible graph structure F , we define FoF to be the family of
(labelled) graph structures F o obtained by changing an edge of F into an open edge. We
call this (changed) edge F -vulnerable.
We make a quick observation, which follows immediately from the definition, and which
we shall use frequently in the proofs below.
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Observation 4.21. Let (F,A) be a graph structure pair. Then |FoF | = e(F ), and
2te4t
2 · N˜A(F o)(m) =
√
n · N˜A(F )(m)
for every F o ∈ FoF .
Proof. Since vA(F ) = vA(F
o), e(F ) = e(F o) + 1 and o(F ) = o(F o) − 1, the observation
follows immediately from the definition (21). 
Recall that we use Nφ(F ) to denote both the collection of copies of F rooted at φ(A) in
Gm, and the size of this collection.
Lemma 4.22. Let (F,A, φ) be a graph structure triple, and suppose that φ is faithful at
time t, where 0 < t 6 t∗. If Z(m) holds, then
E
[
∆Nφ(F )
] ∈ 1
Q(m)
(
−
∑
F ∗∈Nφ(F )
∑
f∈O(F ∗)
Yf (m) +
∑
F o∈FoF
Nφ(F
o) ± o(F )2(log n)2Nφ(F )
)
.
Proof. Let e be the edge chosen in step m + 1 of the triangle-free process. A copy of F
rooted at φ(A) is created when e is the F -vulnerable edge of a copy of some F o ∈ FoF , rooted
at φ(A). Moreover, each copy of F is created by exactly one such structure F o. Thus the
expected number of such copies of F created in a single step is exactly∑
F o∈FoF
Nφ(F
o)
Q(m)
. (34)
Similarly, a copy F ∗ of F rooted at φ(A) is destroyed when an open edge of that copy is
closed by the addition of e, which occurs with probability
1
Q(m)
∣∣∣∣ ⋃
f∈O(F ∗)
Yf (m)
∣∣∣∣ ∈ 1Q(m) ∑
f∈O(F ∗)
Yf (m) ± 1
Q(m)
∑
f,f ′∈O(F ∗)
f 6=f ′
∣∣Yf (m) ∩ Yf ′(m)∣∣. (35)
Now, if f and f ′ are disjoint then |Yf (m) ∩ Yf ′(m)| 6 2, so suppose that e = {u, v} closes
both f = {v, w} and f ′ = {v, z}; then {u,w} and {u, z} must both be edges of Gm, and
so (assuming the event Z(m) holds) there are at most (log n)2 such edges e. Combined
with (35), this implies that the expected number of copies of F destroyed by e is contained
in the interval
1
Q(m)
∑
F ∗∈Nφ(F )
( ∑
f∈O(F ∗)
Yf (m) ± o(F )2(log n)2
)
, (36)
as required. 
In the proof of Lemma 4.19, and several times later in the paper, we shall need to use the
Product Rule, which we state here for later reference.
Lemma 4.23 (The Product Rule). For any random variables a(m) and b(m),
E
[
∆
(
a(m)b(m)
)]
= a(m)E
[
∆b(m)
]
+ b(m)E
[
∆a(m)
]
+ E
[(
∆a(m)
)(
∆b(m)
)]
. (37)
In particular, if a(m) is deterministic, then
E
[
∆
(
a(m)b(m)
)]
= a(m)E
[
∆b(m)
]
+ ∆a(m)
(
b(m) + E
[
∆b(m)
])
. (38)
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Proof. Simply expand the right-hand side, and use linearity of expectation. 
We remark that for all of the random variables A(m) which we shall need to consider, the
single step change ∆A(m) will be much smaller than A(m), and hence the final term in (37)
will be negligible. In order to bound |∆N∗φ(F )(m)| and E
[|∆N∗φ(F )(m)|], we shall also need
the following related inequality.
Lemma 4.24. Let A(m) be a random variable, let A˜(m) and g(t) be functions, and set
A∗(m) =
A(m)− A˜(m)
g(t)A˜(m)
.
If |A(m)| 6 (1 + g(t))A˜(m),
|∆A˜(m)|  log n
n3/2
· A˜(m) and |∆(g(t)A˜(m))|  log n
n3/2
· g(t)A˜(m), (39)
then
|∆A∗(m)| 6 2 ·
( |∆A(m)|
g(t)A˜(m)
+
1 + g(t)
g(t)
· log n
n3/2
)
.
We postpone the (straightforward) proof to the Appendix [34], and remark that the con-
dition (39) is satisfied by the functions N˜A(F ) and gF,A(t). We shall also use the following
easy observation.
Observation 4.25. If (F,A) is a graph structure pair and F o ∈ FoF , then tA(F ) 6 tA(F o).
Proof. This follows easily from the definitions, using Observations 4.17 and 4.21. See the
Appendix for the details. 
Finally, we need the following relations between different error terms.
Observation 4.26. Let (F,A) be a graph structure pair, and let F o ∈ FoF . Then
gq(t) o(F )gy(t) gF,A(t) and gF o,A(t) gF,A(t)
as n→∞.
Proof. These also both follow easily from the definitions, using Observation 4.25. We again
postpone the details to the Appendix. 
We are now ready to prove Lemma 4.19. In the proof below, in order to simplify the
calculations we shall use the symbol ≈ to indicate equality up to a multiplicative factor of
at most 1±O(1/n). We emphasize that this error term will never play an important role.
Proof of Lemma 4.19. By Lemma 4.22, and since Z(m) holds, we have
E
[
∆Nφ(F )
] ∈ − 1
Q(m)
∑
F ∗∈Nφ(F )
∑
f∈O(F ∗)
Yf (m) +
∑
F o∈FoF
Nφ(F
o)
Q(m)
± o(F )
2(log n)2Nφ(F )
Q(m)
.
Moreover, differentiating (21), we obtain
∆N˜A(F ) ≈ 1
n3/2
(
e(F )
t
− 8to(F )
)
N˜A(F ) ≈ − o(F ) · Y˜ (m)
Q˜(m)
· N˜A(F ) +
∑
F o∈FoF
N˜A(F
o)
Q˜(m)
,
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since Y˜ (m)
Q˜(m)
≈ 8t
n3/2
, |FoF | = e(F ) and tn3/2 · N˜A(F o) = N˜A(F ) · e−4t2n2/2 ≈ N˜A(F ) · Q˜(m).
Subtracting, and using the event Y(m) and our assumption that o(F ) no(1), we obtain
E
[
∆Nφ(F )
]−∆N˜A(F ) ∈ −(1± gy(t)) · o(F ) · Nφ(F ) · Y˜ (m)
Q(m)
+ o(F ) · N˜A(F ) · Y˜ (m)
Q˜(m)
+
∑
F o∈FoF
(
Nφ(F
o)
Q(m)
− N˜A(F
o)
Q˜(m)
)
± n
o(1)Nφ(F )
Q(m)
. (40)
Note that we have ω < t 6 tA(F ) 6 tA(F o) for each F o ∈ FoF , by Observation 4.25. Thus,
using (33), the event Q(m) and the fact that gq(t) gy(t) to bound the first term, and the
event E(m)∩Q(m) to bound the third and fourth terms, it follows that the right-hand side
of (40) is contained in(
1 − (1± 2gy(t))(1 + gF,A(t)N∗φ(F ))) · o(F ) · N˜A(F ) · Y˜ (m)
Q˜(m)
± 1
Q˜(m)
∑
F o∈FoF
(
1± gF o,A(t)
1± gq(t) − 1
)
N˜A(F
o) ± no(1)
(
1 + gF,A(t)
)
N˜A(F )
Q˜(m)
.
Now, dividing both sides by gF,A(t)N˜A(F ), and using Observation 4.26, we obtain
25
E
[
∆Nφ(F )
]−∆N˜A(F )
gF,A(t)N˜A(F )
∈ − 8t · o(F )
n3/2
·N∗φ(F ) ±
o(1)
n3/2
(
t+
e(F )
t
)
. (41)
The proof is almost complete; all that remains is a little simple analysis. Indeed, since
Nφ(F )− N˜A(F ) = gF,A(t)N˜A(F ) ·N∗φ(F ), the Product Rule (Lemma 4.23) gives
E
[
∆Nφ(F )
]−∆N˜A(F )
gF,A(t)N˜A(F )
= E
[
∆N∗φ(F )
]
+
∆
(
gF,A(t)N˜A(F )
)
gF,A(t)N˜A(F )
(
N∗φ(F ) + E
[
∆N∗φ(F )
])
, (42)
and since gF,A(t)N˜A(F ) is equal to (2t)
e(F )e(c(F,A)−4o(F ))t
2
times some function of n, we have
∆
(
gF,A(t)N˜A(F )
) ≈ 1
n3/2
(
e(F )
t
+ 2t
(
c(F,A)− 4o(F )
))
· gF,A(t)N˜A(F ). (43)
Combining the last three displayed lines, and observing that the terms involving 8t · o(F )
in (41) and (43) cancel one another26, we obtain
E
[
∆N∗φ(F )
] ∈ − N∗φ(F )
n3/2
(
e(F )
t
+ 2t · c(F,A)
)
± o(1)
n3/2
·
(
t+
e(F )
t
)
.
Noting again that c(F,A) > 2 for every pair (F,A), it follows that
E
[
∆N∗φ(F )
] ∈ (c(F,A) + e(F )
2t2
)
· 2t
n3/2
·
(
−N∗φ(F )± ε
)
,
25Here we again use the fact that Y˜ (m)
Q˜(m)
≈ 8t
n3/2
, |FoF | = e(F ) and tn3/2 · N˜A(F o) ≈ N˜A(F ) · Q˜(m). To
bound the final term, recall that c(F,A) > 2, and so gF,A(t)Q˜(m) > n7/4e−2t
2 > n3/2+ε for every t 6 t∗.
26Note also that, by (43), the final term in (42) is swallowed by the error term.
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as required. 
We finish the subsection by deducing the following easy consequence of the observations
above, which will be necessary in the martingale argument to follow.
Lemma 4.27. Let (F,A, φ) be a graph structure triple, let ω < t 6 tA(F ), and suppose that
φ is faithful at time t. If E(m) ∩ Y(m) ∩ Z(m) ∩Q(m) holds, then
E
[|∆N∗φ(F )(m)|] 6 C · log nn3/2 ·
(
1 + gF,A(t)
gF,A(t)
)
.
Proof. Observe first that E
[|∆Nφ(F )(m)|] is at most the expected number of copies of F
rooted at φ(A) created in step m+ 1 of the triangle-free process, plus the expected number
of copies destroyed. By (34), and since E(m) ∩ Q(m) holds and ω < t 6 tA(F ) 6 tA(F o),
the expected number of copies created is∑
F o∈FoF
Nφ(F
o)
Q(m)
6
∑
F o∈FoF
1 + gF o,A(t)
1− gq(t) ·
N˜A(F
o)
Q˜(m)
6
(
1 + gF,A(t)
) · e(F )
t · n3/2 · N˜A(F ),
where the second inequality follows27 using Observations 4.21 and 4.26.
Similarly, by (36) and the event E(m) ∩ Y(m) ∩ Z(m) ∩ Q(m), the expected number of
copies destroyed in step m+ 1 is at most
1
Q(m)
∑
F ∗∈Nφ(F )
( ∑
f∈O(F ∗)
Yf (m) + o(F )
2(log n)2
)
6 2 · (1 + gF,A(t)) · o(F ) · 8t
n3/2
· N˜A(F ),
since gq(t) gy(t) 1 and o(F )2(log n)2  no(1)  gy(t)Y˜ (m) for all t 6 t∗. Thus
E
[|∆Nφ(F )(m)|] 6 16t · (1 + gF,A(t))(e(F )
t2
+ o(F )
)
N˜A(F )(m)
n3/2
.
Now, by Lemma 4.24, we have28
E
[|∆N∗φ(F )(m)|] 6 2 ·
(
E
[|∆Nφ(F )(m)|]
gF,A(t)N˜A(F )(m)
+
1 + gF,A(t)
gF,A(t)
· log n
n3/2
)
,
and hence it follows that
E
[|∆N∗φ(F )(m)|] 6 C · log nn3/2 ·
(
1 + gF,A(t)
gF,A(t)
)
,
as required. 
27In particular, we use the fact that gq(t) + gF o,A(t) + n
−1  gF,A(t).
28The conditions in (39) follow from (43), the event E(m) and the fact that e(F ) + o(F ) + c(F,A) 
(log n)1/4, which holds by Observation 4.17.
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4.3. Creating and destroying copies of F . In order to apply our martingale technique
to the self-correcting variables Nφ(F ), we shall also need to bound the maximum possible
step size of each of these variables, under the assumption that all of the other variables are
still tracking. We shall do so by showing that each copy of F rooted at φ(A) which is created
or destroyed in step m+ 1 corresponds to another graph structure F ′ in Gm. We shall thus
be able to bound the number of such copies of F using the event E(m).
Let us first consider the number of copies of F rooted at φ(A) which can be created by
the addition of a single edge e. Note that this is exactly the number of copies (in Gm) of
graphs in FoF whose F -vulnerable edge is e, and which are rooted at φ(A). This observation
suggests the following definition.
Definition 4.28. Given a graph structure F and an independent set A ⊆ V (F ), define
the family F+F,A to be the collection of (labelled) pairs (F+, A+) obtained by absorbing the
endpoints of an edge of F into A (to form A+), and removing the edges inside A+.
Note that there are at most e(F ) pairs (F+, A+) in F+F,A. The following lemma motivates
the definition above.
Lemma 4.29. Let (F,A, φ) be a graph structure triple. The number of copies of F rooted
at φ(A) created by the addition of a single edge to Gm is at most∑
(F+,A+)∈F+F,A
max
φ+:A+→V (Gm)
Nφ+(F
+)(m),
where the maximum is over faithful maps φ+ : A+ → V (Gm).
Proof. Let e ∈ E(Kn) be the edge added in step m+ 1, and consider the family of copies of
F rooted at φ(A) which are created by the addition of e. We partition this family according
to the endpoints of e in V (F ) \ A, i.e., according to which edge of F was added last.
Now, each part of this partition corresponds29 to a pair (F+, A+) ∈ F+F,A; let us consider
one such pair. The number of copies of F in the corresponding part is exactly Nφ+(F
+),
where φ+ : A+ → V (Gm) satisfies φ+|A = φ and maps the extra vertex (or vertices) of A+ to
the endpoint(s) of e. The lemma follows immediately. 
We next turn to destroying copies of F . Given a pair (F,A), we would like to define
a family F−F,A of pairs (F−, A−) in such a way that the appearance of such a pair in Gm
corresponds to the destruction, by a given edge e ∈ E(Kn), of a copy of F rooted at some
given φ(A). After some thought, this leads to the following, somewhat convoluted definition.
Definition 4.30. F−F,A consists of all graph structure pairs (F−, A−) which are obtained as
follows:30
(a) Set A− = A and F− = F ∪ {e}, where e 6∈ E(F ) ∪O(F ) is an edge from a vertex of
A to a vertex v ∈ V (F ) \ A, where v has an open F -neighbour in A.
29Note that if two edges share an endpoint and have the other endpoint in A then we obtain the same
pair (F+, A+). However, in that case one of the two parts corresponding to (F+, A+) is empty.
30We write F + v and F ∪ {e} for the graph structures with (vertex, edge, open edge) sets (V (F ) ∪
{v}, E(F ), O(F )) and (V (F ), E(F ) ∪ {e}, O(F ) \ {e}) respectively.
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(b) Set A− = A∪ {v} for some v ∈ V (F ) \A, and let F− = FˆA− be obtained from F by
removing the edges inside A−.
(c) Set A− = A ∪ {v} for some v 6∈ V (F ), and let F− = (F + v) ∪ {e} be obtained by
adding to F the vertex v and an edge e from v to some vertex of V (F ) \ A.
(d) Set A− = A ∪ {u, v} for some u, v ∈ V (F ) \ A, and let F− = FˆA− be obtained from
F by removing the edges inside A−.
(e) Set A− = A ∪ {u, v} for some u ∈ V (F ) \A and v 6∈ V (F ), and let F− = (Fˆ + v)A−
be obtained from F by adding the vertex v and removing the edges inside A−.
(f) Set A− = A ∪ {u, v} for some u ∈ V (F ) \ A and v 6∈ V (F ), and let the structure
F− =
(
FˆA
−
+ v
) ∪ {e} be obtained from F by adding the vertex v, adding an edge
e from v to some vertex of V (F ) \ A−, and removing the edges inside A−.
The following table will be useful in the calculations below.
(a) (b) (c) (d) (e) (f)
vA−(F
−)− vA(F ) 0 −1 0 −2 −1 −1
e(F−)− e(F ) 1 6 0 1 6 0 6 0 6 1
o(F−)− o(F ) 0 6 0 0 6 0 6 0 6 0
Table 4.1
Note in particular that
vA′(F
′) 6 vA(F ), o(F ′) 6 o(F ) and e(F ′) 6 e(F ) + 1 (44)
for every (F ′, A′) ∈ F−F,A. The next lemma motivates the definition above.
Lemma 4.31. Let (F,A, φ) be a graph structure triple, and suppose that φ is faithful in
Gm ∪{e}. Then the number of copies (in Gm) of F rooted at φ(A) destroyed by the addition
of the edge e to Gm is at most∑
(F−,A−)∈F−F,A
max
φ−:A−→V (Gm)
Nφ−(F
−)(m).
where the maximum is over faithful maps φ− : A− → V (Gm).
Proof. Let e = {u, v} be the edge added in step m + 1, and suppose that e destroys a copy
F ∗ of F , rooted at φ(A), in Gm. Note that this implies that either e ∈ O(F ∗) or e closes an
open edge of F ∗. We claim that there is a graph structure H ⊆ Gm
[
V (F ∗) ∪ {u, v}] such
that
H ∈ Nφ−(F−) for some (F−, A−) ∈ F−F,A and φ− : A− → V (Gm) (45)
with φ−|A = φ and Im(φ−) = φ(A) ∪ {u, v}. There are various cases to consider.
Suppose first that e ⊆ φ(A); we claim that (45) holds with (F−, A−) as in case (a) of
Definition 4.30. Indeed, e closes an open edge f ∈ O(F ∗), and so this open edge must have
one endpoint (u, say) inside A and the other w outside. Since adding e closes f , it follows
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that {v, w} must be an edge of Gm. Hence there must exist a copy of F− in Gm on the
same vertex set, where F− is obtained from F by adding the edge (h, say) corresponding to
{v, w}. Clearly h 6∈ O(F ), since {v, w} ∈ E(Gm), and moreover h 6∈ E(F ), since otherwise
φ would not be faithful in Gm ∪ {e}.
Suppose next that e ∩ φ(A) = {u}. If v ∈ V (F ∗) then it is immediate that (45) holds
with (F−, A−) as in case (b), so suppose not. Then adding e must close an open edge {u,w}
of F ∗. It follows that {v, w} must be an edge of Gm, and hence (45) holds with (F−, A−) as
in case (c).
Finally, suppose that e ∩ φ(A) = ∅. If {u, v} ⊆ V (F ∗) then (45) holds with (F−, A−) as
in case (d). On the other hand, if {u, v} ∩ V (F ∗) = ∅ then e cannot destroy F ∗. Hence we
may assume that u ∈ V (F ∗) and v 6∈ V (F ∗), and that the addition of e closes an open edge
{u,w} in F ∗. It follows that the edge {v, w} is an edge of Gm, and hence if w ∈ A then (45)
holds with (F−, A−) as in case (e), and if w 6∈ A then (45) holds with (F−, A−) as in case
(f) of Definition 4.30, as required. 
Remark 4.32. The observant reader will have noticed that the graph structures F+ and
F− may have isolated vertices. However, using Remark 4.3, the event E(m) implies bounds
on Nφ′(F
′) for every pair (F ′, A′) ∈ F+F,A ∪ F−F,A, and every faithful φ′ : A′ → V (Gm).
We finish this section by proving some straightforward lemmas and observations which
will be useful in later sections.
Observation 4.33. F+F,A ⊆ F−F,A for every graph structure pair (F,A).
Proof. This follows immediately from the definitions, since if (F ′, A′) ∈ F+F,A then we are in
either case (b) or (d) of Definition 4.30. 
Observation 4.34. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A.
(a) If A′ ∩ F = A then N˜A′(F ′)(m) = 2t√n · N˜A(F )(m).
(b) If A′ ( H ′ ⊆ F ′ then H ′ ∩ F 6= A.
Proof. Both statements follow easily from Definition 4.30. Indeed, if A′ ∩ F = A then we
must be in either case (a) or (c) of that definition, and in both cases we have vA(F ) =
vA′(F
′), o(F ) = o(F ′) and e(F ) = e(F ′) − 1. For the second statement, simply note that
vA′(F
′) = vA(F ), i.e., every new vertex of F ′ is included in A′. 
Observation 4.35. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. For every
A′ ⊆ H ′ ⊆ F ′ and every m ∈ [m∗], we have N˜H′(F ′)(m) 6 N˜H′∩F (F )(m).
Proof. This also follows easily from Definition 4.30. Indeed, setting H = H ′ ∩ F , we have
vH′(F
′) = vH(F ), e(F ′)− e(H ′) > e(F )− e(H) and o(F ′)− o(H ′) = o(F )− o(H)
in each of the cases (a)-(f). 
We make one more simple observation, which will play a crucial role in Section 4.4. Let
F∗F,A ⊂ F−F,A denote the graph structure pairs in F−F,A with vA′(F ′) < vA(F ).
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Observation 4.36. Let (F,A, φ) be a graph structure triple, and suppose that the edge e
which is added in step m + 1 of the triangle-free process is disjoint from φ(A). Then the
number of copies of F rooted at φ(A) which are destroyed by e is at most∑
(F ′,A′)∈F∗F,A
max
φ′:A′→V (Gm)
Nφ′(F
′)(m), (46)
where the maximum is over faithful maps φ′ : A′ → V (Gm).
Moreover, we have F+F,A ⊂ F∗F,A, and so the number of copies of F rooted at φ(A) created
in step m+ 1 of the triangle-free process is also bounded above by (46).
Proof. Proceed as in the proof of Lemma 4.31, noting that if e is disjoint from φ(A) then
the pair (F−, A−) in (45) was obtained via either case (d), (e) or (f) of Definition 4.30, and
that in each of these cases we have vA−(F
−) < vA(F ), and so (F−, A−) ∈ F∗F,A, as claimed.
For the second part, simply note that if (F ′, A′) ∈ F+F,A then we are in either case (b) or (d)
of Definition 4.30. 
We next introduce a piece of notation which will be extremely useful in Sections 4.4
and 4.5, below. Given a graph structure pair (F,A), set
δ(F,A) = C3vA(F )
2 + 2e(F ) + o(F )
and recall that ∆(F,A) = δ(F,A)C . We shall write
∆(F − v,A) := (δ(F,A)− C)C . (47)
Note that this is an upper bound on the value of ∆(F,A) one obtains by decreasing vA(F )
and increasing e(F ) by one.
Recall that gF,A(t) = e
ct2n−1/4(log n)γ(F,A), where γ(F,A) = ∆(F,A)− e(F )− 2, see (23)
and (25). We will need the following properties of ∆(F − v, A).31
Lemma 4.37. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. If A′ ∩ F 6= A,
then
gF ′,A′(t) 6 (log n)∆(F−v,A)
for every 0 < t 6 tA′(F ′).
Proof. The condition A′ ∩ F 6= A implies that we are in neither case (a) nor case (c) of
Definition 4.30. Since vA′(F
′) < vA(F ) in each of the other cases, the result follows easily
from the definition (25), since gF ′,A′(t) 6 (log n)γ(F
′,A′) for every 0 < t 6 tA′(F ′). 
Observation 4.38. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. Then
∆(F ′, H ′, A′) 6 ∆(F − v,A) 6 ∆(F,A)− 3
√
∆(F,A)
for every A′ ( H ′ ( F ′. Moreover, the same bounds hold if H ′ = F ′ and A′ ∩ F 6= A.
Proof. Note that if A′ 6= H ′ 6= F ′, then 1 6 vA′(H ′) = vA′(F ′)− vH′(F ′) 6 vA′(F ′)− 1. Both
inequalities now follow easily from (44), using the convexity of the function x 7→ xC . On the
other hand, if H ′ = F ′ and A′ ∩ F 6= A then we just repeat the proof of Lemma 4.37. 
31See the Appendix [34] for more detailed proofs.
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The next observation also follows by the same argument.
Observation 4.39. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. Then
∆(F ′ − v,A′) 6 ∆(F,A)− 3
√
∆(F,A).
Observation 4.40. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. Then
∆(F ′, A′) 6 (1 + ε)∆(F,A) 6 (1 + 2ε)∆(F − v, A).
Proof. Note that ∆(F ′, A′) 6
(
δ(F,A) + 2
)C
, by (44), and recall that ∆(F − v, A) =(
δ(F,A)− C)C , by definition. Since δ(F,A) > C3, the claimed bounds follow. 
Finally, we give three bounds which rely on one of the following assumptions32: either
(log n)γ(F,A) 6 nvA(F )+e(F )+1 (48)
and tA(F ) > 0, or (log n)
∆(F−v,A) 6 nvA(F ).
Lemma 4.41. Let (F,A) be a graph structure pair. If (log n)∆(F−v,A) 6 nvA(F ), then
max
{
∆(F,A), ∆(F ′, A′)
}
−∆(F − v, A) 6 ε
vA(F )
· log n
log log n
for every (F ′, A′) ∈ F−F,A.
Proof. It follows from the definitions and (44) that
max
{
∆(F,A), ∆(F ′, A′)
}
−∆(F − v, A) 6 (δ(F,A) + 2)C − (δ(F,A)− C)C
6 2C2 · δ(F,A)C−1 = 2C
2 ·∆(F,A)
δ(F,A)
6 4
C
· ∆(F − v, A)
vA(F )2
,
since δ(F,A) > C3vA(F )2 and by Observation 4.40. Hence, if (log n)∆(F−v,A) 6 nvA(F ), then
max
{
∆(F,A), ∆(F ′, A′)
}
−∆(F − v,A) 6 4
C · vA(F ) ·
log n
log log n
6 ε
vA(F )
· log n
log log n
,
as claimed. 
The proof of the next lemma is almost identical, see the Appendix [34] for the details.
Lemma 4.42. Let (F,A) be a graph structure pair with tA(F ) > 0, and let (F
′, A′) ∈ F−F,A.
If (log n)γ(F,A) 6 nvA(F )+e(F )+1, then
max
{
∆(F ′, A′)−∆(F,A),
√
∆(F,A)
}
6 ε
2
vA(F )
· log n
log log n
.
Finally, the following bound follows easily from Lemma 4.42.
32We remark that when either of these inequalities is reversed, the conclusion of Theorem 4.1 (in the
corresponding case) will hold trivially, see below.
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Lemma 4.43. Let (F,A) be a graph structure pair with tA(F ) > 0, and let (F
′, A′) ∈ F−F,A.
If (log n)γ(F,A) 6 nvA(F )+e(F )+1, then
gF ′,A′(t) 6 n1/4+ε · gF,A(t)
for every 0 < t 6 tA′(F ′).
Proof. Simply note that, by Lemma 4.42,
γ(F ′, A′)− γ(F,A) 6 ∆(F ′, A′)−∆(F,A) + e(F ) 6 ε
vA(F )
· log n
log log n
.
Since t 6 tA′(F ′) and vA(F ) > 1, it follows that
gF ′,A′(t) 6 (log n)γ(F
′,A′) 6 n1/4+ε · gF,A(t),
as required. 
4.4. Balanced non-tracking graph structures. In this subsection we shall use the tools
developed above to prove a slight strengthening of the bound in Theorem 4.1(c) for balanced
pairs (F,A), i.e., pairs whose building sequence is either
A ⊆ H0 = F or A = H0 ( H1 = F,
see Definition 4.9. We shall prove the following proposition.
Proposition 4.44. Let (F,A) be a balanced graph structure pair, and let tA(F ) < t 6 t∗.
With probability at least 1− n−3 logn, either (E(m) ∩ Z(m) ∩Q(m))c holds, or
Nφ(F )(m) 6 max
{
e−o(F )(t
2−tA(F )2)(log n)∆(F,A), (log n)∆(F−v,A)
}
(49)
for every φ : A→ V (Gm) which is faithful at time t.
In the case tA(F ) = 0, we shall prove the following slightly stronger bound.
Proposition 4.45. Let (F,A) be a balanced graph structure pair with tA(F ) = 0, and let
0 < t 6 t∗. With probability at least 1− n−3 logn, either (E(m) ∩ Z(m) ∩Q(m))c holds, or
Nφ(F )(m) 6 (log n)∆(F−v,A) (50)
for every φ : A→ V (Gm) which is faithful at time t.
Let us begin by sketching the proof of Propositions 4.44 and 4.45, and discussing why
they are necessary for the proof of Theorem 4.1. When tA(F ) = 0 we shall use induction on
vA(F ), combined with Bohman’s martingale method (i.e., Lemma 3.2). In fact, when vA(F )
is bounded we shall prove a much stronger bound, see Proposition 4.47, below.
The harder case is when tA(F ) > 0. First observe that, since tA(F ) 6∈ {0, t∗}, it follows
that o(F ) > 0, and therefore we need to show that Nφ(F ) is decreasing for a while after time
t = tA(F ). We would like to use our usual martingale method (i.e., Lemma 3.1), but there is
a problem: the single step changes in Nφ(F ) can be very large. In order to get around this
problem, we define a new variable (see (59), below), which counts the number of copies of F
rooted at φ(A) which are destroyed by the addition of an edge which is disjoint from φ(A).
Using Observation 4.36, we will be able to give a sufficiently strong upper bound on the
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single-step change in this variable; moreover, we shall be able to bound its expected change,
using the trivial observation that every open edge of F has at most one endpoint in A.
Finally, we remark that the bounds (49) and (50) will be used to bound Nφ′(F
′)(m) for
pairs (F ′, A′) ∈ F−F,A which are balanced, when tA′(F ′) < t 6 tA(F ) and gF,A(t) > 1. The
following definition will allow us to assume that this bound holds when we need it.
Definition 4.46. For each m′ ∈ [m∗], letM(m′) denote the event that the bound (49) holds
for every balanced graph structure pair (F,A), every tA(F ) · n3/2 < m 6 m′ and every map
φ : A→ V (Gm) which is faithful at time t, and that moreover (50) holds if tA(F ) = 0.
As noted above, the eventM(m) will be a crucial tool in Section 4.5, where we shall give
an upper bound on |∆N∗φ(F )(m)| in the case ω < t 6 tA(F ). Observe that (49) and (50)
both hold trivially if (log n)∆(F−v,A) > nvA(F ), so we may assume otherwise.
We begin by showing that when tA(F ) = 0 and vA(F ) is bounded, we can obtain a much
sharper result, which (almost) generalizes Proposition 3.7.
Proposition 4.47. Let (F,A) be a balanced graph structure pair, and suppose that vA(F ) 6
ω and tA(F ) = 0. Then, with probability at least 1 − n−3 logn, for every m ∈ [m∗] either(E(m− 1) ∩Q(m− 1))c holds, or
Nφ(F )(m) 6 (log n)3vA(F ) (51)
for every φ : A→ V (Gm) which is faithful at time t.
Let’s begin by deducing Proposition 4.47 from Lemma 3.2 and Proposition 3.7.
Proof of Proposition 4.47. We shall use induction on vA(F ) to prove that the event in the
statement holds with probability at least 1−nvA(F ) ·n−4 logn, which implies the claimed bound
since vA(F ) 6 ω  log n. This holds for vA(F ) = 1 by Proposition 3.7, so suppose that
vA(F ) > 2, and let us assume that the induction hypothesis holds for all smaller values of
vA(F ). Recall from Definition 4.9 that the conditions that (F,A) is balanced and tA(F ) = 0
imply (and in fact are equivalent to)
e(H)− 2vA(H) 6 e(F )− 2vA(F ) for every A ⊆ H ⊆ F, (52)
and note in particular (setting H = A) that t∗A(F ) = 0.
We claim first that, without loss of generality, we have e(F ) = 2vA(F ) and o(F ) = 0.
Indeed, if o(F ) > 0 then we can simply remove all open edges from F ; in doing so we only
increase Nφ(F ), and we retain the condition (52). If e(F ) > 2vA(F ) then there are two cases:
either there exists a substructure A ( H ( F with
e(H)− 2vA(H) = e(F )− 2vA(F ),
or there does not. In the former case, observe that (52) holds for the pairs (F,H) and (H,A).
It follows by the induction hypothesis and Lemma 4.11 that
Nφ(F ) 6 Nφ(H) · max
φ′ : H→V (Gm)
Nφ′(F ) 6 (log n)3(vA(H)+vH(F )) = (log n)3vA(F ),
with probability at least 1− (nvA(H) +nvH(F ))n−4 logn, as required. In the latter case, i.e., no
such H exists, then we may remove an arbitrary edge from F . Note that Nφ(F
′) > Nφ(F )
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for the resulting graph structure pair (F ′, A), and moreover that (52) holds for (F ′, A), since
e(F ) > 2vA(F ). Hence (F
′, A) is balanced and tA(F ′) = 0, as required.
We are left to deal with the case e(F ) = 2vA(F ) and o(F ) = 0. If there exists a sub-
structure A ( H ( F with e(H) = 2vA(H) then we are easily done, exactly as above, by
applying the induction hypothesis to the pairs (F,H) and (H,A). So assume not, and recall
from (34) that,
E
[
∆Nφ(F )(m)
]
=
∑
F o∈FoF
Nφ(F
o)
Q(m)
,
We claim that N˜A(F
o) = (2t)e(F )−1e−4t
2√
n for every F o ∈ FoF , and that c(F o, A) = 2.
Indeed, these statements follow immediately from the assumptions that e(F ) = 2vA(F ) and
o(F ) = 0, and that e(H) < 2vA(H) for every A ( H ( F , respectively. Thus, while the
event E(m) ∩Q(m) holds, we have33∑
F o∈FoF
Nφ(F
o)(m)
Q(m)
6 e(F ) · (log n)
(e(F )−1)/2e−4t
2√
n
Q˜(m)
6 (log n)
vA(F )
n3/2
, (53)
where we used the bounds 2t <
√
log n and e(F ) = 2vA(F ) 6 2ω.
Now, set ` = vA(F ) and, for each m
′ ∈ [m∗], let Rˆ`(m′) denote the event that (51) holds
for every balanced graph structure pair (F ′, A′) with tA(F ) = 0, vA′(F ′) < ` and v(F ) 6 ω,
every m 6 m′ and every φ : A → V (Gm) which is faithful at time t. We shall bound, for
each m ∈ [m∗], the probability of the event LˆFφ (m), defined as follows:
LˆFφ (m) := E(m− 1) ∩Q(m− 1) ∩ Rˆ`(m− 1) ∩
(
Nφ(F )(m) > (log n)
3vA(F )
)
.
Fix m0 ∈ [m∗]; we shall bound the probability of LˆFφ (m0). Subtracting the right-hand side
of (53) from ∆Nφ(F )(m) and summing over m, we obtain a function
MFφ (m) = Nφ(F )(m) −
m · (log n)vA(F )
n3/2
defined on [m0], which is super-martingale while E(m) ∩ Q(m) holds. Our plan is to apply
Lemma 3.2 to MFφ ; in order to do so, we first claim that if Rˆ`(m) holds then
0 6 ∆Nφ(F )(m) 6 e(F ) · (log n)3vA(F )−3. (54)
The lower bound is trivial, since o(F ) = 0. To prove the upper bound, recall from the
previous section the definition of F+F,A, and Lemma 4.29. We claim that if Rˆ`(m) holds then
Nφ+(F
+)(m) 6 (log n)3vA(F )−3 (55)
for each (F+, A+) ∈ F+F,A, which clearly implies (54).
To prove (55), simply note that e(A+) 6 2vA(A+), by (52) and since e(F ) = 2vA(F ), and
that F+ = FˆA
+
. It follows that (52) holds for the pair (F+, A+), and hence (F+, A+) is
balanced and tA+(F
+) = 0. The bound (55) now follows from the event Rˆ`(m), and the fact
that A+ 6= A, as claimed.
33Note that we must consider separately the cases t 6 ω and ω < t 6 t∗, and observe that 1t6ω ·fF o,A(t)+
1t>ω · gF o,A(t) 6 n−ε · (log n)γ(F,A)  1 since v(F ) 6 ω and c(F o, A) = 2.
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Set α = e(F ) · (log n)3vA(F )−3 and β = (log n)3vA(F )/m0 > (log n)vA(F )/n3/2, and observe
that
α · β ·m0 = e(F ) · (log n)6vA(F )−3.
Writing K(m) = E(m) ∩Q(m) ∩ Rˆ`(m) and applying Lemma 3.2, it follows that
P
(LˆFφ (m0)) 6 P((MFφ (m0) > (log n)3vA(F )2
)
∩ K(m0 − 1)
)
6 exp
(
− (log n)
3
16 · e(F )
)
.
Summing over choices for m0, and adding this to the probability that Rˆ`(m∗) fails to hold,
it follows (using the induction hypothesis) that the probability that
E(m− 1) ∩Q(m− 1) ∩ (Nφ(F )(m) > (log n)3vA(F ))
holds for some m ∈ [m∗] is at most
m∗ · exp
(
− (log n)
3
16 · e(F )
)
+
`−1∑
`′=1
∑
(F ′,A′)
vA′ (F ′)=`′
n`
′ · n−4 logn 6 nvA(F )−1/2 · n−4 logn.
Summing over the (at most most
√
n) choices of φ, we obtain the claimed bound on the
probability of the event in the statement. 
Using almost the same proof, we obtain Proposition 4.45.
Proof of Proposition 4.45. We use induction on vA(F ) to prove that if (F,A) is balanced
and tA(F ) = 0, then with probability at least 1 − nvA(F ) · n−4 logn, for each m ∈ [m∗] either(E(m− 1) ∩Q(m− 1))c holds, or
Nφ(F )(m
′) 6 (log n)∆(F−v,A) (56)
for every φ : A→ V (Gm) which is faithful at time t. The proof is almost identical34 to that
of Proposition 4.47, the main difference being that the bound (53) becomes∑
F o∈FoF
Nφ(F
o)(m)
Q(m)
6
(
1 +
(log n)γ(F,A)
nε
)
(log n)vA(F )
n3/2
, (57)
if E(m) ∩Q(m) holds, using the fact that (F o, A) is balanced, and noting that
1t6ω · fF o,A(t) + 1t>ω · gF o,A(t) 6 n−ε · (log n)γ(F,A),
which follows since c(F o, A) = 2. Note also that the bounds in (54) become
0 6 ∆Nφ(F )(m) 6
∑
(F+,A+)∈F+F,A
(log n)∆(F
+−v,A+) < (log n)∆(F−v,A)−3,
since F+ = FˆA
+
and A+ 6= A.
34Note that our applications of the induction hypothesis still work in exactly the same way, using the
convexity of the function x 7→ xC .
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Now, let R`(m′) denote the event that (50) holds for every balanced graph structure pair
(F ′, A′) with tA(F ) = 0 and vA′(F ′) < ` = vA(F ), every m 6 m′ and every φ : A → V (Gm)
which is faithful at time t. Define
LFφ (m) := E(m− 1) ∩Q(m− 1) ∩R`(m− 1) ∩
(
Nφ(F )(m) > (log n)
∆(F−v,A))
and fix m0 ∈ [m∗]; we shall bound the probability of the event LFφ (m0). Indeed, subtracting
the right-hand side of (57) from ∆Nφ(F )(m) and summing over m, we obtain a function
MFφ (m) = Nφ(F )(m) −
(
1 +
(log n)γ(F,A)
nε
)
m · (log n)vA(F )
n3/2
defined on [m0], which is super-martingale while E(m)∩Q(m) holds. Let α = (log n)∆(F−v,A)−3
and
β =
(log n)∆(F−v,A)
m0
> (log n)
∆(F−v,A)−1
n3/2

(
1 +
(log n)γ(F,A)
nε
)
(log n)vA(F )
n3/2
,
where the final inequality holds since (log n)∆(F,A) 6 (log n)∆(F−v,A) · nε/2, by Lemma 4.41,
since (log n)∆(F−v,A) 6 nvA(F ), by assumption.
Writing K(m) = E(m) ∩Q(m) ∩R`(m) and applying Lemma 3.2, it follows that
P
(LFφ (m0)) 6 P((MFφ (m0) > (log n)∆(F−v,A)2
)
∩ K(m0 − 1)
)
6 n−C logn.
The claimed bound now follows by the induction hypothesis, exactly as in the proof of
Proposition 4.47. 
We now turn to the more substantive part of this subsection: the proof of Proposition 4.44
when tA(F ) > 0. Note that in this case we have o(F ) > 0, since 0 < tA(F ) < t
∗. We begin
by noting that at time t = tA(F ), the bound on Nφ(F )(m) given by part (b) of Theorem 4.1
implies that required in part (c).
Lemma 4.48. Let (F,A) be a balanced graph structure pair with 0 < tA(F ) < t
∗, and set
t = tA(F ). For each injection φ : A→ V (Gm), if
Nφ(F )(m) ∈
(
1± gF,A(t)
)
N˜A(F )(m),
then
Nφ(F )(m) 6
(
log n
)∆(F,A)−1
. (58)
Proof. We claim that, at time t = tA(F ),(
1 + gF,A(t)
)
N˜A(F )(m) =
(
1 + (log n)γ(F,A)
) · (2t)e(F ) 6 ( log n)∆(F,A)−1,
from which the lemma follows immediately. The equality follows from the definitions (9)
and (25) of t∗A(F ) and gF,A(t) respectively, the fact that (F,A) is balanced, which implies
that t∗A(F ) = tA(F ), and the fact that e
ct2 = n1/4 when t = tA(F ), since we are assuming
that tA(F ) < t
∗. The inequality follows from the definition (23) of γ(F,A), i.e.,
γ(F,A) = ∆(F,A)− e(F )− 2,
and the fact that 2t <
√
log n, since t < t∗. 
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In order to see that (58) implies the bound in Theorem 4.1(c), simply note that the building
sequence for (F,A) is
A = H0 ⊆ H1 = F
since (F,A) is balanced and tA(F ) > 0. Thus t1 = tA(F ) (since tA(F ) < t
∗), and so, by
Lemma 4.7, the minimal A ⊆ H ⊆ F with t < tH(F ) is equal to F for every t > tA(F ).
We are left with the task of showing that Nφ(F ) continues to decrease for some time after
tA(F ), and moreover does not increase again too much later on; we shall do so using a slight
variant of the martingale method of Section 3. In particular, we shall work with the original
(un-renormalised) random variables, and we will prove only an upper bound on Nφ(F ).
More precisely, let us define for each balanced pair (F,A) a corresponding Line of Death:
LDA(F )(m) = max
{
e−o(F )(t
2−tA(F )2)(log n)∆(F,A), (log n)∆(F−v,A)
}
,
and a Line of Peril, LPA(F )(m) =
3
4
· LDA(F )(m). For each tA(F ) · n3/2 6 m 6 m∗, let
LFφ (m) =
{
LPA(F )(m) 6 Nφ(F )(m) 6 LDA(F )(m)
}
denote the event that Nφ(F )(m) lies between these two lines, and for each pair (r, s) ∈ N2
with tA(F ) · n3/2 6 r 6 r + s 6 m∗, define
LFφ (r, s) =
{
Nφ(F )(r) < L
P
A(F )(r)
} ∩ r+s−1⋂
m=r+1
LFφ (m) ∩
{
Nφ(F )(r + s) > L
D
A(F )(r + s)
}
,
so LFφ (r, s) holds if Nφ(F )(m) crosses the Line of Death in step r + s, and crossed the Line
of Peril for the last time (before step r + s) in step r + 1. It follows immediately from the
definition and Lemma 4.48 that if E(m) holds but (49) does not, for some tA(F ) < t 6 t∗,
then the event LFφ (r, s) holds for some pair (r, s). Given such a pair (r, s), set35
s0 = min
{
s,
n3
o(F ) · r
}
,
and observe that LDA(F )(r) 6 C · LDA(F )(r + s0), since we have s0 6 n3/2 6 r, which implies
that o(F )
(
(r + s0)
2 − r2) = O(n3). We define a random variable36 as follows:
MFφ (m
′) =
m′−1∑
m=r
(
Cφ(F )(m)− Dˆφ(F )(m) +
∣∣∆LDA(F )(m)∣∣+ r4n3 · LDA(F )(m)) (59)
for each r 6 m′ 6 r + s0, where
• Cφ(F )(m) denotes the number of copies of F rooted at φ(A) which are created in
step m+ 1 of the triangle-free process, and
• Dˆφ(F )(m) denotes the number of copies of F rooted at φ(A) which are destroyed in
step m + 1, if the edge em+1 (that is, the edge which is added to Gm in step m + 1
of the triangle-free process) is disjoint from φ(A), and Dˆφ(F )(m) = 0 otherwise.
35Note that r > ω · n3/2, since tA(F ) > ω.
36Note that, to simplify the notation, we suppress the dependence of MFφ on the pair (r, s).
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The motivation for this slightly convoluted definition is given by the following lemma, which
follows easily from the fact (see Observation 4.36) that if em+1 is disjoint from φ(A), then
the single-step change |∆Nφ(F )(m)| cannot be too large.
Lemma 4.49. Let (F,A) be a balanced graph structure pair with tA(F ) > 0, let
tA(F ) · n3/2 6 r 6 m < r + s0 6 m∗,
and suppose that φ : A→ V (Gm) is faithful at time t. If E(m) holds, then∣∣∆MFφ (m)∣∣ 6 (log n)∆(F−v,A)−C .
Proof. Observe first that∣∣∆LDA(F )(m)∣∣ 6 (2o(F ) + ε) · tn3/2 · LDA(F )(m) 6 (log n)∆(F−v,A)n , (60)
by Lemma 4.41. Thus it will suffice to bound Cφ(F )(m) + Dˆφ(F )(m). Recall that F∗F,A
denotes the graph structure pairs in F−F,A with vA′(F ′) < vA(F ). We claim first that
Cφ(F )(m) + Dˆφ(F )(m) 6
∑
(F ′,A′)∈F∗F,A
max
φ′ : A′→V (Gm)
Nφ′(F
′)(m) (61)
where the maximum is taken over faithful maps φ′ : A′ → V (Gm). Indeed, this follows
immediately by Observation 4.36 and the definition of Dˆφ(F )(m).
We will show that
Nφ′(F
′)(m) 6 (log n)∆(F ′,A′) 6 (log n)∆(F−v,A)−2C . (62)
To prove (62), we claim first that t > tH′(F ′) for every A′ ⊆ H ′ ( F ′. To see this, observe
that since (F,A) is balanced, by Lemma 4.8 and Observation 4.35 it follows that
N˜H′(F
′)(m) 6 N˜H′∩F (F )(m) 6 (2t)e(F )−e(H
′∩F ) 6 (2t)e(F ′)−e(H′)
for every t > tA(F ), since every edge of E(H ′) \ E(H) is also in E(F ′) \ E(F ). Therefore
t > tH′(F ′), as claimed. Using the event E(m), the definitions (see (47)) of ∆(F,A) and
∆(F − v,A), and the fact that vA′(F ′) < vA(F ) for every (F ′, A′) ∈ F∗F,A, we obtain (62).
Finally, recalling that |F−F,A| 6 5vA(F )2 6 (log n)2/5, the claimed bound now follows
from (61) and (62). 
We shall need two more properties of MFφ (m). Together with Lemmas 3.1 and 4.49, they
will easily imply Proposition 4.44. The first connects the event LFφ (r, s) and the function MFφ .
Note that LDA(F )(m) is decreasing on t > tA(F ).
Lemma 4.50. If LFφ (r, s) holds, then MFφ (r + s0) > 14o(F ) · LDA(F )(r + s0).
Proof. Suppose first that s0 = s. Then by (59) we have
MFφ (r + s0) >
(
Nφ(F )(r + s)−Nφ(F )(r)
)
+
(
LDA(F )(r)− LDA(F )(r + s)
)
>
(
LDA(F )(r)−Nφ(F )(r)
)
> 1
4
· LDA(F )(r),
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since the inequalities Nφ(F )(r+s) > LDA(F )(r+s) and Nφ(F )(r) 6 34 ·LDA(F )(r) follow from
the event LFφ (r, s). On the other hand, if s0 = n3/(o(F ) · r), then we have(
Nφ(F )(r + s0)−Nφ(F )(r)
)
+
(
LDA(F )(r)− LDA(F )(r + s0)
)
> 1
4
· (LDA(F )(r)− LDA(F )(r + s0)) > 0,
since Nφ(F )(r + s0) > 34 · LDA(F )(r + s0) and Nφ(F )(r) 6 34 · LDA(F )(r), by LFφ (r, s). Hence
MFφ (r + s0) >
r
4n3
·
r+s0−1∑
m=r
LDA(F )(m) >
1
4o(F )
· LDA(F )(r + s0),
as claimed. 
The next lemma implies that MFφ is a super-martingale on [r, r+ s0], and gives bounds on
its expected step-size. Recall that (49) holds trivially if (log n)∆(F−v,A) > nvA(F ).
Lemma 4.51. Let (F,A) be a balanced graph structure pair with tA(F ) > 0, let
tA(F ) · n3/2 < m 6 m∗,
and suppose that φ : A → V (Gm) is faithful at time t. If (log n)∆(F−v,A) 6 nvA(F ) and
LFφ (m) ∩ E(m) ∩ Z(m) ∩Q(m) holds, then
E
[
∆MFφ (m)
]
6 0
and
E
[|∆MFφ (m)|] 6 8 · o(F ) · tn3/2 · LDA(F )(m).
In the proof of Lemma 4.51 we shall need the following bound on Nφ(F
o)(m).
Lemma 4.52. Let (F,A) be a balanced graph structure pair with tA(F ) > 0, let
tA(F ) · n3/2 < m 6 m∗,
and suppose that φ : A → V (Gm) is faithful at time t. If (log n)∆(F−v,A) 6 nvA(F ) and the
event E(m) holds, then
Nφ(F
o)(m) 6 Y˜ (m) · L
D
A(F )(m)
log n
for every F o ∈ FoF .
Proof. Observe first that, since (F,A) is balanced and tA(F ) < t
∗, we have t∗A(F ) = tA(F )
and therefore e4o(F )tA(F )
2
= nvA(F )−e(F )/2. Similarly, we have t∗A(H) > tA(F ), and hence
e4o(H)tA(F )
2 6 nvA(H)−e(H)/2, for every A ⊆ H ⊆ F . It follows that
N˜A(F )(m) = (2t)
e(F )e−4o(F )(t
2−tA(F )2) 6 L
D
A(F )(m)
(log n)∆(F,A)−e(F )
and hence37
N˜A(H
o)(m) > N˜A(H)(m) > (2t)e(H)e−4o(H)(t
2−tA(F )2) > (2t)e(H)−e(F )N˜A(F )(m) (63)
37Here we use Observation 4.21 and the fact that 2te4t
2 6 √n for all t 6 t∗.
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for every A ⊆ H ⊆ F , every Ho ∈ FoH , and every tA(F ) 6 t 6 t∗.
Next, recall that 8t2 · N˜A(F o) = Y˜ (m) · N˜A(F ), by Observation 4.21, and that tA(F ) > ω,
by Observation 4.17. Hence, if t 6 tA(F o) then, since the event E(m) holds, we have
Nφ(F
o)(m) 6
(
1 + gF o,A(t)
)
N˜A(F
o)(m) =
(
1 + gF o,A(t)
) · Y˜ (m) · N˜A(F )(m)
8t2
6 1 + gF o,A(t)
(log n)∆(F,A)−e(F )
· Y˜ (m) · L
D
A(F )(m)
8t2
6 Y˜ (m) · L
D
A(F )(m)
log n
as claimed. On the other hand, if t > tA(F
o) then let A ( H ⊆ F o be minimal such that
t < tH(F ), and suppose first that H 6= F o. Then, using (63), we have
Nφ(F
o)(m) 6 (log n)∆(F o,H,A)N˜H(F o)(m) = (log n)∆(F
o,H,A) · Y˜ (m) · N˜A(F )(m)
8t2 · N˜A(H)(m)
6 Y˜ (m) · (log n)∆(F o,H,A) · (2t)e(F )−e(H) 6 Y˜ (m) · L
D
A(F )(m)
log n
since A 6= H 6= F o, and hence LDA(F )(m) > (log n)∆(F−v,A)  (log n)∆(F o,H,A)+e(F )+3, using
the convexity of the function x 7→ xC . Finally, if t > tA(F o) and H = F o then we have
Nφ(F
o)(m) 6 (log n)∆(F o,A) 6 Y˜ (m) · L
D
A(F )(m)
nε/2
,
since Y˜ (m) > nε and (log n)∆(F−v,A) 6 nvA(F ), by assumption, which implies that
LDA(F )(m) > (log n)∆(F−v,A) >
(log n)∆(F,A)
nε/2
> (log n)
∆(F o,A)
nε/2
,
by Lemma 4.41. This completes the proof of the lemma. 
We can now prove Lemma 4.51.
Proof of Lemma 4.51. We begin by recalling (60), and that
∆MFφ (m) = Cφ(F )(m)− Dˆφ(F )(m) +
∣∣∆LDA(F )(m)∣∣+ r4n3 · LDA(F )(m). (64)
It follows that our task is to bound E
[
Cφ(F )(m)
]
and E
[
Dˆφ(F )(m)
]
in terms of LDA(F )(m).
In order to do so, we shall essentially repeat the proof of Lemma 4.22, except ignoring copies
of F which are destroyed by edges which intersect φ(A).
Indeed, recall first, from (34), that the expected number of such copies of F created in a
single step is exactly ∑
F o∈FoF
Nφ(F
o)
Q(m)
.
Next, similarly as in (36), and using the event Z(m), we claim that the expected number
of copies of F rooted at φ(A) which are destroyed by the addition of an edge disjoint from
φ(A) in step m+ 1 is at least
1
Q(m)
∑
F ∗∈Nφ(F )
( ∑
f∈O(F ∗)
(
1− ε
2
)
Y˜ (m) − o(F )2(log n)2
)
.
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To see this, simply note that each open edge f ∈ O(F ) has at most one endpoint in A,
and hence there are at least
(
1/2 + o(1)
)
Y˜ (m) open edges which close f and are disjoint
from φ(A), since the event E(m) holds.
Noting that Y˜ (m) o(F )2(log n)2, we obtain
E
[
Cφ(F )(m)− Dˆφ(F )(m)
]
6 1
Q(m)
( ∑
F o∈FoF
Nφ(F
o) −
(
1
2
− ε
)
o(F ) · Y˜ (m) ·Nφ(F )
)
,
and hence, by Lemma 4.52,
E
[
Cφ(F )(m)− Dˆφ(F )(m)
]
6 Y˜ (m) · L
D
A(F )(m)
Q(m)
(
e(F )
log n
− o(F )
3
)
,
since the event LFφ (m) implies that Nφ(F )(m) >
(
3
4
− ε)LDA(F )(m).
Finally, recalling that o(F ) > 0 (since 0 < tA(F ) < t
∗) and that e(F )  log n, observe
that
Y˜ (m) · LDA(F )(m)
Q(m)
(
e(F )
log n
− o(F )
3
)
6 − 5o(F )
2
· t
n3/2
· LDA(F )(m),
since the event Q(m) holds and 8/3 > 5/2. By (60) and (64), and since m > r, it follows
that
E
[
∆MFφ (m)
]
6
(
− 5o(F )
2
· t
n3/2
+
(
2o(F ) + ε
) · t
n3/2
+
r
4n3
)
· LDA(F )(m) < 0,
as required.
The proof of the claimed bound on E
[|∆MFφ (m)|] is almost identical. Indeed, since the
event LFφ (m) implies that Nφ(F )(m) 6 LDA(F )(m), repeating the calculation above gives
E
[|∆MFφ (m)|] 6 E[Cφ(F )(m) + Dˆφ(F )(m)]+ ∣∣∆LDA(F )(m)∣∣+ r4n3 · LDA(F )(m)
6
((
(4 + ε) + (2 + ε)
)
· o(F ) · t
n3/2
+
r
4n3
)
· LDA(F )(m) 6
8 · o(F ) · t
n3/2
· LDA(F )(m)
as required. 
Finally, we are ready to prove Proposition 4.44.
Proof of Proposition 4.44. We are required to prove that, for every tA(F ) · n3/2 6 m 6 m∗,
P
(
M(m)c ∩ E(m) ∩ Z(m) ∩Q(m)
)
6 n−3 logn. (65)
Recall that the event M(m)c ∩ E(m) implies that the event LFφ (r, s) holds for some pair
(r, s). We claim that, for each faithful φ : A → V (Gm) and each triple (m′, r, s) ∈ N3 with
tA(F ) · n3/2 6 r 6 r + s 6 m′ 6 m∗, we have
P
(
LFφ (r, s) ∩ E(m′) ∩ Z(m′) ∩Q(m′)
)
6 n−(logn)2 . (66)
By the union bound, this implies (65), and so will be sufficient to prove the proposition.
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In order to prove (66), we shall apply Lemma 3.1 to MFφ . Recall that the event LFφ (r, s)
implies that MFφ (r + s0) > 14o(F ) · LDA(F )(r + s0), by Lemma 4.50, and set
α = (log n)∆(F−v,A)−C and β =
C
s0
· LDA(F )(r).
Set K(m) :=
⋂
r6m′6m
LFφ (m′) ∩ E(m) ∩ Z(m) ∩Q(m), and recall that if K(m) holds then
(a) |∆MFφ (m)| 6 α, by Lemma 4.49,
(b) E
[|∆MFφ (m)|] 6 β, by Lemma 4.51, since LDA(F ) is decreasing and s0 6 n3/2t·o(F ) ,
(c) LDA(F )(r + s0) 6 βs0, since LDA(F ) is decreasing and o(F ) > 0.
Moreover, MFφ is a super-martingale on [r, r + s0], by Lemma 4.51, and
α · β · s0 6 C2 · (log n)∆(F−v,A)−C · LDA(F )(r + s0),
since LDA(F )(r) 6 C · LDA(F )(r + s0), as noted earlier. Hence, by Lemma 3.1, we have
P
((
MFφ (r + s0) >
1
4o(F )
· LDA(F )(r + s0)
)
∩ K(m− 1)
)
6 exp
(
− (log n)3
)
,
which implies (66). Finally, summing over choices38 of φ and (r, s), the proposition follows.

4.5. Bounding the maximum change in N∗φ(F ). We now return to the range ω < t 6
tA(F ), and use the event M(m) (see Definition 4.46), together with the tools developed
in Section 4.3, in order to bound the maximum possible single-step change of the function
N∗φ(F ). The aim of this subsection is to prove the following lemma.
Lemma 4.53. Let (F,A) be a graph structure pair, let ω < t 6 tA(F ), and suppose that
(log n)γ(F,A) 6 nvA(F )+e(F )+1. If E(m) ∩M(m) holds, then∣∣∆N∗φ(F )(m)∣∣ 6 (log n)−√∆(F,A) · gF,A(t)1 + gF,A(t)
for every φ : A→ V (Gm) which is faithful at time t.
We shall need one more straightforward lemma.
Lemma 4.54. Let (F,A) be a graph structure pair. If A ( H ⊆ F and ω < t 6 tA(F ), then
N˜A(H)(m) >
(
(log n)γ(F,A)
gF,A(t)
)2
.
Proof. Set a = 2vA(H)− e(H), b = o(H) and c = c(F,A). Note that
ac > 2b
by the definition (10) of c(F,A), that a > 1, since tA(F ) > 0 and H 6= A, and that
N˜A(H)(m) = (2t)
e(H)na/2e−4bt
2
,
38Note that, since |A| 6 (log n)1/5, we have at most n choices for φ.
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by (21). Since gF,A(t) = n
−1/4ect
2
(log n)γ(F,A) and n−1/4ectA(F )
2 6 1, we obtain
N˜A(H)(m) >
(
n1/4e−ct
2)2a > (n1/4e−ct2)2 = ((log n)γ(F,A)
gF,A(t)
)2
for every ω < t 6 tA(F ), as required. 
We are now ready for a key calculation.
Lemma 4.55. Let (F,A) be a graph structure pair, let ω < t 6 tA(F ), and suppose that
(log n)γ(F,A) 6 nvA(F )+e(F )+1. If E(m) ∩M(m) holds, then
Nφ′(F
′)(m) 6 (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
· N˜A(F )(m). (67)
for every (F ′, A′) ∈ F−F,A and every φ′ : A′ → V (Gm) which is faithful at time t.
Proof. We split the proof into three cases.
Case 1: ω < t 6 tA′(F ′) and A′ ∩ F = A.
The condition A′ ∩ F = A implies that √n · N˜A′(F ′) 6 2t · N˜A(F ), by Observation 4.34.
Suppose first that gF,A(t) 6 1. Then, since ω < t 6 tA′(F ′), by the event E(m) we have
Nφ′(F
′) 6
(
1 + gF ′,A′(t)
) · N˜A′(F ′) 6 (log n)γ(F ′,A′)+1 · 2t√
n
· N˜A(F )
6 (log n)(1+2ε)γ(F,A) · gF,A(t)
2
(log n)2γ(F,A)
· N˜A(F ) 6 (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
· N˜A(F ).
Note that we used Observation 4.40 and the fact that gF,A(t)
2
√
n > (log n)2γ(F,A) in the third
step, and our assumption that gF,A(t) 6 1 in the fourth.
On the other hand, if gF,A(t) > 1 then, since (log n)γ(F,A) 6 nvA(F )+e(F )+1 and ω < t 6
min
{
tA(F ), tA′(F
′)
}
, we have
Nφ′(F
′) 6
(
1 + gF ′,A′(t)
) · N˜A′(F ′) 6 n1/4+2ε · gF,A(t) · 2t√
n
· N˜A(F ),
by Lemma 4.43 and the event E(m). Noting that (log n)
√
∆(F,A) 6 nε, by Lemma 4.42, it
follows that
Nφ′(F
′) 6 n−1/4+3ε · gF,A(t) · N˜A(F ) 6 (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
· N˜A(F )
since gF,A(t) > 1, as required.
Case 2: ω < t 6 tA′(F ′) and A′ ∩ F 6= A.
By Observation 4.35 and Lemma 4.54, we have
N˜A′(F
′) 6 N˜A′∩F (F ) =
N˜A(F )
N˜A(A′ ∩ F )
6
(
gF,A(t)
(log n)γ(F,A)
)2
· N˜A(F ), (68)
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since A′ ∩ F 6= A. Moreover, gF ′,A′(t) 6 (log n)∆(F,A)−3
√
∆(F,A), by Lemma 4.37 and Obser-
vation 4.38. Using the event E(m) and the fact that ω < t 6 tA′(F ′), it follows that
Nφ′(F
′) 6
(
1 + gF ′,A′(t)
) · N˜A′(F ′) 6 gF,A(t)2
1 + gF,A(t)
· (log n)−2
√
∆(F,A) · N˜A(F ), (69)
as required, since 1 + gF,A(t) 6 (log n)γ(F,A)+1 and γ(F,A) +
√
∆(F,A) > ∆(F,A) + 1.
Case 3: t > tA′(F
′).
Let A′ ( H ′ ⊆ F ′ be minimal such that t < tH′(F ′), set H = H ′ ∩ F , and suppose first
that either H ′ 6= F ′ or A′ ∩ F 6= A. Then, since E(m) holds and t > tA′(F ′), we have
Nφ′(F
′) 6 (log n)∆(F ′,H′,A′)N˜H′(F ′) 6 (log n)∆(F,A)−3
√
∆(F,A)N˜H(F ).
where the second inequality follows from by Observations 4.35 and 4.38. Since H 6= A, by
Observation 4.34, and N˜A(F ) = N˜A(H) · N˜H(F ), we may apply Lemma 4.54 to N˜A(H), as
in (68), and hence obtain
Nφ′(F
′)(m) 6 gF,A(t)
2
1 + gF,A(t)
· (log n)−2
√
∆(F,A) · N˜A(F )(m),
exactly as in (69).
So suppose now that H ′ = F ′ and A′ ∩ F = A, let A′ ⊆ H0 ( · · · ( H` = F ′ be the
building sequence of (F ′, A′), and note that since H ′ = F ′, we have t > t`, by Lemma 4.7.
If (F ′, A′) is unbalanced then, by Lemma 4.12, Observation 4.38 and the event E(m),
Nφ′(F
′)(m) 6 (log n)∆(F ′,H`−1,A′) 6 (log n)∆(F,A)−3
√
∆(F,A),
which again implies (67), using Lemma 4.54 to bound N˜A(F ). On the other hand, if (F
′, A′)
is balanced then, since the event M(m) holds, we have
Nφ′(F
′)(m) 6 max
{
e−o(F
′)(t2−tA′ (F ′)2)(log n)∆(F
′,A′), (log n)∆(F
′−v,A′)
}
.
By Observation 4.39, if
Nφ′(F
′)(m) 6 (log n)∆(F ′−v,A′) 6 (log n)∆(F,A)−3
√
∆(F,A)
then we are done as before, so let’s assume that tA′(F
′) > 0, and that
Nφ′(F
′)(m) 6 e−o(F ′)(t2−tA′ (F ′)2)(log n)∆(F ′,A′). (70)
Note that moreover o(F ) = o(F ′) > 0, since A′ ∩ F = A (see Definition 4.30).
Next, we claim that if either gF,A(t) 6 1 or c(F,A) = 2, then
Nφ′(F
′)(m) 6 (log n)∆(F ′,A′) 6 (log n)
2γ(F,A)−2
√
∆(F,A)
1 + gF,A(t)
, (71)
by Observation 4.40 and the event E(m). Indeed, if gF,A(t) 6 1 then this is immediate, and
otherwise we have
1 6 gF,A(t) 6 n−ε(log n)γ(F,A) 6 n−ε/2(log n)γ(F,A)−3
√
∆(F,A),
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where the second inequality follows (for every t 6 tA(F )) since c(F,A) = 2, and the third
holds because (log n)
√
∆(F,A) 6 nε/6, by Lemma 4.42. Using Lemma 4.42 once again, it
follows that
(log n)∆(F
′,A′) 6 nε/2(log n)∆(F,A) 6 (log n)
2γ(F,A)−2
√
∆(F,A)
1 + gF,A(t)
,
as claimed. The bound (67) now follows immediately from (71), using Lemma 4.54.
It remains to deal with the case in which (70) holds, (F ′, A′) is balanced and39
1 6 gF,A(t) 6 ec(F,A)(t
2−tA(F )2)(log n)γ(F,A). (72)
where 0 < tA′(F
′) < t 6 tA(F ) 6 t∗A(F ) and c(F,A) > 2. We claim that
t∗A(F )
2 − tA′(F ′)2 > log n
8 · o(F ) . (73)
To see this, recall first that t∗A′(F
′) = tA′(F ′), since (F ′, A′) is balanced and tA′(F ′) < t∗, and
that o(F ) = o(F ′). Recall also from (28) that 8o(F )t∗A(F )
2/ log n and 8o(F ′)t∗A′(F
′)2/ log n
are both integers. Since tA′(F
′) < t∗A(F ), it follows that these integers are distinct, and
hence (73) holds.
Suppose first that o(F )
(
tA(F )
2 − tA′(F ′)2
)
> ε · log n, and recall from Observation 4.17
that c(F,A) > o(F )/vA(F ). It follows that
o(F )
(
t2− tA′(F ′)2
)
+ c(F,A)
(
tA(F )
2− t2) > o(F )
vA(F )
· (tA(F )2− tA′(F ′)2) > ε · log n
vA(F )
, (74)
and by Lemma 4.42 we have
nε/vA(F ) > (log n)∆(F ′,A′)−∆(F,A)+3
√
∆(F,A). (75)
Now, by (70) and (72) we have
Nφ′(F
′)(m) 6 e−o(F )(t2−tA′ (F ′)2)(log n)∆(F ′,A′)
6 e−o(F )(t2−tA′ (F ′)2)−c(F,A)(tA(F )2−t2) · (log n)
∆(F ′,A′)+γ(F,A)
gF,A(t)
and hence, by (74), (75) and Lemma 4.54, and since gF,A(t) > 1,
Nφ′(F
′)(m) 6 (log n)
2γ(F,A)−2
√
∆(F,A)
1 + gF,A(t)
6 (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
· N˜A(F )(m),
as required.
Finally, suppose that o(F )
(
tA(F )
2 − tA′(F ′)2
)
6 ε · log n. It follows from (73) that
o(F )
(
t∗A(F )
2 − tA(F )2
)
>
(
1
8
− ε
)
log n,
39Recall that ec(F,A)tA(F )
2 6 n1/4.
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and hence, since 8o(F )t∗A(F )
2 =
(
2vA(F )− e(F )
)
log n, by (28)40, we have
N˜A(F )(m) = (2t)
e(F ) · exp
(
4o(F )
(
t∗A(F )
2 − t2)) > n1/2−4ε.
Since gF,A(t) > n−1/4(log n)γ(F,A), it follows, using (70), (75) and Lemma 4.42, that
Nφ′(F
′)(m) 6 (log n)∆(F ′,A′) 6 nε · (log n)γ(F,A) 6 n1/4+ε · gF,A(t)
6 n−1/4+5ε · gF,A(t) · N˜A(F )(m) 6 (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
· N˜A(F )(m),
since gF,A(t) > 1 and (log n)
√
∆(F,A) 6 nε, as required. 
Using Lemma 4.55, we can now easily bound |∆N∗φ(F )(m)|.
Proof of Lemma 4.53. By Lemmas 4.29, 4.31 and 4.55, the maximum number of copies of F
rooted at φ(A) which can be either created or destroyed by the addition of a single edge is
at most
|F−F,A ∪ F+F,A| · (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
· N˜A(F )(m).
Moreover, by Lemma 4.24, we have
|∆N∗φ(F )(m)| 6 2 ·
(
|∆Nφ(F )(m)|
gF,A(t)N˜A(F )(m)
+
1 + gF,A(t)
gF,A(t)
· log n
n3/2
)
.
Since gF,A(t) > n−1/4 and v(F ) log n, it follows that
|∆N∗φ(F )(m)| 6
(
C · v(F )2
gF,A(t)
)
· (log n)−2
√
∆(F,A) · gF,A(t)
2
1 + gF,A(t)
6 (log n)−
√
∆(F,A) · gF,A(t)
1 + gF,A(t)
as claimed. 
4.6. The land before time t = ω. When t is bounded, the variables Nφ(F ) are not
self-correcting, and so we cannot use the martingale technique introduced in Section 3.
Fortunately for us, however, the faster-growing bounds given by the method of Bohman [10]
suffice for our purposes. In this subsection we shall state the bounds we obtain in the case
0 < t 6 ω < tA(F ), and give an extended sketch of their proof. Since the ideas used in this
section are not new, we postpone the details to the Appendix.
Recall from (24) that
fF,A(t) = e
C(o(F )+1)(t2+1)n−1/4(log n)∆(F,A)−
√
∆(F,A)
for each graph structure pair (F,A), and that KE(m) = Y(m)∩Z(m)∩Q(m). The following
proposition shows that Theorem 4.1(a) is unlikely to be the first of our constraints to fail.
40Note that 0 < t∗A(F ) <∞, since tA(F ) > 0 and o(F ) > 0.
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Proposition 4.56. Let (F,A) be a graph structure pair, and let 0 < t 6 ω < tA(F ). Then,
with probability at least 1− n−3 logn, either (E(m− 1) ∩M(m− 1) ∩ KE(m− 1))c holds, or
Nφ(F )(m) ∈ N˜A(F )(m) ± fF,A(t) · N˜A(F )(n3/2) (76)
for every φ : A→ V (Gm) which is faithful at time t.
The proof of Proposition 4.56 relies heavily on the fact that the event Y(m) gives us
stronger bounds (in the range t 6 ω) on the variables Ye than those given by the event
E(m). Recall from (17) that
fy(t) = e
Ct2n−1/4(log n)5/2 and fx(t) = e−4t
2
fy(t).
The following proposition is essentially due to Bohman [10], although he stated only a slightly
weaker version of it; for completeness, we give a proof in the Appendix [34].
Proposition 4.57 (Bohman [10]). Let m 6 ω · n3/2. With probability at least 1 − n−4 logn,
either
(Z(m− 1) ∩Q(m− 1))c holds, or we have
Xe(m) ∈ X˜(m)± fx(t)X˜(n3/2) and Ye(m) ∈ Y˜ (m)± fy(t)Y˜ (n3/2)
for every e ∈ O(Gm).
Finally, let us note that Y(m− 1)⇒ Q(m) in the range m 6 ω · n3/2.
Proposition 4.58. For every m 6 ω · n3/2, if Y(m− 1) holds then
Q(m) ∈ e−4t2
(
n
2
)
± ε · fy(t)
(
n
2
)
.
Proof. Recall that ∆Q(m) = −Ye(m) − 1, where e is the edge chosen in step m + 1 of the
triangle-free process. Noting that, for every m′ 6 ω · n3/2, we have
m′−1∑
m=0
Y˜ (m) ∈ (1− e−4t′2)(n
2
)
± n and
m′−1∑
m=0
fy(t) 6
1
C
· fy(t′).
It follows that if Y(m′ − 1) holds, then
Q(m′) ∈
(
n
2
)
−
m′−1∑
m=0
(
Y˜ (m)± fy(t)Y˜ (n3/2)
)
⊆ Q˜(m′) ± ε · fy(t′)
(
n
2
)
,
as claimed. 
We shall next use Bohman’s method to control the variables Nφ(F ) in the range t 6 ω.
Let us fix a graph structure triple (F,A, φ) with tA(F ) > 0. The first step is to break up
Nφ(F ) as follows:
Nφ(F )(m
′) =
m′−1∑
m=0
(
Cφ(F )(m)−Dφ(F )(m)
)
, (77)
where Cφ(F )(m) denotes the number of copies of F rooted at φ(A) which are created at
step m + 1 of the triangle-free process, and Dφ(F )(m) denotes the number of such copies
which are destroyed in that step. We shall need bounds on the expected and maximum
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possible single-step changes in Cφ(F )(m) and Dφ(F )(m). Since the proofs of these bounds
are straightforward, and somewhat technical, we defer the details to the Appendix [34].
Lemma 4.59. Let (F,A, φ) be a graph structure triple, and suppose that 0 < t 6 ω < tA(F ),
and that φ is faithful at time t. If E(m) ∩Q(m) holds, then
E
[
Cφ(F )(m) |Gm
]− e(F ) · N˜A(F )(m)
t · n3/2 ∈ ±
fF,A(t) · N˜A(F )(n3/2)
n3/2
.
Lemma 4.60. Let (F,A, φ) be a graph structure triple, and suppose that 0 < t 6 ω < tA(F ),
and that φ is faithful at time t. If E(m) ∩ Y(m) ∩ Z(m) ∩Q(m) holds, then
E
[
Dφ(F )(m) |Gm
]− 8t · o(F ) · N˜A(F )(m)
n3/2
∈ ± C · o(F ) · (t+ 1)
n3/2
· fF,A(t)N˜A(F )(n3/2).
In order to apply Lemma 3.2, we shall also need bounds on Cφ(F )(m) and Dφ(F )(m)
which hold deterministically for all 0 < t 6 ω.
Lemma 4.61. Let (F,A, φ) be a graph structure triple, and suppose that 0 < t 6 ω < tA(F ),
and that φ is faithful at time t. If E(m) ∩M(m) holds, then
0 6 Cφ(F )(m) 6 min
{
nε, (log n)∆(F,A)/2
}
· (log n)
∆(F,A)−2
√
∆(F,A)
√
n
· N˜A(F )(n3/2).
Moreover, the same bounds also hold for Dφ(F )(m).
We can now apply Lemma 3.2 to the variables Cφ(F ) and Dφ(F ); we again refer the reader
to the Appendix for the full details.
Sketch proof of Proposition 4.56. For each m ∈ [m∗], set K(m) = E(m) ∩M(m) ∩ KE(m).
We shall bound, for each m0 6 ω · n3/2, the probability that m0 is the minimal m ∈ N such
that K(m− 1) holds, and
Nφ(F )(m) 6∈ N˜A(F )(m) ± fF,A(t) · N˜A(F )(n3/2)
for some φ which is faithful at time t = m · n−3/2. Note that the event in the statement of
the proposition implies that this event holds for some m 6 ω · n3/2.
Fix m0 6 ω · n3/2, and for each m′ 6 m0, define random variables
M±C (m
′) =
m′−1∑
m=0
[
Cφ(F )(m)− e(F ) · N˜A(F )(m)
t · n3/2 ±
fF,A(t) · N˜A(F )(n3/2)
n3/2
]
and
M±D (m
′) =
m′−1∑
m=0
[
Dφ(F )(m)− 8t · o(F ) · N˜A(F )(m)
n3/2
± C · o(F ) · (t+ 1)
n3/2
fF,A(t)N˜A(F )(n
3/2)
]
.
It follows from Lemmas 4.59 and 4.60 that, while the event E(m) ∩ Y(m) ∩ Z(m) ∩ Q(m)
holds, M±C and M
±
D are both super-/sub-martingale pairs. Now, set
α =
(
min
{
nε, (log n)∆(F,A)/2
} · (log n)∆(F,A)−2√∆(F,A)√
n
+
fF,A(ω)
m0
)
· N˜A(F )(n3/2)
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and
β =
(
(log n)e(F )+o(F )
n3/2
+
fF,A(ω)
m0
)
· N˜A(F )(n3/2).
By Lemma 4.61, we have
−β 6 ∆M±C (m) + ∆M±D (m) 6 α
while E(m) ∩M(m) holds. Moreover, since fF,A(t0) > n−1/4(log n)∆(F,A)−
√
∆(F,A), and we
may assume that m0 > nε, we have
α · β ·m0
N˜A(F )(n3/2)2
6 fF,A(t0)
2
(log n)4
.
Hence, by Lemma 3.2, we obtain
P
((
M−C (m0) >
1
4
fF,A(t0)N˜A(F )(n
3/2)
)
∩ K(m0 − 1)
)
6 e−(logn)3 ,
and similarly for M+C , M
−
D and M
+
D .
Note that the number of choices for φ is negligible, since |A| 6 (log n)1/5. Via a straight-
forward calculation it follows that, with probability at most n−C logn,
Nφ(F )(m0) =
m0−1∑
m=0
(
Cφ(F )(m)−Dφ(F )(m)
)
6∈ N˜A(F )(m0) ± fF,A(t0)N˜A(F )(n3/2),
for some faithful φ : A→ V (Gm), as required. 
4.7. Proof of Theorem 4.1. Finally, let us put the pieces together and prove Theorem 4.1
using the martingale method introduced in Section 3. We shall break up the event that the
theorem fails to hold into four sub-events, depending on whether the first41 graph structure
triple which goes astray is tracking and/or balanced. Recall from (26), and from Defini-
tions 3.6, 4.2 and 4.46, the definitions of the events E(m), M(m) and KE(m).
Definition 4.62. For each m ∈ [m∗], we define events E1(m), E2(m), E3(m) and E4(m) as
follows:
(a) E1(m) denotes the event that E(m − 1) ∩M(m − 1) ∩ KE(m − 1) holds, and that
there exists a graph structure triple (F,A, φ) with 0 < t 6 ω < tA(F ) such that
Nφ(F )(m) 6∈ N˜A(F )(m)± fF,A(t)N˜A(F )(n3/2),
and φ is faithful at time t.
(b) E2(m) denotes the event that E(m − 1) ∩M(m − 1) ∩ KE(m − 1) holds, and that
there exists a graph structure triple (F,A, φ) with ω < t 6 tA(F ) such that
Nφ(F )(m) 6∈
(
1± gF,A(t)
)
N˜A(F )(m),
and φ is faithful at time t.
41More precisely, a first, since there could be several which go astray at the same step.
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(c) E3(m) denotes the event that E(m − 1) ∩ KE(m − 1) holds, and that there exists a
balanced graph structure triple (F,A, φ) with t > tA(F ), such that either
Nφ(F )(m) > max
{
e−o(F )(t
2−tA(F )2)(log n)∆(F,A), (log n)∆(F−v,A)
}
and φ is faithful at time t, or tA(F ) = 0,
Nφ(F )(m) > (log n)
∆(F−v,A)
and φ is faithful at time t.
(d) E4(m) denotes the event that none of the events E1(m), E2(m) and E3(m) holds, but
the event E(m− 1) ∩M(m− 1) ∩ KE(m− 1) holds, and there exists an unbalanced
graph structure triple (F,A, φ) with t > tA(F ), such that
42
Nφ(F )(m) > (log n)
∆(F,H,A)N˜H(F )(m
+),
where A ( H ⊆ F is minimal such that t < tH(F ), and φ is faithful at time t.
It is easy to see43 that
m∗⋃
m=1
E(m)c ∩ KE(m− 1) ⊆
m∗⋃
m=1
E1(m) ∪ E2(m) ∪ E3(m) ∪ E4(m),
i.e., if the conclusion of Theorem 4.1 fails, then one of E1(m), E2(m), E3(m) and E4(m) must
hold for some m ∈ [m∗]. It will therefore suffice to bound the probabilities of these events.
The next three lemmas do so; the first follows immediately from Propositions 4.44 and 4.56.
Lemma 4.63. For every m ∈ [m∗],
P
(E1(m))+ P(E3(m)) 6 2 · n−3 logn.
In the next lemma, we use the martingale argument from Section 3 to control Nφ(F ) in
the range ω < t 6 tA(F ).
Lemma 4.64. For every m ∈ [m∗],
P
(E2(m)) 6 n−C logn. (78)
Proof. Noting that P
(E2(m)) = 0 if t 6 ω, let ω < t′ 6 t∗, set m′ = t′ ·n3/2 and suppose that
E2(m′) holds. Let (F,A, φ) be the graph structure triple for which |N∗φ(F )(m′)| > 1, and for
which ω < t′ 6 tA(F ) and φ is faithful at time t′. Moreover, observe that
(log n)γ(F,A) 6 nvA(F )+e(F )+1, (79)
since otherwise the bound in Theorem 4.1(b) (and hence E2(m′)) holds trivially, and that the
event E(m′ − 1) ∩M(m′ − 1) ∩ KE(m′ − 1) holds. We shall apply the martingale method
introduced in Section 3 to the self-correcting variable Nφ(F ), and then sum over choices of
(F,A, φ) and m′.
42Here, as in the statement of Theorem 4.1, we set m+ = max{m,n3/2}.
43Indeed, simply consider the minimum m such that E(m)c ∩ KE(m − 1) holds, and observe that if
M(m− 1)c holds then E3(m− 1) does too.
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We begin by choosing a family of parameters as in Definition 3.4. Set K(m) = E(m) ∩
M(m) ∩ Y(m) ∩ Z(m) ∩Q(m) and I = [a, b] = [ω · n3/2, tA(F ) · n3/2], and let
α(t) = (log n)−
√
∆(F,A) · gF,A(t)
1 + gF,A(t)
and
β(t) =
C · log n
n3/2
· 1 + gF,A(t)
gF,A(t)
.
Moreover, set λ = C · c(F,A), δ = ε and h(t) = t · n−3/2, and note that α and β are λ-slow
on [a, b], and that α(t) 6 ε and44
min
{
α(t), β(t), h(t)
}
> εt
n3/2
for every ω < t 6 tA(F ). Hence (λ, δ; gF,A, h;α, β;K) is a reasonable collection.
We claim that Nφ(F ) satisfies the conditions of Lemma 3.5 as long as φ is faithful. In-
deed, Lemma 4.19 implies that Nφ(F ) is (gF,A, h;K)-self-correcting, since c(F,A) > 2, and
Lemmas 4.27 and 4.53 imply that
|∆N∗φ(F )(m)| 6 α(t) and E
[|∆N∗φ(F )(m)|] 6 β(t)
for every ω < t 6 tA(F ) for which K(m) holds. Moreover, the bound |N∗φ(F )(a)| < 1/2
follows from the event E(a), since fF,A(ω)N˜A(F )(n3/2) gF,A(ω)N˜A(F )(a).
Finally, observe that, since e(F ) + o(F ) log n, we have
α(t)β(t)n3/2 6 (log n)2 · (log n)−
√
∆(F,A) 6 1
(log n)5
for every ω < t 6 tA(F ). By Lemma 3.5, it follows that
P
((|N∗φ(F )(m′)| > 1) ∩ K(m′ − 1)) 6 n4 · e−(logn)4 6 n−(logn)2 .
Summing over our choices45 for (F,A, φ) and m′, we obtain (78), as required. 
Finally, let’s use the building sequences introduced in Section 4.5 to show that an unbal-
anced non-tracking graph structure cannot be the first to go astray.
Lemma 4.65. For every m ∈ [m∗],
P
(E4(m)) = 0.
Proof. Let m ∈ [m∗], and let (F,A) be an unbalanced graph structure pair with t > tA(F ).
We claim that if
(E1(m) ∪ E2(m) ∪ E3(m))c and E(m − 1) ∩M(m − 1) ∩ KE(m − 1) both
hold, and if φ : A→ V (Gm) is faithful at time t, then
Nφ(F )(m) 6 (log n)∆(F,H,A)N˜H(F )(m+), (80)
where A ( H ⊆ F is minimal such that t < tH(F ), and m+ = max{m,n3/2}. Since (F,A, φ)
was arbitrary, this implies immediately that P
(E4(m)) = 0, as required.
44Here we use Lemma 4.42 together with (79) to show that α(t) > n−εgF,A(t) > n−1/4−ε.
45Once again, by our assumed bound on v(F ) + e(F ) + o(F ), the number of choices is negligible.
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In order to prove (80), let the building sequence of (F,A) be
A ⊆ H0 ( · · · ( H` = F,
and recall that ti = t
∗
Hi−1(Hi) for each i ∈ [`], and that 0 = t0 < t1 < · · · < t` 6 ∞, by
Lemma 4.6. Suppose that tj 6 t < tj+1, and recall that Hj is the minimal A ⊆ H ⊆ F
such that t < tH(F ), by Lemma 4.7. Recall also that each pair (H0, A) and (Hi+1, Hi) is
balanced, by Lemma 4.10. Thus, since E(m− 1) ∩ KE(m− 1) ∩ E3(m)c holds, we have
Nφ(H0)(m) 6 (log n)∆(H0,A) and Nφi(Hi+1)(m) 6 (log n)∆(Hi+1,Hi)
for every 0 6 i 6 j − 1, and every map φi : Hi → V (Gm) which is faithful at time t. Since
Nφ(F ) 6 Nφ(H0) ·
( j−1∏
i=0
max
φi:Hi→V (Gm)
Nφi(Hi+1)
)
· max
φj :Hj→V (Gm)
Nφj(F )
by Lemma 4.11, where the maxima are over faithful maps φi, and
∆(H0, A) +
j−1∑
i=0
∆(Hi+1, Hi) 6 ∆(Hj, A),
by the definition (22) of ∆(F,A) and the convexity of the function x 7→ xC , it follows that
Nφ(F )(m) 6 (log n)∆(Hj ,A) · max
φj :Hj→V (Gm)
Nφj(F )(m). (81)
Finally, we claim that,
Nφj(F )(m) 6 (log n)∆(F,Hj)N˜Hj(F )(m+). (82)
To prove (82), suppose first that t 6 ω. Then, since E(m − 1) ∩ KE(m − 1) ∩ E1(m)c holds
and t 6 tj+1 = t∗Hj(F ), we have
46
Nφj(F )(m) 6 N˜Hj(F )(m) + fF,Hj(t)N˜Hj(F )(n3/2) 6 (log n)∆(F,Hj)−
√
∆(F,Hj)N˜Hj(F )(m
+).
On the other hand, if t > ω then, since E(m− 1) ∩M(m− 1) ∩ KE(m− 1) ∩ E2(m)c holds
and t 6 tj+1 = t∗Hj(F ), we have
Nφj(F )(m) 6
(
1 + gF,Hj(t)
)
N˜Hj(F )(m) 6 (log n)∆(F,Hj)N˜Hj(F )(m+),
as claimed. Combining (81) and (82), we obtain
Nφ(F )(m) 6 (log n)∆(Hj ,A)+∆(F,Hj)N˜Hj(F )(m+) = (log n)∆(F,Hj ,A)N˜Hj(F )(m+),
as required. 
Proof of Theorem 4.1. Since, as noted above, we have
m∗⋃
m=1
E(m)c ∩ KE(m− 1) ⊆
m∗⋃
m=1
E1(m) ∪ E2(m) ∪ E3(m) ∪ E4(m),
the theorem follows immediately from Lemmas 4.63, 4.64 and 4.65. 
46To see this, simply note that N˜Hj (F )(m)+ N˜Hj (F )(n
3/2) 6
(
e4ω
2o(F ) +1
)
N˜Hj (F )(m
+) for every t 6 ω.
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5. Tracking Ye, and mixing in the Y -graph
In this section we shall show how to use the events E(m) and X (m) (see Definitions 3.6
and 4.2) to track Ye for each open edge e. Set a = ω · n3/2 and
KY(m) = E(m) ∩ X (m) ∩ Y(a) ∩ Z(m) ∩Q(m)
for each m ∈ [m∗], and recall that Y˜ (m) = 4t√ne−4t2 , that gy(t) = e2t2n−1/4(log n)4 and
that n > n0(ε, C, ω) is chosen sufficiently large. The main aim of this section is to prove the
following key proposition, cf. Theorem 2.5.
Proposition 5.1. Let ω · n3/2 < m 6 m∗. With probability at least 1 − n−C logn, either the
event KY(m− 1)c holds, or
Ye(m) ∈
(
1± gy(t)
)
Y˜ (m) (83)
for every open edge e ∈ O(Gm).
We begin by defining a collection of variables V σe which are averages of the variables Yf
over various multi-sets of edges. Given two open edges e, f ∈ O(Gm), recall that e and f are
said to be Y -neighbours in Gm if f ∈ Ye(m) and (equivalently) e ∈ Yf (m).
Definition 5.2 (The Y -graph). Given the graph Gm at time t, define the Y -graph of Gm
to be the graph with vertex set O(Gm), whose edges are pairs of Y -neighbours in Gm.
Note that when we take a step in the Y -graph, one of our endpoints remains the same,
and the other changes. We shall therefore imagine ourselves walking through the Y -graph,
with a foot on each endpoint of the currently occupied open edge, and a step being taken
either with the left or the right foot. Let us call the sequence of left / rights the type of a
walk; we shall need to differentiate between paths in the Y -graph of different types.
Let k := d3/εe be a constant fixed throughout the proof. We say that a sequence σ =
(σ1, . . . , σ`) of lefts and rights
47 is k-short if every string of consecutive lefts or rights has
length at most k, and there are at most k ‘changes of foot’, i.e.,
σi+1 = . . . = σi+j ⇒ j 6 k and s(σ) :=
∣∣{i ∈ [`− 1] : σi 6= σi+1}∣∣ 6 k.
Note that if σ is k-short then |σ| 6 k(k + 1). The idea behind this definition is that if we
take more than k steps in a row with the same foot, then we will be very well ‘mixed’ in the
open neighbourhood of our planted foot, while if we alternate feet more than k times, we
will be well mixed in the whole graph.
Before continuing, let us make an important remark. In this section, we shall write e
to denote an open edge of Gm with an orientation; that is, we assign the symbols L and R
to the endpoints of e. This orientation48 will be inherited by the Y -neighbours of e in the
obvious way: if we write f ∈ Ye(m), then the label of the vertex v ∈ e ∩ f (as an endpoint
of f) is the same as its label as an endpoint of e. Moreover, let us write
Y Le (m) =
{
f ∈ Ye(m) : the vertex v ∈ e \ f has label L
}
,
47We shall typically use the letter ` to denote the length |σ| of such a sequence σ.
48In particular, we emphasize that the same edge may have different orientations at different points in
the proof, and even in the same σ-walk. In other words, we denote by e an (edge, orientation)-pair.
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and set Y Re (m) = Ye(m) \ Y Le (m), and define XLe (m) and XRe (m) similarly.49
Given open edges e1, e2 ∈ O(Gm) (with orientations) and a sequence σ ∈ {L,R}∗, where
{L,R}∗ denotes the set of finite strings of lefts and rights, we shall say that a sequence W
of open edges in Gm is a σ-walk from e1 to e2 if the following hold:
W =
(
f0, f1, . . . , f|σ|
)
, f0 = e1, f|σ| = e2 and fi ∈ Y σifi−1(m) for every 1 6 i 6 |σ|.
That is, fi and fi−1 are Y -neighbours in Gm, and the vertex v ∈ fi \ fi−1 has label σi.
We can now define the random variables which we shall need to track.
Definition 5.3. Let σ ∈ {L,R}∗, let m ∈ [m∗] and let e ∈ O(Gm). We shall write
Uσe (m) =
∑
f1∈Y σ1e (m)
∑
f2∈Y σ2f1 (m)
· · ·
∑
f`∈Y σ`f`−1 (m)
1,
to denote the number50 of σ-walks starting from e, and51
V σe (m) =
1
Uσe (m)
∑
f1∈Y σ1e (m)
∑
f2∈Y σ2f1 (m)
· · ·
∑
f`∈Y σ`f`−1 (m)
Yf`(m),
for the average of the Y -values reached via such walks.
In particular, we note that if |σ| = 0 then the unique σ-path starting from e is W = (e),
and hence Uσe (m) = 1 and V
σ
e (m) = Ye(m). For each σ ∈ {L,R}∗, set
gσ(t) = ε
|σ|gy(t).
We emphasize that this error bound improves exponentially as |σ| increases; this property
will be crucial in the proof below.
We shall prove the following generalization of Proposition 5.1. It says that, for any k-short
sequence σ, with (very) high probability V σe is tracking up to time t
∗.
Proposition 5.4. Let ω ·n3/2 < m 6 m∗. Then, with probability at least 1−n−C logn, either
KY(m− 1)c holds, or
V σe (m) ∈
(
1± gσ(t)
)
Y˜ (m) (84)
for every e ∈ O(Gm), and every k-short sequence σ ∈ {L,R}∗.
In order to prove Proposition 5.4, we shall need the following bounds on Uσe (m), which
may easily be proved using the method of Section 3.4, see the Appendix for the details.
Proposition 5.5. Let ω ·n3/2 < m 6 m∗. Then, with probability at least 1−n−C logn, either
KY(m− 1)c holds, or
Y Le (m) ∈
(
1± gx(t)
) · (2te−4t2√n) (85)
for every e ∈ O(Gm), and hence
Uσe (m) ∈
(
1± gx(t)
)|σ| · (2te−4t2√n)|σ| (86)
49So, for example, XLe (m) =
{
f ∈ Xe(m) : the vertex v ∈ e \ f has label L
}
. As noted above, if f ∈
Xe(m) ∪ Ye(m) then the vertex v ∈ e \ f has label L if and only if the vertex v′ ∈ f \ e has label L.
50Later, we shall also write Uσe (m) to denote the multi-set of open edges reached via a σ-walk from e.
51As usual, if e 6∈ O(Gm) then we set Uσe (m) = Uσe (m− 1) and V σe (m) = V σe (m− 1).
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for every e ∈ O(Gm), and every sequence σ ∈ {L,R}∗.
As in Section 4, we’ll often need to assume that the bounds above hold at all earlier times,
so for each 0 6 m′ 6 m∗, define events U(m′) and V(m′) as follows.
Definition 5.6. U(m′) and V(m′) are the events that that the inequalities (86) (resp. (84))
hold for every ω · n3/2 < m 6 m′, every e ∈ O(Gm) and every k-short sequence σ ∈ {L,R}∗.
Recall that V ∅e (m) = Ye(m) = U
L
e (m) + U
R
e (m), and note that therefore Proposition 5.4
immediately implies Proposition 5.1. It will also be convenient in this section to write Yˆ(m′)
for the event that (83) holds for every ω · n3/2 < m 6 m′; this is because the event V(m)
implies Yˆ(m) (but not Y(m), since it does not control Ye(m) when t 6 ω), and we shall need
to assume that Yˆ(m) holds in several of the lemmas below.
The proof of Proposition 5.4 is roughly as follows. First we show that by taking k steps
with the left foot (say), we ‘mix well’ in the open neighbourhood of our right foot. More
precisely, writing Qu(m) for the collection of open edges incident to vertex u, and assuming
that our right foot is fixed at u, we shall prove that V L
k
e (m) (that is, V
σ
e (m) for the sequence
σ = (L, . . . , L) of length k) is within a factor of 1 ± o(gy(t)) of the average of Yf (m) over
f ∈ Qu(m). We will also prove a similar bound on V σe (m) for any (bounded length) sequence
σ which ‘changes foot’ at least k times. The only difference is that in this case we mix well
in the entire Y -graph, i.e., we will prove that V σe (m) is within a factor of 1 ± o
(
gy(t)
)
of
Y (m). Both mixing results follow from the event E(m) (see Theorem 4.1), applied to the
graph structures which correspond to σ-walks from e to f .
We next control the one-step changes in V σe for each k-short sequence σ, and show that
the variable V σe is self-correcting, assuming that none of the other variables have yet gone
astray. The mixing results above are a crucial tool in this calculation, since the rate of
change of V σe depends on V
σL
e and V
σR
e , and these longer sequences
52 may not be k-short.
Finally, we apply the method of Section 3 to bound, for each k-short sequence σ ∈ {L,R}∗,
the probability that V σe is the first variable to cross its Line of Death.
5.1. Mixing inside open neighbourhoods. Our aim over the next few subsections is to
show that V σe is self-correcting; we do so by writing E
[
∆V σe (m)
]
in terms of V σLe (m) and
V σRe (m), which we can control as long as both σL and σR are also k-short. In the next two
subsections we shall deal with the other case.
The key lemma of this subsection is as follows; it says (roughly) that a walk of length k
in the open neighbourhood of a vertex is well-mixed.
Lemma 5.7. Let ω · n3/2 < m 6 m∗. If E(m) ∩ Yˆ(m) holds, then∣∣V Lke (m)− V Lk+1e (m)∣∣ = o(gy(t)Y˜ (m)) (87)
for every open edge e ∈ O(Gm).
Note that the o(·)-term in the lemma indicates that the left-hand side of (87) divided by
gy(t)Y˜ (m) is (uniformly over times ω < t 6 t∗) at most some function of n which tends to
52If σ = (σ1, . . . , σ`) then σL = (σ1, . . . , σ`, L) and σR = (σ1, . . . , σ`, R).
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zero as n → ∞. In particular, this implies that if n > n0(ε, C, ω), then the left-hand side
of (87) is smaller than gσ(t)Y˜ (m) for every k-short sequence σ.
We shall deduce Lemma 5.7 from the following lemma. Recall that Qu(m) denotes the
open neighbourhood of the vertex u in Gm, i.e., Qu(m) = {e ∈ O(Gm) : u ∈ e}.
Lemma 5.8. Let ω · n3/2 < m 6 m∗. If E(m) ∩ Yˆ(m) holds, then
V L
k
e (m) ∈
1± o(gy(t))
Qu(m)
∑
f∈Qu(m)
Yf (m)
for every open edge e ∈ Qu(m).
In order to prove Lemma 5.8, we shall use the following simple facts.53
Observation 5.9. Let a1, . . . , ar+s ∈ (1± γ)a˜, and suppose that s 6 δr. Then
r + s
r
r∑
j=1
aj ∈
(
1±O(γδ)) r+s∑
j=1
aj.
Observation 5.10. Let a1, . . . , ar ∈ (1± γ)a˜ and b1, . . . , br ∈ (1± δ)b˜. Then
r ·
r∑
j=1
ajbj ∈
(
1±O(γδ))( r∑
j=1
aj
)( r∑
j=1
bj
)
.
We shall also need a little extra terminology.
Definition 5.11 (σ-paths and σ-cycles). Let σ ∈ {L,R}∗ and e, f ∈ O(Gm). A σ-walk from
e to f which leaves each endpoint of e at most once, and arrives at every other vertex at
most once, is called a σ-path. If moreover e = f , then it is also called a σ-cycle.
Let us write P σe (m) for the number of σ-paths starting at an open edge e, and recall that
Uσe (m) denotes the number of σ-walks starting at e. We shall use the event E(m) to bound
the number of σ-paths (or cycles) between two edges e, f ∈ Qu(m).
Finally, we make an observation which will be useful several times in this section.
Observation 5.12. Let ω · n3/2 < m 6 m∗. If E(m) holds, then
1
3ω
· Y˜ (m)|σ| 6 Uσe (m) 6 Y˜ (m)|σ|
for every σ ∈ {L,R}∗ with |σ| 6 ω.
Proof. Simply note that, since the event E(m) holds, the variables Y Lf (m) and Y Rf (m) are
each at most Y˜ (m), and at least Y˜ (m)/3, for every f ∈ O(Gm). 
Proof of Lemma 5.8. Let ω · n3/2 < m 6 m∗, recall that k = d3/εe, and set σ = Lk.
Moreover, let u ∈ V (Gm) and e ∈ Qu(m). We claim that
(a) the number of σ-paths from e to f is the same, up to a factor of 1 ± o(1), for each
open edge f ∈ Qu(m), and
53In both observations, all variables are assumed to be positive real numbers.
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(b) almost all σ-walks starting at e are in fact σ-paths.
Using Observations 5.9 and 5.10, the lemma will follow easily from (a) and (b).
Suppose first that e 6= f , and consider the graph structure triple (F,A, φ) which represents
a σ-path from e to f , see Figure 5.1(a). Note that v(F ) = k+ 2, |A| = |e∪ f | = 3, e(F ) = k
and o(F ) = k − 1. We claim that tA(F ) = t∗.
e
f e
a) b)
Figure 5.1. Lk-paths from e to f .
To prove the claim, recall from Definition 2.10 and (28) that if tA(F ) < t
∗, then there
exists an induced sub-structure A ( H ⊆ F such that either e(H) > 2vA(H) or
t∗A(H) =
(
2vA(H)− e(H)
8o(H)
)1/2√
log n <
(
1
2
√
2
− ε
)√
log n = t∗. (88)
Note that e(H) 6 vA(H) + 1H=F and o(H) = vA(H). Since vA(F ) = k − 1 > 1/ε > 1, it
follows that e(H) < 2vA(H) and
2vA(H)− e(H)
8o(H)
> 1
8
(
1− 1
k − 1
)
>
(
1
2
√
2
− ε
)2
,
and so tA(F ) = t
∗, as claimed. Hence, assuming E(m) holds, and noting that φ is faithful,
and that γ(F,A) 6 ω (since vA(F ) 6 k = O(1), see (22) and (23)), we have
Nφ(F ) ∈
(
1± o(1))N˜A(F ), (89)
and so gF,A(t) 6 n−ε for every ω < t 6 t∗.
On the other hand, if e = f then consider the graph structure triple (F ′, A′, φ′) which
represents a σ-cycle from e to itself, see Figure 5.1(b). Since k > 2, the structure (F ′, A′) is
obtained from (F,A) by identifying two vertices of A with no common neighbours, and it
follows that N˜A′(F
′) = N˜A(F ), and that
Nφ′(F
′) ∈ (1± o(1))N˜A′(F ′) ∈ (1± o(1))N˜A(F ),
exactly as above.
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It follows that the number of σ-paths from e to f is within a factor of 1± o(1) of N˜A(F )
for every f ∈ Qu(m). It remains to observe that, assuming E(m) holds,
Uσe (m)− P σe (m) < ω · Y˜ (m)k−1 
Y˜ (m)k
3ω
6 Uσe (m). (90)
To see the first inequality, simply sum over the (less than) k2 6 ω2 choices for the two steps
1 6 i < j 6 k which use the same vertex, and note that, since the event E(m) holds, we
have at most
(
1 + o(1)
) Y˜ (m)
2
< Y˜ (m) choices54 for each of the steps except j, and at most
one choice for step j (given step i). The second inequality holds since ω2 · 3ω  nε 6 Y˜ (m),
and the third holds by Observation 5.12.
Hence, writing Vˆ L
k
e (m) for the average of Yf (m) over the multi-set of open edges f reached
by σ-paths from e, we claim that
V L
k
e (m) ∈
(
1± o(gy(t))
) · Vˆ Lke (m) ⊆ 1± o(gy(t))Qu(m) ∑
f∈Qu(m)
Yf (m),
as required. Indeed, the first inclusion follows from Observation 5.9, using (90) and the event
Yˆ(m), by enumerating the σ-walks from e, and setting aj = Yf (m) if the jth walk ends at
edge f . The second inclusion follows by Observation 5.10 and the event Yˆ(m), by setting
(for each f ∈ Qu(m)) af equal to the number of σ-walks from e to f , and bf = Yf (m). 
Noting that Lemma 5.8 also holds for σ = Lk+1, it is now easy to deduce Lemma 5.7.
Proof of Lemma 5.7. By Lemma 5.8 we have∣∣V Lke (m)− V Lk+1e (m)∣∣ 6 o(gy(t))Qu(m) ∑
f∈Qu(m)
Yf (m).
Now Yf (m) ∈
(
1± o(1))Y˜ (m) for every f ∈ Qu(m), by Yˆ(m), so the lemma follows. 
5.2. Mixing in the whole Y -graph. The other way in which σL or σR might not be k-
short is if σ changes foot more than k times. The following lemma follows from the fact that
such a σ-walk ‘mixes fast’ in the entire Y -graph. Recall that we write s(σ) = |{i : σi 6= σi+1}|
for the number of ‘changes of foot’ during a σ-walk.
Lemma 5.13. Let ω · n3/2 < m 6 m∗, and let σ ∈ {L,R}∗ be a sequence with |σ| 6 ω and
s(σ) > k. If E(m) ∩ Yˆ(m) holds, then∣∣V σe (m)− V σLe (m)∣∣ = o(gy(t)Y˜ (m))
for every open edge e ∈ O(Gm).
We shall deduce Lemma 5.13 from the following lemma.
54We shall use this bound, Y Le (m) 6 Y˜ (m), several times below without further comment.
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Lemma 5.14. Let ω · n3/2 < m 6 m∗, and let σ ∈ {L,R}∗ be a sequence with |σ| 6 ω and
s(σ) > k. If E(m) ∩ Yˆ(m) holds, then
V σe (m) ∈
(
1± o(gy(t)))Y (m)
for every open edge e ∈ O(Gm).
Proof. The proof is similar to that of Lemma 5.8, above. Indeed, let ω · n3/2 < m 6 m∗, let
e ∈ O(Gm), and let σ ∈ {L,R}∗ be a sequence with |σ| 6 ω and s(σ) > k. We claim that
(a) the number of σ-paths from e to f is the same, up to a factor of 1 ± o(1), for each
open edge f ∈ O(Gm), and
(b) almost all σ-walks starting at e are in fact σ-paths.
The second claim again follows by (90), so we shall need to prove only the first.
Suppose first that e and f are disjoint, and consider the graph structure triple (F,A, φ)
which corresponds to a σ-path from e to f , see Figure 5.2(a). We claim that tA(F ) = t
∗.
e
f
a)
e f
b)
ec)
Figure 5.2. σ-paths from e to f .
To prove the claim, recall from the proof of Lemma 5.8 that if tA(F ) < t
∗, then there
exists an induced sub-structure A ( H ⊆ F such that either e(H) > 2vA(H) or (88) holds.
We claim first that if e and f are in the same component of H, i.e., that there is a path in
E(H) ∪O(H) from an endpoint of e to an endpoint of f , then
vA(H) >
s(σ)− 3
2
> k
3
, e(H) 6 vA(H) + 2 and o(H) 6 vA(H) + 2.
To prove the bound on vA(H), simply note that each consecutive pair of ‘pivot’ vertices in
F form a cut-set which divides e from f , and so H must contain at least one of each such
pair. To prove the bounds on e(H) and o(H), consider the vertices of H according to the
order in which they are reached by the σ-walk. Each vertex sends at most one edge and one
70
open edge backwards, and thus e(H) 6 vA(H) + 2 and o(H) 6 vA(H) + 2, as claimed55. It
follows that e(H) < 2vA(H), since vA(H) > k/3 > 2, and moreover
2vA(H)− e(H)
8o(H)
> 1
8
(
vA(H)− 2
vA(H) + 2
)
> 1
8
(
1− 12
k + 6
)
>
(
1
2
√
2
− ε
)2
(91)
for all such H, since k + 6 > 3/ε.
On the other hand, suppose that e and f are in different components of H. Then we
may apply exactly the same argument to each component, and obtain the stronger bounds
e(H) 6 vA(H) and o(H) 6 vA(H) (component-wise, and thus also in H). Thus 2vA(H) −
e(H) > o(H), and so (91) still holds, i.e., t∗A(H) > t∗. Hence tA(F ) = t∗, as claimed.
Now, since vA(F ) 6 |σ|+ 2 6 ω + 2, it follows from the definition (23) (and the fact that
ω → ∞ sufficiently slowly) that γ(F,A) 6 log log n (say), and so gF,A(t) 6 n−ε for every
ω < t 6 t∗. Since E(m) holds and φ is faithful at time t, it follows that
Nφ(F )(m) ∈
(
1± o(1))N˜A(F )(m). (92)
The proof when e and f are not disjoint is similar. Indeed, consider the graph structure
triples (F ′, A′, φ′) and (F ′′, A′′, φ′′) which represents a σ-path from e to f when |e∩f | = 1 and
when e = f , respectively, see Figure 5.2(b) and (c). We claim that tA′(F
′) = tA′′(F ′′) = t∗.
Indeed, since s(σ) > 2, it follows that (F ′, A′) and F ′′, A′′) are obtained from (F,A) by
identifying vertices of A with no common neighbours. Thus N˜A′(F
′) = N˜A′′(F ′′) = N˜A(F ),
and hence we obtain
Nφ′(F
′) ∈ (1± o(1))N˜A(F ) and Nφ′′(F ′′) ∈ (1± o(1))N˜A(F ),
exactly as above.
We have proved that the number of σ-paths from e to f is within a factor of 1 ± o(1)
of N˜A(F ) for every f ∈ O(Gm). Hence, writing Vˆ σe (m) for the average of Yf (m) over the
multi-set of open edges f reached by σ-paths from e, we claim that
V σe (m) ∈
(
1± o(gy(t)))Vˆ σe (m) ⊆ (1± o(gy(t)))Y (m),
as required. Indeed, the first inclusion again follows from Observation 5.9, using (90) and
the event Yˆ(m), and the second inclusion follows by Observation 5.10 and the event Yˆ(m),
exactly as before. 
It is now easy to deduce Lemma 5.13.
Proof of Lemma 5.13. By Lemma 5.14, we have∣∣V σe (m)− V σLe (m)∣∣ 6 o(gy(t)Y (m)),
and since Yˆ(m) holds, we have Y (m) ∈ (1±o(1))Y˜ (m). The lemma follows immediately. 
55Note that the +2 term corresponds to the two endpoints of f .
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5.3. Creating and destroying σ-walks. In this subsection we shall bound the maximum
possible size of |∆V σe (m)|; not only will we need this bound in the martingale calculation,
but the walk-counting lemmas below will be useful in proving self-correction.
The main result of the subsection is as follows.
Lemma 5.15. Let ω · n3/2 < m 6 m∗. If E(m) ∩ Z(m) holds, then∣∣∆V σe (m)∣∣ 6 (log n)4
for every e ∈ O(Gm) and every σ ∈ {L,R}∗ with |σ| 6 ω.
We begin with a straightforward observation, which will allow us to control ∆Uσe (m).
Observation 5.16. Let m 6 m∗. If Z(m) holds then, for every e, f ∈ O(Gm) with e 6= f ,
there are at most (log n)2 walks of length two in the Y -graph from e to f .
Proof. If e and f are disjoint, then there are at most four walks of length two from e to f ,
so assume that e = {u, v} and f = {u,w}. Then the first step must take us to an open edge
h = {u, x} with {v, x} ∈ E(Gm) (since h ∈ Ye(m)) and {w, x} ∈ E(Gm) (since h ∈ Yf (m)),
i.e., x is a common neighbour of v and w. Since event Z(m) holds, there are at most (log n)2
such vertices, and so there are at most (log n)2 such walks, as claimed. 
We can now bound the number of σ-walks between any two open edges of Gm.
Lemma 5.17. Let ω · n3/2 < m 6 m∗, let e, f ∈ O(Gm) with e 6= f , and let σ ∈ {L,R}∗
with |σ| > 2. If E(m) ∩ Z(m) holds, then there are at most
2 · (log n)2 · Y˜ (m)|σ|−2
σ-walks from e to f .
Proof. Since E(m) holds, it follows that Y Le (m) 6 Y˜ (m) for every e ∈ O(Gm), and hence we
have at most Y˜ (m) choices for each step of a σ-walk on Gm. Let h be the open edge we have
reached after |σ| − 2 steps, and consider two cases: either h = f , or h 6= f .
If h = f , then the bound is easy: we have only one choice for steps |σ| − 2 and |σ| (since
both must land on f), and so there are at most Y˜ (m)|σ|−2 such walks. On the other hand,
if h 6= f then by Observation 5.16 there are at most (log n)2 choices for the final two steps,
since Z(m) holds. Hence there are at most (log n)2 · Y˜ (m)|σ|−2 such walks, as required. 
We can now easily bound
∣∣∆Uσe (m)∣∣.
Lemma 5.18. Let ω · n3/2 < m 6 m∗. If E(m) ∩ Z(m) holds, then∣∣∆Uσe (m)∣∣ 6 |σ| · (log n)3 · Y˜ (m)|σ|−1
for every e ∈ O(Gm) and every σ ∈ {L,R}∗.
Proof. Note first that if |σ| = 0 then the lemma is trivial, since ∆Uσe (m) = 0. Moreover,
if |σ| = 1 then we have Uσe = Y Le or Uσe = Y Re , and it is easy to see (cf. Section 4.3) that
−(log n)2 6 ∆Y Le (m) 6 1, since Z(m) holds, and so the lemma follows in this case also.
Therefore, let us assume from now on that |σ| > 2.
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Let f denote the edge added in step m + 1 of the triangle-free process, and note that if
either e = f or f ∈ Ye(m) then we are done, since56 in that case ∆Uσe (m) = 0. So assume
that e 6= f and e 6∈ Yf (m), and observe that a σ-walk is destroyed by the addition of f only
if it passes through a Y -neighbour of f , and is created only if it passes (in consecutive steps)
through both of a pair of X-neighbours of f .
We claim that at most |σ| · Y˜ (m)|σ|−1 σ-walks from e are created in step m+ 1, and that
at most
|σ|∑
r=1
(
4 · (log n)2 · Y˜ (m)r−1 · Y˜ (m)|σ|−r
)
6 |σ| · (log n)3 · Y˜ (m)|σ|−1 (93)
such walks are destroyed in the same step. To prove the former bound, simply note that
one of the steps (the one between the X-neighbours of f) is pre-chosen and that, since E(m)
holds, we have at most Y˜ (m) choices for each of the other steps. To prove that (93) is
an upper bound on the number of destroyed walks, let r denote the number of steps after
which we first reach a Y -neighbour of f , and note that r > 1 since e 6∈ Yf (m). Now, by
Lemma 5.17, since e 6= f and E(m) ∩ Z(m) holds, we have at most 4 · (log n)2 · Y˜ (m)r−1
choices for the walk57 from e to some Y -neighbour of f .
This proves the claimed bounds on the number of σ-walks created or destroyed in a single
step. The lemma follows by taking the maximum of the two bounds. 
Putting these lemmas together, we obtain Lemma 5.15. To simplify the notation, we shall
write Uσe (m) to denote the multi-set of open edges reached via a σ-walk from e, as well as
for the size of this multi-set. Note that, in this notation, if |σ| = 0 then Uσe (m) = {e}.
Proof of Lemma 5.15. Fix ω · n3/2 < m 6 m∗, an open edge e ∈ O(Gm) and a sequence
σ ∈ {L,R}∗, and assume that E(m) ∩ Z(m) holds. The lemma holds if V σe = Ye, as noted
above, so let us assume that |σ| > 0. We begin by bounding∣∣∣∆(V σe (m) · Uσe (m))∣∣∣ = ∣∣∣∣∆( ∑
f∈Uσe (m)
Yf (m)
)∣∣∣∣ 6 2 · Y˜ (m) · ∣∣∆Uσe (m)∣∣+ ∑
f∈Uσe (m)
∣∣∆Yf (m)∣∣,
where the inequality holds since Yf (m) 6 2 · Y˜ (m), which follows from the event E(m). We
claim that
2 · Y˜ (m) · ∣∣∆Uσe (m)∣∣+ ∑
f∈Uσe (m)
∣∣∆Yf (m)∣∣ 6 3 · |σ| · (log n)3 · Y˜ (m)|σ|.
Indeed, this follows by Lemma 5.18, and the facts that Uσe (m) 6 Y˜ (m)|σ| (since E(m) holds)
and that |∆Yf (m)| 6 2 · (log n)2 (since Z(m) holds), as above.
Now, by the product rule, we have
∆
(
V σe (m) · Uσe (m)
)
= Uσe (m)∆
(
V σe (m)
)
+ V σe (m)∆
(
Uσe (m)
)
+ ∆
(
V σe (m)
)
∆
(
Uσe (m)
)
.
56Recall from Definition 5.3 that if e 6∈ O(Gm+1), then Uσe (m+ 1) = Uσe (m).
57Note that such walks, of length r, are in bijection with the walks from e to f of length r + 1.
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Moreover, we have V σe (m) 6 2Y˜ (m) (since E(m) holds), and since Y˜ (m) > nε  |σ| ·(log n)3
for every m 6 m∗, it follows from Lemma 5.18 that |∆Uσe (m)|  Uσe (m). Hence, by the
triangle inequality and Lemma 5.18 (again), we have∣∣∆V σe (m)∣∣ 6 4Uσe (m)
(
|σ| · (log n)3 · Y˜ (m)|σ| + Y˜ (m) · |∆Uσe (m)|
)
6 8
Uσe (m)
(
|σ| · (log n)3 · Y˜ (m)|σ|
)
6 (log n)4,
as required. 
5.4. Self-correction. In this subsection we shall prove, using the results above, that the
variables V σe exhibit a kind of self-correction. The calculation is somewhat lengthy, and
requires careful counting of the σ-paths created and destroyed in a typical step of the triangle-
free process. For each m ∈ [m∗], each k-short sequence σ ∈ {L,R}∗ and each open edge
e ∈ O(Gm), define
(V σe )
∗(m) =
V σe (m)− Y˜ (m)
gσ(t) · Y˜ (m)
.
Recall that V(m′) denotes the event that the variables V σe (m) are tracking up to step m′,
i.e., that |(V σe )∗(m)| 6 1 for every ω · n3/2 < m 6 m′, every e ∈ O(Gm) and every k-short
sequence σ.
Recall that k = d3/εe and n > n0(ε, C, ω). The aim of this subsection is to prove the
following key lemma, which implies that the variables V σe are self-correcting.
Lemma 5.19. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ V(m) ∩ X (m) ∩ Z(m) ∩ Q(m)
holds, then
E
[
∆(V σe )
∗(m)
] ∈ (8± 5) · t
n3/2
(
− (V σe )∗(m)±O(ε)
)
(94)
for every e ∈ O(Gm) and every k-short sequence σ ∈ {L,R}∗.
Our main task will be to prove the following bounds on E
[
∆V σe (m)
]
. We shall then deduce
Lemma 5.19 using the mixing results from Sections 5.1 and 5.2.
Lemma 5.20. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ X (m) ∩ Z(m) holds, then
E
[
∆V σe (m)
] ∈ − 1
Q(m)
(
UσLe (m)V
σL
e (m) + U
σR
e (m)V
σR
e (m)
Uσe (m)
)
+
(
1± Cgx(t)
)X˜(m)
Q(m)
for every e ∈ O(Gm), and every σ ∈ {L,R}∗ with |σ| 6 ω.
We begin by controlling E
[
∆Uσe (m)
]
. For each σ ∈ {L,R}∗, define σ(j) to be the sequence
formed by the first j elements of σ.58 Lemma 5.20 is a straightforward consequence of the
following bounds.
58Thus if σ = (σ1, . . . , σ`), then σ(j) = (σ1, . . . , σj).
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Lemma 5.21. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ X (m) ∩ Z(m) holds, then
E
[
∆Uσe (m)
] ∈ − 1
Q(m)
|σ|∑
j=1
Uσe (m)V
σ(j)
e (m) + |σ|
(
1
2|σ|
± gx(t)
)
X˜(m)Y˜ (m)|σ|−1
Q(m)
,
for every e ∈ O(Gm), and every σ ∈ {L,R}∗ with |σ| 6 ω.
In order to prove Lemma 5.21, we shall first need to prove a series of simpler lemmas. We
begin with two easy observations.
Observation 5.22. Let m 6 m∗ and e ∈ O(Gm). Then
∣∣Y Le (m + 1) \ Y Le (m)∣∣ 6 1, and
moreover
P
(
f ∈ Y Le (m+ 1) \ Y Le (m)
∣∣Gm) = 1
Q(m)
,
for each f ∈ XLe (m). If f 6∈ XLe (m) then the probability is zero.
Proof. Let h be the edge selected in step m+ 1, and suppose that f ∈ Y Le (m+ 1) \ Y Le (m).
Then f ∈ XLe (m) and h ∈ XRe (m) form an open triangle with e in Gm, and moreover
Y Le (m+ 1) \ Y Le (m) = {f}, as required. 
Recall that if e 6∈ O(Gm+1) then (by convention) we set Y Le (m+ 1) = Y Le (m).
Observation 5.23. Let m 6 m∗ and e ∈ O(Gm). Then
P
(
f ∈ Y Le (m) \ Y Le (m+ 1)
∣∣Gm) = Yf (m)− 1
Q(m)
,
for each f ∈ Y Le (m). If f 6∈ Y Le (m) then the probability is zero.
Proof. Let h be the edge selected in step m+ 1, and suppose that f ∈ Y Le (m) \ Y Le (m+ 1).
Then either e or f was closed by h. But if e 6∈ O(Gm+1) then Y Le (m+1) = Y Le (m), so we must
have h ∈ Yf (m) \ {e}. Any such h will suffice, and hence we have f ∈ Y Le (m) \ Y Le (m+ 1)
with probability exactly
(
Yf (m)− 1
)
/Q(m), as claimed. 
The observations above imply the following two identities.
Lemma 5.24. Let m 6 m∗, e ∈ O(Gm) and σ ∈ {L,R}∗. Then
E
[ ∑
f∈Y Le (m+1) \Y Le (m)
Uσf (m)
∣∣∣Gm] = 1
Q(m)
∑
f∈XLe (m)
Uσf (m), (95)
and
E
[ ∑
f∈Y Le (m) \Y Le (m+1)
Uσf (m)
∣∣∣Gm] = 1
Q(m)
∑
f∈Y Le (m)
(
Yf (m)− 1
)
Uσf (m). (96)
Proof. The first identity follows immediately from Observation 5.22, since the sum on the
left is equal to Uσf (m) with probability 1/Q(m) for each f ∈ XLe (m), and zero otherwise.
The second identity follows immediately from Observation 5.23, since the sum on the left
contains f with probability (Yf (m)− 1)/Q(m) for each f ∈ Y Le (m). 
Combining Observation 5.22 with Lemma 5.18, we also obtain the following bounds.
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Lemma 5.25. For every ω · n3/2 < m 6 m∗, if E(m) ∩ Z(m) holds, then
E
[ ∑
f∈Y Le (m+1)
∆Uσf (m) −
∑
f∈Y Le (m)
∆Uσf (m)
∣∣∣Gm] ∈ ± (log n)4 · X˜(m)Y˜ (m)|σ|−1
Q(m)
for every e ∈ O(Gm), and every σ ∈ {L,R}∗ with |σ| 6 ω.
Proof. Observe first that, by linearity of expectation,
E
[ ∑
f∈Y Le (m+1)
∆Uσf (m)
∣∣∣Gm]− ∑
f∈Y Le (m)
E
[
∆Uσf (m)
]
= E
[ ∑
f∈Y Le (m+1) \Y Le (m)
∆Uσf (m)
∣∣∣Gm],
since if f ∈ Y Le (m) \ Y Le (m+ 1) then f 6∈ O(Gm+1), and thus ∆Uσf (m) = 0.
Now, since E(m) ∩ Z(m) holds, by Lemma 5.18 we have∣∣∆Uσf (m)∣∣ 6 |σ| · (log n)3 · Y˜ (m)|σ|−1.
Moreover, by Observation 5.22, we have f ∈ Y Le (m + 1) \ Y Le (m) with probability 1/Q(m)
for each f ∈ XLe (m). Hence, using the event E(m) to bound Xe(m), we have
E
[ ∑
f∈Y Le (m+1) \Y Le (m)
∆Uσf (m)
∣∣∣Gm] ∈ ± (log n)4 · Y˜ (m)|σ|−1 · X˜(m)
Q(m)
,
as required. 
We can now prove our first bounds on E
[
∆Uσe (m)
]
. For each σ ∈ {L,R}∗, let us write σ−
for the sequence obtained by removing the first entry of σ.59
Lemma 5.26. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ X (m) ∩ Z(m) holds, then
E
[
∆Uσe (m)
] ∈ ∑
f∈Y σ1e (m)
(
E
[
∆Uσ
−
f (m)
]− Yf (m)Uσ−f (m)
Q(m)
)
+
(
1
2|σ|
± gx(t)
)
X˜(m)Y˜ (m)|σ|−1
Q(m)
for every e ∈ O(Gm), and every σ ∈ {L,R}∗ with 0 < |σ| 6 ω.
Proof. Since
∆Uσe (m) = U
σ
e (m+ 1)− Uσe (m) =
∑
f∈Y σ1e (m+1)
Uσ
−
f (m+ 1)−
∑
f∈Y σ1e (m)
Uσ
−
f (m),
it follows that
E
[
∆Uσe (m)
]
= E
[ ∑
f∈Y σ1e (m+1)
Uσ
−
f (m+ 1)−
∑
f∈Y σ1e (m)
Uσ
−
f (m)
∣∣∣Gm]
=
∑
f∈Y σ1e (m+1)
E
[
∆Uσ
−
f (m)
]
+ E
[ ∑
f∈Y σ1e (m+1)
Uσ
−
f (m)−
∑
f∈Y σ1e (m)
Uσ
−
f (m)
∣∣∣Gm].
59Thus if σ = (σ1, . . . , σ`), then σ
− = (σ2, . . . , σ`).
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Now, by Lemma 5.24, and using the event U(m) ∩ X (m), we have
E
[ ∑
f∈Y σ1e (m+1) \Y σ1e (m)
Uσ
−
f (m)
∣∣∣Gm] = ∑
f∈Xσ1e (m)
Uσ
−
f (m)
Q(m)
∈ (1± gx(t))|σ| · X˜(m)Y˜ (m)|σ|−1
2|σ| ·Q(m) ,
since |σ−| = |σ| − 1 and XLe (m) = XRe (m). Similarly, we have
E
[ ∑
f∈Y σ1e (m) \Y σ1e (m+1)
Uσ
−
f (m)
∣∣∣Gm] ∈ ∑
f∈Y σ1e (m)
Yf (m)U
σ−
f (m)
Q(m)
± Y˜ (m)
|σ|
Q(m)
,
and by Lemma 5.25,
E
[ ∑
f∈Y σ1e (m+1)
∆Uσ
−
f (m)−
∑
f∈Y σ1e (m)
∆Uσ
−
f (m)
∣∣∣Gm] ∈ ± (log n)4 · X˜(m)Y˜ (m)|σ|−2
Q(m)
.
Combining the last four displayed equations, and noting that gx(t)X˜(m) Y˜ (m) (log n)4,
we obtain
E
[
∆Uσe (m)
] ∈ ∑
f∈Y σ1e (m)
(
E
[
∆Uσ
−
f (m)
] − Yf (m)Uσ−f (m)
Q(m)
)
+
(
1
2|σ|
± gx(t)
)
X˜(m)Y˜ (m)|σ|−1
Q(m)
,
as required. 
Recall that σ(j) denotes the sequence formed by the first j elements of σ (so if σ =
(σ1, . . . , σ`), then σ(j) = (σ1, . . . , σj)). In order to prove Lemma 5.21, we shall need the
following bound on the covariance of Uσ
−
f (m) and V
σ−(j)
f (m) over the set Y
σ1
e (m).
Lemma 5.27. Let ω · n3/2 < m 6 m∗. If U(m) holds, then∑
f∈Y σ1e (m)
Uσ
−
f (m)V
σ−(j)
f (m) ∈ Uσe (m)V σ(j+1)e (m) ± ε · gx(t) · X˜(m)Y˜ (m)|σ|−1 (97)
for every e ∈ O(Gm) and every σ ∈ {L,R}∗ with 0 6 j < |σ| 6 ω.
In order to prove Lemma 5.27, we shall use the following corollary of Observation 5.10.
Observation 5.28. Let ω · n3/2 < m 6 m∗. If U(m) holds, then
1
Y σ1e (m)
∑
f∈Y σ1e (m)
V σ
−
f (m) ∈
(
1± ω2gx(t)2
)
· V σe (m)
for every e ∈ O(Gm) and every σ ∈ {L,R}∗ with 0 < |σ| 6 ω.
Proof. Set af = V
σ−
f (m) and bf = U
σ−
f (m) for each f ∈ Y σ1e (m). By the event U(m), we
have
af ∈
(
1± gx(t)
)
Y˜ (m) and bf ∈
(
1± gx(t)
)ω( Y˜ (m)
2
)|σ|−1
,
and so, by Observation 5.10,
V σe (m) =
∑
f∈Y σ1e (m) V
σ−
f (m)U
σ−
f (m)∑
f∈Y σ1e (m) U
σ−
f (m)
∈ 1± ω
2gx(t)
2
Y σ1e (m)
∑
f∈Y σ1e (m)
V σ
−
f (m),
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as required. 
We can now easily deduce Lemma 5.27 from Observations 5.10 and 5.28.
Proof of Lemma 5.27. Set af = V
σ−(j)
f (m) and bf = U
σ−
f (m) for each f ∈ Y σ1e (m). Noting
that,
af ∈
(
1± gx(t)
)
Y˜ (m) and bf ∈
(
1± gx(t)
)ω( Y˜ (m)
2
)|σ|−1
,
which both follow from the event U(m), we obtain
Y σ1e (m)
∑
f∈Y σ1e (m)
Uσ
−
f (m)V
σ−(j)
f (m) ∈
(
1± ω2gx(t)2
) ∑
f∈Y σ1e (m)
Uσ
−
f (m)
∑
f∈Y σ1e (m)
V
σ−(j)
f (m),
by Observation 5.10. Applying Observation 5.28 to the sequence σ(j + 1), it follows that∑
f∈Y σ1e (m)
Uσ
−
f (m)V
σ−(j)
f (m) ∈ Uσe (m)V σ(j+1)e (m) ± ω2gx(t)2Y˜ (m)|σ|+1,
which implies (97), since X˜(m) ω2 · gx(t) · Y˜ (m)2 for every m 6 m∗. 
We are now ready to prove the claimed bounds on E
[
∆Uσe (m)
]
.
Proof of Lemma 5.21. Let ω ·n3/2 < m 6 m∗, and assume that E(m)∩U(m)∩X (m)∩Z(m)
holds. We shall prove that
E
[
∆Uσe (m)
] ∈ − 1
Q(m)
|σ|∑
j=1
Uσe (m)V
σ(j)
e (m) + |σ|
(
1
2|σ|
± gx(t)
)
X˜(m)Y˜ (m)|σ|−1
Q(m)
, (98)
for every e ∈ O(Gm) and every σ ∈ {L,R}∗ with |σ| 6 ω, by induction on ` = |σ|. The result
is trivial if ` = 0, since in that case Uσe (m) = 1 for every e ∈ O(Gm) and every m 6 m∗. For
` = 1, assume for simplicity that σ = L, and (recalling that ULe = Y
L
e ) observe that
E
[
∆Y Le (m)
]
= − 1
Q(m)
∑
f∈Y Le (m)
(
Yf (m)− 1
)
+
XRe (m)
Q(m)
. (99)
The bounds in (98) now follow, since ULe (m)V
L
e (m) =
∑
f∈Y Le (m) Yf (m), by Definition 5.3,
and U(m)∩X (m) implies that Y Le (m)+XRe (m) ∈
(
1
2
±gx(t)
)
X˜(m), since XLe (m) = X
R
e (m).
So let ` > 2 and assume that (98) holds for every open edge in Gm and every sequence of
length `− 1. Let e ∈ O(Gm), and let σ ∈ {L,R}`. By Lemma 5.26, we have
E
[
∆Uσe (m)
] ∈ ∑
f∈Y σ1e (m)
(
E
[
∆Uσ
−
f (m)
]− Yf (m)Uσ−f (m)
Q(m)
)
+
(
1
2|σ|
± gx(t)
)
X˜(m)Y˜ (m)|σ|−1
Q(m)
,
and by the induction hypothesis, applied to the pair (f, σ−), we have
E
[
∆Uσ
−
f (m)
] ∈ − 1
Q(m)
|σ|−1∑
j=1
Uσ
−
f (m)V
σ−(j)
f (m) +
(|σ|−1)( 1
2|σ|−1
± gx(t)
)
X˜(m)Y˜ (m)|σ|−2
Q(m)
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for each f ∈ Y σ1e (m). Combining these bounds, we obtain60
E
[
∆Uσe (m)
] ∈ − 1
Q(m)
|σ|−1∑
j=0
∑
f∈Y σ1e (m)
Uσ
−
f (m)V
σ−(j)
f
+
X˜(m)Y˜ (m)|σ|−1
Q(m)
(
1
2|σ|
± gx(t) +
(|σ| − 1)( 1
2|σ|−1
± gx(t)
)
Y σ1e (m)
Y˜ (m)
)
.
Now, by Lemma 5.27, we have
|σ|−1∑
j=0
∑
f∈Y σ1e (m)
Uσ
−
f (m)V
σ−(j)
f ∈
|σ|∑
j=1
Uσe (m)V
σ(j)
e (m) ± ε · |σ| · gx(t)X˜(m)Y˜ (m)|σ|−1,
and by the event U(m), we have Y σ1e (m) ∈
(
1± gx(t)
)
Y˜ (m)/2. Since ` > 2, we obtain61
E
[
∆Uσe (m)
] ∈ − 1
Q(m)
|σ|∑
j=1
Uσe (m)V
σ(j)
e (m) + |σ|
(
1
2|σ|
± gx(t)
)
X˜(m)Y˜ (m)|σ|−1
Q(m)
,
as required. 
We note the following easy identity, which is proved in the Appendix [34].
Lemma 5.29.
E
[
∆
(
A(m)
B(m)
)]
=
E
[
∆A(m)
]
B(m)
− 1
B(m)
E
[
A(m+ 1)∆B(m)
B(m+ 1)
∣∣∣Gm].
Our bound on E
[
∆V σe (m)
]
now follows via a straightforward calculation.
Proof of Lemma 5.20. Let σ ∈ {L,R}∗ be a sequence with |σ| 6 ω, let e ∈ O(Gm) for some
ω · n3/2 < m 6 m∗, and suppose that E(m) ∩ U(m) ∩ X (m) ∩ Z(m) holds. Since
V σe (m) =
UσLe (m) + U
σR
e (m)
Uσe (m)
,
it follows, by Lemma 5.29, that
E
[
∆V σe (m)
]
=
1
Uσe (m)
(
E
[
∆
(
UσLe (m)+U
σR
e (m)
)]− E[V σe (m+1)·∆Uσe (m) ∣∣Gm]). (100)
Now, by Lemma 5.15, and since E(m) ∩ Z(m) holds, we have
V σe (m+ 1) ∈ V σe (m)± (log n)4,
60Note that the term Yf (m)U
σ−
f (m) is absorbed into the sum as the term j = 0.
61This follows since 12
(
1± gx(t)
)(
2−`+1 ± gx(t)
) ∈ (2−` ± gx(t)).
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and since U(m) holds, Uσe (m)V σ(j)e (m) 6 2 · Y˜ (m)|σ|. Moreover, note that gx(t)X˜(m) 
(log n)4 · Y˜ (m). By Lemma 5.21, it follows that
E
[
V σe (m+ 1) ·∆Uσe (m)
∣∣Gm] ∈ − 1
Q(m)
|σ|∑
j=1
Uσe (m)V
σ(j)
e (m)V
σ
e (m)
+ |σ|
(
1
2|σ|
± 2gx(t)
)
X˜(m)Y˜ (m)|σ|
Q(m)
. (101)
Moreover, applying Lemma 5.21 to UσLe (m) and U
σR
e (m), we obtain
E
[
∆
(
UσLe (m) + U
σR
e (m)
)] ∈ − 1
Q(m)
|σ|∑
j=1
(
UσLe (m) + U
σR
e (m)
)
V σ(j)e (m)
− 1
Q(m)
(
UσLe (m)V
σL
e (m) + U
σR
e (m)V
σR
e (m)
)
+
(|σ|+ 1)( 1
2|σ|
± 2gx(t)
)
X˜(m)Y˜ (m)|σ|
Q(m)
.
Now, combining this with (100) and (101), and recalling that UσLe (m)+U
σR
e (m) = U
σ
e (m)V
σ
e (m)
and 2|σ|Uσe (m) ∈
(
1± gx(t)
)|σ|
Y˜ (m)|σ|, it follows that
E
[
∆V σe (m)
] ∈ − 1
Q(m)
(
UσLe (m)V
σL
e (m) + U
σR
e (m)V
σR
e (m)
Uσe (m)
)
+
(
1± Cgx(t)
)X˜(m)
Q(m)
,
as required. 
Combining Lemma 5.20 with mixing results from Sections 5.1 and 5.2, we can now prove
that the variables (V σe )
∗(m) are self-correcting.
Proof of Lemma 5.19. Let ω · n3/2 < m 6 m∗, let σ ∈ {L,R}∗ be a k-short sequence, and
suppose that the event E(m) ∩ U(m) ∩ V(m) ∩ X (m) ∩ Z(m) ∩ Q(m) holds. We claim first
that, if exactly r ∈ {0, 1, 2} of the sequences σL and σR are not k-short, then62
W σe (m) :=
UσLe (m)V
σL
e (m) + U
σR
e (m)V
σR
e (m)
Uσe (m)
∈ (1± gσ+1(t))Y˜ (m)V σe (m)
+
(
1± gx(t)
) · r
2
· gσ(t)Y˜ (m)2 · (V σe )∗(m). (102)
for every e ∈ O(Gm).
To prove (102), suppose first that the sequences σL and σR are both k-short, i.e., r = 0.
Then, since the event V(m) holds, we have
UσLe (m)V
σL
e (m) + U
σR
e (m)V
σR
e (m)
Uσe (m)
∈ (1± gσ+1(t))Y˜ (m) · UσLe (m) + UσRe (m)
Uσe (m)
=
(
1± gσ+1(t)
)
Y˜ (m)V σe (m),
as required. Next, suppose that r = 1, i.e., that σL is not k-short (say), but σR is k-short.
Then either s(σ) > k, or σ ends with k consecutive Ls, so (recalling that V(m) ⇒ Yˆ(m))
62Here, and throughout this proof, we write gσ+1(t) to denote the function gσL(t) = gσR(t).
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we can apply either Lemma 5.13 (in the former case) or Lemma 5.7 (in the latter case) to
obtain ∣∣V σe (m)− V σLe (m)∣∣ = o(gy(t)Y˜ (m)) 6 gσ+1(t)Y˜ (m). (103)
Hence, since the event U(m) ∩ V(m) holds,
W σe (m) ∈
UσLe (m)V
σ
e (m) + U
σR
e (m)Y˜ (m)
Uσe (m)
± gσ+1(t)Y˜ (m)V σe (m)
=
(
1± gσ+1(t)
)
Y˜ (m)V σe (m) +
UσLe (m)
Uσe (m)
(
V σe (m)− Y˜ (m)
)
⊆ (1± gσ+1(t))Y˜ (m)V σe (m) + (1± gx(t))Y˜ (m)2 · gσ(t)(V σe )∗(m)Y˜ (m),
as claimed. Finally, if r = 2, i.e., neither σL nor σR is k-short, then by Lemmas 5.7 and 5.13
it follows that (103) holds for V σLe (m), and also for V
σR
e (m), and so
W σe (m) ∈
UσLe (m)V
σ
e (m) + U
σR
e (m)V
σ
e (m)
Uσe (m)
± gσ+1(t)Y˜ (m)V σe (m)
=
(
1± gσ+1(t)
)
Y˜ (m)V σe (m) +
UσLe (m) + U
σR
e (m)
Uσe (m)
· (V σe (m)− Y˜ (m))
⊆ (1± gσ+1(t))Y˜ (m)V σe (m) + (1± gx(t))Y˜ (m) · gσ(t)(V σe )∗(m)Y˜ (m),
which proves (102).
Next, combining Lemma 5.20 with (102), we shall prove that
1
gσ(t)
(E[∆V σe (m)]
Y˜ (m)
+
8t2 − 1
t · n3/2
)
∈ (1± 2gx(t))(8 + 4r) · t
n3/2
(
− (V σe )∗(m)±O(ε)
)
(104)
for every e ∈ O(Gm).
To obtain (104), recall first that, by Lemma 5.20 and the event Q(m), we have
E
[
∆V σe (m)
] ∈ −W σe (m)
Q(m)
+
(
1± Cgx(t)
)X˜(m)
Q˜(m)
. (105)
Next, note that, using the event Q(m), the final term in (102) can be simplified as follows:(
1± gx(t)
) · r
2
· gσ(t)Y˜ (m)2 · (V σe )∗(m)
gσ(t)Y˜ (m)Q(m)
∈ (1± 2gx(t)) · 4rt
n3/2
· (V σe )∗(m).
Moreover, observe that
X˜(m)
Y˜ (m)Q˜(m)
=
1
t · n3/2 .
Thus, using (102), it follows that the left-hand side of (104) is contained in
1
gσ(t)
(
−
(
1± gσ+1(t)
)
V σe (m)
Q(m)
+
8t
n3/2
± Cgx(t)
t · n3/2
)
− (1± 2gx(t)) · 4rt
n3/2
· (V σe )∗(m). (106)
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Now, observe that63
1
gσ(t)
(
V σe (m)
Q˜(m)
− 8t
n3/2
)
=
8t
n3/2
(
V σe (m)− Y˜ (m)
gσ(t)Y˜ (m)
)
=
8t
n3/2
· (V σe )∗(m).
It follows that (106) is contained in
− 8t
n3/2
· (V σe )∗(m)±
2ε · Y˜ (m)
Q˜(m)
− (1± 2gx(t)) · 4rt
n3/2
· (V σe )∗(m)±
ω
t · n3/2
⊆ (1± 2gx(t))(8 + 4r) · t
n3/2
(
− (V σe )∗(m)±O(ε)
)
as claimed, since gσ+1(t) = ε · gσ(t), t > ω and gx(t) ω · gσ(t).
Using (104), we can now easily prove (94). Indeed, by Lemma 5.29 we have
E
[
∆(V σe )
∗(m)
]
=
E
[
∆V σe (m)
]−∆Y˜ (m)− E[(V σe )∗(m+ 1) ·∆(gσ(t)Y˜ (m)) ∣∣Gm]
gσ(t)Y˜ (m)
,
and differentiating gives
∆Y˜ (m) ≈ − 1
n3/2
(
8t2 − 1
t
)
Y˜ (m) and ∆
(
gσ(t)Y˜ (m)
) ≈ − 1
n3/2
(
4t2 − 1
t
)
gσ(t)Y˜ (m).
Moreover, by Lemma 5.15, together with Lemma 4.24, we have∣∣∆(V σe )∗(m)∣∣ 6 3gσ(t) ·
( |∆V σe (m)|
Y˜ (m)
+
log n
n3/2
)
= o(1). (107)
Combining these bounds, it follows that
E
[
∆(V σe )
∗(m)
] ∈ 1
gσ(t)
(E[∆V σe (m)]
Y˜ (m)
+
8t2 − 1
t · n3/2
)
+
(
(V σe )
∗(m)± o(1)) · 1
n3/2
(
4t2 − 1
t
)
,
and hence, by (104),
E
[
∆(V σe )
∗(m)
] ∈ (4 + 4r ± ε) · t
n3/2
(
− (V σe )∗(m)±O(ε)
)
,
as required. 
5.5. The Lines of Peril and Death. In order to apply the method of Section 3 to the
variables V σe , we need one more lemma, which bounds the maximum and expected absolute
single-step changes in (V σe )
∗.
Lemma 5.30. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ V(m) ∩ X (m) ∩ Z(m) ∩ Q(m)
holds, then
|∆(V σe )∗(m)| 6
C · (log n)4
gσ(t)Y˜ (m)
and E
[|∆(V σe )∗(m)|] 6 C · log ngσ(t) · n3/2
for every e ∈ O(Gm) and every k-short sequence σ ∈ {L,R}∗.
63To simplify the calculation slightly, we ignore in this step a multiplicative error of order 1 + O(1/n),
which in any case is swallowed by the (much larger) error term in the next step.
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Lemma 5.30 is an easy consequence of the following simple observation, combined with
the results above.
Lemma 5.31. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ X (m) ∩Z(m) ∩Q(m) holds, then
E
[|∆Uσe (m)|] 6 C · Y˜ (m)|σ|+1
Q˜(m)
for every e ∈ O(Gm) and every k-short sequence σ ∈ {L,R}∗.
Proof. If |σ| = 0 then the claimed bound holds trivially, so assume that |σ| > 1. To prove
the lemma, observe that a σ-walk W is destroyed in step m + 1 of the triangle-free process
only if the edge h added in that step is a Y -neighbour of an edge of W . Moreover, since the
event E(m) ∩ U(m) ∩ X (m) ∩ Z(m) holds, and since Y˜ (m)2  X˜(m) for t > ω, it follows
from Lemma 5.21 that E
[
∆Uσe (m)
]
< 0, and hence that the expected number of σ-walks
from e created in step m+ 1 is fewer than the expected number destroyed. Thus
E
[|∆Uσe (m)|] 6 2|σ| · Uσe (m) ·maxf Yf (m)Q(m) 6 C · Y˜ (m)|σ|+1Q˜(m) ,
by the event U(m) ∩Q(m), as required. 
Proof of Lemma 5.30. The first inequality follows easily from Lemmas 4.24 and 5.15 (cf. the
proof of (107)). Indeed, since E(m) ∩ V(m) ∩ Z(m) holds, we have∣∣∆(V σe )∗(m)∣∣ 6 3gσ(t) ·
( |∆V σe (m)|
Y˜ (m)
+
log n
n3/2
)
6 C · (log n)
4
gσ(t)Y˜ (m)
, (108)
by Lemmas 4.24 and 5.15, and since σ is k-short, as claimed.
To bound E
[|∆(V σe )∗(m)|], observe that (cf. Lemma 5.29), for any positive functions A
and B, ∣∣∣∣∆(A(m)B(m)
) ∣∣∣∣ 6
∣∣∆A(m)∣∣
B(m)
+
A(m+ 1)|∆B(m)|
B(m) ·B(m+ 1) .
Applying this to V σe (m) =
(
UσLe (m) + U
σR
e (m)
)
/Uσe (m), we obtain∣∣∆V σe (m)∣∣ 6 ∣∣∆UσLe (m)∣∣+ ∣∣∆UσRe (m)∣∣+ V σe (m+ 1) · ∣∣∆Uσe (m)∣∣Uσe (m) .
Combining this bound with Lemma 5.31, and using the event U(m), we obtain
E
[|∆V σe (m)|] 6 C2 · Y˜ (m)2
Q˜(m)
,
Hence, by (108), we have
E
[|∆(V σe )∗(m)|] 6 2gσ(t) ·
(
E
[|∆V σe (m)|]
Y˜ (m)
+
log n
n3/2
)
6 C · log n
gσ(t) · n3/2 ,
as required. 
We are now ready to prove Proposition 5.4.
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Proof of Proposition 5.4. We shall bound the probabilities of the event
U(m− 1) ∩ V(m)c ∩ KY(m− 1) (109)
for each ω · n3/2 < m 6 m∗. In order to do so, we shall apply our usual martingale method
to the variables V σe for each edge e and each k-short sequence σ ∈ {L,R}∗.
As usual, we begin by choosing a family of parameters as in Definition 3.4. Set K(m) =
E(m) ∩ U(m) ∩ V(m) ∩ X (m) ∩ Y(a) ∩ Z(m) ∩Q(m) and I = [a, b] = [ω · n3/2,m∗], let
α(t) =
C · (log n)4
gσ(t)Y˜ (m)
and β(t) =
C · log n
gσ(t) · n3/2 ,
and set λ = C and δ = ε and h(t) = t · n−3/2. We claim that (λ, δ; gσ, h;α, β;K) is a
reasonable collection, and that V σe satisfy the conditions of Lemma 3.5.
The first statement follows easily, since α and β are clearly λ-slow, and the bounds
min
{
α(t), β(t), h(t)
}
> δt
n3/2
and α(t) 6 ε follow from the fact that n−1/4 6 gσ(t) 6 1
for every t 6 t∗. To prove the second, we need to show that the variables V σe are (gσ, h;K)-
self-correcting, which follows from Lemma 5.19, and that, for every ω · n3/2 < m 6 m∗, if
K(m) holds then
|∆(V σe )∗(m)| 6 α(t) and E
[|∆(V σe )∗(m)|] 6 β(t),
which follows from Lemma 5.30. Moreover, the bound |(V σe )∗(a)| < 1/2 follows from the
event Y(a), since fy(ω)Y˜ (n3/2) gy(ω)Y˜ (a) if ω(n)→∞ sufficiently slowly.
Finally, observe that
α(t)β(t)n3/2 6 C · (log n)
4
gσ(t)Y˜ (m)
· C · log n
gσ(t)
6 1
(log n)3
for every ω < t 6 t∗, since gσ(t)2Y˜ (m) > ε3k
2 · ω · (log n)8. By Lemma 3.5, it follows that
P
(
V(m)c ∩ K(m− 1) for some m ∈ [a, b]
)
6 n7 exp
(
− δ′(log n)3
)
6 n−2C logn,
where we summed over edges e ∈ E(Kn) and k-short sequences σ ∈ {L,R}∗ the probability
that e ∈ O(Gm) and (V σe )∗(m) > 1. This gives us a bound on the probability that one of
the events in (109) occurs for the first time at step m′ of the triangle-free process; summing
over choices of m′ 6 m, this gives a bound on the probability of the event
U(m− 1) ∩ V(m)c ∩ KY(m− 1).
Using Proposition 5.5 to bound the probability of the event U(m−1)c∩KY(m−1), we obtain
the claimed bound on the probability of the event V(m)c ∩ KY(m− 1), as required. 
Finally, note that Proposition 5.1 follows immediately from Proposition 5.4.
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6. Whirlpools and Lyapunov functions
In this section we shall prove the following theorem, which together with the results of
the previous three sections, implies Theorems 2.1 and 2.4 and hence the lower bound in
Theorem 1.1. Recall that the events X (m), Y(m) and Q(m) were defined in Definition 3.6.
Theorem 6.1. For every ω · n3/2 < m 6 m∗, with probability at least 1 − n−2 logn either(X (m− 1) ∩ Y(m− 1) ∩Q(m− 1))c or the following holds:
(a)
Q(m)
Q˜(m)
∈ 1± gq(t), (b) X(m)
X˜(m)
∈ 1± gq(t), (c) Y (m)
Y˜ (m)
∈ 1± gq(t). (110)
The proof of Theorem 6.1 is roughly as follows. We shall first show how the normalized
errors of X, Y and Q depend on one another; in particular, we shall show that X is self-
correcting (given bounds on Y and Q), whereas Y and Q have a more complicated two-
dimensional interaction which resembles a whirlpool, see Figure 6.1.
Since the eigenvalues of this interaction turn out to be negative (in fact, both are equal
to −1), we will be able to define a Lyapunov function, Λ(m), which is self-correcting and is
bounded if and only if the normalized errors of both Y and Q are bounded. The required
bounds on X, Y and Q then follow easily by our usual Line of Peril / Line of Death argument.
6.1. Whirlpools. The first step in the proof of Theorem 6.1 is the following lemma, which
shows how the normalized errors of X(m), Y (m) and Q(m) depend on one another. Set
X
∗
(m) =
X(m)− X˜(m)
gq(t)X˜(m)
, Y
∗
(m) =
Y (m)− Y˜ (m)
gq(t)Y˜ (m)
and Q∗(m) =
Q(m)− Q˜(m)
gq(t)Q˜(m)
for each m ∈ N.
Lemma 6.2. Let ω · n3/2 < m 6 m∗. If X (m) ∩ Y(m) ∩Q(m) holds, then
(a) E
[
∆Q∗(m)
] ∈ 4t
n3/2
(
− 2Y ∗(m) +Q∗(m)± o(1)
)
.
(b) E
[
∆Y
∗
(m)
] ∈ 4t
n3/2
(
− 3Y ∗(m) + 2Q∗(m)± o(1)
)
.
(c) E
[
∆X
∗
(m)
] ∈ 4t
n3/2
(
−X∗(m)− 4Y ∗(m) + 4Q∗(m)± o(1)
)
.
We shall only sketch the proof of Lemma 6.2 here, and defer the (lengthy, but fairly
straightforward) details to the Appendix. We first recall the following lemmas, which were
already stated in Section 2.
Lemma 6.3. For every m ∈ N,
E
[
∆Q(m)
]
= −Y (m)− 1.
Lemma 6.4. Let ω · n3/2 < m 6 m∗. If X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆Y (m)
] ∈ 1
Q(m)
(
− Y (m)2 +X(m)− 2 · Var(Ye(m))±O(Y˜ (m))).
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Lemma 6.5. Let ω · n3/2 < m 6 m∗. If X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆X(m)
] ∈ 1
Q(m)
(
− 2 ·X(m)Y (m)− 3 · Cov(X, Y )±O(Y˜ (m)2)).
Lemma 6.3 is trivial, since if edge e is chosen in step m+ 1, then ∆Q(m) = −Ye(m)− 1.
In order to prove Lemmas 6.4 and 6.5, we use the variables
Y(m) =
∑
e∈Q(m)
Ye(m) and X(m) =
∑
e∈Q(m)
Xe(m),
which are exactly twice the number of edges in the Y -graph, and six times the number of
open triangles in Gm, respectively. Using the fact that the Y -graph is triangle-free (which
follows since Gm is triangle-free), it is not hard to show that if edge e is added at step m+ 1,
then
∆Y(m) = Xe(m)− 2
∑
f∈Ye(m)
Yf (m), (111)
and moreover
∆X(m) ∈ − 3
∑
f∈Ye(m)
Xf (m) ± O
(
Y˜ (m)2
)
(112)
assuming X (m) ∩ Y(m) ∩Q(m) holds. Summing over open edges e ∈ Q(m) gives
E
[
∆Y(m)
]
=
X(m)
Q(m)
− 2
Q(m)
∑
e∈Q(m)
Ye(m)
2
and
E
[
∆X(m)
] ∈ − 3
Q(m)
∑
f∈Q(m)
Xf (m) · Yf (m) ± O
(
Y˜ (m)2
)
.
Finally, a straightforward calculation shows that if X (m) ∩ Y(m) ∩Q(m), then
E
[
∆Y (m)
] ∈ E[∆Y(m)]
Q(m)
+
Y (m)2 ±O(Y˜ (m))
Q(m)
and
E
[
∆X(m)
] ∈ E[∆X(m)]
Q(m)
+
X(m)Y (m)±O(X˜(m))
Q(m)
.
Lemmas 6.4 and 6.5 now follow easily, see the Appendix [34] for details.
To deduce Lemma 6.2, we simply use Lemma 5.29 to differentiate X
∗
, Y
∗
and Q∗, and
observe that X˜(m) Y˜ (m)2, since t > ω, and that
Var
(
Y (m)
) gq(t)Y˜ (m)2 and Cov(X(m), Y (m)) gq(t)X˜(m)Y˜ (m),
since X (m) and Y(m) hold. The lemma now follows via a straightforward calculation.
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Figure 6.1. The whirlpools of (Y
∗
, Q∗) and (λ, µ).
6.2. Lyapunov functions. Note that, by Lemma 6.2, althoughX
∗
and Y
∗
are self-correcting,
Q∗ is not. We shall therefore have to define a slightly more complicated martingale than
in the previous sections. Fortunately, the classical work of Lyapunov [45] provides us with
exactly the function of Y
∗
and Q∗ which we need. Indeed, let us rewrite the vector
(
Y
∗
, Q∗
)
using the change of basis (
Y
∗
Q∗
)
= ε
(
4 5
4 3
)(
λ
µ
)
, (113)
and define a new parameter
Λ(m) = λ(m)2 + µ(m)2.
The following result will imply the bounds on Y (m) and Q(m) in Theorem 6.1.
Proposition 6.6. For each ω · n3/2 < m 6 m∗, set K(m) = X (m) ∩ Y(m) ∩Q(m). Then
P
((
Λ(m) > 1
) ∩ K(m− 1) for some ω · n3/2 < m 6 m∗) 6 n−C logn.
We will prove Proposition 6.6 using the our usual martingale method; as always, we shall
need to bound the maximum possible and expected single-step changes.
Lemma 6.7. Let ω · n3/2 < m 6 m∗, and suppose that X (m) ∩ Y(m) ∩Q(m) holds. Then
|∆X∗(m)|+ |∆Y ∗(m)|+ |∆Q∗(m)| 6 (log n)
3
gq(t) · n3/2 , (114)
and hence
|∆Λ(m)| 6 (log n)
4
gq(t) · n3/2 and E
[|∆Λ(m)|] 6 (log n)4
gq(t) · n3/2 . (115)
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Once again, we only sketch the proof, and postpone the (easy) details to the Appendix [34].
Sketch of proof. The inequality (114) follows easily from (111) and (112), together with
bounds given by Lemma 4.24 (cf. (107)) for X, Y and Q, via a straightforward calcula-
tion (see the Appendix). To deduce (115), simply observe that
|∆Λ(m)| 6 2
(∣∣λ(m) ·∆λ(m)∣∣+ ∣∣µ(m) ·∆µ(m)∣∣)+ |∆λ(m)|2 + |∆µ(m)|2,
and use (114) and the event Q(m) to bound the various terms. 
We also need to show that Λ(m) is self-correcting.
Lemma 6.8. If X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆Λ(m)
]
6 4t
n3/2
(
− Λ(m) + ε
)
. (116)
Proof. Note first that
1
ε
( −3Y ∗ + 2Q∗
−2Y ∗ +Q∗
)
=
( −3 2
−2 1
)(
4 5
4 3
)(
λ
µ
)
=
( −4λ− 9µ
−4λ− 7µ
)
,
and hence, by (113) and Lemma 6.2,
4 · E[∆λ(m)]+ 5 · E[∆µ(m)] = 1
ε
· E[∆Y ∗(m)] ∈ 4t
n3/2
(
− 4λ(m)− 9µ(m)± o(1)
)
4 · E[∆λ(m)]+ 3 · E[∆µ(m)] = 1
ε
· E[∆Q∗(m)] = 4t
n3/2
(
− 4λ(m)− 7µ(m) + o(1)
)
.
Note that |λ|+ |µ| = O(1/ε), since the event Q(m) holds. It follows that
n3/2
4t
· E[∆λ(m)] ∈ −λ(m)− µ(m)± o(1) and n3/2
4t
· E[∆µ(m)] ∈ −µ(m)± o(1),
and hence
n3/2
2t
·
(
E
[
∆λ(m)
]
E
[
∆µ(m)
] ) · ( λ(m)
µ(m)
)
6 −2λ(m)2 − 2λ(m)µ(m)− 2µ(m)2 + o(1)
= −
(
λ(m)2 + µ(m)2 +
(
λ(m) + µ(m)
)2)
+ o(1) 6 −Λ(m) + o(1).
Noting that
∆Λ(m) =
(
∆λ(m)
)2
+
(
∆µ(m)
)2
+ 2
(
λ(m) ·∆λ(m) + µ(m) ·∆µ(m)
)
,
and using (114) to bound ∆λ(m) and ∆µ(m), the bound (116) follows. 
We can now prove Proposition 6.6, using the method of Section 3. To be precise, we shall
show that Λ has all of the properties required of A∗ in the statement of Lemma 3.5, and
deduce that therefore the conclusion of the lemma holds with A∗ = Λ.
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Proof of Proposition 6.6. Let K(m) = X (m) ∩ Y(m) ∩ Q(m) for each m ∈ [m∗], set I =
[a, b] = [ω · n3/2,m∗] and
α(t) = β(t) =
(log n)4
gq(t) · n3/2 ,
and observe that α and β are C-slow and satisfy εt
n3/2
6 α(t) = β(t) 6 ε2. By Lemma 6.8, if
K(m) holds and Λ(m) > 1/2 then
E
[
∆Λ(m)
]
6 − t
n3/2
,
which (since Λ(m) > 0) is exactly the required self-correction condition. Moreover, by
Lemma 6.7, we have
|∆Λ(m)| 6 α(t) and E[|∆Λ(m)|] 6 β(t)
for every m ∈ [a, b] for which K(m) holds. It now simply remains to observe that(
λ
µ
)
=
1
8ε
( −3 5
4 −4
)(
Y
∗
Q∗
)
, (117)
and that if K(a) holds then |Y ∗(a)| + |Q∗(a)| 6 ε2, since fy(ω)Y˜ (n3/2)  gq(ω)Y˜ (a), and
similarly fy(ω)Q˜(n
3/2) gq(ω)Q˜(a). Hence,
Λ(a) = λ(a)2 + µ(a)2 6 O(1)
ε2
·
(
|Y ∗(a)|+ |Q∗(a)|
)2
<
1
2
,
as required. Finally, observe that
α(t)β(t)n3/2 =
(log n)8
gq(t)2 · n3/2 6
(log n)2
n
for every ω < t 6 t∗. By Lemma 3.5, it follows that
P
((
Λ(m) > 1
) ∩ K(m− 1) for some m ∈ [a, b]) 6 n4 exp(− δ′n
(log n)2
)
6 n−C logn,
as required. 
We are finally ready to prove Theorem 6.1.
Proof of Theorem 6.1. The bounds on Y (m) and Q(m) follow easily from Proposition 6.6,
since if Λ(m) 6 1 then |Y ∗(m)|+ |Q∗(m)| 6 20ε. Set
K(m) = X (m) ∩ Y(m) ∩Q(m) ∩
(
|Y ∗(m)|+ |Q∗(m)| 6 20ε
)
for each m ∈ [m∗], and let I = [a, b] = [ω · n3/2,m∗]. We claim that
P
((
X
∗
(m) > 1
) ∩ K(m− 1) for some m ∈ [a, b]) 6 n−C logn.
As usual, we shall apply the method of Section 3. Indeed, set h(t) = t · n−3/2 and
α(t) = β(t) =
(log n)3
gq(t) · n3/2 ,
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and observe that α and β are C-slow and satisfy εt
n3/2
6 α(t) = β(t) 6 ε2. Observe that X
is (gq, h;K)-self-correcting on [a, b] since if K(m) holds then
E
[
∆X
∗
(m)
] ∈ 4t
n3/2
(
−X∗(m)± ε
)
.
by Lemma 6.2, and moreover
|∆X∗(m)| 6 α(t) and E[|∆X∗(m)|] 6 β(t)
by Lemma 6.7. Note also that if K(a) holds then |X∗(a)| < 1/2, since fx(ω)X˜(n3/2) 
gq(ω)X˜(a) if ω(n)→∞ sufficiently slowly. Finally, observe that
α(t)β(t)n3/2 6 (log n)
6
gq(t)2 · n3/2 
1
n
for every ω < t 6 t∗. By Lemma 3.5, it follows that
P
((
X
∗
(m) > 1
) ∩ K(m− 1) for some m ∈ [a, b]) 6 n4e−n 6 n−C logn,
as claimed. Combining this bound with Proposition 6.6, the theorem follows. 
6.3. The proof of Theorems 2.1, 2.4, 2.5, 2.7 and 2.11. We end this section by deducing
the main results of Section 2.
Theorem 6.9. With high probability, the events E(m), V(m), X (m), Y(m), Z(m) and Q(m)
all hold for every m 6 m∗. Or, more precisely,
P
(
E(m∗) ∩ V(m∗) ∩ X (m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗)
)
> 1− n− logn (118)
for all sufficiently large n ∈ N.
Proof. Consider the64 first of the events to go astray, and suppose that it does so in step m
of the triangle-free process. The probability of this event is controlled by:
– Theorem 4.1 if E(m)c holds, see Definition 4.2;
– Proposition 4.57 if either X (m)c or Y(m)c holds and t 6 ω, see Definition 3.6;
– Proposition 4.58 if Q(m)c holds and t 6 ω, see Definition 3.6;
– Proposition 3.8 if X (m)c holds and t > ω, see Definition 3.6;
– Proposition 5.1 Y(m)c holds and t > ω, see Definition 3.6;
– Proposition 5.4 V(m)c holds and t > ω, see Definition 5.6;
– Proposition 3.7 if Z(m)c holds; and, finally,
– Theorem 6.1 if Q(m)c holds and t > ω, see Definition 3.6.
Summing the probabilities in these statements, we obtain (118), as required. 
Theorems 2.1, 2.4, 2.5, 2.7 and 2.11 all follow immediately from Theorem 6.9.
64Or, more precisely, a first event, since more than one might fail in the same step.
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7. Independent sets and maximum degrees in Gn,4
In this section we shall control the maximum degree and the independence number of the
graph Gn,4. Recall that ε > 0 is an arbitrary, sufficiently small constant, set γ = 10
√
ε, and
choose δ = δ(ε) > 0 sufficiently small.65 Moreover, let n1(ε, δ, C, ω) ∈ N be sufficiently large.
We shall prove the following propositions. Together with Theorem 6.9, they imply Theo-
rem 2.12, and hence complete the proofs of Theorems 1.1 and 1.2.
Proposition 7.1. If n > n1(ε, δ, C, ω), then with probability at least 1− e−
√
n, either
∆
(
Gn,4
)
6
(
1√
2
+ γ
)√
n log n,
or E(m) ∩ Y(m) ∩ Z(m) ∩Q(m) fails to hold for some m 6 m∗.
Proposition 7.2. If n > n1(ε, δ, C, ω), then with probability at least 1− e−
√
n either
α
(
Gn,4
)
6
(√
2 + γ
)√
n log n,
or E(m) ∩ Y(m) ∩ Z(m) ∩Q(m) fails to hold for some m 6 m∗.
Both propositions will follow by essentially the same argument, with a few key changes.
We begin by outlining the main ideas of the proof.
7.1. A sketch of the proof. The basic idea behind Proposition 7.2 is that a typical set of
vertices S will contain roughly
(|S|
2
)
e−4t
2
open edges at time t. If this were to hold for every
set S, then the proof would be easy, since the probability of choosing an edge inside S would
be (roughly) |S|2/n2 in each step, and thus the expected number of independent sets of size
s in Gm∗ would be roughly(
n
s
)(
1− s
2
n2
)m∗
≈
(
n
s
· e−sm∗/n2
)s
,
which tends to zero if s >
(√
2 + γ
)√
n log n. Indeed, an easy application of our usual
martingale method (see Lemma 7.19, below) will allow us to make this calculation rigorous
for sets S which contain at most nδ elements of each neighbourhood in Gm∗ . On the other
hand, for those sets S which intersect some neighbourhood in at least this many vertices, we
shall have to do something quite different, see below.
For Proposition 7.1 it is quite tricky even to come up with the right heuristic. One natural
approach is to note that if the event E(m∗) holds, then every vertex v in Gm∗ has degree
roughly 2m∗/n, and open degree roughly ne−4(t
∗)2 ≈ n1/2+ε. Since a set of size n1/2+ε is
unlikely to contain an independent set of size γ
√
n log n, and there are only n choices for v,
we should be done. However, the events involved in this calculation are not independent,
and we have not succeeded in making this argument rigorous.
Instead we shall use the fact that, again by the event E(m∗), every vertex v has degree
roughly 2m/n in Gm for every m 6 m∗. It follows that, if S is the neighbourhood of a
vertex v in Gn,4, then we would expect S to contain roughly
((|S|
2
)− 2m2
n2
)
e−4t
2
open edges at
65Since C = C(ε) was arbitrary, we may assume that C = C(ε, δ) is sufficiently large.
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time t, since roughly 2m2/n2 edges of S will have been closed by v by this time. Moreover,
we can approximate the probability that S ⊆ N(v) by summing over the sequence of steps
at which the edges are added; the probability that a particular open edge e is added in step
m is exactly 1/Q(m). Since we have about (m∗)2m
∗/n choices for this sequence, we should
obtain an upper bound on the probability that N(v) = S of roughly
(m∗)2m
∗/n
( 2m∗/n∏
j=1
1
Q(jn/2)
) m∗∏
m=1
(
1− |S|
2
n2
+
4m2
n4
)
≈
(
m∗
n11/6
exp
(
2(t∗)2
3
− |S|
2
2n
))2m∗/n
where we used Lemma 7.7 to estimate the first product. Summing over choices of v and S,
we would thus obtain an upper bound on the probability that there exists a vertex of degree
at least s = (2 + γ)m∗/n in Gn,4 of(
n
s
· m
∗
n11/6
· e2(t∗)2/3−s2/2n
)2m∗/n
≈ n−γs
as required, since e2(t
∗)2 ≈ n1/4−ε and s2/2n ≈ (1
4
+ γ
)
log n.
Once again, the outline above can only be made rigorous if there are no other vertices
which send many edges into S. In the next subsection we shall describe how we deal with
the other cases.
7.2. Partitioning the bad events. As the reader will have noticed from the discussion in
the previous subsection, it is not true that the number of open edges in S is well-behaved for
every set S of size Θ(m∗/n); indeed, those sets which happen to have a large intersection with
the neighbourhood(s) of some (or many) vertices will have fewer open edges than expected.
This motivates the following definition.66
Definition 7.3. Given a set S ⊆ V (Gn,4) and δ > 0, define J = J(S, δ) = {v1, . . . , v|J |}
and a = a(S, δ) = (a1, . . . , a|J |) to be the following random variables:
J(S, δ) =
{
v ∈ V (Gn,4) : |NGm∗ (v) ∩ S| > nδ
}
,
and aj = |NGm∗ (vj) ∩ S|, where the labels are chosen so that a1 > . . . > a|J |.
Given a set S ⊆ V (Gn,4) and m ∈ N, let I(S,m) denote the event that S is an independent
set in Gm. It is easy to see that the following events form a cover of I(S,m∗).
Definition 7.4. Given a set S ⊆ V (Gn,4) and δ > 0, define:
(i) A(S, δ) = I(S,m∗) ∩
{
o(Gm[S]) > (1− ε)
(|S|
2
)
e−4t
2
for every m 6 m∗
}
.
(ii) B(S, δ) =
{∑
J a
2
j < δ|S|2
}
∩
{
o(Gm[S]) < (1− ε)
(|S|
2
)
e−4t
2
for some m 6 m∗
}
.
(iii) C(S, δ) = I(S,m∗) ∩
{∑
J a
2
j > δ|S|2
}
∩
{∑
J aj < n
1/2+2δ
}
.
(iv) D(S, δ) = I(S,m∗) ∩
{∑
J aj > n1/2+2δ
}
.
66We remark that if e(Gn,4) < m∗, i.e., if the triangle-free process ends before step m∗, then we may
define Gm∗ = Gn,4. Since in that case the event Q(m∗)c holds, this choice does not affect the validity of
either Proposition 7.1 or 7.2.
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We shall bound from above the probability that both E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩ Q(m∗)
and the event⋃
S⊆V (Gn,4) : |S|=s
A(S, δ) ∪ B(S, δ) ∪ C(S, δ) ∪ D(S, δ) ⊇
⋃
S⊆V (Gn,4) : |S|=s
I(S,m∗) (119)
hold, where s =
(√
2 + γ
)√
n log n. The easiest of the probabilities to bound is that of
A(S, δ) ∩ Q(m∗) (see Lemma 7.6), which follows from a simple calculation, as outlined
above. Bounding the probability of B(S, δ) ∩ Y(m∗) ∩ Q(m∗) ∩ D(S, δ)c is also relatively
straightforward (see Lemma 7.9): indeed, we simply apply our usual martingale method,
using the fact that
∑
J a
2
j < δs
2 to control the maximum possible size of a single step.
Dealing with the events C(S, δ) and ⋃|S|=sD(S, δ) is significantly harder, and we postpone
a discussion of the ideas involved to later in the section.
Next, let us turn our attention to the event that Gn,4 contains a vertex whose degree
is significantly larger than 2m∗/n. Given a set S ⊆ V (Gn,4) and a vertex v ∈ V (Gn,4),
observe first that if N(v) = S in Gn,4 then
(a) S is independent in Gm∗ .
(b) {u, v} ∈ O(Gm∗) ∪ E(Gm∗) for every u ∈ S.
(c) N(v) ⊆ S in Gm∗ .
It follows that the event I(S,m∗) ∩W(S, v) must hold, where
W(S, v) =
{
{u, v} ∈ O(Gm∗) ∪ E(Gm∗) for every u ∈ S
}
∩
{
NGm∗ (v) ⊆ S
}
. (120)
Note also that the event E(m∗) implies that
dGm(v) ∈
2m
n
±√n (121)
for every m 6 m∗. Motivated by this, we define the following events, which are slight
modifications of those above.
Definition 7.5. Given a set S ⊆ V (Gn,4) and δ > 0, define:
(i) A′(S, δ) = I(S,m∗) ∩
{
o
(
Gm[S]
)
> (1− ε)((|S|
2
)− 2m2
n2
)
e−4t
2
for every m 6 m∗
}
.
(ii) B′(S, δ) =
{∑|J |
j=2 a
2
j < δs
2
}
∩
m∗⋃
m=1
{
o
(
Gm[S]
)
< (1− ε)((|S|
2
)− 2m2
n2
)
e−4t
2
}
.
(iii) C ′(S, δ) =
{∑|J |
j=2 a
2
j > δs2
}
∩
{∑
J aj < n
1/2+2δ
}
.
Let T (S, v) denote the event that NGn,4(v) = S. We claim that⋃
|S|>s
T (S, v) ∩ E(m∗) ⊆
⋃
|S|=s
(
A′(S, δ) ∪ B′(S, δ) ∪ C ′(S, δ) ∪ D(S, δ)
)
∩W(S, v) (122)
for every s > 2m∗/n+√n. Indeed, we have already observed that T (S, v) implies W(S, v),
and by (120) and (121), the event W(S, v) ∩ E(m∗) implies that W(S ′, v) holds for some
S ′ ⊆ S with |S ′| = s. The other implications now follow exactly as before, since the
neighbourhood of a vertex in Gn,4 is an independent set in Gm∗ .
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We can now bound the probability that the various events hold for some S with |S| = s
as before, the main differences being (as noted above) that bounding P
(A′(S, δ)∩W(S, v)∩
E(m∗) ∩ Q(m∗)) is slightly more technical than bounding P(A(S, δ) ∩ Q(m∗)), and that
dealing with the event C ′(S, δ) is relatively easy, since we shall be able to show that
C ′(S, δ) ∩W(S, v) ⊆ (Y(m∗) ∩ Z(m∗))c,
which implies that the bad event corresponding to C ′(S, δ) is in fact impossible.
7.3. The events A(S, δ) and A′(S, δ). We begin with the easiest part of the proof, which
requires only some straightforward counting.
Lemma 7.6. If s >
(√
2 + γ
)√
n log n, then∑
S : |S|=s
P
(
A(S, δ) ∩Q(m∗)
)
6 n−δs.
For each 0 6 m′ 6 m∗, let O(S,m′) denote the event that
o(Gm[S]) > (1− ε)
(|S|
2
)
e−4t
2
(123)
for every 0 6 m 6 m′, and note that A(S, δ) = I(S,m∗) ∩ O(S,m∗).
Proof of Lemma 7.6. The lemma is an easy consequence of the following observation: the
probability that an open edge inside S is chosen in step m + 1 is exactly o(Gm[S])/Q(m).
Hence
P
(
I(S,m∗) ∩ O(S,m∗) ∩Q(m∗)
)
6 max
O(S,m∗)∩Q(m∗)
m∗−1∏
m=0
(
1− o(Gm[S])
Q(m)
)
,
where the maximum is over all realizations of the triangle-free process for which both
O(S,m∗) and Q(m∗) hold. Since O(S,m∗) ∩Q(m∗) implies that
o(Gm[S])
Q(m)
> (1− 2ε)|S|
2
n2
for every 0 6 m 6 m∗, and sm∗ >
(√
2 + γ
)(
1
2
√
2
− ε)n2 log n > (1/2 + 2ε)n2 log n, it follows
that∑
S : |S|=s
P
(A(S, δ) ∩Q(m∗)) 6 (n
s
)
exp
(
−(1− 2ε)s
2m∗
n2
)
6
(
en
s
· 1
n1/2+δ
)s
6 n−δs,
as claimed. 
Next, let’s make precise the calculation sketched earlier for A′(S, δ). For each edge f ∈
E(Gm∗), let m(f) ∈ [m∗] denote the step of the triangle-free process at which it was added,
i.e., such that f ∈ E(Gm(f)) \ E(Gm(f)−1). We shall need the following simple lemma.
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Lemma 7.7. Let v ∈ V (Gn,4), set d := dGm∗ (v), and let f1, . . . , fd be the edges of Gm∗ that
are incident to v. If E(m∗) ∩Q(m∗) holds, then
d∏
j=1
Q
(
m(fj)
)
> n11d/6.
Proof. Without loss of generality, let us assume that m(f1) < · · · < m(fd). Recall from (121)
that dGm(v) ∈ 2mn ±
√
n for every 0 6 m 6 m∗ (since E(m∗) holds). Thus, in particular,
d 6 2m
∗
n
+
√
n =
(
2t∗ + 1
)√
n and t(fj) 6
j
2
√
n
+ 1
for every j ∈ [d], where t(fj) = m(fj) ·n−3/2. Moreover, since E(m∗)∩Q(m∗) holds, we have
d √n and Q(m(fj)) > e−4t2jn2/4 for each j ∈ [d]. It follows that
n−2d
d∏
j=1
Q
(
m(fj)
)
> 4−d exp
(
− 4
d∑
j=1
t(fj)
2
)
> exp
(
−
d∑
j=1
(
j2
n
+
4j√
n
+ 6
))
> exp
(
− d
3
3n
− 3d
2
√
n
)
> exp
(
−
(
4
3
+ δ
)
(t∗)2d
)
> exp
(
− d log n
6
)
,
as claimed. The final step holds since 8(t∗)2 6 (1− ε) log n. 
For each 0 6 m′ 6 m∗, let O′(S,m′) denote the event that the inequality
o(Gm[S]) >
(
1− ε)((|S|
2
)
− 2m
2
n2
)
e−4t
2
(124)
holds for every 0 6 m 6 m′. Recall also from (120) the definition of the event W(S, v).
Lemma 7.8. If s >
(
1√
2
+ γ
)√
n log n and v ∈ V (Gn,4), then∑
S : |S|=s
P
(
A′(S, δ) ∩W(S, v) ∩ E(m∗) ∩Q(m∗)
)
6 n−δs. (125)
Proof. Recall first that A′(S, δ) = I(S,m∗)∩O′(S,m∗), and note that if O′(S,m∗)∩Q(m∗)
holds then
o(Gm[S])
Q(m)
>
(
1− 2ε)( |S|2
n2
− 4m
2
n4
)
(126)
for every 0 6 m 6 m∗. Let f1, . . . , fd be the edges of Gm∗ which are incident to v, and recall
from (120) that the event W(S, v) implies that NGm∗ (v) ⊆ S. Note also that
d ∈ D :=
(
1√
2
± 3ε
)√
n log n,
since E(m∗) holds. Given edges f1, . . . , fd and steps m(f1), . . . ,m(fd) ∈ [m∗] such that
dGm(v) satisfies (121) for every m ∈ [m∗], we shall bound the probability that the edge fj is
chosen67 in step m(fj) for each j ∈ [d], and that at every other step, we do not choose an
67Note that we do not lose anything by assuming that fj is open after m(fj)− 1 steps, since this follows
automatically if NGm∗ (v) ⊆ S and S is an independent set.
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open edge in S. Having done so, it will suffice to sum over the at most 2s(m∗)d choices for
the edges fj and steps m(fj).
Note first that, by Lemma 7.7, and since the event E(m∗) ∩Q(m∗) holds, the probability
that the edge fj is chosen in step m(fj) for each j ∈ [d] is
d∏
j=1
1
Q
(
m(fj)
) 6 n−11d/6. (127)
Moreover, by (126), the probability that at every other step we do not choose an open edge
in S is at most
max
O′(S,m∗)∩Q(m∗)
∏
m∈M
(
1− o(Gm[S])
Q(m)
)
6 exp
(
− (1− 3ε)(s2m∗
n2
− 4(m
∗)3
3n4
))
, (128)
where M = [m∗] \ {m(f1), . . . ,m(fd)}. Note that s2 = d2 + (s− d)(s+ d), and that
m∗d
n2
>
(
1
4
− 3ε
)
log n,
(
s+ d
)
m∗
n2
>
(
2 + γ
4
)
log n and
(m∗)3
n4
6 d log n
16
.
for every d ∈ D, and hence
s2m∗
n2
− 4(m
∗)3
3n4
>
(
1
4
− 3ε
)
d log n+
(
2 + γ
4
)
(s− d) log n− d log n
12
.
It follows that the right-hand side of (128) is at most
exp
(
−
(
1
6
− 4ε
)
d log n −
(
3 + γ
6
)(
s− d) log n) (129)
Hence, combining (127) and (129), and summing over sets S, integers d ∈ D, edges
f1, . . . , fd and steps m(f1), . . . ,m(fd), and noting that s − d > γd, we obtain an upper
bound on the left-hand side of (125) of(
n
s
)∑
d∈D
2s(m∗)d
n11d/6
· exp
(
−
(
1
6
− 4ε
)
d log n −
(
3 + γ
6
)(
s− d) log n)
6
∑
d∈D
(
2en
s
· m
∗
n11/6
· n
4ε
n1/6
)d(
2en
s
· 1
n1/2+γ/6
)s−d
6
∑
d∈D
n5εd · n−γ(s−d)/6 6 n−δs,
as required. 
7.4. The events B(S, δ) ∩ D(S, δ)c and B′(S, δ) ∩ D(S, δ)c. We shall next apply our usual
martingale method in order to show that o
(
Gm[S]
)
is (with very high probability) well-
behaved, as long as
∑
J a
2
j < δs
2 and
∑
J aj < n
1/2+2δ. (The latter condition will be necessary
in order to bound the number of choices for the neighbourhoods in S of the vertices of J .)
For convenience, we remind the reader of the following notation:
• B(S, δ) = {∑|J |j=1 a2j < δ|S|2} ∩ O(S,m∗)c, where we recall from (123) that
O(S,m∗) =
{
o(Gm[S]) > (1− ε)
(|S|
2
)
e−4t
2
for every m ∈ [m∗]
}
.
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• B′(S, δ) = {∑|J |j=2 a2j < δ|S|2} ∩ O′(S,m∗)c, where we recall from (124) that
O′(S,m∗) =
{
o(Gm[S]) > (1− ε)
((|S|
2
)
− 2m
2
n2
)
e−4t
2
for every m ∈ [m∗]
}
.
We shall prove the following two lemmas.
Lemma 7.9. If 3
√
n 6 s 6 n1/2+ε, then
P
(
B(S, δ) ∩ Y(m∗) ∩Q(m∗) ∩ D(S, δ)c
)
6 e−snδ
for every S ⊆ V (Gn,4) with |S| = s.
As in the previous subsection, in the maximum degree setting we shall use the event E(m∗)
to control the number of Gm-neighbours of the vertex v1 in S, for each m ∈ [m∗].
Lemma 7.10. If
(
1√
2
+ γ
)√
n log n 6 s 6 n1/2+ε, then
P
(
B′(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩Q(m∗) ∩ D(S, δ)c
)
6 e−snδ
for every S ⊆ V (Gn,4) with |S| = s.
We shall use the following notation in the proofs of Lemmas 7.9 and 7.10. Given m ∈ N,
a set S ⊆ V (Gn,4) and a collection N = (A1, . . . , Ak) of subsets of S, set
ON (S,m) = O
(
Gm[S]
) \ k⋃
j=1
O
(
Gm[Aj]
)
,
and set oN (S,m) = |ON (S,m)|. Set go(t) = n3δgx(t) = Ce2t2n−1/4+3δ(log n)4, and note that
go(t)  1 for every 0 < t 6 t∗, since e4(t∗)2 6 n1/2−ε and δ = δ(ε) was chosen sufficiently
small. Define the normalized error to be
o∗N (S,m) =
oN (S,m)− e−4t2oN (S, 0)
go(t)e−4t
2oN (S, 0)
,
and write ON (S,m′) for the event that |o∗N (S,m)| 6 1 for every m 6 m′. Observe that if
ON (S,m) holds and
∑k
j=1 |Aj|2 6 δ|S|2, then O(S,m) also holds.
In a slight abuse of notation, given a collection N as above, we define N˜ (S,m) to be
the event68 that NGm+1(v) ∩ S ⊆ Aj for some j ∈ [k], for every vertex v ∈ V (Gn,4) with
|NGm(v) ∩ S| > nδ. That is,
N˜ (S,m) =
⋂
v∈V (Gn,4)
( k⋃
j=1
{
NGm+1(v) ∩ S ⊆ Aj
}
∪
{
|NGm(v) ∩ S| 6 nδ
})
.
Observe that if two edges e1, e2 ∈ O(Gm[S]) are closed by the addition (in step m + 1) of
edge f , then e1, e2 and f share a common vertex, and e1, e2 ∈ Yf (m). Moreover, e1 and e2
are both contained in the neighbourhood in Gm+1 of one of the endpoints of f . It follows
immediately that if N˜ (S,m) holds, then |∆oN (S,m)| 6 nδ.
68We shall show that this event holds for some collection N , see Observations 7.13 and 7.14, and then
apply the union bound, using the event D(S, δ)c in order to bound the number of choices for N .
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We will deduce Lemmas 7.9 and 7.10 from the following result, which follows by the
martingale method of Section 3. Since the proof is similar to several of those above (cf. in
particular the proof of Proposition 3.8 in Section 3.4), we shall omit some of the details.
Lemma 7.11. Let S ⊆ V (Gn,4), and let N = (A1, . . . , Ak) be a collection of subsets of S.
If |S|√n 6 oN (S, 0) 6 n5/4, then
P
(
ON (S,m)c ∩ N˜ (S,m) ∩ Y(m) ∩Q(m)
)
6 e−|S|n4δ
for every m ∈ [m∗].
We need to deal separately with the case m 6 ω · n3/2; since we again use Bohman’s
method from [10] in this case, we postpone the details to the Appendix [34].
Lemma 7.12. Let S ⊆ V (Gn,4), and let N = (A1, . . . , Ak) be a collection of subsets of S.
If |S|√n 6 oN (S, 0) 6 n5/4, then
P
({|o∗N (S,m)| > 1} ∩ N˜ (S,m) ∩ Y(m) ∩Q(m)) 6 n−|S|n4δ
for every m 6 ω · n3/2.
Proof of Lemma 7.11. We shall apply the martingale method of Section 3. Indeed, we have
E
[
∆oN (S,m)
]
= − 1
Q(m)
∑
f∈ON (S,m)
(
Yf (m) + 1
)
, (130)
from which it follows easily (see Lemma A.2.1 of the Appendix [34]) that, for each ω ·n3/2 <
m 6 m∗, if ON (S,m) ∩ Y(m) ∩Q(m) holds then
E
[
∆o∗N (S,m)
] ∈ 4t
n3/2
(
− o∗N (S,m)± ε
)
.
Hence, setting K(m) = ON (S,m) ∩ N˜ (S,m) ∩ Y(m) ∩ Q(m) ∩
{|o∗N (S, a)| < 1/2} and
I = [a, b] = [ω · n3/2,m∗], it follows that oN (S,m) is (go, h;K)-self-correcting on [a, b], where
h(t) = t · n−3/2. Moreover, we claim that if K(m) holds then
|∆oN (S,m)| 6 nδ and E
[|∆oN (S,m)|] 6 C · t
n3/2
· e−4t2oN (S, 0).
Indeed, the first inequality follows from the event N˜ (S,m), as noted above, and the second
from (130), combined with ON (S,m) ∩ Y(m) ∩ Q(m), since oN (S,m) is decreasing. Hence,
by Lemma 4.24, we obtain
|∆o∗N (S,m)| 6
e4t
2
nδ
go(t)oN (S, 0)
=: α(t) and E
[|∆o∗N (S,m)|] 6 C · tgo(t)n3/2 =: β(t).
Since α(t) and β(t) are C-slow on [a, b], and min
{
α(t), β(t), h(t)
}
> εt
n3/2
and α(t) 6 ε
for every ω < t 6 t∗ (since √n 6 oN (S, 0) 6 n5/4), it follows that (C, ε; go, h;α, β;K) is a
reasonable collection, and that o∗N (S,m) satisfies the conditions of Lemma 3.5.
Finally, observe that
α(t)β(t)n3/2 =
C · te4t2nδ
go(t)2oN (S, 0)
6 1
n5δ|S|
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for every ω < t 6 t∗, since oN (S, 0) > |S|
√
n and go(t) = n
3δgx(t). By Lemma 3.5, it follows
that
P
(
ON (S,m′)c ∩ K(m′ − 1) for some m′ ∈ [a, b]
)
6 n4 exp
(
− δ′n5δ|S|
)
6 n−n4δ|S|.
Combining this bound with Lemma 7.12, and summing over choices of m′ 6 m, we obtain
the claimed bound on the probability of the event ON (S,m)c∩N˜ (S,m)∩Y(m)∩Q(m). 
Lemmas 7.9 and 7.10 follow by applying Lemma 7.11 to all possible collections N of sets{
NGm∗ (v) ∩ S : v ∈ J
}
. We shall need the following two simple observations.
Observation 7.13. Let S ⊆ V (Gn,4), and suppose that B(S, δ) ∩ O(S,m)c holds. Then
there exists a collection N = (A1, . . . , Ak), with
k∑
j=1
|Aj|2 < δ|S|2,
such that ON (S,m)c ∩ N˜ (S,m) holds.
Proof. Recall that the event B(S, δ) implies that ∑kj=1 a2j < δ|S|2. Set Aj = NGm+1(vj) ∩ S
for each j ∈ [k], where J(S, δ) = {v1, . . . , vk}, and note that therefore
∑k
j=1 |Aj|2 < δ|S|2.
As noted above, this implies that ON (S,m) ⊆ O(S,m). Finally, NGm+1(v) ∩ S ⊆ Aj for
every v ∈ J , and |NGm(v) ∩ S| 6 nδ for every v 6∈ J , so N˜ (S,m) holds, as claimed. 
Observation 7.14. Let S ⊆ V (Gn,4) be a set with |S| >
(
1√
2
+ γ
)√
n log n, and suppose
that m ∈ [m∗] is minimal such that B′(S, δ) ∩ E(m∗) ∩ O′(S,m)c holds. Then there exists a
collection N = (A1, . . . , Ak), with
|A1| 6
(
2 + δ
)
m
n
and
k∑
j=2
|Aj|2 < δ|S|2,
such that ON (S,m)c ∩ N˜ (S,m) holds.
Proof. Recall that the event E(m∗) implies that dGm(v) 6 (2 + δ)m/n for every m ∈ [m∗],
and that B′(S, δ) implies that ∑kj=2 a2j < δ|S|2. Thus, setting Aj = NGm+1(vj) ∩ S for each
j ∈ [k], where J(S, δ) = {v1, . . . , vk}, we have
k∑
j=1
(|Aj|
2
)
6
(
(2 + δ)m/n
2
)
+ δ|S|2 6 2m
2
n2
+
3δ
γ
((|S|
2
)
− 2m
2
n2
)
,
where the final inequality follows since
(|S|
2
)− 2m2
n2
> γ · ((|S|
2
)
+ 2m
2
n2
)
. Hence
oN (S, 0) >
(|S|
2
)
−
k∑
j=1
(|Aj|
2
)
>
(
1− 3δ
γ
)((|S|
2
)
− 2m
2
n2
)
.
Now, observe that
o
(
Gm[S]
)
<
(
1− ε)((|S|
2
)
− 2m
2
n2
)
e−4t
2
,
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since m ∈ [m∗] is minimal such that O′(S,m)c holds. Hence, since δ = δ(ε, γ) was chosen
sufficiently small,
oN (S,m) 6 o
(
Gm[S]
)
<
(
1− ε)((|S|
2
)
− 2m
2
n2
)
e−4t
2 6
(
1− δ)e−4t2oN (S, 0),
which implies ON (S,m)c. Finally, as in the previous proof, NGm+1(v) ∩ S ⊆ Aj for every
v ∈ J and |NGm(v) ∩ S| 6 nδ for every v 6∈ J , so N˜ (S,m) holds, as required. 
Finally, note that if D(S, δ)c holds, then there are at most n2n1/2+2δ different possible
collections N given by the observations above, since there are at most n1/2+2δ edges between
S and J . If moreover |S| > 2√n, then this is at most n|S|n2δ .
We can now deduce Lemmas 7.9 and 7.10.
Proof of Lemma 7.9. Suppose that B(S, δ) ∩ Y(m∗) ∩ Q(m∗) ∩ D(S, δ)c holds, and let m ∈
[m∗] be minimal such that O(S,m)c holds. By Observation 7.13, there exists a collection
N = (A1, . . . , Ak), with
∑k
j=1 |Aj|2 < δ|S|2, such that ON (S,m)c ∩ N˜ (S,m) holds. We shall
apply Lemma 7.11 for each such collection, and use the union bound.
Since 3
√
n 6 s 6 n1/2+ε and
∑k
j=1 |Aj|2 < δ|S|2, we have |S|
√
n 6 oN (S, 0) 6 n5/4.
Hence, by Lemma 7.11, we obtain∑
N ,m
P
(
ON (S,m)c ∩ N˜ (S,m) ∩ Y(m) ∩Q(m)
)
6 m∗ · n|S|n2δ · e−|S|n4δ 6 e−snδ ,
where the sum is over m ∈ [m∗] and families N as described above, which satisfy D(S, δ)c.
It follows immediately that
P
(
B(S, δ) ∩ Y(m∗) ∩Q(m∗) ∩ D(S, δ)c
)
6 e−snδ ,
as required. 
The proof of Lemma 7.10 is similar, using Observation 7.14.
Proof of Lemma 7.10. Suppose that B′(S, δ)∩E(m∗)∩Y(m∗)∩Q(m∗)∩D(S, δ)c holds, and
let m ∈ [m∗] be minimal such that O′(S,m)c holds. By Observation 7.14, there exists a
collection N = (A1, . . . , Ak), with |A1| 6 (2 + δ)m/n and
∑k
j=2 |Aj|2 < δ|S|2, such that
ON (S,m)c ∩ N˜ (S,m) holds. We shall again apply Lemma 7.11, and use the union bound.
Since
(
1√
2
+ γ
)√
n log n 6 s 6 n1/2+ε and
oN (S, 0) >
(|S|
2
)
−
k∑
j=1
(|Aj|
2
)
> 1
2
((|S|
2
)
− 2m
2
n2
)
> γ|S|
4
·
√
n log n,
as in the proof of Observation 7.14, it follows that |S|√n 6 oN (S, 0) 6 n5/4. Hence, by
Lemma 7.11, we obtain∑
N ,m
P
(
ON (S,m)c ∩ N˜ (S,m) ∩ Y(m) ∩Q(m)
)
6 m∗ · n|S|n2δ · e−|S|n4δ 6 e−snδ ,
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where the sum is over m ∈ [m∗] and families N as described above, which satisfy D(S, δ)c.
It follows immediately that
P
(
B′(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩Q(m∗) ∩ D(S, δ)c
)
6 e−snδ ,
as required. 
7.5. The events C(S, δ) and C ′(S, δ). Recall that C(S, δ) denotes the event that a(S, δ) =
(a1, . . . , a|J |) satisfies
∑
J a
2
j > δ|S|2 and
∑
J aj < n
1/2+2δ, and that S is an independent set
in Gm∗ . The main result of this subsection is the following lemma.
Lemma 7.15. If s >
(√
2 + γ
)√
n log n, then∑
S : |S|=s
P
(
C(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 n−δs.
We shall also prove the following easy lemma which shows that if E(m∗) ∩ Z(m∗) holds,
then the event C ′(S, δ) ∩W(S, v) does not hold for any pair (S, v) with |S| > √n.
Lemma 7.16. For every S ⊆ V (Gn,4) with |S| >
√
n, and every v ∈ V (Gn,4),
C ′(S, δ) ∩W(S, v) ⊆ (E(m∗) ∩ Z(m∗))c.
Recall that a1 > . . . > a|J |, and let k = k(S, δ) be minimal such that
∑
j>k a
2
j < δ|S|2. We
begin with an easy but key observation which will be used in both proofs.
Observation 7.17. Let S ⊆ V (Gn,4) with |S| >
√
n. Then
C(S, δ) ∪ C ′(S, δ) ⊆
{
ak > n1/2−3δ
}
∩
{
k 6 n5δ
}
.
Proof. Noting that the event C(S, δ) ∪ C ′(S, δ) implies that ∑J aj < n1/2+2δ, we obtain
n1−δ 6 δ|S|2 6
∑
j>k
a2j 6 ak
∑
j>k
aj 6 akn1/2+2δ,
by the definition of k. The claimed bounds on ak and k now follow immediately. 
Proof of Lemma 7.16. Fix S ⊆ V (Gn,4) with |S| >
√
n and v ∈ V (Gn,4), and suppose that
the event C ′(S, δ) ∩W(S, v) ∩ E(m∗) ∩ Z(m∗) holds; we shall show that this is impossible.
Recall first that the event W(S, v) implies that {u, v} ∈ O(Gm∗) ∪ E(Gm∗) for every u ∈ S.
We shall show, using the event E(m∗) ∩ Z(m∗), that every vertex w ∈ V (Gn,4) other than
v has at most
n4ε + (log n)2 (131)
Gm∗-neighbours in S. Indeed, fix w ∈ V (Gn,4), and note that (as in the proof of Proposi-
tion 3.7), since the event E(m∗) holds, there are at most(
1 + o(1)
) · 4t∗e−4(t∗)2√n 6 n4ε
vertices u ∈ S such that {u, v} ∈ O(Gm∗) and {u,w} ∈ E(Gm∗). Similarly, since the event
Z(m∗) holds, there are at most (log n)2 vertices u ∈ S such that {u, v}, {u,w} ∈ E(Gm∗).
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It follows from (131) that a2 6 n4ε+(log n)2. But
∑|J |
j=2 a
2
j > δs2, since C ′(S, δ) holds, and
so k(S, δ) > 2. Hence, by Observation 7.17, we have a2 > n1/2−3δ, which is a contradiction,
as required. 
The proof of Lemma 7.15 is considerably harder, and so we shall give a brief sketch before
plunging into the details. We are again motivated by Observation 7.17, but since we no
longer assume that the event W(S, v) holds (and so very many vertices can have very high
degree into S) we shall need some extra ideas. We will ignore the ‘high degree vertices’ in J
with between nδ and n1/2−3δ neighbours in S, and focus on the set J ′ ⊆ J of ‘very high degree
vertices’, which form an unusually dense bipartite graph H = Gm∗ [J
′, S]. Moreover, there is
a trade-off in choosing the graph H: the more edges it has, and the earlier the edges of H
are chosen, the less likely it is to occur, but the easier it is to keep the set S independent.
We shall need to keep track of each of these competing influences.
In order to show that such a structure (a bipartite graph H as described above, sitting
on an independent set S) is unlikely to exist in Gm∗ , we partition the space according to
the sets S and J ′, the graph H, and the collection m =
(
m(f) : f ∈ E(H)) of steps of the
triangle-free process at which the edges of H were chosen. The probability that the edge f
is chosen in step m(f) is 1/Q
(
m(f)
) ≈ 2e4t2/n2, since the event Q(m∗) holds; the hard part
will be to bound the number of ‘forbidden’ open edges at each step.
The forbidden open edges come in two types: those inside S, and those which would close
not-yet-chosen edges of H, i.e., in the set
YH(m) :=
⋃
f∈T (m)
Yf (m), where T (m) :=
{
f ∈ E(H) : m(f) > m}. (132)
In order to keep these sets disjoint, we shall ignore open edges in S which are closed by
vertices in J ′, i.e., we shall consider the sets ON (S,m), where N = (A1, . . . , Ak) encodes the
neighbourhoods Aj = NGm∗ (vj) ∩ S of the vertices of J ′, cf. Section 7.4. Observe that if
f ∈ ON (S,m) ∩ Yh(m) for some h ∈ E(H) with m(h) > m, then f ⊆ NGm∗ (v) ∩ S, where v
is the endpoint of f in J ′, which contradicts the assumption that f ∈ ON (S,m). It follows
that the two sets of open edges we consider are indeed disjoint, as claimed.
Finally, note that we can bound the probability that oN (S,m) is smaller than expected
using Lemma 7.11; thus, all that remains is to bound from below the size of the set YH(m).
Our key tool in doing so will be the following lemma. Given a graph G and an oriented
edge f ∈ V (G)2, let dLG(f) and dRG(f) denote the degrees of the (left and right, respectively)
endpoints of f in G, and let
Ξ(G) :=
⋃
{u,v}∈(V (G)2 )
(
NG(u) ∩NG(v)
2
)
denote the set of edges which are ‘double-covered’ by G, that is, those which are contained in
the neighbourhood of at least two vertices of G. Recall from Section 5 that Y Le (m) ⊆ Ye(m)
denotes the collection of Y -neighbours f of e such that the vertex v ∈ e \ f has label L.
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Lemma 7.18. Let m ∈ [m∗], let H be a graph with E(H) ⊆ E(Gm∗) ∩O(Gm), and give an
orientation to each edge of E(H). If Z(m∗) holds then∣∣∣∣ ⋃
f∈E(H)
Y Lf (m)
∣∣∣∣ > ∑
f∈E(H)
Y Lf (m) − (log n)2
(∣∣Ξ(Gm∗ [V (H)])∣∣+ ∑
f∈E(H)
dRH(f)
)
.
We remark that we shall in fact apply Lemma 7.18 to two different subgraphs, T (m) and
T ′(m) ⊆ T (m) (defined below), of the graph H = Gm∗ [J ′, S].69
Proof of Lemma 7.18. The lemma follows by inclusion-exclusion, together with the observa-
tion that ∑
h∈E(H)\{f}
∣∣Y Lf (m) ∩ Y Lh (m) \ Ξ(Gm∗ [V (H)])∣∣ 6 dRH(f)(log n)2. (133)
To see (133), let f, h ∈ E(H) and suppose first that f and h are disjoint. Then (clearly)
|Y Lf (m) ∩ Y Lh (m)| ∈ {0, 1}, and moreover we claim that
Y Lf (m) ∩ Y Lh (m) ⊆ Ξ
(
Gm∗ [V (H)]
)
.
Indeed, to see this simply note that f, h ∈ E(H) ⊆ E(Gm∗), so if e ∈ Y Lf (m) ∩ Y Lh (m) then
it is double-covered by Gm∗ [V (H)]. Note also that if f 6= h, but f and h intersect in the
‘left’ endpoint of either f or h, then Y Lf (m) ∩ Y Lh (m) = ∅.
Now, since Z(m) holds, we have |Y Lf (m) ∩ Y Lh (m)| 6 (log n)2 for every pair of edges
f, h ∈ O(Gm), by Observation 5.16. Moreover, there are at most dRH(f) edges h ∈ E(H)\{f}
which contain the ‘right’ endpoint of f , and so (133) follows.
To deduce the lemma from (133), simply note that (for any set A ⊆ E(Kn))∣∣∣∣ ⋃
f∈E(H)
Y Lf (m) \ A
∣∣∣∣ > ∑
f∈E(H)
∣∣Y Lf (m) \ A∣∣ − ∑
f,h∈E(H)
f 6=h
∣∣Y Lf (m) ∩ Y Lh (m) \ A∣∣,
set A = Ξ
(
Gm∗ [V (H)]
)
, and observe that, since Z(m∗) holds and H ⊆ Gm∗ , each edge70 of
Ξ
(
Gm∗ [V (H)]
)
appears in Y Lf (m) for at most (log n)
2 edges f ∈ E(H). 
We are now ready to prove Lemma 7.15.
Proof of Lemma 7.15. Let
(√
2 + γ
)√
n log n 6 s 6 n1/2+ε; we begin the proof by breaking
up the event whose probability we wish to bound into more manageable pieces. Indeed,
for each S ⊆ V (Gn,4) with |S| = s, each k 6 n5δ, each J ′ ⊆ V (Gn,4) \ S with |J ′| = k,
each bipartite graph H on S ∪ J ′ with dH(v) > n1/2−3δ for each v ∈ J ′, and each collection
m =
(
m(f) : f ∈ E(H)) ∈ [m∗]e(H), let C(H,m) denote the event that the following all
hold:
(a) I(S,m∗) ∩ E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗).
(b)
{
Gm∗ [J
′, S] = H
} ∩ {∑J\J ′ a2j < δ|S|2} ∩ {∑J aj < n1/2+2δ}.
(c) For each f ∈ E(H), the edge f was added in step m(f) of the triangle-free process.
69We shall also use it in Section 7.6, below.
70In fact, this holds for every edge, not just those in Ξ
(
Gm∗ [V (H)]
)
.
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Note that we suppress the dependence of C(H,m) on S and J ′, by encoding both sets in
the graph H. By Observation 7.17, we have∑
S : |S|=s
P
(
C(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6
∑
H,m
P
(
C(H,m)
)
, (134)
where the second sum is over all graphs H as described above, and sequences m ∈ [m∗]e(H).
As noted in the sketch above, our bound on the probability of C(H,m) will have two
parts: a bound on the probability that the edges of H are chosen at the steps corresponding
to m, and a bound on the number of ‘forbidden’ open edges at each step. Recall that an
open edge is forbidden if it is in the set S, or if it is a Y -neighbour of a still-open edge of H.
We begin by controlling the number of open edges inside S.
Let J ′ = {v1, . . . , vk} and N = (A1, . . . , Ak), where Aj = NH(vj) ∩ S for each j ∈ [k].
Claim 1: With probability at least 1− e−sn3δ , either C(H,m)c holds, or
oN (S,m) >
(
(1− 2δ)
(
s
2
)
−
k∑
j=1
(
aj
2
))
e−4t
2
(135)
for every m ∈ [m∗].
Proof of claim. The claim follows by applying Lemma 7.11 to a large family of collections
N ′ ⊇ N , cf. Section 7.4. Indeed, we claim that if C(H,m) holds, but (135) fails to hold,
then there exists m ∈ [m∗] and N ′ = (A1, . . . , A`), with
∑`
j=k+1 |Aj|2 < δ|S|2, such that
ON ′(S,m)c ∩ N˜ ′(S,m) holds. To see this, set Aj = NGm∗ (vj) ∩ S for each k < j 6 `, where
J(S, δ) = {v1, . . . , v`}, and observe that the event C(H,m) implies that∑`
j=k+1
|Aj|2 =
∑
vj∈J\J ′
a2j < δ|S|2.
It follows that
oN ′(S,m) 6 oN (S,m) <
(
(1− 2δ)
(
s
2
)
−
k∑
j=1
(
aj
2
))
e−4t
2
6
(
(1− δ)
(
s
2
)
−
∑`
j=1
(
aj
2
))
e−4t
2
< (1− δ)e−4t2oN ′(S, 0),
assuming that (135) fails to hold for m, and so we have ON ′(S,m)c, as claimed. Moreover,
note that NGm+1(vj) ∩ S ⊆ Aj for every j ∈ [`] and |NGm(v) ∩ S| 6 nδ for every v 6∈ J , and
so the event N˜ ′(S,m) also holds, as required.
We shall now apply Lemma 7.11 to each possible such collection N ′, and use the union
bound. Observe that the claim is trivial if the bound in (135) is negative, and so we may
assume that ∑`
j=1
(
aj
2
)
6
k∑
j=1
(
aj
2
)
+ δ
(
s
2
)
6 (1− δ)
(
s
2
)
,
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and hence, since
√
n  s 6 n1/2+ε, that |S|√n 6 oN (S, 0) 6 n5/4. Recall also that, since∑
J aj < n
1/2+2δ and |S| > 2√n, there are at most n|S|n2δ possible collections N ′ as described
above. By Lemma 7.11, and summing over m ∈ [m∗] and collections N ′ as described above,
it follows that∑
N ′,m
P
(
ON ′(S,m)c ∩ N˜ ′(S,m) ∩ Y(m) ∩Q(m)
)
6 m∗ · n|S|n2δ · e−|S|n4δ 6 e−sn3δ ,
as required. 
Next we turn to the set YH(m), i.e., to the forbidden open edges which are Y -neighbours
of some not-yet-chosen edge of H. Recall from (132) the definition of
T (m) =
{
f ∈ E(H) : m(f) > m},
and set a(f) = aj for each edge f ∈ E(H), where vj is the endpoint of f in J ′. The following
claim is a straightforward consequence of Lemma 7.18.
Claim 2: Suppose that C(H,m) holds. Then, for every ω · n3/2 < m 6 m∗,∣∣∣∣ ⋃
f∈T (m)
Yf (m)
∣∣∣∣ > (12 − δ2
)
Y˜ (m)|T (m)|+
∑
f∈T (m)
max
{(
1
2
− δ2
)
Y˜ (m)− a(f)(log n)2, 0
}
.
Proof of claim. Let us give an orientation to each edge f ∈ T (m), by saying that its right
foot is in S. The claim follows by applying Lemma 7.18 twice, first to T (m), and then to a
suitably-chosen subset T ′ ⊆ T , with reversed orientations.
Let us begin by observing that since I(S,m∗) ∩ Z(m∗) holds, we have∣∣Ξ(Gm∗ [V (H)])∣∣ 6 (|J ′|
2
)
+ (log n)4
(|J ′|
2
)
6 nO(δ)  nε 6 Y˜ (m
∗)
(log n)2
(136)
Indeed, since S is an independent set in Gm∗ , every edge which is double-covered by edges of
H is either inside J ′, or is in the common Gm∗-neighbourhood of two vertices of J ′. The first
inequality now follows from the event Z(m∗), since each pair of vertices of J ′ has at most
(log n)4 edges in their common neighbourhood. The other inequalities follow since |J ′| 6 n5δ,
since δ = δ(ε) ε, and by the definitions of Y˜ and m∗.
We next claim that, since I(S,m∗) ∩ E(m∗) ∩ Z(m∗) holds, we have∣∣∣∣ ⋃
f∈T (m)
Y Lf (m)
∣∣∣∣ > (12 − δ2
)
Y˜ (m)|T (m)|. (137)
To prove (137), apply Lemma 7.18 to T (m), and use (136) to bound
∣∣Ξ(Gm∗ [V (H)])∣∣. Since
we have Y Lf (m) ∈
(
1
2
+ o(1)
)
Y˜ (m), by E(m∗), and dRH(f) 6 |J ′| 6 n5δ  Y˜ (m)/(log n)2 for
every f ∈ E(H), we obtain (137), as claimed.
Finally, recall that a(f) = dLH(f) for each edge f ∈ E(H), and define
T ′(m) =
{
f ∈ T (m) :
(
1
2
− δ2
)
Y˜ (m) > a(f)(log n)2
}
.
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We claim that∣∣∣∣ ⋃
f∈T ′(m)
Y Rf (m)
∣∣∣∣ > ∑
f∈T (m)
max
{(
1
2
− δ2
)
Y˜ (m) − a(f)(log n)2, 0
}
. (138)
This holds trivially if |T ′(m)| = 0, so assume not and apply Lemma 7.18 to T ′(m). Using
the event E(m∗) and (136), we obtain∣∣∣∣ ⋃
f∈T ′(m)
Y Rf (m)
∣∣∣∣ > (12 − δ2
)
Y˜ (m)|T ′(m)| −
∑
f∈T ′(m)
a(f)(log n)2,
which immediately implies (138). Combining (137) and (138), and noting that Y Lf (m) ∩
Y Rh (m) = ∅ for every f, h ∈ E(H), since S is independent, the claim follows. 
We are ready to prove our desired bound on the probability of the event C(H,m).
Claim 3: For every bipartite graph H on S ∪ J ′, with |S| = s, |J ′| = k 6 n5δ and
dH(v) > n1/2−3δ for each v ∈ J ′, and each collection m =
(
m(f) : f ∈ E(H)) ∈ [m∗]e(H),
P
(
C(H,m)
)
6 exp
(
m∗
n2
k∑
j=1
a2j −
(
1
2
+ γ2
)
s log n
) k∏
j=1
(
aj
n4−4δ
)aj/2
+ e−sn
3δ
.
Proof of claim. If C(H,m) occurs, then at each non-m step of the triangle-free process we
do not choose a forbidden open edge, and at step m(f) we choose edge f , for each f ∈ E(H).
By Claim 1, the probability that C(H,m) occurs and (135) fails to hold is at most e−sn
3δ
,
so let us assume from now on that
oN (S,m) >
(
(1− 2δ)
(
s
2
)
−
k∑
j=1
(
aj
2
))
e−4t
2
for every m ∈ [m∗]. Moreover, by Claim 2, we have
|YH(m)| >
(
1
2
− δ2
)
Y˜ (m)|T (m)| +
∑
f∈T (m)
max
{(
1
2
− δ2
)
Y˜ (m) − a(f)(log n)2, 0
}
for every ω · n3/2 < m 6 m∗, where YH(m) was defined in (132). Moreover, as noted earlier,
ON (S,m) and YH(m) are disjoint sets of forbidden open edges, since if f ∈ ON (S,m) ∩
YH(m), then f is contained in the Gm∗-neighbourhood (in S) of some vertex of J
′ (that is,
in one of the sets Aj ∈ N ), which contradicts the definition of ON (S,m).
It follows that the number of forbidden open edges at step m+ 1 > ω · n3/2 is
oN (S,m) + |YH(m)| > e−4t2 max
{
(1− 2δ)
(
s
2
)
−
k∑
j=1
(
aj
2
)
, 0
}
+
(
1
2
− δ2
)
Y˜ (m)|T (m)| +
∑
f∈T (m)
max
{(
1
2
− δ2
)
Y˜ (m) − a(f)(log n)2, 0
}
, (139)
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and hence the probability of choosing a forbidden open edge71 is at least the right-hand side
of (139) divided by Q(m). Let us take the three terms on the right-hand side of (139) one
at a time. Indeed, since Q(m∗) holds, and setting m0 = dω · n3/2e, we have
m∗∑
m=m0
e−4t
2
Q(m)
max
{
(1− 2δ)
(
s
2
)
−
k∑
j=1
(
aj
2
)
, 0
}
> (1− 3δ)m
∗s2
n2
− m
∗
n2
k∑
j=1
a2j
and, recalling that t(f) = m(f) · n−3/2,
m∗∑
m=1
Y˜ (m)|T (m)|
Q(m)
>
m∗∑
m=1
∑
f∈T (m)
(8− δ)m
n3
=
∑
f∈E(H)
m(f)−1∑
m=1
(8− δ)m
n3
> (4− δ)
∑
f∈E(H)
t(f)2.
In order to bound the final term in (139), let us write tˆ(f) for the time ω < t 6 t∗ at which
Y˜ (m) = C · a(f)(log n)2, if such a time exists, and set tˆ(f) = 0 or tˆ(f) = t∗ otherwise,72 in
the obvious way, and set mˆ(f) = tˆ(f) · n3/2. We obtain
m∗∑
m=1
1
Q(m)
∑
f∈T (m)
max
{(
1
2
− δ2
)
Y˜ (m) − a(f)(log n)2, 0
}
>
∑
f∈E(H)
min{mˆ(f),m(f)}∑
m=1
(
1
2
− 2δ2
)
8m
n3
>
(
2− δ) ∑
f∈E(H)
min
{
tˆ(f), t(f)
}2
.
Combining the last several inequalities, it follows that the probability that we avoid choosing
a forbidden open edge at every (non-m) step of the triangle-free process is at most73
exp
[
m∗
n2
k∑
j=1
a2j −
(
1− 3δ)(m∗s2
n2
+ 2
∑
f∈E(H)
(
t(f)2 + min
{
tˆ(f), t(f)
}2))]
. (140)
Finally, note that, since Q(m∗) holds, the probability that we choose the edge f at step
m(f) for each edge f ∈ E(H) is∏
f∈E(H)
1
Q
(
m(f)
) 6 ( 4
n2
)e(H)
exp
(
4
∑
f∈E(H)
t(f)2
)
. (141)
It follows that the probability of the event C(H,m) is at most the product of (140) and
the right-hand side of (141). The remainder of the proof is a straightforward calculation.
Indeed, note first that
ϕ(H,m) :=
(
1 + 3δ
) ∑
f∈E(H)
t(f)2 − (1− 3δ) ∑
f∈E(H)
min
{
tˆ(f), t(f)
}2
(142)
71Note that, if this probability is p, then the probability of not choosing such an edge is at most e−p, and
the choices at each step are independent.
72Of course, if Y˜ (ω · n3/2) < C · a(f)(log n)2 then set tˆ(f) = 0, and if Y˜ (m∗) > C · a(f)(log n)2 then set
tˆ(f) = t∗. Note for future reference that we have e−4tˆ(f)
2 6 a(f) · e−4(t∗)2 , since e4(t∗)2 6 n1/2−ε.
73Here we use the fact that
∑m0
m=1
Y˜ (m)|T (m)|
Q(m) 6 O(ω2) · e(H), which is swallowed by the error term.
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is increasing in t(f) for every f ∈ E(H). Moreover, recalling that tˆ(f) depends only on
a(f) = dH
(
v(f)
)
, where v(f) is the endpoint of f in J ′, we may define tˆ(vj) = tˆ(f) for any
edge f ∈ E(H) which is incident to vj, for each j ∈ [k]. It follows that
∑
f∈E(H)
tˆ(f)2 =
k∑
j=1
tˆ(vj)
2aj,
since each vertex vj is counted exactly dH(vj) = aj times in the sum on the left. Since
t(f) 6 t∗ and tˆ(f) 6 t∗ for every f ∈ E(H), and e(H) = ∑kj=1 aj, it follows that
ϕ(H,m) 6
k∑
j=1
aj
(
(1 + 6δ)(t∗)2 − tˆ(vj)2
)
.
Recalling that e−4tˆ(vj)
2 6 aj · e−4(t∗)2 , and noting that e24δ(t∗)2 6 n3δ, it follows that
e4ϕ(H,m) 6
k∏
j=1
(
n3δ · aj
)aj . (143)
Now, multiplying (140) by the right-hand side of (141), and using (143), we obtain
P
(
C(H,m)
)
6
(
4
n2
)e(H)[ k∏
j=1
(
n3δ · aj
)aj/2] exp[m∗
n2
k∑
j=1
a2j −
(
1− ε)m∗s2
n2
]
+ e−sn
3δ
.
Finally, observe that
exp
(
− (1− ε)m∗s2
n2
)
6 exp
(
−
(
1
2
+ γ2
)
s log n
)
,
since s >
(√
2 + γ
)√
n log n. It follows that
P
(
C(H,m)
)
6
k∏
j=1
(
aj
n4−4δ
)aj/2
exp
[
m∗
n2
k∑
j=1
a2j −
(
1
2
+ γ2
)
s log n
]
+ e−sn
3δ
, (144)
as claimed. 
We are finally ready to sum the probability of C(H,m) over H and m. To simplify the
counting, let us first fix k and a. Note that we have
(
n
s
)
choices for S, at most nk choices
for J ′ (given k), at most
∏k
j=1
(
s
aj
)
choices for H (given S, J ′ and a), and at most (m∗)e(H)
choices for m. Note that, since e(H) 6 n1/2+2δ, we may disregard the final term in (144).
Since e(H) =
∑k
j=1 aj, we have
(m∗)e(H)
k∏
j=1
(
s
aj
)(
aj
n4−4δ
)aj/2
exp
(
m∗
n2
k∑
j=1
a2j
)
6
k∏
j=1
[
es
aj
· m
∗√aj
n2−2δ
· exp
(
m∗aj
n2
)]aj
,
108
and hence, since sm∗ 6 n2 log n, it follows that74∑
H,m
P
(
C(H,m)
)
6 nk ·
(
n
s
)
· exp
(
−
(
1
2
+ γ2
)
s log n
)
·
k∏
j=1
[
n3δ√
aj
· exp
(
m∗aj
n2
)]aj
.
But since E(m∗) holds, we have aj 6
(
1√
2
+ δ
)√
n log n for each j ∈ [k], and thus
n3δ√
aj
· exp
(
m∗aj
n2
)
6 n
3δ
n1/4
exp
((
1
4
− ε2
)
log n
)
 1.
Hence, summing over k 6 n5δ and sequences a = (a1, . . . , ak), we obtain
∑
H,m
P
(
C(H,m)
)
6
(
n
s
) n5δ∑
k=1
sk · nk · exp
(
−
(
1
2
+ γ2
)
s log n
)
6
n5δ∑
k=1
n2k
(
en
s
· n−1/2−γ2
)s
6
n5δ∑
k=1
n2k−γ
2s 6 n−δs,
since s √n, as required. By (134), the lemma follows. 
7.6. The event D(S, δ). Recall that D(S, δ) denotes the event that S is an independent
set in Gm∗ and
∑
J aj > n1/2+2δ. In this subsection we shall bound the probability that the
event D(S, δ) occurs for some S ⊆ V (Gn,4) with |S| 6
√
n log n. Unlike in the previous
three subsections, it will not suffice to use the union bound over sets S; nevertheless, we
shall prove the following bound.
Lemma 7.19. If s 6 n1/2+δ3, then
P
( ⋃
S : |S|=s
D(S, δ) ∩ E(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 n−
√
n. (145)
The idea of the proof is as follows: if
∑
J aj > n1/2+2δ, then the bipartite graph Gm∗ [S, J ]
contains a subgraph H = Gm∗ [S
∗, J∗] whose appearance in Gm∗ is highly unlikely. This
subgraph will have the following two properties:
(a) e(H) > n1/2+δ and (b) H is ‘close to regular on both sides’,
i.e., dH(u)/dH(v) = Θ(1) for every u, v ∈ S∗, and also for every u, v ∈ J∗. (This regularity
property will be useful to us twice: in bounding the number of forbidden open edges at each
step, and in the final calculation.) The calculation required to bound the probability that
such a graph H occurs in Gm∗ is similar to (but somewhat simpler than) that in the previous
section; the main difference is that we cannot control the number of open edges inside S,
and so the only forbidden open edges are those in YH(m).
We begin with a straightforward (and probably well-known) lemma.
74Here the sum is over those H and m with the given values of k and a.
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Lemma 7.20. Let G be a bipartite graph on vertex set A ∪ B with e(G) > v(G), and let
ν ∈ (0, 1). There exist sets A∗ ⊆ A and B∗ ⊆ B such that the induced bipartite subgraph
H = G[A∗, B∗] has the following properties:
e(H) > e(G)
1−ν
4
, ∆H(A
∗) 6 27/νδH(A∗) and ∆H(B∗) 6 27/νδH(B∗), (146)
where ∆H(S) = max{dH(u) : u ∈ S} and δH(S) = min{dH(u) : u ∈ S}.
In the proof of Lemma 7.20 we will use the following simple (and standard) observation.
Observation 7.21. Let G be a bipartite graph on vertex set A∪B. There exist sets A∗ ⊆ A
and B∗ ⊆ B such that the induced bipartite subgraph H = G[A∗, B∗] has the following
properties:
e(H) > e(G)
2
, δH(A
∗) > dG(A)
4
and δH(B
∗) > dG(B)
4
,
where dG(A) (resp. dG(B)) denotes the average degree of a vertex of A (resp. B) in G.
Proof. Simply remove, one by one, vertices inA with degree at most dG(A)/4 in the remaining
graph, and vertices in B with degree at most dG(B)/4. Since we clearly remove at most
e(G)/2 edges in total, this process ends when we reach the desired subgraph H. 
We can now prove Lemma 7.20.
Proof of Lemma 7.20. Note first that, by Observation 7.21, it will suffice to find an induced
subgraph H = G[A∗, B∗] with
e(H) > e(G)
1−ν
2
, ∆H(A
∗) 6 25/νdH(A∗) and ∆H(B∗) 6 25/νdH(B∗). (147)
We shall therefore aim to satisfy the properties (147) instead of (146).
Let A∗ = A′ \ A′′ and B∗ = B′ \ B′′, where A′, B′, A′′ and B′′ are defined as follows. Set
` = 2/ν, and let A′ ⊆ A and B′ ⊆ B be a pair of subsets which maximizes
w
(
A′, B′
)
=
e
(
G[A′, B′]
)`
|A′||B′| .
Now let A′′ ⊆ A′ and B′′ ⊆ B′ denote the high degree vertices of H ′ = G[A′, B′], i.e.,
A′′ =
{
u ∈ A′ : dH′(u) > 4` · dH′(A′)
}
and B′′ =
{
u ∈ B′ : dH′(u) > 4` · dH′(B′)
}
.
In order to see that the subgraph H = G[A∗, B∗] satisfies the properties (147), observe
first that, by the maximality of the pair (A′, B′), we have
w
(
A′, B′
)
> w
(
A,B
)
.
We claim that therefore e(H ′) > e(G)1−ν . Indeed, we have
e(H ′) = e
(
G[A′, B′]
)
>
( |A′| · |B′|
|A| · |B|
)1/`
e(G) > e(G)
v(G)2/`
> e(G)1−ν ,
since v(G) 6 e(G) and ` = 2/ν. Moreover, note that we have ∆H(A∗) 6 4` · dH′(A′) and
∆H(B
∗) 6 4` · dH′(B′), by construction.
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We claim that e(H) > e(H ′)/2, which, together with the bounds proved above, implies
the inequalities (147). Indeed, by counting edges we have
4` · dH′(A′) · |A′′| 6 e(A′′, B′) 6 e(A′, B′) = dH′(A′) · |A′|,
and so |A′′| 6 4−`|A′| and similarly |B′′| 6 4−`|B′|. It follows that
2 · w(A′, B′) > w(A′′, B′)+ w(A′, B′′) > 4`|A′||B′|(e(A′′, B′)` + e(A′, B′′)`),
by the maximality of (A′, B′). Using Jensen’s inequality, we obtain
e
(
A′′, B′
)
+ e
(
A′, B′′
)
6 21−1/` ·
(
e
(
A′′, B′
)`
+ e
(
A′, B′′
)`)1/` 6 e(A′, B′)
2
,
and hence e(H) > e(H ′)/2, as required. 
We are now ready to prove Lemma 7.19.
Proof of Lemma 7.19. Let S ⊆ V (Gn,4) be a set of size s 6 n1/2+δ3 , and recall that we
denote by J = J(S, δ) = {v1, . . . , vk} the set of vertices with at least nδ Gm∗-neighbours in
S, and set aj = |NG∗m(vj) ∩ S| for each j ∈ [k]. Suppose that the event
∑
J aj > n1/2+2δ
occurs for S; we make the following deterministic claim.
Claim 1: There exist sets S∗ ⊆ S and J∗ ⊆ J such that the induced bipartite subgraph
H = Gm∗ [S
∗, J∗] has the following properties:
e(H) > n1/2+δ, nδ/2 6 ∆H(S∗) 6 C · δH(S∗) and nδ/2 6 ∆H(J∗) 6 C · δH(J∗). (148)
Proof of claim. Choose a minimal subset J0 ⊂ J such that
∑
j∈J0 aj > n
1/2+2δ, and apply
Lemma 7.20 to the graph Gm∗ [S, J0], with ν = δ/2. The upper bounds on ∆H(S
∗) and
∆H(J
∗) follow immediately, since C = C(ε, δ) was chosen to be sufficiently large as a function
of δ, and it also follows that e(H)  n1/2+3δ/2. Since |S|, |J0| 6 n1/2+δ (the latter by
minimality), we also obtain the claimed lower bounds. 
Now, using Claim 1, let us break up the bad event in (145) into more manageable pieces,
as follows. For each S∗, J∗ ⊆ V (Gn,4), each bipartite graph H on S∗ ∪ J∗ satisfying (148),
and each collection m =
(
m(f) : f ∈ E(H)) ∈ [m∗]e(H), let D(H,m) denote the event that
the following all hold:
(a) I(S,m∗) ∩ E(m∗) ∩ Z(m∗) ∩Q(m∗).
(b)
{
Gm∗ [S
∗, J∗] = H
}
.
(c) For each f ∈ E(H), the edge f was added in step m(f) of the triangle-free process.
As in the previous subsection we suppress the dependence of D(H,m) on S∗ and J∗, by
encoding both sets in the graph H. By Claim 1, we have
P
( ⋃
S : |S|=s
D(S, δ) ∩ E(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6
∑
H,m
P
(
D(H,m)
)
, (149)
where the sum is over all graphs H as described above, and sequences m ∈ [m∗]e(H).
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Our bound on the probability of D(H,m) is similar to that of C(H,m) in the previous
subsection. It again consists of two parts: a bound on the probability that the edges of H
are chosen at the steps corresponding to m, and a bound on the number of ‘forbidden’ open
edges at each step. This time, however, an open edge is forbidden only if it is in YH(m), i.e.,
if it is a Y -neighbour of a still-open edge of H.
In order to bound the number of forbidden edges, we shall need the following claim, which
follows by modifying the proof75 of Lemma 7.18. We again define
T (m) =
{
f ∈ E(H) : m(f) > m},
and let dH(f) = d
L
H(f) + d
R
H(f) for each edge f ∈ E(H).
Claim 2: Suppose that D(H,m) holds. Then, for every ω · n3/2 < m 6 m∗,∣∣∣∣ ⋃
f∈T (m)
Yf (m)
∣∣∣∣ > ∑
f∈T (m)
max
{(
1− δ3)Y˜ (m)− dH(f)(log n)3, 0}.
Proof of claim. We consider, for each open edge f ∈ T (m), the following subset of the Y -
neighbours of f :
Yˆ Hf (m) :=
{
h ∈ Yf (m) : {u, v} 6∈ E(H), where u = f \ h and v = h \ f
}
.
In words, we consider only those Y -neighbours of f in Gm such that the step in the Y -graph
(from f to h, say) does not use an edge of H. The motivation for this definition is that
Yˆ Hf (m) > Yf (m)− dH(f), and if f and h are disjoint edges of T (m), then
Yˆ Hf (m) ∩ Yˆ Hh (m) = ∅. (150)
To see (150), let e ∈ Yˆ Hf (m) ∩ Yˆ Hh (m), and note that either e has an endpoint in each of S∗
and J∗, which is impossible because S is independent, or e is contained in either S∗ or J∗,
which is impossible because H = Gm∗ [S
∗, J∗] is the bipartite graph induced by S∗ ∪ J∗, and
so the edge linking e and f in the Y -graph must be an edge of H.
It follows from (150), together with the proof of (133) in the previous subsection, that∑
h∈T (m)\{f}
∣∣Yˆ Hf (m) ∩ Yˆ Hh (m)∣∣ 6 dH(f)(log n)2. (151)
Indeed, since Z(m) holds we have |Yˆ Hf (m) ∩ Yˆ Hh (m)| 6 (log n)2 for every pair of edges
f, h ∈ O(Gm), by Observation 5.16, and there are at most dH(f) edges h ∈ T (m) \ {f}
which intersect f , so (151) follows.
The claim now follows by inclusion-exclusion. Indeed, let us define
T ′(m) =
{
f ∈ T (m) : (1− δ3)Y˜ (m) > dH(f)(log n)3},
75Observe that our upper bound on |J∗| is too weak to control the size of Ξ(Gm∗ [V (H)]), and so it is not
sufficient to simply apply Lemma 7.18.
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and observe that, by (151), and since the event E(m∗) holds,∣∣∣∣ ⋃
f∈T (m)
Yf (m)
∣∣∣∣ > ∣∣∣∣ ⋃
f∈T ′(m)
Yˆ Hf (m)
∣∣∣∣ > ∑
f∈T ′(m)
∣∣Yˆ Hf (m)∣∣ − ∑
f,h∈T (m′)
f 6=h
∣∣Yˆ Hf (m) ∩ Yˆ Hh (m)∣∣
>
∑
f∈T ′(m)
((
1− δ3)Y˜ (m)− dH(f)) − ∑
f∈T ′(m)
dH(f)(log n)
2
>
∑
f∈T (m)
max
{(
1− δ3)Y˜ (m)− dH(f)(log n)3, 0}
for every ω · n3/2 < m 6 m∗, as required. 
We are ready to prove our desired bound on the probability of the event D(H,m).
Claim 3: For every bipartite graph H satisfying (148), and each collection m ∈ [m∗]e(H),
P
(
D(H,m)
)
6
(
1
n2+δ2
)e(H) ∏
f∈E(H)
dH(f). (152)
Proof of claim. If D(H,m) occurs, then at each non-m step of the triangle-free process we
do not choose a forbidden open edge, and at step m(f) we choose edge f , for each f ∈ E(H).
By Claim 2, there are at least∑
f∈T (m)
max
{(
1− δ3)Y˜ (m)− dH(f)(log n)3, 0}
forbidden open edges in Gm, for every ω · n3/2 < m 6 m∗.
Similarly (but not identically) as before, let us write tˆ(f) for the time t > ω at which
Y˜ (m) = C · dH(f)(log n)3, if such a time exists, and set tˆ(f) = 0 otherwise. Note that the
degree dH(f) of an edge is the same up to a factor of C for all edges of H, by (148). Since
the event Q(m∗) holds, we have
m∗∑
m=1
1
Q(m)
∑
f∈T (m)
max
{(
1− δ3)Y˜ (m)− dH(f)(log n)3, 0}
>
∑
f∈E(H)
min{mˆ(f),m(f)}∑
m=1
(
8−O(δ3))m
n3
>
(
4−O(δ3)) ∑
f∈E(H)
min
{
tˆ(f), t(f)
}2
,
where mˆ(f) = tˆ(f) ·n3/2, and hence the probability that we avoid choosing a forbidden open
edge at every (non-m) step of the triangle-free process is at most
exp
(
− (4− δ2) ∑
f∈E(H)
(
min
{
tˆ(f), t(f)
}2 − ω3)), (153)
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since
∑ω·n3/2
m=1
∑
f∈T (m)
Y˜ (m)
Q(m)
6 ω3 · e(H). Next, note that since Q(m∗) holds, the probability
that we choose the edge f at step m(f) for each edge f ∈ E(H) is∏
f∈E(H)
1
Q
(
m(f)
) 6 ( 4
n2
)e(H)
exp
(
4
∑
f∈E(H)
t(f)2
)
. (154)
It follows that the probability of the event D(H,m) is at most the product of (153) and the
right-hand side of (154). Note that this product is increasing in t(f) for each f ∈ E(H), so
we may set t(f) = t∗. Since e4(t
∗)2 6 n1/2−2ε, we obtain76
P
(
D(H,m)
)
6
(
1
n3/2+ε
)e(H)
exp
(
− (4− δ2) ∑
f∈E(H)
min
{
tˆ(f), t∗
}2)
. (155)
Suppose first that tˆ(f) 6 t∗ for every f ∈ E(H). Then (152) follows easily from (155), since
we have e−4tˆ(f)
2 6 dH(f) · n−1/2+δ for every f ∈ E(H), and hence
P
(
D(H,m)
)
6
(
1
n3/2+ε
)e(H) ∏
f∈E(H)
(
dH(f) · n−1/2+δ
)1−ε
6
(
1
n2+δ
)e(H) ∏
f∈E(H)
dH(f),
as claimed. On the other hand, if tˆ(f) > t∗ for some f ∈ E(H), then tˆ(h)2 > (t∗)2 − C for
every h ∈ E(H), by (148). It follows from (153) and (154) that
P
(
D(H,m)
)
6
(
log n
n2
)e(H)
exp
(
δ2
∑
f∈E(H)
t(f)2
)
6
(
1
n2+δ2
)e(H) ∏
f∈E(H)
dH(f),
since t(f) 6 t∗ and dH(f) > δ(H) > nδ/2 for every f ∈ E(H), as required. 
We are finally ready to sum the probability of D(H,m) over H and m. Fixing |S∗|, |J∗|
and e(H) (we will sum over these at the very end), observe that we have at most(
n
|S∗|
)(
n
|J∗|
)(|S∗||J∗|
e(H)
)
6
(
3|S∗||J∗|
e(H)
)e(H)
choices for H, since e(H)  (|S∗| + |J∗|) log n, by the lower bounds on δH(S∗) and δH(J∗)
given by Claim 1. Note also that, by the AM-GM inequality,∏
f∈E(H)
dH(f) 6
(
1
e(H)
∑
f∈E(H)
dH(f)
)e(H)
6
(
C · e(H)
|J∗|
)e(H)
,
where the second inequality follows since H is almost regular. Hence, by Claim 3,∑
H,m
P
(
D(H,m)
)
6
∑
|S∗|,|J∗|
e(H)
(
3|S∗||J∗|
e(H)
·m∗ · 1
n2+δ2
· C · e(H)|J∗|
)e(H)
6
∑
e(H)
n−δ
3e(H) 6 n−
√
n,
since |S∗| 6 s 6 n1/2+δ3 and e(H) > n1/2+δ, as required. By (149), the lemma follows. 
76Note that e4ω
3  nδ, which is easily swallowed by the error term.
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7.7. The proof of Propositions 7.1 and 7.2. The two main propositions of this section
follow easily from the lemmas above. Recall from (120) and Definitions 7.4 and 7.5 the
definitions of the events W(S, v), A′(S, δ), B′(S, δ), C ′(S, δ) and D(S, δ).
Proof of Proposition 7.1. Set s =
(
1√
2
+ γ
)√
n log n, and observe that if ∆
(
Gn,4
)
> s, then
the event
T (S, v) =
{
N(v) = S in Gn,4
}
,
holds for some v ∈ V (Gn,4), and some S ⊆ V (Gn,4) with |S| > s. Now, by (122), we have⋃
|S|>s
T (S, v) ∩ E(m∗) ⊆
⋃
|S|=s
(
A′(S, δ) ∪ B′(S, δ) ∪ C ′(S, δ) ∪ D(S, δ)
)
∩W(S, v),
and thus, setting F ′(S, δ) = A′(S, δ)∪B′(S, δ)∪C ′(S, δ)∪D(S, δ), it will suffice to show that∑
v∈V (Gn,4)
P
( ⋃
S : |S|=s
F ′(S, δ)∩W(S, v)∩ E(m∗)∩Y(m∗)∩Z(m∗)∩Q(m∗)
)
6 e−
√
n. (156)
To prove (156), recall that by Lemma 7.8, we have∑
S : |S|=s
P
(
A′(S, δ) ∩W (S, v) ∩ E(m∗) ∩Q(m∗)
)
6 n−δs,
by Lemma 7.10, we have∑
S : |S|=s
P
(
B′(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩Q(m∗) ∩ D(S, δ)c
)
6 e−snδ ,
by Lemma 7.16, we have
C ′(S, δ) ∩W(S, v) ⊆ (E(m∗) ∩ Z(m∗))c,
and by Lemma 7.19, we have
P
( ⋃
S : |S|=s
D(S, δ) ∩ E(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 n−
√
n.
This proves (156), and thus completes the proof of Proposition 7.1, and hence of Theorem 1.1.

The deduction of Proposition 7.2 is similar. Recall from Definition 7.4 the definitions of
the events I(S,m), A(S, δ), B(S, δ), C(S, δ) and D(S, δ).
Proof of Proposition 7.2. Set s =
(√
2 + γ
)√
n log n, and recall that, by (119),⋃
S⊆V (Gn,4) : |S|=s
A(S, δ) ∪ B(S, δ) ∪ C(S, δ) ∪ D(S, δ) ⊇
⋃
S⊆V (Gn,4) : |S|=s
I(S,m∗).
Thus, noting that α
(
Gm∗
)
> α
(
Gn,4
)
, and writing F(S, δ) = A(S, δ) ∪ B(S, δ) ∪ C(S, δ) ∪
D(S, δ), it will suffice to prove that
P
( ⋃
S⊆V (Gn,4) : |S|=s
F(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 e−
√
n.
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Now, by Lemma 7.6, we have∑
S : |S|=s
P
(
A(S, δ) ∩Q(m∗)
)
6 n−δs.
by Lemma 7.9, we have∑
S : |S|=s
P
(
B(S, δ) ∩ Y(m∗) ∩Q(m∗) ∩ D(S, δ)c
)
6 e−snδ .
by Lemma 7.15, we have∑
S : |S|=s
P
(
C(S, δ) ∩ E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 n−δs.
and by Lemma 7.19, we have
P
( ⋃
S : |S|=s
D(S, δ) ∩ E(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 n−
√
n.
It follows that
P
((
α
(
Gn,4
)
> s
)
∩ E(m∗) ∩ Y(m∗) ∩ Z(m∗) ∩Q(m∗)
)
6 e−
√
n,
which completes the proof of Proposition 7.2, and hence of Theorem 1.2. 
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APPENDIX TO “THE TRIANGLE-FREE PROCESS
AND THE RAMSEY NUMBER R(3, k)”
GONZALO FIZ PONTIVEROS, SIMON GRIFFITHS, AND ROBERT MORRIS
Abstract. This file contains some of the straightforward but technical calculations from
the paper “The triangle-free process and the Ramsey number R(3, k)” which were omitted
from the proof in order not to distract from the main argument. We have gathered these
calculations here in order to save the interested reader the trouble of reproving them herself.
1. Introduction
This short file is an Appendix to the paper [2]. In that paper we follow the triangle-free
process to its asymptotic end, and show that it is an excellent ‘Ramsey graph’, in the sense
that it gives very strong lower bounds on the Ramsey numbers R(3, k).
Recall from [2] that we denote by Gn,4 the (random) maximal triangle-free graph on
{1, . . . , n} obtained via the triangle-free process. The main results of [2] were as follows:1
Theorem 1.1.
e
(
Gn,4
)
=
(
1
2
√
2
+ o(1)
)
n3/2
√
log n,
with high probability as n→∞.
The Ramsey number R(3, k) is the smallest integer n such that every red-blue colouring
of the edges of the complete graph Kn contains either a red Kk or a blue triangle.
Theorem 1.2.
R(3, k) >
(
1
4
− o(1)
)
k2
log k
as k →∞.
The basic heuristic behind Theorems 1.1 and 1.2 is that, with high probability, the graph
Gm obtained after m steps of the triangle-free process approximates (in a certain sense)
the Erdo˝s-Re´nyi random graph Gn,m, except in the fact that it contains no triangles. More
precisely, there exists a (large) collection S of variables all of which take (approximately)
the values one would expect in Gn,m, and all of whose derivatives at time t = m · n−3/2 may
be bounded by functions which depend only on the values of variables in S at time t. We
Date: March 28, 2018.
1We remark that when we restate results from [2] we shall use the numbering of that paper, whereas new
statements will be given the prefix ‘A’.
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2showed that moreover almost all of these variables exhibit a certain ‘self-correction’, and
were thus able to control their evolution with a fairly high degree of precision.
In this file we shall give the details of various straightforward but technical calculations
which were omitted from [2] due to considerations of space and aesthetics. More precisely:
• In Section 2 we shall give an extended version of [2, Section 3.4], prove a generalized
version of Lemma 3.9, and prove Lemma 4.23 and Proposition 5.5.
• In Sections 3 and 4 we shall do the same for [2, Section 4]; in particular, we shall
prove Propositions 4.55 and 4.56 in Section 4.
• In Section 5 we shall derive the equations which govern the ‘whirlpool’ of [2, Sec-
tion 6], and prove Lemma 6.7.
• Finally, in Section 6, we shall (for completeness) adapt the proof (from [3]) of
Lemma 3.1 to our setting.
2. Section 3.2: Tracking the variables Xe
Recall that C = C(ε) > 0 is chosen sufficiently large, and that
gy(t) = e
2t2n−1/4(log n)4 and gx(t) = Cgy(t).
Set a = ω · n3/2 and define, for each m ∈ [m∗],
KX (m) = E(m) ∩ X (a) ∩ Y(m) ∩Q(m).
In this section we shall prove Lemmas 3.9 and 3.11 of [2], which were used in [2, Section 3]
to prove the following proposition.
Proposition 3.8. Let ω · n3/2 < m 6 m∗. With probability at least 1 − n−C logn either
KX (m− 1)c holds, or
Xe(m) ∈
(
1± Ce2t2n−1/4(log n)4
)
· 2e−8t2n = (1± gx(t))X˜(m) (1)
for every open edge e ∈ O(Gm).
Let (W,A) denote the graph structure pair with v(W ) = 4, vA(W ) = 1, e(W ) = 1 and
o(W ) = 2. We shall use the following two immediate consequences of the event E(m): that
Xe(m) 6 2 · X˜(m)
for every open edge e ∈ O(Gm), and that
Nφ(W )(m) 6 max
{
4te−8t
2√
n, (log n)ω
}
for every ω · n3/2 < m 6 m∗ and every faithful map φ.
3The first step is to show that the variables Xe are self-correcting as long as the event
K(m) = KX(m) ∩ X (m) holds. Define
X∗e (m) =
Xe(m)− X˜(m)
gx(t)X˜(m)
,
the normalized error. We shall prove the following lemma.
Lemma 3.9. Let ω · n3/2 6 m 6 m∗. If E(m) ∩ X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆X∗e (m)
] ∈ 4t
n3/2
(
−X∗e (m)± ε
)
for every e ∈ O(Gm).
It is easy to see that
E
[
∆Xe(m)
]
= − 2
Q(m)
∑
f∈Xe(m)
(
Yf (m) + 1
)
, (2)
for every e ∈ O(Gm). Indeed, for each open triangle T in Gm containing e, the probability
that one of the open edges (f and h, say) of T other than e is closed (or chosen) in step
m+ 1 is equal to ∣∣Yf (m) ∪ Yh(m)∣∣+ 2
Q(m)
=
Yf (m) + Yh(m) + 2
Q(m)
.
To see this, simply note that if Yf (m) ∩ Yh(m) 6= ∅, then the endpoints of e have a common
neighbour in Gm, which means that e 6∈ O(Gm), a contradiction. Since Xe decreases by two
for each open triangle which is destroyed, (2) follows.
In order to deduce Lemma 3.9 from (2), we shall prove the following, more general state-
ment. We also use this more general version in [2, Section 7.4].
Lemma A.2.1. Let A(m) be a random variable which denotes both a collection of open edges
of Gm, and the size of that collection. Suppose that
E
[
∆A(m)
] ∈ −`± o(1)
Q(m)
∑
f∈A(m)
Yf (m) (3)
for some ` ∈ N and every ω · n3/2 < m 6 m∗, and set A˜(m) = e−4`t2A(0) and
A∗(m) =
A(m)− A˜(m)
g(t)A˜(m)
,
for some g : (0, t∗)→ R+ which satisfies g(t) > gx(t) and g ∼ gx.2 Then
E
[
∆A∗(m)
] ∈ 4t
n3/2
(
− A∗(m)± ε
)
.
2We write g ∼ gx to indicate that g(t) = λ(n) · gx(t) for some function λ(n). Since g(t) > gx(t), we have
λ(n) > 1 for every n ∈ N.
4for every ω · n3/2 6 m 6 m∗ such that Y(m) ∩Q(m) holds and |A∗(m)| 6 1.
We emphasize that ` is an absolute fixed constant; in fact, in our applications we shall
need to consider only the cases ` = 1 and ` = 2. In the proof of Lemma A.2.1, we shall use
the product rule, which was stated in [2, Section 4]
The product rule. For any random variables a(m) and b(m),
E
[
∆
(
a(m)b(m)
)]
= a(m)E
[
∆b(m)
]
+ b(m)E
[
∆a(m)
]
+ E
[(
∆a(m)
)(
∆b(m)
)]
.
In particular, if a(m) is deterministic, then
E
[
∆
(
a(m)b(m)
)]
= a(m)E
[
∆b(m)
]
+ ∆a(m)
(
b(m) + E
[
∆b(m)
])
.
To simplify the calculations below, we shall write a ≈ b to denote that the inequalities
a/b ∈ 1±O(1/n) hold.
Proof of Lemma A.2.1. Observe first that, differentiating with respect to t, we have
∆A˜(m) ≈ − 8`t
n3/2
· A˜(m) and ∆(g(t)A˜(m)) ≈ −(8`− 4)t
n3/2
· g(t)A˜(m). (4)
We claim that if Y(m) ∩Q(m) holds and |A∗(m)| 6 1, then
E
[
∆A(m)
]−∆A˜(m) ∈ −`± o(1)
Q(m)
∑
f∈A(m)
Yf (m) +
8`t
n3/2
· A˜(m)
∈
(
A˜(m) − 1± gy(t)
1± gq(t) · A(m)
)
· (`± o(1)) · Y˜ (m)
Q˜(m)
⊆
(
1 − (1± 2gy(t))(1 + g(t)A∗(m))) · (`± o(1)) · Y˜ (m) · A˜(m)
Q˜(m)
⊆
(
− ` · A∗(m)± ε2
)
· g(t) · Y˜ (m) · A˜(m)
Q˜(m)
.
Indeed, this follows since gq(t) gy(t) 6 ε3gx(t) 6 ε3g(t) and ω < t 6 t∗. Thus
E
[
∆A(m)
]−∆A˜(m)
g(t)A˜(m)
∈ − 8`t
n3/2
· A∗(m) ± εt
n3/2
. (5)
Now, since A(m)− A˜(m) = g(t)A˜(m) · A∗(m), by the product rule we have
E
[
∆A(m)
]−∆A˜(m)
g(t)A˜(m)
= E
[
∆A∗(m)
]
+
∆
(
g(t)A˜(m)
)
g(t)A˜(m)
(
A∗(m) + E
[
∆A∗(m)
])
. (6)
5Combining (4), (5) and (6), we obtain
E
[
∆A∗(m)
] ∈ − 8`t
n3/2
· A∗(m) + (8`− 4)t
n3/2
· A∗(m) ± 2εt
n3/2
⊆ 4t
n3/2
·
(
− A∗(m)± ε
)
,
as required. 
Recall next the following bound on |∆Xe(m)|, which was proved in [2].
Lemma 3.10. Let ω · n3/2 < m 6 m∗. If E(m) holds, then
|∆Xe(m)| 6 2 ·max
{
4te−8t
2√
n, (log n)ω
}
for every e ∈ O(Gm).
Using Lemmas 3.9 and 3.10, we can bound |∆X∗e (m)| and E
[|∆X∗e (m)|].
Lemma 3.11. Let ω · n3/2 < m 6 m∗. If E(m) ∩ X (m) ∩ Y(m) ∩Q(m) holds, then
|∆X∗e (m)| 6
C
gx(t)
· e
8t2
n
max
{
te−8t
2√
n, (log n)ω
}
and E
[|∆X∗e (m)|] 6 Cgx(t) · log nn3/2
for every e ∈ O(Gm).
In order to deduce Lemma 3.11 from Lemma 3.10, and also in Section 5, below, we shall
use the following result, which was stated (but not proved) in [2].
Lemma 4.23. Let A(m) be a random variable, let A˜(m) and g(t) be functions, and set
A∗(m) =
A(m)− A˜(m)
g(t)A˜(m)
.
If |A(m)| 6 (1 + g(t))A˜(m),
|∆A˜(m)|  log n
n3/2
· A˜(m) and |∆(g(t)A˜(m))|  log n
n3/2
· g(t)A˜(m), (7)
then
|∆A∗(m)| 6 2 ·
( |∆A(m)|
g(t)A˜(m)
+
1 + g(t)
g(t)
· log n
n3/2
)
.
Proof. Observe first that, for arbitrary functions a, b, c : N→ R+, if a∗(m) = a(m)−b(m)
c(m)
then
∆a(m)−∆b(m) = ∆(a∗(m)c(m)) = c(m+ 1)∆a∗(m) + a∗(m)∆c(m),
and hence
∆a∗(m) ∈ ∆a(m)
c(m+ 1)
± |∆b(m)| · c(m) +
(
a(m) + b(m)
)|∆c(m)|
c(m) · c(m+ 1) . (8)
6Applying (8) to the functions A(m), A˜(m) and g(t)A˜(m), and using the assumptions that
A(m) 6
(
1 + g(t)
)
A˜(m) and
|∆A˜(m)|  log n
n3/2
· A˜(m) and |∆(g(t)A˜(m))|  log n
n3/2
· g(t)A˜(m),
we obtain
|∆A∗(m)| 6 2 ·
( |∆A(m)|
g(t)A˜(m)
+
1 + g(t)
g(t)
· log n
n3/2
)
,
as claimed. 
Specializing to the case Xe, we obtain the following easy corollary.
Lemma A.2.2. For every ω · n3/2 < m 6 m∗, if X (m) holds, then
|∆X∗e (m)| 6
3
gx(t)
·
( |∆Xe(m)|
X˜(m)
+
log n
n3/2
)
for every e ∈ O(Gm).
Proof. We apply Lemma 4.23 with A(m) = Xe(m) and g(t) = gx(t). Since X˜(m) is equal to
e−8t
2
times a function of n, and gx(t)X˜(m) is equal to e
−6t2 times a function of n, we have
∆X˜(m) ∈ −16t± o(1)
n3/2
· X˜(m) and ∆(gx(t)X˜(m)) ∈ −12t± o(1)
n3/2
· gx(t)X˜(m),
and hence
|∆X˜(m)|  log n
n3/2
· X˜(m) and |∆(gx(t)X˜(m))|  log n
n3/2
· gx(t)X˜(m).
Moreover, the event X (m) implies that Xe(m) 6
(
1 + gx(t)
)
X˜(m) for every e ∈ O(Gm), and
so
|∆X∗e (m)| 6
3
gx(t)
·
( |∆Xe(m)|
X˜(m)
+
log n
n3/2
)
,
as claimed. 
We can now easily deduce Lemma 3.11.
Proof of Lemma 3.11. By Lemmas 3.10 and A.2.2, we have
|∆X∗e (m)| 6
3
gx(t)
·
( |∆Xe(m)|
X˜(m)
+
log n
n3/2
)
6 3
gx(t)X˜(m)
·
(
2 ·max{4te−8t2√n, (log n)ω} + e−8t2 log n√
n
)
6 C
gx(t)
· e
8t2
n
max
{
te−8t
2√
n, (log n)ω
}
,
7as claimed. Moreover, observe that, by (2), and using the event X (m) ∩ Y(m) ∩ Q(m) and
the fact that Xe is decreasing, we have
E
[|∆Xe(m)|] = 2
Q(m)
∑
f∈Xe(m)
(
Yf (m) + 1
)
6 3 · X˜(m) · Y˜ (m)
Q˜(m)
=
12t
n3/2
· X˜(m).
Thus, by Lemma A.2.2, we have
E
[|∆X∗e (m)|] 6 3gx(t) ·
(
E
[|∆Xe(m)|]
X˜(m)
+
log n
n3/2
)
6 3
gx(t)
·
(
12t
n3/2
+
log n
n3/2
)
6 C
gx(t)
· log n
n3/2
,
as required. 
2.2. The proof of Proposition 5.5. We take this opportunity to prove a similar proposi-
tion from [2, Section 5].
Proposition 5.5. Let ω ·n3/2 < m 6 m∗. Then, with probability at least 1−n−C logn, either
KY(m− 1)c holds, or
Y Le (m) ∈
(
1± gx(t)
) · (2te−4t2√n) (9)
for every e ∈ O(Gm).
The proof is almost identical to that of Proposition 3.8, above, so we shall skip some of
the details. Recall first the following special case of [2, Lemma 5.20], which is obtained from
the version stated there by setting σ = L and noting that ULe (m)V
L
e (m) =
∑
f∈Y Le (m) Yf (m).
Lemma 5.20. Let ω · n3/2 < m 6 m∗. If E(m) ∩ U(m) ∩ X (m) ∩ Z(m) holds, then
E
[
∆Y Le (m)
] ∈ − 1
Q(m)
∑
f∈Y Le (m)
Yf (m) +
(
1
2
± gx(t)
)
X˜(m)
Q(m)
,
for every e ∈ O(Gm).
Define
(Y Le )
∗(m) =
2 · Y Le (m)− Y˜ (m)
gx(t)Y˜ (m)
,
the normalized error. Since X˜(m) Y˜ (m)2 for t > ω, it follows from Lemmas 5.20 and A.2.1
that the variables Y Le are self-correcting.
Lemma A.2.3. Let ω ·n3/2 6 m 6 m∗. If E(m)∩U(m)∩X (m)∩Z(m)∩Q(m) holds, then
E
[
∆(Y Le )
∗(m)
] ∈ 4t
n3/2
(
− (Y Le )∗(m)± ε
)
for every e ∈ O(Gm).
8Next, recall the following lemma from [2, Section 5.3].
Lemma 5.17. Let ω · n3/2 < m 6 m∗. If E(m) ∩ Z(m) holds, then∣∣∆Y Le (m)∣∣ 6 (log n)3
for every e ∈ O(Gm).
Using Lemmas 5.17 and A.2.3, we can bound |∆(Y Le )∗(m)| and E
[|∆(Y Le )∗(m)|].
Lemma A.2.4. Let ω ·n3/2 < m 6 m∗. If E(m)∩U(m)∩X (m)∩Z(m)∩Q(m) holds, then
|∆(Y Le )∗(m)| 6
C
gx(t)
· log n√
n
and E
[|∆(Y Le )∗(m)|] 6 Cgx(t) · log nn3/2
for every e ∈ O(Gm).
In order to deduce Lemma A.2.4 from Lemma 5.17, we shall use the following easy conse-
quence of Lemma 4.23.
Lemma A.2.5. For every ω · n3/2 < m 6 m∗, if U(m) holds, then
|∆(Y Le )∗(m)| 6
4
gx(t)
·
( |∆Y Le (m)|
Y˜ (m)
+
log n
n3/2
)
for every e ∈ O(Gm).
Proof. We apply Lemma 4.23 with A(m) = Y Le (m) and g(t) = gx(t). Since Y˜ (m) is equal to
t · e−4t2 times a function of n, and gx(t)Y˜ (m) is equal to t · e−2t2 times a function of n, we
have
∆Y˜ (m) ∈ −8t± o(1)
n3/2
· Y˜ (m) and ∆(gx(t)Y˜ (m)) ∈ −4t± o(1)
n3/2
· gx(t)Y˜ (m),
and hence
|∆Y˜ (m)|  log n
n3/2
· X˜(m) and |∆(gx(t)Y˜ (m))|  log n
n3/2
· gx(t)X˜(m).
Moreover, the event U(m) implies that 2 · Y Le (m) 6
(
1 + gx(t)
)
Y˜ (m) for every e ∈ O(Gm),
and so
|∆(Y Le )∗(m)| 6
4
gx(t)
·
( |∆Y Le (m)|
Y˜ (m)
+
log n
n3/2
)
,
as claimed. 
We can now easily deduce Lemma A.2.4.
Proof of Lemma A.2.4. By Lemmas 5.17 and A.2.5, we have
|∆(Y Le )∗(m)| 6
4
gx(t)
·
( |∆Y Le (m)|
Y˜ (m)
+
log n
n3/2
)
6 C
gx(t)
· (log n)
3
√
n
,
9as claimed. Moreover, since
E
[|∆Y Le (m)|]
Y˜ (m)
6 Y˜ (m)
Q˜(m)
6 log n
n3/2
,
it follows from Lemma A.2.5 that
E
[|∆(Y Le )∗(m)|] 6 4gx(t) ·
(
E
[|∆Y Le (m)|]
Y˜ (m)
+
log n
n3/2
)
6 C
gx(t)
· log n
n3/2
,
as required. 
Finally, let’s deduce Proposition 5.5.
Proof of Proposition 5.5. We begin by choosing a family of parameters as in [2, Defini-
tion 3.4]. Set K(m) = KY(m) ∩ U(m) ∩ {|(Y Le )∗(a)| < 1/2} and I = [a, b] = [ω · n3/2,m∗],
and let
α(t) =
C
gx(t)
· (log n)
3
√
n
and β(t) =
C
gx(t)
· log n
n3/2
.
Moreover, set λ = C, δ = ε and h(t) = t · n−3/2. We claim that (λ, δ; gx, h;α, β;K) is a
reasonable collection, and that Y Le satisfies the conditions of [2, Lemma 3.2] if e ∈ O(Gm).
To prove the first statement, we need to show that α and β are λ-slow, and that
min
{
α(t), β(t), h(t)
}
> εt
n3/2
and α(t) 6 ε2 for every ω < t 6 t∗, each of which is obvious, since gx(t) 6 1 for all t 6 t∗. To
prove the second, we need to show that Y Le is (gx, h;K)-self-correcting, which follows from
Lemma A.2.3, that, for every ω · n3/2 < m 6 m∗, if K(m) holds then
|∆(Y Le )∗(m)| 6 α(t) and E
[|∆(Y Le )∗(m)|] 6 β(t),
which follows from Lemma A.2.4, and that |(Y Le )∗(a)| < 1/2, which follows from K(m).
Observe that
α(t)β(t)n3/2 6 C
2
gx(t)2
· (log n)
4
√
n
6 1
(log n)3
for every ω < t 6 t∗. By [2, Lemma 3.1], and summing over edges e ∈ E(Kn) the probability
that e ∈ O(Gm) and (Y Le )∗(m) > 1, it follows that
P
(
U(m)c ∩ K(m− 1) for some m ∈ [a, b]
)
6 n6 exp
(
− δ′(log n)3
)
6 n−C logn.
Finally, we remark that
P
(
KY(a) ∩ {|(Y Le )∗(a)| > 1/2}) 6 n−C logn,
by Proposition 4.56 (see Section 4, below), and so the proposition follows. 
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3. Section 4: Everything Else
In this section we shall give the details omitted from [2, Section 4], recall from some of
the lemmas from that section which we shall need below, and prove some simple variants.
Recall the following important definitions from [2].
Definition 2.10. Define
t∗A(F ) = inf
{
t > 0 : N˜A(F )(m) 6 (2t)e(F )
}
∈ [0,∞] (10)
and
tA(F ) = min
{
min
{
t∗A(H) : A ( H ⊆ F
}
, t∗
}
.
We call tA(F ) the tracking time of the pair (F,A).
Moreover, for each graph structure pair (F,A) with tA(F ) > 0, define
c = c(F,A) := max
{
max
A(H⊆F
{
2o(H)
2vA(H)− e(H)
}
, 2
}
, (11)
so in particular ect
2
= n1/4 when t = tA(F ) if tA(F ) < t
∗.
We begin with the following crucial remark.
Remark 4.2. Let (F,A) be a graph structure pair with v(F ) = no(1), and let m ∈ [m∗].
If the event E(m) holds, then Nφ(F )(m) satisfies the conclusion (i.e., either (a), (b) or (c))
of [2, Theorem 4.1], for every faithful injection φ : A→ V (Gm).
Proof of Remark 4.2. Let us denote by (F ′, A′, φ′) the graph structure obtained by removing
the isolated vertices from F , so A′ = V (F ′) ∩ A and φ′ = φ|A′ . Note that tA′(F ′) = tA(F ),
since t∗A(H
′ ∪ A) = t∗A′(H ′) for every A′ ( H ′ ⊆ F ′. Assume that the event E(m) holds and
that φ is faithful at time t. We shall consider in turn the three cases corresponding to parts
(a), (b) and (c) of the theorem.
Suppose first that 0 < t 6 ω < tA(F ), and note that
Nφ′(F
′)(m) ∈ N˜A′(F ′)(m)± fF ′,A′(t)N˜A′(F ′)(n3/2),
since the event E(m) holds, and tA′(F ′) = tA(F ). Now, each copy of F ′ in Gm, rooted
at φ′(A′), extends to between (n − v(F ))k and nk copies of F rooted at φ(A). Set k =
vA(F )− vA′(F ′), and note that N˜A(F ) = nk · N˜A′(F ′) and that γ(F,A) > γ(F ′, A′) if k 6= 0.
It follows that
Nφ(F )(m) ∈ N˜A(F )(m)± fF,A(t)N˜A(F )(n3/2),
as required.
The proof in case (b) is almost identical, so we skip the details and proceed to case (c).
Here we need the observation that the minimal A ( H ⊆ F such that t < tH(F ) contains
no isolated vertices. Indeed, this is obvious, since moving an isolated vertex from H to F
can only increase tH(F ), and t > tA(F ). It follows that the minimal A ( H ⊆ F such that
11
t < tH(F ), is equal to A union the minimal A
′ ( H ′ ⊆ F ′ such that t < tH′(F ′). Since
∆(F ′, H ′, A′) < ∆(F,H,A) unless k = 0, it follows that
Nφ(F )(m) 6 nk · (log n)∆(F ′,H′,A′)N˜H′(F ′)(m+) 6 (log n)∆(F,H,A)N˜H(F )(m+),
by the event E(m), as required. 
We remark that the same argument implies that the building sequences
A ⊆ H0 ( · · · ( H` = F and A′ ⊆ H ′0 ( · · · ( H ′` = F ′
of (F,A) and (F ′, A′) respectively are identical, in the sense that Hj = H ′j ∪ A for every
0 6 j 6 `− 1. That is, all of the isolated vertices of F lie in V (F ) \H`−1.
We next recall three simple properties of the collection FoF , see [2, Section 4.2].
Observation 4.20. Let (F,A) be a graph structure pair. Then |FoF | = e(F ), and
2te4t
2 · N˜A(F o)(m) =
√
n · N˜A(F )(m)
for every F o ∈ FoF .
Observation 4.24. If (F,A) is a graph structure pair and F o ∈ FoF , then tA(F ) 6 tA(F o).
Proof. If tA(F
o) = t∗ there is nothing to prove, so suppose that A ( Ho ⊆ F o satisfies
t∗A(H
o) = tA(F
o) < t∗. Then either Ho ⊆ F , in which case tA(F ) 6 t∗A(Ho) = tA(F o), as
required, or Ho ∈ FoH for some A ( H ⊆ F .
We claim that, in the latter case, we have tA(F ) 6 t∗A(H) 6 t∗A(Ho) = tA(F o). Note that
e(H) = e(Ho)− 1, and therefore, by Observation 4.20,
N˜A(H
o)(m) =
√
n
2te4t2
· N˜A(H)(m) > n
ε
2t
· N˜A(H)(m) > (2t)e(H)−1 = (2t)e(Ho)
for every t 6 t∗A(H) < t∗. By (10), it follows that t∗A(H) 6 t∗A(Ho), as required. 
Observation 4.25. Let (F,A) be a graph structure pair with vA(F ) > 1, and let F o ∈ FoF .
Then
o(F )gy(t) gF,A(t) and gF o,A(t) gF,A(t)
as n→∞.
Proof. Observe first that c(F,A) > c(F o, A) > 2 for every F o ∈ FoF , by Observation 4.24.
Indeed, c = c(F,A) was chosen (see (11)) so that ect
2
= n1/4 at t = tA(F ), and tA(F ) 6
tA(F
o). Now, noting that vA(F ) = vA(F
o), e(F ) = e(F o) + 1 and o(F ) = o(F o)− 1, we have
γ(F,A) > γ(F o, A) +
√
γ(F,A),
by the definition of γ(F,A). 
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Recall next that
fF,A(t) = e
C(o(F )+1)(t2+1)n−1/4(log n)∆(F,A)−
√
∆(F,A) (12)
for each graph structure pair (F,A), and that
fy(t) = e
Ct2n−1/4(log n)5/2 and fx(t) = e−4t
2
fy(t).
The following variant of [2, Observation 4.25] follows easily from the definitions.
Observation A.3.1. Let (F,A) be a graph structure pair with vA(F ) > 1, and let F o ∈ FoF .
Then
(log n)e(F )+o(F )
(
fy(t) + fF o,A(t)
) fF,A(t)
as n→∞.
Proof. Since e(F o) = e(F )− 1 and o(F o) = o(F ) + 1, we have
∆(F,A) =
(
δ(F o, A) + 1
)C > ∆(F o, A) +√∆(F,A).
The claimed bound now follows immediately. 
Our next few results give useful properties of the collection of graph structures F−F,A which
was defined in [2, Section 4.3]. The first four were also proved there.
Observation 4.32. F+F,A ⊆ F−F,A for every graph structure pair (F,A).
Note that, by this observation, the following results all also hold for each (F ′, A′) ∈ F+F,A.
Observation 4.34. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. For every
A′ ⊆ H ′ ⊆ F ′, we have N˜H′(F ′) 6 N˜H′∩F (F ).
Observation 4.37. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. Then
∆(F ′, H ′, A′) 6 ∆(F ′ − v, A) 6 ∆(F,A)− 3
√
∆(F,A)
for every A′ ( H ′ ( F ′. Moreover, the same bounds holds if H ′ = F ′ and A′ ∩ F 6= A.
Observation 4.39. Let (F,A) be a graph structure pair, and let (F ′, A′) ∈ F−F,A. Then
∆(F ′, A′) 6 (1 + ε)∆(F,A).
The following lemma was stated but not proved in [2].
Lemma 4.41. Let (F,A) be a graph structure pair with tA(F ) > 0, and let (F
′, A′) ∈ F−F,A.
If (log n)γ(F,A) 6 nvA(F )+e(F )+1, then
max
{
∆(F ′, A′)−∆(F,A),
√
∆(F,A)
}
6 ε
2
vA(F )
· log n
log log n
.
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Proof. We have, as in the proof above,
∣∣∆(F ′, A′)−∆(F,A)∣∣+√∆(F,A) 6 (δ(F,A) + 2)C − δ(F,A)C + δ(F,A)C/2
6 4C · δ(F,A)C−1 6 4C ·∆(F,A)
δ(F,A)
6 4
C
· ∆(F,A)
vA(F )2
.
Note that e(F ) 6 2vA(F )− 1, since tA(F ) > 0. Since (log n)γ(F,A) 6 nvA(F )+e(F )+1, it follows
that
vA(F ) >
vA(F ) + e(F ) + 1
3
> γ(F,A)
3
· log log n
log n
> ∆(F,A)
4
· log log n
log n
.
It follows that
∣∣∆(F ′, A′)−∆(F,A)∣∣+√∆(F,A) 6 16
C · vA(F ) ·
log n
log log n
6 ε
vA(F )
· log n
log log n
,
as claimed. 
We next prove three new lemmas about the collection F−F,A. Recall Table 4.1.
(a) (b) (c) (d) (e) (f)
vA−(F
−)− vA(F ) 0 −1 0 −2 −1 −1
e(F−)− e(F ) 1 6 0 1 6 0 6 0 6 1
o(F−)− o(F ) 0 6 0 0 6 0 6 0 6 0
Table 4.1
Lemma A.3.2. Let (F,A) be a graph structure pair with tA(F ) > 0, and let (F
′, A′) ∈ F−F,A.
If (log n)γ(F,A) 6 nvA(F )+e(F )+1 and t 6 ω, then
fF ′,A′(t) 6 min
{
nε, (log n)ε∆(F,A)
}
· (log n)∆(F,A)−3
√
∆(F,A).
Proof. This follows from the definition (12), using Observation 4.39 and Lemma 4.41. 
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Lemma A.3.3. Let (F,A) be a graph structure pair with tA(F ) > 0. If (F
′, A′) ∈ F−F,A,
then
N˜A′(F
′)(n3/2) 6 2 · e
4o(F )
√
n
· N˜A(F )(n3/2). (13)
Proof. Note that N˜A(F )(n
3/2) = 2e(F )e−4o(F )nvA(F )−e(F )/2 for every pair (F,A), since t = 1
when m = n3/2, and that e(F ′) 6 e(F ) + 1. We are thus required to prove that
vA′(F
′)− vA(F ) 6 e(F
′)− e(F )− 1
2
. (14)
In cases (a) and (c), this follows immediately from Table 4.1. In cases (b), (d), (e) and (f)
we need the following extra observation: tA(F ) > 0 implies that t
∗
A(A
′ ∩ F ) > 0. This gives
e(F )− e(F ′) 6 e(A′ ∩ F ) 6 2vA(A′ ∩ F )− 1 = 2
(
vA(F )− vA′(F ′)
)− 1,
as required. 
Lemma A.3.4. Let (F,A, φ) be a graph structure triple, and let (F ′, A′) ∈ F−F,A. Suppose
that tA′(F
′) < t 6 ω < tA(F ), and that φ′ : A′ → V (Gm) is faithful at time t. If E(m) holds
and (log n)∆(F,A) 6 n2e(F )+2, then
Nφ′(F
′)(m) 6 (log n)
∆(F,A)−2
√
∆(F,A)
√
n
· N˜A(F )(n3/2). (15)
Proof. Note that since tA′(F
′) < t 6 ω, it follows that tA′(F ′) = 0. There are two cases:
either (F ′, A′) is balanced, or it is not. In the former case, since M(m) holds we have
Nφ′(F
′)(m) 6 (log n)∆(F ′−v,A′) 6 (log n)∆(F,A)−3
√
∆(F,A),
and so in this case we are done. In the latter case, since E(m) holds we have
Nφ′(F
′)(m) 6 (log n)∆(F ′,H′,A′)N˜H′(F ′)(m+), (16)
where A′ ( H ′ ( F ′ is minimal such that t < tH′(F ′), and m+ = max{m,n3/2}. Now
(log n)∆(F
′,H′,A′)N˜H′(F
′)(m+) 6 (log n)∆(F,A)−3
√
∆(F,A)N˜H(F )(m
+),
where H = H ′ ∩ F , by Observations 4.34 and 4.37. Next, note that, since tA(F ) > 0, we
have t∗A(H) > 0, and thus e(H) 6 2vA(H)− 1. Hence
N˜A(H)(n
3/2) > 2e(F )e−4o(H)
√
n.
Since 0 < t 6 ω, it follows that
N˜H(F )(m
+) 6 ωe(F )e4o(F ) · N˜H(F )(n3/2) 6 ω
e(F )e8o(F )√
n
· N˜A(F )(n3/2),
and thus
Nφ′(F
′)(m) 6 (log n)
∆(F,A)−2
√
∆(F,A)
√
n
· N˜A(F )(n3/2),
15
as claimed. 
4. Section 4.6: the land before time t = ω
In this section we shall use the method of Bohman [1] to control the variables Nφ(F ) up
to time t = ω, assuming that tA(F ) > 0. Recall once again that
fF,A(t) = e
C(o(F )+1)(t2+1)n−1/4(log n)∆(F,A)−
√
∆(F,A)
for each graph structure pair (F,A), that
fy(t) = e
Ct2n−1/4(log n)5/2 and fx(t) = e−4t
2
fy(t),
and that KE(m) = Y(m) ∩ Z(m) ∩Q(m). We shall prove the following proposition.
Proposition 4.55. Let (F,A) be a graph structure pair, and let 0 < t 6 ω < tA(F ). Then,
with probability at least 1− n−3 logn, either (E(m− 1) ∩M(m− 1) ∩ KE(m− 1))c holds, or
Nφ(F )(m) ∈ N˜A(F )(m) ± fF,A(t) · N˜A(F )(n3/2) (17)
for every φ : A→ V (Gm) which is faithful at time t.
We remark, for future reference, that (17) holds trivially if (log n)∆(F,A) > ne(F )+2, since
then fF,A(t) · N˜A(F )(n3/2) > nvA(F ), and that we have e(F ) < 2vA(F ), since tA(F ) > 0.
The proof of Proposition 4.55 relies heavily on the fact that the event Y(m) gives us
stronger bounds (in the range t 6 ω) on the variables Ye than those given by the event
E(m). The bounds we need are essentially due to Bohman [1], although he stated a slightly
weaker version of the following proposition. For completeness, we shall sketch the proof.
Recall from [2, Section 5] the definition of the variables Y Le (m). We shall need the following
slight strengthening of [2, Proposition 4.56] in [2, Section 5] in order to show that the event
U(a) holds, where a = ω · n3/2.
Proposition 4.56 (Bohman [1]). Let m 6 ω · n3/2. With probability at least 1 − n−C logn,
either
(Z(m− 1) ∩Q(m− 1))c holds, or
Xe(m) ∈ X˜(m)± fx(t)X˜(n3/2) and 2 · Y Le (m) ∈ Y˜ (m)± fy(t)Y˜ (n3/2) (18)
for every e ∈ O(Gm).
Recall the following martingale lemma from [2, Section 3].
Lemma 3.2. Let M be a super-martingale, defined on [0, s], such that
−β 6 ∆M(m) 6 α
for every m ∈ [0, s− 1]. Then, for every 0 6 x 6 min{α, β} · s,
P
(
M(s) > M(0) + x
)
6 exp
(
− x
2
4αβs
)
.
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Proof of Proposition 4.56. Consider the event that m0 6 ω · n3/2 is the minimal value of m
such that the event Z(m) ∩Q(m) holds, and moreover either
X (m)c holds, or 2 · Y Le (m) 6∈ Y˜ (m)± fy(t)Y˜ (n3/2).
We shall consider the two subcases: X (m0) holds, or it does not, separately.
Suppose first that X (m0)c holds, and note that X˜(m) = Θ
(
e−8t
2 · X˜(n3/2)) and Y˜ (m) =
Θ
(
t · e−4t2 · Y˜ (n3/2)). By (2), and using the event X (m)∩Y(m)∩Q(m), which holds for all
m < m0, we have
E
[
∆Xe(m)
]
= − 2
Q(m)
∑
f∈Xe(m)
Yf (m)
∈ − 2
Q˜(m)
(
1± ε · fy(t)e4t2
)(
X˜(m)± fx(t)X˜(n3/2)
)(
Y˜ (m)± fy(t)Y˜ (n3/2)
)
.
Multiplying out the brackets, we obtain
X˜(m)Y˜ (m) ± O
(
εte−8t
2
fy(t) + te
−4t2fx(t) + e−8t
2
fy(t) + fx(t)fy(t)
)
X˜(n3/2)Y˜ (n3/2),
and hence, recalling that fy(t) = e
4t2fx(t) e−8ω2 , we obtain
E
[
∆Xe(m)
] ∈ − 16t
n3/2
· X˜(m) ±
√
C ·
(
t+ 1
n3/2
)
· fx(t)X˜(n3/2).
It follows that
M±Xe(m
′) =
m′−1∑
m=0
[
∆Xe(m) +
16t
n3/2
· X˜(m) ±
√
C ·
(
t+ 1
n3/2
)
· fx(t)X˜(n3/2)
]
.
is a super-/sub-martingale pair on 0 6 m′ < m0. Moreover, the number of open triangles
which are destroyed in step m+ 1 of the triangle-free process is at most
max
e∈O(Gm)
Ye(m) 6
√
n
since Y(m) holds for every m < m0. It follows that −
√
n 6 ∆Xe(m) 6 0, and hence
− 2√n 6 ∆M±Xe(m) 6
C√
n
, (19)
for every e ∈ O(Gm), while Y(m) holds. Now, set
α =
C√
n
+
fx(ω)X˜(n
3/2)
m0
and β = 2
√
n+
fx(ω)X˜(n
3/2)
m0
,
and observe that, since fx(t)X˜(n
3/2) > n3/4(log n)5/2 and we may assume3 that m0 > n1/4,
α · β ·m0 6
(
fx(t)X˜(n
3/2)
)2
(log n)4
.
3If m0 6 n1/4, then (19) implies that Xe(m0) > n−O(n3/4), and hence X (m0) ∪ Y(m0 − 1)c holds.
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Hence, applying Lemma 3.2, we obtain
P
((
M−Xe(m0) >
1
2
fx(t)X˜(n
3/2)
)
∩ K(m− 1)
)
6 e−(logn)3 ,
and similarly for M+Xe . Finally, noting that
1
n3/2
m′−1∑
m=0
16t · X˜(m) ∈ (1− e−8t′2)n± 1 and 1
n3/2
m′−1∑
m=0
(t+ 1)fx(t) 6
1
C
· fx(t′),
it follows that, with probability at least 1− n− logn, we have
Xe(m
′) ∈ n −
m′−1∑
m=0
[
16t
n3/2
· X˜(m)±
√
C ·
(
t+ 1
n3/2
)
· fx(t)X˜(n3/2)
]
± 1
2
fx(t
′)X˜(n3/2)
∈ X˜(m′) ± fx(t′)X˜(n3/2)
for every e ∈ O(Gm), as required.
The proof in the case that X (m0) holds is similar. The first step is to break ∆Y Le (m) into
two pieces, CYe (m) and D
Y
e (m), where C
Y
e (m) denotes the number of edges of Y
L
e (m + 1)
which were created in step m+1 of the triangle-free process, and DYe (m) denotes the number
of edges of Y Le (m) which were closed in that step. It follows immediately from the definition
that
Y Le (m
′) =
m′−1∑
m=0
(
CYe (m)−DYe (m)
)
. (20)
We claim first that
E
[
CYe (m) |Gm
]
=
1
2
· Xe(m)
Q(m)
∈
(
1±O(ε)e4t2fy(t)
)(
X˜(m)± fx(t)X˜(n3/2)
)
2 · Q˜(m)
⊆ 2e
−4t2n± (e4t2fx(t) +O(ε)fy(t))X˜(n3/2)
n2
⊆ 2e
−4t2 ± fy(t)
n
,
where we used the event X (m) ∩ Q(m), and the facts that fy(t) = e4t2fx(t), and that
X˜(m) = Θ
(
e−8t
2 · X˜(n3/2)) fx(t)X˜(n3/2) for t 6 ω. Similarly, we have
E
[
DYe (m) |Gm
]
=
1
Q(m)
∑
f∈Y Le (m)
Yf (m) ∈
(
1±O(ε)e4t2fy(t)
)(
Y˜ (m)± fy(t)Y˜ (n3/2)
)2
2 · Q˜(m)
⊆ Y˜ (m)
2
2 · Q˜(m) ± O
(
ε · t2e−4t2fy(t) + te−4t2fy(t) + fy(t)2
) Y˜ (n3/2)2
Q˜(m)
⊆ 16t
2e−4t
2 ± (t2 +O(t))fy(t)
n
,
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using the event Y(m) ∩Q(m), and the fact that Y˜ (m) = Θ(t · e−4t2 · Y˜ (n3/2)). Hence
M±
CYe
(m′) =
m′−1∑
m=0
[
CYe (m)−
2e−4t
2 ± fy(t)
n
]
.
and
M±
DYe
(m′) =
m′−1∑
m=0
[
DYe (m)−
16t2e−4t
2 ± (t2 +O(t))fy(t)
n
]
.
are both super-/sub-martingale pairs while the event X (m) ∩ Y(m) ∩Q(m) holds.
Next, observe that
0 6 CYe (m) 6 1 and 0 6 DYe (m) 6 (log n)2,
while Z(m) holds, and hence
−C
n
6 ∆M±
CYe
(m) 6 2 and − C
n
6 ∆M±
DYe
(m) 6 2(log n)2.
Now, set
α = 2(log n)2 +
fy(ω)Y˜ (n
3/2)
m0
and β =
C
n
+
fy(ω)Y˜ (n
3/2)
m0
,
and observe that, since fy(t)Y˜ (n
3/2) > n1/4(log n)5/2 and we may assume that m0 > n1/4,
α · β ·m0 6
(
fy(t)Y˜ (n
3/2)
)2
ω · (log n)2 .
Hence, applying Lemma 3.2, we obtain
P
((
M−
DYe
(m) >
1
4
fy(t)Y˜ (n
3/2)
)
∩ K(m− 1)
)
6 n−2C logn,
and similarly for M+
CYe
, M−
CYe
and M+
DYe
.
Finally, note that d
dt
Y˜ (m) =
(
4 − 32t2)e−4t2√n and 1
n3/2
∑m′−1
m=0 (t
2 + 1)fy(t) 6 1C · fy(t′).
Hence, with probability at least 1− n−2C logn, we have
2 · Ye(m′) = 2 ·
m′−1∑
m=0
(
CYe (m)−DYe (m)
)
∈
m′−1∑
m=0
[
(4− 32t2)e−4t2
n
± O(t
2 + 1)fy(t)
n
]
± 1
2
fy(t
′)Y˜ (n3/2)
∈ Y˜ (m′) ± fy(t′)Y˜ (n3/2),
as required. Putting the pieces together, it follows that
P
(⋃
t6ω
(X (m) ∩ Y(m))c ∩ Z(m) ∩Q(m)) 6 n−C logn,
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and moreover the same holds if we replace Y(m) by the event in (18). 
4.1. Proof of Proposition 4.55. Returning to the proof of Proposition 4.55, let us fix a
graph structure triple (F,A, φ) with tA(F ) > 0. The first step in the proof is to break up
Nφ(F ) as follows:
Nφ(F )(m
′) =
m′−1∑
m=0
(
Cφ(F )(m)−Dφ(F )(m)
)
, (21)
where Cφ(F )(m) denotes the number of copies of F rooted at φ(A) which are created at step
m + 1 of the triangle-free process, and Dφ(F )(m) denotes the number of such copies which
are destroyed in that step. Let’s deal first with Cφ(F ). It was proved in [2, Lemma 4.21]
that
E
[
Cφ(F )(m) |Gm
] ∈ 1
Q(m)
∑
F o∈FoF
Nφ(F
o)(m) (22)
for every φ which is faithful at time t. Using the events E(m) and Q(m), we easily obtain a
super-/sub-martingale pair.
Lemma 4.58. Let (F,A, φ) be a graph structure triple, and suppose that φ is faithful at
time t, where 0 < t 6 ω < tA(F ). If E(m) ∩ Z(m) ∩Q(m) holds, then
E
[
Cφ(F )(m) |Gm
]− e(F ) · N˜A(F )(m)
t · n3/2 ∈ ±
fF,A(t) · N˜A(F )(n3/2)
n3/2
. (23)
Proof. This follows from (22) via a straightforward calculation. Note first that the lemma
holds trivially if e(F ) = 0, since then Cφ(F )(m) = 0 for every m ∈ N. So assume that
e(F ) > 0, and recall that the event Q(m) implies that Q(m) ∈ (1± ε · e4t2fy(t))Q˜(m), and
that the event E(m) (and the fact that t 6 ω < tA(F ) 6 tA(F o), by Observation 4.24)
implies that
Nφ(F
o)(m) ∈ N˜A(F o)(m) ± fF o,A(t) · N˜A(F o)(n3/2).
Moreover 2te4t
2 · N˜A(F o)(m) =
√
n · N˜A(F )(m) and |FoF | = e(F ), by Observation 4.20, and
hence, by (22),
E
[
Cφ(F )(m) |Gm
] ∈ 1± e4t2fy(t)
Q˜(m)
(
N˜A(F )(m)
e(F )
√
n
2te4t2
±
∑
F o∈FoF
fF o,A(t)N˜A(F )(n
3/2) ·
√
n
2e4
)
.
Thus the left-hand side of (23) lies in the interval
± 1
Q˜(m)
(
e(F )
√
n
2t
· fy(t)N˜A(F )(m) +
∑
F o∈FoF
fF o,A(t)N˜A(F )(n
3/2) ·
√
n
e4
)
.
Since N˜A(F )(m) = t
e(F )e−4o(F )(t
2−1)N˜A(F )(n3/2), this is in turn contained in
±N˜A(F )(n
3/2)
n3/2
(
e(F ) · te(F )−1e4o(F )+4t2fy(t) + e4t2fF o,A(t)
)
⊆ ±fF,A(t) · N˜A(F )(n
3/2)
n3/2
,
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as required, where the final inequality follows since e(F ) > 0 and
(log n)e(F )+o(F )
(
fy(t) + fF o,A(t)
) fF,A(t)
by Observation A.3.1. 
We shall also need a corresponding lemma for the variables Dφ(F ). It was proved in [2,
Lemma 4.21] that, if Z(m) holds and φ is faithful at time t, then
E
[
Dφ(F )(m) |Gm
] ∈ 1
Q(m)
( ∑
F ∗∈Nφ(F )
∑
f∈O(F ∗)
Yf (m) ± o(F )2(log n)2Nφ(F )
)
. (24)
We shall use the events E(m), Y(m) and Q(m) to obtain a super-/sub-martingale pair.
Lemma 4.59. Let (F,A, φ) be a graph structure triple, and suppose that 0 < t 6 ω < tA(F ),
and that φ is faithful at time t. If E(m) ∩ Y(m) ∩ Z(m) ∩Q(m) holds, then
E
[
Dφ(F )(m) |Gm
]− 8t · o(F ) · N˜A(F )(m)
n3/2
∈ ± C · o(F ) · (t+ 1)
n3/2
·fF,A(t)N˜A(F )(n3/2). (25)
Proof. Note first that if o(F ) = 0 then the result holds trivially, since in that case copies of
F cannot be destroyed, and so Dφ(F )(m) = 0 for every m ∈ N. So assume that o(F ) > 0
and recall that, since E(m) ∩ Y(m) ∩Q(m) holds and t 6 ω < tA(F ), we have
Q(m) ∈ (1± ε · e4t2fy(t))Q˜(m), Yf (m) ∈ Y˜ (m)± fy(t)Y˜ (n3/2)
and
Nφ(F )(m) ∈ N˜A(F )(m)± fF,A(t) · N˜A(F )(n3/2).
By (24), it follows that E
[
Dφ(F )(m) |Gm
]
is contained in the interval
1± ε · e4t2fy(t)
Q˜(m)
· o(F ) ·
(
N˜A(F )(m)± fF,A(t)N˜A(F )(n3/2)
)(
Y˜ (m)± 2fy(t)Y˜ (n3/2)
)
,
where we used our assumption4 that o(F ) 6 no(1) 6 n1/4 6 fy(t)Y˜ (n3/2) to absorb the final
error term in (24). It follows that the left-hand side of (25) is contained in
± o(F ) · Y˜ (n
3/2)
Q˜(m)
((
t ·fy(t)+2fy(t)
)
N˜A(F )(m)+
(
O(t) ·e−4t2 +2fy(t)
)
fF,A(t)N˜A(F )(n
3/2)
)
,
since Y˜ (m) = O(t) · e−4t2 · Y˜ (n3/2). This in turn is a subset of
± C · o(F )
n3/2
·
(
te(F )(t+ 1)e4o(F )fy(t) +
(
t+ e4t
2
fy(t)
)
fF,A(t)
)
· N˜A(F )(n3/2).
since N˜A(F )(m) = N˜A(F )(n
3/2) · te(F )e−4o(F )(t2−1) and o(F ) > 0.
4Recall that Proposition 4.55 is trivial if o(F ) > (log n)1/5.
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Finally, note that e4t
2
fy(t)  1 for every t 6 ω, and recall that (log n)e(F )+o(F )fy(t) 
fF,A(t), by Observation A.3.1. It follows that
E
[
Dφ(F )(m) |Gm
]− 8t · o(F ) · N˜A(F )(m)
n3/2
∈ ± C · o(F ) · (t+ 1)
n3/2
· fF,A(t)N˜A(F )(n3/2),
as required. 
In order to use Lemma 3.2, we shall need bounds on Cφ(F )(m) and Dφ(F )(m) which hold
deterministically for all 0 < t 6 ω. We shall prove the following bounds.
Lemma 4.60. Let (F,A, φ) be a graph structure triple, and suppose that 0 < t 6 ω < tA(F ),
and that φ is faithful at time t. If E(m) ∩M(m) holds, then
0 6 Cφ(F )(m) 6 min
{
nε, (log n)ε∆(F,A)
}
· (log n)
∆(F,A)−2
√
∆(F,A)
√
n
· N˜A(F )(n3/2). (26)
Moreover, the same bounds also hold for Dφ(F )(m).
The required bounds on Cφ(F )(m) follow easily from Lemmas A.3.2, A.3.3 and A.3.4.
Proof of Lemma 4.60. Recall first that, by [2, Lemma 4.28], we have
Cφ(F )(m) 6
∑
(F ′,A′)∈F+F,A
max
φ′:A′→V (Gm)
Nφ′(F
′)(m).
There are two cases to consider: t 6 ω < tA′(F ′) and t > tA′(F ′) = 0. Set
Υ(F,A) := min
{
n, (log n)∆(F,A)
}
,
and recall that, by Lemmas A.3.2 and A.3.3, we have
fF ′,A′(t) 6 Υ(F,A)ε · (log n)∆(F,A)−3
√
∆(F,A) and N˜A′(F
′)(n3/2) 6 e
4o(F )+1
√
n
· N˜A(F )(n3/2).
Together with the event E(m), this implies that
Nφ′(F
′)(m) 6 N˜A′(F ′)(m) + fF ′,A′(t) · N˜A′(F ′)(n3/2)
6 Υ(F,A)ε · (log n)
∆(F,A)−2
√
∆(F,A)
√
n
· N˜A(F )(n3/2).
In the latter case, Lemma A.3.4 gives us
Nφ′(F
′)(m) 6 (log n)
∆(F,A)−2
√
∆(F,A)
√
n
· N˜A(F )(n3/2).
Since |F+F,A| 6 vA(F )2 6 (log n)2/5, the upper bound in (26) follows. The proof of the bounds
on Dφ(F )(m) is identical, using [2, Lemma 4.30]. 
We can now apply Lemma 3.2 to the variables Cφ(F ) and Dφ(F ).
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Proof of Proposition 4.55. For each m ∈ [m∗], set K(m) = E(m)∩M(m)∩KE(m). We shall
bound, for each m0 6 ω · n3/2, the probability that m0 is the minimal m ∈ N such that
K(m− 1) holds, and
Nφ(F )(m) 6∈ N˜A(F )(m) ± fF,A(t) · N˜A(F )(n3/2)
for some φ which is faithful at time t = m · n−3/2. Note that the event in the statement of
the proposition implies that this event holds for some m 6 ω · n3/2.
Fix m0 6 ω · n3/2, and for each m′ 6 m0, define random variables
M±C (m
′) =
m′−1∑
m=0
[
Cφ(F )(m)− e(F ) · N˜A(F )(m)
t · n3/2 ±
fF,A(t) · N˜A(F )(n3/2)
n3/2
]
and
M±D (m
′) =
m′−1∑
m=0
[
Dφ(F )(m)− 8t · o(F ) · N˜A(F )(m)
n3/2
± C · o(F ) · (t+ 1)
n3/2
fF,A(t)N˜A(F )(n
3/2)
]
.
It follows from Lemmas 4.58 and 4.59 that, while the event E(m) ∩ Y(m) ∩ Z(m) ∩ Q(m)
holds, M±C and M
±
D are both super-/sub-martingale pairs. Now, set
α =
(
Υ(F,A)ε · (log n)
∆(F,A)−2
√
∆(F,A)
√
n
+
fF,A(ω)
m0
)
· N˜A(F )(n3/2)
where Υ(F,A) = min
{
n, (log n)∆(F,A)
}
, and
β =
(
(log n)e(F )+o(F )
n3/2
+
fF,A(ω)
m0
)
· N˜A(F )(n3/2).
By Lemma 4.60, we have
−β 6 ∆M±C (m) + ∆M±D (m) 6 α
while E(m) ∩M(m) holds. Moreover, since fF,A(t0) > n−1/4(log n)∆(F,A)−
√
∆(F,A), and we
may assume that m0 > nε, we have
α · β ·m0
N˜A(F )(n3/2)2
6 fF,A(t0)
2
(log n)4
.
Hence, by Lemma 3.2, we obtain
P
((
M−C (m0) >
1
4
fF,A(t0)N˜A(F )(n
3/2)
)
∩ K(m0 − 1)
)
6 e−(logn)3 ,
and similarly for M+C , M
−
D and M
+
D .
To complete the proof, note that
m′−1∑
m=0
C(t+ 1)(o(F ) + 1) · fF,A(t) 6 n
3/2
C
· fF,A(t′).
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Therefore, if
max
{
min
{|M+C (m)|, |M−C (m)|},min{|M+D (m)|, |M−D (m)|}} 6 14fF,A(t)N˜A(F )(n3/2)
then
m′−1∑
m=0
(
Cφ(F )(m)−Dφ(F )(m)
)
∈
m′−1∑
m=0
(
e(F )
t
− 8t · o(F )
)
N˜A(F )(m)
n3/2
± fF,A(t′)N˜A(F )(n3/2).
Finally, note that d
dt
N˜A(F )(m) =
( e(F )
t
−8t·o(F ))N˜A(F )(m), and that the number of choices
for φ is negligible, since |A| 6 (log n)1/5. Hence, with probability at least 1 − n−3 logn, we
have
Nφ(F )(m
′) =
m′−1∑
m=0
(
Cφ(F )(m)−Dφ(F )(m)
)
∈ N˜A(F )(m′) ± fF,A(t′)N˜A(F )(n3/2),
as required. 
4.2. The number of open edges in a set before time t = ω. Let us finish this section
by using Bohman’s method to prove [2, Lemma 7.12]. The proof is almost identical to that
of the bounds on Xe(m) in Proposition 4.56.
Lemma 7.12. Let S ⊆ V (Gm), and let N = (A1, . . . , Ak) be a collection of subsets of S. If
|S|√n 6 oN (S, 0) 6 n5/4, then
P
({|o∗N (S,m)| > 1} ∩ N˜ (S,m) ∩ Y(m) ∩Q(m)) 6 n−|S|n4δ
for every m 6 ω · n3/2.
In fact we shall prove the following, slightly stronger statement. Set
fo(t) = n
3δ · fy(t),
and note that we have fo(t) go(t)e−4t2 for every m 6 ω · n3/2, and so the following lemma
trivially implies Lemma 7.12.
Lemma A.4.1. Let S ⊆ V (Gm), and let N = (A1, . . . , Ak) be a collection of subsets of S.
Suppose that |S|√n 6 oN (S, 0) 6 n5/4, and let m 6 ω · n3/2. Then, with probability at least
1− n−|S|n4δ either (N˜ (S,m) ∩ Y(m) ∩Q(m))c holds, or
oN (S,m) ∈ e−4t2oN (S, 0)± fo(t)oN (S, 0). (27)
Proof. Let m0 6 ω · n3/2 be minimal such that the event N˜ (S,m0) ∩ Y(m0) ∩ Q(m0) holds,
and
oN (S,m0) 6∈ e−4t20oN (S, 0)± fo(t0)oN (S, 0),
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where t0 = m0 · n−3/2. It follows that, if m < m0, then
E
[
∆oN (S,m)
]
= − 1
Q(m)
∑
f∈ON (S,m)
Yf (m)
∈ −e
−4t2oN (S, 0)
Q˜(m)
(
1± e4t2fo(t)
)2(
Y˜ (m)± fy(t)Y˜ (n3/2)
)
⊂ − 8t
n3/2
· e−4t2oN (S, 0) ±
√
C ·
(
t+ 1
n3/2
)
· fo(t)oN (S, 0),
since Y˜ (m) = Θ
(
t · e−4t2 · Y˜ (n3/2)), and using the event Y(m)∩Q(m) and the bounds (27),
which hold for all m < m0. It follows that
M±S,N (m
′) =
m′−1∑
m=0
[
∆oN (S,m) +
8t
n3/2
· e−4t2oN (S, 0) ±
√
C ·
(
t+ 1
n3/2
)
· fo(t)oN (S, 0)
]
.
is a super-/sub-martingale pair on 0 6 m′ < m0. Moreover, we have
−nδ 6 ∆oN (S,m) 6 0
for every m < m0, since N˜ (S,m) holds (see [2, Section 7.4]), and so
− 2 · nδ 6 ∆M±S,N (m) 6
C · oN (S, 0)
n3/2
,
for every m < m0. Since m0 >
fo(t)oN (S, 0)
4 · nδ 
fo(t)oN (S, 0)2
n3/2
and fo(t)
2oN (S, 0) > n6δ|S|,
it follows by Lemma 3.2 that
P
(
M−Xe(m0) >
1
2
fo(t)oN (S, 0)
)
6 exp
(
−fo(t)
2oN (S, 0)
C2 · nδ
)
 n−|S|n4δ ,
and similarly for M+Xe . It follows that, with probability at least 1− n−|S|n
4δ
, we have
oN (S,m′) ∈ oN (S, 0)−
m′−1∑
m=0
[
8t
n3/2
· oN (S,m)±
√
C
(
t+ 1
n3/2
)
fo(t)oN (S, 0)
]
± 1
2
fo(t
′)oN (S, 0)
⊂ e−4t′2oN (S, 0)± fo(t′)oN (S, 0)
as required. 
5. Section 6: Whirlpools
In this section, we shall prove that the variables X, Y and Q follow (in expected value) a
three-dimensional dynamical system which looks like a whirlpool. Set
X
∗
(m) =
X(m)− X˜(m)
gq(t)X˜(m)
, Y
∗
(m) =
Y (m)− Y˜ (m)
gq(t)Y˜ (m)
and Q∗(m) =
Q(m)− Q˜(m)
gq(t)Q˜(m)
for each m ∈ N. We shall prove the following lemma.
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Lemma 6.2. Let ω · n3/2 < m 6 m∗, and suppose that X (m) ∩ Y(m) ∩Q(m) holds. Then
(a) E
[
∆Q∗(m)
] ∈ 4t
n3/2
(
− 2Y ∗(m) +Q∗(m)± o(1)
)
.
(b) E
[
∆Y
∗
(m)
] ∈ 4t
n3/2
(
− 3Y ∗(m) + 2Q∗(m)± o(1)
)
.
(c) E
[
∆X
∗
(m)
] ∈ 4t
n3/2
(
−X∗(m)− 4Y ∗(m) + 4Q∗(m)± o(1)
)
.
We begin by calculating the expected step-change in the variables X(m), Y (m) and Q(m).
Lemma 6.3. For every m ∈ N,
E
[
∆Q(m)
]
= −Y (m)− 1.
Proof. This is trivial, since if edge e is chosen in step m+ 1, then ∆Q(m) = −Ye(m)−1. 
Lemma 6.4. Let ω · n3/2 < m 6 m∗. If X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆Y (m)
] ∈ 1
Q(m)
(
− Y (m)2 +X(m)− 2 · Var(Ye(m))±O(Y˜ (m))).
Lemma 6.5. Let ω · n3/2 < m 6 m∗. If X (m) ∩ Y(m) ∩Q(m) holds, then
E
[
∆X(m)
] ∈ 1
Q(m)
(
− 2 ·X(m)Y (m)− 3 · Cov(X, Y )±O
(
X˜(m) + Y˜ (m)2
))
.
Recall first that the Y -graph has vertex set O(Gm), and an edge between each pair {f, f ′}
such that f ′ ∈ Yf (m). We begin with a simple observation about this graph.
Observation A.5.1. The Y -graph is triangle-free, i.e., for every m ∈ N, there do not exist
three distinct open edges e, f and g of Gm with e ∈ Yf (m), f ∈ Yg(m) and g ∈ Ye(m).
Proof. This follows from the fact that Gm is triangle-free. Indeed, let {e, f, g} ⊂ O(Gm)
be open edges which form a triangle in the Y -graph, and suppose first that they have a
common endpoint. Then the other endpoints of e, f and g form a triangle in Gm, which is
a contradiction. On the other hand, if e, f and g do not share a common endpoint, then
they must form a triangle (since they are pairwise intersecting), which contradicts (e.g.) the
assumption that e ∈ Yf (m). It follows that no such triple exists, as claimed. 
In order to prove Lemmas 6.4 and 6.5, we shall use the variables
Y(m) =
∑
e∈Q(m)
Ye(m) and X(m) =
∑
e∈Q(m)
Xe(m),
which are exactly twice the number of edges in the Y -graph, and six times the number of
open triangles in Gm, respectively.
We first bound the expected change in Y(m).
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Lemma A.5.2.
E
[
∆Y(m)
]
=
1
Q(m)
(
X(m) − 2
∑
e∈Q(m)
Ye(m)
2
)
.
Proof. Suppose we add edge e ∈ O(Gm) in step m+ 1. We claim that
∆Y(m) = Xe(m)− 2
∑
f∈Ye(m)
Yf (m). (28)
To see this, observe that in step m+1 we remove from the Y -graph the vertices corresponding
to each f ∈ Ye(m), and add a matching between the vertices corresponding to Xe(m). Since
the Y -graph is triangle-free, by Observation A.5.1, and each f ∈ Ye(m) is (by definition)
a Y -neighbour of e, it follows that the number of edges of the Y -graph which are removed
is exactly
∑
f∈Ye(m) Yf (m). Since Y(m) is equal to twice the number of edges in the Y -
graph, (28) follows.
Summing over edges e ∈ Q(m), it follows that
E
[
Y(m+ 1)− Y(m) ∣∣Gm] = 1
Q(m)
∑
e∈Q(m)
[
Xe(m)− 2
∑
f∈Ye(m)
Yf (m)
]
.
Now recall that f ∈ Ye(m) if and only if e ∈ Yf (m), and thus∑
e∈Q(m)
∑
f∈Ye(m)
Yf (m) =
∑
f∈Q(m)
Yf (m)
2.
(Indeed, this is simply the number of walks of length two in the Y -graph.) Hence
E
[
∆Y(m)
]
=
X(m)
Q(m)
− 2
Q(m)
∑
e∈Q(m)
Ye(m)
2,
as required. 
Recall the following simple lemma, which was stated (but not proved) in [2, Section 5].
Lemma 5.28.
E
[
∆
(
A(m)
B(m)
)]
=
E
[
∆A(m)
]
B(m)
− 1
B(m)
E
[
A(m+ 1)∆B(m)
B(m+ 1)
∣∣∣Gm]
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Proof. We have
E
[
A(m+ 1)
B(m+ 1)
− A(m)
B(m)
∣∣∣Gm] = E[B(m)A(m+ 1)−B(m+ 1)A(m)
B(m)(B(m+ 1)
∣∣∣Gm]
=
1
B(m)
E
[
B(m+ 1)
(
A(m+ 1)− A(m))+ (B(m)−B(m+ 1))A(m+ 1)
B(m+ 1)
∣∣∣Gm]
=
E
[
∆A(m)
]
B(m)
+
1
B(m)
E
[(
B(m)−B(m+ 1))A(m+ 1)
B(m+ 1)
∣∣∣Gm],
as claimed. 
Recall that Var
(
Ye(m)
)
= E
[
Ye(m)
2
] − Y (m)2, where the expectation is over the choice
of the edge e ∈ O(Gm), and that the event X (m) ∩ Y(m) implies that
Xe(m) ∈
(
2± o(1))e−8t2n and Ye(m) ∈ (4± o(1))te−4t2√n (29)
for every e ∈ O(Gm). We can now prove Lemma 6.4.
Proof of Lemma 6.4. By Lemma 5.28, we have
E
[
∆Y (m)
]
=
E
[
∆Y(m)
]
Q(m)
− 1
Q(m)
E
[
Y(m+ 1)∆Q(m)
Q(m+ 1)
]
. (30)
Now, we claim that
Y(m+ 1)
Q(m+ 1)
∈
(
1± 1
Y˜ (m)2
)
Y(m)
Q(m)
⊂ Y (m) ± 1.
To see this, note that by (28) and (29), since X (m) ∩ Y(m) ∩Q(m) holds we have
|∆Y(m)|
Y(m)
6 3 · X˜(m) + Y˜ (m)
2
Y˜ (m) · Q˜(m) 
1
Y˜ (m)2
and
|∆Q(m)|
Q(m)
6 2 · Y˜ (m)
Q˜(m)
 1
Y˜ (m)2
.
Since E
[
∆Q(m)
]
= −Y (m)− 1, and using (30), it follows that
E
[
∆Y (m)
] ∈ E[∆Y(m)]
Q(m)
+
Y (m)2 ±O(Y˜ (m))
Q(m)
.
By Lemma A.5.2, and since E
[
Ye(m)
2
]
= Var
(
Ye(m)
)
+ Y (m)2, this implies that
E
[
∆Y (m)
] ∈ 1
Q(m)
(
X(m)
Q(m)
− 2
(
Y (m)2 + Var
(
Ye(m)
)))
+
Y (m)2 ±O(Y˜ (m))
Q(m)
=
1
Q(m)
(
X(m)− Y (m)2 − 2 · Var(Ye(m))±O(Y˜ (m))),
as required. 
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The proof for X(m) is similar. Recall that Cov(X, Y ) = E
[
Xe · Ye
] − X · Y , where the
expectation is over the (uniformly random) choice of the edge e ∈ O(Gm).
Lemma A.5.3. If X (m) ∩ Y(m) holds, then
E
[
∆X(m)
] ∈ − 3
Q(m)
∑
f∈Q(m)
Xf (m) · Yf (m) ± O
(
X˜(m) + Y˜ (m)2
)
.
Proof. Observe first that X(m) is simply the number of labelled open triangles in Gm (i.e.,
six times the number of unlabelled open triangles). We claim that if edge e is chosen in step
m+ 1 of the triangle-free process, then
− 3 ·Xe(m) 6 ∆X(m) + 3
∑
f∈Ye(m)
Xf (m) 6 6 · Ye(m)2 (31)
To see the lower bound, note that no new open triangles are created, and each edge f ∈
Ye(m)∪{e} which is closed in step m+1 destroys at most Xf (m)/2 unlabelled open triangles.
On the other hand, an open triangle is destroyed in two different ways only if it has two
edges in Ye(m) ∪ {e}, and hence we have double-counted at most Ye(m)2 unlabelled open
triangles, which gives the upper bound in (31).
Now, summing over edges e ∈ Q(m), it follows that
E
[
∆X(m)
] ∈ − 3
Q(m)
∑
e∈Q(m)
∑
f∈Ye(m)
Xf (m) ± O
(
X˜(m) + Y˜ (m)2
)
.
Since f ∈ Ye(m) if and only if e ∈ Yf (m), it follows that∑
e∈Q(m)
∑
f∈Ye(m)
Xf (m) =
∑
f∈Q(m)
Xf (m) · Yf (m),
and hence
E
[
∆X(m)
] ∈ − 3
Q(m)
∑
f∈Q(m)
Xf (m) · Yf (m) ± O
(
X˜(m) + Y˜ (m)2
)
,
as required. 
We can now prove Lemma 6.5.
Proof of Lemma 6.5. By Lemma 5.28 we have
E
[
∆X(m)
]
=
E
[
∆X(m)
]
Q(m)
− 1
Q(m)
E
[
X(m+ 1)∆Q(m)
Q(m+ 1)
]
,
and we have
X(m+ 1)
Q(m+ 1)
∈
(
1± 1
Y˜ (m)2
)
X(m)
Q(m)
⊆ X(m) ± 1.
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To see this, note that by (29) and (31), since X (m) ∩ Y(m) ∩Q(m) holds we have
|∆X(m)|
X(m)
6 4 · X˜(m) · Y˜ (m)
X˜(m) · Q˜(m) 
1
Y˜ (m)2
and
|∆Q(m)|
Q(m)
6 2 · Y˜ (m)
Q˜(m)
 1
Y˜ (m)2
.
Since E
[
∆Q(m)
]
= −Y (m)− 1, it follows that
E
[
∆X(m)
] ∈ E[∆X(m)]
Q(m)
+
X(m)Y (m)±O(X(m) + Y (m))
Q(m)
.
By Lemma A.5.3, and since E
[
Xe · Ye
]
= X · Y + Cov(X, Y ), this implies that
E
[
∆X(m)
] ∈ 1
Q(m)
(
− 2 ·X(m)Y (m)− 3 · Cov(X, Y )±O
(
X˜(m) + Y˜ (m)2
))
,
as required. 
We can now deduce Lemma 6.2 via a rather tedious calculation.
Proof of Lemma 6.2. Let ω · n3/2 < m 6 m∗, and suppose that X (m)∩Y(m)∩Q(m) holds.
By Lemma 5.28 we have
E
[
∆Q∗(m)
]
=
E
[
∆Q(m)−∆Q˜(m)]
gq(t)Q˜(m)
− ∆
(
gq(t)Q˜(m)
)
gq(t)Q˜(m)
· E
[
Q∗(m+ 1)
∣∣Gm].
Recall that E
[
∆Q(m)
]
= −Y (m)− 1 and ∆Q˜(m) ∈ −Y˜ (m)± 1, and note that
∆
(
gq(t)Q˜(m)
) ∈ − 4t
n3/2
· gq(t)Q˜(m)± 1,
since gq(t)Q˜(m) is equal to e
−2t2 times some function of n. It follows that(
1−
(
4 + o(1)
)
t
n3/2
)
E
[
∆Q∗(m)
] ∈ Y˜ (m)− Y (m)
gq(t)Q˜(m)
+
4t
n3/2
·Q∗(m)± 3
gq(t)Q˜(m)
,
since the event Q(m) implies that |Y ∗(m)|+ |Q∗(m)| 6 2, and hence
E
[
∆Q∗(m)
] ∈ −Y ∗(m) · Y˜ (m)
Q˜(m)
+
4t
n3/2
·Q∗(m)± 1
n3/2
⊂ 4t
n3/2
(
− 2Y ∗(m) +Q∗(m)± o(1)
)
,
as required.
We turn next to Y
∗
(m). Observe that, by Lemma 5.28, we have
E
[
∆Y
∗
(m)
]
=
E
[
∆Y (m)−∆Y˜ (m)]
gq(t)Y˜ (m)
− ∆
(
gq(t)Y˜ (m)
)
gq(t)Y˜ (m)
· E
[
Y
∗
(m+ 1)
∣∣Gm], (32)
and recall that, by Lemma 6.4, if X (m) ∩ Y(m) ∩Q(m) holds then
E
[
∆Y (m)
] ∈ 1
Q(m)
(
− Y (m)2 +X(m)− 2 · Var(Ye(m))±O(Y˜ (m))). (33)
30
Now, since Y˜ (m) = 4te−4t
2√
n, a simple calculation gives
∆Y˜ (m) ∈ −
(
8t2 − 1
t · n3/2
)
Y˜ (m)± 1
n2
⊆ −Y˜ (m)
2 + X˜(m)
Q˜(m)
± 1
n2
, (34)
and similarly, since gq(t)Y˜ (m) = 4te
−2t2n1/4(log n)3 and t > ω, we obtain
∆
(
gq(t)Y˜ (m)
) ∈ −(4t2 − 1
t · n3/2
)
gq(t)Y˜ (m)± 1
n2
⊆ −(1± o(1)) · 4t
n3/2
· gq(t)Y˜ (m). (35)
Moreover, since Y(m) holds, we have
Var
(
Ye(m)
)
6 gy(t)2Y˜ (m)2  gq(t)Y˜ (m)2. (36)
Recalling that Y (m) =
(
1+gq(t)Y
∗
(m)
)
Y˜ (m) and Q(m) =
(
1+gq(t)Q
∗(m)
)
Q˜(m), it follows
from (33), (34) and (36) that
E
[
∆Y (m)
]−∆Y˜ (m) ∈ − Y˜ (m)2
Q(m)
((
1 + gq(t)Y
∗
(m)
)2 − (1 + gq(t)Q∗(m)))
+
X˜(m)
Q(m)
((
1 + gq(t)X
∗
(m)
)− (1 + gq(t)Q∗(m))) ± o(1) · gq(t)Y˜ (m)2
Q˜(m)
.
Observing that X˜(m) Y˜ (m)2, which holds since t > ω, we deduce that
E
[
∆Y (m)
]−∆Y˜ (m) ∈ gq(t)Y˜ (m)2
Q(m)
(
− 2Y ∗(m) +Q∗(m)± o(1)
)
(37)
if |X∗(m)|+ |Y ∗(m)|+ |Q∗(m)| = O(1), which follows from the event Q(m).
Now, combining (32), (35) and (37), we obtain
E
[
∆Y
∗
(m)
] ∈ Y˜ (m)
Q(m)
(
− 2Y ∗(m) +Q∗(m)± o(1)
)
+
(
1± o(1)) 4t
n3/2
(
Y
∗
(m) +E
[
∆Y
∗
(m)
])
,
which easily implies that
E
[
∆Y
∗
(m)
] ∈ 4t
n3/2
(
− 3Y ∗(m) + 2Q∗(m)± o(1)
)
,
as required.
Finally, we turn to X
∗
(m). By Lemma 5.28, we have
E
[
∆X
∗
(m)
]
=
E
[
∆X(m)−∆X˜(m)]
gq(t)X˜(m)
− ∆
(
gq(t)X˜(m)
)
gq(t)X˜(m)
· E
[
X
∗
(m+ 1)
∣∣Gm], (38)
and by Lemma 6.5, if X (m) ∩ Y(m) ∩Q(m) holds then
E
[
∆X(m)
] ∈ 1
Q(m)
(
− 2 ·X(m)Y (m)− 3 · Cov(X, Y )±O
(
X˜(m) + Y˜ (m)2
))
. (39)
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Now, since X˜(m) = 2e−8t
2
n, a simple calculation gives
∆X˜(m) ∈ − 16t
n3/2
· X˜(m)± 1
n2
⊆ −2 · X˜(m) · Y˜ (m)
Q˜(m)
± o(1)
n3/2
, (40)
and similarly, since gq(t)X˜(m) = 2e
−6t2n3/4(log n)3 and t > ω, we obtain
∆
(
gq(t)X˜(m)
) ∈ − 12t
n3/2
· gq(t)X˜(m)± 1
n2
⊆ −(1± o(1)) · 12t
n3/2
· gq(t)X˜(m). (41)
Moreover, since X (m) ∩ Y(m) holds, we have
Cov
(
Xe(m), Ye(m)
)
6 gx(t)X˜(m) · gy(t)Y˜ (m)  gq(t)X˜(m)Y˜ (m), (42)
and note also that X˜(m) + Y˜ (m)2  gq(t)X˜(m)Y˜ (m) for every m 6 m∗.
Combining (39), (40) and (42), it follows that E
[
∆X(m)
]−∆X˜(m) is contained in
2 · X˜(m)Y˜ (m)
Q(m)
(
− (1 + gq(t)X∗(m))(1 + gq(t)Y ∗(m))+ (1 + gq(t)Q∗(m))± o(1) · gq(t)),
and hence
E
[
∆X(m)
]−∆X˜(m) ∈ 2 · gq(t)X˜(m)Y˜ (m)
Q(m)
(
−X∗(m)− Y ∗(m) +Q∗(m)± o(1)
)
. (43)
Finally, it follows from (38), (41) and (43) that
E
[
∆X
∗
(m)
] ∈ 2 · Y˜ (m)
Q(m)
(
−X∗(m)− Y ∗(m) +Q∗(m)± o(1)
)
+
(
1± o(1)) · 12t
n3/2
·
(
X
∗
(m) + E
[
∆X
∗
(m)
])
,
which, since |X∗(m)|+ |Y ∗(m)|+ |Q∗(m)| = O(1), by Q(m), easily implies that
E
[
∆X
∗
(m)
] ∈ 4t
n3/2
(
−X∗(m)− 4Y ∗(m) + 4Q∗(m)± o(1)
)
,
as required. 
Finally, let’s prove Lemma 6.7. Recall that(
Y
∗
Q∗
)
= ε
(
4 5
4 3
)(
λ
µ
)
and Λ(m) = λ(m)2 + µ(m)2.
Lemma 6.7. Let ω · n3/2 < m 6 m∗, and suppose that X (m) ∩ Y(m) ∩Q(m) holds. Then
|∆X∗(m)|+ |∆Y ∗(m)|+ |∆Q∗(m)| 6 (log n)
3
gq(t) · n3/2 ,
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and hence
|∆Λ(m)| 6 (log n)
4
gq(t) · n3/2 and E
[|∆Λ(m)|] 6 (log n)4
gq(t) · n3/2 .
We shall use the following bound, which follows easily from Lemma 4.23.
Lemma A.5.4. Let A ∈ {X,Y ,Q} and let A˜ be the corresponding member of {X˜, Y˜ , Q˜}.
For every ω · n3/2 < m 6 m∗, if Q(m) holds, then
|∆A∗(m)| 6 3
gq(t)
·
( |∆A(m)|
A˜(m)
+
log n
n3/2
)
.
Proof. Since A˜(m) is equal to either te−kt
2
or e−kt
2
times some function of n, where k ∈ {4, 8},
gq(t)A˜(m) is equal to either te
−(k−2)t2 or e−(k−2)t
2
times some function of n, and t > ω, we
have
∆A˜(m) ∈ −2kt± o(1)
n3/2
· A˜(m) and ∆(gq(t)A˜(m)) ∈ −(2k − 4)t± o(1)
n3/2
· gq(t)A˜(m),
and hence
|∆A˜(m)|  log n
n3/2
· A˜(m) and |∆(gq(t)A˜(m))|  log n
n3/2
· gq(t)A˜(m).
Moreover, the event Q(m) implies that A(m) 6 (1 + gq(t))A˜(m), and gq(t)  1. Thus,
applying Lemma 4.23, we obtain
|∆A∗(m)| 6 3
gq(t)
( |∆A(m)|
A˜(m)
+
log n
n3/2
)
,
as claimed. 
Proof of Lemma 6.7. By Lemma A.5.4, we have
|∆X∗(m)| + |∆Y ∗(m)| + |∆Q∗(m)| 6 6
gq(t)
( |∆X(m)|
X˜(m)
+
|∆Y (m)|
Y˜ (m)
+
|∆Q(m)|
Q˜(m)
+
log n
n3/2
)
,
so it will suffice to prove that
max
{ |∆X(m)|
X˜(m)
,
|∆Y (m)|
Y˜ (m)
,
|∆Q(m)|
Q˜(m)
}
6 log n
n3/2
.
For Q(m), the bound is trivial, since if Y(m) holds then ∆Q(m) ∈ −(1± ε)Y˜ (m). To prove
the bound for Y (m), recall first (see (28)) that
∆Y(m) = Xe(m)− 2
∑
f∈Ye(m)
Yf (m),
and observe that therefore, since X (m) ∩ Y(m) holds,
∆Y(m) ∈ (1± ε)
(
X˜(m)− 2 · Y˜ (m)2
)
.
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Since X˜(m) Y˜ (m)2 for t > ω, and ∆Q(m) ∈ −(1± ε)Y˜ (m), it follows that
Y (m+ 1) =
Y(m+ 1)
Q(m+ 1)
∈
(
1± Y˜ (m)
Q˜(m)
)(
Y(m) + X˜(m)− 2 · Y˜ (m)2
Q(m)− Y˜ (m)
)
,
and hence
|∆Y (m)| 6
(
1 +
Y˜ (m)
Q˜(m)
)(
Y(m) + X˜(m)− 2 · Y˜ (m)2
Q(m)− Y˜ (m)
)
− Y (m) 6 3 · Y˜ (m)
2
Q˜(m)
,
as required.
Finally, to prove the bound for X(m), recall from (31) that
−3 ·Xe(m) 6 ∆X(m) + 3
∑
f∈Ye(m)
Xf (m) 6 6 · Ye(m)2
and observe that therefore, since X (m) ∩ Y(m) holds,
∆X(m) ∈ −(3± ε) · X˜(m)Y˜ (m).
As before, it follows that
X(m+ 1) =
X(m+ 1)
Q(m+ 1)
∈
(
1± Y˜ (m)
Q˜(m)
)(
X(m)− 3 · X˜(m)Y˜ (m)
Q(m)− Y˜ (m)
)
,
and hence
|∆X(m)| 6
(
1 +
Y˜ (m)
Q˜(m)
)(
X(m)− 3 · X˜(m)Y˜ (m)
Q(m)− Y˜ (m)
)
−X(m) 6 4 · X˜(m)Y˜ (m)
Q˜(m)
,
as required. As noted above, it follows from Lemma A.5.4 and our bounds on |∆Q(m)|,
|∆Y (m)| and |∆X(m)| that
|∆X∗(m)|+ |∆Y ∗(m)|+ |∆Q∗(m)| 6 (log n)
3
gq(t) · n3/2 .
Finally, in order to deduce the claimed bounds on |∆Λ(m)| and E[|∆Λ(m)|], simply note
that
|∆Λ(m)| 6 2
(∣∣λ(m) ·∆λ(m)∣∣+ ∣∣µ(m) ·∆µ(m)∣∣)+ |∆λ(m)|2 + |∆µ(m)|2,
and that
|∆λ(m)|+ |∆µ(m)| = O(|∆Y ∗(m)|+ |∆Q∗(m)|) and |λ(m)|+ |µ(m)| = O(1),
since the event Q(m) holds. It follows immediately that
|∆Λ(m)| 6 (log n)
4
gq(t) · n3/2 ,
and therefore that the same bound holds for E
[|∆Λ(m)|], as required. 
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6. The martingale inequalities
In this section, for completeness, we shall give the proof our main martingale lemma [2,
Lemma 3.1]. The proof below is taken from the survey of McDiarmid [3]. Recall that we
assume throughout that for each martingale M we consider, M(m) depends only on the
graph Gm+r for each m ∈ [0, s], for some (fixed) r ∈ N depending on M .
Lemma 3.1 (Theorem 3.15 of [3]). Let M be a super-martingale, defined on [0, s], such that
|∆M(m)| 6 α and E[|∆M(m)|] 6 β (44)
for every m ∈ [0, s− 1]. Then, for every 0 6 a 6 βs,
P
(
M(s) > M(0) + a
)
6 exp
(
− a
2
4αβs
)
.
We begin with a straightforward observation.
Lemma A.6.1 (Lemma 2.8 of [3]). Let X be a random variable with E[X] 6 0 and X 6 b,
and for each x ∈ R \ {0}, set
g(x) =
ex − x− 1
x2
.
The function g is increasing on R \ {0}, and
E
[
eX
]
6 exp
(
g(b)E
[
X2
])
. (45)
Proof. The fact that g is increasing follows from simple calculus. Indeed, for each x ∈ R\{0},
g′(x) =
(x− 2)ex + x+ 2
x3
> 0
since h(x) = (x − 2)ex + x + 2 satisfies h(0) = 0 and h′(x) = (x − 1)ex + 1 > 0 for every
x ∈ R. To see the latter bound, simply note that h′(0) = 0 and h′′(x) = xex.
To deduce (45), simply note that
ex = 1 + x+ x2g(x) 6 1 + x+ x2g(b)
for every x 6 b (setting g(0) = 0). Since E[X] 6 0 and X 6 b, it follows immediately that
E
[
eX
]
6 1 + g(b)E[X2] 6 exp
(
g(b)E[X2]
)
,
as required. 
We next prove another relatively straightforward preliminary lemma.
Lemma A.6.2 (Lemma 3.16 of [3]). Let M be a super-martingale defined on [0, s], and let
r ∈ N. Suppose that M(m) depends only on Gm+r for each m ∈ [0, s]. Then, for any h ∈ R,
E
[
eh(M(s)−M(0))
∣∣∣Gr] 6 sup( s−1∏
m=0
E
[
eh∆M(m)
∣∣Gm+r] ∣∣∣Gr). (46)
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Proof. The proof is by induction on s. When s = 0 the result is trivial, since (46) reduces
to 1 6 1. So let s > 1, and suppose the result holds for s− 1. Set A = eh(M(s)−M(1)) and
B =
s−1∏
m=1
E
[
eh∆M(m)
∣∣Gm+r].
By the induction hypothesis, we have E
[
A |Gr+1
]
6 E
[
B |Gr+1
]
, and note that trivially
sup
(
B |Gr
)
6 sup
(
B |Gr+1
)
. It follows that
E
[
eh(M(s)−M(0))
∣∣∣Gr] = E[eh∆M(0)E[A ∣∣Gr+1] ∣∣∣Gr]
6 E
[
eh∆M(0) sup
(
B
∣∣Gr+1) ∣∣∣Gr] 6 E[eh∆M(0) sup (B ∣∣Gr) ∣∣∣Gr]
= sup
(
B
∣∣Gr)E[eh∆M(0) ∣∣Gr] = sup( s−1∏
m=0
E
[
eh∆M(m)
∣∣Gm+r] ∣∣∣Gr),
as required. 
We shall use one more trivial observation, which is an immediate consequence of [3,
Lemma 2.4]. (Here log denotes the natural logarithm.)
Observation A.6.3. For every 0 6 x 6 1,
(1 + x) log(1 + x)− x > x
2
4
.
We are now ready to prove Lemma 3.1.
Proof of Lemma 3.1. Note that E
[
∆M(m)
]
6 0, since M is a super-martingale, and recall
that |∆M(m)| 6 α. Applying Lemma A.6.1 to the random variable X = h · ∆M(m), it
follows that
E
[
eh∆M(m)
∣∣Gm+r] 6 exp(h2g(hα)E[(∆M(m))2]). (47)
Next, note that
E
[(
∆M(m)
)2] 6 αβ, (48)
since |∆M(m)| 6 α and E[|∆M(m)|] 6 β.
Now, combining Lemma A.6.2 with (47) and (48), we obtain
E
[
eh(M(s)−M(0))
∣∣∣Gr] 6 sup( s−1∏
m=0
E
[
eh∆M(m)
∣∣Gm+r] ∣∣∣Gr)
6 sup
( s−1∏
m=0
E
[
exp
(
h2g(hα)E
[(
∆M(m)
)2]) ∣∣∣Gm+r] ∣∣∣Gr)
6 exp
(
h2g(hα)αβs
)
.
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Thus, for any h > 0, by Markov’s inequality,
P
(
M(s) > M(0) + a
)
= P
(
eh(M(s)−M(0)) > eha
)
6 e−haE
[
eh(M(s)−M(0))
∣∣∣Gr] 6 exp(− ha+ h2g(hα)αβs).
Setting h = 1
α
log
(
a+βs
βs
)
, and noting that
−ha+ h2g(hα)αβs = − a
α
log
(
a+ βs
βs
)
+
βs
α
(
a+ βs
βs
− log
(
a+ βs
βs
)
− 1
)
=
βs
α
(
−
(
1 +
a
βs
)
log
(
1 +
a
βs
)
+
a
βs
)
.
Finally, applying Observation A.6.3 with x = a/βs, it follows that
P
(
M(s) > M(0) + a
)
6 exp
(
− βs
α
· 1
4
(
a
βs
)2)
= exp
(
− a
2
4αβs
)
,
since a 6 βs, as required. 
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