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ABSTRACT 
The cyclic-shift tensor-factorization interpolation method recently described by 
de Boor can be used in particular for least-squares fitting of multivariate data on a 
rectangular grid and for evaluation of the resulting tensor-product splines, taking 
advantage of existing linear algebra and univariate spline software. We discuss the 
computational details of this method, pointing out variants and suggesting techniques 
for dealing with ill-conditioned least-squares problems. 
INTRODUCTION 
Algorithms for approximating univariate data and functions are widely 
understood and available, but the multivariate situation is not so satisfactory. 
Although bicubic splines have been in use since the early 1960s [15,16], only 
in the past few years has the p-variable case received much attention. [13] 
and [5] proposed efficient algorithms for tensor-product calculations. Re- 
cently [3] pointed out that a programming trick allows a considerable 
simplification. This paper, which might be regarded as an extended solution 
to problem XVII. 3 in [4], describes the tensor factorization algorithm and 
how it applies to least-squares fitting, then discuss pitfalls and how they may 
be avoided. 
TENSOR PRODUCTS 
We begin by reviewing the mathematical foundations of tensor ap- 
proximation. Consider some linear spaces, F4, of functions from Iw to Iw of 
dimension n4 for 1 < q < p. We define the tensor-product space @r cq <p Fg 
to be the linear space (of functions RP+R) generated by @f,: xHII,f (x,) 
for& EF4. If {A,>lci,<n, is a basis for Fg, then { @fi,}i is a basis for bfq, 
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where the multiindex i ranges over 1 < i, < np, 1 < 9 < p. Notice that an 
f~ @F, need not be of the form @f,, but is rather a finite sum of such 
elements. 
Approximation problems are often most succinctly stated using linear 
functionals, such as evaluation at a point, or integration over an interval. Let 
X, be some linear hmctionals : F,-+R. Then we define BqXq( @A,) : = 
II,A,(J,) for the b asis elements and extend linearly to all of @ Fq. The 
application of {Aiq}iGigcm, to an element of Fq is commonly interpreted as 
an mq -by-n, matrix-vector product. For the @Xiq case, we need the tensor 
or Kronecker product of matrices. If A and B are mA-by-n, and m,-by-n, 
matrices representing linear mappings on spaces X and Y with respect to 
bases {~~}i~~__~, and {z~~}i<~<,,,, then we define 
A@B := 
b,,A b,,A .. . blnbA 
b,,A b,,A ... bsnBA 
when the basis of X@ Y is taken in the order 
X@‘y1> xx2@yp..., q&/2>.*., xn,@yn,. 
It easily follows that 
(A@B)(c@D)=AC@BD, 
and that h is an eigenvalue of A @PB if and only if there are eigenvalues A, of 
A and X, of B such that X=X,X,. Using this notation and representing the 
sets of univariate linear fnnctionals by matrices A,, the matrix of the 
corresponding tensor-product linear operators is @A,. (For a general alge- 
braic description of tensor products, see [12, IX.81 or, for a more elementary 
presentation, [ 10, $521.) 
With all this machinery we can now consider approximating a function 
g: RP+Iw by a simpler one f=Ciaifi, where thefi= @‘,fi:) are constructed 
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from p univariate families { $q)}r < i < ,,a, such as B-splines [4]. Let 
Ihill<iq <n,, I<q<p 
be a collection of linear functionals, operating on functions : W’+R, which 
are tensor-product functionals when restricted to @ Fq or equivalently satisfy 
the product condition 
and which yield nonsingular matrices A,: =[x’p,‘$~)~iu,j,. (Here, [aijJ 
denotes the matrix with i, jth element aif.) Since [hifJ=( @Aq)l[ajJ, we 
can just pick a: = ( @A,‘)[rXigl] in order to meet the generalized interpolu- 
tiun cunditium uhf] = uhign. 
For the case of evaluation at the points xi E IWP of a rectangular grid, 
X,g : = g(x,), the product condition is easily verified. For least-squares fitting 
of data on a rectangular grid, h,g: =ZjJ(xj)g(xj). (The generalized interpo- 
lation conditions in this case are the so-called normu1 equations.) The key 
observation here is that 
since x~,~, the qth component of the data point with multiindex k, depends 
only on k,. 
u$(s+. )I. 
Moreover, in terms of the design mutrix 8X, with X, : = 
th e inner products can be viewed as a matrix-vector multi- 
pl; [&$+23x;) ug(Xj)jj, and therefore the coefficients u : = 
( @(X~Xq)-lX~)[g(xj)n give the best I, fit. Weights can be easily incorpo- 
rated if they too are separable. 
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Thus fitting spline coefficients or evaluating the resulting spline at an 
array of points amounts to computing b : = (@B,)d for some linear operators 
which perform univariate spline fitting or evaluation. This section reviews de 
Boor’s cyclic-shift tensor-factorization method for such computations and 
treats some related practical issues. 
From the properties of tensor products mentioned above it follows that 
where I, is the identity on R”. To reduce all the factors to the same form, 
introduce the permutation 2, that circularly left shifts the indices, mapping 
Here E’ denotes II”, if r < g and KY’, otherwise. Merging these permutations 
with the factorization above gives 
B,@Z$@. . . @BP 
=zp( B,@Z- . * c3z)zp_1(Bp_l@z.. . @I)*. . Z,(B,@Z*. . @‘I). 
Note that (B1@Z,p* . . @Znp)d amounts to just applying the univariate 
operator B, independently to n2. . . np subvectors of d; more precisely, 
(( B,@Z_. . . CSZ,,)d)(. ,i, ,..., ip) =Bld(* ,i,,.. . ,ip) 
for l<i,<n,. 
In a language providing suitable array primitives [9], the desired compu- 
tations could be expressed directly as p calls to procedures Bq performing 
univariate fits or evaluations on multiple datasets, but few current program- 
ming languages are so flexible. However, FORTRAN is loose enough that the 
number of subscripts of an array can change across subroutine interfaces. 
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This allows the identification of d( * ,i2,, . . , iP) with d(. , r), where r ranges 
between 1 and n2 * . . np as the i 4 range between 1 and n,. 
Given a subroutine B&d, ng, s, b, mq) which puts B,d( .,r) into b(r, -) for 
1 < r < s, where d is dimensioned (q,, s) and b is dimensioned (s, mq), then 
the desired computation is performed by 
s.=n . ..n 
. 2 P 
ml 
s:= --s 
122 
m2 
s=-s 
n3 
At each step a work vector ys of length 1, : = m, . . . mqn4+ r * 1 . np is needed; 
in practice only two work vectors would be used. In order to minimize space 
requirements, a simultaneous reordering of the m4 and n4 is desired which 
minimizes 
max I,_,+l,. 
2CqCP 
In the least squares context, my < ng, so lq is nonincreasing with q, and 
therefore the maximum value is attained for q = 2. Let pq : = mq /ng; then the 
max, p1(p2 + l)n,. . * npT is minimal when p1 < p2 < pq for all q >2. A similar 
argument shows that the time cost is minimized by sorting the variables so 
that p1<p2 < ... <pp. Such a permutation may be inconvenient in practice 
since non-square transpose operations are difficult, but it is helpful to know 
that, whatever the permutation, once space has been allocated for yi and y2, 
no further workspace is required. 
In employing the technique just described for evaluating a spline at a 
point, say of two variables, the first subroutine call computes the coefficients 
of the univariate spline corresponding to a fixed value of x1, but the next 
procedure call actually uses only a few of these coefficients. Figure 1 
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FIG. 1. Coefficients used in point evaluation. 
illustrates 
genuinely 
algorithm 
move the 
the situation; the wavy lines indicate which coefficents 
significant, while the dotted line indicates with which ones the 
would deal. To avoid unnecessary computation, it is feasible to 
relevant coefficients into a temporary array and then apply the 
are 
general algorithm. The copying algorithm assumes that d(i i, i s, . . . , iP) is 
stored as al(l+(i,-l)i,+*** +(i,-l)i,) and performs 
a2:=al(zl+l: Z,+k,,..., 1,+1: Z,+k,). 
The algorithm, which is nothing more than counting from 1 to n in a 
mixed-radix number system, is given explicitly in Fig. 2, since something like 
it will often be needed in initializing a data array of p dimensions and in 
other side computations such as the matrix multiplies contained in the 
conjugate-gradient algorithm [ll, 21 f or solving the linear least-squares 
problem arising in tensor spline fits to nonrectangular data. 
The tensor-factorization algorithm described earlier deals elegantly with 
general p-variable problems. If p is 2 or 3, timing tests show that speedup 
factors of about 1.2 can be achieved in spline evaluation by explicitly 
accumulating 
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jl:=(Z,j)+l 
i2:=1 
i:=o 
k 2 p+1:= 
while ip+r=O 
a2jz: ‘ali, 
q:=l 
i,=i,+l 
jl=il+jq 
i2=j2+1 
while i,=k, 
ig:=O 
j=j-k,j, 
9’9fl 
i,=i,+1 
jl=il+i, 
i2=j2+1 
FIG. 2. Mixed-radix counting for copying part of an array. 
in p nested loops. A more important reason for using this explicit algorithm, 
however, is to evaluate all partial derivatives of total order at most k, since 
the tensor-factorization algorithm most naturally yields derivatives whose 
order in each variable is at most k. 
In one dimension, the condition number of the least-squares problem, say 
for cubic splines, is only about 25; because of this, the normal equations are 
generally considered reliable. But since the singular values of a tensor-product 
matrix are the products of the singular values of the factors, the condition 
number of the p-variable problem is about 25P. In high dimensions this could 
cause difficulty. 
In an effort to avoid squaring the condition number, it may be useful to 
use orthogonal factorizations instead of forming the normal equations. This 
turns out to be quite easy. Let A,: = [[B/J)(xjq))Jiq j, and A: = @A,, so that 
the problem may be stated as minimizing 11 _kx - b (I. Once again using the 
componentwise rule for multiplying tensor products, we see that A+ = @A,+, 
so the computational solution again has the form of repeated application of a 
“one-dimensional” linear operator to many short vectors. In the high- 
dimensional problems under consideration, the dimension of the spline 
spaces in each coordinate will be small because of storage limitations. 
Therefore it is quite reasonable to explicitly form the pseudoinverses A:, say 
by using the singular-value decomposition, and perform matrix vector inner 
products (in parallel, if such hardware is available). Alternatively, it is 
possible to improve the asymptotic speed by taking advantage of the band 
structure of A, [14]. 
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ANALYSIS 
First let us consider operation counts for the various algorithms. For 
simplicity we assume that the number of data points in each coordinate 
direction, m, and the dimension n of the univariate spline spaces are 
independent of 4. Let k be the order of the splines (so for cubits, k=4) and 
define p : = m/n. 
To evaluate all nonzero (univariate) B-splines at one point costs 
2 3jd5k2 
l<i<k 
multiplies and divides, so evaluation of s splines at m points costs 
m(1.5k2+sk). 
The sequence of s’s in the tensor evaluation algorithm can be summed as 
follows: 
x sq= 2 mq-'nP_Q 
l<q<P 9 
=mP-l x pP-9 
4 
with 
r P if p=l (YE 1-p-p 1-p-l otherwise. 
It follows that evaluation of a tensor spline at a mesh of mp points costs 
cykmP+ 1.5kapm. 
(For large m, this is essentially km P; for m = 1, k = 4, and using the mixed- 
radix-count variant, the cost reduces to 24p + 5.) 
For least-squares fitting, the roles of m and n are reversed, but the sum of 
thes values is unchanged. Forming the (univariate) normal equations and 
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solving the resulting band symmetric positive definite system for s right-hand 
sides costs 
so the complete multivariate fit by the normal algorithm costs 
a??++ ~)+++.5+ &). 
In comparison, the orthogonal algorithm based on Reid’s ideas uses 
1.5k2m to form the matrix, 
k2( m+ 1.5n) +k(2m+ 10n) 
to do the orthogonal triangularization, and Skmp for each backsolve. Putting 
this all together gives a total cost of 
2.5k2+2k+(1.5k2+10k)$ , 
which shows that, as usual, the orthogonal algorithm is only modestly more 
expensive than the normal one. Actual timing tests for the case p =3, 
2 =G p < 5, and n=lO (and using the SVD to compute an explicit pseudoin- 
verse) showed the two methods to be of comparable speed. Moreover, space 
rather than time seems to be the limiting resource; a six-dimensional test 
example requiring 1 megabyte used only a few seconds of CPU time on an 
IBM 370/N& 
The expected advantage of the orthogonal methods lies not in time and 
space costs but in rounding error. However, numerical experiments showed 
that for very small residual problems the error in coefficients computed by 
the normal method was only slightly worse than the error for the orthogonal 
method, while the corresponding residuals were slightly worse for the 
orthogonal method; in nonzero residual problems, the two methods gave 
essentially the same results. For example, fitting XY~.Z~ over [0, l] 3 by 
tricubic splines with one interior knot at [ $, i, i] and 73 data points gave the 
results summarized in the following table, where eps is the machine arith- 
metic precision, x is the correct coefficient vector,6x is the error in the 
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coefficients, and r is the residual vector. The condition number K of each 
univariate problem was about 32, giving an overall condition number of 
104.5. 
log,,(ll& II s/II x II 2eps) 
bhdll r II 2/ep4 
Normal orthogonal 
2.0 1.4 
-0.5 1.0 
In retrospect, this behavior is not so surprising. The perturbation theory 
for linear least-squares problems [ 171 together with rounding-error analyses 
for the various triangularization and backsolve algorithms shows that the 
error in the computed coefficients is bounded by 
IIW, 
Ilxll2 
Q ck’eps 
for the normal equations and 
11~~112 
- <ckeps 
Ilr II 2 
I+k”~~-~“‘) 
x 2 
for the orthogonalization. Here c stands for some moderate value, at most a 
few multiples of n. Essentially what is wrong with the normal equations is 
that in forming ATb an error component can be introduced in the direction 
of the right singular vector corresponding to the smallest singular value u,, 
unscaled by the a, factor in AT. If, however, b is perturbed by some 6b with 
llW12>kllbl12ep~~ th en the rounding error in computing AT( b + 6 b) will 
be dominated by AT Sb. But those components of AT 6b which would be 
amplified by l/ s . ut m multiplying by ( ATA) - ’ have already been multiplied 
by ui. so the overall error bound becomes 
IIWI, 
-jjq-- ~ckIIWl2 
2 
for the normal equations; the orthogonal algorithm satisfies the same bound. 
When the normal equations are used repeatedly in tensor calculations, the 
serious rounding error at the first step produces a large 6b for succeeding 
steps. Thus we can expect a relative error in the computed tensor coeffi- 
cients of as much as ckP+’ eps, or, in small-residual cases, a factor K smaller 
with the orthogonal algorithm, where K is the condition number of the 
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univariate-design matrices. (The corresponding residual bounds are, trivially, 
a factor K smaller.) 
Recall that the normal method analyzed here can be represented by 
[@(X:X,)-‘X:]g. An alternative is suggested by [@(X:X,)-‘](@X,‘)g. 
This is faster, since when m is much larger than n fewer linear systems need 
to be solved; the 2LukmPp-’ term in the overall operation count is reduced 
to 2kmpp-P. But in just those cases when m dominates n, this term is 
overwhelmed by the term arising from (@X,‘)g, so the speedup is not 
decisive. A disadvantage of the alternative formulation is that more storage is 
needed to save all the ( XtXs) matrices. Also, this variant violates the 
structuring principle that a tensor routine is constructed by connecting 
univariate routines in serial. Worst of all, it appears that rounding error in 
the first phase (@X,‘)g could generate an error vector with a component in 
the direction generated by the tensor product of the “small” singular vectors, 
which is amplified by the squared condition number k2p. 
REGULARIZATION 
Although both the normal and orthogonal variants are reasonably stable 
in the sense that they give errors corresponding to small perturbations of the 
input data, this does not mean that the large condition number cannot cause 
problems when the data is noisy. Regularization may be required. Unfor- 
tunately, there is no striking gap in the singular values of the matrix A, of 
spline values, and hence not in A : = @A, either. In any case, setting the 
first m singular values of A, to zero would set the first rnp singular values of 
A to zero, which would probably be too drastic a cure. To effectively replace 
a few singular values of the complete matrix A by zero, the data vector b can 
be orthogonalized with respect to the singular vectors corresponding to the 
small singular values, which can be generated one component at a time from 
the “univariate” singular vectors to save storage. 
An alternative is to minimize I/ Ax- b 1) 2+ h 1) r 1) 2, which can be achieved 
by adding to A a diagonal matrix XI. In terms of the singular-value 
decomposition A = U ZV ‘, we find 
(A=A+hZ)-‘AT’ V(Z2+hz)-‘GU? 
This does not factor into the product of “one-dimensional” operations, but if 
m is substantially larger than n, then it does not cost much extra to multiply 
by V, Z, and UT separately. 
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Rather than adding in some small parameter, we might consider trans- 
forming the singular values by some other function that fits better into the 
tensor environment by having the property F(x* y) =F(x) *F(y). But this 
would imply F(x’)=F(x)’ f or rational r (and by continuity for all r), and 
hence F(x) = of, where f: = In F(e). This avenue seems useless. 
Thus high-dimensional data sets should be treated cautiously, since errors 
in the data may be greatly magnified when computing the spline coefficients. 
Several remedies are available, but more practical experience is needed 
before they can be properly assesed. 
APPLICABILITY 
Tensor-product approximation is most appropriate when the data, per- 
haps after a coordinate transformation, are distributed over a rectangular 
region and any necessary mesh refinement can be done separately in each 
variable. (Thus isolated clusters or an elongated cluster running diagonally 
across a square would call for other techniques.) A related approach, which 
may be more efficient if the necessary data can be obtained, is the method of 
blending functions [B, 11. 
Very often it is useful to transform the data before fitting. For example, 
in fitting data values which were fractions of the sample population respond- 
ing “yes” to a survey question, it turned out to be crucial to first jlog the 
data; see [18] for details and heuristics. 
Thanks are due to Gene Golub for pointing out the condition-number 
difficulty, Norm Schryer and Dan Warner for posing the least-square prob- 
lem, and Don Woods for help with the reordering-of-variables analysis, and 
to Harvey Cohen, Willie Lee, Mike Tortorella, and Charlie Wilson for 
stimulating applications. The work was supported by Bell Laboratories- 
Murray Hill during the summer of 1978, the Department of Energy (DE-AS03 - 
76SFOO326-PA*30 and general computer support at the Stanford Linear 
Accelerator), and the U.S. Geological Survey (PO#60655) during the summer 
of 1979. Various implementations of the algorithms described here were 
based on the PORT library [7], LINPACK [6], and subroutines from [4]. 
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