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We consider the inverse scattering problem for an acoustically soft obstacle in 
R'. By assuming a priori that the unknown scattering obstacle is starlike and has 
its boundary lying in a compact family of Holder continuously differentiable 
surfaces, it is shown that an optimal solution can be constructed which depends 
continuously on the measured far field data. Remarks are made on the numerical 
approximation of the optimal solution. 
1. INTRODUCTION 
In the following pages we will discuss an inverse acoustic scattering 
problem for a simply connected scatterer of unknown shape in R3. A plane 
time-harmonic wave with wave number k, incident on a scattering object, D, 
will produce a scattered far field pattern, F, which in general will depend on 
k, the geometry of D, and the direction of propagation of the incident field. 
We are concerned with the problem of determining the shape of the 
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scattering object from a knowledge of the scattered far field data. This 
problem falls within the category of problems which are ill-posed in the sense 
of Hadamard and depends for its resolution on the judicious use of a priori 
information (for a discussion of some closely related ill-posed problems and 
the use of a priori information, in particular, compactness assumptions, the 
reader is referred to Angel1 and Nashed [2]). 
In the two dimensional case, Colton and Kirsch [7] showed, using 
techniques of conformal mappings, that if the boundary of the scattering 
obstacle is restricted to lie in a compact family of simple, closed, 
continuously differentiable curves, then, with respect to an appropriate 
metric, the boundary depends continuously on the far field. They then 
employed the Backus-Gilbert method for improperly posed moment 
problems [3, 161 to develop a stable approximation scheme. Since the 
techniques of conformal mapping are not available in R3, we take a different 
approach in this paper. Specifically, we will reformulate the original exterior 
Helmholtz boundary value problem in terms of an equivalent boundary 
integral equation and study the dependence of the solutions on the choice of 
scattering domain. For a class of domains whose boundaries lie in a compact 
subset of a suitable Holder space, we show that a boundary exists which is 
optimal with respect to minimizing a functional which measures the 
deviation of a given far field from the far fields corresponding to members of 
this compact set. In the final section of the paper, we discuss some particular 
examples of such cost functionals and show, in certain cases, that results due 
to Garabedian [8] may be used to develop constructive methods for solving 
the above mentioned minimization problem. 
Before proceeding further, we wish to remind the reader of the familiar 
difficulty associated withthe use of boundary integral equation methods for 
exterior boundary value problems. Specifically, even though under 
appropriate hypotheses concerning asymptotic growth the exterior boundary 
value problems for the Helmholtz equation are uniquely solvable for all wave 
numbers k with Im k > 0, the corresponding boundary integral equations fail 
to have unique solutions at eigenvalues of the adjoint interior problem, e.g., 
non-uniqueness obtains for the exterior Dirichlet problem at eigenvalues of 
the interior Neumann problem. This difficulty becomes particularly 
significant in the present considerations, for the location of the eigenvalues 
depends intimately on the shape of the boundary which in our problem is 
unknown. Consequently, we must use a formulation of the boundary integral 
equations which is uniquely solvable for all values of the wave number k, 
Im k > 0. There are a number of such formulations; see, e.g., Brakhage and 
Werner [4], Jones 191, Kleinman and Roach [lo], Ursell [17], Leis [ll], 
Angel1 and Kleinman [I]. Here, we adopt the technique of Ursell who, 
making a layer ansatz, replaces the fundamental solution of the Helmholtz 
equation with a Green’s function satisfying a dissipative boundary condition 
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on the boundary of a ball contained in the interior of the scattering object. In 
the present context, the use of this formulation entails only the very weak 
assumption that the unknown region is known “a priori” to contain a fixed 
ball in the interior. 
Finally, we wish to refer the reader to the discussion in Lions [ 121 and to 
the papers of Cea [5, 61 and the bibliography of these latter works, for a 
discussion of some problems of optimal control, where, as in the present 
paper, the control is the shape of the domain. These works, unlike the present 
one, treat only interior problems. The applicability of their techniques to the 
problem studied here will be discussed elsewhere. 
2. OPTIMAL SOLUTIONS OF THE INVERSE SCATTERING PROBLEM 
Let r, = {x E R3 ] ]x] = 1) denote the surface of the unit ball in R3 and let 
C’3a(rO) denote the space of continuously differentiable functions whose first 
derivatives satisfy a Holder condition with index a and equipped with the 
usual Holder norm ]] . ]],,a. We will assume that we are given a family of 
starlike surfaces which can be described by 
l-(f)= {xER3 ]x=f(%)?,x=x/]x]}, 
where f: TO + R3 is an element of C’*a(rO). We now wish to define a 
particular subset V of this set of mappings. In particular, we will find it 
convenient to require that, for given positive constants a and b, the class U is 
a compact subset of the set 
x = v E C1*ao-o) I llfll ,+,~bandf(i)~2a,iEr,}. (2-l) 
With this restriction, the surfaces described by functions in the class U are 
oriented in R3 in such a way that the bounded regions determined by the 
surfaces contain, and are starlike with respect to, the origin of coordinates. 
Indeed each such region contains the ball B, = {x E R3 ] ] x ] < a } in its 
interior. When there is no chance of confusion we will refer to the set U as a 
class of admissible surfaces. We will denote the region exterior to these 
surfaces by I’,,(f), and the corresponding interior region by I’&). We 
consider now the family of scattering problems generated by the family of 
admissible surfaces U. That is, for each f E U we seek a scalar function u = 
ui + us with the properties 
(a) (A + k’) u(x) = 0, x E re,(f ); 
(b) u(x) = 0, x E T(f >; (2.2) 
(c) ;;:’ [(g-q (x)] =o, 
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where x E Z,,(f) is assumed to have spherical polar coordinates (r, 8, p) 
relative to the fixed Cartesian coordinate system whose origin is common to 
all regions Zii,(f), fE il. The incident field, ui, satisfies the Helmholtz 
equation in R3 and the wave number k is assumed to satisfy the inequality 
Imk>O. 
Each solution of problem (2.2) produces a scattered far field F,(i; u’) 
which depends on f and the incoming field ui. We will write F,(i; ui) simply 
as F’?), suppressing for the moment its dependence on ui, and consider this 
far field as an element of the Banach space C(Z’,,). Our aim is to reformulate 
our inverse scattering problem as an optimization problem of the following 
form: Let J: C(Z,,) + R be continuous and define I: U+ R by 
Z(f) = J(Q fEU. (2.3) 
We want to find an f, E U such that 
Ka G Z(f) for all f E U. (2.4) 
Specific forms for the functional .Z as well as results on the existence and 
stability of the minimizing function f. will be discussed in what follows. In 
particular, for the inverse scattering problem discussed in the introduction, 
one choice for J is 
where h E C(Z’,) is the measured far field pattern. In order to treat our 
optimization problem, we first turn to a formulation of the boundary value 
problem in terms of an equivalent boundary integral equation. Since in our 
problem the shape of the domain is unknown, it is imperative, as explained 
in the Introduction, to use a formulation in which the boundary integral 
equation has a unique solution for all values of the wave number k with 
Im k > 0. As remarked above, we have chosen the family U in such a way 
that the ball B, of radius u in R3 is contained in each of the regions r,,(f). 
We may then, following Ursell [ 171, look for a solution u of (1.2) with u, in 
the form of a double layer with density v 
u’(x) = !,,,, [-& G(x, Y) ] V(Y) dy, x E R3, 
Y 
where a/&z, denotes differentiation in the direction of the unit normal to the 
surface T(f) at the point y E T(f) pointing into r,,(f) and G is an 
appropriately chosen fundamental singularity. Specifically, we take G to be 
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the Helmholtz Green’s function for the exterior of the ball B, c Z’,,(f) which 
satisfies the dissipative boundary condition 
$ [W, Y)] t 1% y) = 0, xEaB,, (2.6) 
x 
where the radial derivative is taken in the direction of the interior of B, and 
L is any constant chosen so that (Im k2)(Im A) > 0.’ The Green’s function G 
can be written in the form 
G(x, y) = - e 
iklx-YI 
27[,X-y,+G,W 
where G, is a continuous wave function. An explicit construction of G for 
the two dimensional case is presented in the appendix of [ 171. 
Using Eq. (2.4) and recalling the usual jump conditions for the double 
layer potential, which depend only on the singular part of the Green’s 
function, we can derive a Fredholm integral equation of the second kind for 
the unknown density w defined on Z(f), namely, 
W(X) - lro [& G(X, Y)] v/(Y) dY f ~~6) = 0, X E r(f)- (2.7) 
This integral equation is solvable for all values of k, Im k > 0 by virtue of 
the results in [ 1 I], provided the exterior boundary value problem itself has a 
unique solution (although the results in [ 1 l] are only proved for k real, they 
are easily seen to remain valid for Im k > 0). 
We now want to use the integral equation (2.7) to study the mapf -t F, as 
a map from U into C(Z’,). In particular, we establish a number of estimates 
which show that, if UcjT c CIVn(ZO) is compact, then this map is 
continuous and, consequently, a functional Z of the form given by relation 
(2.3) will assume its minimum value on U. To this end, we consider the 
integral equation 
WWF) - j; $ [W-(i)% f(i)i>l VU-(?)i) J,W dir = -~‘U-(~>~> (2.8) 0 Y 
obtained from the integral equation (2.7) by means of the change of 
variables x = f(i)%. Note that, under our hypotheses, the Jacobian, Jf, 
of the transformation does not vanish on Z,. Introducing the functions 
’ If k2 is real, we require Im A f 0. 
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p(i) := y(f(?)?), u,(i) := -u’(f(i)i), and a,(% i) := -(a/$)[C(f(kK 
f(i)?)] J@), (2.7) may be written as 
Each choice off E U yields a unique function rp(i; f) which is a solution of 
Eq. (2.9). Our first aim is to show that the map f - (D(. ;f) from U-4 C(T,) 
is continuous. We will accomplish this by showing that the kernels uf are 
weakly singular for all f E U and that the operators Af determined by these 
kernels depend continuously, in the sense of the usual operator norm on 
.ZS(C(T,,)), on the function f. To this end we will need certain estimates 
which we establish in the following result. 
LEMMA 2.1. For any S < i(l - a), there exists a constant y such that 
(a) iuj(~,i)l~Y(i-~I”-2,foraEli,~Er,andfEU, 
(b) IaXii)-a,(ri,i)l~~Ii-~I”-*JJf-gJI~,, for all i, iEr,, 
j-3 gE u. 
Note. Here, and throughout the remainder of the paper, y will denote a 
generic constant. 
ProoJ: Introducing spherical polar coordinates, we can write the vector x 
in the form 
x = f (0, o)(sin e3 cos 8, sin rp sin e, cos o), o<rp<q 0<8<2n. 
With this notation, J, takes the form 
J,W 8) = f(rp, 0) df:(rp, 6) sin* q + f i(p, 0) + f’(p, 6) sin* ~1. 
We wish to estimate 
-& G(x, Y> = n(Y) * b -Y) 27r]x-y]3 + qx, Y). Y 
where R is bounded. The unit normal has the form n(y) = Z(y)/Jkp’, O’), 
where (@, t9’) are the spherical angles associated with the pointy E r(f) and 
6(y) is the normal vector to the surface T(f) whose components are 
computed, in the usual way, from the parametric equations for the surface in 
spherical coordinates. A rather lengthy calculation shows that 
52 ANGELL, COLTON, AND KIRSCH 
z(Y) *(Y - xl = fWt e’> f(cp, 0) sin 9 [f&f, e’)(@ - 0’) 
+ f,W~ @)(a, - fP’> - f(P, 8) + I-@‘, @)I 
+ fW, 8’) f(cp, 0) sin cpf{f&f, P)[sin(O - et) - (e - e/)1 
+ f&c e%in(rp - ~7 - (cp - ~711 
+ f(q2, e) f(rp’, ef) fe(‘p’, S,) sin(# - B’)[sin (D - sin @) 
- fh 0) fw, 87 f,w, et) 
. sin ~1’ sin rp cos (D’( 1 - cos(e - 8’)) 
+ VCih e) - fW, 8012 fw, @I sin P’ 
+ f*W, 0’) f(p, e) sin ~‘1 i - COS@ - CO’>] 
+ f(q, e) f*(@, ey sin’ fp’ sin q( 1 - c0s(e - et)). 
Recalling that V’satisfies a Holder condition and applying the mean value 
theorem to the first, fourth and sixth terms, together with the inequality 
te-e’l+I~--~l,<Y,li-~l, we obtain the estimate In’(y) . (y - x)1 < 
y2 Ii - fJlta. Hence 
This establishes part (a) of the lemma. 
In order to establish (b) we form the differences 
qYf> . (Yf - Xf) - n&Y,> * (Y, - 4, 
where xf and yr are the images of i and 9, respectively, under the mapping f
(and similarly for yg and x,) while the symbol n,(.) indicates the normal to 
the surface r(f). A computation similar to that in part (a) then shows 
I gY,)(Yf - Xf> - $(Y,)(Y, - %)I 
<Yl li-v+a Ilf- gll,,* + Y21~-~12(‘-s) IV- gllL 
< Yli - fl’+a IV- gllL since 6 < +( 1 - a). 
The estimate in (b) then follows immediately. 
With the aid of Lemma 2.1 we may now prove the following result on 
continuity. In the statement of the theorem the operators Af are defined by 
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THEOREM 2.2. Let 9(C(r,)) denote the space of bounded linear 
operators on C(T,) equipped with the usual opeator norm and assume that 
the map f + vr from Ci*a(I’O)+ C(T,) is Hiilder continuous. Then the map 
f + A, from C’*a(I’,,) + A?(C(I’,,)) is Holder continuous. Moreover, if the set 
U c J is compact, then the map f -+ pf of U + C(T,,), where qf is the unique 
solution of Eq. (2.9), is Holder continuous. 
Proof Let f, g E U, cp E C(I’,,). Then for any ir E r,, 
which establishes the first statement. 
To prove the econd statement we note that it is sufficient to prove that the 
operators (I + Af)-‘, f E U, are equibounded. Indeed, if this is the case, then, 
using the second resolvant identity, 
(if-v,=(I+A,)-‘{(q-u,)+(A,-A,)(I+A,)-’v,) 
and the desired result follows from the continuity of the map f 3 v,-. To see 
that the family of operators (I + A,))’ is equibounded, assume the contrary. 
Then there exist sequences (vk}, (fk} with 11 vkllm < 1 such that 
II@ + A$’ do0 -+ co. Without loss of generality we may assume that there 
is an f E U such that f,- f in C’**(T,,). Then, setting 
(I + AJ’ ok 
” = /I(1 + A&’ uklj ’ 
we have 
(pk = (I + A,J v)k + (A,- AfJ (Dk - Afpk. 
But (I + Afk) 9k + 0 and A,,- A, in 3(C(r,)). The compactness of the 
operator A, implies that (Pi + 9 for some 9 E C(T,,) and 9 = -Ar9. Since 
Eq. (2.8) is uniquely solvable, this implies that 9 = 0, which contradicts the 
fact that 9 is a limit of functions v)~ of norm 1. This completes the proof. 
Remark. The requirement that U be compact can be realized simply by 
requiring U to be a bounded subset of the Holder space C’~“(r,) for any /3, 
a <p < 1, such that Q is closed in C1*a(rO) since for such /I the imbedding 
P4(r,) --) PyrJ is compact. 
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We now turn to the question of minimizing a functional of the form given 
in relation (2.3). Note that, for bounded y, the Green’s function G has the 
asymptotic behavior 
eiklxl 
G(x,Y)=~&Y) + 0 Ix/--, 00, 
where G is a continuous (in fact analytic) function of its independent 
variables. With this relation, we may define the scattered far field pattern 
Fy/, w a solution of (2.6), by the asymptotic relationship 
where 
PW(i) := J,,,, $ G(k Y) V(Y) dy. 
Y 
The function FI,U can be rewritten in the form 
where 
and 
e?(i) := wW)i). 
Calculations, completely analogous to those of Lemma 2.1, establish the 
estimate 
and, consequently, the continuity of the map f -+ Ff as a map from U into 
C(T,,). The validity of the following theorem, which establishes the existence 
of solutions of the optimization problem (2.4), is an immediate ‘consequence 
of the continuity of this mapping. 
THEOREM 2.3. Let U cST c C’qn(rO) and assume that U is compact 
and the functional J. C(I’,) + R is continuous. Then the functional I, defined 
by I(f) = J(Ff), takes on its absolute minimum on the set U. 
There is, of course, no guarantee that the solution, whose existence is 
assured by the preceding theorem, is unique. We can, however, formulate a 
INVERSE SCATTERINGPROBLEM 55 
continuous dependence result for the solution set of our minimization 
problem. To this end, we consider the functional as a continuous map 
defined on the product space C(Z,) x H, where H is some metric space, e.g., 
JW = IF,- hllLWo~ for F, E C(Z,), h E H = C(Z,). With Z(j, h) = J(Ff, h) 
we set 
i, = inf{Z(f, h) ) f E U) 
and define the set-valued mapping @: H -+ 2” by 
@P(h) = {fE U( Z(f, h) = ih}. (2.10) 
Note that, by Theorem 2.3, for all h E H, a(h) # 0. In fact, if the set H is 
closed, the graph of this set-valued mapping is closed and it is in this form 
that we establish the following continuous dependence result analogous to 
Theorem 3 of [7]. 
THEOREM 2.4. Let U be compact, H be closed and J: C(T,) x H--t R be 
continuous. Then 
(a) the real-valued function h -+ i, is continuous and 
(b) the set-valued function @ defined by relation (2.10) has a closed 
graph. 
Proof: Suppose that {h,} and {f,] are sequences in H and U, respec- 
tively, such that h, + h in C(Z,,), f, + fin C’,a(Z,,) and f, E @(h,). Since U 
is compact and H is closed, f E U and Q(h) is defined. We wish to show, 
first, that lim,,, i,,” = i, and second that f E G(h). 
Now, let f be any element of Q(h). Then, writing i, = Zh,dfn), the 
continuity of J and of the map f -+ F, implies that i, -+ Z,,(f). Moreover, by 
definition of i,, 
Z,(f) = i, . 
Z,,(T) > i, for all n. Again, by continuity of Z, Zh,(f) -+ 
Hence i, < ZJf) = lim,,, i, < lim,,, I,,($) = i, and so Z,,(f) 
= i, = lim,+, i,,” or f E Q(h). 
3. CONCLUDING REMARKS 
Up to this point we have not been very explicit as to the choice of the 
functional .Z nor on the numerical approximation of the function f, 
minimizing Z(f) = J(F,). These problems are obviously related. As was 
previously noted, an obvious choice for the functional J is 
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where h E C(f,J is the measured far field pattern. In this case the 
minimization of 1(f) = ]( F, - h I(L2croj can be done numerically through the 
use of gradient type methods. However, such methods require the knowledge 
of the Frechet derivative of the mapping f-+ F, and lead to the problem of 
solving integral equations of the first kind (cf. [ 151). It is clearly desirable to 
avoid this problem if possible, and to this end we are motivated to consider a 
different functional than the one given above. 
Until now we have assumed a knowledge of both the phase and amplitude 
of the far field pattern for a fixed incident wave. Suppose instead that we 
have (an approximate) knowledge of the scattering cross section 
corresponding to the scattering by r(f) of N distinct incident time-harmonic 
plane waves propagating in the direction a,; i.e., we know (approximately) 
the numbers 
un(J) :==J IFy'(i)l' diu, n = 1, 2 ,..., N, 
To 
where Fm' denotes the far field pattern corresponding to (2.2) with ui = 
exp(ikx . a,). We can then pose the problem of minimizing the functional 
I(f) = ]$, I uj(f) - Oj I* (3.1) 
or 
zU) = max J=l,...,N l"j(f> - ujl* (3.2) 
The numerical implementation of such an optimization problem can be 
accomplished by a gradient type method (in the case of (3.1)) and the 
Osborne-Watson [ 141 or Madsen [ 131 algorithm (in the case of (3.2)). 
In both cases it is again necessary to compute the Frtchet derivative of 
o,(f) which is related to the Hadamard variation given by Garabedian [S] 
as 
where fE U, u, and u- are the unique solutions to (2.2) with ui given by 
exp(ikx . a,) and exp(-ikx . a,), respectively, with 9 E C’ +“(r,,), a > 0. 
Notice in the case of functionals (3.1) and (3.2) it is not necessary to solve 
integral equations of the first kind in order to compute these variations. We 
remark, however, that uniqueness questions are considerably more difftcult 
to answer for functionals (3.1) and (3.2) than for the functional 
II&- NIL~~rO~. 
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Finally, we note that a wide class of optimization problems in the design 
of antennas can be treated by the methods of this paper through the 
appropriate choice of the cost functional J. For example, if we define J: 
WJ -+ R by 
J(F,) = jr, a(x) 1 F,(i)\’ dir, 
where a is the characteristic function of a given measurable subset A of I-,, 
then the problem of maximizing the radiated power flux through A (subject 
to SE u) is simply the problem of maximizing the continuous functional 
I(f) = J(F,) for f E U. 
The numerical implementation of the theoretical results contained in this 
paper and in particular the relationship between the Hadamard variation and 
the Frechet differential of the functional o,(f) will be carried out in a future 
publication. 
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