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Abstract. This paper establishes several new facts on generalized poly-
hedral convex sets and shows how they can be used in vector optimization.
Among other things, a scalarization formula for the efficient solution sets
of generalized vector optimization problems is obtained. We also prove
that the efficient solution set of a generalized linear vector optimization
problem in a locally convex Hausdorff topological vector space is the union
of finitely many generalized polyhedral convex sets and it is connected by
line segments.
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1 Introduction
One calls a vector optimization problem linear if the objective function is linear and
the constraint set is a polyhedral convex set. Due to the classical Arrow-Barankin-
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Blackwell theorem (the ABB theorem; see [1, 2, 3]), for a finite dimensional linear
vector optimization problem, the Pareto solution set and the weak Pareto solution set
are connected by line segments and each of them is an union of finitely many faces of
the constraint set. Extensions of the result for linear vector optimization problems in
Banach spaces can be seen in [4, 5], where the focus point was piecewise linear vector
optimization. In [6], it was shown that set of positive proper efficient points is dense
in the set of efficient points with a pointed convex cone in a topological vector space.
Scalarization methods, by which one replaces a vector optimization problem by a
scalar optimization problem depending on a parameter, have attracted attentions of
many researchers (see, e.g., Eichfelder in [7], Hoa, Phuong and Yen in [8], Huong and
Yen in [9], Jahn in [2, 10], Luc in [3, 11, 12], Pascoletti and Serafini in [13], Yen and
Phuong in [14], Zheng in [15]).
Recently, in locally convex Hausdorff topological vector spaces setting, using a
representation for generalized polyhedral convex sets, Luan and Yen [16] have ob-
tained solution existence theorems for generalized linear programming problems, a
scalarization formula for the weakly efficient solution set of a generalized linear vec-
tor optimization problem, and proved that the latter is the union of finitely many
generalized polyhedral convex sets. It is reasonable to look for similar results for the
corresponding efficient solution set.
Our aim is to establish several new facts on generalized polyhedral convex sets
and shows how they can be used in vector optimization. Among other things, a
scalarization formula for the efficient solution set of a generalized vector optimization
problem is obtained. We also prove that the efficient solution set of a generalized linear
vector optimization problem in a locally convex Hausdorff topological vector space is
the union of finitely many generalized polyhedral convex sets and it is connected by
line segments. The present paper can be considered as a continuation of [16].
The organization of our paper is as follows. Section 2 is devoted to an investigation
on generalized polyhedral convex sets. On that basis, Section 3 solves some questions
about the efficient solution set of generalized linear vector optimization problems
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which arised after the paper by Luan and Yen [16].
2 Properties of Generalized Polyhedral Convex Sets
In this section, first we give a sufficient condition for the image of a generalized poly-
hedral convex set via a continuous linear map to be a generalized convex polyhedron.
Second, we characterize the relative interior of a generalized polyhedral convex cone
and of its dual cone. The obtained results will be used intensively in the sequel.
2.1 Images of generalized convex polyhedra
Let X be a locally convex Hausdorff topological vector space with the dual space
denoted by X∗. For any x∗ ∈ X∗ and x ∈ X , 〈x∗, x〉 indicates the value of x∗ at x.
Definition 2.1. (See [17, p. 133]) A subset C ⊂ X is said to be a generalized polyhedral
convex set (a generalized convex polyhedron for short) if there exist x∗i ∈ X
∗, αi ∈ R,
i = 1, 2, . . . , p, and a closed affine subspace L ⊂ X , such that
C =
{
x ∈ X | x ∈ L, 〈x∗i , x〉 ≤ αi, i = 1, . . . , p
}
.
If C admits the last representation for L = X and for some x∗i ∈ X
∗, αi ∈ R,
i = 1, 2, . . . , p, then it is called a polyhedral convex set (or a convex polyhedron).
From the definition it follows that a generalized polyhedral convex set is a closed
set. Note also that, in the finite dimensional space, D is a generalized polyhedral
convex set if and only if D is a convex polyhedron.
The following representation theorem for generalized convex polyhedral in the
spirit of [18] is crucial for our subsequent proofs.
Theorem 2.1. ([16, Theorem 2.7]) A nonempty subset D ⊂ X is a generalized convex
polyhedron if and only if there exist u1, . . . , uk ∈ X, v1, . . . , vℓ ∈ X, and a closed linear
N.N. Luan 4
subspace X0 ⊂ X such that
D =
{
k∑
i=1
λiui +
ℓ∑
j=1
µjvj |λi ≥ 0, ∀i = 1, . . . , k,
k∑
i=1
λi = 1, µj ≥ 0, ∀j = 1, . . . , ℓ
}
+X0.
(2.1)
We are now in a position to extend Lemma 3.2 from the paper of Zheng and Yang
[5], which was given in a normed spaces setting, to the case of convex polyhedra in
locally convex Hausdorff topological vector spaces.
Proposition 2.1. If T : X → Y is a linear mapping between locally convex Hausdorff
topological vector spaces with Y being a space of finite dimension and if D ⊂ X is a
generalized polyhedral convex set, then T (D) is a convex polyhedron of Y .
Proof. Suppose that D is of the form (2.1). We have
T (D) =
{
k∑
i=1
λi(Tui) +
ℓ∑
j=1
µj(Tvj) |λi ≥ 0, ∀i = 1, . . . , k,
k∑
i=1
λi = 1, µj ≥ 0, ∀j = 1, . . . , ℓ
}
+ T (X0).
As T (X0) is a linear subspace of the finite dimensional space Y , T (X0) is a closed
linear subspace. Hence, by Theorem 2.1, T (D) is a polyhedral convex set of Y .
One may wonder: Whether the assumption on the finite dimensionality of Y can
be removed from Proposition 2.1, or not? Let us solve this question by an example.
Example 2.1. Let X = C[0, 1] be the linear space of continuous real valued functions
on the interval [0, 1] with the norm defined by ||x|| = max
{
|x(t)| | t ∈ [0, 1]
}
. Let
Y = C0[0, 1] :=
{
y ∈ C[0, 1] | y(0) = 0
}
and let T : X → Y be the bounded linear
operator given by (Tx)(t) =
∫ t
0
x(τ)dτ, where integral is Riemannian. Clearly, X is a
generalized polyhedral convex set in X and
T (X) =
{
y ∈ C0[0, 1] | y is continuously differentiable on (0, 1)
}
.
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To show that T (X) is dense in Y , we take any y ∈ Y . By the Stone-Weierstrass
Theorem (see, e.g., [19, Theorem 1.1, p. 52] and [19, Corollary 1.3, p. 54]), there
exists a sequence of polynomial functions in one variable {pk} converging uniformly
to y in Y . Put qk(t) = pk(t) − pk(0) for all t ∈ [0, 1]. It is easily seen that {qk}
converges uniformly to y in Y and {qk} ⊂ T (X). As T (X) 6= Y , we see that T (X) is
a non-closed linear subspace set of Y . Hence, T (X) cannot be a generalized polyhedral
convex set.
A careful analysis of Example 2.1 leads us to the following question: Whether the
image of a generalized polyhedral convex set via a surjective linear operator from a
Banach space to another Banach space is a generalized polyhedral convex set, or not?
Example 2.2. Let X = C[0, 1]× C[0, 1] with the norm defined by
||(x, u)|| = max
t∈[0,1]
|x(t)|+ max
t∈[0,1]
|u(t)|,
Y = C[0, 1] and a linear mapping T : X → Y be defined by
T (x, u)(t) =
∫ t
0
x(τ)dτ + u(t),
where integral is Riemannian. Note thatD := C[0, 1]×{0} is a generalized polyhedral
convex set of X , but
T (D) =
{
y ∈ C0[0, 1] | y is continuously differentiable on (0, 1)
}
is not a generalized polyhedral convex set of Y .
2.2 The relative interior of a polyhedral convex cone
Definition 2.2. (See [17, p. 20]) For a convex subset A of a locally convex Hausdorff
topological vector space X , we say that a point u belongs to the relative interior of A,
denoted by riA, if there exists a neighborhood U of u in X such that U∩cl(affA) ⊂ A,
where cl(affA) is the closure of the affine hull of A.
By [18, Theorem 6.4] and [16, Lemma 2.5], if X is a finite-dimensional Hausdorff
topological vector space, and A ⊂ X is a nonempty convex set, then u ∈ riA if and
only if, for every x ∈ A, there exists ε > 0 such that u− ε(x− u) belongs to A.
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One says that a subset C of a locally convex Hausdorff topological vector space
is a cone if λu ∈ C for all u ∈ C and for every λ > 0. Note that a cone may not
contain 0.
Theorem 2.2. If C ⊂ X is a generalized polyhedral convex cone in a locally convex
Hausdorff topological vector space. If C =
{
p∑
i=1
λiui | λi ≥ 0, i = 1, . . . , p
}
, where
ui ∈ X for i = 1, . . . , p, then
riC =
{
p∑
i=1
λiui | λi > 0, i = 1, . . . , p
}
. (2.2)
Proof. Let X0 := span{u1, . . . , up} be the linear subspace generated by the vectors
u1, . . . , up. As C is a convex cone of X0 which is a space of finite dimension, u ∈ riC
if and only if, for every x ∈ C, there exists ε > 0 such that u − ε(x − u) ∈ C.
Given any u ∈ riC, we will show that u belongs to the right-hand-side of (2.2). Let
x =
p∑
i=1
ui ∈ C and let ε > 0 be such that v := u − ε(x − u) belongs to C. Suppose
that v =
p∑
i=1
αiui, where αi ≥ 0 for i = 1, . . . , p. It is clear that
u =
1
1 + ε
v +
ε
1 + ε
x =
p∑
i=1
(
αi
1 + ε
+
ε
1 + ε
)
ui =
p∑
i=1
λiui,
where λi :=
αi
1+ε
+ ε
1+ε
> 0, i = 1, . . . , p. This establishes the inclusion “⊂” in (2.2).
Now, let u be an arbitrary element from the set on the right-hand-side of (2.2).
Suppose that u =
p∑
i=1
λiui, where λi > 0 for all i = 1, . . . , p. For any x ∈ C, one can
choose α1 ≥ 0, . . . , αp ≥ 0, satisfying x =
p∑
i=1
αiui. Put
vε = u− ε(x− u) =
p∑
i=1
(
λi − ε(αi − λi)
)
ui,
where ε > 0. As λi > 0 for all i = 1, . . . , p, we can find an ε > 0 satisfying
λi − ε(αi − λi) ≥ 0 for all i = 1, . . . , p. Hence, for this ε, we have vε ∈ C. The
inclusion “⊃” in (2.2) has been proved.
Let Y be a locally convex Hausdorff topological vector space. Suppose thatK ⊂ Y
is a polyhedral convex cone defined by
K =
{
y ∈ Y | 〈y∗j , y〉 ≤ 0, j = 1, . . . , q
}
, (2.3)
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where y∗j ∈ Y
∗ \ {0} for all j = 1, . . . , q. Define ℓ(K) = K ∩ (−K). It is clear that
ℓ(K) =
{
y ∈ Y | 〈y∗j , y〉 = 0, j = 1, . . . , q
}
.
The first assertion of the following proposition describes the interior of a polyhedral
convex cone.
Proposition 2.2. Let K ⊂ Y be a polyhedral convex cone of the form (2.3). The
following are valid:
(a) The interior of K has the represention
intK =
{
y ∈ Y | 〈y∗j , y〉 < 0, j = 1, . . . , q
}
. (2.4)
(b) The set K \ ℓ(K) is a convex cone and
K \ ℓ(K) =
{
y ∈ K | there exists j ∈ {1, . . . , q} such that 〈y∗j , y〉 < 0
}
. (2.5)
Proof. (a) As
{
y ∈ Y | 〈y∗j , y〉 < 0, j = 1, . . . , q
}
is an open subset of K, we have the
inclusion “⊃” in (2.4). Now, to obtain the reverse inclusion, arguing by contradiction,
we suppose that there exists y¯ ∈ intK for which there is j1 ∈ {1, . . . , q} such that
〈y∗j1, y¯〉 = 0. Since y¯ ∈ intK, one can find a balanced neighborhood V ⊂ Y of 0
satisfying y¯ + V ⊂ K. Then we have
0 ≥ 〈y∗j1, y¯ + v〉 = 〈y
∗
j1
, v〉
for all v ∈ V . It follows that 〈y∗j1, v〉 = 0 for all v ∈ V . As y
∗
j1
6= 0, there exists
y ∈ Y with 〈y∗j1, y〉 6= 0. Since ty ∈ V for sufficiently small t > 0, we get 〈y
∗
j1
, y〉 = 0,
a contradiction. Thus, we have proved the inclusion “⊂” in (2.4).
(b) Clearly, y ∈ K \ ℓ(K) if and only if 〈y∗j , y〉 ≤ 0 for all j = 1, . . . , q, and there
exists j ∈ {1, . . . , q} such that 〈y∗j , y〉 < 0. (2.5) holds true. The fact that K \ ℓ(K) is
a cone is obvious. Hence to show that K \ℓ(K) is convex, we take any u, v ∈ K \ℓ(K)
and λ ∈ (0, 1). By the convexity of K, λu+ (1− λ)v ∈ K. As u ∈ K \ ℓ(K), one can
find an index j0 ∈ {1, . . . , q} such that 〈y
∗
j0
, u〉 < 0. Since
〈y∗j0, λu+ (1− λ)v〉 = λ〈y
∗
j0
, u〉+ (1− λ)〈y∗j0, v〉 ≤ λ〈y
∗
j0
, u〉 < 0,
we have λu+ (1− λ)v ∈ K \ ℓ(K).
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Remark 2.1. From Proposition 2.2 it follows that intK ⊂ K \ℓ(K). The last inclusion
can be strict. To see this, choose Y = Rn and K = Rn+.
To proceed furthermore, we put Y0 =
{
y ∈ Y | 〈y∗j , y〉 = 0, j = 1, . . . , q
}
and
note that ℓ(K) = Y0. Because Y0 is a closed linear subspace of finite codimension
of Y , there exists a finite-dimensional linear subspace Y1 of Y , such that Y = Y0+ Y1
and Y0 ∩ Y1 = {0}. By [20, Theorem 1.21(b)], Y1 is closed. Clearly,
K1 :=
{
y ∈ Y1 | 〈y
∗
j , y〉 ≤ 0, j = 1, . . . , q
}
is a pointed polyhedral convex cone in Y1 and K = Y0 +K1.
For the case Y = Rn, a result similar to the following one was given in [3,
Lemma 2.6, p. 89].
Lemma 2.1. It holds that
K \ ℓ(K) = Y0 +K1 \ {0}. (2.6)
Proof. For each v ∈ K \ℓ(K), there exist v0 ∈ Y0 and v1 ∈ K1 satisfying v = v0+ v1.
By Proposition 2.2, one can find j0 ∈ {1, . . . , q} such that 〈y
∗
j0
, v〉 < 0. Since
〈y∗j0, v1〉 = 〈y
∗
j0
, v〉−〈y∗j0, v0〉 < 0, so v1 is non zero. Hence v = v0+ v1 ∈ Y0+K1 \{0}.
We have shown that K \ ℓ(K) ⊂ Y0 +K1 \ {0}.
To obtain (2.6), take any v = v0+v1 with v0 ∈ Y0 and v1 ∈ K1\{0}. Then v ∈ Y0+
K1 = K. As Y0∩
(
Y1 \ {0}
)
= ∅, we must have v1 6∈ Y0. Choose j1 ∈ {1, . . . , q} such
that 〈y∗j1, v1〉 < 0. Since 〈y
∗
j1
, v〉 = 〈y∗j1, v0〉+〈y
∗
j1
, v1〉 < 0, we see that v ∈ K\ℓ(K).
By [17, Proposition 2.42], we can represent the positive dual cone
K∗ :=
{
y∗ ∈ Y ∗ | 〈y∗, y〉 ≥ 0 ∀y ∈ K
}
of K as
K∗ =
{
q∑
j=1
λj(−y
∗
j ) | λj ≥ 0, j = 1, . . . , q
}
. (2.7)
Lemma 2.2. If y∗ ∈ K∗ then 〈y∗, y〉 = 0 for all y ∈ Y0.
N.N. Luan 9
Proof. If y∗ ∈ K∗ then, for any y ∈ Y0, one has 〈y
∗, y〉 ≥ 0 and 〈y∗,−y〉 ≥ 0; hence
〈y∗, y〉 = 0.
Now we are in position to describe the relative interior of the dual cone K∗ by
using the set K \ ℓ(K), which can be computed by (2.5).
Theorem 2.3. If K is not a linear subspace of Y , then a vector y∗ ∈ Y ∗ belongs to
riK∗ if and only if 〈y∗, y〉 > 0 for all y ∈ K \ ℓ(K).
Proof. Necessity: Suppose that y∗ ∈ riK∗. By Theorem 2.2 and formula (2.7), there
exist λj > 0 for j = 1, . . . , q, such that y
∗ =
q∑
j=1
λj(−y
∗
j ). For any y ∈ K \ ℓ(K), by
Proposition 2.2 one can find j0 ∈ {1, . . . , q} satisfying 〈y
∗
j0
, y〉 < 0. Then we have
〈y∗, y〉 = (−λj0)〈y
∗
j0
, y〉+
q∑
j=1,j 6=j0
(−λj)〈y
∗
j , y〉
≥ (−λj0)〈y
∗
j0
, y〉 > 0,
as derised.
Sufficiency: Suppose that y∗ ∈ Y ∗ and 〈y∗, y〉 > 0 for all y ∈ K \ ℓ(K). To show
that y∗ ∈ K∗, we assume the contrary: There exists y¯ ∈ K with 〈y∗, y¯〉 < 0. Since
〈y∗, y〉 > 0 for all y ∈ K \ ℓ(K), this inequality forces y¯ ∈ ℓ(K) = Y0. Given any
y1 ∈ K1 \ {0}, by (2.6), we have ty¯ + y1 ∈ K \ ℓ(K) for every t ∈ R. As 〈y
∗, y¯〉 < 0,
we can find t > 0 such that
〈y∗, ty¯ + y1〉 = t〈y
∗, y¯〉+ 〈y∗, y1〉 < 0.
This contradicts the hypothesis that 〈y∗, y〉 > 0 for all y ∈ K \ ℓ(K). Thus y∗ ∈ K∗.
Since K is not a linear supspace of Y , K1 6= {0}. By [18, Theorem 19.1], one can
find vi ∈ Y1 \ {0}, i = 1, . . . , ℓ, such that
K1 =
{
ℓ∑
i=1
µivi | µi ≥ 0, i = 1, . . . , ℓ
}
.
Since vi ∈ K \ ℓ(K) for i = 1, . . . , ℓ, by (2.6), it follows that
〈y∗, vi〉 > 0, i = 1, . . . , ℓ. (2.8)
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Take any y˜∗ ∈ K∗ and put v∗ε = y
∗ − ε(y˜∗ − y∗) with ε > 0. By (2.8), there exists
ε > 0 such that
〈v∗ε , vi〉 > 0, i = 1, . . . , ℓ. (2.9)
As K = Y0 +K1, for every y ∈ K one can find y0 ∈ Y0 and µi ≥ 0, i = 1, . . . , ℓ, such
that y = y0 +
ℓ∑
i=1
µivi. Because y
∗, y˜∗ ∈ K∗, by Lemma 2.2 one has 〈y∗, y0〉 = 0 and
〈y˜∗, y0〉 = 0. Hence, from (2.8) it follows that
〈v∗ε , y〉 =
〈
v∗ε , y0 +
ℓ∑
i=1
µivi
〉
=
ℓ∑
i=1
µi〈v
∗
ε , vi〉 ≥ 0.
So we have 〈v∗ε , y〉 ≥ 0 for every y ∈ K. This means that v
∗
ε ∈ K
∗. We have thus
proved that, for any y˜∗ ∈ K∗, there exists ε > 0 such that y∗ − ε(y˜∗ − y∗) ∈ K∗.
Since K∗ is a convex cone in the finite dimensional space span{y∗1, . . . , y
∗
q}, by [18,
Theorem 6.4], we can infer that y∗ ∈ riK∗.
Remark 2.2. If K = Y0, then K
∗ = Y ⊥0 where
Y ⊥0 := {y
∗ ∈ Y ∗ | 〈y∗, y〉 = 0, ∀y ∈ Y0}
is the annihilator of Y0. So we have riK
∗ = K∗.
3 Efficient Solutions
Following [16], we consider a generalized linear vector optimization problem
(VLP) minK
{
Mx | x ∈ D
}
,
where M : X → Y is a continuous linear mapping between locally convex Hausdorff
topological vector spaces, D ⊂ X a generalized polyhedron, K ⊂ Y a polyhedral
convex cone of the form (2.3).
A vector u ∈ D is said to be an efficient solution (resp., a weakly efficient solution)
of (VLP) if there does not exist any x ∈ D such that Mu −Mx ∈ K \ ℓ(K) (resp.,
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Mu − Mx ∈ intK). The set of all the efficient solutions (resp., weakly efficient
solution) is denoted by E (resp., Ew).
Clearly, when K is a pointed cone, i.e., ℓ(K) = {0}, then u ∈ E if and only if
there does not exist any x ∈ D with Mu −Mx ∈ K \ {0}.
Remark 3.1. As intK ⊂ K \ ℓ(K) by Remark 2.1, we have E ⊂ Ew.
Now, by a standard scalarization scheme in vector optimization, we consider the
scalar problems
(LP)y∗ min
{
〈y∗,Mx〉 | x ∈ D
}
(y∗ ∈ Y ∗).
Let π0 : Y → Y/Y0, y 7→ y + Y0 for all y ∈ Y , be the canonical projection from Y
on the quotient space Y/Y0. It is clear that the operator Φ0 : Y/Y0 → Y1, [y1] := y1+
Y0 7→ y1 for all y1 ∈ Y1, is a linear bijective mapping. By [20, Theorem 1.41(a)], π0 is
a linear continuous mapping. Moreover, Φ0 is a homeomorphism by [16, Lemma 2.5].
Hence, the operator π := Φ0 ◦ π0 : Y → Y1 is linear and continuous. Therefore, by
Proposition 2.1, D1 := (π ◦M) (D) is a convex polyhedron in Y1.
We now show how of checking the inclusion u ∈ E, for every u ∈ D, verification
a relation in the finite dimensional space Y1.
Proposition 3.1. For any u ∈ D, one has u ∈ E if and only if
(
(π ◦M) u−D1
)
∩
(
K1 \ {0}
)
= ∅. (3.1)
Proof. Necessity: Suppose the contrary that there is some u ∈ E with
(u1 −D1) ∩
(
K1 \ {0}
)
6= ∅,
where u1 := (π ◦M) u = π(Mu). Setting u0 = Mu − u1, we have Mu = u0 + u1
with u1 = π(Mu) ∈ Y1. So y0 ∈ Y0. Select an element v1 ∈ K1 \ {0} such that
v1 ∈ u1 − D1. As u1 − v1 ∈ D1 = (π ◦M) (D), there exist y ∈ D and y0 ∈ Y0
satisfying My = y0 + (u1 − v1). Since
Mu−My = (u0 + u1)−
(
y0 + (u1 − v1)
)
= (u0 − y0) + v1 ∈ Y0 +K1 \ {0},
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by Lemma 2.1, we have Mu − My ∈ K \ ℓ(K). This contradicts the assumption
u ∈ E. We have thus proved that if u ∈ E then (3.1) holds.
Sufficiency: Ab absurdo, suppose that there exists u ∈ D satisfying (3.1), but
u 6∈ E. As
(
Mu −M(D)
)
∩
(
K \ ℓ(K)
)
6= ∅, one can find y ∈ D and v ∈ K \ ℓ(K)
satisfying Mu−My = v. Invoking Lemma 2.1, we can assert that v ∈ Y0+K1 \ {0},
i.e., v = v0 + v1 for some v0 ∈ Y0 and v1 ∈ K1 \ {0}. Then, from the equality
Mu−My = v0 + v1 we get
π(Mu)− π(My) = π(Mu−My) = π(v0 + v1)
= π(v0) + π(v1) = v1.
It follows that v1 ∈
(
π(Mu) − π(M(D))
)
∩
(
K1 \ {0}
)
. This is incompatible with
(3.1). The proof is complete.
To make this exposition comprehensive, we how have a new look on a technical
lemma of [3] by giving another proof for it.
Lemma 3.1. ([3, Lemma 2.6, p. 89]) Suppose that Z is a finite dimensional locally
convex Hausdorff topological vector space. Let A be a convex polyhedron containing 0
and K ⊂ Z be a pointed polyhedral convex cone. If A ∩
(
K \ {0}
)
= ∅, then there
exists z∗ ∈ Z∗ such that
〈z∗, z〉 ≤ 0 < 〈z∗, v〉 (3.2)
for all z ∈ A and for any v ∈ K \ {0}.
Proof. Suppose that K =
{
z ∈ Z | 〈z∗j , z〉 ≤ 0, j = 1, . . . , q
}
, where z∗j ∈ Z
∗ for
j = 1, . . . , q. It is clear that
B :=
{
z ∈ K |
q∑
j=1
〈z∗j , z〉 = −1
}
is a compact convex polyhedron and K \ {0} =
⋃
t>0
(tB). According to [18, Theo-
rem 19.1], there exist ui ∈ A, i = 1, . . . , k, dj ∈ Z, j = 1, . . . , r, such that
A =
{
k∑
i=1
λiui +
r∑
j=1
γjdj |λi ≥ 0, ∀i = 1, . . . , k,
k∑
i=1
λi = 1, γj ≥ 0, ∀j = 1, . . . , r
}
.
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Since 0 ∈ A, we must have dj ∈ A for j = 1, . . . , r. Consider the cone
C :=
{
k∑
i=1
λiui +
r∑
j=1
γjdj | λi ≥ 0, ∀i = 1, . . . , k, γj ≥ 0, ∀j = 1, . . . , r
}
.
Clearly, C is a pointed polyhedral convex cone and A ⊂ C. Note that, for any z ∈ C,
there exist u ∈ A and δ > 0 such that z = δu. (Indeed, given any z ∈ C, one can
find λi ≥ 0, i = 1, . . . , k, and γj ≥ 0, j = 1, . . . , r, such that z =
k∑
i=1
λiui +
r∑
j=1
γjdj.
If λi = 0 for all i = 1, . . . , k, then z =
r∑
j=1
γjdj ∈ A; hence we can choose u = z and
δ = 1. If there exists λi > 0 then we choose δ =
k∑
i=1
λi > 0 and u =
1
δ
z ∈ A.) Since
A ∩ (K \ {0}) = ∅, by our assumptions, we have B ∩ C = ∅. Since B,C are closed
convex subsets of Z and B is compact, by the strongly separation theorem (see, e.g.,
[17, Theorem 2. 14]), there exists z∗ ∈ Z∗ such that
sup
z∈C
〈z∗, z〉 < inf
b∈B
〈z∗, b〉. (3.3)
Since 0 ∈ C, 0 ≤ sup
z∈C
〈z∗, z〉. Hence, from (3.3) it follows that 0 < inf
b∈B
〈z∗, b〉.
Therefore, 〈z∗, v〉 > 0 for all v ∈ K \ {0}. For every z ∈ C, the inequality
sup
t>0
〈z∗, tz〉 < inf
b∈B
〈z∗, b〉 forces 〈z∗, z〉 ≤ 0. Hence, (3.2) is valid.
Theorem 3.1. If K is not a linear subspace of Y , then u ∈ Y is an efficient solution
of (VLP) if and only if there exists y∗ ∈ riK∗ satisfying u ∈ argmin
(
(LP)y∗
)
. In
other words,
E =
⋃
y∗∈riK∗
argmin
(
(LP)y∗
)
. (3.4)
Proof. If u ∈ E, then (3.1) holds by Proposition 3.1. According to Proposition 2.1
and [18, Corollary 19.3.2], π(Mu)−D1 is a convex polyhedron in Y1. Using Lemma
3.1 for the convex polyhedron π(Mu) − D1 corresponding the pointed polyhedral
convex cone K1 in Y1, one can find v
∗ ∈ Y ∗1 such that
〈v∗, w〉 ≤ 0 < 〈v∗, v〉, ∀w ∈ π(Mu)−D1, ∀v ∈ K1 \ {0}. (3.5)
Setting y∗ = v∗ ◦ π and note that y∗ ∈ Y ∗. For any x ∈ D, since π(Mu)− π(Mx) ∈
π(Mu)−D1, we have
〈y∗,Mu−Mx〉 = 〈v∗, π(Mu)− π(Mx)〉 ≤ 0.
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Hence, we obtain 〈y∗,Mu〉 ≤ 〈y∗,Mx〉 for all x ∈ D; so u ∈ argmin
(
(LP)y∗
)
. Let us
show that y∗ ∈ riK∗. Given any y ∈ K \ ℓ(K), by Lemma 2.1 one can find y0 ∈ Y0
and y1 ∈ K1 \ {0} such that y = y0 + y1. Then
〈y∗, y〉 = 〈v∗, π(y)〉 = 〈v∗, y1〉 > 0
by (3.5). By Theorem 2.3, y∗ ∈ riK∗. The inclusion E ⊂
⋃
y∗∈riK∗
argmin
(
(LP)y∗
)
has
been established.
Now, to obtain the reverse inclusion, suppose on contrary that there exists u ∈
argmin
(
(LP)y∗
)
, with y∗ ∈ riK∗, but u 6∈ E. Select an x ∈ D such that Mu−Mx ∈
K \ ℓ(K). Then, 〈y∗,Mu−Mx〉 > 0 by Theorem 2.3. This contradicts the condition
u ∈ argmin
(
(LP)y∗
)
. The proof of (3.4) is thus complete.
The scalarization formula (3.4) allows us to obtain the following result on the
structure of the efficient solution set of (VLP).
Theorem 3.2. The efficient solution set E of (VLP) is the union of finitely many
generalized polyhedral convex sets.
Proof. The conclusion follows from (3.4) and an argument similar to that of the proof
of [16, Theorem 4.5].
If the spaces in question are finite dimensional, then the result in Theorem 3.2
expresses one conclusion of the Arrow-Barankin-Blackwell Theorem. The second
assertion the latter is that E is connected by line segments. A natural question
arises: Whether the efficient solution set E of (VLP) is connected by line segments,
or not?
According to [3], the connected by line segments of the efficient solution set E
in finite dimensional setting can be proved by a scheme the suggested by Podinovski
and Nogin [21]. We now show that an adaption of the scheme on show work for the
locally convex Hausdorff topological vector spaces setting which we are interested in.
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Theorem 3.3. The efficient solution set E of (VLP) is connected by line segments,
i.e., for any u, v in E, there eixst some elements u1, . . . , ur of E, with u1 = u and
ur = v, such that [ui, ui+1] ⊂ E for i = 1, 2, . . . , r − 1.
Proof. According to Theorem 3.1, given any u, v in E, one can find ξ∗0 , ξ
∗
1 ∈ riK
∗ such
that
u ∈ argmin
(
(LP)ξ∗
0
)
, v ∈ argmin
(
(LP)ξ∗
1
)
.
Since riK∗ is a convex set, ξ∗t := (1 − t)ξ
∗
0 + t ξ
∗
1 belongs to riK
∗ for every t ∈ [0, 1].
Noting that 〈y∗,Mx〉 = 〈M∗y∗, x〉, by [16, Proposition 3.6], we can find finitely many
nonempty generalized polyhedral convex sets F1, . . . , Fq, which are subsets of D such
that, for any y∗ ∈ Y ∗ with argmin
(
(LP)y∗
)
is nonempty, the latter solution set
coincides with one of the set Fi, i = 1, . . . , q.
By remembering the family {F1, . . . , Fq} we can assume that argmin
(
(LP)ξ∗
0
)
=
F1. For each i ∈ {1, . . . , q}, put
∆(i) =
{
t ∈ [0, 1] | Fi ⊂ argmin
(
(LP)ξ∗t
)}
.
To show that ∆(i) is a convex set, we take any t1, t2 ∈ ∆(i) and λ ∈ (0, 1). For
t¯ := (1− λ)t1 + λt2 and for any u ∈ Fi, one has
〈ξ∗t¯ ,Mx−Mu〉 = (1− λ)〈ξ
∗
t1
,Mx−Mu〉+ λ〈ξ∗t2,Mx−Mu〉 ≥ 0, ∀x ∈ D.
Thus u ∈ argmin
(
(LP)ξ∗
t¯
)
. It follows that Fi ⊂ argmin
(
(LP)ξ∗
t¯
)
; so t¯ ∈ ∆(i). The
convexity of ∆(i) has been proved.
If ∆(i) has only one element, it is closed. Now, suppose that [t1, t2) ⊂ ∆(i),
t1 < t2. Since t¯ := (1− λ)t1 + λt2 ∈ ∆(i) for all λ ∈ (0, 1), for any u ∈ Fi and x ∈ D,
one has
0 ≤ 〈ξ∗t¯ ,Mx−Mu〉 = (1− λ)〈ξ
∗
t1
,Mx−Mu〉+ λ〈ξ∗t2 ,Mx−Mu〉.
Letting λ → 1, we obtain 〈ξ∗t2,Mx − Mu〉 ≥ 0 for all u ∈ Fi and x ∈ D. This
implies that Fi ⊂ argmin
(
(LP)ξ∗t2
)
, i.e., t2 ∈ ∆(i). Similarly, one can show that if
(t1, t2] ⊂ ∆(i) then t1 ∈ ∆(i). We have thus proved that ∆(i) is a closed convex set
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for each i = 1, . . . , q. Invoking Theorem 3.1 from [16], it is easy to prove that the
set of y∗ ∈ Y ∗ with argmin
(
(LP)y∗
)
6= ∅ is convex cone. Hence, for any t ∈ [0, 1],
argmin
(
(LP)ξ∗t
)
6= ∅. It follows that [0, 1] =
q⋃
i=1
∆(i). Consequently, there exist some
numbers t1, . . . , tm from [0, 1] with t1 ≤ · · · ≤ tm, t1 = 0, tm = 1, and m − 1 indexes
i1, . . . , im−1 such that [tj , tj+1] ⊂ ∆(ij) for all j = 1, . . . , m − 1. Clearly, u ∈ Fi0
and there exists ir satisfying v ∈ Fir . Given uj ∈ Fij for j = 1, . . . , r, where u1 = u
and ur = v. For each j = 1, . . . , r − 1, since tj+1 ∈ ∆(ij) ∩ ∆(ij+1), it follows that
uj ∈ argmin
(
(LP)ξ∗tj+1
)
and uj+1 ∈ argmin
(
(LP)ξ∗tj+1
)
. Hence,
[uj, uj+1] ⊂ argmin
(
(LP)ξ∗tj+1
)
⊂ E.
We have already been proved that the line segments [uj, uj+1], j = 1, . . . , r−1, connect
the vectors u, v in E. The proof is complete.
A similar relust for the weakly efficient solution set of (VLP).
Theorem 3.4. If intK 6= ∅, then the weakly efficient solution set Ew of (VLP) is
connected by line segments.
Proof. Let us first prove that the cone K∗ \ {0} is convex. Assume by contradiction
that there exist y∗1, y
∗
2 ∈ K
∗ \ {0} and λ ∈ (0, 1) satisfying
y∗ := (1− λ)y∗1 + λy
∗
2 /∈ K
∗ \ {0}.
Since y∗1, y
∗
2 ∈ K
∗, which is a convex cone, y∗ ∈ K∗; hence y∗ = 0. This implies that
〈y∗1, y〉 = 0 for every y ∈ K. By intK 6= ∅, it is not difficult to show that 〈y
∗
1, y〉 = 0
for all y ∈ Y , which contradicts the assumption y∗1 ∈ K
∗ \ {0}.
Now, by [16, Theorem 4.5], we apply the proof scheme of Theorem 3.3, with riK∗
being replaced by K∗ \ {0}, to obtain Ew is connected by line segments.
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