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Abstract
In this paper, we show that the bandwidth minimization problem remains NP-complete for
cyclic caterpillars with hair length 1. Cyclic caterpillars with hair length 1 are graphs in which
the removal of all pendant vertices results in a simple cycle.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a connected graph with vertex set V and edge set E. A numbering
of G is a one-to-one map ’ from V onto {1; 2; : : : ; |V |}. The bandwidth of ’ is
B’(G)= max |’(u) − ’(v)|, where (u; v) ranges over all edges of G. The bandwidth
of G, denoted B(G), is de4ned as B(G)= min B’(G), where ’ ranges over all num-
berings of G. For a survey on the bandwidth problem see [2,3].
The bandwidth minimization problem for graphs was 4rst stated in 1966 by
Harper [5], where the problem was solved for hypercubes. Note that there are only few
classes of graphs for which an e:cient solution (i.e. a polynomial algorithm or ana-
lytic result) to the bandwidth problem is known. Classes of graphs whose bandwidth
can be computed e:ciently are butter<ies [10], chain graphs [8], block graphs [6],
caterpillars with hair length at most 2 [1]. A caterpillar with hair length at most k or
simply k-caterpillar, as it was compactly de4ned in [6], is a tree formed from a path
by growing edge-disjoint paths of length at most k from its vertices.
One other non-trivial graph class for which the bandwidth can be computed e:-
ciently is the class of interval graphs. A polynomial time algorithm for the bandwidth
of interval graphs was 4rst given in [13]. This algorithm takes time O(n2 log()),
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Fig. 1. A cyclic caterpillar with 7 body-vertices and 13 hairs.
where n is the number of vertices of the graph and  is the maximal degree of the
vertices. This result was independently obtained later in the papers [7,9,11,16] some
of which suggest somewhat faster algorithms, e.g. the algorithm of [16] takes time
O(n log(n)).
Finding the bandwidth of an arbitrary graph is an NP-complete problem [14] and it
remains NP-complete for many simple structures. Slightly enlarging the classes with
e:ciently computed bandwidth one comes to some classes on which the problem be-
comes NP-complete. Indeed, in [12] it is shown that the problem is NP-complete for
3-caterpillars, while in [6] NP-completeness is proved for special block caterpillars, by
adding paths of length two from a single vertex.
It can be shown that the bandwidth problem is NP-complete for the classes of graphs
which can be obtained from interval graphs by removing or adding a single edge. In
the present paper, we prove the NP-completeness of a very simple structure: cyclic
caterpillars with hair length 1 (hereinafter cyclic caterpillars), which are obtained from
1-caterpillars by merging their two farthest vertices. It is easy to show that the class
of 1-caterpillars is the intersection of the classes of interval graphs and trees. Also, it
is easy to construct a linear algorithm for 4nding the bandwidth of 1-caterpillars and
it seems somewhat surprising that the problem becomes NP-complete for the closed
forms of such graphs.
Cyclic caterpillars can be de4ned also as graphs in which the removal of all pendant
vertices results in a simple cycle. Cycle vertices form the caterpillar’s body while the
pendant vertices are its hairs. A cyclic caterpillar is illustrated in Fig. 1
2. The bandwidth of cyclic caterpillars is NP-complete
This is the result of the present paper which is formulated below as a theorem. The
technics of the proof is similar to that used in [4] for proving the NP-completeness of
the bandwidth problem for trees with maximum vertex degree 3.
Theorem 1. The following problem is NP-complete: Given an integer k, and given a
cyclic caterpillar, is its bandwidth less or equal than k?
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Fig. 2. The cyclic caterpillar CC corresponding to 3-partition problem.
Proof. We prove the NP-completeness of the bandwidth problem for cyclic caterpillars
by reduction from the “3-partition problem”, which is known to be NP-complete.
Given 3n integers a1; a2; : : : ; a3n, such that a1 +a2 + · · ·+a3n= nA and A=4¡ai¡A=2
for each i, the 3-partition problem asks: is there a partition of the integers into disjoint
triples T1; T2; : : : ; Tn such that the sum of aj which belong to Ti is equal to A for each i ∈
{1; 2; : : : ; n}. In other words, we are to take 3n objects of integer sizes a1; a2; : : : ; a3n and
to pack them into n boxes of size A whenever possible. The condition A=4¡ai¡A=2
means that each box must contain exactly three objects.
Given the speci4cation of a 3-partition problem, we have to construct an integer k
and a cyclic caterpillar CC, such that the 3-partition problem is solvable if and only
if Bandwidth(CC)6k. It is well known that the 3-partition problem is strongly NP-
complete and therefore we can assume that all the ai are polynomially bounded in
n.
The cyclic caterpillar CC which we associate to the instance T =({a1; a2; : : : ; a3n}; A)
of the 3-partition problem is shown in Fig. 2. Note that CC has nA + (3n + 1) +
4k+3n+2A(n− 1)− 1 vertices, where the integers  and  will be determined later.
CC consists of two parts. They are divided one from other by a dotted line. The
upper part relates to the 3n objects of the 3-partition problem while the lower part is
associated to the packing boxes. Some of the vertices of CC are named: v1; v2; : : : ; v3n in
the upper part and x0; x; x1; y1; z1; x2; y2; z2; : : : ; xn−1; yn−1; zn−1; xn; yn; y; y0 in the lower
part. Besides, we name the vertex vi together with its pendant vertices attached as ith
block.
First we show that if the 3-partition problem is solvable then we can construct a
numbering ’ for CC with bandwidth k simultaneously choosing suitable values of ,
k and . Note that the bandwidth of CC cannot be less than k since the degree of
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Fig. 3. The partial numbering of the lower part of CC.
vertices x and y is 2k. Fig. 3 shows how the lower part vertices are placed under the
numbering ’.
Let the vertex x and the adjacent to it vertices occupy the 4rst 2k +1 numbers, and
let ’(x)= k + 1, ’(x0)= 2k and ’(x1)= 2k + 1. Next, let any neighboring vertices of
the chain x; x1; y1; z1; x2; y2; z2; : : : ; xn−1; yn−1; zn−1; xn; yn; y be at the distance k to each
other, i.e. ’(y) − ’(yn)=’(yn) − ’(xn)= · · · =’(y1) − ’(x1)=’(x1) − ’(x)= k.
Finally, let the last 2k + 1 numbers be occupied by the vertex y and adjacent to it
vertices, and let ’(y0)=’(yn) + 1.
We also need to name some intervals of numbers to simplify the proof. Let Si = { j=’
(xi)¡j¡’(yi)}, Pi = { j=’(yi)¡j¡’(zi)} and Qi = { j=’(zi)¡j¡’(xi + 1)}. Here i
ranges in {1; 2; : : : ; n} for Si and in {1; 2; : : : ; n − 1} for Pi and Qi. These intervals
are used for the upper part vertices as well as for the pendant vertices attached to
z1; z2; : : : ; zn−1.
Let T1; T2; : : : ; Tn be a solution of the 3-partition problem and let Ti = {ag; ah; aj} be
some triple. Denote by Li the union of the vertices vg, vh, vj and all pendant vertices
attached to them. Note that each Li consists of A vertices.
Let Li gets the 4rst A numbers of Si. We set k = A + 2(3n + 1) + 1, so Si has
additional 2(3n+1) numbers for the vertices of the chains joining the neighboring vi-s
as well as v1 and v3n with x0 and y0 correspondingly. For shortness, we name these
chains as -chains, what accentuates their length. Note that their number is 3n+ 1.
We set =2(3n− 2) and give the 4rst A numbers in Pi and Qi to the attached to
zi pendant vertices. Thus, in each of Si, Pi and Qi we leave last 2(3n + 1) numbers
for -chains. Moreover, each of Si, Pi and Qi should have exactly 2 numbers for each
chain. More precisely these subintervals, which are left for -chains, they are numbered
as follows: the 4rst pair of numbers is left for the chain joining x0 with v1, the second
pair is for the chain joining v1 with v2, etc.
Fig. 4 shows how the chains are labeled under ’. The upper diagram represents
a labeling of the chain joining v1 with x0, next ones describe passages of a chain
from vr to vr+1 (r=2; 3; : : : ; 3n − 1) when vr and vr+1 are in the same St and when
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Fig. 4. Sketchy numbering of -chains.
they belong to diNerent packing boxes St and Sw. Other cases have similar
diagrams.
It is easy to check that the numbering ’ is completely de4ned and has the bandwidth
k. Note that we did not restrict  anyhow by now.
Now we shall show that if ’ has the bandwidth k and = n3, then the 3-partition
problem is solvable. Let ’ be a numbering of CC with B’(CC)= k. As the degree of
x is 2k, the adjacent to it vertices get the numbers ’(x)− k; (x)− k + 1; : : : ; ’(x)− 1;
’(x) + 1; : : : ; ’(x) + k. In this case all the other vertices get numbers which are less
than ’(x)− k + 1 or greater than ’(x) + k. This follows from the fact that each two
vertices which belong to the circle of CC are connected by two disjoint paths. The same
statement is true also for the vertex y. Without loss of generality assume that ’(x)= k+
1 and ’(y)= |CC| − k. The distance between x and y is 3n while ’(y)−’(x)= 3nk.
Hence ’(y) − ’(yn)=’(yn) − ’(xn)= · · · =’(y1) − ’(x1)=’(x1) − ’(x)= k, i.e.
’ necessarily has the structure described in Fig. 2. In particular, this means that all
the attached to zi pendant vertices get numbers only from Pi and Qi. Moreover, Pi
and Qi together include only 4(3n+1) free numbers for the upper part vertices, since
=2k − 12n− 6.
It remains to show that each Si includes exactly 3 blocks, and moreover, each of
these blocks contains exactly A vertices. Indeed, Si must include vertices from at least
one block since k = n3A + 2(3n + 1) and the total number of chain vertices has the
order O(n2). Let Si contain vertices from the blocks i1; i2; : : : ; it . Then all vertices of
these blocks are in Si, Qi−1 and Pi. If
t∑
j=1
aij ¿ A+ 1;
then Si, Qi−1 and Pi contain (A+ 1)= n3A+ n3 vertices from the blocks i1; i2; : : : ; it .
But in Si, Qi−1 and Pi there are only n3A+O(n) free numbers for them. If
t∑
j=1
aij 6 A− 1;
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then Si, Qi−1 and Pi contain (A − 1)= n3A − n3 vertices from the blocks i1; i2; : : : ; it
and hence the order of remaining free numbers is O(n3) what cannot be 4lled anyhow
because the total number of chain vertices has only the order O(n2). Hence
t∑
j=1
aij = A;
and this is true for each Si, i.e. the numbering ’ causes a solution for the 3-partition
problem. This completes the proof of our theorem.
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