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(57) Пристрій аналогової двонаправленої асоціа-
тивної пам'яті, створений на основі нейронних ме-
реж адаптивної резонансної теорії (APT), що скла-
дається із двох сенсорних шарів нейронів,
проміжного шару нейронів, елементи якого зв'язані
парами бінарних двонаправлених зважених зв'яз-
ків з усіма елементами шару загальних вирішаль-
них нейронів двох модулів, до складу першого з
яких входять два паралельно працюючі підмодулі,
зв'язані один з одним однонаправленими зв'язка-
ми, і являє собою модифіковану безперервну ней-
ронну мережу АРТ-2, що включає в себе шар ін-
терфейсних елементів, нейрони якого зв'язані з
відповідними їм елементами сенсорного шару
нейронів модуля парами двонаправлених зв'язків з
безперервними ваговими коефіцієнтами, шар
елементів, що розпізнають, нейрони якого зв'язані
бінарними однонаправленими зв'язками з відпові-
дними їм розпізнавальними нейронами другого
підмодуля нейронної мережі, з кожним з елементів
інтерфейсного шару підмодуля парами двонапра-
влених зважених зв'язків з безперервними вагови-
ми коефіцієнтами та з відповідними їм загальними
розпізнавальними нейронами модуля безперерв-
ної нейронної мережі парами двонаправлених
зважених зв'язків з безперервними ваговими кое-
фіцієнтами, вирішальний нейрон, який зв'язаний
збудливими та гальмівними бінарними односпря-
мованими зв'язками з усіма елементами інтер-
фейсного шару нейронів й з усіма елементами
шару нейронів, що розпізнають, та загальним ви-
рішальним нейроном модуля, що у свою чергу
зв'язаний бінарними однонаправленими вихідними
зв'язками з усіма елементами загального розпі-
знавального шару нейронів модуля, а також нор-
муючий нейрон, що зв'язаний безперервними од-
нонаправленими вихідними зв'язками з усіма
елементами інтерфейсного шару нейронів підмо-
дуля безперервної нейронної мережі та безперер-
вними однонаправленими вхідними зв'язками з
усіма елементами сенсорного шару нейронів, який
відрізняється тим, що в нього введені два одно-
типних паралельно працюючих підмодулі, зв'язані
один з одним бінарними однонаправленими зв'яз-
ками, які являють собою модифіковані безперервні
нейронні мережі АРТ-2, кожна з яких містить у собі
шар інтерфейсних елементів, нейрони якого пов'я-
зані з відповідними їм елементами сенсорного
шару нейронів модуля парами двонаправлених
зв'язків з безперервними ваговими коефіцієнтами,
шар елементів, що розпізнають, нейрони якого
зв'язані бінарними однонаправленими зв'язками з
відповідними їм розпізнавальними нейронами ін-
шого підмодуля нейронної мережі, з кожним з
елементів інтерфейсного шару підмодуля парами
двонаправлених зважених зв'язків з безперервни-
ми ваговими коефіцієнтами та з відповідними їм
загальними розпізнавальними нейронами модуля
безперервної нейронної мережі парами двонапра-
влених зважених зв'язків з безперервними вагови-
ми коефіцієнтами, вирішальний нейрон, що зв'яза-
ний збудливими й гальмівними бінарними
однонаправленими зв'язками з усіма елементами
інтерфейсного шару нейронів й шару нейронів, що
розпізнають, та загальним вирішальним нейроном
модуля, що у свою чергу зв'язаний бінарними од-
нонаправленими вихідними зв'язками з усіма еле-
ментами загального розпізнавального шару ней-
ронів модуля нейронної мережі, а також
нормуючий нейрон, що зв'язаний безперервними
однонаправленими вихідними зв'язками з усіма
елементами інтерфейсного шару нейронів підмо-
дуля нейронної мережі й безперервними однонап-
равленими вхідними зв'язками з усіма елементами
сенсорного шару нейронів паралельно до працю-
ючого модуля безперервної нейронної мережі.
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Корисна модель відноситься до обчислюваль-
ної техніки, зокрема до області побудови інтелек-
туальних автоматизованих систем керування, а
саме до напрямку створення систем діагностики
складних технічних об'єктів у процесі їхньої екс-
плуатації.
Корисна модель може бути використане при
побудові системи керування або діагностики тако-
го складного технічного об'єкта як трифазний аси-
нхронний тяговий електропривод.
Відомий пристрій двонаправленої асоціативної
пам'яті, що складається із двох сенсорних шарів,
нейрони яких зв'язані між собою парами зважених
двонаправлених зв'язків з відповідними ваговими
коефіцієнтами [1].
Недоліками відомого пристрою є, з одного бо-
ку, відсутність можливості відділення нових обра-
зів від спотворених або зашумлених відомих обра-
зів, а, з іншого боку, відсутність можливості
донавчання пристрою в процесі його функціону-
вання. Це пов'язано, в першу чергу, з тим, що за-
пам'ятовування нових асоціацій вимагає процесу
повного перенавчання всіх вагових коефіцієнтів
даного пристрою.
Відомий пристрій двонаправленої асоціативної
пам'яті, створеної на основі дискретних нейронних
мереж адаптивної резонансної теорії, складається
з двох сенсорних шарів нейронів та двох керуючих
нейронів, які зв'язані вихідними зв'язками з керую-
чими нейронами відповідних модулів та вхідними
зв'язками з усіма нейронами в проміжному шарі,
елементи якого зв'язані парами двунаправлених
зважених зв'язків з відповідними їм елементами
розпізнавальних шарів двох однотипних парале-
льно працюючих модулів, кожний з яких являє
собою дискретну нейронну мережу адаптивної
резонансної теорії, що містить у собі шари інтер-
фейсних елементів, нейрони яких пов'язані з від-
повідними їм елементами сенсорних шарів парами
бінарних двунаправлених зв'язків, шари розпізна-
вальних елементів, нейрони яких пов'язані з кож-
ним з елементів у відповідним їм інтерфейсних
шарах парами двунаправлених зважених зв'язків з
безперервними ваговими коефіцієнтами, вирішую-
чи нейрони, які зв'язані збудливими вхідними зв'я-
зками з усіма елементами сенсорних шарів, галь-
муючими вхідними зв'язками з усіма елементами
інтерфейсних шарів та збудливими вихідними
зв'язками з усіма елементами розпізнавальних
шарів й керуючи нейрони модулів, які зв'язані збу-
дливими вхідними зв'язками з усіма елементами
сенсорних шарів, збудливими вихідними зв'язками
з усіма елементами інтерфейсних шарів та галь-
муючими вхідними зв'язками з усіма елементами
розпізнавальних шарів, а також зв'язані вхідними
зв'язками з відповідними керуючими нейронами
мережі [2].
При порівнянні з першим аналогом пристрій
двонаправленої асоціативної пам'яті має можли-
вість донавчання в процесі свого функціонування
та здатен відокремлювати нові образи від спотво-
рених або зашумлених відомих образів. Однак у
розглянутого аналога відсутня можливість запа-
м'ятовування й відновлення з пам'яті пристрою
асоціативних зображень, які представлені у вигля-
ді векторів з безперервними складовими.
Найбільш близьким до заявленого пристрою є
пристрій двонаправленої аналого-дискретної асо-
ціативної пам'яті, створений на основі нейронних
мереж адаптивної резонансної теорії (APT), що
складається із двох сенсорних шарів нейронів,
проміжного шару нейронів, елементи якого зв'язані
парами бінарних двонаправлених зважених зв'яз-
ків з усіма елементами шару загальних вирішаль-
них нейронів одного модуля та з усіма елемента-
ми розпізнавального шару, іншого модуля, що
являє собою дискретну нейронну мережу АРТ-1 та
включає в себе шар інтерфейсних елементів, ней-
рони якого пов'язані з відповідними їм елементами
сенсорного шару модуля парами двонаправлених
зважених зв'язків с бінарними ваговими коефіцієн-
тами, шар розпізнавальних елементів, нейрони
якого пов'язані з кожним з елементів в інтерфейс-
ному шарі парами двонаправлених зважених зв'я-
зків з безперервними ваговими коефіцієнтами,
вирішальний нейрон, який зв'язаний збудливими й
гальмівними зв'язками з усіма елементами сенсо-
рного, інтерфейсного та розпізнавального шарів і
два керуючі нейрони, один із яких зв'язаний збуд-
ливими й гальмуючими зв'язками з усіма елемен-
тами сенсорного, інтерфейсного та розпізнаваль-
ного шарів, а інший, зв'язаний збудливими й
гальмівними зв'язками з усіма елементами сенсо-
рного та розпізнавального шару нейронів, а так
само з керуючим нейроном усього модуля, що у
свою чергу зв'язаний вхідними зв'язками з усіма
нейронами в проміжному шарі елементів нейрон-
ної мережі,  та відрізняющийся тим,  що в нього
введені два однотипних паралельно працюючих
підмодуля, розпізнавальні нейрони яких, зв'язані
один з одним бінарними однонаправленими зв'яз-
ками, та представляючих собою модифіковані
безперервні нейронні мережі АРТ-2, кожна з яких
містить у собі шар інтерфейсних елементів, ней-
рони якого пов'язані з відповідними їм елементами
сенсорного шару нейронів модуля парами двонап-
равлених зв'язків з безперервними ваговими кое-
фіцієнтами, шар розпізнавальних елементів, ней-
рони якого зв'язані бінарними однонаправленими
зв'язками з відповідними їм розпізнавальними
нейронами, іншого підмодуля нейронної мережі, з
кожним з елементів інтерфейсного шару підмоду-
ля парами двонаправлених зважених зв'язків з
безперервними ваговими коефіцієнтами та з від-
повідними їм загальними розпізнавальними ней-
ронами, модуля безперервної нейронної мережі
парами двонаправлених зважених зв'язків з без-
перервними ваговими коефіцієнтами, вирішальний
нейрон, який зв'язаний збудливими й гальмівними
бінарними однонаправленими зв'язками з усіма
елементами інтерфейсного та розпізнавального
шарів підмодуля й загальним вирішальним нейро-
нам модуля, що в свою чергу зв'язаний бінарними
однонаправленими вихідними зв'язками з усіма
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елементами загального розпізнавального шару
нейронів модуля нейронної мережі, а також, нор-
муючий нейрон, що зв'язаний безперервними од-
нонаправленими вихідними зв'язками з усіма еле-
ментами інтерфейсного шару нейронів підмодуля
нейронної мережі й безперервними однонаправ-
леними вхідними зв'язками з усіма елементами
сенсорного шару нейронів паралельно працюючо-
го модуля аналогово-дискретної   нейронної ме-
режі [3].
При порівнянні з відомими аналогами пристрій
- прототип (двонаправлена аналого-дискретна
асоціативна пам'ять) має можливість донавчання в
процесі свого функціонування та здатен відокрем-
лювати нові образи від спотворених або зашумле-
них відомих образів, а також має можливість за-
пам'ятовування у своїй пам'яті зображень,
представлених у вигляді векторів з бінарними
складовими й ставити їм в асоціацію зображення,
представлені у вигляді векторів з безперервними
складовими. Однак у розглянутого прототипу від-
сутня можливість запам'ятовування й відновлення
з пам'яті пристрою асоціативних зображень, які
представлені тільки у вигляді векторів з безперер-
вними складовими.
Таким чином, недоліком прототипу є те, що він
не в змозі запам'ятовувати й відновлювати з па-
м'яті пристрою асоціативні зображення, які пред-
ставлені тільки у вигляді векторів з безперервними
складовими.
Завдання корисної моделі є розробка при-
строю аналогової двонаправленої асоціативної
пам'яті, що володіє можливістю запам'ятовування
й відновлення з пам'яті нейронної мережі асоціа-
тивних зображень, які представлені тільки у ви-
гляді векторів з безперервними складовими.
Завдання вирішується завдяки тому, що при-
стрій аналогової двонаправленої асоціативної па-
м'яті змінюється шляхом введення в його структу-
ру двох однотипних паралельно працюючих
підмодулів, зв'язаних один з одним бінарними од-
нонаправленими зв'язками, які являють собою
модифіковані безперервні нейронні мережі АРТ-2,
кожна з яких містить у собі шар інтерфейсних
елементів, нейрони якого пов'язані з відповідними
їм елементами сенсорного шару нейронів модуля
парами двонаправлених зв'язків з безперервними
ваговими коефіцієнтами, шар елементів, що розпі-
знають, нейрони якого зв'язані бінарними однона-
правленими зв'язками з відповідними їм розпізна-
вальними нейронами іншого підмодуля нейронної
мережі, з кожним з елементів інтерфейсного шару
підмодуля парами двонаправлених зважених зв'я-
зків з безперервними ваговими коефіцієнтами та з
відповідними їм загальними розпізнавальними
нейронами модуля безперервної нейронної мережі
парами двонаправлених зважених зв'язків з без-
перервними ваговими коефіцієнтами, вирішальний
нейрон, що зв'язаний збудливими й гальмівними
бінарними однонаправленими зв'язками з усіма
елементами інтерфейсного шару нейронів й шару
нейронів, що розпізнають, та загальним вирішаль-
ним нейронам модуля, що у свою чергу зв'язаний
бінарними однонаправленими вихідними зв'язками
з усіма елементами загального розпізнавального
шару нейронів модуля нейронної мережі, а також
нормуючий нейрон, що зв'язаний безперервними
однонаправленими вихідними зв'язками з усіма
елементами інтерфейсного шару нейронів підмо-
дуля нейронної мережі й безперервними однонап-
равленими вхідними зв'язками з усіма елементами
сенсорного шару нейронів паралельно працюючо-
го модуля безперервної нейронної мережі.
У результаті додавання в структуру нейронної
мережі перерахованих вище елементів досягаєть-
ся можливість роботи пристрою із зображеннями,
які представляються у вигляді векторів з безпере-
рвними складовими. Це стає можливим завдяки
тому, що використані при побудові пристрої без-
перервні нейронні мережі АРТ-2Д орієнтовані на
роботу із зображеннями, які представлені тільки у
вигляді векторів з безперервними складовими.
Корисна модель ілюструється рисунком (Фіг.1),
на якому наведена схема пристрою аналогової
двонаправленої асоціативної пам'яті, розробленої
на основі штучних нейронних мереж АРТ-2Д.
Корисна модель складається із двох парале-
льно працюючих модулів М1,  М2, кожний з яких
являє собою нейронну мережу АРТ-2Д. До складу
модулів М1 і М2 входять сенсорні шари елементів,
відповідно S1i и S2l (і =1,..., n; l = 1,...,k), які при-
ймають пари асоціативних вхідних зображень (S11,
S12),(S21,S22),...,(S1q,S2q). Елементи сенсорних S-
шарів модулів М1 і М2 передають вхідні зображен-
ня інтерфейсним нейронам Z1i,Z2i,  i  Z3l,  Z4l (і
=1,...,n; l=1,..., k), відповідно підмодулів М11,  М12 і
М21,  М22 нейронної мережі. Елементи інтерфейс-
них шарів Z1i,Z2i,  i  Z3l,  Z4l (і =1,...,n; l=1,..., k) пов'я-
зані з елементами розпізнавальних шарів Yl,Y2 і
YЗ,Y4 (j = 1,..., m; g = 1,..., m), відповідно підмодулів
М11, М12 і М21, М22 нейронної мережі. З'єднання між
елементами інтерфейсних та розпізнавальних
шарів, здійснюється зваженими зв'язками з ваго-
вими коефіцієнтами b1ij, b2ij, b3lg, b4lg, t1ji, t2ji, t3gl, t4gl,
(i = 1,..., n; j = 1,..., m; l = 1,..., k; g = 1,..., m), відпо-
відно для підмодулів М11,  М12,  М21,  М22 нейронної
мережі. У підмодулях М11,  М12 і М21,  М22 шари Y1j,
Y2j i  Y3g,Y4g (j  = 1,...,  m; g = 1,...,  m) є шарами ней-
ронів, що змагаються, у яких кожний елемент мо-
же перебувати в одному із трьох станів: активно-
му, неактивному, загальмованому. У результаті
розпізнавання вхідних зображень у підмодулях М11
і М21 нейронної мережі залишається активним
тільки один нейрон розпізнавального шару Y1J та
Y3G у відповідним їм шарах Y1j та Y3g (j = 1,..., m; g
= 1,..., m). При цьому в режимі розпізнавання ней-
рони Y2J і Y4G підмодулів М12 і М22 виділяються за
допомогою сигналів нейронів Y1J та Y3G підмодулів
М11 і М21. За допомогою вирішальних нейронів R11,
R12 і R21,  R22 визначаються параметри подібності
р11,  р12 и р21,  р22, відповідно для підмодулів М11,
М12 і М21,  М22 нейронної мережі, а за допомогою
нейронів R1 і R2, які входять до складу модулів М1 і
М2, визначаються загальні параметри подібностей
р1 і р2.
Двонаправлена асоціативна пам'ять, яка по-
будована на нейронних мережах АРТ-2Д, орієнто-
вана на роботу з безперервними вхідними зобра-
женнями, тому всі ваги зв'язків b1ij, b2ij, b3lg, b4lg, t1ji,
t2ji, t3gl, t4gl, (i = 1,..., n; j = 1,..., m; l = 1,..., k; g = 1,...,
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m) підмодулів М11, М12 і М21, М22 нейронної мережі
є безперервними.
Архітектуру мережі, крім модулів М1 і М2 на
основі нейронних мереж АРТ-2Д, визначає шар
проміжних нейронів Pd (d = 1,..., m), що зв'язує мо-
дулі М1 й М2 нейронної мережі. На етапі навчання
модулі М1 й М2 нейронної мережі будуть запам'я-
товувати пари асоціативних зображень. При цьому
поряд із установленням значень ваг зв'язків усе-
редині кожного з модулів, будуть установлюватися
і матриці вагових коефіцієнтів проміжного шару
нейронів Pd (d = 1,...,  m), який зв'язує модулі М1 й
М2 нейронної мережі. На основі цих вагових коефі-
цієнтів буде здійснюватися асоціативний зв'язок
між запам'ятованими зображеннями двох модулів.
Процес навчання нової нейронної мережі вважа-
ється закінченим, коли по закінченню чергової
епохи навчання відсутні зміни вагових коефіцієн-
тів: b1ij, b2ij, b3lg, b4lg, (i = 1,..., n; j = 1,..., m; l = 1,..., k;
g = 1,..., m) і t1ji, t2ji, t3gl, t4gl, (j = 1,..., m; i = 1,..., n; g =
1,..., m l = 1,..., k;), відповідно ваг зв'язків від еле-
ментів інтерфейсного шару до елементів розпізна-
вального шару, і ваг зв'язків від елементів розпі-
знавального шару, до елементів інтерфейсного
шару, модулів M1 і М2 нейронної мережі. Матриці
ваг зв'язків між елементами шарів, що розпізна-
ють,  модулів M1 і М2 нейронної мережі й елемен-
тами проміжного шару на умову навчання не
впливають.
В режимі розпізнавання вхідних зображень і
визначення їм асоціативних зображень n- або k-
мірні вхідні вектора можуть подаватися відповідно
на входи S1i або S2l (і=1,...,n; l=1,...,k) елементів,
відповідно модулів M1 і М2 нейронної мережі. При
роботі нейронної мережі не передбачається пода-
ча зображень на два поля вхідних елементів од-
ночасно. Нейрон-переможець Х1J або Х2G модулів
M1 або М2, активізується сигналами від пари ней-
ронів шарів, що розпізнають, відповідно підмодулів
М11,М12 або М21,М22. Нейрон-переможець Х1J мо-
дуля М1, визначається сигналами нейронів-
переможців Y1J і Y2J розпізнавальних шарів Y1j, Y2j
(j =1,..., m), відповідно підмодулів М11,  М12. Анало-
гічним образом може визначатися й нейрон-
переможець Х2G для модуля М2 нейронної мережі,
що відповідають сигналами нейронів-переможців
Y3G и Y4G розпізнавальних шарів Y3g, Y4g (g=l,...,m),
відповідно підмодулів М21,  М22 нейронної мережі.
Нейрони-переможці Y1J и Y3G,  вибираються в ре-
зультаті змагання нейронів розпізнавальних шарів
Y1j и Y3g (j = 1,...,m; g = 1,...,m), підмодулів М11 і М21
нейронної мережі. Нейрони-переможці Y2J и Y4G
підмодулів М12 і М22,  вибираються не в результаті
змагання нейронів розпізнавальних шарів Y2j и Y4g
(j = 1,..., m; g = 1,...,m), підмодулів М12 і М22, а сиг-
налами з відповідних Y1J и Y3G нейронів-
переможців підмодулів М11 і М21, після їхньої пере-
вірки за величиною параметрів р11 и р21 подібності.
У зв'язку із цим введені зв'язки між парами Y-
нейронів Y1j,  Y2j и Y3g Y4g (j = 1,..., m; g = 1,..., m)
модулів М1 і М2 нейронної мережі. Виділені в такий
спосіб нейрони Y2J и Y4G підмодулів М12 і М22, та-
кож перевіряються по величині параметрів подіб-
ності р12 и p22. Якщо нейрони Y2J и Y4G витримують
цю перевірку та витримують наступну перевірку за
величиною параметра подібності й пари нейронів
Y1J, Y2J і Y3G, Y4G для модулів М1 і М2, то на виході
нейрона Х1J, що розпізнає, або Х2G модулів M1 або
М2 з'являється одиничний сигнал, що свідчить про
розпізнавання вхідного зображення. Якщо нейрони
Y2J i Y4G або пари елементів Y1J, Y2J и Y3G Y4G, мо-
дулів М1 і М2, не витримують перевірку за величи-
ною параметрів подібності, то нейрони Y1J и Y3G,
підмодулів М11 і М21, загальмовуються
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Після вибору нейрона-переможця Х1J або Х2G
одного з модулів М1 або М2, здійснюється вибір
нейрона-переможця іншого модуля нейронної ме-
режі. Він визначається не в результаті змагання
нейронів шару, що розпізнає, а активізується ней-
роном-переможцем модуля М1 або М2, через зв'я-
зки елементів Р-шару. Цей нейрон-переможець за
допомогою спадаючих зв'язків відновить в інтер-
фейсном шарі Z-елементів зображення, що збері-
гається в його пам'яті. Відновлене зображення
повториться на шарі Z-елементів і надійде на ви-
хід модуля.  Таким чином,  відбудеться вибір зо-
браження, асоціативного вхідному зображенню,
що подається на вхід іншого модуля нейронної
мережі.
Пристрій аналогової двонаправленої асоціа-
тивної пам'яті, на основі нейронних мереж АРТ-2Д,
функціонує відповідно до двох алгоритмів: на-
вчання й розпізнавання.
В алгоритмах прийняті наступні позначення:
m - максимальне число пар асоціативних зо-
бражень, що запам'ятовуються;
n і k - число компонентів у вхідному векторі
(зображенні) відповідно для модуля М1 й М2;
р1 і р2 - параметри подібності модулів М1 і М2;
q - число пар асоціативних зображень, що за-
пам'ятовуються;
р11,  p12 i  р21 і p22 - параметри подібності між
вхідним вектором і векторами, що зберігаються у
вагах зв'язків перемігших нейронів, відповідно Y1J,
Y2J i  Y3G Y4G підмодулів М11,  М12 або М21,  М22 ней-
ронної мережі; діапазон припустимих значень па-
раметрів подібності: 0 < р11, р12 £ 1; 0 < р21, р22£ 1;
b1ij, b2ij i b3lg, b4lg (i = 1,..., n; j = 1,..., m; l = 1,..., k;
g = 1,..., m) - ваги зв'язків від елементів інтерфейс-
ного шару до елементів розпізнавального шару
нейронів, відповідно підмодулів М11, М12 і М21, М22;
початкове значення, що рекомендуется, при на-
вчанні b1ij =  b1ij =  b3lg =  b4lg =  1  (і =  1,...,  n;  j,  g  =
1,...,m; l = 1,...,k),
t1ji, t2ji i t3gl, t4gl, (j, g=1,...,m; і = 1,...,n; 1= l,..., k) -
ваги зв'язків від елементів розпізнавального шару,
до елементів інтерфейсного шару нейронів, відпо-
відно підмодулів М11, М12 і М21, М22; початкове зна-
чення, що рекомендуется, при навчанні t1ji =  t2ji =
t3gl = t4gl =1 (j, g=1,...,m; і = 1,...,n; l = 1,..., k);
2
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U,U
(і = 1,...,n; l= 1,..., k) - вихідні сиг-
нали елементів S-шару, відповідно модулів М1 і М2
нейронної мережі;
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сигнали елементів інтерфейсного шару, відповідно
підмодулів М11, М12 і М21, М22 нейронної мережі;
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U,U
(j, g=1,...,m) - ви-
хідні сигнали розпізнавальних елементів, відповід-
но підмодулів М11, М12 і М21, М22 нейронної мережі;
2
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j вихXвихX
U,U
 (j,  g=  1,...,m)  -  вихідні сигнали
розпізнавальних елементів, відповідно модулів М1
і М2 нейронної мережі;
)S,S(),...,S,S(),S,S( 2uq
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1
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1  - пари асоці-
ативних зображень, які належать навчальній мно-
жині
{ }uLu2u1u M,...,M,MM =  вхідних зображень,  що
відносяться до L образів (динамічних режимів), L
<< q, кожен з яких характеризується К процесами,
що змінюються у часі;
),S,...,S(S),S,...,S(S 2rk
2
1r
2u
r
1
rn
1
1r
1u
r == r=1,...,q -
бінарні вхідні вектора r-й пари асоціативних зо-
бражень, відповідно для модулів М1 і М2;
Y  - норма вектора Y;
Pd (d = 1,..., m) - нейрони проміжного шару, які
зв'язують модулі М1 й М2 асоціативної нейронної
мережі;
,...)2,1,0t;K,...,1w;L,...,1l()t(I),t(I ii
l
maxwi
l
minw ===
 - відповідно мінімальне й максимальне значення
змінної Iw(ti) в l-м (l = 1,..., L) режимі функціонуван-
ня об'єкта у враховуємій множині{ },)t(I),...,t(I),t(I ilwMil 2wil 1w l навчальних процесів у
моменти часу ti;
К - число процесів у динамічному режимі, що
розпізнається;
)m,...,1g,d,j(QiH 2dg
1
jd = - ваги зв'язків відпові-
дно від елементів розпізнавального шару модуля
М1 до елементів проміжного Р-шару та від елемен-
тів проміжного Р-шару до елементів розпізнаваль-
ного шару модуля М2 нейронної мережі;
)m,...,1j,d,g(HiQ 2dj
1
gd =  - ваги зв'язків відпо-
відно від елементів розпізнавального шару модуля
М2 до елементів проміжного Р-шару та від елеме-
нтів проміжного Р-шару до елементів розпізнава-
льного шару модуля М1 нейронної мережі;
Алгоритм навчання двонаправленої асоціати-
вної пам'яті на основі безперервних нейронних
мереж АРТ-2Д припускає виконання наступних
кроків:
Крок 1. Ініціюються параметри подібності й всі
ваги зв'язків асоціативної нейронної мережі.
Крок 2. Задаються нульові вихідні сигнали всіх
розпізнавальних елементів підмодулів М11,  М12 і
М21, М22 нейронної мережі:
.m,...,1g,j;4,3q;2,1p;0U;0U;0U;0U 2
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Крок 3. Для кожної навчальної множини Мul (l =
1,...,L) вхідних зображень, що ставляться до одно-
го режиму функціонування об'єкта, виконуються
шаги 4-22.
Крок 4. Для кожної множини Мul (l = 1,...,L) вхі-
дних зображень, що відносяться до одного режиму
функціонування об'єкта, визначається множина
верхніх
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Для модуля М2:
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Отриманими обгинаючими активізуються ней-
рони сенсорних шарів S1i і S2l (і = 1,..., n; І = 1,..., k),
відповідно модулів М1 і М2:
.k,...,1l;n,...,1i,SU;SU 2urlвихS
1u
riвихS 2rl
1
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====
Крок 5. Для кожної із огинаючих виконуються
шаги алгоритму 6-17. Крок 6. Аналогічним обра-
зом, як і в алгоритмі навчання нейронної мережі
АРТ-2Д, формуються вхідні сигнали
q
l
P
I вхZвхZ
U,U
 (p
= 1,2; і = 1,...,n; q=3,4; l = 1,..., k); елементів інтер-
фейсних шарів Z1i,  Z2i і Z3l,  Z4l (i = 1,...,n; I = 1,...,k)
підмодулів М11, М12 і М21, М22 нейронної мережі.
Крок 7. Формуються вихідні сигнали елементів
інтерфейсних шарів Z1i,  Z2i,  i  Z3l,  Z4l (i  = 1,...,  n; l  =
1,..., k) підмодулів М11,  М12 і М21,  М22 асоціативної
нейронної мережі:
.k,...,1l;4,3q;n,...,1i;2,1p;UU;UU q
i
q
i
p
i
p
i вхZвихZвхZвихZ
======
Крок 8. Для всіх незагальмованих розпізнаю-
чих, Y-нейронів, М11, М12 підмодулів М21, М22 і ней-
ронної мережі, розраховуються їхні вихідні сигна-
ли:
.m,...,1g;4,3r,1Uякщо,UbU
;m,...,1j;2,1k,1Uякщо,UbU
r
g
r
i
k
gi
k
j
k
i
k
i
вихYвихZ
k
1i
r
lgвихY
вихYвихZ
n
1i
k
ijвихY
==-¹=
==-¹=
å
å
=
=
Крок 9. Поки не знайдені нейрони-переможці
розпізнавальних шарів Y1j, Y2j, і Y3g, Y4g (j,g=l,...,m),
відповідно підмодулів М11,  М12 і М21,  М22, вагові
вектори яких відповідно до заданих значень пара-
метрів подібності р11,  р12 и р21,  р22 відповідають
верхнім і нижнім огинаючим вхідних векторів S1r і
S2r, виконуються шаги 10-17 (для обох модулів М1 і
М2 або для одного з них).
Крок 10. В Y-шарах підмодулів М11,  М12 і М21,
М22 визначаються нейрони,  відповідно Y1J,  Y2J,  і
Y3G, Y4G, що задовольняють умовам:
.m,...,1g;4,3l;UU;m,...,1j;2,1k;UU l
g
k
G
k
j
k
J вихYвихYвихYвихY
==³==³
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Якщо елементів Y1J,  Y2J,  і Y3G,  Y4G в Y-шарах
підмодулів М11,  М12 і М21,  М22 декілька, то вибира-
ються елементи з найменшими індексами. Якщо
знайдений нейрон-переможець є загальмованим,
то вхідне зображення для даного модуля не може
бути запам'ятовано.
Крок 11. Вихідним сигналам нейронів-
переможців Y1J,  Y2J,  і Y3G,  Y4G привласнюються
одиничні значення:
,1UUUU 4
G
3
G
2
J
1
J вихYвихYвихYвихY
====
 а всі інші
незагальмовані розпізнавальних нейронів шарів
підмодулів М11, М12 і М21, М22 переводяться в неак-
тивний стан:
.Gg,Jj,m,...,1g,j,0UUUU 4
g
3
g
2
j
1
j вихYвихYвихYвихY
¹¹=====
Крок 12. Розраховуються вихідні сигнали еле-
ментів інтерфейсних шарів Z1i, Z2i (і=1,...,n) і Z3l, Z4l
(l=1,...,k) відповідно підмодулів М11,  М12 і М21,  М22
нейронної мережі:
.k,...,1i,UU,UU
;n,...,1i,UU,UU
4
Gl
4
G
4
l
3
Gl
3
G
3
l
1
Ji
2
J
2
i
1
Ji
1
J
1
i
tYвихZвихtYвихZвих
tYвихZвихtYвихZвих
===
===
Крок 13. Визначаються параметри подібності
р11,  р12 и р21,  р22, відповідно для підмодулів М11,
М12 і М21, М22 нейронної мережі:
,
)1T(K
)t,k(P
p,
)1T(K
)t,k(P
p
i
l
21
2
i
l
11
1 +
=
+
=
де )t,k(P i
l
1  й )t,k(P i
l
2  -  функції,  що відповіда-
ють l-му динамічному режиму, розпізнавальному
по відповідно до максимальним )t(I i
l
maxk  і мініма-
льним )t(I i
l
mink  значенням;
ïî
ïí
ì
-===<
-===³=
,1nT,...,1,0t,K,...,1w),t(I)t(Iесли,0
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l
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l
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l
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l
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i
l
1
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ïí
ì
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l
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l
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l
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l
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де К - кількість процесів у режимах функціону-
вання об'єкта що розпізнаються. Параметри поді-
бності р21 и р22 для модуля М2 мережі визначають-
ся аналогічним образом.
Крок 14. Перевіряється по обчислених пара-
метрах подібності р11,  p12 і р21 и p22 правильність
вибору нейронів-переможців Y1J,  Y2J і Y3G,  Y4G.
Якщо р11 <  р1, то умова не виконується, елемент
Y1J загальмовується:
;1U 1
JвихY
-=
 здійснюється
перехід до шагу 10 алгоритму. Якщо р11 ³ р1, то
умова, що підтверджує правильність вибору ней-
рона-переможця Y1J підмодуля М11 виконується й
здійснюється перехід до наступного кроку алгори-
тму. Аналогічним образам проводиться перевірка
правильності вибору нейронів-переможців Y2J, Y3G,
Y4G у відповідним їм шарах Y2j, Y3g, Y4g (j,g=1,...,m)
підмодулів М12, М21, М22 нейронної мережі.
Крок 15. Проводиться перевірка правильності
вибору нейронів-переможців по загальним пара-
метрам подібності p1 й р2, відповідно для модулів
М1 і М2 нейронної мережі. Якщо p1 £ р11+ р12 -1 й p2
£ р21+ р22 -1, то підтверджується правильність ви-
бору нейронів-переможців Y1J,  Y2J,  и Y3G,  Y4G від-
повідно для підмодулів М11,  М12 і М21,  М22 нейрон-
ної мережі та здійснюється перехід до наступного
кроку алгоритму. Якщо умова не виконується, то
здійснюється перехід до кроку 10 алгоритму.
Крок 16. Адаптуються ваги зв'язків елементів
Y1J,  Y2J,  и Y3G,  Y4G, відповідно для підмодулів М11,
М12 і М21, М22 нейронної мережі:
.k,...,1l,Ut,Ub,Ut,Ub
;n,...,1i,Ut,Ub,Ut,Ub
4
l4l
1
l3l
2
i2i
1
i1i
вхZ
4
GlвхZ
4
lG3вхZ
3
GlвхZ
3
lG
вхZ
2
JiвхZ
2
iJвхZ
1
JiвхZ
1
iJ
=====
=====
Крок 17. Пари нейронів-переможців Y1J,  Y2J,  і
Y3G,  Y4G активізують відповідні їм елементи розпі-
знавальних шарів Х модулів М1 і М2.
Крок 18. Перевіряється умова закінчення на-
вчання модулів М1 і М2 нейронної мережі, якщо
воно не виконується, то триває навчання одного
або двох модулів мережі, у противному випадку
здійснюється перехід на наступний крок алгоритму
з метою визначення ваг зв'язків нейронів Р-шару.
Крок 19. Для кожної пари вхідних зображень
(Su1r, Su2r), r=1,...,q виконуються шаги 20-22.
Крок 20. Вхідними зображеннями Su1r и Su2r (r
=1,...,q), що подаються відповідно на входи моду-
лів М1 і М2 нейронної мережі, визначаються ней-
рони-переможці X1Jr,  X2Gr модулів М1 і М2 нейрон-
ної мережі.
Крок 21.  Визначаються ваги зв'язків між ней-
роном-переможцем X1Jr модуля М1 й елементами
P-шару:
.Jrj;Jrd;m,...,1,d,0HH;1HH 2Jr,j
1
d,Jr
2
Jr,Jr
1
Jr,Jr ¹¹====
Крок 22.  Визначаються ваги зв'язків між ней-
роном-переможцем X2Gr модуля М2 та елементами
Р-шару:
.Grg;Grd;m,...,1,g,d;0QQ;1QQ 2 Gr,g
1
d,Gr
1
Gr,Gr
2
Gr,Gr ¹¹=====
Крок 23. Останов.
Алгоритм роботи, у режимі визначення асоціа-
тивних зображень, пристрою аналогової двонап-
равленої асоціативної пам'яті побудованої на ос-
нові безперервних нейронних мереж АРТ-2Д,
припускає виконання наступних шагів:
Крок 1. Ініціюються параметри подібності ней-
ронної мережі й всіх її ваги зв'язків.
Крок 2. На вхід одного з модулів мережі пода-
ється вхідне зображення.
Допустимо, що вхідне зображення S1r пода-
ється на вхід модуля M1 нейронної мережі. Тоді
аналогічним образом, як і в алгоритмі навчання,
визначається нейрон-переможець X1Jr модуля M1
нейронної мережі.
Крок 3. Визначається нейрон-переможець X2Jr
модуля М2 нейронної мережі. Він виділяється не в
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результаті змагання між розпізнавальними елеме-
нтами модуля М2, а одиничним сигналом елемен-
та PJr,  що,  в свою чергу,  в активний стан перево-
диться X1Jr нейроном-переможцем:
.Grg,m,...,1g,0U,1U 2
g
2
Gr вихXвихX
¹===
При цьому вихідному сигналу нейрона-
переможця X2Gr привласнюється одиничне зна-
чення
1U 2
GrвихX
=
, а всі інші нейрони, розпізнава-
льного шару модуля М2 нейронної мережі, пере-
водяться в неактивний стан:
0U 2
gвихX
=
, g=1,...,m,
g¹Gr.
Крок 4. Одиничним вихідним сигналом з ней-
рона-переможця X2Gr модуля М2 в активний стан
переводяться нейрони-переможці Y3Gr и Y4Gr у від-
повідним їм шарах Y3g и Y4g (g=1,...,m) підмодулів
М21 і М22 нейронної мережі. При цьому вихідним
сигналам нейронів Y3Gr и Y4Gr підмодулів M21 і М22
нейронної мережі, привласнюється одиничне зна-
чення
1U 3
GrвихY
=
та
1U 4
GrвихY
=
, а всі інші нейро-
ни, розпізнавальних Y-шарів підмодулів M21 і М22,
переводяться в неактивний стан:
,0U 3
gвихY
=
,0U 4
gвихY
=
g=1,..., m, g ¹ Gr.
Крок 5. Розраховуються вихідні сигнали еле-
ментів інтерфейсних шарів Zl3 і Zl4 (l  = 1,...,  k) під-
модулів M21 і М22 нейронної мережі:
.k,...,1l,tU,tU 4GlвихZ
3
GlвихZ 4l
3
l
===
Крок 6. На основі вихідних сигналів елементів
інтерфейсних шарів Zl3 і Zl4 (l  = 1,...,  k) підмодулів
M21 і М22 нейронної мережі, формуються вхідні й
вихідні сигнали елементів вхідного шару S2l(l  =
1,..., k), модуля М2 нейронної мережі. Отримане на
виході модуля М2 зображення
),S,...,S(S 2rk
2
1r
2
1r =  є
асоціацією зображенню
),q,...,1r()S,...,S(S 1rn
1
1r
1
r ==  що подається на еле-
менти вхідного шару модуля M1 нейронної мережі.
Крок 7. Останов.
Таким чином, розроблений пристрій аналого-
вої двонаправленої асоціативної пам'яті мас мож-
ливість запам'ятовування й відновлення з пам'яті
нейронної мережі асоціативних зображень, які
представлені тільки у вигляді векторів з безперер-
вними складовими.
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