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Theorie des longitudinalen Atomstrahl-Spinechos und parita¨tsverletzende Berry-
Phasen in Atomen
In dieser Arbeit entwickeln wir eine nichtrelativistische Theorie zur quantenmechanischen
Beschreibung longitudinaler Atomstrahl-Spinecho-Experimente, bei denen ein Strahl neutraler
Atome eine Anordnung statischer elektrischer und magnetischer Felder durchquert. Der Ge-
samtzustand des Atoms ist die Lo¨sung der Schro¨dinger-Gleichung mit matrixwertigem Potential
und kann als Superposition lokaler (atomarer) Eigenzusta¨nde der Potentialmatrix geschrieben
werden. Die orts- und zeitabha¨ngigen Amplitudenfunktionen jedes Eigenzustands repra¨sentieren
die atomaren Wellenpakete und ko¨nnen mit der von uns aufgestellten Master-Formel in einer
Reihenentwicklung berechnet werden. Die nullte Ordnung dieser Reihenentwicklung beschreibt
den adiabatischen Grenzfall, in ho¨heren Ordnungen werden Mischungen der Zusta¨nde und der
zugeordneten Amplitudenfunktionen beru¨cksichtigt. Wir geben eine Anleitung zur theoretischen
Beschreibung eines longitudinalen Atomstrahl-Spinecho-Experiments und des sogenannten Fahr-
planmodells an, bei dem die Schwerpunktsbewegung der Wellenpakete in den angelegten Feldern
grafisch dargestellt wird. Die Schwerpunktsbewegung der Wellenpakete wird dabei durch die un-
terschiedliche Aufspaltung der lokalen Eigenwerte der Potentialmatrix bestimmt. Wir studieren
als Beispiel fu¨r eine Anwendung der Theorie parita¨tsverletzende, geometrische (Berry-)Phasen in
Atomen. In diesem Zusammenhang fu¨hren wir geometrische Flussdichten ein, mit denen man fu¨r
spezielle Feldkonfigurationen die geometrischen Phasen direkt anhand eines Vektordiagramms
veranschaulichen kann. Am Beispiel einer bestimmten Feldkonfiguration zeigen wir die Existenz
einer parita¨tsverletzenden geometrischen Phase.
Theory of Longitudinal Atomic Beam Spin Echo and Parity Violating Berry-Phases
in Atoms
We present a nonrelativistic theory for the quantum mechanical description of longitudinal
atomic beam spin echo experiments, where a beam of neutral atoms is subjected to static electric
and magnetic fields. The atomic wave function is the solution of a matrix-valued Schro¨dinger
equation and can be written as superposition of local (atomic) eigenstates of the potential
matrix. The position- and time-dependent amplitude function of each eigenstate represents an
atomic wave packet and can be calculated in a series expansion with a master formula that
we derive. The zeroth order of this series expansion describes the adiabatic limit, whereas the
higher order contributions contain the mixing of the eigenstates and the corresponding amplitude
functions. We give a tutorial for the theoretical description of longitudinal atomic beam spin
echo experiments and for the so-called Fahrplan model, which is a visualisation tool for the
propagation of wave packets of different atomic eigenstates. As an example for the application
of our theory, we study parity violating geometric (Berry-)phases. In this context, we define
geometric flux densities, which for certain field configurations can be used to illustrate geometric
phases in a vector diagram. Considering an example with a specific field configuration, we prove
the existence of a parity violating geometric phase.

Fu¨r Dajana und Elena.
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Notation und Konventionen
In der gesamten Arbeiten werden natu¨rliche Einheiten verwendet, d.h. es ist ~ = c = 1.
Die eigentlich magnetische Flussdichte genannte Gro¨ße B wollen wir salopp als magneti-
sche Feldsta¨rke bezeichen. Sie ist nicht zu verwechseln mit H = B/µ0−M (SI-Einheiten,
M ist die Magnetisierung). Desweiteren wird die folgende Notation vereinbart:
L,S,J , I,F Operatoren fu¨r den Bahndrehimpuls des Elektrons (L), den Elek-
tronspin (S), den Gesamtdrehimpuls des Elektrons (J = L + S),
den Kernspin (I) und den atomaren Gesamtdrehimpuls (F =
J + I).
|nLJ , F, F3〉 Atomarer Gesamtdrehimpulszustand ohne Beru¨cksichtigung der
Hyperfeinwechselwirkung. Eigenzustand der Drehimpulsoperatoren
L2, S2, J2, I2, F 2 sowie F3. Die im Atom unvera¨nderlichen Quan-
tenzahlen S und I fu¨r den Spin des Elektrons und des Kerns werden
in der Notation weggelassen. Die Hauptquantenzahl n soll daran
erinnern, dass in der Ortsdarstellung dieser Zusta¨nde die (nichtre-
lativistischen) Wellenfunkionen fu¨r Wasserstoff, Ψn,L,L3(r, ϑ, ϕ) =
Rn,L(r)YL,L3(ϑ, ϕ), zu verwenden sind.
A ,B,C , . . . Matrizen im Unterraum der atomaren Zusta¨nde mit fester Haupt-
quantenzahl n, dargestellt in der Basis {|nLJ , F, F3〉} der Gesamt-
drehimpulszusta¨nde.
M (Z) Die vom Ort Z abha¨ngige (nichthermitesche) Massenmatrix, d.h.
die Darstellung des atomaren Hamiltonoperators im Unterraum zu
fester Hauptquantenzahl n.
α = 1, . . . , N Index fu¨r die Nummerierung der Eigenzusta¨nde von M (Z). Die
Dimension des jeweils betrachteten Unterraums zu fester Haupt-
quantenzahl wird mit N bezeichnet.
|α(Z)) Rechter Eigenzustand mit Index α der Massenmatrix M (Z) zum
komplexen Eigenwert Eα(Z). Auch als atomarer Eigenzustand oder
innere atomarer Zustand bezeichnet.
v
vi Notation und Konventionen
(α(Z)|˜ Linker Eigenzustand von M (Z) zum komplexen Eigenwert Eα(Z).
Pα(Z) Quasiprojektor Pα(Z) = |α(Z))(α(Z)|˜ des inneren atomaren Zu-
stands mit Index α.
A βα(Z) Matrixelemente der Matrix A bzgl. der lokalen Eigenzusta¨nde von
M (Z). Es ist z.B. A βα(Z) = (β(Z)|˜ A |α(Z)).
Ψα(Z, t) Orts- und zeitabha¨ngige Wellenfunktion des atomaren Zustands mit
Index α.
φα(Z, t) Phasenwinkel des in Ψα(Z, t) enthaltenen Phasenfaktors.
Aα(Z, t) Amplitudenanteil in Ψα(Z, t).
E ,B Elektrische und magnetische Feldsta¨rke.
∂x Symbol fu¨r die partielle Ableitung nach x, ∂x = ∂/∂x.
(Oˆf)(Z, t) Bei der Anwendung eines Operators Oˆ auf eine Funktion f(Z, t)
entstehende Funktion (Oˆf)(Z, t).
Lˆ, Lˆ Differentialoperatoren (skalar, matrixwertig).
Kˆ, Kˆ Integraloperatoren (skalar, matrixwertig).
d Symbol fu¨r die a¨ußere Ableitung.
df A¨ußere Ableitung einer Funktion f (Differentialform, vollsta¨ndiges
Differential einer Funktion).
dx Symbol fu¨r ein Differential (z.B. innerhalb eines Integrals oder einer
Differentialform).∮
C Integral u¨ber eine geschlossene Kurve C.
∂F Rand einer Fla¨che F .
lABSE Abku¨rzung fu¨r longitudinal Atomic Beam Spin Echo.
PC Abku¨rzung fu¨r Parity Conserving.
PV Abku¨rzung fu¨r Parity Violating.
APV Abku¨rzung fu¨r Atomic Parity Violation.
Kapitel 1
Einleitung
1.1 Historischer Ru¨ckblick
Das Pha¨nomen der Interferenz, die nichts anderes ist als die Superposition von zwei oder
mehr Wellen, ist - ob nun bewusst oder unbewusst - jedem Kind bekannt, das einmal
zwei Steine gleichzeitig ins Wasser geworfen hat. Die Amplituden der beteiligten Wel-
len addieren sich dabei auf und man kann Effekte wie Auslo¨schung und Versta¨rkung an
verschiedenen Punkten der interferierenden Wellen beobachten.
Dass man mit der Interferenz auch hochpra¨zise, experimentelle Messungen machen kann,
ist in der Physik schon seit sehr langer Zeit bekannt. So nutzte z.B. der Michelson-Morley-
Versuch [1, 2], der Ende des 19. Jahrhunderts die Existenz des A¨thers zeigen sollte die
Wellennatur des Lichts und die damit verbundenen Interferenzeffekte aus. Dieser Versuch
basierte auf einem Lichtstrahl, der in zwei zueinander senkrechte Strahlen aufgespalten
wurde, die dann nach Reflexion wieder miteinander vereinigt und zur Interferenz gebracht
wurden. Der Grundgedanke des Michelson-Morley-Experiments war, dass der sogenannte
A¨therwind zu einer Laufzeitdifferenz und somit zu einem Unterschied der relativen Phase
der beiden Lichtstrahlen fu¨hrt, so dass - abha¨ngig von der Ausrichtung des Versuchsauf-
baus - relativ zum A¨therwind Interferenzeffekte zu beobachten sind. Die Messgenauigkeit
ist dabei im wesentlichen durch die halbe Wellenla¨nge des verwendeten Lichts gegeben und
liegt somit im Bereich von einigen hundert Nanometern. Der Versuch brachte jedoch nicht
das damals gewu¨nschte Ergebnis sondern lieferte im Gegenteil einen sehr eindrucksvollen
Beweis dafu¨r, dass es den A¨ther nicht gibt.
Der entscheidende Schritt auf dem Weg zur Interferenz von Materiewellen war die 1924 von
Louis Victor, Duc de Broglie in seiner Dissertation [3] eingefu¨hrte Beziehung λ = h/(mv),
die einem Teilchen der Masse m mit einem Impuls mv eine Wellenla¨nge λ zuordnet (h
ist das Plancksche Wirkungsquantum). Durch diese Beziehung wurde der bereits von den
Eigenschaften des Lichts bekannte Welle-Teilchen-Dualismus nun auch auf massenbehaf-
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tete Teilchen u¨bertragen. Die Wellennatur von Atomen wurde wenige Jahre spa¨ter von
Estermann und Stern [4] durch den Nachweis von Beugung an einem Kristallgitter expe-
rimentell besta¨tigt, doch das erste Interferenzexperiment mit Materiewellen (Elektronen)
folgte erst in den 50er Jahren von J. Marton et al. [5, 6]. Interferometrie mit Neutronen
folgte in den 60er [7] und 70er [8] Jahren, bis dann erstmals im Jahre 1991 ein Inter-
ferometer fu¨r Atome [9] vorgestellt wurde. Der wesentliche Vorteil der Interferometrie
mit Atomen gegenu¨ber der Interferometrie mit Elektronen oder Neutronen ist ihre we-
sentlich komplexere, innere Struktur, durch die sich eine Vielzahl von theoretischen und
experimentellen Mo¨glichkeiten ero¨ffnet.
Die Atominterferometrie hat sich seit der damaligen Zeit weiterentwickelt und findet heu-
te zahlreiche Anwendungen in der Atomoptik. Fu¨r einen U¨berblick u¨ber das Gebiet sei
auf die Artikel [10, 11] und die darin zitierten Referenzen verwiesen. Die vorliegende
Arbeit bescha¨ftigt sich mit der theoretischen Beschreibung eines speziellen Atominter-
ferometers, das in Heidelberg von Prof. D. Dubbers und PD M. DeKieviet, PhD., und
Mitarbeitern [12] im Jahre 1995 zuna¨chst fu¨r Helium und spa¨ter auch fu¨r Wasserstoff
und Deuterium [13, 14] entwickelt wurde und auf der Messung atomarer Spinechosigna-
le1 basiert. Hierbei wird ein sogenanntes Spinechofeld angelegt, das aus zwei hinterein-
ander geschalteten, in Strahlrichtung orientierten, antiparallelen Magnetfeldern besteht.
Die Energieniveaus der verschiedenen atomaren Gesamtdrehimpulszusta¨nde spalten im
Magnetfeld unterschiedlich auf, was zu einem Auseinanderdriften der zugeordneten Wel-
lenpakete fu¨hrt. Im zweiten, antiparallelen Magnetfeld kann durch geschickte Wahl der
Feldsta¨rke ein erneutes Zusammenlaufen der Wellenpakete verursacht werden, so dass es
zu einem U¨berlapp kommt. Durch einen geeigneten Detektor kann man dann die Oszil-
lation der relativen Phase der beteiligten Wellenpakete in Abha¨ngigkeit des angelegten
Spinechofeldes als Interferenzsignal (Spinechosignal) messen.
Wie in [12] gezeigt wurde, ist das Heidelberger Atomstrahl-Spinecho-Experiment hoch-
sensitiv auf A¨nderungen der relativen Phase der atomaren Wellenpakete und ist somit ein
interessantes Werkzeug fu¨r die Untersuchung einer Reihe von Pha¨nomenen, z.B. in der
Oberfla¨chenphysik [15]. Eine weitere Anwendung, die uns in der vorliegenden Arbeit als
Motivation fu¨r die Entwicklung einer Theorie zur Beschreibung von Atomstrahl-Spinecho-
Experimenten dient, ist die Messung parita¨tsverletzender Effekte in den leichtesten Ato-
men - Wasserstoff und Deuterium - bei denen man theoretische Rechnungen bis zu großer
Genauigkeit durchfu¨hren kann.
Bevor wir diesen Zusammenhang weiter diskutieren, wollen wir zuna¨chst einen kurzen
U¨berblick u¨ber die historische Entwicklung der Untersuchung von Parita¨tsverletzung in
Atomen geben. Der erste Hinweis auf eine Verletzung der Parita¨t in der Natur war das
sogenannte θ-τ -Ra¨tsel. Mit diesen Buchstaben bezeichnete man zwei Teilchen mit glei-
cher Masse und gleicher Ladung, die aber in zwei bzw. drei Pionen zerfallen, also in
1 Der Zusammenhang zwischen dem Spinecho, das man aus der Kernspinresonanz kennt, und dem
hier angewendeten Strahlspinecho wird z.B. in [13], Kapitel 1 ausfu¨hrlich diskutiert.
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Endzusta¨nde mit unterschiedlicher Parita¨t. Lee und Yang [16] zogen 1956 daher erstmals
die Verletzung der Spiegelsymmetrie in der schwachen Wechselwirkung in Erwa¨gung und
betrachteten in diesem Zusammenhang θ und τ als ein und dasselbe Teilchen. Heute ist
die P-Verletzung in der vereinheitlichten Theorie der elektroschwachen Wechselwirkung
ein fester Bestandteil des Standardmodells [17, 18, 19].
In einem Atom ist das Elektron an den positiven Atomkern hauptsa¨chlich durch die
elektromagnetische Wechselwirkung gebunden, die durch Austausch virtueller Photonen
vermittelt wird. Die schwache Wechselwirkung tra¨gt zu dieser Bindung nur zu einem
kleinen Teil durch den sogenannten neutralen schwachen Strom zwischen Elektron und
den Quarks im Atomkern bei, der durch den Austausch virtueller, neutraler Z-Bosonen
vermittelt wird, die eine Masse von etwa 90 GeV haben.
Lange vor der experimentellen Entdeckung des neutralen schwachen Stroms2 untersuch-
te Ya. B. Zel’dovich [21] im Jahre 1959 den Effekt eines hypothetischen aber mit dem
heutigen neutralen schwachen Strom vergleichbaren Beitrag zur Wechselwirkung zwischen
Elektron und Atomkern. Er stufte die damit verbundenen Pha¨nomene allerdings als unbe-
obachtbar ein3. Erst viele Jahre spa¨ter, nachdem der experimentelle Nachweis des neutra-
len schwachen Stroms erbracht und das Standardmodell der Elementarteilchen aufgestellt
war, zeigten M.A. und C. Bouchiat [23] im Jahre 1974, dass der Beitrag der schwachen
Wechselwirkung zur Bindung des Elektrons an den Atomkern ungefa¨hr mit der dritten
Potenz der Kernladungszahl Z skaliert. Dies war der Beginn der intensiven theoretischen
und experimentellen Untersuchung der Parita¨tsverletzung in Atomen (APV4).
Bereits Ende der 70er Jahre wurde der experimentelle Nachweis der Parita¨tsverletzung
in Atomen von zwei unabha¨ngigen Gruppen an Wismut (Bi, Z = 83) und Thallium (Tl,
Z = 81) erbracht [24, 25] und bis heute werden Experimente auf diesem Gebiet aufgrund
der bereits erwa¨hnten Skalierung mit der Kernladungszahl ausschließlich an schweren
Atomen durchgefu¨hrt. Die Hauptmotivation fu¨r die Untersuchung der APV ist auch heute
noch die Messung der schwachen Kernladung QW , aus der man den Weinberg-Winkel ϑW
ableiten kann. Das besondere dabei ist, dass der Zugang, den die APV fu¨r die Bestimmung
des Weinberg-Winkels liefert, komplementa¨r zum Zugang der Hochenergiephysik ist. Wir
verweisen fu¨r eine ausfu¨hrliche Diskussion dieser Thematik auf einen U¨bersichtsartikel
der Bouchiats [26] und fu¨r einen aktuellen U¨berblick u¨ber den derzeitigen Stand der
Untersuchung der APV auf [27].
2Fu¨r einen historischen U¨berblick u¨ber die Entdeckung des neutralen schwachen Stroms verweisen wir
auf [20].
3 Eine gute Darstellung der historischen Entwicklung der Untersuchung der Parita¨tsverletzung in
Atomen findet sich in [22].
4In der Literatur wird ha¨ufig die Abku¨rzung APV fu¨r Atomic Parity Violation verwendet.
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1.2 Motivation
Wir interessieren uns in dieser Arbeit fu¨r Parita¨tsverletzung in leichten Atomen, insbeson-
dere Wasserstoff und Deuterium. Wie oben bereits erwa¨hnt, kann man bei diesen einfachen
atomaren Systemen numerische Rechnungen bis zu hoher Genauigkeit durchfu¨hren. Die
experimentellen Methoden werden immer empfindlicher, wie das Beispiel des Atomstrahl-
Spinechos zeigt, so dass nach unserer Meinung die berechtigte Hoffnung besteht, auch bei
diesen leichten Atomen P-verletzende Effekte zu messen. Neben der oben diskutierten Mo-
tivation der Messung der schwachen Kernladung kann ein Vergleich der theoretischen und
experimentellen Resultate eine sehr genaue Besta¨tigung des Standardmodells bei niedri-
gen Energien liefern, aber auch Licht in das Dunkel der sogenannten Spinkrise [28, 29]
bringen. Mit diesem Begriff wird die auch heute noch bestehende Unsicherheit [30] u¨ber
die genaue Zusammensetzung des Proton- bzw. Neutronspins bezeichnet, der nur zu einem
kleinen Teil von den drei Valenzquarks getragen wird. Fu¨r eine ausfu¨hrlichere Diskussion
dieses Zusammenhangs verweisen wir auf [31].
Bereits 1983 wurden von Prof. O. Nachtmann und W. Bernreuther [32] parita¨tsverletzen-
de Rotationen der Polarisation von Wasserstoff in elektrischen Feldern theoretisch unter-
sucht, in den 90er Jahren wurden diese Ideen weiter ausgebaut [31, 33, 34, 35]. Es wurde
eine Methode zur resonanten Versta¨rkung der P-verletzenden Polarisations-Rotationen in
elektrischen Feldern vorgeschlagen [31], P-verletzende Energieverschiebungen und geome-
trische Phasen [33, 34] studiert, sowie P-verletzende Effekte in atomarem Dysprosium bei
beinahe entarteten Energieniveaus untersucht [35].
Im Rahmen der dieser Arbeit vorangegangenen Diplomarbeit [36] untersuchten wir aber-
mals P-verletzende Polarisations-Rotationen in elektrischen Feldern, damals am Beispiel
von Deuterium. Wir zeigten die Existenz P-erhaltender Polarisations-Rotationen von Deu-
terium, einem wesentlich sta¨rkeren Effekt als die P-verletzenden Rotationen, der aus
diesem Grund sehr geeignet wa¨re fu¨r ein erstes, vorbereitendes Atomstrahl-Spinecho-
Experiment auf dem Weg zur Messung P-verletzender Effekte in leichten Atomen.
Aus der direkten Nachbarschaft zur Atomstrahl-Spinecho-Gruppe um PD M. DeKieviet,
PhD., und der vielversprechenden Messgenauigkeit der Apparatur entstand die Motivati-
on, die theoretische Untersuchung der P-verletzenden Effekte bei leichten Atomen in eine
quantenmechanische Beschreibung eines Atomstrahl-Spinecho-Experiments einzubetten.
In allen vorherigen Arbeiten wurden Atome in Ruhe in zeitabha¨ngigen Potentialen be-
trachtet, bei denen man sich auf eine quantenmechanische Beschreibung im Hilbertraum
der atomaren Zusta¨nde beschra¨nken konnte. Bei einem Atomstrahl-Spinecho-Experiment
dagegen muss man die Atome daru¨berhinaus als orts- und zeitabha¨ngige Wellenpakete
beschreiben, die die vorgegebene Feldkonfiguration mit einer festgelegten Geschwindig-
keitsverteilung durchqueren.
Im Rahmen dieser Arbeit beschra¨nken wir uns auf die Betrachtung des sogenannten lon-
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gitudinalen Atomstrahl-Spinechos, bei dem es nur eine Strahlachse gibt und die Wel-
lenpakete entlang dieser Achse auseinanderdriften und wieder zusammengefu¨hrt werden.
Im Gegensatz dazu gibt es noch die Mo¨glichkeit des transversalen Atomstrahl-Spinechos,
bei dem die Strahlen ra¨umlich getrennt und wieder zusammengefu¨hrt werden. Wir be-
schra¨nken uns weiterhin nur auf zeitunabha¨ngige elektrische und magnetische Felder.
1.3 Gliederung der Arbeit
Die vorliegende Arbeit liefert eine ausfu¨hrliche Herleitung einer Theorie des longitudi-
nalen Atomstrahlstrahl-Spinechos. Obwohl diese Theorie insbesondere fu¨r neutrale, was-
serstoffa¨hnliche, metastabile Atome in statischen elektrischen und magnetischen Feldern
entwickelt wurde, sollte eine U¨bertragung auf andere Systeme (mit zeitunabha¨ngigem
Matrixpotential) ohne gro¨ßere Schwierigkeiten mo¨glich sein.
In Kapitel 2 gehen wir erste Schritte auf dem Weg zur Beschreibung eines Atomstrahl-
Spinecho-Experiments, indem wir zwei einfache Na¨herungslo¨sungen berechnen, die auf
a¨hnlichen Ansa¨tzen basieren. Wir diskutieren die physikalischen Eigenschaften der beiden
Lo¨sungen.
In Kapitel 3 betrachten wir einige Anwendungen der physikalisch sinnvolleren Na¨he-
rungslo¨sung, die auf der Superposition ebener WKB-Wellen basiert. Wir untersuchen
Reflexion und Transmission an einer Potentialstufe und am Potentialwall und geben in
Abschnitt 3.3 bereits eine theoretische Beschreibung des sogenannten Fahrplanmodells
[14] im adiabatischen Grenzfall an. In diesem Zusammenhang berechnen wir bereits ein
erstes Spinechosignal.
In Kapitel 4 entwickeln wir eine Methode zur Berechnung der Lo¨sung der Schro¨dinger-
Gleichung mit reellem, skalaren Potential in Form einer Reihenentwicklung nach Poten-
zen eines Integraloperators Kˆ. Mit Hilfe dieser Methode sind wir dann in der Lage, die
Na¨herungslo¨sungen aus Kapitel 2 quantitativ zu analysieren und zu vergleichen. Wir un-
tersuchen desweiteren die Korrekturen erster Ordnung zur WKB-Na¨herungslo¨sung und
geben ein Verfahren zur Beru¨cksichtigung der Dispersion bereits ab nullter Ordnung der
Entwicklung an.
In Kapitel 5 betrachten wir komplexe, skalare Potentiale, bei denen das Wellenpaket
mit fortschreitender Zeit zerfa¨llt. Wir demonstrieren die Fa¨higkeit des Formalismus aus
Kapitel 4 zur Selbstkorrektur des urspru¨nglich angesetzten Phasenfaktors.
In Kapitel 6 u¨bertragen wir alle bis dahin gesammelten Erkenntnisse auf den Fall matrix-
wertiger Potentiale und gelangen so zu einer Theorie fu¨r die Beschreibung longitudinaler
Atomstrahl-Spinecho-Experimente. Wir fu¨hren eine Erweiterung des Fahrplanmodells auf
den nichtadiabatischen Fall ein und geben die allgemeine Vorgehensweise fu¨r die Berech-
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nung eines Atomstrahl-Spinecho-Signals an.
In Kapitel 7 stellen wir dann die Verbindung zur Parita¨tsverletzung in Atomen her und
betrachten als Beispiel parita¨tsverletzende geometrische Phasen. Wir entwickeln eine gra-
fische Methode zur Veranschaulichung geometrischer Phasen, die im Spezialfall eines kon-
stanten magnetischen (elektrischen) Feldes und vera¨nderlicher elektrischer (magnetischer)
Feldsta¨rke angewendet werden kann. Schließlich zeigen wir die Existenz P-verletzender
geometrischer Phasen fu¨r eine spezielle Feldkonfiguration.
Kapitel 8 schließt den Hauptteil der Arbeit mit einer Zusammenfassung und einem Aus-
blick auf zuku¨nftige Arbeiten ab.
In Anhang A werden einige quantenmechanische Grundlagen angegeben, die bei den Rech-
nungen der vorliegenden Arbeit verwendet wurden. Nach einer Zusammenfassung der fu¨r
die Beschreibung metastabiler Atome relevanten Wigner-Weisskopf-Methode in Abschnitt
A.1 folgt in Abschnitt A.2 eine grundlegende Diskussion des quantenmechanischen Zwei-
Teilchen-Problems, die zur Aufstellung der matrixwertigen Schro¨dinger-Gleichung fu¨hrt.
Daraufhin geben wir in Abschnitt A.3 Grundlagen fu¨r die Sto¨rungsrechnung mit nicht-
hermiteschen Massenmatrizen an, die wir in Abschnitt A.4 zur Berechnung lokaler Ma-
trixdarstellungen von Ortsableitungsoperatoren einsetzen. Abschnitt A.5 schließt Anhang
A mit einer Hilfsrechnung fu¨r die Parita¨tstransformation der in Kapitel 7 behandelten
geometrischen Flussdichten ab.
In Anhang B werden alle Grundlagen fu¨r die numerische Behandlung von metastabilem
Wasserstoff und Deuterium in elektrischen und magnetischen Feldern inklusive der P-
verletzenden Beitra¨ge zur Massenmatrix angegeben. Dort finden sich zahlreiche Tabellen
mit den Matrixdarstellungen der Operatoren fu¨r das magnetische Moment und das Dipol-
moment von Wasserstoff und Deuterium, sowie die zugeho¨rigen freien Massenmatrizen.
Anhang C behandelt die sogenannte Gabor-Transformation, die eine Methode zur Su-
perposition von Funktionen mit lokalisierten Wellenpaketen ist. Eine vereinfachte Version
dieser Transformation wird in Abschnitt 4.3.5 fu¨r das Verfahren zur besseren Beru¨ck-
sichtigung der Dispersion der Wellenpakete in der Reihenentwicklung der Lo¨sung der
Schro¨dinger-Gleichung verwendet.
Kapitel 2
Vorbetrachtungen
2.1 Longitudinales Atomstrahl-Spinecho
In diesem Kapitel wollen wir erste Schritte auf dem Weg zur theoretischen Beschreibung
eines longitudinalen Atomstrahl-Spinecho-Experiments gehen, bei dem ein Atom eine An-
ordnung statischer elektrischer und magnetischer Felder durchqueren soll, siehe Abb. 2.1a.
Bereits diese sehr oberfla¨chlichen Beschreibung des in der vorliegenden Arbeit betrachte-
|Ψ(Z, t)〉
E(Z),B(Z) Z
(2.1a)
E(Z),B(Z) Z
B3
(2.1b)
Abbildung 2.1: Schematischer Aufbau eines longitudinalen Atomstrahl-Spinecho-Experiments.
Erla¨uterungen siehe Text.
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ten Spezialfalls des lABSE1 zeigt, was eine entsprechende Theorie leisten muss, na¨mlich
die quantenmechanische Beschreibung des Atoms als Wellenpaket unter dem Einfluss der
durch die elektrischen und magnetischen Felder erzeugten Potentiale.
Wie in der Einleitung bereits erkla¨rt, befindet sich die gewu¨nschte Feldkonfiguration beim
lABSE in der Regel zwischen den sogenannten Spinecho-Feldern, siehe Abb. 2.1b. Dies
sind einfach zwei antiparallele Magnetfelder in Strahlrichtung, die dafu¨r sorgen, dass die
Wellenpakete aufgrund unterschiedlicher Potentiale im ersten Magnetfeld zuna¨chst aus-
einander driften und im zweiten Feld wieder zusammengefu¨hrt werden, so dass es durch
den U¨berlapp je zweier Teilwellenpakete zu beobachtbaren Interferenzmustern kommt.
In Abschnitt 3.3 werden wir all dies an einem einfachen Beispiel genauer erla¨utern. Zu-
vor jedoch wollen wir im folgenden Abschnitt 2.2 einen ersten einfachen Ansatz fu¨r die
Beschreibung eines Atoms in einem matrixwertigen Potential machen. Die Unzula¨nglich-
keiten, die sich bei diesem Ansatz offenbaren werden, machen eine genauere Untersuchung
von zuna¨chst eindimensionalen Wellenpaketen in skalaren Potentialen notwendig, die in
Abschnitt 2.3 begonnen wird und erst in Kapitel 6 wieder auf den Fall matrixwertiger
Potentiale ausgedehnt wird.
2.2 Die Charakteristiken-Lo¨sung
2.2.1 Eine Na¨herungslo¨sung der Schro¨dinger-Gleichung
Beginnen wir mit einer einfachen, qualitativen U¨berlegung: Der quantenmechanische Ge-
samtzustand |Ψ(Z, t)〉 des Atoms ist eine Superposition innerer atomarer Zusta¨nde2.
Zusa¨tzlich muss das Atom im Ortsraum als zeitabha¨ngige Wellenfunktion beschrieben
werden, also von der Koordinate Z und der Zeit t abha¨ngen. Insgesamt kann also das
Atom als ein verallgemeinerter Spinor geschrieben werden, dessen Komponenten die Wel-
lenfunktionen der inneren, atomaren Zusta¨nde sind. Das elektrische und das magnetische
Feld fu¨hren zur Wechselwirkung der Komponenten-Wellenfunktionen, d.h. das durch die
Felder verursachte, ortsabha¨ngige Potential kann in Form einer MatrixM (Z) geschrieben
werden.
Wir ko¨nnen also eine matrixwertige Schro¨dinger-Gleichung fu¨r den atomaren Gesamtzu-
1Die Abku¨rzung ABSE fu¨r den englischen Ausdruck Atomic Beam Spin Echo ist u¨blich. Da wir hier nur
das longitudinale ABSE untersuchen, verwenden wir in diesem Zusammenhang die Abku¨rzung lABSE.
2Die genauere Spezifizierung dieser inneren atomaren Zusta¨nde wollen wir auf einen spa¨teren Zeit-
punkt verschieben. In diesem einfu¨hrenden Abschnitt 2.2 wollen wir uns zuna¨chst ein grobes Bild der
zu beschreibenden Situation machen. Der ungeduldige Leser sei bereits auf Anhang A.2 verwiesen, wo
entsprechende Grundlagen ausfu¨hrlich behandelt werden.
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stand in der Form(
− 1
2M
∂2Z +M (Z)
)
|Ψ(Z, t)〉 = i∂t|Ψ(Z, t)〉 , (2.1)
ansetzen. Wir separieren im atomaren Gesamtzustand eine ebene Welle mit mittlerer
Wellenzahl k¯ und Energie ω¯ ab und schreiben
|Ψ(Z, t)〉 = ei(k¯Z−ω¯t)|A(Z, t)〉 . (2.2)
Nun nehmen wir an, die Potentialmatrix M (Z) variiere nur langsam mit dem Ort und
die zugrundeliegenden Felder seien schwach genug, um nur geringe Unterschiede in den
Potentialen der einzelnen atomaren Zusta¨nde zu verursachen. Ferner nehmen wir an, wir
betrachten nur sehr breite Wellenpakete im Ortsraum. Unter diesen Voraussetzungen wird
auch der Amplituden-Spinor |A(Z, t)〉 im Ort nur langsam variieren und wir ko¨nnen seine
zweite Ortsableitung in der Schro¨dinger-Gleichung vernachla¨ssigen.
Wir erhalten dann nach Einsetzen von (2.2) in Gl. (2.1)
(ω¯ + i∂t)|A(Z, t)〉 =
[
− 1
2M
(−k¯2 + 2ik¯∂Z + ∂2Z)+M (Z)] |A(Z, t)〉
≈
[
− 1
2M
(−k¯2 + 2ik¯∂Z)+M (Z)] |A(Z, t)〉 (2.3)
Nun setzen wir ω¯ = k¯2/2M und erhalten damit die in der hier gemachten Na¨herung
gu¨ltige Schro¨dinger-Gleichung(
i
k¯
M
∂Z + i∂t −M (Z)
)
|A(Z, t)〉 = 0 (2.4)
fu¨r den Amplituden-Spinor |A(Z, t)〉.
Eine Standard-Methode zum Lo¨sen dieser einfachen partiellen Differentialgleichung
(DGL) ist die Methode der Charakteristiken (eine gute Darstellung findet sich z.B. in
[37], Kap. 8.2). Hierbei fu¨hrt man eine Variablentransformation durch, die die partielle
DGL zweier Variabler in eine gewo¨hnliche DGL einer Variablen u¨berfu¨hrt. Wir definieren
hier
η :=
1
2
(
t+
M
k¯
Z
)
,
ξ :=
1
2
(
t− M
k¯
Z
)
.
(2.5)
Damit gilt die Ru¨cktransformation
t = η + ξ ,
Z =
k¯
M
(η − ξ) ,
(2.6)
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und die Differentialoperatoren lauten
∂Z =
∂η
∂Z
∂η +
∂ξ
∂Z
∂ξ =
m
2k¯
(∂η − ∂ξ) , (2.7)
∂t =
∂η
∂t
∂η +
∂ξ
∂t
∂ξ =
1
2
(∂η + ∂ξ) , (2.8)
und somit ko¨nnen wir Gl. (2.4) umschreiben in[
i∂η −M (Z(η, ξ))
]|A(Z(η, ξ), t(η, ξ))〉 = 0 (2.9)
Mit der Definition |B(η, ξ)〉 := |A(Z(η, ξ), t(η, ξ))〉 erhalten wir die Gleichung[
i∂η −M (Z(η, ξ))
]|B(η, ξ)〉 = 0 , (2.10)
deren Lo¨sung
|B(η, ξ)〉 = P exp
−i
η∫
η0
dη′ M (Z(η′, ξ))
 |B(η0, ξ)〉 , (η ≥ η0)
lautet. Die Einschra¨nkung η > η0 ist wichtig, da die Pfadordnung, die hier bzgl. der Inte-
grationsvariable η′ zu nehmen ist, ansonsten die Operatoren M (Z(η′, ξ)) in die verkehrte
Reihenfolge bringen wu¨rde3. Dieses Problem umgeht man mit einer Parametrisierung des
Weges von η0 nach η:
η′(%) = (1− %)η0 + %η, (0 ≤ % ≤ 1) . (2.11)
Dann wird na¨mlich
dη′ = (η − η0) d% (2.12)
und die Lo¨sung kann nun fu¨r beliebige Werte von η geschrieben werden als
|B(η, ξ)〉 = P exp
−i
1∫
0
d% (η − η0)M (Z(η′(%), ξ))
 |B(η0, ξ)〉 (2.13)
Dabei steht P fu¨r die Pfadordnung/Zeitordnung bzgl. des Parameters %. Im Argument
der Matrix M (Z(η′(%), ξ)) ist Z gema¨ß der Transformationsvorschrift (2.6) und η′(%) aus
(2.12) einzusetzen. Betrachtet man Gl. (2.13) genauer, so erkennt man, dass der Operator
V(η, η0; ξ)|B(η0, ξ)〉 := P exp
−i
1∫
0
d% (η − η0)M (Z(η′(%), ξ))
 (2.14)
den Zustand |B(η0, ξ)〉 mit dem Zustand |B(η, ξ)〉 verbindet, und zwar entlang einer Linie
mit konstantem ξ. Der Operator V(η, η0; ξ)|B(η0, ξ)〉 ist ein Konnektor (siehe z.B. [38],
Gl. (2.23 f.)) mit den folgenden Eigenschaften:
3Der Pfad wird stets von η0 → η durchlaufen, die Pfadordnung wu¨rde fu¨r η < η0 die Operatoren
jedoch so anordnen, also wu¨rde der Pfad von η → η0 durchlaufen werden.
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• Neutrales Element: Der Konnektor entlang eines geschlossenen Pfades ist gleich
dem Einheitsoperator:
V(η, η; ξ) = 1 . (2.15)
• Inverser Konnektor: Den inversen Konnektor erha¨lt man durch Vertauschen von
Anfangs- und Endpunkt und dem ru¨ckwa¨rts durchlaufenen Pfad, d.h. hier: bei fes-
tem ξ sind die Integrationsgrenzen zu vertauschen:
V(η2, η1; ξ)V(η1, η2; ξ) = 1 . (2.16)
• Produkt von Konnektoren: Das Produkt zweier Konnektoren fu¨r zwei verbun-
dene Pfade entspricht dem Konnektor u¨ber den gesamten Pfad, d.h. hier bei festem
ξ gilt:
V(η3, η2; ξ)V(η2, η1; ξ) = V(η3, η1; ξ) (2.17)
2.2.2 Eigenschaften der Charakteristiken-Lo¨sung
Anfangsbedingungen
Ein Problem der Lo¨sung aus Gl. (2.13) sind die Anfangsbedingungen. Ausgehend von
einem Amplituden-Spinor |A(Z, t = t0)〉 zur Zeit t0 interessiert man sich fu¨r den
Amplituden-Spinor zu einer Zeit t > t0. Das η-ξ-Koordinatensystem, in dem die Lo¨sung
(2.13) lebt, ist aber relativ zum Z-t-Koordinatensystem gedreht (da sowohl η als auch ξ
lineare Funktionen in Z und t sind). Um eine anschauliche Lo¨sung zu erhalten, mu¨ssen wir
Gl. (2.13) in die urspru¨nglichen Koordinaten (Z, t) zuru¨cktransformieren. Dazu verwenden
wir die Eigenschaften der eben eingefu¨hrten Konnektoren.
Mit Hilfe der Transformationsvorschrift (2.5) identifizieren wir
|A(Z, t0)〉 = |B(η(Z, t0), ξ(Z, t0))〉 = |B(12(t0 + Mk¯ Z), 12(t0 − Mk¯ Z))〉 . (2.18)
Nun setzen wir auf der rechten Seite die Lo¨sung (2.13) ein und erhalten fu¨r beliebiges η0
|A(Z, t0)〉 = V(12(t0 + Mk¯ Z), η0; ξ)|B(η0, ξ)〉 (2.19)
mit
ξ = 1
2
(t0 − M
k¯
Z) . (2.20)
Wir ko¨nnen nun die Lo¨sung zu einer spa¨teren Zeit t durch erneutes Anwenden eines Kon-
nektors erhalten. Dabei mu¨ssen wir allerdings beachten, dass der Konnektor nur Punkte
entlang Linien mit konstantem ξ verbindet. Gema¨ß
ξ = 1
2
(t− M
k¯
Z ′)
(2.20)
= 1
2
(t0 − M
k¯
Z) (2.21)
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gelangen wir also im Z-t-Koordinatensystem auch zu einem anderen Ort Z ′. Anhand von
Gl. (2.21) ko¨nnen wir in Verbindung mit der Definition von ξ(Z, t) und η(Z, t) aus Gl.
(2.5) den Wert von η bestimmen, fu¨r den wir den Konnektor beno¨tigen. Es folgt
|A(Z ′, t)〉 = |B(η(Z ′, t), ξ(Z ′, t))〉 = V(1
2
(t+ M
k¯
Z ′), η0; ξ)|B(η0, ξ)〉 . (2.22)
Um die Verbindung zwischen dem Anfangswert |A(Z, t0)〉 und |A(Z ′, t)〉 herzustellen, lo¨sen
wir (2.19) nach |B(η0, ξ)〉 auf und setzen das Ergebnis in (2.22) ein. Es folgt
|A(Z ′, t)〉 = V(1
2
(t+ M
k¯
Z ′), η0; ξ)V−1(12(t0 + Mk¯ Z), η0; ξ)|A(Z, t0)〉 . (2.23)
Mit Hilfe der Relationen (2.16) und (2.17)
|A(Z ′, t)〉 = V(1
2
(t+ M
k¯
Z ′), 1
2
(t0 +
M
k¯
Z); ξ)|A(Z, t0)〉 . (2.24)
Die beiden Werte Z und Z ′ ha¨ngen u¨ber Gl. (2.21) voneinander ab. Wir ersetzen daher
Z = Z ′ − k¯
M
(t− t0) (2.25)
und erhalten
|A(Z ′, t)〉 = V(1
2
(t+ M
k¯
Z ′), t0 − 12(t− Mk¯ Z
′); ξ)|A(Z ′ − k¯
M
(t− t0), t0)〉 . (2.26)
Setzen wir die explizite Darstellung des Konnektors aus (2.13) ein, so folgt schließlich
nach Umbenennung von Z ′ in Z
|A(Z, t)〉 = P exp
−i
1∫
0
d% (t− t0)M (Z(η′(%), ξ))
 |A(Z − k¯M (t− t0), t0)〉 (2.27)
mit η′(%) aus (2.11), sowie η und ξ aus (2.5).
Wir ko¨nnen im pfadgeordneten Integral die Substitution Z ′ = k¯
M
(η′ − ξ) durchfu¨hren
(siehe (2.6)), was wegen ξ = const zu dη′ = M
k¯
dZ ′ fu¨hrt. Wegen (2.11) und (2.26) folgt
damit dη′ = (t− t0) d% = Mk¯ dZ ′ und somit Z ′(%) = Mk¯ (t− t0)%+ Z
′
0. Mit Z
′(1) = Z und
Z ′(0) = Z ′0 = Z − k¯M (t− t0) erhalten wir schließlich
|A(Z, t)〉 = P exp
−i
M
k¯
Z∫
Z− k¯
M
(t−t0)
dZ ′ M (Z ′)
 |ϕ˜
(
Z − k¯
M
(t− t0)
)
〉 , (t ≥ t0) .
(2.28)
Wir haben hier eine Umbenennung |ϕ˜
(
Z − k¯
M
(t− t0)
)
〉 = |A(Z − k¯
M
(t− t0), t0)〉 durch-
gefu¨hrt, um Vergleiche mit den Ergebnissen der Rechnungen in den folgenden Kapiteln
zu erleichtern. Die Einschra¨nkung t ≥ t0 ist wieder notwendig, damit die Pfadordnung
das richtige Ergebnis liefert (siehe Fußnote 3 auf Seite 10).
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Grafische Veranschaulichung der Charakteristiken-Lo¨sung
Wir wollen nun die eben gemachte Rechnung und Vorgehensweise grafisch veranschauli-
chen. Zuna¨chst betrachten wir Gl. (2.19). In der grafischen Interpretation entspricht diese
Gleichung der Verbindung eines Punktes (η0, ξ) mit (z(η, ξ), t0(η, ξ)) u¨ber den Konnektor,
angedeutet durch den Pfeil (b) in Abb. 2.2. Der Wert |B(η0, ξ)〉 wird durch (2.19) auf den
Wert |A(Z, t0)〉 abgebildet.
Stellen wir die Gleichung nach |B(η0, ξ)〉 um, so kehrt der Pfeil seine Richtung um, d.h.
es wird der Anfangswert |A(Z, t0)〉 mit dem Wert |B(η0, ξ)〉 verbunden. Da wir aber an
|A(Z ′, t)〉 zu einer festen Zeit t interessiert sind, muss der Wert |B(η0, ξ)〉 erneut mit
|A(Z ′, t)〉 verbunden werden. Dies ist mit den beiden Pfeilen (a) auf der linken Seite von
Abb. 2.2 angedeutet und entspricht Gl. (2.23).
Die beiden Konnektoren, die je zwei Funktionswerte entlang desselben Pfades verbinden,
lassen sich schließlich zu einem einzigen Konnektor zusammenfassen, so dass am Ende
nur die Verbindung von |A(Z, t0)〉 mit |A(Z ′, t)〉 verbleibt.
(a)
(b)
t
ξ =const
η =const
η0
t0
Z
Abbildung 2.2: Geometrische Veranschaulichung der Problematik des Anfangswertproblems.
Die Bewegungsgleichung fu¨r das Wellenpaket wurde in den neuen Koordinaten (η, ξ) gelo¨st. Die
gestrichelten Linien sind die Linien mit jeweils konstantem η bzw. ξ.
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Direkte Implementation der Anfangsbedingungen
Motiviert von dieser grafischen Veranschaulichung wollen wir nun versuchen, den direkten
Weg von |A(Z, t0)〉 zu |A(Z ′, t)〉 gehen. Dazu setzen wir bei der Differentialgleichung (2.9)
an, deren Lo¨sung (mit korrekter Parametrisierung des Pfades, s. Gl. (2.11))
|A(Z(η, ξ), t(η, ξ))〉 = P exp
−i
1∫
0
d% (η − η0)M (Z(η′(%), ξ))

× |A(Z(η0, ξ), t(η0, ξ))〉
(2.29)
lautet. Gema¨ß Abb. 2.2 wird der Wert des Amplituden-Spinors an einer Stelle (Z0, t0)
entlang der Linie mit festem ξ mit dem Wert |A(Z, t)〉 u¨ber das pfadgeordnete Integral
(Konnektor) verbunden. Interessiert man sich nun fu¨r den Wert |A(Z, t)〉, so legt dies
eindeutig den Wert von ξ fest, s. Gl. (2.5). Bei gegebener Anfangszeit t0 kann man damit
auf die urspru¨ngliche Stelle Z0 schließen, mit dem der Punkt (Z, t) verbunden ist. Es gilt
ξ
(2.5)
= 1
2
(
t− M
k¯
Z
)
= 1
2
(
t0 − M
k¯
Z0
)
(2.30)
und somit
Z(t− t0, Z0) = k¯M (t− t0) + Z0 , Z0(t− t0, Z) = Z − k¯M (t− t0) . (2.31)
Im Konnektor werden die Anfangs- und Endwerte η0, η fu¨r die betrachteten Punkte
(Z0, t0), (Z, t) beno¨tigt. Es gilt nach (2.5):
η0 =
1
2
(
t0 +
M
k¯
Z0
)
= 1
2
(
2t0 − t+ M
k¯
Z
)
= t0 − ξ,
η = 1
2
(
t+ M
k¯
Z
)
, η − η0 = t− t0 .
(2.32)
Nach (2.6) gilt außerdem
Z(η0, ξ) =
k¯
M
(η0 − ξ) (2.30),(2.32)= Z0, t(η0, ξ) = η0 + ξ = t0 . (2.33)
Damit lautet die Lo¨sung (2.29)
|A(Z, t)〉 = P exp
−i
1∫
0
d% (t− t0)M ( k¯M (η′(%)− ξ))
 |A(Z0, t0)〉 . (2.34)
Dieses Ergebnis ist, nach Einsetzen von Z0 aus (2.31), vo¨llig identisch mit (2.27) und somit
a¨quivalent zu (2.28). Wir haben es hier jedoch ohne die Verwendung der Zwischenfunktion
|B(η0, ξ)〉 erhalten.
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Abschließende Bemerkungen zur Charakteristiken-Lo¨sung
Eine interessante Eigenschaft der Lo¨sung (2.34) sieht man im adiabatischen Grenzfall.
Dann ist die Potentialmatrix M (Z) diagonal, die Pfadordnung entfa¨llt und es treten kei-
nerlei Mischungen zwischen Wellenpaketen unterschiedlicher Zusta¨nde auf. Jedes Wellen-
paket bekommt dann gema¨ß der Lo¨sung einen dynamischen Phasenfaktor. Da die Wellen-
pakete nur von einer einzigen, orts- und zeitabha¨ngigen Funktion Z0(Z, t) = Z− k¯M (t− t0)
abha¨ngen, gibt es keine Dispersion. Desweiteren ist die Geschwindigkeit der Wellenpakete
mit v¯ = k¯/M auch in den Potentialen stets konstant.
Offenbar hat also die Verwendung des sehr einfachen Ansatzes (2.2) mit dem Phasenwin-
kel einer ebenen Welle in Verbindung mit der Vernachla¨ssigung der zweiten Ortsableitung
des Amplituden-Spinors zu einer sehr eingeschra¨nkt gu¨ltigen Na¨herungslo¨sung gefu¨hrt.
Dies soll uns als Motivation dienen, nach besseren Lo¨sungsverfahren der matrixwertigen
Schro¨dinger-Gleichung zu suchen. Insbesondere wollen wir im folgenden Abschnitt 2.3
zuna¨chst eine verbesserte Na¨herung fu¨r ein eindimensionales Wellenpaket in einem reel-
len Potential untersuchen. Erst nachdem wir diese Na¨herungslo¨sung eingehend studiert
haben, kommen wir in Kap. 5 zuna¨chst zu komplexen, skalaren Potentialen und in Kap.
6 dann schließlich wieder zuru¨ck zu matrixwertigen Potentialen.
2.3 Die WKB-Lo¨sung
Ab sofort betrachten wir nur stationa¨re, reelle, skalare Potentiale die von einer Ortsko-
ordinate z abha¨ngen. Erst in Kapitel 5 werden wir zu komplex-skalaren Potentialen und
in Kapitel 6 dann schließlich zu allgemeinen Matrixpotentialen u¨bergehen. Die im voran-
gegangenen Abschnitt 2.2 verwendeten Spinoren |Ψ(Z, t)〉 und |A(Z, t)〉 werden nun also
durch skalare Funktion Ψ(z, t) und A(z, t) ersetzt. Da die quantenmechanischen U¨berle-
gungen der folgenden Kapitel allgemeinerer Natur sind und sich nicht mehr direkt auf
die Beschreibung eines Atoms beziehen, schreiben wir anstelle der Gesamtmasse M des
Atoms und seiner Schwerpunktskoordinate Z nun allgemeiner m fu¨r die Masse des durch
die Wellenfunktion repra¨sentierten Teilchens und z fu¨r die Ortskoordinate.
2.3.1 Eine verbesserte Na¨herungslo¨sung der Schro¨dinger-
Gleichung
Macht man in der urspru¨nglichen Schro¨dinger-Gleichung (mit reellem, skalaren Potential
V (z)),(
∂2z − 2mV (z) + 2mi∂t
)
Ψ(z, t) = 0 , (2.35)
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den allgemeinen Ansatz
Ψ(z, t) = eiφ(z,t)A(z, t) , (2.36)
so erha¨lt man nach Einsetzen in die Schro¨dinger-Gleichung
0 = (i∂2zφ(z, t)− (∂zφ(z, t))2 − 2mV (z)− 2m∂tφ(z, t))A(z, t)
+ 2i(∂zφ(z, t))(∂zA(z, t)) + ∂
2
zA(z, t) + 2mi∂tA(z, t) .
(2.37)
Vernachla¨ssigt man nun generell alle zweiten Ortsableitungen, d.h.
∂2zφ(z, t) ≈ 0, ∂2zA(z, t) ≈ 0 , (2.38)
und betrachtet weiterhin nur Lo¨sungen, die der Forderung
(∂zφ(z, t))
2 + 2mV (z) + 2m∂tφ(z, t) = 0 (2.39)
genu¨gen, so muss fu¨r die Amplitudenfunktion A(z, t) die Gleichung
1
m
(∂zφ(z, t)) (∂zA(z, t)) + ∂tA(z, t) = 0 (2.40)
gelten.
Die Gleichung (2.39) fu¨r den Phasenwinkel φ(z, t) wird gelo¨st von
φ±(z, t) = − k¯
2
2m
t±
z∫
z0
dz′
√
k¯2 − 2mV (z′) , (2.41)
wobei k¯ die mittlere Wellenzahl des betrachteten Teilchens ist. Die Gesamtenergie des
Teilchens, die im potentialfreien Fall identisch mit der kinetischen Energie ist, lautet
demzufolge
Eges =
k¯2
2m
. (2.42)
Wir wa¨hlen hier die Lo¨sung φ+(z, t), die dem Phasenwinkel einer bei fortschreitender Zeit
in positive z-Richtung laufenden ebenen Welle entspricht. Im Folgenden sei also
φ(z, t) = − k¯
2
2m
t+
z∫
z0
dz′
√
k¯2 − 2mV (z′) . (2.43)
Setzen wir dies in die Gl. (2.40) fu¨r die Amplitudenfunktion ein, so folgt√
k¯2 − 2mV (z)
m
∂zA(z, t) + ∂tA(z, t) = 0 , (2.44)
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was von jeder Funktion A(z, t) = ϕ(ζ(z)− τ(t)) erfu¨llt wird, sofern man die neuen Koor-
dinaten ζ(z) und τ(t) definiert als
ζ(z) :=
z∫
z0
dz′
k¯√
k¯2 − 2mV (z′)
, τ(t) :=
k¯
m
t . (2.45)
Insgesamt lautet die Wellenfunktion also nach Einsetzen aller Gro¨ßen
Ψ(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − 2mV (z′)
ϕ(ζ(z)− τ(t)) . (2.46)
Der im Phasenwinkel von Gl. (2.46) enthaltene Anteil
Sk¯(z) :=
z∫
z0
dz′
√
k¯2 − 2mV (z′) (2.47)
entspricht dem Phasenwinkel der WKB-Na¨herung. Die WKB-Methode (siehe z.B. [39],
Bd. 1, Kap. 6.2) liefert eine semiklassische Na¨herungslo¨sung der Schro¨dinger-Gleichung
in dem Sinne, dass ~ als kleiner Parameter betrachtet wird, nach dem die Wellenfunk-
tion entwickelt wird und Beitra¨ge der Ordnung O(~2) vernachla¨ssigt werden. Fu¨r eine
stationa¨re, ebene Welle mit Wellenzahl k erha¨lt man dann die Lo¨sung
ψWKBk (z) = A
WKB
k (z) exp {iSk(z)} , (2.48)
mit Sk(z) wie in (2.47) und
AWKBk (z) =
C√
∂zSk(z)
. (2.49)
Es zeigt sich, dass diese Lo¨sung genau dann eine gute Na¨herung ist, wenn
|m∂zV (z)|
|(k2 − 2mV (z))|3/2
 1 (2.50)
erfu¨llt ist, d.h. die A¨nderung des Potentials auf der Skala der lokalen Wellenla¨nge muss
vernachla¨ssigbar klein sein.
In einem Atomstrahl-Spinecho-Experiment wie wir es in der vorliegenden Arbeit be-
trachten wollen, muss diese Na¨herung nicht unbedingt erfu¨llt sein, insbesondere wenn
nicht-adiabatische U¨berga¨nge beru¨cksichtigt werden mu¨ssen. Zuna¨chst wollen wir aber
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annehmen, die WKB-Na¨herung sei erfu¨llt und Korrekturen zur Na¨herungslo¨sung spa¨ter
untersuchen.
Eine Na¨herung, die bei lABSE-Experimenten in der Regel sehr gut erfu¨llt ist, ist die, dass
das Potential V (z) sehr viel kleiner als die Gesamtenergie (2.42) des Teilchens ist (siehe
[13], Abschnitt 3.3.1, S. 53). Tatsa¨chlich gilt etwa
V (z)
Eges
=
2mV (z)
k¯2
≈ 10−5 . (2.51)
In diesem Fall wird sich die lokale Wellenzahl, definiert durch
k(z) := ∂zSk¯(z) =
√
k¯2 − 2mV (z) (2.52)
nur wenig a¨ndern und man kann fu¨r die WKB-Amplitude
AWKBk (z) ≈ 1 (2.53)
annehmen. Aus den WKB-Wellen (2.48) mit Amplitude AWKBk (z) ≈ 1 wollen wir nun ein
Wellenpaket superponieren. Es sei also
Ψ(z, t) =
∫
dk Ψ˜(k − k¯)ψk(z, t) , (2.54)
wobei die Amplitudenfunktion Ψ˜(k− k¯) bei Null ein stark ausgepra¨gtes Maximum haben
soll, d.h. k¯ ist der mittlere Impuls des freien Wellenpakets.
Mit der Na¨herung (2.53) und der Substitution k′ = k − k¯ folgt weiter
Ψ(z, t) =
∫
dk′ Ψ˜(k′) exp
−i (k¯ + k′)22m t+ i
z∫
z0
dz′
√
(k¯ + k′)2 − 2mV (z′)
 .
(2.55)
In der Entwicklung
(k¯ + k′)2 = k¯2 + 2k′k¯ + k′2 ≈ k¯2 + 2k′k¯ . (2.56)
ist die Vernachla¨ssigung von k′2 gerechtfertigt durch die geforderte, starke Lokalisierung
von Ψ˜(k) um Null, d.h.
∣∣k′/k¯∣∣ 1. Wir ko¨nnen also schreiben
Ψ(z, t) =
∫
dk′ Ψ˜(k′) exp
{
−i k¯
2
2m
t− ik
′k¯
m
t
}
× exp
i
z∫
z0
dz′
√
k¯2 − 2mV (z′) + 2k′k¯

(2.57)
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und erhalten mit√
k¯2 − 2mV (z′) + 2k′k¯ =
√
k¯2 − 2mV (z′)
(
1 +
2k′k¯
k¯2 − 2mV (z′)
)1/2
≈
√
k¯2 − 2mV (z′)
(
1 +
k′k¯
k¯2 − 2mV (z′)
) (2.58)
die Wellenfunktion
Ψ(z, t) =
∫
dk′ Ψ˜(k′) exp
{
−i k¯
2
2m
t− ik
′k¯
m
t
}
× exp
i
z∫
z0
dz′
√
k¯2 − 2mV (z′) + ik
′k¯
m
z∫
z0
dz′
m√
k¯2 − 2mV (z′)
 .
(2.59)
Wir ko¨nnen nun den von k′ unabha¨ngigen Anteil aus dem Integral herausziehen und
erhalten schließlich
Ψ(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − 2mV (z′)

×
∫
dk′ Ψ˜(k′) exp
−ik′k¯m
t− z∫
z0
dz′
m√
k¯2 − 2mV (z′)
 .
(2.60)
Der Phasenfaktor vor dem Integral ist bereits identisch mit dem Phasenfaktor aus (2.46).
Das Integral selbst ist eine Fouriertransformation der Funktion Ψ˜(k′) an der Stelle
ζ(z)− τ(t) = k¯
m
 z∫
z0
dz′
m√
k¯2 − 2mV (z′)
− t
 , (2.61)
in der wir die bereits in (2.45) definierten Funktionen ζ(z) und τ(t) wiedererkennen. Die
Fouriertransformierte von Ψ˜(k′) wollen wir mit dem Buchstaben ϕ bezeichnen, d.h. wir
erhalten hier die Amplitudenfunktion
ϕ(ζ(z)− τ(t)) :=
∫
dk′ Ψ˜(k′)eik
′(ζ(z)−τ(t)) (2.62)
und fu¨r die gesamte Wellenfunktion den Ausdruck
Ψ(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − 2mV (z′)
ϕ(ζ(z)− τ(t)) . (2.63)
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Dieses Ergebnis stimmt mit Gl. (2.46) u¨berein und zeigt somit, dass die Bezeichnung dieser
Wellenfunktion als WKB-Lo¨sung gerechtfertigt ist, denn wir haben hier WKB-Wellen
superponiert. Wir wollen zum Abschluss dieses Abschnitts noch einmal alle Na¨herungen
auflisten, die wir bei der Herleitung der Lo¨sung (2.63) gemacht haben:
W1) WKB-Na¨herung (2.50),
W2) Eges =
k¯2
2m
 V (z), d.h. AWKBk (z) ≈ 1,
W3) k¯  ∆k, wobei ∆k die Breite der Fouriertransformierten Ψ˜(k) der Amplitudenfunk-
tion ϕ(ζ) im Impulsraum sein soll.
2.3.2 Eigenschaften der WKB-Lo¨sung
Anfangsbedingungen
Die Anfangsbedingungen fu¨r die Wellenfunktion (2.63) sind leicht zu implementieren. Zur
Zeit t = 0 wird na¨mlich
Ψ(z, t = 0) = exp
i
z∫
z0
dz′
√
k¯2 − 2mV (z′)
ϕ(ζ(z)) . (2.64)
Wir ko¨nnen o.B.d.A. stets davon ausgehen, dass die Amplitudenfunktion ϕ(ζ) um ζ =
0 zentriert ist. Somit ist nach Definition von ζ(z) die Amplitudenfunktion ϕ(ζ(z)) im
Ortsraum um die in ζ(z) vorkommende Integrationsuntergrenze z0 zentriert. Wa¨hlt man
z0 so, dass das Anfangswellenpaket vollsta¨ndig im potentialfreien Bereich lokalisiert ist
4,
so kann man, wegen k(z) = k¯ fu¨r ϕ(ζ(z)) 6= 0, vereinfachend ζ(z) durch z − z0 ersetzen
und erha¨lt
Ψ(z, t = 0) = exp
{
ik¯ (z − z0)
}
ϕ(z − z0) . (2.65)
Hier kann man nun leicht die gewu¨nschte Einhu¨llende ϕ(z− z0) des Anfangswellenpakets
im Ortsraum festlegen.
Gaußsches Wellenpaket
Wa¨hlen wir z.B. als Anfangsbedingung ein um z0 zentriertes Wellenpaket mit Wellenzahl
k¯, d.h.
Ψ(z, t0 = 0) = N (σ) exp
{
ik¯(z − z0)− (z−z0)22σ2
}
(2.66)
4 Diese Annahme wird uns im weiteren Verlauf der Arbeit noch sehr ha¨ufig begegnen.
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mit
N (σ) = (σ√pi)−1/2 , (2.67)
so ist die Einhu¨llende gema¨ß (2.65) gegeben durch
ϕ(z − z0) = (σ
√
pi)−1/2 exp
{
− (z−z0)2
2σ2
}
. (2.68)
Die Breite5 2σ und z0 seien so gewa¨hlt, dass das Potential V (z) u¨ber die gesamte Aus-
dehnung des Wellenpakets als Null angesehen werden kann, siehe Abb. 2.3.
V (z)
z
z0
σ
Ψ(z, 0)
Abbildung 2.3: Das Gaußsche Wellenpaket zur Zeit t = 0.
Unter diesen Voraussetzungen gilt nach (2.62)
ϕ(z − z0) = N (σ) exp
{
(z−z0)2
2σ2
}
=
∫
dk′ Ψ˜(k′) exp {ik′(z − z0)} (2.69)
und daher mit z′ = z − z0
Ψ˜(k′) =
N (σ)
2pi
∫
dz′ exp
{
− z
′2
2σ2
}
exp {−ik′z′} = σ√
2pi
N(σ) exp
{
−σ
2
2
k′2
}
.
(2.70)
Die Breite des Gaußschen Wellenpaketes im Impulsraum ist also 2/σ (vgl. 2σ im Orts-
raum), d.h. fu¨r k′ = ±σ˜ := ±1/σ ist die Amplitude im Impulsraum auf 1/√e abgefallen.
Wir verlangen gema¨ß der Na¨herung (2.56)
(k¯ + k′)2 = k¯2 + 2k′k¯ + k′2 = k¯2
[
1 +
2k′
k¯
+
(
k′
k¯
)2]
≈ k¯2
[
1 +
2k′
k¯
]
, (2.71)
also
2
∣∣∣∣k′k¯
∣∣∣∣ ∣∣∣∣k′k¯
∣∣∣∣2 (2.72)
5Wir richten uns bei der Definition des Gaußschen Wellenpakets nach [40], Kap. 1.11.1. Als Breite
bezeichnen wir nach den Konventionen von [40] die Breite von |Ψ(z, t)|2 bzgl. des 1/e-fachen des Maxi-
mums.
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fu¨r alle k′, bei denen Ψ˜(k′) signifikant von Null verschieden ist. Dies impliziert fu¨r die
Breite σ˜ = 1/σ im Impulsraum
2 σ˜
k¯
=
1
σk¯
⇒ σ  1
2k¯
=
λ¯
4pi
(2.73)
Anschaulich heißt dies, dass die Breite des Wellenpakets viel gro¨ßer sein muss, als die
de-Broglie-Wellenla¨nge der Atome im Strahl. Geht man von einem Strahl atomaren Was-
serstoffs mit mittlerer Geschwindigkeit v¯ = 3500 m/ s aus6, so ergibt sich eine de-Broglie-
Wellenla¨nge von etwa λ¯ = 0, 11 nm und folglich muss fu¨r die Breite des Wellenpakets in
etwa σ  0, 01 nm = 0, 1A˚ gelten.
Dispersionsfreiheit und Schwerpunktsbewegung
Man sieht Gl. (2.63) direkt an, dass die WKB-Lo¨sung dispersionsfrei ist. Die Einhu¨llende
ϕ(ζ(z)−τ(t)) ha¨ngt effektiv nur von einer einzigen Koordinate ab, die in der WKB-Lo¨sung
eine Funktion von Ort und Zeit ist. Mit dem Preis der Dispersionsfreiheit erkauft man
sich aber eine sehr einfach zu verstehende Schwerpunktsbewegung7. Hat ϕ(ζ− τ) na¨mlich
ein ausgepra¨gtes Maximum an der Stelle ζˆ, so bewegt dieses sich gema¨ß
ζˆ = ζ(zˆ(t))− τ(t) =
zˆ(t)∫
z0
dz′
k¯√
k¯2 − 2mV (z′)
− k¯
m
t = const (2.74)
fort, wobei zˆ(t) der Ort des Maximums sei. Die Zeitableitung dieser Gleichung, multipli-
ziert mit m/k¯,
0 =
m√
k¯2 − 2mV (z(t))
dzˆ(t)
dt
− 1 , (2.75)
fu¨hrt auf eine Energie-Erhaltungsgleichung der Form
1
2
m
(
dzˆ(t)
dt
)2
+ V (zˆ(t)) =
k¯2
2m
. (2.76)
Das Maximum des Wellenpakets bewegt sich also wie ein klassisches Teilchen mit der
Gesamtenergie k¯
2
2m
durch das Potential. Dies spiegelt auch den semiklassischen Charakter
der WKB-Lo¨sung wider.
6M. DeKieviet, private Diskussion.
7Der Ausdruck Schwerpunktsbewegung fu¨r ein dispersionsfreies Wellenpaket ist eigentlich nicht no¨tig,
da ja das gesamte Wellenpaket mit gleicher Geschwindigkeit propagiert. Man kann aber davon ausgehen,
dass zumindest im adiabatischen Grenzfall auch der Schwerpunkt eines dispergierenden Wellenpakets in
guter Na¨herung die hier berechnete Bewegung erfa¨hrt.
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Im Vergleich zur Charakteristiken-Lo¨sung (2.28) stellt dies bereits eine enorme Verbes-
serung dar. Wie am Ende von Abschnitt 2.2.2 bereits angesprochen, bewegt sich der
Schwerpunkt des Wellenpakets der Charakteristiken-Lo¨sung (im Fall eines skalaren Po-
tentials) na¨mlich auch in Potentialen stets mit konstanter Geschwindigkeit v¯ = k¯/m. Diese
Geschwindigkeit wird vom WKB-Wellenpaket nur im potentialfreien Raum eingenommen.
Die physikalisch sehr gut motivierte WKB-Lo¨sung soll uns als Ausgangspunkt fu¨r die
weitere Untersuchung der Theorie des longitudinalen Atomstrahl-Spinechos dienen. Im
folgenden Kapitel werden wir einige Anwendung der WKB-Lo¨sung studieren. Neben der
Potentialstufe und dem Potentialwall werden wir bereits ein einfaches lABSE-Experiment
beschreiben und das sogenannte Fahrplanmodell einfu¨hren.
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Kapitel 3
Anwendungen der WKB-Lo¨sung
3.1 Streuung an der Potentialstufe
Wir wollen nun einige Anwendungen der WKB-Lo¨sung (2.63) studieren. Wir beginnen
mit der Untersuchung des Verhaltens eines WKB-Wellenpakets an einer Potentialstufe,
wobei wir immer von den Na¨herungen (W1)-(W3) auf Seite 20 ausgehen.
3.1.1 Rechnung fu¨r ebene WKB-Wellen
Wir betrachten nun eine Potentialstufe der Form
V (z) = Θ(z1 − z)VI(z) + Θ(z − z1)VII(z) (3.1)
mit einem Sprung bei z = z1, siehe Abb 3.1.
(II)(I) z1
z
VI(z)
VII(z)
Abbildung 3.1: Allgemeines Potential mit einem Sprung bei z = z1.
Um das Verhalten des WKB-Wellenpakets (2.63) an der Potentialstufe zu verstehen,
mu¨ssen wir zuna¨chst das Verhalten der ebenen WKB-Wellen (2.48), wieder in der Na¨he-
rung (W2), AWKBk (z) ≈ 1, untersuchen. Dann superponieren wir wie im letzten Abschnitt
die Lo¨sungen mit festem k erneut zu einem Wellenpaket.
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Den Bereich, in dem V (z) = VI(z) ist bezeichnen wir mit I, den Bereich mit V (z) = VII(z)
bezeichnen wir mit II. Wir verwenden im Folgenden aus Gru¨nden der U¨bersichtlichkeit
die Abku¨rzungen
UI(z) = 2mVI(z) , UII(z) = 2mVII(z) . (3.2)
Im Bereich I setzt sich die Lo¨sung aus einer einlaufenden und einer reflektierten Welle
zusammen. Mit der Na¨herung (W3), siehe Gl. (2.56), folgt
ψk′,I(z, t) ≈ exp
{
−i k¯
2
2m
t− ik
′k¯
m
t
}
×
[
exp
i
z∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

+R(k′) exp
−i
z∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

]
,
(3.3)
wobei wir gema¨ß (2.56) quadratische Beitra¨ge in k′ vernachla¨ssigt haben. Die Entwicklung
der Wurzeln verschieben wir auf spa¨ter, da die Rechnung dadurch nur unu¨bersichtlich
wu¨rde. Der reflektierte Anteil erha¨lt vor den Integralen ein zusa¨tzliches Minuszeichen, da
es sich hierbei um eine nach links laufende Welle handelt.
Im Bereich II gibt es nur einen transmittierten Anteil. Hier erhalten wir
ψk′,II(z, t) = S(k
′) exp
{
−i k¯
2
2m
t− ik
′k¯
m
t
}
× exp
i
z∫
z1
dz′
√
k¯2 − UII(z′) + 2k¯k′
 .
(3.4)
Die Amplitude S(k′) des transmittierten Anteils der Welle ist nicht zu verwechseln mit
dem WKB-Anteil des Phasenwinkels Sk(z), definiert in (2.47). Die Untergrenze der Inte-
gration im Bereich II wa¨hlen wir als z1, so dass sich die Integration nur u¨ber UII erstreckt.
Ga¨be es noch weitere Unstetigkeitsstellen im Potential, so wa¨ren die Integrationsgrenzen
auf a¨hnliche Weise zu wa¨hlen, so dass niemals u¨ber eine Unstetigkeitsstelle integriert wird.
Die im Allgemeinen komplexwertigen Amplituden R(k′) und S(k′) des reflektierten bzw.
transmittierten Anteils der Welle berechnen wir aus den Forderungen der Stetigkeit der
Wellenfunktion und ihrer ersten Ableitung an der Potentialstufe bei z = z1.
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Stetigkeit der Wellenfunktion: ψk′,I(z1, t)
!
= ψk′,II(z1, t)
S(k′) = exp
i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

+R(k′) exp
−i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

(3.5)
Stetigkeit der ersten Ableitung der Wellenfunktion: ∂zψk′,I(z1, t)
!
= ∂zψk′,II(z1, t)
S(k′)
√
k¯2 − UII(z1) + 2k¯k′
k¯2 − UI(z1) + 2k¯k′
=
[
exp
i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

−R(k′) exp
−i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

]
(3.6)
Hieraus erha¨lt man
R(k′) =
√
k¯2 − UI(z1) + 2k¯k′ −
√
k¯2 − UII(z1) + 2k¯k′√
k¯2 − UI(z1) + 2k¯k′ +
√
k¯2 − UII(z1) + 2k¯k′
× exp
2i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

=: Rˆ(k′) exp
2i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′
 ,
(3.7)
S(k′) =
2
√
k¯2 − UI(z1) + 2k¯k′√
k¯2 − UI(z1) + 2k¯k′ +
√
k¯2 − UII(z1) + 2k¯k′
× exp
i
z1∫
z0
dz′
√
k¯2 − UI(z1) + 2k¯k′

=: Sˆ(k′) exp
i
z1∫
z0
dz′
√
k¯2 − UI(z1) + 2k¯k′
 ,
(3.8)
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wobei wir die reellen Amplituden Rˆ(k′) und Sˆ(k′) definiert haben. Man kann sich leicht
davon u¨berzeugen, dass fu¨r R(k′) und S(k′) die Beziehung
1 = |R(k′)|2 +
√
k¯2 − UII(z1) + 2k¯k′
k¯2 − UI(z1) + 2k¯k′
|S(k′)|2
= |Rˆ(k′)|2 +
√
k¯2 − UII(z1) + 2k¯k′
k¯2 − UI(z1) + 2k¯k′
|Sˆ(k′)|2 ,
(3.9)
erfu¨llt ist. Stellt man sich die ebene Welle als Teilchenstrahl vor, so bedeutet (3.9), dass die
Summe der Wahrscheinlichkeiten fu¨r die Reflexion und Transmission des Teilchens gleich
Eins ist, d.h. ein Teilchen im Strahl wird am Potentialwall stets entweder reflektiert oder
transmittiert. In diesem Zusammenhang bezeichnet man |Rˆ(k′)|2 als Reflexionskoeffizient
und
T (k′) =
√
k¯2 − UII(z1) + 2k¯k′
k¯2 − UI(z1) + 2k¯k′
|Sˆ(k′)|2 (3.10)
als Transmissionskoeffizienten.
3.1.2 Anwendungen der Na¨herung der WKB-Lo¨sung
Die Na¨herung (W3) von S. 20 bedeutet, dass wir nur breite Wellenpakete Ψ(z, t) im Orts-
raum betrachten wollen, deren Fouriertransformierte Ψ˜(k′) um eine sehr große Wellenzahl
k¯ sehr stark lokalisiert ist, d.h. wir setzen
∣∣k′/k¯∣∣  1 fu¨r alle signifikant von Null ver-
schiedenen Werte von Ψ˜(k′) voraus. Wir betrachten weiterhin gema¨ß Na¨herung (W2) nur
sehr kleine Potentiale, verglichen mit der kinetischen Energie (W2), d.h. es gilt weiter
U(z)/k¯2  1. Insgesamt wird also∣∣∣∣U(z)k¯2 − 2k′k¯
∣∣∣∣ 1 (3.11)
fu¨r alle Orte z gelten. Wir ko¨nnen damit die in den Ausdru¨cken der Reflexions- und
Transmissionsamplituden auftretenden Wurzeln wie folgt entwickeln:
√
k¯2 − U(z) + 2k¯k′ = k¯
√
1−
(
U(z)
k¯2
− 2k
′
k¯
)
≈ k¯
(
1− 1
2
(
U(z)
k¯2
− 2k
′
k¯
))
= k¯(1− ε(z)) + k′ .
(3.12)
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Hier haben wir die durch
ε(z) :=
U(z)
2k¯2
(3.13)
definierte Hilfsgro¨ße eingefu¨hrt, fu¨r die stets |ε(z)|  1 gilt.
Wir werden nun diese Entwicklung in den in (3.7) und (3.8) definierten Amplituden Rˆ(k′)
und Sˆ(k′) anwenden, die Wurzeln in den Phasenfaktoren aber zuna¨chst unberu¨hrt lassen
und erst bei der Superposition der ebenen Wellen entwickeln. Fu¨r Rˆ(k′) folgt
Rˆ(k′) ≈ εII(z1)− εI(z1)
2 + 2k′/k¯ − εI(z1)− εII(z1)
. (3.14)
Das reflektierte Wellenpaket ergibt sich im Wesentlichen als Fouriertransformation des
Produkts Rˆ(k′)Ψ˜(k′). Am Beispiel des Gaußschen Wellenpakets wollen wir uns davon
u¨berzeugen, dass bei den hier gemachten Na¨herungen der Anteil von Rˆ(k′) bei der Super-
position des Wellenpakets als konstant im Vergleich zu Ψ˜(k′) angesehen werden kann. Setzt
man na¨mlich gema¨ß (2.70) Ψ˜(k′) = σN(σ) exp(−σ2k′2/2), wobei nach (2.73) σ2  k¯−2
erfu¨llt ist, so fu¨hrt die Entwicklung der Amplitude Rˆ(k′) nach der kleinen Gro¨ße k′/k¯,
Rˆ(k′)f(k′) ∝
(
1− k
′
k¯
+O((k′/k¯)2)
)
exp
{
−σ2k′2/2
}
(3.15)
auf das folgende Ergebnis: Das Argument σ2k′2/2 der Gauß-Funktion wa¨chst betragsma¨ßig
im Vergleich zu k′/k¯ sehr schnell an. Dies bedeutet, die Gauß-Funktion schneidet fu¨r
|k′| > 0 die Entwicklung von Rˆ(k′) nach k′/k¯ schnell ab. Auf der anderen Seite geht fu¨r
k′/k¯ → 0 die Gaußfunktion gegen Eins und Rˆ(k′) kann durch Rˆ(0) approximiert werden.
Somit kann die Abha¨ngigkeit von k′ in Rˆ(k′) gegenu¨ber der Abha¨ngigkeit von k′ in Ψ˜(k′)
in guter Na¨herung ganz vernachla¨ssigt werden und wir ko¨nnen uns im Folgenden auf die
Betrachtung von Rˆ(0) beschra¨nken.
Fu¨r Sˆ(k′) gilt die analoge U¨berlegung. Die Entwicklung der Wurzeln ergibt
Sˆ(k′) ≈ 1− εI(z1) + k
′/k¯
1 + k′/k¯ − 1
2
(εI(z1) + εII(z1))
, (3.16)
entwickeln wir nun weiter nach k′/k¯, so folgt
Sˆ(k′)f(k′) ∝
(
1 + C
k′
k¯
+O((k′/k¯)2)
)
exp
{
−σ2k′2/2
}
(3.17)
mit einer Konstante C ≈ 1. Mit der gleichen Argumentation wie fu¨r Rˆ(k′) ko¨nnen wir
uns im Folgenden also auch auf die Betrachtung von Sˆ(0) beschra¨nken.
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Wir definieren daher
Rˆ0 := Rˆ(0) =
√
k¯2 − UI(z1)−
√
k¯2 − UII(z1)√
k¯2 − UI(z1) +
√
k¯2 − UII(z1)
≈ Rˆ(k′) , (3.18)
Sˆ0 := Sˆ(0) =
2
√
k¯2 − UI(z1)√
k¯2 − UI(z1) +
√
k¯2 − UII(z1)
≈ Sˆ(k′) (3.19)
und man sieht sofort, dass auch fu¨r die approximierten Amplituden
1 + Rˆ0 = Sˆ0 (3.20)
erfu¨llt ist. Entwickeln wir nun die Wurzeln in Rˆ0 und Sˆ0 gema¨ß der Na¨herung (W2) der
kleinen Potentiale bis zur Ordnung U/k¯2, so folgt weiter
Rˆ0 ≈ UII(z1)− UI(z1)
4k¯2
, (3.21)
Sˆ0 ≈
(
1 +
UII(z1)− UI(z1)
4k¯2
)
(3.22)
und somit
|Rˆ0|2 ≈ |R(k′)|2 ≈ 0 , |Sˆ0|2 ≈ |S(k′)|2 ≈
(
1 +
UII(z1)− UI(z1)
2k¯2
)
(3.23)
In unserer Na¨herung sollte also der reflektierte Anteil nicht relevant sein. Die Gleichung
(3.9) fu¨r die Erhaltung des Wahrscheinlichkeitsstroms gilt auch fu¨r die Na¨herungen Rˆ0
und Sˆ0, wenn man u¨berall k
′ = 0 setzt und den Vorfaktor entwickelt:
1
!≈ |Rˆ0|2 +
√
1− UII(z1)/k¯2
1− UI(z1)/k¯2
|Sˆ0|2
≈ 0 +
(
1− UII(z1)− UI(z1)
2k¯2
)(
1 +
UII(z1)− UI(z1)
2k¯2
)
≈ 1 ≈ Tˆ0
(3.24)
Hiermit haben wir auch gezeigt, dass der Transmissionskoeffizient Tˆ0 (der ja dem eben
berechneten Ausdruck wegen |Rˆ0|2 ≈ 0 entspricht) wie zu erwarten gleich Eins ist.
3.1.3 Superposition des Wellenpakets
Mit den Ergebnissen des letzten Abschnitt wollen wir nun das Wellenpaket als Superposi-
tion der ebenen Wellen berechnen. Neben den reellen Amplituden Rˆ0 und Sˆ0 mu¨ssen wir
Streuung an der Potentialstufe 31
aber noch die in R(k′) und S(k′) vorkommenden Phasenfaktoren beru¨cksichtigen, die mit
den Phasenfaktoren der ebenen Wellen zusammengefasst werden mu¨ssen.
Die zu superponierenden Wellen in den Bereichen I und II lauten
ψk′,I(z, t) ≈ exp
{
−i k¯
2
2m
t− ik
′k¯
m
t
}[
exp
i
z∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

+ Rˆ0 exp
2i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′ − i
z∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′

]
,
ψk′,II(z, t) ≈ Sˆ0 exp
{
−i k¯
2
2m
t− ik
′k¯
m
t
}
× exp
i
z1∫
z0
dz′
√
k¯2 − UI(z1) + 2k¯k′ + i
z∫
z1
dz′
√
k¯2 − UII(z′) + 2k¯k′
 .
(3.25)
Die weitere Rechnung verla¨uft analog wie in Abschnitt 2.3.1, Gl. (2.54 ff.), d.h. nach
Entwicklung der Wurzeln wie in (2.58) ziehen wir die von k′ unabha¨ngigen Teile des
Phasenfaktors vor das Fourier-Integral und erhalten nach einiger Rechnung schließlich im
Bereich I das Ergebnis
ΨI(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − UI(z′)
ϕ(ζI(z)− τ(t))
+ exp
−i k¯22mt+ 2i
z1∫
z0
dz′
√
k¯2 − UI(z′)− i
z∫
z0
dz′
√
k¯2 − UI(z′)

× ϕref(2ζI(z1)− ζI(z)− τ(t)) .
(3.26)
Hier ist ϕ(ζ(z)− τ(t)) wieder definiert wie in (2.62) und ζI(z) und τ(t) wie in (2.45) (mit
dem Potential V (z) = VI(z) = UI(z)/(2m)) Die Einhu¨llende der reflektierten Welle ϕref
ist definiert durch
ϕref(ζ − τ) := Rˆ0ϕ(ζ − τ) . (3.27)
Wie am Argument von ϕref in (3.26) zu erkennen ist, bewegt sich aufgrund des gleichen
Vorzeichens bei ζI(z) und τ(t) der Schwerpunkt des reflektierten Wellenpakets genau in
entgegengesetzte Richtung wie der Schwerpunkt des einlaufenden Pakets.
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Im Bereich II (z1 ≤ z) hat die Wellenfunktion folgende Gestalt:
ΨII(z, t) = exp
−i k¯22mt+ i
z1∫
z0
dz′
√
k¯2 − UI(z′) + i
z∫
z1
dz′
√
k¯2 − UII(z′)

× ϕtrans.(ζI(z1) + ζII(z)− τ(t))
(3.28)
mit
ζII(z) :=
z∫
z1
dz′
k¯√
k¯2 − UII(z′)
, (3.29)
ϕtrans.(ζ − τ) = Sˆ0(ζ − τ) . (3.30)
Den Wellenfunktionen ΨI,II(z, t) sieht man sofort an, dass ΨI(z1, t) = ΨII(z1, t) erfu¨llt
ist, da man dann die Gleichung (3.20) erha¨lt.
3.2 Streuung am Potentialwall
3.2.1 Rechnung fu¨r ebene WKB-Wellen
Wir gehen nun einen Schritt weiter und betrachten einen Potentialwall (siehe Abb. 3.2)
der Form
V (z) =

VI(z) z < z1
VII(z) z1 ≤ z ≤ z2
VIII(z) z2 < z
(3.31)
Die Na¨herungen (W1)-(W3) des letzten Abschnitts seien auch hier erfu¨llt.
z
(I) z1 (II) (III)z2
VI(z)
VII(z)
VIII(z)
Abbildung 3.2: Allgemeines Potential mit einem Wall zwischen z = z1 und z = z2.
Wir werden die Rechnung, die vom Prinzip her vo¨llig analog zur Rechnung an der Stufe ist,
hier nicht in voller La¨nge aufschreiben und uns stattdessen auf die Angabe von Resultaten
Streuung am Potentialwall 33
beschra¨nken. Um die Formeln mo¨glichst u¨bersichtlich zu gestalten, mu¨ssen wir erst einige
Abku¨rzungen einfu¨hren. Es sei
WN(z) :=
√
(k¯ + k′)2 − UN(z) (N = I, II, III) (3.32)
ΥN(zb, za) := exp
i
zb∫
za
dz′WN(z′)
 (3.33)
Wie u¨blich wenden wir in den Wurzeln WN stets die Na¨herung (W2) an, d.h. wir ver-
nachla¨ssigen quadratische Beitra¨ge in k′,
WN(z) ≈
√
k¯2 − UN(z) + 2k¯k′ . (3.34)
Aus der Definition von ΥN(zb, za) erhalten wir die folgenden Eigenschaften:
ΥN(zb, za) = Υ
−1
N (za, zb) , (3.35a)
ΥN(z, z) = 1 . (3.35b)
Mit diesen Abku¨rzungen lauten die Wellenfunktionen in den einzelnen Bereichen analog
zu (3.3):
ψk′,I(z, t) = e
−i(k¯2+2k¯k′)t/(2m) (ΥI(z, z0) +R(k′)ΥI(z0, z)) ,
ψk′,II(z, t) = e
−i(k¯2+2k¯k′)t/(2m) (A(k′)ΥII(z, z1) +B(k′)ΥII(z1, z)) ,
ψk′,III(z, t) = e
−i(k¯2+2k¯k′)t/(2m)S(k′)ΥIII(z, z2) .
(3.36)
Das zu lo¨sende lineare Gleichungssystem, das aus der Stetigkeit der Wellenfunktion und
ihrer Ableitung an den Punkten z1,2 folgt, lautet mit diesen Bezeichnungen
ΥI(z1, z0) +R(k
′) ΥI(z0, z1) = A(k′) +B(k′) (3.37a)
A(k′) ΥII(z2, z1) +B(k′) ΥII(z1, z2) = S(k′) (3.37b)
ΥI(z1, z0)−R(k′) ΥI(z0, z1) = WII(z1)WI(z1) (A(k
′)−B(k′)) (3.37c)
A(k′) ΥII(z2, z1)−B(k′) ΥII(z1, z2) = WIII(z2)WII(z2) S(k
′) (3.37d)
Hierbei sind A(k′) und B(k′) die Koeffizienten fu¨r die in positive bzw. negative z-Richtung
laufenden Anteile der Wellenfunktion im Bereich II. Das LGS (3.37) besteht aus vier
Gleichungen fu¨r die vier unbekannten Koeffizienten A(k′), B(k′), R(k′), S(k′). Arbeitet
man sich durch die Rechnungen, so erha¨lt man schließlich
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R(k′) = Υ2I(z1, z0)
ΥII(z2, z1)(WI +WII)
∣∣∣
z1
(WII −WIII)
∣∣∣
z2
+ Υ−1II (z2, z1)(WI −WII)
∣∣∣
z1
(WII +WIII)
∣∣∣
z2
ΥII(z2, z1)(WI −WII)
∣∣∣
z1
(WII −WIII)
∣∣∣
z2
+ Υ−1II (z2, z1)(WI +WII)
∣∣∣
z1
(WII +WIII)
∣∣∣
z2
(3.38)
S(k′) =
4ΥI(z1, z0)WI(z1)WII(z2)
ΥII(z2, z1)(WI −WII)
∣∣∣
z1
(WII −WIII)
∣∣∣
z2
+ Υ−1II (z2, z1)(WI +WII)
∣∣∣
z1
(WII +WIII)
∣∣∣
z2
(3.39)
Setzt man in diesen Ausdru¨cken UI = UIII = 0 und UII = U = const, so erha¨lt man
schließlich die aus den Bu¨chern u¨ber Quantenmechanik (z.B. [39], Bd.1, S. 93) bekannte
Formel fu¨r den Transmissionskoeffizienten
T (k′) = |S(k′)|2 = 4k¯
2(k¯2 − U)
4k¯2(k¯2 − U) + sin2
(√
k¯2 − U (z2 − z1)
)
U2
. (3.40)
Somit haben wir die Richtigkeit der allgemeinen Formeln (3.38), (3.39) fu¨r die Koeffizi-
enten R(k′) und S(k′) in diesem Fall u¨berpru¨ft.
3.2.2 Anwendungen der Na¨herung der WKB-Lo¨sung
In den Ausdru¨cken fu¨r R(k′) und S(k′) betrachten wir nun wieder die gleichen Na¨herungen
wie bei der Potentialstufe, d.h. wir verwenden Na¨herungen Rˆ0 = Rˆ(k
′ = 0) und Sˆ0 =
Sˆ(k′ = 0) fu¨r die Amplituden der Koeffizienten. In den Phasenfaktoren ΥN behalten wir
analog zur Potentialstufe die 2k¯k′-Terme unter den Wurzeln WN bei.
Es gilt dann fu¨r im Rahmen der Na¨herungen (W2) und (W3) von Seite 20 fu¨r die Wurzel
WN :
WN(z) ≈
√
k¯2 − UN(z) ≈ k¯
(
1− UN(z)
2k¯2
)
. (3.41)
Betrachten wir zuna¨chst den Za¨hler von S(k′) aus (3.39), so ist
4ΥI(z1, z0)WI(z1)WII(z2) ≈ 4ΥI(z1, z0)
(
k¯2 − UI(z1)− UII(z2)
)
. (3.42)
Fu¨r die Produkte der Wurzeln WN gilt weiter
(WI −WII)
∣∣∣
z1
(WII −WIII)
∣∣∣
z2
=WI(z1)WII(z2) +WII(z1)WIII(z2)
−WI(z1)WIII(z2)−WII(z1)WII(z2)
≈ −UI(z1)− UII(z2)− UII(z1)− UIII(z2)
+ UI(z1) + UIII(z2) + UII(z1) + UII(z2)
= 0
(3.43)
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(WI +WII)
∣∣∣
z1
(WII +WIII)
∣∣∣
z2
=WI(z1)WII(z2) +WII(z1)WIII(z2)
+WI(z1)WIII(z2) +WII(z1)WII(z2)
≈ −UI(z1)− UII(z2)− UII(z1)− UIII(z2)
− UI(z1)− UIII(z2)− UII(z1)− UII(z2)
= 4k¯2 − 2 [UI(z1) + UII(z1) + UII(z2) + UIII(z2)]
(3.44)
(WI +WII)
∣∣∣
z1
(WII −WIII)
∣∣∣
z2
=WI(z1)WII(z2)−WII(z1)WIII(z2)
−WI(z1)WIII(z2) +WII(z1)WII(z2)
≈ 4k¯2 − UI(z1)− UII(z2) + UII(z1) + UIII(z2)
+ UI(z1) + UIII(z2)− UII(z1)− UII(z2)
= −2 [UII(z2)− UIII(z2)]
(3.45)
(WI −WII)
∣∣∣
z1
(WII +WIII)
∣∣∣
z2
=WI(z1)WII(z2)−WII(z1)WIII(z2)
+WI(z1)WIII(z2)−WII(z1)WII(z2)
≈ −UI(z1)− UII(z2) + UII(z1) + UIII(z2)
− UI(z1)− UIII(z2) + UII(z1) + UII(z2)
= −2 [UI(z1)− UII(z1)]
(3.46)
Somit wird S(k′) zu
S(k′) ≈ ΥII(z2, z1)ΥI(z1, z0)
[
k¯2 − UI(z1)− UII(z2)
]
k¯2 − 1
2
[UI(z1) + UII(z1) + UII(z2) + UIII(z2)]
=: ΥII(z2, z1)ΥI(z1, z0)Sˆ0 ,
(3.47)
und setzt sich somit (im Falle von reellen Potentialen) wieder aus einem Phasenfaktor
ΥII(z2, z1)ΥI(z1, z0) ≈ exp
{
i
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′
+ i
z2∫
z1
dz′
√
k¯2 − UII(z′) + 2k¯k′
} (3.48)
und einer reellen, von k′ unabha¨ngigen Amplitude Sˆ0 zusammen. Der Reflexionskoeffizient
R(k′) wird zu
R(k′) ≈ −ΥII(z2, z1)Υ2I(z1, z0)
× ΥII(z2, z1) [UII(z2)− UIII(z2)] + Υ
−1
II (z2, z1) [UI(z1)− UII(z1)]
2k¯2 − [UI(z1) + UII(z1) + UII(z2) + UIII(z2)]
.
(3.49)
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Bei reellen Potentialen setzt sich der Reflexionskoeffizient fu¨r den Potentialwall also aus
der Summe zweier Ausdru¨cke zusammen, die jeweils die Gestalt eines Phasenfaktors mul-
tipliziert mit einer Amplitude haben. Des Weiteren sind die Gro¨ßenverha¨ltnisse von R(k′)
und S(k′) wie bei der Potentialstufe.
Die Berechnung der Wellenpakete gestaltet sich nun analog wie bei der Potentialstufe, d.h.
wir spalten die Koeffizienten R(k′) und S(k′) jeweils auf in Amplitude und Phasenfaktor.
Die Phasenfaktoren a¨ndern dann die Argumente der reflektierten bzw. transmittierten
Einhu¨llenden ϕref/trans. ab und liefern außerdem zusa¨tzliche, konstante Phasenfaktoren.
Es ergibt sich
R(k′) ≈ exp {2iφI(k′) + 2iφII(k′)} Rˆ(II)0 + exp {2iφI(k′)} Rˆ(I)0 (3.50)
S(k′) ≈ exp {iφI(k′) + iφII(k′)} Sˆ0 (3.51)
mit
φI(k
′) :=
z1∫
z0
dz′
√
k¯2 − UI(z′) + 2k¯k′ , (3.52a)
φII(k
′) :=
z2∫
z1
dz′
√
k¯2 − UII(z′) + 2k¯k′ , (3.52b)
Rˆ
(I)
0 :=
UII(z1)− UI(z1)
2k¯2 − (UI(z1) + UII(z1) + UII(z2) + UIII(z2))
, (3.52c)
Rˆ
(II)
0 :=
UIII(z2)− UII(z2)
2k¯2 − (UI(z1) + UII(z1) + UII(z2) + UIII(z2))
, (3.52d)
Sˆ0 :=
2(k¯2 − UI(z1)− UII(z2))
2k¯2 − (UI(z1) + UII(z1) + UII(z2) + UIII(z2))
. (3.52e)
Fu¨r die Wellenpakete in den Bereichen I und III folgt dann nach einiger Rechnung
ΨI(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − UI(z′)
ϕ(ζI(z)− τ(t))
+ exp
−i k¯22mt+ 2iφI(0)− i
z∫
z0
dz′
√
k¯2 − UI(z′)
ϕ(I)ref (z, t)
+ exp
−i k¯22mt+ 2i [φI(0) + φII(0)]− i
z∫
z0
dz′
√
k¯2 − UI(z′)
ϕ(II)ref (z, t) ,
(3.53a)
ϕ
(I)
ref (z, t) := Rˆ
(I)
0 ϕ(2ζI(z1)− ζI(z)− τ(t)) , (3.53b)
ϕ
(II)
ref (z, t) := Rˆ
(II)
0 ϕ(2ζI(z1) + 2ζII(z2)− ζI(z)− τ(t)) (3.53c)
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und
ΨIII(z, t) = exp
−i k¯22mt+ iφI(0) + iφII(0) + i
z∫
z2
dz′
√
k¯2 − UIII(z′)

× ϕtrans.(z, t) ,
(3.54a)
ϕtrans.(z, t) := Sˆ0ϕ(ζI(z1) + ζII(z2) + ζIII(z)− τ(t)) . (3.54b)
Die Definitionen von ζII,III(z) sind analog wie in (3.29), mit dem Ort des jeweils vor-
angegangenen Potentialsprungs als Untergrenze der Integration. Eine Verallgemeinerung
der Formeln auf beliebig viele Potentialspru¨nge ist mit den hier dargestellten Ergebnis-
sen auf einfache Weise mo¨glich, sofern man sich nur fu¨r das einlaufende (und insgesamt
reflektierte) und das auslaufende Wellenpaket interessiert.
3.3 Anwendung auf ein einfaches, longitudinales
Atomstrahl-Spinecho-Experiment
Wir wollen nun an einem sehr einfachen Beispiel demonstrieren, dass wir im Prinzip
bereits jetzt in der Lage sind, das Fahrplanmodell so, wie es in [13], Abschnitt 3.3.3, S.
55ff. dargestellt ist, zu reproduzieren. Dazu ist es allerdings no¨tig, bereits die inneren
atomaren Zusta¨nde zu beru¨cksichtigen, die wir bisher aber noch nicht eingefu¨hrt haben.
Wir wollen deshalb im na¨chsten Abschnitt 3.3.1 einige Grundlagen zur Beschreibung eines
Atoms mit mehreren inneren Zusta¨nden angeben, ohne jedoch zu sehr ins Detail zu gehen.
In Kap. 6 greifen wir dieses Thema erneut auf und werden dann auch die theoretischen
Hintergru¨nde genauer erarbeiten. Um mit der Notation in Kap. 6 u¨bereinzustimmen,
werden wir bei allen Formeln, die im Zusammenhang mit der Betrachtung eines Atoms
stehen, wieder Großbuchstaben fu¨r die Ortskoordinate Z (Schwerpunktskoordinate des
Atoms) und die Masse M (Gesamtmasse des Atoms) verwenden.
In Abschnitt 3.3.2 wollen wir einen kurzen Ru¨ckblick auf fru¨here Arbeiten wagen, die
sich mit Atomen in elektrischen Feldern im Zusammenhang mit der Parita¨tsverletzung
bescha¨ftigt haben (siehe z.B. [31]). Das Thema der Parita¨tsverletzung in Atomen, fu¨r die
wir ja die Theorie des longitudinalen Atomstrahl-Spinechos eigentlich entwickeln, greifen
wir in der vorliegenden Arbeit aber erst in Kap. 7 wieder auf, wo wir P-verletzende
geometrische Phasen studieren werden.
In Abschnitt 3.3.3 kommen wir endlich zur Einfu¨hrung des Fahrplanmodells und der
Beschreibung des lABSE-Beispielexperiments.
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3.3.1 Grundlagen zur Beschreibung eines Atoms mit mehreren
inneren Zusta¨nden
Der atomare Gesamtzustand |Ψ(z, t)〉 ist im Allgemeinen eine Superposition mehrerer, in-
nerer atomarer Eigenzusta¨nde, die sich durch gewissen Quantenzahlen (z.B. Hauptquan-
tenzahl, Gesamtdrehimpuls usw.) unterscheiden. Fu¨r die in diesem Abschnitt angestrebte
Beschreibung des Fahrplanmodells genu¨gt eine oberfla¨chliche Betrachtung des Atoms. Wir
wollen daher einfach die inneren atomaren Zusta¨nde kennzeichnen durch
|α) , α = 1, . . . , N . (3.55)
Der Index α nummeriert die insgesamt N atomaren Zusta¨nde in geeigneter Weise durch.
Die Diracsche Schreibweise mit runden Klammern verwenden wir generell zur Kennzeich-
nung eines inneren atomaren Zustands.
Zur Zeit t = 0 befinde sich das Atom am Ort Z0 (im feldfreien Raum) in einem inneren
Gesamtzustand
|χ〉 =
N∑
α=1
χˆα|α(Z0)) ,
N∑
α=1
|χˆα|2 = 1 , (3.56)
was z.B. eine vorgegebene Polarisation sein ko¨nnte. Es liegt nun nahe, den gesamten ato-
maren Anfangszustand als ein Produkt von Wellenfunktion und innerem Gesamtzustand
zu schreiben, d.h.
|Ψ(Z, t = 0)〉 = Ψ(Z, t = 0)|χ〉 . (3.57)
So bekommt schließlich jeder einzelne, innere atomare Zustand |α(Z0)) ein eigenes Wellen-
paket mit einer durch die Schro¨dinger-Gleichung bestimmten Zeitentwicklung, die im All-
gemeinen fu¨r jedes Wellenpaket unterschiedlich ist. Die atomaren Eigenzusta¨nde |α(Z))
an einem Ort Z 6= Z0 sind bei angelegten a¨ußeren Feldern Superpositionen der freien
Zusta¨nde |α(Z0)), den atomaren Gesamtzustand am Ort Z kann man aber dennoch zu
jeder Zeit t als Superposition der lokalen atomaren Eigenzusta¨nde schreiben, d.h.
|Ψ(Z, t)〉 =
∑
α
Ψα(Z, t)|α(Z)) . (3.58)
In diesem Abschnitt wollen wir nur den adiabatischen Grenzfall betrachten, in dem sich
die Zusammensetzung der inneren atomaren Zusta¨nde in den Potentialen so langsam
a¨ndert, dass die Amplituden Ψα(Z, t) nicht miteinander mischen und somit unabha¨ngig
voneinander sind. Bei vorausgesetzter Gu¨ltigkeit der Na¨herungen (W1)-(W3) ko¨nnen wir
dann z.B. die WKB-Wellenpakete als Grundlage fu¨r die Ψα(Z, t) wa¨hlen, d.h.
Ψα(Z, t) = χˆαe
iφα(Z,t)ϕ(ζα(Z)− τ(t)) (3.59)
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mit
φα(Z, t) := − k¯
2
2M
t+
Z∫
Z0
dZ ′
√
k¯2 − 2MVα(Z ′) , (3.60)
und
ζα(Z) =
Z∫
Z0
dZ ′
k¯√
k¯2 − 2MVα(Z ′)
, (3.61)
denn die lokalen Zusta¨nde |α(Z)) werden im Allgemeinen unterschiedlichen Potentialen
Vα(Z) unterliegen. In Kap. 6 werden wir die Definition von ζα(Z) noch etwas genauer
untersuchen und besser motivieren. Fu¨r den Augenblick soll uns die Tatsache ausreichen,
dass durch die Definition (3.61) jedes WKB-Wellenpaket eine individuelle Schwerpunkts-
bewegung erfa¨hrt, abha¨ngig vom jeweiligen Zustands-Potential Vα(Z). Sind die Potentiale
Null1, so haben alle Wellenpakete die gleiche, mittlere Geschwindigkeit k¯/m.
3.3.2 Zusammenhang mit fru¨heren Arbeiten
In bisherigen Arbeiten zum Thema Parita¨tsverletzung in leichten Atomen (siehe z.B.
[32, 31, 33, 34, 36]) wurden nur Atome in Ruhe betrachtet, die sich in einem zeitabha¨ngi-
gen Potential befinden. Auf diese Weise spart man sich die Beschreibung des Atoms als
Wellenfunktion. Um zu verstehen, wie man prinzipiell P-Verletzung mit einem lABSE-
Experiment nachweisen ko¨nnte, kommt man aber nicht um die Beschreibung der Atome
im Ortsraum als Wellenfunktion herum.
Im Ruhesystem des Atoms sollte unsere Beschreibung aber a¨quivalent zur fru¨heren Be-
trachtungsweise sein und zu den gleichen Resultaten fu¨hren. Wir wollen uns in diesem
Abschnitt ansatzweise von der Richtigkeit dieser Behauptung u¨berzeugen.
In fru¨heren Arbeiten wurde das Atom durch den rein zeitabha¨ngigen Zustandsvektor |t〉
(hier schreiben wir |Ψ(t)〉) repra¨sentiert, der sich gema¨ß der SG (s. [31], Gl. (3.9))
i
d
dt
|Ψ(t)〉 = H|Ψ(t)〉 (3.62)
zeitlich entwickelte. Der Hamilton-Operator H des Atoms (inkl. P-Verletzung und Zerfall
aus angeregten Niveaus) wurde in einem Unterraum zu fester Hauptquantenzahl n als
1 In Kapitel 6 werden wir sehen, dass anstelle der Potentiale Vα(Z) eigentlich die Potentialdifferenz
∆Vα(Z) = Vα(Z) − Vα(Z0) zu verwenden ist, wenn man von gewissen Voraussetzungen ausgeht. Wir
wollen in diesem Kapitel nicht weiter auf diese subtilen Feinheiten der Theorie eingehen.
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(a) (b)
V (z)
z1 z2
z
t1 t2
t
V (t)
VA(z) VA(t)
Ψ1
Ψ2
Ψ1
Ψ2
Abbildung 3.3: Ein Beispiel zur Verdeutlichung der A¨quivalenz der Beschreibungen aus fru¨heren
Arbeiten (b) und aus dieser Arbeit (a).
Matrix M repra¨sentiert und die Zeitentwicklung von |Ψ(t)〉 konnte geschrieben werden
als (s. [31], Gl. (3.11))
|Ψ(t)〉 = e−iM t|Ψ(0)〉 , (3.63)
Im Bereich eines konstanten Potentials zwischen zwei Zeiten t1 < t2 kann das Eigenwert-
problem fu¨r M gelo¨st werden und man erha¨lt dann die Zeitentwicklung
|ΨE(t2)〉 = e−iE(t2−t1)|ΨE(t1)〉 = e−iE∆t|ΨE(t1)〉 , (3.64)
fu¨r einen Eigenzustand von M zur Energie E.
Ein einfaches Beispiel soll den Zusammenhang der Rechnungen in dieser Arbeit und
den Rechnungen vorhergehender Arbeiten demonstrieren. Wir betrachten einfach eine
koha¨rente Superposition zweier Zusta¨nde, die wir mit Ψ1 und Ψ2 bezeichnen wollen. Der
Zustand Ψ1 durchquert einen Potentialwall der Ho¨he V , der Zustand Ψ2, den wir als Ana-
lysatorzustand verwenden wollen, passiere eine Potentialstufe der Ho¨he VA. In Abb. 3.3a
ist die Situation dargestellt, die wir in der vorliegenden Arbeit betrachten: Die Zusta¨nde
sind mit Wellenpaketen verknu¨pft, die die stationa¨ren, ortsabha¨ngigen Potentiale durch-
laufen. In Abb. 3.3b ist die Situation aus fru¨heren Arbeiten gezeigt, wo das betrachtete
Atom in Ruhe ist und die Potentiale zeitabha¨ngig sind.
Wir beginnen bei der Situation aus Abb. 3.3b, d.h. wir gehen von einem Anfangszustand2
zur Zeit t = 0 aus,
|Ψ(t = 0)〉 = 1√
2
(|Ψ1〉+ |Ψ2〉) . (3.65)
Wir entwickeln diesen Zustand nun nach der Zeit, wobei wir, wie in Abb. 3.3b dargestellt,
der Einfachheit halber von einem verschwindenden Potential vor der Zeit t1 fu¨r beide
Zusta¨nde ausgehen. Nach (3.64) lautet der Zustand zu einer Zeit t ≥ t2 dann
|Ψ(t)〉 = 1√
2
(
e−iV (t2−t1)|Ψ1〉+ e−iVA(t−t1)|Ψ2〉
)
. (3.66)
2Die in diesem Abschnitt betrachteten Zusta¨nde sind lediglich Beispiele ohne wirkliche physikalische
Bedeutung.
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Wir ko¨nnen zu dieser Zeit z.B. eine Messung des Anteils des Anfangszustands im Endzu-
stand durchfu¨hren, d.h. wir betrachten die Wahrscheinlichkeitsdichte
ρ(t) = |〈Ψ(t = 0)|Ψ(t)〉|2 = 1
2
∣∣e−iV (t2−t1) + e−iVA(t−t1)∣∣2
= 1
4
∣∣1 + e−i(VA−V )(t2−t1)−iVA(t−t2)∣∣2 . (3.67)
Wie man sieht, wird die Wahrscheinlichkeitsdichte mit der Zeit oszillieren. Die unter-
schiedlichen Potentiale der beiden Zusta¨nde sorgen fu¨r einen zusa¨tzlichen Phasenschub.
Wa¨ren beide Potentiale identisch gewesen, wu¨rde die Wahrscheinlichkeitsdichte einfach
den Wert Eins annehmen.
Nun betrachten wir die in dieser Arbeit vorliegende Situation, wobei wir fu¨r den Mo-
ment nur die relative Phase beru¨cksichtigen wollen, die Schwerpunktsbewegung wird im
na¨chsten Abschnitt ausfu¨hrlich betrachtet. Wir setzen daher in den Formeln fu¨r das WKB-
Wellenpaket stets die Einhu¨llende zu ϕ(ζ) ≡ 1. Nach den Formeln fu¨r die transmittierten
Anteile der Wellenfunktionen bei der Potentialstufe (3.28) und beim Potentialwall (3.54)
haben die Phasenfaktoren der beteiligten Zusta¨nde an einem Ort z ≥ z2 die Gestalt
|Ψ(z, t)〉 ∼ exp
{
−i k¯
2
2m
t
}
×
(
exp
{
ik¯(z1 − z0) + i
√
k¯2 − 2mV (z2 − z1) + ik¯(z − z2)
}
|Ψ1〉
exp
{
ik¯(z1 − z0) + i
√
k¯2 − 2mVA (z − z1)
}
|Ψ2〉
) (3.68)
Wir haben die Einhu¨llende ϕ(ζ) hier einfach vernachla¨ssigt bzw. gleich Eins gesetzt. Nun
projizieren wir wieder auf den Anfangszustand, der an einem Anfangsort z0 die Form
|Ψ(z0, t = 0)〉 = 1√2 (|Ψ1〉+ |Ψ2〉) (3.69)
haben soll. Wir erhalten dann (unter der Annahme, das die |Ψ1〉, |Ψ2〉 orthonormal zu-
einander sind) analog wie oben die Wahrscheinlichkeitsdichte
ρ(z) = |〈Ψ(t = 0)|Ψ(t)〉|2
= 1
4
∣∣∣1 + e−i(√k¯2−2mV−√k¯2−2mVA)(z2−z1)−i(k¯−√k¯2−2mVA) (z−z2)∣∣∣2 . (3.70)
Wie man sieht, ist in diesem speziellen, einfachen Fall keine Zeitabha¨ngigkeit mehr in
der Wahrscheinlichkeitsdichte vorhanden. Der relative Phasenwinkel kann fu¨r sehr kleine
Potentiale entwickelt werden und lautet dann
(
√
k¯2 − 2mV −
√
k¯2 − 2mVA)(z2 − z1) + (k¯ −
√
k¯2 − 2mVA) (z − z2)
≈ (VA − V ) k¯
m
(z2 − z1) + VA k¯
m
(z − z2)
(3.71)
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Dies kann direkt mit dem relativen Phasenwinkel aus (3.67) verglichen werden, d.h. mit
(VA − V )(t2 − t1) + VA(t− t2) . (3.72)
Im ortsabha¨ngigen Fall wird also lediglich die Zeitdifferenz t2 − t1 durch die mittlere
Geschwindigkeit k¯/m multipliziert mit der Breite des Potentialwalls ersetzt, d.h. durch
die (mittlere) Durchflugszeit.
Dieses einfache Beispiel zeigt also, das die bisher aufgestellte Theorie bereits in der Lage
ist, die Ergebnisse der fru¨heren Arbeiten zu reproduzieren und in dem hier betrachteten
Spezialfall auch a¨quivalent zur damaligen Beschreibung ist. Durch die Beru¨cksichtigung
von orts- und zeitabha¨ngigen Wellenfunktionen in Verbindung mit den inneren atomaren
Zusta¨nden werden wir aber am Ende von Kapitel 6 in der Lage sein, wesentlich komple-
xere, physikalische Vorga¨nge als in fru¨heren Arbeiten theoretisch zu beschreiben. Diese
Komplexita¨t hat natu¨rlich ihren Preis und wird sich, wie wir spa¨ter noch sehen werden,
auch in den Formeln niederschlagen.
3.3.3 Das Fahrplanmodell
Das Fahrplanmodell (siehe [13], Kap. 3.3.3)3 liefert eine anschauliche, grafische Darstel-
lung der Schwerpunktsbewegung der Wellenpakete, die zu verschiedenen atomaren Eigen-
zusta¨nden geho¨ren und gibt einen einfachen U¨berblick u¨ber die Lage der Interferenzpunkte
und u¨ber die beteiligten Zusta¨nde.
Eine saubere theoretische Beschreibung des Fahrplanmodell gab es bisher nicht. In die-
sem Abschnitt wollen wir demonstrieren dass wir bereits jetzt, mit den bisher aufgestel-
len Formeln, in der Lage sind, das Fahrplanmodell theoretisch zu beschreiben. Wir sind
daru¨berhinaus in der Lage, die zugrundeliegenden physikalischen Vorga¨nge zu verstehen
und Grenzen des Fahrplanmodells aufzuzeigen.
Wir wollen uns in diesem Abschnitt eng an das Beispiel des Wasserstoffspinechos halten,
das auch ausfu¨hrlich in [13], Kap. 3, diskutiert ist. Auf diese Weise ko¨nnen wir unsere
Resultate stets direkt mit den Ergebnissen aus [13] vergleichen.
Wir betrachten der Einfachheit halber ein Gaußsches Wellenpaket, dessen Einhu¨llende
ϕ(ζ) um den Punkt ζˆ = 0 zentriert sei, siehe Abb. 3.4. Die Schwerpunktsbewegung des
zu einem bestimmten, atomaren Zustand |α(Z)) geho¨renden WKB-Wellenpakets (3.59)
ergibt sich, wie bei der Diskussion am Ende von Abschnitt 2.3.2, aus der Kombination
der der Funktionen ζα(Z) aus (3.61) und τ(t) aus (2.45) im Argument der Einhu¨llenden
und der Forderung
3 Dem aufmerksamen Leser mag aufgefallen sein, dass die Nummer des Kapitels ”Fahrplanmodell“ der
zitierten, experimentellen Dissertation [13] exakt mit der Nummer dieses Abschnitts u¨bereinstimmt, der
ebenfalls das Fahrplanmodell behandelt. Ich versichere, dass dies reiner Zufall ist und nicht beabsichtigt
war, lade den Leser aber herzlich zum Nachdenken u¨ber die mystische Bedeutung dieses Zufalls ein.
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ζα(Zˆα(t))− τ(t) =
Zˆα(t)∫
Z0
dZ ′
k¯√
k¯2 − 2MVα(Z ′)
− τ(t) != ζˆ = 0 . (3.73)
Die zeitabha¨ngige Bewegung der Schwerpunktskoordinate Zˆα(t) ist durch diese Gleichung
implizit festgelegt und entspricht der Bewegung eines klassischen Teilchens durch das
Potential Vα(Z).
In dem in [13] definierten Fahrplanmodell wird nun
ζ
0
ϕ(ζ)
Abbildung 3.4: Ein um ζˆ = 0
zentriertes Gauß-Paket.
nach der Position des Schwerpunkts (hier gleich dem
Maximum) des α-ten Wellenpakets zu einer Zeit t ge-
fragt, bei der der Schwerpunkt eines freien Wellen-
pakets am Ort Z liegt. Fu¨r ein freies Wellenpaket
gilt nach Voraussetzung V (Z) ≡ 0, also ist die freie
Schwerpunktsbewegung nach (3.73) einfach durch
Zˆfrei(t) = Z0 + τ(t) (3.74)
gegeben. Befindet sich das freie Wellenpaket am Ort
Zˆfrei(t) = Z0+τ(t), so ist die Koordinate ζα(Zˆα(t)) des
Wellenpakets mit Index α zur gleichen Zeit t gegeben
durch
0 = ζα(Zˆα(t))− τ(t) = ζα(Zˆα(t))− (Zˆfrei(t)− Z0) . (3.75)
Wir ko¨nnen die Zeitabha¨ngigkeit eliminieren, indem wir Z = Zˆfrei(t) und somit nach Gl.
(3.74) t = M(Z − Z0)/k¯ setzen und
ζα(Zˆα(t))
∣∣
t=M(Z−Z0)/k¯ = Z − Z0 (3.76)
erhalten. Durch diese Gleichung ist implizit die Abha¨ngigkeit des Schwerpunkt Zˆα des
Wellenpakets mit Index α vom Ort Z auf der Strahlachse definiert, der laut Rechnung
dem Ort des Schwerpunkts eines freien Wellenpakets entspricht.
Die Berechnung von Zˆα als Funktion von Z durch Lo¨sen der Gleichung (3.76) ist sehr
umsta¨ndlich. Einfacher ist die direkte Betrachtung der Koordinatenfunktion ζα(Z) am
Ort Z. Fu¨r das freie Wellenpaket gilt
ζfrei(Z) = Z − Z0 (3.77)
und wir ko¨nnen z.B. nach dem Wert der Funktionen
∆ζα(Z) := ζα(Z)− ζfrei(Z) = ζα(Z)− (Z − Z0) (3.78)
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fragen. Die physikalische Bedeutung dieser Gro¨ße sieht man nach Multiplikation mit der
inversen, mittleren Geschwindigkeit v¯−1 = M/k¯. Dann folgt na¨mlich nach Einsetzen der
Definition (3.61) von ζα(Z)
M
k¯
∆ζα(Z) =
Z∫
Z0
dZ ′
M√
k¯2 − 2MVα(Z ′)
− Tfrei(Z) , (3.79)
wobei Tfrei(Z) die Zeit ist, die ein freies Wellenpaket mit der Geschwindigkeit v¯ braucht,
um von Z0 nach Z zu gelangen. Im gleichen Sinne kann das in (3.79) auftretende Integral
interpretiert werden. Der Integrand ist das Inverse der lokalen Geschwindigkeit
vα(Z) :=
√
k¯2 − 2MVα(Z)
M
(3.80)
und demzufolge ist das Ortsintegral einfach die Gesamtzeit Tα(Z), die der Schwerpunkt
des α-ten Wellenpakets braucht, um durch das Potential Vα(Z
′) von Z0 nach Z zu ge-
langen. Der gesamte Ausdruck (3.79) ist also nichts weiter als die Zeitdifferenz ∆Tα(Z)
zwischen dem Eintreffen der Schwerpunkte des α-ten und des freien Wellenpakets am Ort
Z, wenn beide gleichzeitig bei Z0 gestartet sind. Wir definieren also
∆Tα(Z) =
M
k¯
∆ζα(Z)
:= Tα(Z)− Tfrei(Z) =
Z∫
Z0
dZ ′
M√
k¯2 − 2MVα(Z ′)
− M
k¯
(Z − Z0) .
(3.81)
Die Gro¨ße ∆Tα(Z) ist viel leichter zuga¨nglich als der tatsa¨chliche Ort Zˆα(Z) des Schwer-
punkts, fu¨r den man die Koordinate ζα(Z) erst invertieren mu¨sste. Ein viel klareres
und auch einfacher zu berechnendes Bild der Schwerpunktsbewegung bekommt man
tatsa¨chlich durch die Verwendung von ∆Tα(Z). Hierfu¨r muss man nur die Koordina-
tenfunktionen ζα(Z) kennen und numerisch berechnen, was man aber fu¨r die Berechnung
der Wellenfunktion ohnehin ha¨tte tun mu¨ssen. Wir bekommen bei der Beschreibung eines
lABSE-Experiments den Fahrplan also sozusagen geschenkt. Auf der anderen Seite kann
man den Fahrplan leicht berechnen, ohne die Wellenfunktionen zu kennen, d.h. man kann
auf einfache Weise Fahrpla¨ne fu¨r verschiedene Feldkonfigurationen erstellen und erst dann
entscheiden, fu¨r welche Konfiguration man eine komplette theoretische Beschreibung des
atomaren Zustands und schließlich des lABSE-Experiments liefert.
Nun wollen wir zum Wasserstoffspinecho zuru¨ck kommen. Im Grundzustand gibt es vier
atomare Eigenzusta¨nde: drei mit Gesamtdrehimpuls F = 1 (F3 = ±1, 0) und einen mit
F = F3 = 0. Diese koppeln in einem Magnetfeld zu Energieeigenzusta¨nden, die wir wie-
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der mit |α) (α = 1, 2, 3, 4) bezeichnen wollen4. Das Eigenwertproblem fu¨r Wasserstoff im
Grundzustand in einem magnetischen Feld wurde gelo¨st und ist im Anhang B.2.1 darge-
stellt. In Tabelle B.3 kann man die eben angesprochenen Eigenzusta¨nde im Magnetfeld
ablesen, ebenso wie die jeweiligen Eigenenergien.
Die grafische Darstellung der Eigenenergien in Abha¨ngigkeit des angelegten magnetischen
Felds B = B3 in Z-Richtung kann man im Breit-Rabi-Diagramm, Abb. 3.5, ablesen. Wie
man sieht, haben die Zusta¨nde |1) und |3) eine lineare Energieabha¨ngigkeit vom Magnet-
feld, der Zustand |2) (und auch |4)) besitzt dagegen eine quadratische Energieabha¨ngig-
keit.
Wir betrachten nun einen Zustand im Magnet-
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Abbildung 3.5: Breit-Rabi-
Diagramm fu¨r Wasserstoff im
(n = 1)-Unterraum
feld mit Gesamtdrehimpuls Eins in x-Richtung,
d.h. einen Eigenzustand zum Operator Fx mit
Eigenwert Fx = 1, sowie zum Operator F
2 mit
Eigenwert F (F + 1) = 2:
|1x〉 := 12 |1) + 1√2 |2) + 12 |3) . (3.82)
In diesem Fall ist es gu¨nstig, die Energien der
Zusta¨nde |1), |2) und |3) im Limes B → 0 als
Nullpunkt zu wa¨hlen. Weiterhin betrachten wir
nur sehr geringe Magnetfelder5, die etwa bei 1-
4% des kritischen Magnetfelds6 von Bkr = 50 mT
liegen. In diesem Bereich gilt na¨herungsweise
(siehe Tab. B.3)
E1,3(B) = ±12gµBB, E2(B) ≈
(
1
2
gµBB
)2
2A
, (3.83)
wobei g ≈ 2 der Lande´-Faktor des Elektrons, µB das Bohrsche Magneton und A =
1420hMHz ≈ 6 · 10−6 eV die Hyperfeinaufspaltung des Wasserstoffs ist.
4Natu¨rlich ha¨ngt die Zusammensetzung dieser Zusta¨nde vom lokalen Wert des Magnetfelds und somit
vom Ort Z ab. Wir werden aber fu¨r den Rest dieses Kapitels diese Abha¨ngigkeit nicht mehr explizit in
der Form |α(Z)) anschreiben, da dies fu¨r das Versta¨ndnis des Fahrplanmodells nicht notwendig ist und
um die Notation so kurz und u¨bersichtlich wie mo¨glich zu halten.
5M. DeKieviet, private Diskussion.
6 Im Zusammenhang mit der Aufspaltung der atomaren Energieniveaus in einem angelegten Ma-
gnetfeld unterscheidet man zwischen dem Zeeman-Bereich und dem Paschen-Back-Bereich. Der Zeeman-
Bereich liegt fu¨r kleine Magnetfelder vor, wo die Kopplung des Bahndrehimpulses des Elektrons und
seines Spin zum Gesamtdrehimpuls sta¨rker ist als die Kopplung beider Drehimpulse an das angeleg-
te Magnetfeld. Bei starken Magnetfeldern u¨berwiegt dagegen die Kopplung der Einzeldrehimpulse des
Elektrons an das Magnetfeld und man spricht vom Paschen-Back-Bereich. Im Breit-Rabi-Diagramm 3.5
erkennt man den U¨bergang zwischen beiden Bereichen z.B. an dem U¨bergang der Energie des Zustands
|2) von einer quadratischen zu einer linearen Feldabha¨ngigkeit. Als kritisches Magnetfeld bezeichnen wir
die (ungefa¨hre) Grenze zwischen Zeeman- und Paschen-Back-Bereich.
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Wa¨hlen wir nun B = 2 mT, so erhalten wir die Energien
E1,3(2 mT) ≈ ±1 · 10−7 eV, E2(2 mT) ≈ 1 · 10−9 eV . (3.84)
Weiterhin betrachten wir einen Strahl von Wasserstoffatomen mit einer mittleren Ge-
schwindigkeit von v¯ = 2880 m/s, d.h. kinetischer Energie Ekin = 0, 025 eV. Diese Parame-
ter sind so gewa¨hlt, dass die resultierenden Diagramme einen guten U¨berblick u¨ber die
physikalischen Vorga¨nge liefern. Ob sie sich fu¨r wirklich fu¨r Experimente eignen, spielt
also im Moment keine Rolle fu¨r uns.
Die Na¨herung fu¨r kleine Potentiale ist mit den eben angegebenen Parametern sehr gut
erfu¨llt, z.B. gilt E1/Ekin = 4 · 10−6. In einem solchen Strahl haben die Atome eine Wel-
lenzahl von k¯ = 3, 4 · 1010/m und eine Wellenla¨nge λ¯ = 1, 8 · 10−10 m, d.h. fu¨r eine Breite
von σ = 10−7 m = 1800λ¯  λ¯/(4pi) stellt das WKB-Wellenpaket nach (2.73) eine gute
Na¨herung dar.
Nun wa¨hlen wir eine Magnetfeldkonfiguration, die aus zwei antiparallel gerichteten Feldern
bestehen soll. Beide Felder wollen wir als stu¨ckweise konstant wa¨hlen und in Strahlrich-
tung orientieren. Das erste Feld erzeuge also einen Potentialwall im Bereich −2 m ≤ −1 m,
das zweite Feld wollen wir fu¨r z ≥ 1 m bis ins Unendliche ausgedehnt wa¨hlen (zur besseren
Demonstration der Kreuzungspunkte).
An dieser Stelle sei ein wichtiges Detail angemerkt: Da laut Gl. (3.84), gema¨ß dem Breit-
Rabi-Diagramm, die Energie E2 um den Faktor 100 kleiner als E1,3 ist, bewegt sich der
Zustand |2) praktisch frei durch die Felder. Fu¨r die Demonstration, die wir hier anstreben,
erweist sich dieser Umstand als sehr ungeeignet, weshalb wir bis auf weiteres die Energie
E2 um einen Faktor 30 versta¨rkt haben. Die resultierenden Potentiale Uα(Z) = 2MVα(Z)
ko¨nnen Abb. 3.6a entnommen werden.
In Abb. 3.6b ist der Fahrplan fu¨r diese Potentiale dargestellt, d.h. wir haben hier die in
(3.78) definierten Differenzen ∆ζα(Z) fu¨r die jeweiligen Wellenpakete zum freien Wellen-
paket gegen die Ortskoordinate Z aufgetragen. Es sei daran erinnert, dass diese Absta¨nde
die durch die Geschwindigkeit des freien Teilchens dividierten Zeitdifferenzen ∆Tα(Z) aus
(3.81) sind.
Im ersten Magnetfeld haben die Zusta¨nde |1) und |2) positive Potentiale und
”
ver-
spa¨ten“ sich gegenu¨ber dem freien Wellenpaket, d.h. im Fahrplan tritt eine positive Ab-
weichung auf. Zustand |3) hat ein negatives Potential, so dass sein Wellenpaket einen
Vorsprung ggu¨. dem freien Wellenpaket bekommt. Im zweiten Magnetfeld dreht sich die
Situation fu¨r die Zusta¨nde |1) und |3) gerade um, wa¨hrend Zustand |2) das gleiche Poten-
tial wie im ersten Feld spu¨rt. Die sich hieraus ergebenden Kreuzungspunkte sind in Abb.
3.6b eingekreist. Wu¨rde man im zweiten Magnetfeld einen Detektor platzieren, so wu¨rde
man an diesen Stellen Interferenz beobachten ko¨nnen, da je zwei Wellenpakete gleich-
zeitig auf den Detektor treffen und daher einen nichtverschwindenden U¨berlapp haben.
Bei Verschiebung des Detektors wu¨rde man die ortsabha¨ngige Oszillation der relativen
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Abbildung 3.6: Die Potentiale Uα(z) = 2mVα(z) fu¨r die Komponenten des polarisierten Zustands
|1x〉, dargestellt in 3.6a. Das Potential U2(z) ist dabei um einen Faktor 30 ggu¨. dem realistischen
Potential fu¨r Wasserstoff in einem Magnetfeld mit B = 2 mT skaliert. In 3.6b ist der Fahrplan mit
der daraus resultierenden Vorhersage fu¨r die Kreuzungspunkte der Schwerpunkte der einzelnen
Wellenpakete gezeigt.
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Phasen der beteiligten Wellenpakete sehen, sowie eine A¨nderung der Amplitude dieser
Oszillation, die durch die A¨nderung des U¨berlapps entsteht.
Diese physikalische U¨berlegungen wollen wir im na¨chsten Abschnitt quantitativ mit
den bisherigen Methoden untersuchen und das Kapitel mit der Berechnung des lABSE-
Interferenz-Signals abschließen.
3.3.4 Die Berechnung des Interferenzsignals
Der atomare Gesamtzustand am Ort Z lautet gema¨ß (3.58) und (3.59) mit dem Polari-
sationszustand (3.82)
|Ψ(Z, t)〉 = 1
2
eiφ1(Z,t)ϕ(ζ1(Z)− τ(t))|1)
+ 1√
2
eiφ2(Z,t)ϕ(ζ2(Z)− τ(t))|2)
+ 1
2
eiφ3(Z,t)ϕ(ζ3(Z)− τ(t))|3)
(3.85)
mit den WKB-Phasenwinkeln aus (3.60). Nun sei am Ort Z ein Detektor platziert, der
den Anteil der urspru¨nglichen Polarisation im Zustand (3.85) misst, also den Zustand
|Ψ(Z, t)〉 auf |1x〉 projiziert. Die Wellenfunktion, die der Detektor messen wird, lautet
damit
Ψ1x(Z, t) = 〈1x|Ψ(Z, t)〉
= 1
4
eiφ1(Z,t)ϕ(ζ1(Z)− τ(t))
+ 1
2
eiφ2(Z,t)ϕ(ζ2(Z)− τ(t))
+ 1
4
eiφ3(Z,t)ϕ(ζ3(Z)− τ(t))
(3.86)
und die Wahrscheinlichkeitsdichte
ρ1x(Z, t) = |Ψ1x(Z, t)|2
=
1
16
∣∣∣ϕ(ζ1(Z)− τ(t)) + 2eiφ2,1(Z)ϕ(ζ2(Z)− τ(t)) + eiφ3,1(Z)ϕ(ζ3(Z)− τ(t))∣∣∣2 .
(3.87)
Dabei haben wir einen globalen Phasenfaktor exp {iφ1(Z, t)} /4 aus dem Betragsquadrat
herausgezogen und die Phasenwinkeldifferenzen
φβ,α(Z) = φβ(Z, t)− φα(Z, t)
=
Z∫
Z0
dZ ′
(√
k¯2 − 2MVβ(Z ′)−
√
k¯2 − 2MVα(Z ′)
)
.
(3.88)
eingefu¨hrt.
Anwendung auf ein einfaches, longitudinales Atomstrahl-Spinecho-Experiment 49
Ein lABSE-Experiment misst stets den zeitlich integrierten Fluss von Atomen. Dies ent-
spricht dem Za¨hlen von Atomen, die vom Detektor gemessen werden und sich somit (in
unserem Beispiel) im Zustand |1x〉 befinden, wa¨hrend eines festgelegten Zeitintervalls.
Bezogen auf die Gesamtzahl von Atomen, die am Detektor wa¨hrend dieses Zeitintervalls
angekommen sind, ergibt sich dann die Wahrscheinlichkeit P1x(Z) dafu¨r, dass sich ein
Atom am Detektorort im Zustand |1x〉 befindet. In dem eindimensionalen Fall, den wir
beim lABSE stets betrachten, ist der Fluss Φ1x(Z) stets identisch mit der Wahrschein-
lichkeitsstromdichte j1x(Z, t), fu¨r die wir in diesem Abschnitt die Na¨herung
Φ1x(Z, t) := j1x(Z, t) ≈ k¯
M
ρ1x(Z, t) . (3.89)
machen. Da wir uns den Detektor im Magnetfeld platziert denken, haben die Wellenpakete
eigentlich unterschiedliche lokale Geschwindigkeiten. Fu¨r die sehr kleinen Magnetfelder,
die wir in diesem Abschnitt betrachten, sollte (3.89) aber eine sehr gute Na¨herung darstel-
len. Eine korrekte Definition der Wahrscheinlichkeitsstromdichte wird in Kap. 6 gegeben.
Das lABSE-Signal, dass wir nun berechnen wollen lautet also
P1x(Z) =
∫
dt Φ1x(Z, t) =
k¯
M
∫
dt ρ1x(Z, t) . (3.90)
An dieser Stelle wollen wir noch eine Anmerkung zum Gesamtfluss der Atome machen.
Dieser ergibt sich in der Na¨herung aus (3.89) zu
Φges(Z, t) :=
k¯
M
〈Ψ(Z, t)|Ψ(Z, t)〉 = k¯
M
∑
α=1,2,3
χˆ2αϕ(ζα(Z)− τ(t))2 . (3.91)
Die Wahrscheinlichkeit, dass das Atom am Detektor ankommt ist dann gegeben durch
Pges(Z) =
∞∫
−∞
dt
k¯
M
∑
α=1,2,3
χˆ2αϕ(ζα(Z)− τ(t))2
=
∑
α=1,2,3
χˆ2α
∞∫
−∞
dτ ϕ(ζα(Z)− τ)2
=
∑
α=1,2,3
χˆ2α
= 1
(3.92)
und ist wie zu erwarten gleich Eins.
Verwenden wir nun die Dichte ρ1x(Z, t) aus (3.87) und berechnen (3.90), so erhalten wir
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nach Substitution k¯
m
t→ τ und anschließender Translation/Spiegelung τ → ζ1(Z)− τ
P1x(Z) =
1
16
∞∫
−∞
dτ
∣∣∣ϕ(τ) + 2eiφ2,1(Z)ϕ(ζ2(Z)− ζ1(Z) + τ)
+ eiφ3,1(Z)ϕ(ζ3(Z) − ζ1(Z) + τ)
∣∣∣2 . (3.93)
Nach Ausmultiplikation des Betragsquadrats erhalten wir weiter
P1x(Z) =
1
16
∞∫
−∞
dτ
(
ϕ2(τ) + 4ϕ2(ζ2(Z)− ζ1(Z) + τ) + ϕ2(ζ3(Z)− ζ1(Z) + τ)
+ 4 cos(φ2,1(Z))ϕ(τ)ϕ(ζ2(Z)− ζ1(Z) + τ)
+ 2 cos(φ3,1(Z))ϕ(τ)ϕ(ζ3(Z)− ζ1(Z) + τ)
+ 4 cos(φ3,2(Z))ϕ(ζ2(Z)− ζ1(Z) + τ)ϕ(ζ3(Z)− ζ1(Z) + τ)
)
,
(3.94)
wobei wir hier nur reelle Einhu¨llende ϕ(ζ) zugelassen haben. Die ersten drei Summanden
in der Klammer ergeben nach der Integration die Zahl sechs, d.h. wir erhalten
P1x(Z) =
3
8
+
1
4
cos(φ2,1(Z))I2,1(Z) (3.95)
+
1
8
cos(φ3,1(Z))I3,1(Z) (3.96)
+
1
4
cos(φ3,2(Z))I3,2(Z) , (3.97)
wobei wir die Integralfunktion
Iα,β(Z) :=
∞∫
−∞
dτ ϕ(τ)ϕ(ζα(Z)− ζβ(Z) + τ) (3.98)
verwendet haben. Der Wert von Iα,β(Z) ist proportional zum U¨berlapp der Wellenpakete
der Komponenten mit den Indizes α und β. Dieser U¨berlapp wird dann an genau der
Stelle Z auf der Strahlachse am gro¨ßten, wo die Differenz ζα(Z) − ζβ(Z) verschwindet,
also wenn beide Wellenpakete exakt gleichzeitig am Detektor eintreffen.
In Abb. 3.7a ist die numerisch berechnete Ortsabha¨ngigkeit des integrierten Flusses P1x(Z)
aus Gl. (3.95) dargestellt. Es wurden die gleichen Parameter wie fu¨r den in Abb. 3.6
gezeigten Fahrplan verwendet, sowie das in am Anfang von Abschnitt 3.3.3 (siehe Abb.
2.3) eingefu¨hrte, um Null zentrierte Gaußsche Wellenpaket
ϕ(ζ) =
1√
σ
√
pi
exp
{
− ζ
2
2σ2
}
, (3.99)
hier mit einer Breite σ = 10−7 m. Man erkennt in Abb. 3.7a folgendes:
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Abbildung 3.7: Abb. 3.7a zeigt den numerisch berechneten integrierte Fluss P1x(Z) der Atome,
die sich im Zustand |1x〉 befinden in Abha¨ngigkeit des Ortes Z auf der Strahlachse. Das in 3.7b
dargestellte Signal steht in direktem Zusammenhang mit der Bewegung der Schwerpunkte. Man
beachte, dass auch hier fu¨r das zweite Wellenpaket ein Potential verwendet wurde, das um den
Faktor 30 gegenu¨ber dem realistischen Potential skaliert ist. Verwendet wurden weiter Wellenpakete
mit einer Breite von σ = 10−7 m und mit mittlerer Geschwindigkeit v¯ = 2880 m/s.
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(i) Vor dem Potential bewegen sich alle Wellenpakete gleich, d.h. der Polarisationszu-
stand |1x〉 des Atoms bleibt erhalten. Mit Beginn der Potentiale laufen die Zusta¨nde
auseinander und es findet eine Oszillation der relativen Phase statt (die Spinrotati-
on). Der Fluss pendelt sich schließlich beim konstanten Wert 3/8 ein. Hier gibt es
keinen U¨berlapp zwischen den Wellenpaketen. Im weiteren Verlauf auf der Strahlach-
se treten schließlich drei Spinecho-Signale auf, verursacht durch die Oszillation der
relativen Phase je zweier Wellenpakete und sichtbar gemacht durch deren U¨berlapp.
(ii) Die Amplituden der unterschiedlichen Signale entsprechen den Kosinus-Vorfaktoren
aus (3.95).
(iii) Die Breite der Signale ha¨ngt vom Schnittwinkel der Schwerpunktsbewegung der
beteiligten Wellenpakete aus Abb. 3.7 ab. Ein kleiner Winkel bedeutet, dass der
(zeitliche) Abstand (des Eintreffens) der Schwerpunkte nur langsam mit dem be-
trachteten Ort auf der Strahlachse variiert, d.h. der U¨berlapp der Wellenpakete ist
u¨ber einen la¨ngeren Bereich auf der Strahlachse groß. Bei einem großen Winkel ist
der U¨berlapp nur sehr nahe am Kreuzungspunkt groß genug, um das Echo-Signal
sichtbar zu machen.
(iv) Die Frequenz der Oszillation ha¨ngt von der Potentialdifferenz der beteiligten Wel-
lenpakete ab. Dies ist in Abb. 3.7 zwar nicht zu erkennen, wird aber weiter unten
an einem geeigneteren Beispiel (siehe Abb. 3.8) noch gezeigt.
Nun ko¨nnen wir auch besser die Skalierung von V2(z) um den Faktor 30 begru¨nden: Ha¨tten
wir sie nicht vorgenommen, so wu¨rden die Kreuzungspunkte wesentlich dichter beisammen
liegen und die drei Signale wu¨rden miteinander verschmelzen. Effektiv ha¨tte man dann
an den Kreuzungspunkten den Ausgangszustand (fast) wieder hergestellt. Eine Auflo¨sung
der drei Signale wa¨re dann nur bei sehr viel schmaleren Wellenpaketen mo¨glich.
Schließlich sei gesagt, dass Abb. 3.7 der Abb. 3.12 auf S. 56 in [13] vom Prinzip her
entspricht. Dort wurden allerdings korrekte Energieverha¨ltnisse verwendet, die Abbil-
dung dann jedoch teilweise reskaliert, so dass die Verha¨ltnisse der Schwerpunktsbewegun-
gen zueinander, sowie die Lage der Kreuzungspunkte und die Form der Spinechosignale,
ta¨uschen7.
Der Vollsta¨ndigkeit halber wollen wir nun aber noch ein Beispiel fu¨r das Fahrplanmo-
dell bei realistischen Energieverha¨ltnissen angeben. Wir haben fu¨r ein magnetisches Feld
von B = 0.5 mT bei vera¨nderten Strahlenergien (siehe Bildunterschrift des Signals) die
Berechnungen erneut durchgefu¨hrt und das Ergebnis in Abb. 3.8 dargestellt.
Aufgrund des geringeren Potentials fu¨r den Zustand |2) liegen die Kreuzungspunkte nun
sehr dicht beieinander. Die Absta¨nde der Wellenpaketen zwischen den Kreuzungspunkten
sind daher sehr klein. Durch das insgesamt sehr geringe Potential unterscheiden sich die
7M. DeKieviet, private Diskussion.
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Abbildung 3.8: Ein Beispiel fu¨r das Fahrplanmodell bei realistischen Potentialen. Die Potentiale
nach Gl. (3.83) entsprechen nun einem Magnetfeld von B = 0.5 mT, das von Wasserstoff mit einem
Impuls bzw. einer Wellenzahl von k¯ = 11463 eV =ˆ 5, 8 · 1010/m und einer de-Broglie-Wellenla¨nge
von λ¯ = 1, 08 · 10−10 m durchquert wird. Dies entspricht einer Geschwindigkeit der Atome von v =
3661 m/s. Die Breite der Wellenpakete betra¨gt σ ≈ 10−10 m, was nicht mehr so gut die Bedingung
(2.73) erfu¨llt. In 3.8a kann man nun die korrekten Verha¨ltnisse der Breiten und der Wellenla¨ngen
der einzelnen Signale zueinander erkennen. In 3.8b sieht man, dass die Kreuzungspunkte nun viel
dichter beisammen liegen, als bei Abb. 3.7.
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Schwerpunktsgeschwindigkeiten nur gering, was dazu fu¨hrt, dass die Pakete u¨ber eine
la¨ngere Strecke hinweg einen signifikanten U¨berlapp haben.
Um zu erreichen, dass stets ho¨chstens zwei Wellenpakete einen signifikanten U¨berlapp
haben, mussten wir fu¨r das Beispiel eine sehr geringe Breite der Wellenpakete von σ =
10−10 m wa¨hlen, was bei dem verwendeten Wert fu¨r k¯ etwa eine Gro¨ßenordnung gro¨ßer als
1/(2k¯) ist. Die von Gl. (2.73) geforderte Bedingung σ  1/(2k¯) ist hier mit σ ≈ 12/(2k¯)
immer noch recht gut erfu¨llt.
Man sieht in Abb. 3.8a, dass die a¨ußeren Signale, bedingt durch die identischen Schnitt-
winkel in Abb. 3.8b, die gleiche Breite haben. Da das Potential fu¨r |2) sehr nahe bei Null
liegt und somit die Differenz zu den Potentialen von |1) und |3) praktisch identisch ist,
haben diese Signale auch die gleiche Wellenla¨nge. Doppelt so groß ist der Unterschied
zwischen den Potentialen von |1) und |3), was die halb so große Wellenla¨nge des mittleren
Signals erkla¨rt. Diese beiden Zusta¨nde haben in Abb. 3.8b auch den doppelten Schnitt-
winkel verglichen mit den a¨ußeren Kreuzungspunkten, daher ist das mittlere Signal auch
nur halb so breit wie die a¨ußeren Signale.
3.3.5 Abschließende Diskussion
Wie in der Einleitung zu diesem Abschnitt auf Seite 37 behauptet, haben wir hier
tatsa¨chlich gezeigt, dass wir in der Lage sind, sowohl das Fahrplanmodell als auch ein ein-
faches lABSE-Signal mit den bisherigen Methoden zu berechnen. Das von uns berechnete
Signal aus Abb.3.8 mit realistischen Parametern kann direkt verglichen werden mit dem
theoretisch berechneten Signal aus [13], Abb. 3.8, S. 508. Ebenso kann der Demonstrations-
Fahrplan aus Abb. 3.7 direkt verglichen werden mit dem qualitativen Beispiel aus [13],
Abb. 3.12, S. 56 (Der Fahrplan ist dort allerdings relativ zu unserem Beispiel vertikal
gespiegelt dargestellt).
Unsere Theorie erlaubt uns nun, die Grenzen des bisherigen Fahrplanmodells zu definie-
ren. Die WKB-Wellenpakete, die hier verwendet wurden, gelten nur unter Verwendung
der Na¨herungen (W1)-(W3) von Seite 20, d.h. langsam variierende Potentiale (W1), die
im Vergleich zur kinetischen Energie sehr gering sind (W3), sowie sehr breite Wellen-
pakete (W2). Einzig (W3) du¨rfte fu¨r alle lABSE-Experimente, die wir in der vorliegen-
den Arbeit betrachten wollen, eine gute Na¨herung sein. Die Breite der Wellenpakete im
Ortsraum kann aber durchaus sehr schmal sein, wie im realistischen Beispiel gezeigt,
so dass die Na¨herung (W2) nicht mehr gut erfu¨llt ist und wir Dispersion beru¨cksich-
tigen mu¨ssten. Noch deutlicher ko¨nnte die Na¨herung (W1) verletzt sein, na¨mlich wenn
wir nicht-adiabatische Verha¨ltnisse betrachten. Insbesondere bei der Betrachtung von P-
verletzenden Rotationen der Polarisation von Atomen in elektrischen Feldern, wie sie
8 Auch hier wollen wir auf die ra¨tselhafte, aber rein zufa¨llige U¨bereinstimmung in den Nummern der
Abbildungen 3.8 hinweisen.
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z.B. in [31] vorgeschlagen wurden, beno¨tigt man die nicht-adiabatische Erzeugung neuer
Wellenpakete, die zu atomaren Zusta¨nden geho¨ren, die gerade nicht im Anfangszustand
vertreten waren. Es stellt sich dann die Frage, wie die Wellenpakete der verschiedenen
atomare Zusta¨nde im nicht-adiabatischen Fall miteinander wechselwirken. Desweiteren
beno¨tigen wir gerade fu¨r die Untersuchung P-verletzender Effekte in Atomen metastabile
Zusta¨nde [32, 31, 33, 34, 36]. Bei einer Beschreibung des Atoms als orts- und zeitabha¨ngi-
ges Wellenpaket ist es nicht sofort klar, wie dieser Zerfall formal zu implementieren ist.
Wir brauchen also eine grundlegendere, exakte Theorie des lABSE. Im na¨chsten Kapitel
werden wir daher eine Methode zur prinzipiellen Berechnung der exakten Lo¨sung der ein-
dimensionalen Schro¨dinger-Gleichung entwickeln. Dies erlaubt uns dann, einen quantita-
tiven Vergleich zwischen der WKB-Lo¨sung und der Charakteristiken-Lo¨sung anzustellen.
In Kapitel 5 werden wir diese Methode dann zur Behandlung komplexer skalare Potentiale
verwenden. Hier werden wir sehen, wie der Zerfall eines instabilen Teilchen, dass durch
das Wellenpaket repra¨sentiert wird, formal zu beru¨cksichtigen ist.
Die U¨bertragung der Methode auf matrixwertige Potentiale in Kapitel 6 bringt uns dann
endlich an das angestrebte Ziel der vorliegenden Arbeit, na¨mlich die vollsta¨ndige theore-
tische Beschreibung eines lABSE-Experiments mit statischen elektrischen und magneti-
schen Feldern.
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Kapitel 4
Die exakte Lo¨sung der
Schro¨dinger-Gleichung mit skalarem
Potential
4.1 Ein kurzer Ru¨ckblick auf die Charakteristiken-
und die WKB-Lo¨sung
In Abschnitt 2.2 haben wir eine Na¨herungslo¨sung der Schro¨dinger-Gleichung mit Hilfe der
Methode der Charakteristiken gefunden. Mit dem Ansatz
Ψ(z, t) = exp
{
−i k¯
2
2m
t+ ik¯z
}
A(z, t) (4.1)
erhielten wir dort fu¨r den Amplitudenteil der Wellenfunktion im Falle eines skalaren Po-
tentials V (z)
A(z, t) = exp
−i
m
k¯
z∫
z− k¯
m
(t−t0)
dz′ V (z′)
 ϕ˜
(
z − k¯
m
(t− t0)
)
. (4.2)
In Abschnitt 2.3 fanden wir mit Hilfe der WKB-Na¨herung fu¨r den Ansatz
Ψ(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − 2mV (z′)
A(z, t) (4.3)
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die Lo¨sung
Ψ(z, t) = exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − 2mV (z′)
ϕ(ζ(z)− τ(t)) (4.4)
mit den in (2.45) definierten Koordinatenfunktionen
ζ(z) :=
z∫
z0
dz′
k¯√
k¯2 − 2mV (z′)
, τ(t) :=
k¯
m
t . (4.5)
Beide Lo¨sungen sind vom gleichen Typ, na¨mlich ein Produkt aus Phasenfaktor und Am-
plitudenfunktion,
Ψ(z, t) = eiφ(z,t)A(z, t) , (4.6)
mit jedoch unterschiedlichen Phasenwinkeln φ(z, t). Ebenso sind beide Wellenfunktionen
Lo¨sungen der Schro¨dinger-Gleichung bei Vernachla¨ssigung der zweiten Ortsableitungen,
d.h. unter der Na¨herung
∂2zφ(z, t) ≈ 0, ∂2zA(z, t) ≈ 0 . (4.7)
Der Charakteristiken-Lo¨sung sieht man direkt an, dass ∂2zφ(z, t) = 0 identisch erfu¨llt ist,
wa¨hrend dies fu¨r die WKB-Lo¨sung nur na¨herungsweise (im Rahmen der WKB-Na¨he-
rung) gilt. Es handelt sich bei dem Charakteristiken-Phasenwinkel1 damit wohl um eine
U¨bersimplifikation, die im WKB-Fall nicht gemacht wurde und die sich in entscheidender
Weise auf das Ergebnis auswirkt. Immerhin konnte die WKB-Lo¨sung in Bezug auf die
Schwerpunktsbewegung physikalisch sehr gut interpretiert werden, wa¨hrend dies offen-
sichtlich bei der Charakteristiken-Lo¨sung nicht der Fall war (siehe Diskussion am Ende
von Abschnitt 2.3.2).
Die Methode zur Berechnung der exakten Lo¨sung der Schro¨dinger-Gleichung in Form
einer Reihenentwicklung, die wir im na¨chsten Abschnitt entwickeln wollen, wird es uns
erlauben, beide Na¨herungslo¨sungen quantitativ zu vergleichen.
4.2 Die Lo¨sung der Schro¨dinger-Gleichung mit ska-
larem Potential
Wir werden nun eine Lo¨sung der Schro¨dinger-Gleichung mit skalarem Potential fu¨r einen
Ansatz der Form (4.6) berechnen. Wir werden zuna¨chst die Schro¨dinger-Gleichung fu¨r
1Hiermit wollen wir im folgenden den Phasenwinkel bezeichnen, den wir bei der Lo¨sung mit der
Methode der Charakteristiken verwendet haben.
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vorgegebenen Phasenwinkel φ(z, t) in geeigneter Weise umschreiben und danach mit Hilfe
geeigneter Green-Funktionen in eine Integralgleichung umwandeln, die wir dann iterativ
lo¨sen ko¨nnen.
4.2.1 Umschreiben der Schro¨dinger-Gleichung
Das Einsetzen des Ansatzes (4.6),
Ψ(z, t) = eiφ(z,t)A(z, t) ,
in die Schro¨dinger-Gleichung
(∂2z − 2mV (z) + 2mi∂t)Ψ(z, t) = 0 (4.8)
liefert (siehe Gl. (2.37))
0 = (i∂2zφ(z, t)− (∂zφ(z, t))2 − 2mV (z)− 2m∂tφ(z, t))A(z, t)
+ 2i(∂zφ(z, t))(∂zA(z, t)) + ∂
2
zA(z, t) + 2mi∂tA(z, t) .
(4.9)
Wir ko¨nnen nun fu¨r φ(z, t) jeweils den WKB- oder den Charakteristiken-Phasenwinkel
wa¨hlen, um eine Gleichung fu¨r die Amplitudenfunktion A(z, t) zu erhalten.
Verwendung des WKB-Phasenwinkels
Wa¨hlen wir zuna¨chst den WKB-Phasenwinkel2, also nach (2.43)
φ(z, t) = φWKB(z, t) = − k¯
2
2m
t+ S(z) = − k¯
2
2m
t+
z∫
z0
dz′ k(z′) . (4.10)
Hier haben wir die lokale Wellenzahl
k(z) := ∂zS(z) =
√
k¯2 − 2mV (z) (4.11)
eingefu¨hrt. Die Schro¨dinger-Gleichung (4.9) lautet dann nach Berechnung aller Ableitun-
gen von φ(z, t):(
∂2z + 2ik(z)∂z − k2(z)− i
m∂zV (z)
k(z)
− 2mV (z) + k¯2 + 2im∂t
)
A(z, t) = 0 . (4.12)
2 Wir bezeichnen den in Gl. (2.47) definierten Anteil Sk(z) des WKB-Phasenwinkels im Folgenden
nur noch mit S(z) und verstehen darunter den WKB-Anteil fu¨r die mittlere Wellenzahl, Sk¯(z).
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Nach Definition der lokalen Wellenzahl gilt k¯2 − k2(z) = 2mV (z), also folgt(
∂2z + 2ik(z)∂z − i
m∂zV (z)
k(z)
+ 2im∂t
)
A(z, t) = 0 . (4.13)
Nun gehen wir u¨ber zu den neuen Koordinaten ζ(z) und τ(t) aus (4.5), denen wir im
Zusammenhang mit der WKB-Lo¨sung bereits begegnet sind, d.h.
ζ(z) =
z∫
z0
dz′
k¯√
k¯2 − 2mV (z′)
, τ(t) =
k¯
m
t .
Es gilt
∂z =
∂
∂z
=
k¯
k(z)
∂
∂ζ
=
k¯
k(z)
∂ζ (4.14)
und
∂t =
k¯
m
∂τ . (4.15)
Mit der Amplitudenfunktion in den neuen Koordinaten ζ und τ ,
B(ζ(z), τ(t)) := A(z, t) (bzw. B(ζ, τ) = A(z(ζ), t(τ))) (4.16)
ko¨nnen wir die Schro¨dinger-Gleichung (4.13) umschreiben und erhalten
2ik¯ (∂ζ + ∂τ )B(ζ, τ) +
(
∂2z − i
m∂zV (z)
k(z)
)
B(ζ, τ) = 0 . (4.17)
Die zweite Ortsableitung der Amplitude berechnet sich zu
∂2zB(ζ, τ) = ∂z
k¯
k(z)
∂ζB(ζ, τ)
= − k¯(∂zk(z))
k2(z)
∂ζB(ζ, τ) +
k¯2
k2(z)
∂2ζB(ζ, τ)
=
k¯m(∂zV (z))
k3(z)
∂ζB(ζ, τ) +
k¯2
k2(z)
∂2ζB(ζ, τ) ,
(4.18)
womit sich (4.17) schließlich in die Form
(∂τ + ∂ζ)B(ζ, τ) = (LˆWKBB)(ζ, τ) (4.19)
bringen la¨sst. Dabei ist LˆWKB der fu¨r die Wahl des WKB-Phasenwinkels charakteristische
Differentialoperator
LˆWKB =
i
2k¯
[
−i
(
m
k(z)
∂zV (z)
)
+
mk¯
(k(z))3
(∂zV (z))∂ζ +
k¯2
(k(z))2
∂2ζ
]
. (4.20)
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Verwendung des Charakteristiken-Phasenwinkels
Wir fu¨hren nun dieselbe Rechnung fu¨r den Charakteristiken-Phasenwinkel
φ(z, t) = φC(z, t) = − k¯
2
2m
t+ k¯z (4.21)
durch. Die Schro¨dinger-Gleichung (4.9) lautet dann nach Berechnung aller Ableitungen
von φ(z, t)(
2ik¯∂z + ∂
2
z − 2mV (z) + 2im∂t
)
A(z, t) = 0 . (4.22)
Auch hier fu¨hren wir die Variable τ ein, lassen die Ortskoordinate z aber unberu¨hrt. Mit
dem fu¨r den Charakteristiken-Phasenwinkel typischen Differentialoperator
LˆC =
i
2k¯
(
∂2z − 2mV (z)
)
(4.23)
lautet die Schro¨dinger-Gleichung fu¨r die Funktion
B(z, τ(t)) = A(z, t) (4.24)
dann schließlich
(∂z + ∂τ )B(z, τ) = (LˆCB)(z, τ) . (4.25)
4.2.2 Aufstellen und Lo¨sen der Integralgleichung
Die beiden zu lo¨senden Schro¨dinger-Gleichungen (4.19), (4.25) sind sowohl im WKB- als
auch im Charakteristiken-Fall vom gleichen Typ, na¨mlich
(∂ζ + ∂τ )B(ζ, τ) = (LˆB)(ζ, τ) . (4.26)
Im Charakteristiken-Fall ist lediglich ζ = z zu setzen, im WKB-Fall ist ζ wie in (4.5)
definiert. In beiden Fa¨llen ist fu¨r Lˆ der entsprechende Differentialoperator LˆC bzw. LˆWKB
zu verwenden.
Um (4.26) in eine Integralgleichung umschreiben zu ko¨nnen, beno¨tigen wir eine Greensche
Funktion des Operators auf der linken Seite der Gleichung, fu¨r die
(∂ζ + ∂τ )G(ζ, τ) = δ(ζ)δ(τ) (4.27)
erfu¨llt sein muss. Man kann sich leicht davon u¨berzeugen, dass
G(ζ, τ) = Θ(ζ + τ)δ(ζ − τ) (4.28)
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eine mo¨gliche Lo¨sung der Gl. (4.27) ist. Diese Funktion ist in der (ζ, τ)-Ebene nur auf der
Winkelhalbierenden (ζ = τ) im I. Quadranten von Null verschieden (also fu¨r ζ, τ ≥ 0)
und entspricht somit einer retardierten Green-Funktion.
Die Gl. (4.26) kann damit in eine Integral-Gleichung umgewandelt werden:
B(ζ, τ) = B˜0(ζ − τ) +
∞∫
−∞
dζ ′
∞∫
−∞
dτ ′ G(ζ − ζ ′, τ − τ ′)(LˆB)(ζ ′, τ ′) . (4.29)
Hierbei ist B˜0(ζ−τ) eine beliebige Funktion die nur von der Kombination ζ−τ der beiden
Koordinaten abha¨ngt. Jede solche Funktion ist automatisch eine Lo¨sung der homogenen
Gleichung
(∂ζ + ∂τ)B˜0(ζ − τ) = 0 . (4.30)
Durch Einsetzen der Green-Funktion (4.28) ergibt sich
B(ζ, τ) = B˜0(ζ − τ) +
ζ∫
−∞
dζ ′ (LˆB)(ζ ′, τ ′)
∣∣
τ ′=τ−ζ+ζ′ . (4.31)
In dem Integral ist zuna¨chst der Operator Lˆ auf die Funktion B(ζ ′, τ ′) anzuwenden,
danach ist τ ′ = τ − ζ + ζ ′ zu setzen und schließlich ist die Integration auszufu¨hren. Bei
(4.31) handelt es sich um die formal exakte Lo¨sung der Gleichung (4.26), wobei man
durch iteratives Einsetzen von B(ζ, τ) im Integral eine Reihenentwicklung fu¨r die Lo¨sung
bekommt. Betrachtet man das Integral jedoch genauer, so stellt man fest, dass es divergent
ist, was wir am folgenden Beispiel klar machen wollen. Nehmen wir z.B. den Operator
LˆWKB aus (4.20) und betrachten den dort enthaltenen Beitrag (k¯
2/k2(z))∂2ζ (neben dem
konstanten Faktor i/2k¯). Dieser fu¨hrt im Integrand von (4.31) in erster Ordnung zu
ζ∫
−∞
dζ ′
k¯2
k2(z(ζ ′))
B˜′′0 (ζ
′ − τ ′)∣∣
τ ′=τ−ζ+ζ′ = B˜
′′
0 (ζ − τ)
ζ∫
−∞
dζ ′
k¯2
k2(z(ζ ′))
. (4.32)
Da auf der rechten Seite der Gleichung der Integrand bei den sehr kleinen Potentialen,
die wir hier betrachten, fu¨r alle z nahe bei Eins liegt, divergiert das uneigentliche Integral
und somit das gesamte Integral aus (4.31).
Dieses Problem kann man durch geschickte Wahl der homogenen Lo¨sung B˜0(ζ − τ) aus
der Welt schaffen, z.B.
B˜0(ζ − τ) = ϕ(ζ − τ)−
ζ−τ∫
−∞
dζ ′ (LˆB)(ζ ′, τ ′)
∣∣
τ ′=τ−ζ+ζ′ . (4.33)
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Durch die Wahl der Integralobergrenze ζ − τ stellen wir sicher, dass (4.33) immer noch
eine homogene Lo¨sung der Gl. (4.26) ist. Wir beseitigen also die Divergenz im Integral in
(4.31) durch eine divergente homogene Lo¨sung.
Es verbleibt in (4.31) noch
B(ζ, τ) = ϕ(ζ − τ) +
ζ∫
ζ−τ
dζ ′ (LˆB)(ζ ′, τ ′)
∣∣
τ ′=τ−ζ+ζ′ . (4.34)
Wir ko¨nnen in diesem Zusammenhang den Integraloperator Kˆ definieren als
(Kˆf)(ζ, τ) =
ζ∫
ζ−τ
dζ ′ (Lˆf)(ζ ′, τ ′)
∣∣
τ ′=τ−ζ+ζ′ , (4.35)
wobei f = f(ζ, τ) eine beliebige Funktion von ζ und τ sein soll. Wir ko¨nnen die Lo¨sung
(4.34) also in abstrakter Form schreiben als
B = ϕ+ KˆB (4.36)
und ko¨nnen diese Gleichung nun algebraisch umformen zu
B =
1
1− Kˆ ϕ (4.37)
und dies in eine geometrische Reihe entwickeln,
B =
∞∑
i=0
Kˆiϕ . (4.38)
Damit haben wir die Amplitudenfunktion B(ζ, τ) als Reihenentwicklung nach der homo-
genen Lo¨sung ϕ(ζ − τ) ausgedru¨ckt,
B(ζ, τ) =
∞∑
i=0
(Kˆiϕ)(ζ, τ) . (4.39)
Die algebraische Umstellung der rekursiv definierten Lo¨sung (4.34) und die formale Ent-
wicklung des Operators (1 − Kˆ)−1 in eine geometrische Reihe entspricht genau dem ite-
rativen Einsetzen der Lo¨sung (4.34) in sich selbst (im Integraloperator). Dies ist ein
wohlbekanntes Lo¨sungsverfahren und entspricht z.B. genau dem Verfahren, das in der
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Quantenmechanik bei der Lo¨sung des Streuproblems angewendet wird (Bornsche Reihe,
vergleiche [40], Bd. 2, Abschnitt 8.2.3 f., ab Seite 112).
In der Praxis wird man selten u¨ber die erste Ordnung hinaus entwickeln, insbesondere
da in diesem Fall der Integraloperator in ho¨heren Potenzen sehr schwierig zu handhaben
ist. Besonders deutlich werden wir das bei der Lo¨sung der matrixwertigen Schro¨dinger-
Gleichung in Kapitel 6 sehen. Konvergenzfragen im Bezug auf die Reihenentwicklung
behandeln wir in der vorliegenden Arbeit nicht.
4.2.3 Variablentransformation in der WKB-Lo¨sung
Letztendlich ist man an der Amplitudenfunktion A(z, t) = B(ζ(z), τ(t)) interessiert. Wir
mu¨ssen dazu den Integraloperator Kˆ in Abha¨ngigkeit von der Ortskoordinate z und der
Zeit t schreiben. Bei der Verwendung der Charakteristiken-Phase ist dies kein Problem,
da dann anstelle von ζ ohnehin schon z verwendet wird und τ(t) = k¯
m
t einfach eingesetzt
werden kann.
Bei der WKB-Lo¨sung muss man das Integral u¨ber ζ ′ in ein Integral u¨ber z′ umwandeln.
Dazu verwenden wir die Definition von ζ(z) aus Gl. (4.5) und erhalten
dζ =
k¯
k(z)
dz . (4.40)
Fu¨r die Integralgrenzen beno¨tigen wir die Umkehrfunktion von ζ(z), die wir mit Z(ζ)
kennzeichnen wollen und fu¨r die
Z(ζ(z)) = z (4.41)
erfu¨llt sein muss. Fu¨r die Integraluntergrenze ζ − τ im Operator Kˆ fu¨hren wir eine neue
Funktion ein, um die Schreibweise so kompakt wie mo¨glich zu halten. Es sei daher
u(z, t) := Z(ζ(z)− τ(t)) . (4.42)
Der Integraloperator Kˆ aus (4.35) lautet dann
(Kˆf)(z, t) =
z∫
u(z,t)
dz′
k¯
k(z′)
(Lˆf)(z′, τ ′)
∣∣
τ ′=τ(t)−ζ(z)+ζ(z′) , (4.43)
wobei es sich in der Praxis anbietet, die Variable τ bei der Anwendung des Operator Lˆ
im Integranden zuna¨chst beizubehalten und erst am Ende der Rechnung durch τ(t) = k¯
m
t
zu ersetzen.
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Wir wollen nun noch einige Anmerkungen zu der Funktion u(z, t) machen, die uns im
Folgenden noch ha¨ufig begegnen wird. Zuna¨chst ist es i.A. nicht mo¨glich, die Umkehr-
funktion zu ζ(z) analytisch anzugeben, da das Potential V (z) zum einen sehr kompliziert
sein kann und zum anderen in der Praxis auch nur numerisch berechnet wird. Deshalb
ist es sinnvoll, die Integration u¨ber z anstelle von ζ durchzufu¨hren, da der Integrand
hauptsa¨chlich direkt von z abha¨ngt. Lediglich die Einhu¨llende ϕ(ζ(z) − τ(t)) ha¨ngt von
ζ(z) ab. Die Berechnung der Funktion ζ(z) ist aber wesentlich einfacher mo¨glich als die
Berechnung ihrer Umkehrfunktion.
Durch die Variablentransformation im Integral beno¨tigen wir die Umkehrfunktion u(z, t)
nur noch an einer einzigen Stelle in der Formel, na¨mlich in der Integraluntergrenze. Hier
kann u(z, t) sehr gut physikalisch interpretiert werden, wie wir nun zeigen wollen.
In Abschnitt 3.3.3 haben wir bei der Diskussion des Fahrplanmodells die Zeit Tα(Z)
definiert, die das Atom im Zustand |α(Z)) beno¨tigt, um im Potential Vα(Z) vom Ort
Z0 zum Ort Z zu gelangen, siehe Gl. (3.81). Hier wollen wir die Zeit berechnen, die der
Schwerpunkt des Wellenpakets braucht, um im Potential V (z) vom Ort u(z, t) zum Ort
z zu gelangen. Analog zu (3.81) ist diese gegeben durch
T (z, u(z, t)) =
M
k¯
z∫
u(z,t)
dz′
k¯
k(z′)
. (4.44)
In diesem Integral ko¨nnen wir z → ζ(z) substituieren und erhalten
T (z, u(z, t)) =
M
k¯
ζ(z)∫
ζ(u(z,t))
dζ ′ 1 =
M
k¯
(ζ(z)− ζ(u(z, t))) . (4.45)
Wegen
ζ(u(z, t)) = ζ(Z(ζ(z)− τ(t))) = ζ(z)− τ(t) (4.46)
folgt also das einfache Ergebnis
T (z, u(z, t)) =
M
k¯
τ(t) = t . (4.47)
Somit ist u(z, t) gerade der Ort, an dem ein Teilchen zur Zeit t = 0 starten muss, um zur
Zeit t am Ort z einzutreffen, nachdem es das Potential V (z) im entsprechenden Intervall
durchquert hat. Hierin dru¨ckt sich wieder der semiklassische Charakter der Entwicklung
der Wellenfunktion aus. Die Wellenfunktion am Ort z zur Zeit t erha¨lt nur Korrekturbei-
tra¨ge, die (im klassischen Sinne) die Zeit hatten, zum betrachteten Ort zu gelangen.
Zum Ende dieses Abschnitts wollen wir noch die Taylor-Entwicklung fu¨r u(z, t) fu¨r sehr
kleine Zeiten angeben. Mit
dζ(z)
dz
=
k¯
k(z)
⇐⇒ dZ(ζ)
dζ
=
k(Z(ζ))
k¯
. (4.48)
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folgt na¨mlich fu¨r die Taylorentwicklung der Umkehrfunktion Z(ζ − τ) um ζ
Z(ζ − τ) =
∞∑
n=0
1
n!
dnZ(ζ)
dζn
(−τ)n
=
[
z +
∞∑
n=1
1
n!
((
k(z)
k¯
d
dz
)n−1
k(z)
k¯
)
(−τ)n
]
z=Z(ζ)
=
[
z − k(z)
k¯
τ +
1
2
(
k(z)
k¯
d
dz
k(z)
k¯
)
τ 2 ∓ . . .
]
z=Z(ζ)
.
(4.49)
Wenden wir dieses Ergebnis auf die Funktion u(z, t) an, so folgt
u(z, t) = Z(ζ(z)− τ(t)) = z − k(z)
m
t− (∂zV (z))
2m
t2 +O(t3) . (4.50)
Fu¨r beliebig große Zeiten werden die Korrekturterme auch bei schwach vera¨nderlichen
Potentialen beliebig groß. Ha¨ufig ist man nur an der Wellenfunktion in einem relativ
kurzen Zeitraum interessiert3. Dann kann man analog die Entwicklung
u(z, t+ ∆t) = u(z, t)− k(Z(ζ(z)− τ(t)))
m
∆t+O((∆t)2) (4.51)
betrachten.
4.2.4 Anfangsbedingungen und Diskussion der Lo¨sung
Die homogene Lo¨sung in Gl. (4.34) wurde nicht ohne Grund mit dem Buchstaben ϕ
bezeichnet. Sie entspricht na¨mlich der Einhu¨llenden ϕ(ζ − τ) der WKB-Lo¨sung, bzw.
im Falle der Verwendung der Charakteristiken-Phase der Einhu¨llenden ϕ˜(z − k¯
m
t). Die
U¨bereinstimmung ist exakt im Limes t → 0 und damit fu¨r τ → 0, also am Anfang der
Zeitentwicklung, wenn die Integralgrenzen im Integraloperator Kˆ identisch sind. Es folgt
nach Gl. (4.34) bei Verwendung des WKB-Phasenfaktors
B(ζ(z), τ = 0) = ϕ(ζ(z)) . (4.52)
Die vollsta¨ndige Wellenfunktion inklusive Phasenfaktor lautet dann gema¨ß (4.6)
Ψ(z, t = 0) = eiφWKB(z,0)ϕ(ζ(z)) . (4.53)
Geht man vom Charakteristiken-Phasenwinkel aus, so ist
Ψ(z, t = 0) = eiφC(z,0)ϕ˜(z − z0) . (4.54)
3 Z.B. der Zeitraum, an dem das Wellenpaket an einem Detektor am Ort ZD eintrifft. Siehe dazu auch
Abschnitt 6.3.3.
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Mit diesem Resultat rechtfertigen wir die im Folgenden gelegentlich verwendete Bezeich-
nung von ϕ bzw. ϕ˜ als Anfangswellenpaket (auch wenn zum gesamten Anfangswellenpaket
strenggenommen noch der jeweilige Phasenfaktor geho¨rt).
Zum Abschluss dieses Abschnitts wollen wir noch eine wichtige Bemerkung machen, auf
die wir im Verlaufe dieses Kapitels noch zuru¨ckgreifen werden. Die hier betrachteten Ope-
ratoren LˆWKB und LˆC aus Gl. (4.20) und (4.23) enthalten beide einen Faktor proportional
zu k¯−1. Auf der experimentell durch die lABSE-Apparatur vorgegebenen La¨ngenskala,
die auch den Integrationsbereich des Integraloperators vorgibt und im Bereich von eini-
gen Metern liegt4, stellt die inverse mittlere Wellenzahl k¯−1, die nach den Betrachtungen
der Beispiele in Abschnitt 3.3 in der Gro¨ßenordnung O(10−10 m) liegt, eine extrem kleine
Gro¨ße dar. Wir ko¨nnen die Entwicklung nach dem Integraloperator (der dimensionslos
ist), also als Entwicklung nach Potenzen der inversen Wellenzahl auffassen.
Wir ko¨nnen nun die oben dargestellte Methode fu¨r die Berechnung der Amplitudenfunk-
tion bei vorgegebenem Phasenwinkel einmal mit dem Charakteristiken-Phasenwinkel und
einmal mit dem WKB-Phasenwinkel durchfu¨hren. Die auf diese Weise berechneten Wel-
lenfunktion (also das Produkt von Phasenfaktor und Amplitudenfunktion) mu¨ssen dann
in jeder Ordnung von k¯−1 u¨bereinstimmen.
Desweiteren kann man bei fester Ordnung im Integraloperator Kˆ in beiden Fa¨llen unter-
suchen, bis zu welcher Ordnung in k¯−1 Terme in der jeweiligen Na¨herungslo¨sung enthalten
sind. Da jeder Integraloperator einen Faktor 1/k¯ entha¨lt, entha¨lt die n-te Ordnung der
Entwicklung in Kˆ sicher alle Beitra¨ge bis zur n-ten Ordnung in 1/k¯. Wie wir in Abschnitt
4.3.3 sehen werden, gibt ein Vergleich der Ordnungen in Kˆ Aufschluss u¨ber die Qualita¨t
des Ansatzes fu¨r den Phasenwinkel.
Wir werden also im Folgenden stets unterscheiden zwischen der Ordnung der Entwick-
lung im Integraloperator Kˆ und der Ordnung der Entwicklung in der inversen mittleren
Wellenzahl k¯−1.
4.3 Anwendung des Formalismus
4.3.1 Verwendung des WKB-Phasenwinkels
Bei Verwendung des WKB-Phasenwinkels mu¨ssen wir im Integraloperator Kˆ aus (4.43)
den Operator LˆWKB aus Gl. (4.20) auf das Anfangswellenpaket ϕ(ζ − τ) anwenden. Wir
schreiben
LˆWKB = A (z) +B(z)∂ζ + C (z)∂
2
ζ , (4.55)
4M. DeKieviet, private Kommunikation.
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wobei gema¨ß (4.20)
A (z) =
1
2k¯
(
m
k(z)
∂zV (z)
)
= − 1
2k¯
∂zk(z) , (4.56a)
B(z) =
i
2k¯
mk¯
(k(z))3
(∂zV (z)) =
i
2k¯
∂z
k¯
k(z)
, (4.56b)
C (z) =
i
2k¯
k¯2
(k(z))2
(4.56c)
gilt. Da diese Funktionen nicht zeitabha¨ngig sind, ist die Berechnung der Ableitungen der
Anfangswellenpakete und die anschließende Substitution τ ′ → τ − ζ + ζ ′ leicht durch-
zufu¨hren. Es gilt
[
∂nζ′ϕ(ζ
′ − τ ′)]
τ ′→τ−ζ+ζ′ = ϕ
(n)(ζ − τ) , (n ∈ N0) , (4.57)
also ko¨nnen wir im Operator Kˆ die Ableitungen der Wellenpakete vor das Integral ziehen
erhalten dann
(KˆWKBϕ)(z, t) = U (z, u(z, t))ϕ(ζ(z)− τ(t))
+ V (z, u(z, t))ϕ′(ζ(z)− τ(t))
+W (z, u(z, t))ϕ′′(ζ(z)− τ(t))
(4.58)
mit
U (z, u(z, t)) = − 1
2k¯
z∫
u(z,t)
dz′
k¯
k(z′)
∂z′k(z
′) = ln
√
k(u(z, t))
k(z)
, (4.59a)
V (z, u(z, t)) =
i
2k¯
z∫
u(z,t)
dz′
k¯
k(z′)
∂z′
k¯
k(z′)
=
i
4k¯
[
k¯2
k2(z′)
]z
u(z,t)
, (4.59b)
W (z, u(z, t)) =
i
2k¯
z∫
u(z,t)
dz′
(
k¯
k(z′)
)3
. (4.59c)
In erster Ordnung Kˆ erhalten wir also bei Verwendung des WKB-Phasenwinkels die Wel-
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lenfunktion
Ψ
(1)
WKB(z, t) = e
iφWKB(z,t)A
(1)
WKB(z, t)
= eiφWKB(z,t)
{
ϕ(ζ(z)− τ(t)) + (KˆWKBϕ)(z, t)
}
= eiφWKB(z,t)
{[
1 + ln
√
k(u(z, t))
k(z)
]
ϕ(ζ(z)− τ(t))
+
i
4k¯
[
k¯2
k2(z′)
]z
u(z,t)
ϕ′(ζ(z)− τ(t))
+
 i
2k¯
z∫
u(z,t)
dz′
(
k¯
k(z′)
)3ϕ′′(ζ(z)− τ(t))} .
(4.60)
4.3.2 Verwendung des Charakteristiken-Phasenwinkels
Erste Ordnung
Im Charakteristiken-Fall haben wir die Koordinaten z, τ anstelle von ζ, τ zu verwenden,
sowie das Anfangswellenpaket ϕ˜(z − τ). Der in (4.23) definierte Operator LˆC fu¨hrt zu
(LˆCϕ˜)(z, τ) =
i
2k¯
ϕ˜′′(z − τ)− im
k¯
V (z)ϕ˜(z − τ) (4.61)
und somit zu
(KˆCϕ˜)(z, t) = ϕ˜
′′(z − τ) i
2k¯
τ − ϕ˜(z − τ(t)) im
k¯
z∫
z−τ(t)
dz′ V (z′) . (4.62)
Also ist in erster Ordnung
Ψ
(1)
C (z, t) = e
iφC(z,t)A
(1)
C (z, t)
= eiφC(z,t)
{
ϕ˜(z − τ(t)) + (KˆCϕ˜)(z, t)
}
= eiφC(z,t)
{1− im
k¯
z∫
z−τ(t)
dz′ V (z′)
 ϕ˜(z − τ(t))
+
i
2k¯
τ(t)ϕ˜′′(z − τ(t))
}
.
(4.63)
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Zweite Ordnung
Fu¨r die Berechnung der zweiten Ordnung mu¨ssen wir die Wirkung des Integraloperators
KˆC auf (KˆCϕ˜)(z, t) kennen. Zuna¨chst berechnen wir die Wirkung des Differentialoperators
LˆC und erhalten(
LˆCKˆCϕ˜
)
(z, τ) = ϕ˜(z − τ)
−m2
k¯2
V (z)
z∫
z−τ
dz′ V (z′) +
m
2k¯2
[V ′(z)− V ′(z − τ)]

+ ϕ˜′(z − τ)m
k¯2
[V (z)− V (z − τ)]
+ ϕ˜′′(z − τ) m
2k¯2
τV (z) + z∫
z−τ
dz′ V (z′)

− ϕ˜(4)(z − τ) 1
4k¯2
τ
(4.64)
und hieraus nach einiger Rechnung schließlich
B
(2)
C (z, τ) = ϕ˜(z − τ)
[
1− im
k¯
z∫
z−τ
dz′ V (z′)− m
2
k¯2
z∫
z−τ
dz′ V (z′)
z′∫
z−τ
dz′′ V (z′′)
− m
2k¯2
(τV ′(z − τ)− V (z) + V (z − τ))
]
+ ϕ˜′(z − τ)m
k¯2
 z∫
z−τ
dz′ V (z′)− τV (z − τ)

+ ϕ˜′′(z − τ)
 i
2k¯
τ +
m
2k¯2
τ
z∫
z−τ
dz′ V (z′)

− ϕ˜(4)(z − τ) 1
8k¯2
τ 2 .
(4.65)
Alle Beitra¨ge proportional zu k¯−2 sind dabei in der zweiten Ordnung entstanden. Die
Gesamtwellenfunktion ergibt sich hieraus einfach durch
Ψ
(2)
C (z, t) = e
iφC(z,t)A
(2)
C (z, t) = e
iφC(z,t)B
(2)
C (z, τ(t)) . (4.66)
4.3.3 Vergleich der beiden Entwicklungen
Wie am Ende von Abschnitt 4.2.4 bereits angesprochen wurde, gibt es zwei verschiedene
Mo¨glichkeiten des Vergleichs. Entweder man vergleicht die Beitra¨ge in der Entwicklung zu
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vorgegebener Ordnung des Operators Kˆ oder man vergleicht die Beitra¨ge zu einer festen
Ordnung in 1/k¯. Beide Varianten bringen unterschiedliche Erkenntnisse.
Der Koeffizientenvergleich der Potenzen von 1/k¯ ermo¨glicht die U¨berpru¨fung der berechne-
ten Entwicklungen fu¨r den WKB-Fall und den Charakteristiken-Fall, denn beide mu¨ssen in
jeder Ordnung von 1/k¯ u¨bereinstimmen. Desweiteren liefert die Entwicklung nach Poten-
zen von 1/k¯ fu¨r eine feste Ordnung im Integraloperator Kˆ einen Hinweis auf die Qualita¨t
des Ansatzes. Wurde der Ansatz gut gewa¨hlt, sollten bereits bei niedrigen Ordnungen
in Kˆ Beitra¨ge von ho¨heren Ordnungen in 1/k¯ zu finden sein. Ebenso sollte der bessere
Ansatz bei fester Ordnung in Kˆ zu betragsma¨ßig kleineren Korrekturen fu¨hren.
Vergleich bis zur Ordnung 1/k¯
Wir wenden uns zuna¨chst den Entwicklungen in 1/k¯ zu. Wir betrachten die jeweils erste
Ordnung in Kˆ, d.h. die Gln. (4.60) und (4.63). In A
(1)
C (z, t) aus (4.63), zur Erinnerung
A
(1)
C (z, t) = ϕ˜(z − τ(t))
1− im
k¯
z∫
z−τ(t)
dz′ V (z′)
+ ϕ˜′′(z − τ(t)) i
2k¯
τ(t) , (4.67)
gibt es zwei Korrekturbeitra¨ge, die beide erster Ordnung in k¯−1 sind. Diese vergleichen
wir nun mit den Beitra¨gen erster Ordnung in A
(1)
WKB(z, t) aus (4.60), zur Erinnerung
A
(1)
WKB(z, t) = ϕ(ζ(z)− τ(t))
[
1 + ln
√
k(u(z, t))
k(z)
]
+ ϕ′(ζ(z)− τ(t)) i
4k¯
(
k¯2
k2(z)
− k¯
2
k2(u(z, t))
)
+ ϕ′′(ζ(z)− τ(t)) i
2k¯
z∫
u(z,t)
dz′
k¯3
k3(z′)
.
(4.68)
Hierzu mu¨ssen wir A
(1)
WKB(z, t) weiter nach Potenzen von 1/k¯ entwickeln, und zwar nur
bis zur ersten Ordnung, um den gewu¨nschten Vergleich ziehen zu ko¨nnen. Der U¨bersicht-
lichkeit halber schreiben wir die beiden Lo¨sungen gemeinsame Variable τ(t) im Folgenden
kurz τ . Die genaue Zeitabha¨ngigkeit von τ(t) spielt fu¨r die folgenden Betrachtungen keine
Rolle.
Wir beginnen mit der Entwicklung der Argumente und der Wellenfunktion ϕ(ζ(z) − τ).
Nach Definition von ζ(z) in (4.5) gilt
ζ(z) =
z∫
z0
dz′
k¯
k(z)
=
z∫
z0
dz′
k¯√
k¯2 − 2mV (z′)
=
z∫
z0
dz′
1√
1− 2mV (z′)/k¯2
. (4.69)
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Hieran erkennt man, dass nach Entwicklung der Wurzel
ζ(z) = z − z0 +O(k¯−2) (4.70)
folgt, also keine linearen Beitra¨ge in 1/k¯ auftreten. In erster Ordnung in 1/k¯ kann das
WKB-Anfangswellenpaket also geschrieben werden als
ϕ(ζ(z)− τ) ≈ ϕ((z − z0)− τ) . (4.71)
Nun betrachten wir die Koeffizienten der verschiedenen Ableitungen der Wellenfunktion
in (4.68). Wir beginnen bei dem Logarithmus-Term, der eine Korrektur zweiter Ordnung
in k¯−1 ist. Dies sieht man, indem man das Argument des Logarithmus nach kleinen Po-
tentialen entwickelt. Es gilt mit u(z, t) aus (4.42)
k(z)
k(u(z, t))
=
√
1− 2mV (z)/k¯2
1− 2mV (u(z, t))/k¯2 =
√
1− 2m(V (z)− V (u(z, t)))
k¯2
+O(k¯−4) .
Hiermit folgt
ln
√
k(u(z, t))
k(z)
= −1
2
ln
(
k(z)
k(u(z, t))
)
=
m(V (z)− V (u(z, t)))
2k¯2
+O(k¯−4) . (4.72)
Der Koeffizient der ersten Ableitung von ϕ wird in der Entwicklung nach Potenzen von
1/k¯ zu
i
4k¯
(
k¯2
k2(z)
− k¯
2
k2(u(z, t))
)
=
i
4k¯
(
−m(V (z)− V (u(z, t)))
k¯2
+O(k¯−4)
)
= O(k¯−3)
(4.73)
und der Koeffizient von ϕ′′ lautet unter Verwendung von (4.50), d.h. u(z, t) = z − τ +
O(k¯−1) schließlich
i
2k¯
z∫
u(z,t)
dz′
k¯3
k3(z′)
=
i
2k¯
τ +O(k¯−2) . (4.74)
Wie man sieht, dominiert dieser Term die beiden anderen, da er der einzige Korrekturterm
mit der Ordnung O(1/k¯) ist. Insgesamt kann A(1)WKB(z, t) in erster Ordnung in 1/k¯ damit
geschrieben werden als
A
(1)
WKB(z, t) = ϕ((z − z0)− τ) + ϕ′′((z − z0)− τ)
i
2k¯
τ +O(k¯−2) . (4.75)
Um diese Gleichung mit der ersten Ordnung in der Entwicklung der Charakteristiken-
Lo¨sung vergleichen zu ko¨nnen, mu¨ssen wir die Phasenfaktoren noch beru¨cksichtigen. Wir
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entwickeln den WKB-Phasenwinkel (4.10) nach 1/k¯:
φWKB(z, t) = − k¯
2
2m
t+
z∫
z0
dz′
√
k¯2 − 2mV (z′)
= − k¯
2
2m
t+ k¯(z − z0)− m
k¯
z∫
z0
dz′ V (z′) +O(k¯−2)
= φC(z − z0, t)− m
k¯
z∫
z0
dz′ V (z′) +O(k¯−2)
(4.76)
mit dem Charakteristiken-Phasenwinkel φC(z, t) aus (4.21). Entwickeln wir nun den ge-
samten WKB-Phasenfaktor, so folgt
eiφWKB(z,t) = eiφC(z−z0,t)
1− im
k¯
z∫
z0
dz′ V (z′) +O(k¯−2)
 . (4.77)
Nun ko¨nnen wir die Wellenfunktionen in erster Ordnung 1/k¯ insgesamt vergleichen. Wir
haben
Ψ
(1)
C (z, t) = e
iφC(z,t)A
(1)
C (z, t)
= exp
{
−i k¯
2
2m
t+ ik¯z
}(
ϕ˜(z − τ(t))
1− im
k¯
z∫
z−τ(t)
dz′ V (z′)

+ ϕ˜′′(z − τ(t)) i
2k¯
τ(t)
) (4.78)
und analog
Ψ
(1)
WKB(z, t) = e
iφWKB(z,t)A
(1)
WKB(z, t)
= exp
{
−i k¯
2
2m
t+ ik¯(z − z0)
}
×
(
ϕ((z − z0)− τ(t))
1− im
k¯
z∫
z0
dz′ V (z′)

+ ϕ′′((z − z0)− τ(t)) i
2k¯
τ(t) +O(k¯−2)
)
.
(4.79)
Der einzige sichtbare Unterschied zwischen den Gln. (4.78) und (4.79) sind die verschiede-
nen Einhu¨llenden ϕ und ϕ˜. Bei gleichen Anfangsbedingungen gilt hier der Zusammenhang
Ψ(z, t = 0) = eiφC(z,t=0)ϕ˜(z)
!
= eiφWKB(z,t=0)ϕ(ζ(z)) (4.80)
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festgelegt. Nach Einsetzen der Phasenwinkel aus (4.21) und (4.10) folgt
ϕ˜(z) = exp
−ik¯z + i
z∫
z0
dz′ k(z′)
ϕ(ζ(z)) (4.81)
und fu¨r Zeiten t > 0, d.h. z → z − τ ,
ϕ˜(z − τ) = exp
−ik¯(z − τ) + i
z−τ∫
z0
dz′ k(z′)
ϕ(ζ(z − τ)) . (4.82)
Entwickeln wir in dieser Gleichung mit den zuvor verwendeten Methoden wieder alles bis
zur Ordnung 1/k¯, erhalten wir
ϕ˜(z − τ) = exp
−ik¯z0 − imk¯
z−τ∫
z0
dz′ V (z′)
ϕ ((z − z0)− τ) +O(k¯−2)
= e−ik¯z0
1− im
k¯
z−τ∫
z0
dz′ V (z′)
ϕ ((z − z0)− τ) +O(k¯−2) .
(4.83)
Nach zweifachem Ableiten nach (z − τ) erhalten wir
ϕ˜′′(z − τ) = e−ik¯z0ϕ′′((z − z0)− τ) +O(k¯−1) . (4.84)
Bei der zweiten Ableitung brauchen wir nur Terme nullter Ordnung in 1/k¯ zu beru¨cksich-
tigen, da in (4.78) bereits ein Koeffizient erster Ordnung in 1/k¯ vorhanden ist. Setzt man
die Ausdru¨cke der letzten beiden Gleichungen nun explizit in (4.78) ein, so erha¨lt man
sofort das zu (4.79) identische Ergebnis, d.h. es gilt tatsa¨chlich
Ψ
(1)
C (z, t) = Ψ
(1)
WKB(z, t) (in O(k¯−1)) . (4.85)
Analog wu¨rde man einen Vergleich der Entwicklung bis zur Ordnung O(k¯−2) angehen.
Hierzu mu¨sste man zuna¨chst die zweite Ordnung in KˆWKB fu¨r den WKB-Fall, A
(2)
WKB(z, t),
berechnen, da nur dann sichergestellt ist, das alle Beitra¨ge der zweiten Ordnung in 1/k¯
beru¨cksichtigt werden.
Vergleich der Entwicklungen in Kˆ
Nachdem wir uns nun hinreichend davon u¨berzeugt haben, dass sowohl die
Charakteristiken- wie auch die WKB-Entwicklung zu identischen Wellenfunktionen
fu¨hren, wollen wir nun weiter die Qualita¨t dieser beiden Entwicklungen vergleichen.
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Zuna¨chst betrachten wir erneut den Zusammenhang zwischen der Entwicklung nach Po-
tenzen des Integraloperators Kˆ und der Entwicklung nach Potenzen von 1/k¯ und stellen
dabei fest, dass hier der WKB-Fall klar im Vorteil ist. Bereits in erster Ordnung in KˆWKB
erha¨lt man dort Beitra¨ge beliebig hoher Ordnung in 1/k¯, aufsummiert in den einzelnen
Korrekturbeitra¨gen, siehe Gln. (4.72) bis (4.74). In der Charakteristiken-Entwicklung hat
man in erster Ordnung in KˆC tatsa¨chlich nur Korrekturen erster Ordnung in 1/k¯.
Nun werfen wir einen Blick auf die zweite Ordnung der Entwicklung in KˆC der
Charakteristiken-Lo¨sung. In Gl. (4.65) erkennt man in der ersten Zeile von B
(2)
C (z, τ)
die Entwicklung eines Phasenfaktors
exp
− imk¯
z∫
z−τ
dz′ V (z′)

≈ 1− im
k¯
z∫
z−τ
dz′ V (z′)− 1
2!
m2
k¯2
z∫
z−τ
dz′ V (z′)
z∫
z−τ
dz′′ V (z′′)
= 1− im
k¯
z∫
z−τ
dz′ V (z′)− m
2
k¯2
z∫
z−τ
dz′ V (z′)
z′∫
z−τ
dz′′ V (z′′) .
(4.86)
Dieser Phasenfaktor entspricht dem bereits in Gl. (4.2) enthaltenen Phasenfaktor der
Charakteristiken-Lo¨sung. Wa¨hrend diese aber nur eine Na¨herungslo¨sung war, liefert die
Entwicklung auf einfache Weise Korrekturterme ho¨herer Ordnung. Der Phasenfaktor
(4.86) stellt aber auch, zusammen mit dem Anteil eik¯z des Charakteristiken-Phasenfaktors
aus (4.1), die Entwicklung eines WKB-a¨hnlichen Phasenfaktors
exp
+ik¯(z − τ) + i
z∫
z−τ
dz′
√
k¯2 − 2mV (z′)
 (4.87)
fu¨r sehr kleine Potentiale und kleine τ dar. Dies ist eine mathematische Besta¨tigung fu¨r die
bereits aus physikalischen Argumenten gewonnene Einsicht, dass der WKB-Phasenfaktor
geeigneter fu¨r die Beschreibung einer im semiklassischen Sinne realistischen Wellenfunk-
tion ist.
Wie man in Gl. (4.86) weiter sehen kann, sind im dort angegebenen Phasenfaktor Terme
aufsummiert, die sich typischerweise wie Potenzen von mτV/k¯ verhalten. Diese Terme
werden trotz kleiner Potentiale bei großen Zeiten beliebig groß. Nach der eben gefu¨hr-
ten Diskussion sind diese Terme im WKB-Phasenfaktor bereits aufsummiert. Wa¨hlt man
die Charakteristiken-Phase, bekommt man dagegen nur die (beliebig großen) Einzelter-
me in jeder Ordnung der Entwicklung. Dies ist ein weiteres Argument fu¨r den WKB-
Phasenfaktor als Ausgangspunkt fu¨r den Entwicklungs-Formalismus.
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Schließlich gibt es im Zusammenhang mit dem grundlegenderen Phasenfaktor (4.87),
der in der Charakteristiken-Lo¨sung zweiter Ordnung in entwickelter Form offenbar auf-
tritt, noch eine weitere, bemerkenswerte Tatsache. Korrigieren wir den urspru¨nglichen
Charakteristiken-Phasenfaktor mit dem Phasenwinkel φC(z, t) aus Gl. (4.21) na¨mlich ge-
rade um (4.87), d.h. setzen wir
ΨC(z, t) ≈ exp
−i k¯
2
2m
t+ ik¯(z − τ(t)) + i
z∫
z−τ(t)
dz′
√
k¯2 − 2mV (z′)
 ϕ˜(z − τ(t))
(4.88)
und verwenden weiter den Zusammenhang (4.82) zwischen ϕ˜ und ϕ, so erhalten wir gerade
ΨC(z, t) ≈ exp
−i k¯22mt+ i
z∫
z0
dz′
√
k¯2 − 2mV (z′)
ϕ(ζ(z − τ(t))) . (4.89)
Dies entspricht beinahe der WKB-Na¨herungslo¨sung (4.4), dort ist lediglich anstelle von
ζ(z− τ(t)) der Ausdruck ζ(z)− τ(t) im Argument von ϕ zu finden. Man kann sich davon
u¨berzeugen, dass
ζ(z − τ) = ζ(z)− τ(t) +O( τmV
k¯
) (4.90)
gilt. Im Argument der WKB-Na¨herungslo¨sung, das ja die Bewegung eines Teilchens im
klassischen Sinne richtig beschreibt, sind also wieder alle Potenzen der bereits zuvor disku-
tierten Gro¨ße τmV/k¯ aufsummiert, nicht aber im Argument der Charakteristiken-Lo¨sung,
die mit dem WKB-Anfangswellenpaket u¨ber (4.82) zusammenha¨ngt.
Kommen wir zum Abschluss dieses Abschnitts noch zu einem letzten Argument, dass fu¨r
die Verwendung des WKB-Phasenwinkels bei der Berechnung der exakten Lo¨sung spricht.
Im Koeffizienten zu ϕ˜(z − τ) der Charakteristiken-Entwicklung zweiter Ordnung in KˆC
findet sich u.a. ein Term
m(V (z)− V (z − τ))
2k¯2
.
Dieser Beitrag entspricht dem 1/k¯2-Beitrag des entwickelten Logarithmus-Terms aus der
WKB-Entwicklung, Gl. (4.72), allerdings in der weiteren Na¨herung u(z, t) = Z(ζ(z)) −
τ(t)) ≈ z − τ(t) (siehe Gl. (4.50)). Wir haben also in der Charakteristiken-Entwicklung
in zweiter Ordnung eine Korrektur erhalten, die eine Na¨herung einer Korrektur ist, die in
der WKB-Entwicklung bereits in aufsummierter Form in erster Ordnung enthalten ist.
Insgesamt zeigen die Ergebnisse dieses Kapitels, dass die Verwendung des WKB-
Phasenwinkels zu physikalisch sinnvolleren Resultaten fu¨hrt als die Verwendung des
Charakteristiken-Phasenwinkels. Bereits die nullte Ordnung der Entwicklung (4.39) gibt
eine gute Na¨herung mit korrekter Schwerpunktsbewegung des Wellenpakets und potenti-
alabha¨ngigem Phasenfaktor.
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4.3.4 Abscha¨tzung der Gu¨ltigkeit der WKB-Lo¨sung
Bevor wir noch einmal die bisherigen Ergebnisse zusammenfassen, wollen wir noch unter-
suchen, in welchem experimentellen Rahmen die WKB-Na¨herungslo¨sung eine gute Ap-
proximation darstellt.
Betrachten wir zuna¨chst die Entwicklung der WKB-Lo¨sung nach Gl. (4.68). Damit das ur-
spru¨ngliche WKB-Wellenpaket eine gute Approximation darstellt, muss der dominierende
Anteil im Korrekturterm, siehe Gl. (4.75), verschwindend gering sein, d.h.∣∣∣∣ τ2k¯ ϕ′′(ζ − τ)ϕ(ζ − τ)
∣∣∣∣ 1 . (4.91)
Nehmen wir eine Gauß-Funktion
ϕ(ζ − τ) ∝ e−(ζ−τ)2/2σ2 (4.92)
fu¨r die Einhu¨llende des Wellenpakets an, so folgt
ϕ′′(ζ − τ)
ϕ(ζ − τ) =
(ζ − τ)2
σ4
− 1
σ2
(4.93)
und mit (4.91) also∣∣∣∣ τ2k¯ ϕ′′(ζ − τ)ϕ(ζ − τ)
∣∣∣∣ = τ2k¯
∣∣∣∣(ζ − τ)2σ4 − 1σ2
∣∣∣∣ = τ2k¯
∣∣∣∣σ2 − (ζ − τ)2σ4
∣∣∣∣ 1 . (4.94)
Von Interesse sind dabei nur Werte |ζ − τ |2 ≤ σ2 des Arguments des Gauß-Pakets. Ma-
ximal wird der Betrag von ϕ(ζ − τ) in diesem Bereich fu¨r ζ = τ , also am Maximum des
Wellenpakets. Damit erhalten wir die Forderung
 :=
τ
2k¯
1
σ2
 1 (4.95)
und somit
σ 
√
τ
2k¯
=: σmin . (4.96)
Der maximale Wert von τ entspricht der La¨nge der Apparatur, die im Bereich von unter
zehn Metern liegt5. Wa¨hlen wir z.B. eine Apparatur-La¨nge von
τA = 5 m , (4.97)
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v¯ [ m/s] T [ K] k¯ [1010 m−1] λ¯ [10−10 m] σmin [ m] σmin/λ¯
1800 77 2, 9 2, 197 9, 3 · 10−6 ≈ 42000
3500 300 5, 6 1, 130 1, 5 · 10−5 ≈ 132000
Tabelle 4.1: Typische experimentelle Strahlgeschwindigkeiten und Temperaturen (M. DeKieviet,
private Kommunikation) und die daraus fu¨r Wasserstoff folgenden mittleren Wellenzahlen, Wel-
lenla¨ngen und die unteren Schranken fu¨r die Breite des Wellenpakets gema¨ß (4.96).
so folgen fu¨r typische Strahlgeschwindigkeiten die in Tabelle 4.1 gezeigten unteren Schran-
ken fu¨r die Breite der Wellenpakete. Ein Blick auf die Werte in der letzten Spalte der Ta-
belle macht nachdenklich. Haben wir in Gl. (2.73) noch behauptet, das WKB-Wellenpaket
wa¨re unter der Voraussetzung
σ  1
2k¯
=
λ¯
4pi
(4.98)
eine gute Na¨herung, so bekommen wir hier als untere Schranke einen Ausdruck, der pro-
portional zur Wurzel dieses Wertes ist, was im realistischen Fall (wo τ = O(1 m) ist) etwa
dem 104 bis 105-fachen entspricht. Das Problem mit der damaligen Abscha¨tzung ist, dass
sie unter der impliziten Annahme entstand, die WKB-Wellen, die wir dort u¨berlagert ha-
ben, wa¨ren exakte Lo¨sungen der Schro¨dinger-Gleichung. Dies ist aber mitnichten der Fall,
denn wir haben in Abschnitt 2.3 ja gerade die zweiten Ortsableitungen des Phasenwin-
kels und der Amplitudenfunktion vernachla¨ssigt und außerdem die Amplitude der ebenen
WKB-Wellen zu Eins gesetzt.
Nachdem wir nun in der Lage sind, die exakte Wellenfunktion mit dem WKB-Wellenpaket
als nullte Ordnung zu entwickeln, zeigt uns die Korrektur erster Ordnung, dass der Term
proportional zur zweiten Ableitung nach ζ den gro¨ßten Beitrag liefert. Dieser Term ist
aber gerade aus der Transformation der zweiten Ortsableitung ∂2z der Amplitudenfunktion
in die zweite Ableitung nach ζ = ζ(z) entstanden (siehe Abschnitt 4.2.1), also genau
aus dem Beitrag, den wir in Abschnitt 2.3 in der Schro¨dinger-Gleichung von vornherein
vernachla¨ssigt haben.
Die einzig verla¨ssliche Bedingung fu¨r die Gu¨ltigkeit der WKB-Na¨herungslo¨sung ist also
die aus Gl. (4.96)
Betrachten wir nun ein freies Gaußpaket mit Dispersion. Eine anschauliche Rechnung
hierzu findet sich in [40], Bd. 1, Abschnitt 1.11, S. 51 ff.. Dort wird in Gl. (1.170) ein
Ausdruck fu¨r die Breite ∆x(t) des Wellenpakets zur Zeit t angegeben, was in unserer
Notation σ(t)/
√
2 entspricht. Wir erhalten mit Gl. (1.170) aus [40] (~ = 1, a2 = 2σ2)
σ(t) = σ
√
1 +
t2
m2σ4
= σ
(
1 +
t2
2m2σ4
+O
(
t4
m4σ8
))
. (4.99)
5M. DeKieviet, private Diskussion.
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Die Breite des Wellenpakets a¨ndert sich also genau dann nicht signifikant mit der Zeit,
wenn ∣∣∣∣ t22m2σ4
∣∣∣∣ 1 (4.100)
bzw.
σ 
√
t√
2m
= 2
1
4
√
k¯t
2k¯m
= 2
1
4
√
τ
2k¯
(4.96)
= 2
1
4σmin ≈ 1, 18σmin . (4.101)
Der Fehler, den wir bei Verwendung des WKB-Wellenpakets (also der nullten Ordnung der
Entwicklung) machen, wird somit hauptsa¨chlich durch die Dispersion der Wellenfunktion
bestimmt, wie Gl. (4.101) in eindrucksvoller Weise zeigt.
4.3.5 Ein Verfahren zur Beru¨cksichtigung der Dispersion des
Wellenpakets
Beim aufmerksamen Leser mag zum jetzigen Zeitpunkt der Eindruck entstanden sein,
dass gerade bei sehr schmalen Wellenpaketen die Aussicht auf eine sehr genaue Beschrei-
bung der Wellenfunktion in Anbetracht der großen Korrekturbeitra¨ge und der schwierigen
Berechnung der Integraloperatoren in ho¨heren Ordnungen nicht sehr gut ist.
Tatsa¨chlich werden beim lABSE Wellenpakete mit einer Breite von wenigen A˚ngstrøm bis
Nanometern beno¨tigt, um bei den u¨blicherweise verwendeten magnetischen Feldsta¨rken
brauchbare Spinechosignale zu liefern (siehe Abschnitt 3.3). Solch ein schmales Wellen-
paket im Ortsraum ha¨tte aber eine entsprechend breite Verteilung im Impulsraum und
daher eine starke Dispersion. Die Abscha¨tzung (4.95) ist fu¨r ein solches Wellenpaket unter
Umsta¨nden nicht mehr gu¨ltig, d.h. der eigentliche Entwicklungsparameter  der Reihen-
entwicklung nach dem Integraloperator Kˆ ist dann nicht mehr klein gegenu¨ber Eins.
Es ist fraglich, ob die Entwicklung nach Potenzen von Kˆ dann u¨berhaupt noch gu¨ltig
oder konvergent ist. Einen Ausweg aus dieser Situation stellt die Superposition sehr brei-
ter Wellenpakete ohne Dispersion zu einem sehr schmalen Wellenpaket mit Dispersion
dar. Wenn wir annehmen, dass fu¨r die breiten Wellenpakete die Berechnung der ersten
Ordnung der Reihenentwicklung eine sehr gute Approximation an die exakte Lo¨sung der
Schro¨dinger-Gleichung liefert, sollte die Superposition der Entwicklungen zu einem schma-
len Wellenpaket eine gute Approximation des eigentlich gesuchten Wellenpakets liefern.
Wir wollen im Folgenden am Beispiel eines Gaußschen Wellenpakets die mathematischen
Grundlagen dieser Vorgehensweise geben.
Zuna¨chst verweisen wir auf Anhang C, wo wir einige Grundlagen u¨ber die sogenann-
te Gabor-Transformation [41] zusammengestellt haben, die auch als gefensterte Fourier-
Transformation bezeichnet wird. Anstatt ein Wellenpaket aus unendlich ausgedehnten,
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ebenen Wellen zu superponieren (wie bei der gewo¨hnlichen Fourier-Transformation), u¨ber-
lagert man hier Wellen (mit fester Wellenzahl) die durch eine um einen Ort x0 zentrierte
Einhu¨llende (Fensterfunktion) abgeschnitten werden. Der tiefere Sinn hinter dieser Idee
ist der, dass nur solche Basisfunktionen fu¨r die Superposition beno¨tigt werden, die auch in
dem Ortsbereich definiert sind, wo die zu superponierende Funktion von Null verschieden
ist. Ein Nachteil der Gabor-Transformation ist die in ihrer Breite festgelegte Fensterfunk-
tion. Will man eine Funktion superponieren, die im Ortsraum erheblich schmaler als die
Fensterfunktion ist, so hat man a¨hnliche Verha¨ltnisse wie bei der Fourier-Transformation.
In diesem Fall ist die Gabor-Transformation ungeeignet und stellt sogar eine Verkom-
plizierung des Problems dar, da man eine eindimensionale Funktion in einen zweidimen-
sionalen Phasenraum (Wellenzahl k und Zentrum x0 der Fensterfunktion) transformiert
hat. Eine Weiterentwicklung der Gabor-Transformation ist daher die sogenannte Wavelet-
Transformation, wo die Basisfunktionen eine festgelegte Anzahl von Oszillationen enthal-
ten. Bei kleinerer Wellenla¨nge, also ho¨herer Ortsauflo¨sung, hat man also ein sehr viel
schmaleres Fenster. Wavelets werden heute u¨berall in den mathematischen und techni-
schen Wissenschaften angewendet, insbesondere in der Bild- und Signalverarbeitung. Eine
gut versta¨ndliche, einfach gehaltene Einfu¨hrung in dieses sehr umfangreiche Teilgebiet der
Mathematik gibt z.B. [42].
In unserem Fall bietet sich eine vereinfachte Version der Gabor Transformation an. Wir
betrachten ein schmales, Gaußsches Wellenpaket mit der Breite 2σ, das zur Zeit t = 0 um
einen Ort z = 0 zentriert sei. In Anlehnung an Gl. (C.4) aus Anhang C machen wir den
Ansatz fu¨r ein Gaußsches Wellenpaket (siehe Gl. (2.66))
Ψ(z, t = 0) =
1√
σ
√
pi
exp
{
ik¯z
}
exp
{
− z
2
2σ2
}
!
=
∫
dk¯′ Ψ˜(k¯′ − k¯) exp
{
− z
2
2κ2
}
exp
{
ik¯′z
}
.
(4.102)
Die Breite κ der zu superponierenden Wellenpakete sei dabei so gewa¨hlt, dass die
Abscha¨tzung (4.95),
τ
2k¯κ2
 1 , (4.103)
sehr gut erfu¨llt ist und ferner κ  σ gilt. Wir gehen hier davon aus, dass ein evtl.
vorhandenes Potential V (z) u¨ber die ganze Ausdehnung der sehr breiten Basisfunktionen
als Null angesehen werden kann6.
Im Gegensatz zur Gabor Transformation u¨berlagern wir hier nur solche Basisfunktionen,
deren Fensterfunktion um Null zentriert ist. In dem speziellen Fall, den wir hier betrachten
und der fu¨r die Zwecke dieser Arbeit vo¨llig ausreichend ist, ko¨nnen wir die Transformierte
Ψ˜(k¯′ − k¯) dennoch exakt berechnen. Auf der rechten Seite von Gleichung (4.102) ko¨nnen
6Ansonsten ha¨tten wir in (4.102) den WKB-Phasenfaktor anstelle von exp
{
ik¯′z
}
verwenden mu¨ssen.
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wir die Fensterfunktion aus dem Integral u¨ber k¯′ herausziehen und erhalten∫
dk¯′ Ψ˜(k¯′ − k¯) exp{ik¯′z} = 1√
σ
√
pi
exp
{
ik¯z
}
exp
{
− z
2
2σ2κ
}
(4.104)
mit
σκ =
√
κ2σ2
κ2 − σ2 , (κ  σ) . (4.105)
Auf der linken Seite von Gl. (4.104) steht eine einfache Fourier-Transformation. Wir
ko¨nnen also Ψ˜(k¯′ − k¯) durch Fourier-Ru¨cktransformation berechnen und erhalten
Ψ˜(k¯′ − k¯) = 1
2pi
1√
σ
√
pi
∫
dz exp
{
− z
2
2σ2κ
}
exp
{−i(k¯′ − k¯)z}
= N (σ, σκ) exp
{
−(k¯
′ − k¯)2
2σ−2κ
}
,
N (σ, σκ) = σκ√
2pi
1√
σ
√
pi
=
√
1
2pi3/2
κ2σ
κ2 − σ2 .
(4.106)
Dieses Ergebnis ist im Grenzfall σκ → σ, d.h. κ2 → ∞, identisch mit der Fourier-
Transformierten einer Gaußfunktion aus Gl. (2.70).
Um nun die Berechnung ho¨herer Ordnungen in der Entwicklung der exakten Lo¨sung der
Schro¨dinger-Gleichung zu vermeiden und dennoch die Dispersion zu beru¨cksichtigen, muss
man (in nullter Ordnung der Entwicklung der exakten Lo¨sung) Wellenpakete
Ψ(0)(k¯′,κ, z, t) := eiφ(k¯′,z,t)ϕ(κ, ζ(k¯′, z)− τ(k¯′, t)) (4.107)
untersuchen, wobei φ(k¯′, z, t), ζ(k¯′, z) und τ(k¯′, t) aus den bisher verwendeten Funktionen
durch Ersetzen von k¯ → k¯′ entstehen. Die Einhu¨llende ist dabei gegeben durch
ϕ(κ, ζ) := exp
{
− ζ
2
2κ2
}
, (4.108)
ihre Normierung wurde in die Transformierte aus Gl. (4.106) verschoben. Fu¨r jede Wel-
lenfunktion nullter Ordnung aus Gl. (4.107) mit
”
mittlerer“ Wellenzahl k¯′ muss die
Anfangsbedingung
Ψ(k¯′,κ, z, t = 0) = exp
{
ik¯′z
}
exp
{
− z
2
2κ2
}
(4.109)
erfu¨llt sein, damit die Superposition (4.102) mit der Transformierten (4.106) das
gewu¨nschte, schmale Wellenpaket mit Breite σ und mittlerer Wellenzahl k¯ ergibt.
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Aus der Einhu¨llenden (4.108) kann man nun mit Hilfe der Entwicklung nach Potenzen
des Integraloperator Kˆ aus (4.43) die Korrektur erster Ordnung berechnen, d.h.
A(1)(k¯′,κ, , z, t) = ϕ(κ, ζ(k¯′, z)− τ(k¯′, t)) + (Kˆϕ)(k¯′,κ, z, t) , (4.110)
wobei der Dispersionsterm, der im letzten Abschnitt diskutiert wurde, bei geeigneter
Wahl der Breite κ bereits vernachla¨ssigbar ist. Man kann nun die Wellenfunktion erster
Ordnung aufstellen,
Ψ(1)(k¯′,κ, z, t) = eiφ(k¯′,z,t)A(1)(k¯′,κ, , z, t) , (4.111)
die immer noch die Anfangsbedingung (4.109) erfu¨llt. Wie in Gl. (4.102) kann damit unter
Verwendung der Transformierten (4.106) das Wellenpaket
Ψ(1)(κ, z, t) =
∫
dk¯′ Ψ˜(k¯′ − k¯)Ψ(1)(k¯′,κ, z, t) (4.112)
superponiert werden, dass auch fu¨r Zeiten t > 0 gilt.
Da (4.112) bei ausreichend großem κ die Dispersion des Wellenpakets korrekt beschreibt,
sind hier nur noch die Beitra¨ge proportional zur Einhu¨llenden und ihrer ersten Ableitung
in der Korrektur erster Ordnung relevant. Ist κ ausreichend groß, verbleibt nur noch der
zur Einhu¨llenden proportionale Beitrag. Bei entsprechend gut gewa¨hltem Phasenwinkel
wird (4.112) in diesem Fall die exakte Wellenfunktion sehr gut approximieren.
Die tatsa¨chliche Berechnung der Superposition (4.112) kann i.A. nur numerisch durch-
gefu¨hrt werden und unterliegt den damit verbundenen Schwierigkeiten7. Eine detaillierte
Untersuchung dieses Aspekts muss aus Zeitgru¨nden aber leider auf zuku¨nftige Arbeiten
verschoben werden.
7Man kann numerisch nicht fu¨r unendlich viele Wellenzahlen k¯′ die erste Ordnung der Entwicklung
berechnen und diese dann alle superponieren.
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4.4 Zusammenfassung und Schlussfolgerungen
Wir wollen am Ende dieses Kapitels die wesentlichen Resultate noch einmal in u¨bersicht-
licher Form festhalten.
(1) Der in diesem Kapitel entwickelte Formalismus erlaubt die im Prinzip exakte Berech-
nung des Amplitudenanteils der Wellenfunktion bei vorgegebenem Phasenfaktor.
(2) Es handelt sich dabei um eine Entwicklung nach Potenzen eines Integraloperators
KˆWKB bzw. KˆC, siehe Gl. (4.43) mit den Operatoren LˆWKB aus (4.20) bzw. LˆC aus
(4.23).
(3) Die Lo¨sung (4.39) kann auch als Entwicklung nach der inversen mittleren Wellenzahl
1/k¯ aufgefasst werden.
(4) Die Entwicklung bis zur n-ten Ordnung in KˆWKB bzw. KˆC entha¨lt mindestens alle
Beitra¨ge bis zur Ordnung k¯−n. Beitra¨ge ho¨herer Ordnung dagegen ko¨nnen enthalten
sein. Es hat sich gezeigt, dass dies bei der Charakteristiken-Entwicklung nicht der Fall
ist, wohl aber bei der WKB-Entwicklung.
(5) Die WKB-Lo¨sung (4.4) ist zur Beschreibung eines semiklassischen Wellenpakets besser
geeignet als die Charakteristiken-Lo¨sung (4.2), weil ...
a) ... sie die Bewegung des Schwerpunkts eines Wellenpakets durch ein Potenti-
al im klassischen Sinne richtig beschreibt, wa¨hrend der Schwerpunkt bei der
Charakteristiken-Lo¨sung auch im Potential mit konstanter Geschwindigkeit pro-
pagiert.
b) ... die WKB-Entwicklung bereits in erster Ordnung in KˆWKB Beitra¨ge zu beliebig
hohen Ordnung in 1/k¯ entha¨lt, die Charakteristiken-Entwicklung aber nur Beitra¨ge
bis zur Ordnung 1/k¯, siehe Punkt (4).
c) ... in der WKB-Na¨herungslo¨sung bzw. der ersten Ordnung der Entwicklung in
KˆWKB bereits viele Terme aus der Charakteristiken-Entwicklung aufsummiert sind,
die proportional zu τ sind und somit fu¨r große Zeiten beliebig groß werden ko¨nnen.
(6) Die Entwicklungen in KˆWKB und KˆC mu¨ssen letztendlich die gleiche Wellenfunktion
liefern, was u¨berpru¨ft werden kann, indem man einen Koeffizientenvergleich in 1/k¯
macht. Dies wurde fu¨r die erste Ordnung in 1/k¯ explizit durchgefu¨hrt.
(7) Die Aufsummation des Phasenfaktors (4.86), der in der Charakteristiken-Entwicklung
deutlich zu erkennen ist und der auch dem Phasenfaktor der Charakteristiken-Lo¨sung
(4.2) exakt entspricht, stellt offenbar eine Entwicklung des Phasenfaktors (4.87) fu¨r
kleine Potentiale und kleine Zeiten dar.
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Zusammen mit dem zeitabha¨ngigen Anteil des Charakteristiken-Phasenfaktors ergibt
der aufsummierte Phasenfaktor (4.87) unter Verwendung des Zusammenhangs zwi-
schen den Anfangswellenpaketen ϕ˜ und ϕ aus (4.82) eine Na¨herung der WKB-Lo¨sung
in nullter Ordnung der Entwicklung, siehe Gl. (4.89).
Dies besta¨tigt in eindrucksvoller Weise, dass die Wahl des WKB-Phasenfaktors als
Ausgangspunkt fu¨r die Anwendung des Formalismus zur Berechnung des Amplitu-
denteils der Wellenfunktion nahe liegt.
(8) Den gro¨ßten Beitrag zur Korrektur liefert die in nullter Ordnung vernachla¨ssigte Di-
spersion der Wellenfunktion, siehe Abschnitt 4.3.4. Ein Maß fu¨r die Gro¨ße der Kor-
rekturbeitrag liefert der mit der Dispersion zusammenha¨ngende Parameter  aus in
Gl. (4.95). Er ist der eigentliche Entwicklungsparameter der Lo¨sung (4.39) fu¨r WKB-
a¨hnliche Phasenfaktoren und ha¨ngt neben der La¨nge τ auch von der Breite σ des
Wellenpakets ab. Nur wenn   1 ist, kann die Dispersion des Wellenpakets und
somit Beitra¨ge ho¨herer Ordnung vernachla¨ssigt werden.
(9) Um die fu¨r lABSE beno¨tigten, sehr schmalen Wellenpakete korrekt mit dem Entwick-
lungsformalismus beschreiben zu ko¨nnen, mu¨ssen die in Abschnitt 4.3.5 behandelten
Superpositionen sehr breiter Wellenpakete betrachtet werden, fu¨r die die Dispersion
jeweils vernachla¨ssigbar ist. Fu¨r diese Basiswellenpakete stellt die erste Ordnung der
Entwicklung bei ausreichend großer Breite im Ortsraum eine sehr gute Approximation
an die exakte Lo¨sung der Schro¨dinger-Gleichung dar. Die Superposition der Entwick-
lungen der Basiswellenpakete ergibt dann die Entwicklung des gewu¨nschten schmalen
Wellenpakets inklusive Dispersion.
Im Prinzip war es spa¨testens am Ende von Kapitel 3 klar, dass die WKB-Na¨herungslo¨sung
der Charakteristiken-Na¨herungslo¨sung vorzuziehen ist, denn aufgrund der realistische-
ren Schwerpunktsbeschreibung der WKB-Lo¨sung waren wir bereits zu diesem Zeit-
punkt in der Lage, das Fahrplanmodell theoretisch zu beschreiben und einfache lABSE-
Interferenzsignale zu berechnen.
Nun allerdings haben wir, durch die Entwicklung des Formalismus zur Berechnung der
exakten Lo¨sung (4.39) der Schro¨dinger-Gleichung, auch die mathematische Kontrolle u¨ber
die Korrekturen zur Na¨herungslo¨sung. Desweiteren waren wir in der Lage, die WKB- und
die Charakteristiken-Lo¨sung quantitativ zu vergleichen und besser zu verstehen.
Bereits in der ersten Ordnung des Formalismus kann man außerdem Ru¨ckschlu¨sse auf
Korrekturen des Phasenwinkels ziehen. Wir werden dies auch im na¨chsten Kapitel, wenn
wir komplexe skalare Potential zulassen, in eindrucksvoller Weise demonstrieren.
Als Ausgangspunkt fu¨r die Entwicklung nehmen wir, motiviert von den bisherigen Er-
gebnissen, stets den WKB-Phasenwinkel oder Erga¨nzungen davon. Wir lassen daher im
Folgenden den u¨berflu¨ssigen Index WKB bei Phasenwinkeln und Amplitudenfunktionen
fort.
Kapitel 5
Implementation komplexer, skalarer
Potentiale
5.1 Problemstellung
Das Ziel der vorliegenden Arbeit ist die Entwicklung der Theorie zur Beschreibung von
lABSE-Experimenten zur Messung von parita¨tsverletzenden Effekten in Atomen. Wie in
der Einleitung (Kap. 1) und auch in Abschnitt 2.1 bereits erwa¨hnt, mu¨ssen wir dafu¨r in
der Lage sein, metastabile Atome zu beschreiben und wollen uns nun u¨berlegen, wie wir
dies erreichen ko¨nnen.
Wir erinnern uns dazu an die Zeitentwicklung des Eigenzustands |ΨE(t)〉 zur Energie E
eines stationa¨ren Hamiltonoperators H im Schro¨dinger-Bild,
|ΨE(t)〉 = exp {−iE(t− t0)} |ΨE(t0)〉 . (5.1)
Soll der Zustand |ΨE(t)〉 ein zerfallendes Teilchen repra¨sentieren, so kann man dies durch
Einfu¨hrung komplexer Potentiale bzw. Energieeigenwerte erreichen, d.h. man setzt
E = V − i
2
Γ , Γ > 0 , (5.2)
und erha¨lt dann einen exponentiellen Abfall der Norm des Zustands gema¨ß
|ΨE(t)|2 = 〈ΨE(t)|ΨE(t)〉 = e−Γ(t−t0) . (5.3)
Eine grundlegende Methode zur Beschreibung instabiler Atome liefert der Wigner-
Weisskopf-Formalismus, siehe Anhang A.1, den Wigner und Weisskopf [43] bereits 1930
zur Berechnung der natu¨rlichen Linienbreite von atomaren U¨berga¨ngen entwickelt haben.
Wir werden aber von diesem Formalismus erst im na¨chsten Kapitel 6, wenn wir das meta-
stabile Atom betrachten werden, wirklich Gebrauch machen und uns in diesem Kapitel mit
der oben motivierten Einfu¨hrung eines komplexen skalaren Potentials zur Beschreibung
der Wellenfunktion eines zerfallenden Teilchens begnu¨gen.
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5.2 Anwendung des Formalismus auf ein komplexes,
skalares Potential
5.2.1 Berechnung des Integraloperators
Wir betrachten also die Schro¨dinger-Gleichung(
∂2z − 2m[V (z)− i2Γ(z)] + 2mi∂t
)
Ψ(z, t) = 0 (5.4)
und wenden zur Lo¨sung den in Kapitel 4 entwickelten Formalismus an. Dabei verwenden
wir als Ausgangspunkt den von Gl. (5.2) motivierten, WKB-a¨hnlichen Phasenwinkel
φ(z, t) = − k¯
2
2m
t+
z∫
z0
dz′
√
k¯2 − 2mV (z′) + i
2
Γ¯t . (5.5)
Wir weisen darauf hin, dass im WKB-Anteil dieses Phasenwinkels eine reelle, lokale Wel-
lenzahl
k(z) =
√
k¯2 − 2mV (z) (5.6)
verwendet wurde. Auf diese Weise bleibt die Koordinate ζ(z) ebenfalls reell und somit
eindeutig umkehrbar und wir ko¨nnen die u¨bliche Definition des Anteils
S(z) =
z∫
z0
dz′ k(z′) , (5.7)
im Phasenwinkel beibehalten. Die Zerfallsbreite Γ¯ aus Gl. (5.5) sei eine u¨ber das Potential
gemittelte Zerfallsbreite. Sollte die Wahl des Phasenwinkels nicht optimal sein, werden
wir dies an den Korrekturtermen ablesen ko¨nnen und sind dann auch spa¨ter noch in der
Lage, einen besseren Phasenwinkel als Ausgangspunkt zu verwenden. Der Formalismus
zur Berechnung der exakten Lo¨sung der Schro¨dinger-Gleichung hat in diesem Sinne eine
eingebaute Selbstkorrektur.
Mit dem obigen Phasenwinkel und dem Ansatz (4.6), zur Erinnerung
Ψ(z, t) = eiφ(z,t)A(z, t) ,
erhalten wir die beno¨tigten Ableitungen fu¨r die Schro¨dinger-Gleichung:
2mi∂tΨ(z, t) = e
iφ(z,t)
(
2mi∂t + k¯
2 − imΓ¯)A(z, t) , (5.8a)
∂zΨ(z, t) = e
iφ(z,t) (∂z + i∂zS(z))A(z, t) , (5.8b)
∂2zΨ(z, t) = e
iφ(z,t)
(
∂2z + 2ik(z)∂z − k¯2 + 2mV (z) + i∂zk(z)
)
A(z, t) . (5.8c)
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Damit lautet (5.4)(
∂2z + 2ik(z)∂z + i∂zk(z) + 2im∂t + im
[
Γ(z)− Γ¯])A(z, t) = 0 . (5.9)
Der einzige Unterschied zu der SG (4.13) fu¨r reelles Potential ist der letzte, zusa¨tzliche
Summand in der Klammer. Wir ko¨nnen damit, nach Einfu¨hrung der neuen Koordinaten
ζ(z) und τ(t) aus (4.5), die Schro¨dinger-Gleichung sofort in der Form
(∂ζ + ∂τ )B(ζ, τ) = (LˆB)(ζ, τ) (5.10)
schreiben, wobei mit LˆWKB aus (4.20) folgt, dass
Lˆ = LˆWKB − m
2k¯
[
Γ(z)− Γ¯] = A (z) +B(z)∂ζ + C (z)∂2ζ (5.11)
ist und
A (z) = − 1
2k¯
(
∂zk(z) +m(Γ(z)− Γ¯)
)
, (5.12a)
B(z) =
i
2k¯
(
∂z
k¯
k(z)
)
, (5.12b)
C (z) =
i
2k¯
(
k¯
k(z)
)2
. (5.12c)
Vergleicht man dies direkt mit den entsprechenden Ergebnissen fu¨r reelles Potential, Gln.
(4.56a) bis (4.56c), so erkennt man, dass hier lediglich A (z) einen zusa¨tzlichen Beitrag
−m(Γ(z) − Γ¯)/(2k¯) bekommt. Wir ko¨nnen also die Ergebnisse aus Abschnitt 4.3.1 fast
direkt u¨bernehmen und erhalten mit dem zusa¨tzlichen Beitrag
(Kˆϕ)(z, t) = U (z, u(z, t))ϕ(ζ(z)− τ(t))
+ V (z, u(z, t))ϕ′(ζ(z)− τ(t))
+W (z, u(z, t))ϕ′′(ζ(z)− τ(t)) ,
(5.13)
U (z, u(z, t)) = − 1
2k¯
z∫
u(z,t)
dz′
k¯
k(z′)
(
∂z′k(z
′) +m(Γ(z′)− Γ¯)
)
= ln
√
k(u(z, t))
k(z)
− 1
2
z∫
u(z,t)
dz′
mΓ(z′)
k(z′)
+
1
2
Γ¯t ,
(5.14a)
V (z, u(z, t)) =
i
4k¯
[
k¯2
k2(z′)
]z
u(z,t)
, (5.14b)
W (z, u(z, t)) =
i
2k¯
z∫
u(z,t)
dz′
(
k¯
k(z′)
)3
. (5.14c)
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Bei der Berechnung von U (z, u(z, t)) haben wir die Relation
z∫
u(z,t)
dz′
k¯
k(z′)
=
ζ∫
ζ−τ
dζ ′ = τ =
k¯
m
t (5.15)
verwendet um den Beitrag +Γ¯t/2 zu erhalten.
5.2.2 Berechnung der Entwicklung bis zur zweiten Ordnung
Wir haben nun bereits alle Ergebnisse, um die Wellenfunktion Ψ(1)(z, t) bis zur ersten
Ordnung anzugeben. Mit
Ψ(1)(z, t) = eiφ(z,t)A(1)(z, t) (5.16)
und φ(z, t) aus Gl. (5.5) folgt na¨mlich
A(1)(z, t) = ϕ(ζ(z)− τ(t))
[
1 + ln
√
k(u(z, t))
k(z)
− 1
2
z∫
u(z,t)
dz′
mΓ(z′)
k(z′)
+
1
2
Γ¯t
]
+ ϕ′(ζ(z)− τ(t)) i
4k¯
[
k¯2
k2(z′)
]z
u(z,t)
+ ϕ′′(ζ(z)− τ(t)) i
2k¯
z∫
u(z,t)
dz′
(
k¯
k(z′)
)3
(5.17)
Wir wollen nun die Berechnung der zweiten Ordnung skizzieren. Es bietet sich hier an, die
Notation so kurz wie mo¨glich zu halten, um den U¨berblick nicht zu verlieren. Zuna¨chst
gehen wir wieder zu den Koordinaten ζ und τ u¨ber, dann ist die Amplitudenfunktion in
erster Ordnung gegeben durch
B(1)(ζ, τ) = ϕ(ζ − τ)
1 + ζ∫
ζ−τ
dζ1 A (Z(ζ1))

+ ϕ′(ζ − τ)
ζ∫
ζ−τ
dζ1 B(Z(ζ1))
+ ϕ′′(ζ − τ)
ζ∫
ζ−τ
dζ1 C (Z(ζ1)) .
(5.18)
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Diese Form folgt u¨brigens aus jedem WKB-artigen Phasenwinkel, fu¨r den die im Lˆ-
Operator auftretenden Funktionen A (z), B(z) und C (z) nicht zeitabha¨ngig sind. Ins-
besondere gelten die folgenden Ergebnisse damit fu¨r den reellen WKB-Fall, den wir in
Abschnitt 4.3.1 betrachtet haben.
Nun muss der Integraloperator Kˆ auf (Kˆϕ)(ζ, τ) = B(1)(ζ, τ) − ϕ(ζ − τ) angewendet
werden um die Korrektur zweiter Ordnung, d.h. (Kˆ2ϕ)(ζ, τ) zu erhalten. Dazu berechnen
wir zuna¨chst die Wirkung des Differentialoperators Lˆ auf (Kˆϕ)(ζ, τ) und erhalten
(LˆKˆϕ)(ζ, τ)
= ϕ(ζ − τ)
[
A (ζ)
ζ∫
ζ−τ
dζ1 A (ζ1) +B(ζ) [A ]
ζ
ζ−τ + C (ζ)
[
A ′
]ζ
ζ−τ
]
+ ϕ′(ζ − τ)
[
B(ζ)
ζ∫
ζ−τ
dζ1 A (ζ1) +A (ζ)
ζ∫
ζ−τ
dζ1 B(ζ1) +B(ζ) [B]
ζ
ζ−τ
+ 2C (ζ) [A ]ζζ−τ + C (ζ)
[
B′
]ζ
ζ−τ
]
+ ϕ′′(ζ − τ)
[
C (ζ)
ζ∫
ζ−τ
dζ1 A (ζ1) +A (ζ)
ζ∫
ζ−τ
dζ1 C (ζ1) +B(ζ)
ζ∫
ζ−τ
dζ1 B(ζ1)
+ 2C (ζ) [B]ζζ−τ +B(ζ) [C ]
ζ
ζ−τ + C (ζ)
[
C ′
]ζ
ζ−τ
]
+ ϕ(3)(ζ − τ)
[
C (ζ)
ζ∫
ζ−τ
dζ1 B(ζ1) +B(ζ)
ζ∫
ζ−τ
dζ1 C (ζ1) + 2C (ζ) [C ]
ζ
ζ−τ
]
+ ϕ(4)(ζ − τ)
[
C (ζ)
ζ∫
ζ−τ
dζ1 C (ζ1)
]
(5.19)
Dabei sind Ausdru¨cke der Art A (ζ) stets als A (Z(ζ)) zu verstehen. Oft haben wir auch
Argumente aus Platzgru¨nden ganz weggelassen. Um (Kˆ2ϕ)(ζ, τ) aus (5.19) zu erhalten,
mu¨ssen wir zuna¨chst die Umbenennungen ζ → ζ2 und τ → τ ′ durchzufu¨hren. Hiernach
muss die Substitution τ ′ → τ − ζ+ ζ2 erfolgen und dann das Integral u¨ber ζ2 von ζ− τ bis
ζ u¨ber den erhaltenen Ausdruck berechnet werden. Das Ergebnis ist dann der gewu¨nschte
Ausdruck (Kˆ2ϕ)(ζ, τ), mit dem sich die gesamte Amplitudenfunktion in zweiter Ordnung
aus Addition ergibt:
B(2)(ζ, τ) = B(1)(ζ, τ) + (Kˆ2ϕ)(ζ, τ) . (5.20)
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Fu¨hrt man diese Rechnung durch, so folgt
B(2)(ζ, τ) = ϕ(ζ − τ)
[
1 +
ζ∫
ζ−τ
dζ1 A (ζ1) +
ζ∫
ζ−τ
dζ2 A (ζ2)
ζ2∫
ζ−τ
dζ1 A (ζ1)
+
ζ∫
ζ−τ
dζ2 B(ζ2) [A ]
ζ2
ζ−τ + C (ζ)
[
A ′
]ζ
ζ−τ
]
+ ϕ′(ζ − τ)
[ ζ∫
ζ−τ
dζ1 B(ζ1) +
ζ∫
ζ−τ
dζ2 B(ζ2)
ζ2∫
ζ−τ
dζ1 A (ζ1) +
ζ∫
ζ−τ
dζ2 A (ζ2)
ζ2∫
ζ−τ
dζ1 B(ζ1)
+
ζ∫
ζ−τ
dζ2 B(ζ2) [B]
ζ2
ζ−τ + 2
ζ∫
ζ−τ
dζ2 C (ζ2) [A ]
ζ2
ζ−τ +
ζ∫
ζ−τ
dζ2 C (ζ2)
[
B′
]ζ2
ζ−τ
]
+ ϕ′′(ζ − τ)
[ ζ∫
ζ−τ
dζ1 C (ζ1) +
ζ∫
ζ−τ
dζ2 C (ζ2)
ζ2∫
ζ−τ
dζ1 A (ζ1) +
ζ∫
ζ−τ
dζ2 A (ζ2)
ζ2∫
ζ−τ
dζ1 C (ζ1)
+
ζ∫
ζ−τ
dζ2 B(ζ2)
ζ2∫
ζ−τ
dζ1 B(ζ1) + 2
ζ∫
ζ−τ
dζ2 C (ζ2) [B]
ζ2
ζ−τ +
ζ∫
ζ−τ
dζ2 B(ζ2) [C ]
ζ2
ζ−τ
+
ζ∫
ζ−τ
dζ2 C (ζ2)
[
C ′
]ζ2
ζ−τ
]
+ ϕ(3)(ζ − τ)
[ ζ∫
ζ−τ
dζ2 C (ζ2)
ζ2∫
ζ−τ
dζ1 B(ζ1) +
ζ∫
ζ−τ
dζ2 B(ζ2)
ζ2∫
ζ−τ
dζ1 C (ζ1)
+ 2
ζ∫
ζ−τ
dζ2 C (ζ2) [C ]
ζ2
ζ−τ
]
+ ϕ(4)(ζ − τ)
[ ζ∫
ζ−τ
dζ2 C (ζ2)
ζ2∫
ζ−τ
dζ1 C (ζ1)
]
(5.21)
Hier erkennt man auf den ersten Blick die Komplexita¨t des Formalismus. Bereits in zweiter
Ordnung muss man zur numerischen Berechnung der Wellenfunktion an einem Ort z zur
Zeit t einige geschachtelte Integrationen durchzufu¨hren.
Was man in Gl. (5.21) leicht erkennen kann ist, dass die ersten drei Terme in der eckigen
Klammer in der ersten Zeile der Gleichung offenbar zu einem Exponentialfaktor aufsum-
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miert werden ko¨nnen:
1 +
ζ∫
ζ−τ
dζ1 A (ζ1) +
ζ∫
ζ−τ
dζ2 A (ζ2)
ζ2∫
ζ−τ
dζ1 A (ζ1)
= 1 +
1
1!
ζ∫
ζ−τ
dζ1 A (ζ1) +
1
2!
ζ∫
ζ−τ
dζ2 A (ζ2)
ζ∫
ζ−τ
dζ1 A (ζ1)
≈ exp

ζ∫
ζ−τ
dζ1 A (ζ1)

(5.22)
Man beachte, dass der Formalismus im Falle einer matrixwertigen Funktion A (ζ1) sogar
die Pfadordnung korrekt liefert. Der Ausdruck (5.22) stellt also eine Korrektur des ur-
spru¨nglichen Phasenfaktors dar, was die Fa¨higkeit des Formalismus zur Selbstkorrektur
eindrucksvoll demonstriert. Um einen sehr guten Phasenfaktor fu¨r den Formalismus zu
erhalten, kann man eigentlich stets beim gewo¨hnlichen WKB-Phasenwinkel (2.43) starten,
den Operator Lˆ und somit A (z) berechnen und kann diese Prozedur mit dem um (5.22)
korrigierten Phasenfaktor wiederholen. Nach der ersten Iteration wird A → A (z, u(z, t)),
also eine Funktion von z und von der Untergrenzenfunktion u(z, t) aus Gl. (4.42), d.h.
implizit ist A dann eine Funktion von z und ζ(z) − τ(t). Iteriert man erneut, so bleibt
ζ(z)−τ(t) durch die τ ′-Substitution im Integraloperator stets erhalten1 und man verbleibt
bei einer Funktion A (z, u(z, t)) = A (z,Z(ζ(z)− τ(t))) auch nach weiteren Iterationen.
Wir ko¨nnen die Korrektur des urspru¨nglichen Phasenwinkels φ(z, t) aus (5.5) direkt in
der ersten Zeile der ersten Ordnung der Entwicklung der Amplitudenfunktion, Gl. (5.17),
ablesen und erhalten
φ(z, t)→ φ(z, t)− i
ζ∫
ζ−τ
dζ1 A (ζ1)
= − k¯
2
2m
t+
z∫
z0
dz′
√
k¯2 − 2mV (z′) + i
2
Γ¯t
− i ln
√
k(u(z, t))
k(z)
+
i
2
z∫
u(z,t)
dz′
mΓ(z′)
k(z′)
− i
2
Γ¯t
(5.23)
Man beachte, dass der Phasenfaktor die Exponentialfunktion des mit der imagina¨ren
Einheit i multiplizierten Phasenwinkels ist. Wir mu¨ssen also das Integral u¨ber A noch
mit −i multiplizieren, um die Korrektur des Phasenwinkels zu erhalten.
1Im Integraloperator werden alle ζ ′−τ ′ zu ζ−τ . Der Teil der Funktion A , der von ζ(z)−τ(t) abha¨ngt,
ist also nicht von der Integration des Operators Kˆ betroffen.
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Wieder kann man in Gl. (5.23) die Wirkung der Selbstkorrektur des Formalismus erken-
nen. Der urspru¨nglich angesetzte Anteil + i
2
Γ¯t im Phasenwinkel wird durch den Korrek-
turterm − i
2
Γ¯t gerade aufgehoben und durch einen anderen, offenbar geeigneteren Beitrag
ersetzt, den wir z.B. in der Form
i
2
Γ¯(z, u(z, t))t :=
i
2
z∫
u(z,t)
dz′
mΓ(z′)
k(z′)
(5.24)
schreiben ko¨nnen und der physikalisch sehr gut interpretiert werden kann. Der Teil
m
k(z′)
dz′ = dt (5.25)
ist die infinitesimale Zeit, die das Teilchen aufgrund seiner lokalen Geschwindigkeit
vlok(z
′) = k(z′)/m am Ort z′ verbringt. Wa¨hrend dieser Zeit hat es die lokale Zerfallsrate
Γ(z′), also ist nach der Definition von Gl. (5.24) Γ¯(z, u(z, t)) nichts anderes als die u¨ber
das Intervall [u(z, t), z] gemittelte Zerfallsrate. Dieses Ortsintervall entspricht nach den
Ergebnissen aus Abschnitt 4.2.3 der Strecke, die das Teilchen in der Zeit t im Potential
V (z) zuru¨ckgelegt hat, wenn es sich jetzt (zur Zeit t) am Ort z befindet. Die urspru¨nglich
angesetzte, orts- und zeitunabha¨ngige Zerfallsrate Γ¯ wird also effektiv durch die zu jeder
Zeit und an jedem Ort korrekte mittlere Zerfallsrate Γ¯(z, u(z, t)) ersetzt.
Der zweite Korrekturbeitrag des Phasenwinkels,
−i lnκ(z, t) := −i ln
√
k(u(z, t))
k(z)
, (5.26)
ist eigentlich eine Korrektur der Amplitude der Wellenfunktion. Sie stellt im Falle eines
stabilen Wellenpakets (d.h. wenn Γ(z) ≡ 0) die Normierung des Wellenpakets zu allen
Zeiten sogar in der nullten Ordnung der Entwicklung nach Kˆ sicher. Dies wollen wir nun
zeigen.
Beweis: Zur Zeit t = 0 ist die Untergrenzenfunktion u(z, 0) = Z(ζ(z)− τ(0)) = z und
der Integraloperator Kˆ aus (4.43) ist aufgrund identischer Integralgrenzen gleich Null.
Damit verbleibt nur die nullte Ordnung der Entwicklung, also die homogene Lo¨sung der
Gl. (5.10) und somit (siehe auch Gl. (4.53) in Abschnitt 4.2.4) die Wellenfunktion
Ψ(z, t = 0) = eiφ(z,0)ϕ(ζ(z)) . (5.27)
Der Phasenwinkel φ(z, t) wird fu¨r t = 0 nach Gl. (5.23) identisch mit dem WKB-
Phasenwinkel (2.43). Mo¨chte man von einer auf Eins normierten Wellenfunktion ausgehen,
so muss man ϕ(ζ) derart wa¨hlen, dass
∞∫
−∞
dz |Ψ(z, t = 0)|2 =
∞∫
−∞
dz |ϕ(ζ(z))|2 = 1 (5.28)
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erfu¨llt ist.
Wa¨hlt man z.B. fu¨r ϕ(ζ) ein um ζ(z) = 0 und somit um z = z0 zentriertes Wellenpaket
und ferner einen Anfangsort z0, der so weit vor allen Feldern liegt, dass sich das An-
fangswellenpaket vollsta¨ndig im potentialfreien Raum befindet, dann kann man fu¨r den
Bereich, in dem ϕ2(ζ(z)) signifikant von Null verschieden ist ζ(z) = z − z0 setzen ohne
eine Fehler zu machen und man erha¨lt
1 =
∞∫
−∞
dz |ϕ(z − z0)|2 . (5.29)
Die folgenden Betrachtungen gelten aber auch im allgemeinen Fall. Fu¨r Zeiten t > 0 folgt
fu¨r ein stabiles Wellenpaket (d.h. Γ(z) ≡ 0) mit dem Phasenwinkel φ(z, t) aus (5.23) die
Norm
N (z) =
∞∫
−∞
dz κ2(z, t) |ϕ(ζ(z)− τ(t))|2 =
∞∫
−∞
dz
k(u(z, t))
k(z)
|ϕ(ζ(z)− τ(t))|2 .
(5.30)
Nun fu¨hren wir die Substitution
u = u(z, t)
(4.42)
= Z(ζ(z)− τ(t)) (5.31)
durch, wobei wir die Zeit t festhalten wollen. Demnach folgt
ζ(z)− τ(t) = ζ(u(z, t)) = ζ(u) (5.32)
und
du =
∂u(z, t)
∂z
dz
(5.37)
= κ2(z, t) dz =
k(u(z, t))
k(z)
dz . (5.33)
Wir haben hier ein wenig vorgegriffen und auf die Ableitung von u(z, t) nach z, die wir in
Gl. (5.37) berechnen werden, verwiesen. Die Grenzen des Integrals bleiben auch bei der
Integration u¨ber u unvera¨ndert, es folgt also
N (z) =
∞∫
−∞
du |ϕ(ζ(u))|2 (5.28)= 1 , (5.34)
was nach Voraussetzung, Gl. (5.28), gleich Eins ist. q.e.d.
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5.3 Berechnung der Entwicklung mit korrigiertem
Phasenfaktor und Amplitude
Motiviert vom Ergebnis des letzten Abschnitts berechnen wir nun die Entwicklung der
Wellenfunktion mit Hilfe des neuen Phasenwinkels (5.23),
φ(z, t) = − k¯
2
2m
t+ S(z) +
i
2
z∫
u(z,t)
dz′
mΓ(z′)
k(z′)
− i lnκ(z, t) . (5.35)
mit κ(z, t) aus (5.26), u(z, t) aus (4.42) und S(z) aus (5.7).
Um die Lesbarkeit der Formeln zu erho¨hen, werden wir ab jetzt meist auf die Angabe des
Arguments (z, t) bei den Funktionen u ≡ u(z, t) und κ ≡ κ(z, t) verzichten und ebenso
bei deren Ableitungen. Weiterhin fu¨hren wir die folgende abku¨rzende Schreibweise
JfKzu := [f(z′)]zu(z,t) = f(z)− f(u(z, t)) (5.36)
fu¨r die Differenzen einer rein z-abha¨ngigen Funktion an den Stellen z und u(z, t) ein.
Bei der Anwendung der Lˆ-Operators werden wir diverse Ableitungen der Funktionen
u(z, t) und κ(z, t) beno¨tigen. Diese wollen wir zuna¨chst zusammenstellen. Es gilt
∂zu =
dZ(ζ)
dζ
∣∣∣
ζ(z)−τ(t)
dζ(z)
dz
=
k(z(ζ(z)− τ(t)))
k(z)
=
k(u(z, t))
k(z)
= κ2 (5.37)
und
∂tu = − dZ(ζ)
dζ
∣∣∣
ζ(z)−τ(t)
dτ(t)
dt
= −k(u(z, t))
m
. (5.38)
Die Orts- und Zeitableitungen von κ(z, t) berechnen sich zu
∂tκ = −κ
2
∂zk(z)
∣∣
z=u
m
, (5.39a)
∂zκ = −κ
2
J∂z′kKzu
k(z)
, (5.39b)
∂2zκ = κ
(J∂z′kKzu
2k(z)
)2
+
κ
2k2(z)
(J∂z′kKzu ∂zk(z)− q(∂2z′k)kyzu) , (5.39c)
dabei bedeutet nach der Definition aus Gl. (5.36) z.B.
J∂z′kKzu = [∂z′k(z′)]z′=zz′=u(z,t) = ∂z′k(z′)∣∣z′=z − ∂z′k(z′)∣∣z′=u(z,t) . (5.40)
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Mit dem Phasenwinkel (5.35) und dem Ansatz (4.6),
Ψ(z, t) = eiφ(z,t)A(z, t) ,
lautet die Schro¨dinger-Gleichung (5.4) nach Berechnung und Einsetzen aller Ableitungen
von Ψ(z, t) schließlich(
∂2z +Q(z, u(z, t))∂z +R(z, u(z, t)) + 2im∂t
)
A(z, t) = 0 , (5.41)
wobei die hier eingefu¨hrten Hilfsfunktionen definiert sind als
Q(z, u(z, t)) = 2i∂zφ(z, t) = 2i
(
k(z) +
i J∂z′k +mΓKzu
2k(z)
)
(5.42)
und
R(z, u(z, t)) = i∂2zφ(z, t)− (∂zφ(z, t))2 − 2m∂tφ(z, t)− 2mV (z) + imΓ(z)
=
(
∂zk(z) +
1
2
J∂z′k +mΓKzu ) J∂z′k +mΓKzu − Jk((∂2z′k) +m∂z′Γ)Kzu
2k2(z)
.
(5.43)
Wie bei der Verwendung von WKB-artigen Phasenfaktoren u¨blich, gehen wir auch hier zu
den Koordinaten ζ(z) und τ(t) aus (4.5) u¨ber und erhalten dann wieder eine Schro¨dinger-
Gleichung in der Form (4.26),
(∂ζ + ∂τ )B(ζ, τ) = (LˆB)(ζ, τ) , (5.44)
mit dem Differentialoperator
Lˆ =
i
2k¯
[
R(z, u(z, t)) +
((
∂z
k¯
k(z)
)
− k¯ J∂z′k +mΓKzu
k2(z)
)
∂ζ +
(
k¯
k(z)
)2
∂2ζ
]
=: A1(z, u(z, t)) +B1(z, u(z, t))∂ζ + C (z)∂
2
ζ ,
(5.45)
wobei wir in Analogie zu (5.11) wieder die Hilfsfunktionen A1 usw. definiert haben. Der
Index soll verdeutlichen, dass es sich um die erste mit dem Formalismus berechnete Kor-
rektur der Funktion A (z) aus (5.12a) bzw. B(z) aus (5.12b) handelt. Wie bereits in der
Diskussion nach Gl. (5.22) bemerkt, ha¨ngen die Hilfsfunktionen nach der Verwendung des
korrigierten Phasenwinkels (5.35) nicht nur von z, sondern auch von u(z, t) ab. Ledig-
lich die Funktion C = C (z) bleibt zeitunabha¨ngig und wird dies auch in allen weiteren
Korrekturen bleiben, da sie aus der Variablentransformation z → ζ(z) in der Schro¨dinger-
Gleichung entsteht.
Der Integraloperator berechnet sich nun analog zu (5.13) aus
(Kˆϕ)(z, t) = U (z, u(z, t))ϕ(ζ(z)− τ(t))
+ V (z, u(z, t))ϕ′(ζ(z)− τ(t))
+W (z, u(z, t))ϕ′′(ζ(z)− τ(t)) ,
(5.46)
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wobei hier z.B.
U (z, u(z, t)) =
z∫
u(z,t)
dz′
k¯
k(z′)
A1(z
′, u(z′, t′ = t− m
k¯
ζ(z)− m
k¯
ζ(z′))) (5.47)
ist. Nun gilt aber, wie in der Diskussion nach Gl. (5.22) bereits prophezeit,
u(z′, t′ = t− m
k¯
ζ(z)− m
k¯
ζ(z′))) = Z(ζ(z′)− τ(t− m
k¯
ζ(z)− m
k¯
ζ(z′))))
= Z(ζ(z′)− k¯
m
t+ ζ(z)− ζ(z′))))
= Z(ζ(z)− τ(t))
= u(z, t) ,
(5.48)
d.h. die Abha¨ngigkeit einer Funktion von u(z, t) bleibt im Integraloperator unberu¨hrt
erhalten. Demzufolge ist
U (z, u(z, t)) =
 z∫
u
dz′
k¯
k(z′)
A1(z
′, u)

u=u(z,t)
, (5.49a)
V (z, u(z, t)) =
 z∫
u
dz′
k¯
k(z′)
B1(z
′, u)

u=u(z,t)
, (5.49b)
W (z, u(z, t)) =
 z∫
u
dz′
k¯
k(z′)
C (z′)

u=u(z,t)
. (5.49c)
Mit diesen Funktionen ko¨nnen wir die Entwicklung der Amplitudenfunktion A(1)(z, t) in
kurzer Form schreiben als
A(1)(z, t) = ϕ(ζ(z)− τ(t)
[
1 +U (z, u(z, t))
]
+ ϕ′(ζ(z)− τ(t))V (z, u(z, t)) + ϕ′′(ζ(z)− τ(t))W (z, u(z, t))
(5.50)
5.4 Diskussion und Vergleich der beiden Entwicklun-
gen
Wir vergleichen nun die Entwicklungen (5.17) und (5.50) mit altem und neuen Phasen-
winkel.
Nach (5.12a) ist
A (z) = −∂zk(z)
2k¯
+
m(Γ(z)− Γ¯)
2k¯
(5.51)
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und nach (5.45)
A1(z, u(z, t)) =
i
2k¯
R(z, u(z, t)) (5.52)
mit R(z, u(z, t)) aus (5.43). Wie in Abschnitt 4.3.3 wollen wir wieder einen Vergleich
der Ordnung in 1/k¯ machen, um zu sehen, welche der beiden Funktionen zu gro¨ßeren
Korrekturen der Wellenfunktion fu¨hren wird.
Man sieht leicht, dass A (ζ) = O(1/k¯) ist, denn der Anteil ∂zk(z)/2k¯ = −mV (z)/(k¯k(z))
ist offensichtlich von der Ordnung 1/k¯2 und es verbleibt dann nur noch der zu Γ(z) − Γ¯
proportionale Term m(Γ(z)− Γ¯)/2k¯.
Bei genauerer Untersuchung von A (z, u(z, t)) unter Verwendung der Definition von
R(z, u(z, t)) aus (5.43) findet man dagegen heraus, dass der der fu¨hrende Term in Ent-
wicklung nach Potenzen von 1/k¯
A1(z, u(z, t)) ≈ m Jk∂z′ΓKzu
(4k¯k2(z))
= O(1/k¯2) (5.53)
lautet, d.h. A1(z, u(z, t)) fu¨hrt zu Korrekturen, die um eine Ordnung in 1/k¯ ho¨her liegen
als die durch A (z) verursachten Korrekturen.
Die Ordnung der Korrekturfunktionen B(ζ) aus (5.12b) und B1(z, u(z, t)) aus (5.45) ist
gleich, da beide den ∂z(k¯/k(z))-Term enthalten, der von der Ordnung 1/k¯
2 und es in
B1(z, u(z, t)) keine Beitra¨ge niedrigerer Ordnung gibt.
Gegenu¨ber dem alten Phasenwinkel hat sich an dieser Stelle der Entwicklung nach Poten-
zen des Integraloperators Kˆ also keine wesentliche Verbesserung ergeben. Auch zuku¨nftige
Korrekturen (in weiteren Iterationsschritten) ko¨nnten dies nicht leisten, da der fu¨hren-
de Beitrag in B1(z, u(z, t)) aus der Koordinatentransformation z → ζ(z) stammt und
deshalb stets von der Ordnung 1/k¯2 ist.
Aus demselben Grund bleibt der nach wie vor gro¨ßte Korrekturbeitrag bei der Anwen-
dung des Formalismus zur Berechnung der exakten Wellenfunktion der Beitrag C (z), der
vor der zweiten Ableitung nach ζ steht und der aus der Vernachla¨ssigung der Dispersi-
on des Wellenpakets stammt. Er ist eine Korrektur erster Ordnung in O(1/k¯), siehe Gl.
(4.74), und wurde in Abschnitt 4.3.3 ausfu¨hrlich diskutiert. Da die Korrektur des Pha-
senwinkels (bzw. der Amplitude u¨ber Logarithmus-Beitra¨ge zum Phasenwinkel) offenbar
keine Auswirkungen auf diesen Beitrag der Entwicklung in Kˆ hat, ist die Fa¨higkeit der
Entwicklungsmethode zur formalen Korrektur des WKB-Phasenwinkels eigentlich auf den
ersten Iterationsschritt begrenzt. Man kann zwar auch ho¨here Ordnungen von 1/k¯ in den
Phasenwinkel mit aufnehmen, doch es stellt sich dann stets die Frage, ob die damit erzielte
Verbesserung der Genauigkeit des Ansatzes den wachsenden numerischen Rechenaufwand
wert ist, den die Verwendung eines komplizierteren Phasenwinkels mit sich bringt.
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Zur Minimierung des zu C (z) proportionalen Beitrags in der Entwicklung muss man
wieder das in Abschnitt 4.3.5 erla¨uterte Verfahren anwenden, nachdem man sich fu¨r einen
geeigneten Phasenfaktor entschieden hat. Wa¨hlt man die fu¨r dieses Verfahren beno¨tigten
Wellenpakete breit genug, so kann auch eine Vernachla¨ssigung des Entwicklungsbeitrags,
der proportional zur ersten Ableitung nach ζ ist, in Betracht gezogen werden.
Nachdem wir nun einen geeigneten Phasenwinkel zur Beschreibung eines zerfallenden Wel-
lenpakets gefunden haben, wollen wir im na¨chsten Kapitel den U¨bergang zu allgemeinen,
matrixwertigen Potentialen vollziehen. Wir werden sehen, dass, obwohl dieser Schritt mit
den bisher erzielten Resultaten vergleichsweise einfach ist, der Grad der Komplexita¨t der
physikalischen Beschreibung und der mathematische Aufwand enorm steigen wird.
Kapitel 6
Atome mit mehreren inneren
Zusta¨nden in matrixwertigen
Potentialen
6.1 Aufstellen der Schro¨dinger-Gleichung
Bisher haben wir eindimensionale Wellenpakete betrachtet, die nicht speziell auf die Be-
schreibung von Atomen ausgelegt waren. Wie bereits im vorgreifenden Abschnitt 3.3.1
erla¨utert, kann das Atom als Superposition mehrerer, innerer Zusta¨nde beschrieben wer-
den, die sich durch gewisse Quantenzahlen unterscheiden. Jeder Zustand bekommt dann
ein eigenes Wellenpaket, siehe Gl. (3.58). Um in diesem Kapitel mo¨glichst schnell zu
Ergebnissen zu kommen haben wir die Grundlagen zur Beschreibung wasserstoffartiger
Atome in den Anhang A verlegt. Wir wollen hier nur einen kurzen U¨berblick u¨ber diese
Grundlagen geben.
Wasserstoffartige Atome lassen sich als quantenmechanisches Zweiteilchen-Problem be-
handeln, siehe Anhang A.2. Die aufgrund der Kopplung der Drehimpulse von Elektron
und Atomkern zu unterscheidenden inneren Zusta¨nde des Atoms fu¨hren bei vorhandenen
externen Einflu¨ssen zu einem matrixwertigen Potential, siehe Gl. (A.38). Bei der Darstel-
lung dieser Matrix unterscheiden wir streng zwischen zwei Mo¨glichkeiten. Eine mo¨gliche
Wahl der Basiszusta¨nde, die sich insbesondere fu¨r die numerische Behandlung anbietet,
sind die Zusta¨nde mit Gesamtdrehimpuls F , der sich aus den gekoppelten Drehimpulsen
des Elektrons (Spin S und Bahndrehimpuls L zu J) und dem Kernspin I zusammen-
setzt, siehe Gl. (A.27). Eine weitere mo¨gliche Basis sind die lokalen Eigenzusta¨nde der
Potentialmatrix M (Z), die wir mit |α(Z)) bezeichnen wollen. Fu¨r diese gilt
M (Z)|α(Z)) = Eα(Z)|α(Z)) , (α = 1, . . . , N) , (6.1)
wobei N die Dimension des durch die inneren atomaren Zusta¨nde aufgespannten Hilbert-
Raums sei. Wie in Anhang A.1 ausfu¨hrlich diskutiert, kann man im Fall metastabiler
99
100 Kapitel 6. Atome mit mehreren inneren Zusta¨nden in matrixwertigen Potentialen
Atome mit dem Wigner-Weisskopf-Formalismus [43] die Potentialmatrix im Unterraum
der atomaren Zusta¨nde mit Hauptquantenzahl n = 2 in der Form
M (Z) = V (Z)− i
2
Γ(Z) (6.2)
schreiben und spricht dann von einer sogenannten nichthermiteschen Massen- oder Ener-
giematrix1. Die Eigenwerte Eα(Z) aus Gl. (6.1) werden dann komplex und man muss
zwischen rechten und linken Eigenzusta¨nden unterscheiden. Fu¨r die linken Eigenzusta¨nde,
die wir mit einer zusa¨tzlichen Tilde kennzeichnen wollen, gilt die Eigenwertgleichung
(α(Z)|˜ M (Z) = Eα(Z)(α(Z)|˜ , (α = 1, . . . , N) . (6.3)
Fu¨r die linken und rechten Eigenvektoren gilt die Orthonormalita¨tsrelation (A.20), die
rechten Eigenvektoren ko¨nnen außerdem zusa¨tzlich normiert werden. Die Eigenenergien
kann man in Real- und Imagina¨rteil aufspalten, d.h.
Eα(Z) = ReEα(Z) + i ImEα(Z) =: Vα(Z)− i2Γα(Z) . (6.4)
Die (lokalen) totalen Zerfallsbreiten Γα(Z) mu¨ssen analog zum eindimensionalen Fall aus
Gl. (5.2) stets positiv sein, ansonsten wu¨rde die Norm des Eigenzustands exponentiell
anwachsen. Fu¨r weitere Informationen zur Beschreibung des Zerfalls eines metastabilen
Atoms verweisen wir auf Anhang A.1. Wir wollen betonen, dass der im Folgenden ent-
wickelte Formalismus ohne weiteres auch auf den Fall stabiler Atome angewendet werden
kann, wo M eine hermitesche Matrix ist und Γα(Z) ≡ 0 fu¨r alle Indizes α gilt.
Wie am Ende von Anhang A.2 diskutiert, lautet bei Verwendung der MassenmatrixM (Z)
die Schro¨dinger-Gleichung (A.41)(
∂2Z − 2MM (Z) + 2M i∂t
)
|Ψ(Z, t)〉 = 0 , (6.5)
wobei M die Gesamtmasse des Atoms sei. Nun denken wir uns das lokalen Eigenwertpro-
blem (6.1) als gelo¨st und machen den bereits in (3.58) betrachteten, lokalen Ansatz
|Ψ(Z, t)〉 =
∑
α
Ψα(Z, t)|α(Z)) (6.6)
und berechnen damit die Ableitungen, die in der Gl. (6.5) vorkommen. Es gilt
2M i∂t|Ψ(Z, t)〉 = 2M i
∑
α
(∂tΨα(Z, t))|α(Z)) , (6.7)
∂2Z |Ψ(Z, t)〉 =
∑
α
[
(∂2ZΨα(Z, t))|α(Z)) + Ψα(Z, t)(∂2Z |α(Z)))
+ 2(∂ZΨα(Z, t))(∂Z |α(Z)))
]
,
(6.8)
1 Der Begriff Massenmatrix wurde aus der Anwendung des Wigner-Weisskopf-Formalismus auf den
Zerfall der K-Mesonen u¨bernommen. Der Wigner-Weisskopf-Formalismus, den wir in Anhang A.1 pra¨sen-
tieren, richtet sich nach der sehr empfehlenswerten Darstellung aus [44], Anhang I. Dort wird auch der
Zusammenhang mit dem Zerfall der K-Mesonen behandelt.
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und somit folgt nach Einsetzen in (6.5)∑
α
[
(∂2Z − 2MEα(Z) + 2M i∂t)Ψα(Z, t)
] |α(Z))
=
∑
α
[
− 2(∂ZΨα(Z, t))[∂Z |α(Z))]−Ψα(Z, t)[∂2Z |α(Z))]
]
.
(6.9)
Wir projizieren nun von links mit einem linken Eigenvektor (β(Z)|˜ und erhalten daraus
unter Verwendung der Orthonormalita¨t (A.20) der linken und rechten Eigenvektoren
(∂2Z − 2MEβ(Z) + 2M i∂t)Ψβ(Z, t)
=
∑
α
[
− 2(∂ZΨα(Z, t))
(
(β(Z)|˜ ∂Z |α(Z)))−Ψα(Z, t)((β(Z)|˜ ∂2Z |α(Z)))] . (6.10)
Der na¨chste Schritt wa¨re die Wahl eines speziellen WKB-a¨hnlichen Phasenwinkels φα(Z, t)
und das Einsetzen des Ansatzes
Ψα(Z, t) = e
iφα(Z,t)Aα(Z, t) . (6.11)
Bevor wir φα(Z, t) angeben ko¨nnen, mu¨ssen wir einen genaueren Blick auf die Gesamt-
energie der einzelnen Wellenpakete werfen. Betrachten wir dazu einmal den adiabatischen
Grenzfall, d.h. die Potentiale seinen derart gewa¨hlt, dass Mischungen der Zusta¨nde auf-
grund der Ortsableitungen auf der rechten Seite von (6.10) vernachla¨ssigt werden ko¨nnen.
In diesem Fall ist die rechte Seite von (6.10) ungefa¨hr Null und wir haben es mit un-
abha¨ngigen Gleichungen fu¨r jede Komponente β zu tun, die wir jeweils genauso behandeln
ko¨nnen, wie die eindimensionale Schro¨dinger-Gleichung in den vergangenen Kapiteln.
Die Schwierigkeit hier ist allerdings die Wahl der (mittleren) Gesamtenergie der Wel-
lenpakete. Wa¨hlen wir die gleiche Gesamtenergie fu¨r alle Wellenpakete, so setzt diese
sich im feldfreien Raum nach der Diskussion in Anhang (A.2) aus der kinetischen und
der inneren Energie zusammen. Zusta¨nde mit unterschiedlicher innerer Energie (z.B. im
Termschema des Atoms) ha¨tten dann unterschiedliche Geschwindigkeiten im feldfreien
Raum und die korrespondierenden Wellenpakete in der WKB-Na¨herung wu¨rden ausein-
anderdriften. Durch Einfu¨hrung unterschiedlicher Gesamtenergien kann dies verhindert
werden und dies ist auch der Ansatz, den wir hier machen wollen.
Letztendlich ha¨ngt es von der experimentellen Pra¨paration des Anfangszustands ab. Star-
tet der Experimentator mit einem Atom, dass mit nur einem einzigen inneren Zustand
beschrieben werden kann, so kann man durch nichtadiabatische Potentiale Superpositio-
nen von inneren Zusta¨nden erzeugen. Die zugeho¨rigen Wellenpakete ha¨tten in diesem Fall
alle die gleiche Gesamtenergie und somit unterschiedliche Schwerpunktsgeschwindigkeiten.
Startet der Experimentator mit einem Atom im Grundzustand, generiert die angeregten
Zusta¨nde dann durch unterschiedliche Energiezufuhr und pra¨pariert dann den gewu¨nsch-
ten Anfangszustand (z.B. mit einer Stern-Gerlach-Methode), so sollten die Wellenpakete
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der einzelnen Zusta¨nde unterschiedliche Gesamtenergien haben, aber gleiche kinetische
Energien, d.h.
Egesβ (Z) =
k¯2
2M
+ Vβ(Z) . (6.12)
Wir wollen diesen Fall hier untersuchen. Der Fall identischer Gesamtenergien, der immer
dann relevant wird, wenn der Anfangszustand u¨ber ein statisches Potential aus einem
einzelnen inneren atomaren Zustand pra¨pariert wird, kann aus Zeitgru¨nden in der vorlie-
genden Arbeit nicht mehr behandelt werden, sollte aber mit den hier aufgestellten Formeln
relativ leicht zuga¨nglich sein. Fu¨r alle Experimente, an die wir (nicht nur im Rahmen die-
ser Arbeit) denken, wird ohnehin ein Anfangszustand von Wasserstoff oder Deuterium
aus metastabilen Zusta¨nden mit gleichem Gesamtdrehimpuls ausreichend sein. Da diese
Zusta¨nde im feldfreien Fall entartet sind, sind beide Betrachtungsweisen in diesem Fall
a¨quivalent.
Gehen wir also davon aus, dass sich im Anfangszustand des Atoms, der am Ort Z0 im
feldfreien Raum vorliegen soll, nur Wellenpakete mit Gesamtenergien
Egesα :=
k¯2
2M
+ Vα(Z0) . (6.13)
befinden. Dann ist die lokale Wellenzahl am Ort Z fu¨r den Zustand mit Index α gegeben
durch
kα(Z) =
√
2MEgesα − 2MVα(Z) =
√
k¯2 − 2M∆Vα(Z) (6.14)
mit
∆Vα(Z) := Vα(Z)− Vα(Z0) . (6.15)
Fu¨r den zeitabha¨ngigen Anteil des Phasenfaktors definieren wir
k¯α :=
√
2MEgesα =
√
k¯2 + 2M Vα(Z0) (6.16)
Mit diesen Definitionen ist im adiabatischen Grenzfall die ebene Welle
ψβ(k¯, Z, t) = exp
−i k¯2β2M t+ i
Z∫
Z0
dZ ′ kβ(Z ′)
 (6.17)
eine Lo¨sung mit Wellenzahl k¯ der Schro¨dinger-Gleichung (6.10) im Sinne der WKB-Na¨he-
rung. Aus U¨berlagerung von ebenen Wellen dieses Typs mit Wellenzahlen k wu¨rden wir
in Analogie zu Abschnitt 2.3 Wellenpakete der Form
Ψβ(Z, t) ≈ exp
−i k¯2β2M t+ i
Z∫
Z0
dZ ′ kβ(Z ′)
ϕ(ζβ(Z)− τ(t)) (6.18)
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erhalten, wobei die Koordinaten ζβ(Z) und τ(t) definiert sind als
ζβ(Z) =
Z∫
Z0
dZ ′
k¯
kβ(Z ′)
, τ(t) =
k¯
M
t , (6.19)
mit kβ(Z) aus Gl. (6.14).
Durch die Verwendung der eben definierten Gro¨ßen ist, wie oben bereits behauptet, si-
chergestellt, dass im feldfreien Bereich alle Komponenten-Wellenpakete eine identische,
mittlere Geschwindigkeit k¯/M haben. Es gilt ja im feldfreien Raum nach Definition
Vβ(Z)→ Vβ(Z0) ⇒ ∆Vβ(Z)→ 0 ⇒ kβ(Z)→ k¯ . (6.20)
Die Schwerpunktsgeschwindigkeit des Wellenpakets mit Index β berechnet sich - wie am
Ende von Abschnitt 2.3.2 bereits diskutiert - aus
0 =
d
dt
(
ζβ(Zˆβ(t))− τ(t)
)
=⇒ dZˆβ(t)
dt
=
kβ(Zˆβ(t))
M
(6.21)
und somit folgt wegen kβ(Z) → k¯ im feldfreien Raum die Behauptung. Aus (6.21) folgt
mit (6.14) fu¨r das betrachtete Komponenten-Wellenpaket weiterhin eine Energieerhal-
tungsgleichung
1
2
M
(
dZˆβ(t)
dt
)2
+ Vβ(Z) =
k¯2β
2M
= Egesβ . (6.22)
Fu¨r die potentiellen Energien Vβ(Z), die ja der Realteil des komplexen Eigenwerts Eβ(Z)
der nichthermiteschen MassenmatrixM ist, kann man durch die relative Definition (6.14)
der lokalen Wellenzahl den Nullpunkt frei wa¨hlen, ohne dass sich die Schwerpunktsge-
schwindigkeiten a¨ndern.
Kommen wir nun zuru¨ck zur Schro¨dinger-Gleichung (6.10), die wir ja in eine zu (4.26)
analoge Form bringen mu¨ssen, um den Formalismus zur Berechnung der exakten Lo¨sung
auf den Fall matrixwertiger Potential u¨bertragen zu ko¨nnen.
In Kapitel 5 haben wir bereits in Gl. (5.35) einen guten Phasenwinkel fu¨r den Ansatz (6.11)
fu¨r die Wellenfunktion berechnet. Wir mu¨ssen ihn nur noch auf den hier betrachteten Fall
u¨bertragen, was aber nach den eben gemachten Vorbetrachtungen kein Problem mehr
darstellt. Ohnehin wa¨re die Wahl eines ungeeigneten Phasenwinkels nach den Ergebnissen
aus Kapitel 5 nicht allzu tragisch, da wir dann leicht aus den Korrekturen erster Ordnung
auf einen geeigneteren Phasenwinkel schließen ko¨nnten. Wir wa¨hlen also den aus (5.35)
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und der obigen Diskussion motivierten Phasenwinkel
φα(Z, t) = − k¯
2
α
2M
t+ Sα(Z) + i
Z∫
uα(Z,t)
dZ ′ (α(Z ′)|˜ ∂Z′ |α(Z ′))
+
i
2
Z∫
uα(Z,t)
dZ ′
MΓα(Z
′)
kα(Z ′)
− i lnκα(Z, t)
(6.23)
mit
Γα(Z) := −2 Im(Eα(Z)) , (6.24)
Sα(Z) :=
Z∫
Z0
dZ ′ kα(Z ′) , (6.25)
κα(Z, t) :=
√
kα(uα(Z, t))
kα(Z)
(6.26)
und
uα(Z, t) := Zα(ζα(Z)− k¯M t) , (6.27)
wobei Zα(ζ) die Umkehrfunktion zu ζα(Z) ist. Der im Vergleich zu (5.35) neu hinzuge-
kommene Anteil
φgeomα (Z, t) = i
Z∫
uα(Z,t)
dZ ′ (α(Z ′)|˜ ∂Z′ |α(Z ′)) (6.28)
ist motiviert durch das diagonale Matrixelement der Ortsableitung auf der rechten Seite
von Gl. (6.10). Die physikalische Interpretation dieses Anteils ist der einer geometrischen
Phase, die der Zustand |α(Z)) auf seinem Weg durch das Potential aufsammelt. Wir
werden uns in Kapitel 7 intensiv mit diesem Anteil des Phasenwinkels bescha¨ftigen, wenn
wir P-verletzende geometrischen Phasen untersuchen.
Durch eine Rechnung, die analog zu der in Abschnitt 5.3 verla¨uft, erha¨lt man aus (6.10)
die Schro¨dinger-Gleichung
eiφβ(Z,t)
[
2ik¯(∂ζβ + ∂τ )− 2ik¯Lˆβ
]
Bβ(ζβ, τ)
=
∑
α 6=β
eiφα(Z,t)
[
− 2(i(∂Zφα(Z, t))Aα(Z, t) + ∂ZAα(Z, t))(β(Z)|˜ ∂Z |α(Z))
− Aα(Z, t) (β(Z)|˜ ∂2Z |α(Z))] ,
(6.29)
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mit einem zu (5.45) a¨hnlichen Operator
Lˆβ =
i
2k¯
[
Rβ(Z, uβ(Z, t)) +
(
k¯
kβ(Z)
)2
∂2ζβ
+
(∂Z k¯
kβ(Z)
)
−
k¯ J∂Z′kβ +MΓβKZuβ − 2D (1)ββ (Z ′)kβ(Z ′)∣∣Z′=uβ(Z,t)
k2β(Z)
 ∂ζβ
]
.
(6.30)
Hier haben wir die wie folgt definierten Matrixdarstellungen D (1,2)(Z) der ersten und
zweiten Ortsableitung verwendet:
D (1)(Z) :=
(
(β(Z)|˜ ∂
∂Z
|α(Z))
)
, (6.31)
D (2)(Z) :=
(
(β(Z)|˜ ∂2
∂Z2
|α(Z))
)
. (6.32)
Desweiteren tritt in Lˆβ noch die Funktion
Rβ(Z, uβ(Z, t)) = D
(2)
ββ (Z)−
D (1)ββ (Z) JRβKZuβ
kβ(Z)
+
1
2k2β(Z)
[(
∂Zkβ(Z) +
1
2
JRβKZuβ ) JRβKZuβ − Jkβ(∂Z′Rβ)KZuβ
] (6.33)
mit
Rβ(Z) := ∂Zkβ(Z) +MΓβ(Z) + 2D
(1)
ββ (Z)kβ(Z) (6.34)
auf. Beim Vergleich von Rβ(Z, uβ(Z, t)) mit seinem skalaren Analogon aus Gl. (5.43) er-
kennt man, das hier neben den Beitra¨gen aus (5.43) weitere, zu den Diagonalelementen
D (1,2)ββ (Z) proportionale Terme auftreten, die erst durch die Verwendung eines matrixwer-
tigen Potentials entstanden sind. Das gleiche gilt fu¨r den Vergleich der Koeffizienten von
∂ζ aus (5.45) und von ∂ζβ aus (6.30).
Nach U¨bergang auf der rechten Seite von (6.29) zu Bα(ζα(Z), τ(t)) = Aα(Z, t) und nach
Umformung folgt schließlich
(∂ζβ + ∂τ )Bβ(ζβ, τ) =
∑
α
LˆβαBα(ζα, τ) (6.35)
mit einem Matrixoperator Lˆ, der die Komponenten
Lˆβα = Lˆβδβα + (1− δβα)ei(φα(Z,t)−φβ(Z,t))
× i
2k¯
[
2D (1)βα(Z)
(
i(∂Zφα(Z, t)) +
k¯
kα(Z)
∂ζα
)
+D (2)βα(Z)
]
(6.36)
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hat.
Wir sehen also, dass sich auch im Falle eines matrixwertigen Potentials eine Schro¨dinger-
Gleichung vom Typ (4.26) aufstellen la¨sst. Wie zu erwarten, mu¨ssen wir nun einen matrix-
wertigen Differentialoperator Lˆ betrachten, der zu Wechselwirkungen zwischen den ein-
zelnen Komponenten-Wellenfunktionen fu¨hren wird. Die einzige, wesentliche Neuerung,
die sich hier gegenu¨ber dem eindimensionalen Fall ergab, war die Einfu¨hrung des geome-
trischen Anteils (6.28) im Phasenwinkel (6.23).
Durch die klare Aufspaltung des Operators Lˆ in einen diagonalen und einen nichtdiagona-
len Anteil kann man leicht den adiabatischen Grenzfall studieren, indem man den nichtdia-
gonalen Anteil vernachla¨ssigt. In diesem Fall gilt fu¨r jede Komponenten-Wellenfunktion
Bβ(ζβ, τ) eine eindimensionale Schro¨dinger-Gleichung vom Typ (4.26) mit dem Operator
Lˆβ aus (6.30), die mit den bisher entwickelten Methoden gelo¨st werden kann.
6.2 Lo¨sen der Schro¨dinger-Gleichung
Der einzige Unterschied der linken Seite von (6.35) zur linken Seite der Schro¨dinger-
Gleichung in der Form (4.26) ist der zusa¨tzliche Index β. Wir ko¨nnen also leicht die
Greensche Funktion aus (4.28) auf den hier vorliegenden Fall u¨bertragen und erhalten
Gβ(ζβ, τ) := Θ(ζβ + τ)δ(ζβ − τ) . (6.37)
Damit ko¨nnen wir (6.35) in eine Integralgleichung umwandeln,
Bβ(ζβ, τ) = B˜0,β(ζβ − τ)
+
∑
α
∞∫
−∞
dζ ′β
∞∫
−∞
dτ ′ Gβ(ζβ − ζ ′β, τ − τ ′)(LˆβαBα)(ζα(Zβ(ζ ′β)), τ ′) .
(6.38)
Hier erkennt man bereits ein wesentliches Merkmal des Matrixformalismus. Um die In-
tegration u¨ber ζ ′β einer Funktion durchzufu¨hren, die von ζα abha¨ngt, muss zuna¨chst die
implizite Abha¨ngigkeit dieser Gro¨ßen voneinander beru¨cksichtigt werden. Alle ζα ha¨ngen
von einer Ortskoordinate Z ab. Dieses Z kann aus jeder beliebigen Koordinate ζ ′β u¨ber die
entsprechende Umkehrfunktion Zβ(ζ) berechnet werden. Der Zusammenhang zwischen ζ ′β
und ζα ist also, wie im Integranden zu erkennen, u¨ber den Ausdruck ζα(Zβ(ζ ′β)) gegeben.
Mit den Methoden aus Kapitel 4 erha¨lt man also schließlich unter Verwendung der Green-
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Funktion aus (6.37):
Bβ(ζβ, τ) = ϕβ(ζβ − τ) +
∑
α
ζβ∫
ζβ−τ
dζ ′β
[
(LˆβαBα)(ζα(Zβ(ζ ′β)), τ ′)
]
τ ′=τ−ζβ+ζ′β
=: ϕβ(ζβ − τ) +
∑
α
(KˆβαBα)(ζα(Zβ(ζβ)), τ) .
(6.39)
Hierbei haben wir den neuen, matrixwertigen Integraloperator Kˆ definiert. Durch iterati-
ves Einsetzen erhalten wir also
Bβ(ζβ, τ) =
∑
n,α
((
Kˆn
)
βα
ϕα
)
(ζα(Zβ(ζβ)), τ) (β = 1, . . . , N) , (6.40)
bzw. nach U¨bergang zur Amplitudenfunktion Aβ(Z, t) in den alten Koordinaten
Aβ(Z, t) =
∑
n,α
((
Kˆn
)
βα
ϕα
)
(Z, t) (β = 1, . . . , N) . (6.41)
Um die Verwendung von Umkehrfunktionen Zβ(ζ) weitestgehend zu vermeiden, ist es
gu¨nstig, wieder zur eigentlichen Ortskoordinate Z zuru¨ckzukehren. Der Integraloperator
Kˆβα hat dann die Gestalt
(Kˆβαϕα)(Z, t) =
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
(Lˆβαϕα)(Z ′, t′)
∣∣
t′=t−M(ζβ(Z)−ζβ(Z′))/k¯ (6.42)
Wir wollen nun die nullte und die erste Ordnung formal berechnen, um einen Eindruck
von der Gestalt der Lo¨sung zu bekommen. Hierzu schreiben wir den Operator Lˆ aus (6.36)
abstrakt in der Form
Lˆβα = A βα(Z, t) +Bβα(Z, t)∂ζα + C βα(Z)∂2ζα . (6.43)
Die matrixwertigen Funktionen A (Z, t), B(Z, t) und C (Z, t), die aus (6.36) unter Ver-
wendung von (6.30) folgen, lauten
A βα(Z, t) = δβα
i
2k¯
Rβ(Z, u(Z, t))
+ (1− δβα)ei(φα(Z,t)−φβ(Z,t))
[
i
2k¯
D (2)βα(Z)−
(∂Zφα(Z, t))
k¯
D (1)βα(Z)
]
,
(6.44a)
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Bβα(Z, t) = δβα
i
2k¯
(∂Z k¯
kβ(Z)
)
−
k¯ Jkβ +mΓβKZuβ − 2D (1)ββ (Z ′)kβ(Z ′)∣∣Z′=uβ(Z,t)
k2β(Z)

+ (1− δβα)ei(φα(Z,t)−φβ(Z,t)) i
2kα(Z)
D (1)βα(Z) ,
(6.44b)
C βα(Z) = δβα
i
2k¯
(
k¯
kβ(Z)
)2
. (6.44c)
Vergleichen wir dies mit den eindimensionalen Funktion A ,B und C , die in Gl. (5.45) de-
finiert sind, so fa¨llt auf, dass zwar C (Z) immer noch zeitunabha¨ngig ist, aber die Funktio-
nen A (Z, t) undB(Z, t) nicht mehr ausschließlich u¨ber die Untergrenzenfunktion uβ(Z, t)
zeitabha¨ngig sind. Durch den in den nichtdiagonalen Beitra¨gen enthaltenen Phasenfaktor
Pβα(Z, t) := e
i(φα(Z,t)−φβ(Z,t)) (6.45)
verbleibt zumindest im Fall verschiedener Gesamtenergien der Zusta¨nde mit Index α
und β in den nichtdiagonalen Anteilen der Funktionen A (Z, t) und B(Z, t) eine weitere
Zeitabha¨ngigkeit in Form einer dynamische Phase, die gerade der Differenz der beteiligten
Gesamtenergien entspricht.
Berechnen wir nun die nullte und die erste Ordnung der Entwicklung der Wellenfunktion.
In nullter Ordnung Kˆ erhalten wir gerade den vollkommen adiabatischen Grenzfall
A
(0)
β (Z, t) = ϕβ(ζβ(Z)− τ(t)) =⇒ Ψβ(Z, t) = eiφβ(Z,t)ϕβ(ζβ(Z)− τ(t)) , (6.46)
Hier erkennt man, dass im atomaren Gesamtzustand (6.6),
|Ψ(Z, t)〉 =
∑
α
Ψα(Z, t)|α(Z)) ,
jeder lokale, innere, atomare Zustand |α(Z)) ein unabha¨ngiges Wellenpaket mit sich fu¨hrt,
dass der nullten Ordnung der Entwicklung im eindimensionalen Fall entspricht. Jedes
dieser Wellenpakete bewegt sich somit dispersionsfrei mit der klassischen Schwerpunkts-
geschwindigkeit durch das Potential ∆Vα(Z), das vom Realteil der lokalen Eigenenergie
seines zugeho¨rigen Eigenzustands |α(Z)) der Massenmatrix M (Z) abha¨ngt (siehe Gl.
(6.15)).
Mit der Lo¨sung (6.46) ist man also bereits in der Lage, adiabatische lABSE-Experimente
zu beschreiben, unterliegt dann aber auch den gleichen Na¨herungen und Beschra¨nkun-
gen, wie bei der Lo¨sung der skalaren Schro¨dinger-Gleichung, die wir in den vergangenen
Kapiteln untersucht haben.
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Der wesentliche Unterschied zu dem bereits in Abschnitt 3.3 durch einfache U¨berlegungen
eingefu¨hrten atomaren Gesamtzustand (3.85) ist, dass hier der geometrische Anteil des
Phasenfaktors bereits automatisch enthalten ist.
Nun wollen wir zur Berechnung der ersten Ordnung kommen. Hier erhalten wir
A
(1)
β (Z, t) = ϕβ(ζβ(Z)− τ(t))
+
∑
α
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
A βα(Z
′, t−M(ζβ(Z)− ζβ(Z ′))/k¯)
× ϕα(ζα(Z ′)− τ(t) + ζβ(Z)− ζβ(Z ′))
+
∑
α
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
Bβα(Z
′, t−M(ζβ(Z)− ζβ(Z ′))/k¯)
× ϕ′α(ζα(Z ′)− τ(t) + ζβ(Z)− ζβ(Z ′))
+
∑
α
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
C βα(Z
′)
× ϕ′′α(ζα(Z ′)− τ(t) + ζβ(Z)− ζβ(Z ′)) .
(6.47)
Hier sind nach wie vor die Ableitungen der Anfangswellenpakete ϕα(ζ) stets mit einem
Strich gekennzeichnet, d.h. es ist
ϕ′α(ζ) ≡ ∂ζϕα(ζ) , ϕ′′α(ζ) ≡ ∂2ζϕα(ζ) , ϕ(i)α (ζ) ≡ ∂iζϕα(ζ) , (i ≥ 3) . (6.48)
Im Gegensatz dazu notieren wir die Amplitudenfunktionen Aα(Z, t) bzw. Bα(ζα, τ), die
bis zur n-ten Ordnung entwickelt wurden, mit A
(n)
α (Z, t) bzw. B
(n)
α (ζα, τ), was nicht mit
der n-ten Ableitung zu verwechseln ist!
Kommen wir nun zur Interpretation der ersten Ordnung (6.47), d.h. wir wollen die Kor-
rekturbeitra¨ge nun im Einzelnen verstehen. Dazu beginnen wir mit einer Betrachtung der
Argumente der Funktionen in den Integranden. Wir definieren
∆Tβ(Z
′, Z) :=
M
k¯
(ζβ(Z)− ζβ(Z ′)) , (6.49)
was der Zeit entspricht, die ein klassisches Teilchen im Potential Vβ(Z) beno¨tigt, um die
Strecke zwischen den Orten Z ′ und Z zuru¨ckzulegen. Weiter machen wir uns klar, das
ϕα(ζα(Z) − τ(t)) = A(0)α (Z, t) der nullten Ordnung der Amplitudenfunktion mit Index α
entspricht.
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Die erste Ordnung (6.47) kann damit geschrieben werden als
A
(1)
β (Z, t) = A
(0)
β (Z, t)
+
∑
α
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
A βα(Z
′, t−∆Tβ(Z ′, Z))
× A(0)α (Z ′, t−∆Tβ(Z ′, Z))
+
∑
α
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
Bβα(Z
′, t−∆Tβ(Z ′, Z))
× (∂ζαA(0)α )(Z ′, t−∆Tβ(Z ′, Z))
+
∑
α
Z∫
uβ(Z,t)
dZ ′
k¯
kβ(Z ′)
C βα(Z
′)
× (∂2ζαA(0)α )(Z ′, t−∆Tβ(Z ′, Z)) .
(6.50)
Die Korrekturen zum Anfangswellenpaket A
(0)
β (Z, t) am Punkt (Z, t) stammen also von
den Anfangswellenpaketen aller Komponenten α am Ort Z ′ < Z, zu einer fru¨heren Zeit
t − ∆Tβ(Z ′, Z). Es gilt aber z.B. gerade A(0)β (Z, t) ≡ A(0)β (Z ′, t − ∆Tβ(Z ′, Z)), d.h. ins-
besondere die Selbstkorrekturbeitra¨ge ha¨ngen alle nur von der betrachteten Stelle des
ungesto¨rten Anfangswellenpakets ab. Bei den diagonalen Korrekturtermen ko¨nnen wir
also die Funktion A
(0)
β (Z, t) und deren Ableitungen aus dem Integral herausziehen und
erhalten letztendlich die gleiche Entwicklung wie im eindimensionalen Fall. Zusa¨tzlich
mu¨ssen natu¨rlich noch nichtdiagonale Beitra¨ge beru¨cksichtigt werden. Bei Wellenpaketen
mit α 6= β tragen - je nach Potentialverlauf - auch andere Stellen der Amplituden in
nullter Ordnung zur Korrektur von A
(0)
β (Z, t) bei. Hier ist eine weitere Vereinfachung wie
bei den diagonalen Termen nicht mehr mo¨glich.
Insgesamt sieht man an der Formel (6.50) sehr scho¨n, wie die Amplitudenfunktionen aller
inneren atomaren Zusta¨nde sich gegenseitig beeinflussen. Tritt z.B. eine Komponente im
Anfangszustand u¨berhaupt nicht auf, d.h. ist z.B. A
(0)
β (Z, t) ≡ 0, so gehen einerseits von
dieser Komponente (in erster Ordnung) keine Korrekturen aus, andererseits kann durch
den Einfluss anderer Komponenten eine von Null verschiedene Amplitudenfunktion in
dieser Komponente entstehen. All diese Effekte sind erst durch Einfu¨hrung eines Matrix-
potentials entstanden, womit wir nun die Beschra¨nkung auf adiabatische Zustandsa¨nde-
rungen u¨berwunden haben.
Der Hauptbeitrag der diagonalen (Selbst-)Korrekturen stammt aus der Funktion C (Z).
Dies war bereits bei den skalaren Potentialen der Fall und zeigt, dass auch hier die Disper-
sion den gro¨ßten Effekt bei der Korrektur ausmacht. Hier kommt wieder die Anwendung
des in Abschnitt 4.3.5 erla¨uterten Verfahrens in Frage, bei dem sehr breite Wellenpake-
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te zu einem sehr schmalen Wellenpaket superponiert werden. Fu¨r jedes Basiswellenpaket
wird die Lo¨sung in erster Ordnung berechnet, wobei der Dispersionsterm C (Z), der vor
der zweiten Ableitung des Wellenpakets steht, bei ausreichender Breite der Basiswellen-
pakete vernachla¨ssigbar wird. Ebenso kann man auch die Vernachla¨ssigung des Korrek-
turbeitrags B(Z, t) in Betracht ziehen, falls bereits die erste Ableitung der Einhu¨llenden
relativ zur Einhu¨llenden selbst vernachla¨ssigbar ist. In diesem Fall wu¨rde man lediglich
den Korrekturbeitrag A (Z, t) beru¨cksichtigen, in dessen nichtdiagonalen Beitra¨gen die
(nichtdiagonalen) Matrixelemente der Ableitungsmatrizen D (1,2)(Z) auftreten, die fu¨r die
nichtadiabatische Mischung der Zusta¨nde und somit auch der Wellenpakete verantwort-
lich sind. Diese Matrizen ko¨nnen z.B. sto¨rungstheoretisch berechnet werden, siehe dazu
die Anha¨nge A.3 und A.4 sowie die Gln. (A.92) und (A.93), aber in der Praxis wird man
sie in der Regel numerisch als Differenzenquotienten berechnen.
Insgesamt wird bereits die numerische Berechnung der ersten Ordnung sehr anspruchsvoll
werden, da sehr viele Zutaten in die Formel eingehen, u¨ber die dann letztendlich noch
integriert werden muss. Selbst bei Verwendung der Methode aus Abschnitt 4.3.5 hat man
trotz der Vernachla¨ssigung einiger Korrekturbeitra¨ge in der ersten Ordnung durch die
anschließende Superposition der Wellenpakete einen großen Rechenaufwand.
Aus Zeitgru¨nden konnte bisher kein numerisches Beispiel zur Anwendung der ersten Ord-
nung des Formalismus gerechnet werden. Dies wird aber in naher Zukunft nachgeholt,
wenn an anderer Stelle P-erhaltende und P-verletzende Rotationen der Polarisation von
Atomen in elektrischen Feldern untersucht werden. Mehr dazu im Ausblick, siehe Ab-
schnitt 8.2.
Wir wollen diesen Abschnitt mit einer Anmerkung zur Berechnung der zweiten Ordnung
der Entwicklung abschließen. In der Definition des Operators Lˆ aus Gl. (6.43) stehen
Ableitungen nach den Koordinaten ζα. In erster Ordnung macht dies Sinn, da der Operator
dann nur auf die Einhu¨llenden ϕα(ζα − τ) wirkt. In zweiter Ordnung allerdings wirkt Lˆ
auf (Kˆϕα)(Z, t), was eine gemischte Funktion von Z und allen ζβ(Z) (β = 1, . . . , N) ist.
Hier bietet es sich an, die Ableitungen nach ζα in Lˆ wieder in Ableitungen nach Z zu
transformieren.
Man hat dann
∂ζα =
kα(Z)
k¯
∂Z , ∂
2
ζα =
kα(Z)(∂Zkα(Z))
k¯2
∂Z +
(
kα(Z)
k¯
)2
∂2Z (6.51)
in Gl. (6.43) einzusetzen und erha¨lt
Lˆβα = A βα(Z, t) + B˜βα(Z, t)∂Z + C˜ βα(Z)∂2Z (6.52)
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mit den neuen Funktionen
B˜βα(Z, t) = Bβα(Z, t)
kα(Z)
k¯
+ C βα(Z)
kα(Z)(∂Zkα(Z))
k¯2
= δβα
i
2k¯
(
kα(Z)
(
∂Z
1
kβ(Z)
)
+
kα(Z)(∂Zkα(Z))
k2β(Z)
−
kα(Z) Jkβ +mΓβKZuβ
k2β(Z)
+
2kα(Z)
[
D (1)ββ (Z
′)kβ(Z ′)
]
Z′=uβ(Z,t)
k¯ k2β(Z)
)
+ (1− δβα)ei(φα(Z,t)−φβ(Z,t)) i
2k¯
D (1)βα(Z) ,
(6.53)
und
C˜ βα(Z) = C βα(Z)
(
kα(Z)
k¯
)2
= δβα
i
2k¯
(
kα(Z)
kβ(Z)
)2
. (6.54)
Hier haben wir die Funktionen Bβα(Z) und C βα(Z) aus (6.44b) und (6.44c) verwendet.
Die Funktion A (Z, t) in Lˆ kann unvera¨ndert von (6.44a) u¨bernommen werden.
6.3 Das Rezept zur theoretischen Beschreibung eines
lABSE-Experiments
In diesem Abschnitt wollen wir die Vorgehensweise zur theoretischen Beschreibung eines
allgemeinen lABSE-Experiments angeben und evtl. noch beno¨tigte Werkzeuge bereitstel-
len.
Der prinzipielle Ablauf ist der Folgende. Zuna¨chst wa¨hlt man die Anfangsbedingungen, die
wir im na¨chsten Abschnitt genauer betrachten wollen. Dann berechnet man fu¨r verschie-
dene Feldkonfigurationen den (erweiterten) Fahrplan und schließlich fu¨r eine gegebene
Feldkonfiguration das mit dem Experiment vergleichbare Spinecho-Signal.
Das erweiterte Fahrplanmodell werden wir in Abschnitt 6.3.2 diskutieren und die Vorge-
hensweise zur Berechnung des lABSE-Signals in Abschnitt 6.3.3 angeben.
6.3.1 Implementierung der Anfangsbedingungen
Es bietet sich, allein schon aufgrund der leichteren Wahl der normierten Einhu¨llenden
ϕ(ζ) (siehe die Diskussion vor Gl. (5.29), S. 93 im Abschnitt 5.2.2) wieder an, den Ort Z0
vor allen Feldern zu wa¨hlen.
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Als na¨chstes muss man den inneren Anfangszustand des Atoms festlegen, z.B. anhand
einer vorgegebenen Polarisation. Da man meistens eine Polarisation in eine eindeutige
Raumrichtung wa¨hlt, kann man den entsprechenden Drehimpulsoperator F i (i = 1, 2, 3) in
der Darstellung der Gesamtdrehimpulsbasis |j〉 berechnen, die wir auch fu¨r die Darstellung
der Massenmatrizen in Anhang B verwendet haben.
Nun kann man den Polarisationszustand mit vorgegebener Gesamtdrehimpulsquantenzahl
F und der Komponente Fi in eine bestimmte Raumrichtung i = 1, 2, 3 durch Lo¨sen des
Eigenwertproblems
F i|χ〉 = F i
∑
j
χj|j〉 != Fi
∑
j
χj|j〉 ,
F 2|χ〉 = (F 21 + F 22 + F 23)|χ〉 = F (F + 1)|χ〉
(6.55)
festlegen. Im allgemeinen brauchen wir die Koeffizienten χj bzgl. der Basis der lokalen ato-
maren Eigenzusta¨nde |α(Z0)) am Anfangsort Z0. Diese bekommen wir durch Projektion
auf den zugeordneten linken Eigenzustand (α(Z0)|˜ ,
χˆα = (α(Z0)|˜ χ〉 . (6.56)
Der gesamte Polarisationszustand kann dann in der lokalen Basis angegeben werden als
|χ〉 = 1|χ〉 =
∑
α
Pα(Z0)|χ〉 =
∑
α,j
χjPα(Z0)|j〉 =
∑
α,j
χj|α(Z0))(α(Z0)|˜ j〉
!
=
∑
α
χˆα|α(Z0)) ,
(6.57)
wobei wir die Vollsta¨ndigkeitsrelation (A.21d) und die Quasiprojektoren (A.21a) aus An-
hang A.2 verwendet haben.
Nun betrachten wir den gesamten atomaren Zustand zur Zeit t = 0, bei der der Inte-
graloperator Kˆ (6.42) verschwindet und die Wellenpakete der nullten Ordnung der Ent-
wicklung entsprechen, also gleich ϕα(ζα(Z)) sind. Zusammen mit der Definition (6.6) des
atomaren Gesamtzustands folgt dann
|Ψ(Z, t = 0)〉 =
∑
α
Ψα(Z, t = 0)|α(Z)) =
∑
α
eiφα(Z,t=0)ϕα(ζα(Z))|α(Z)) (6.58)
mit dem Anfangsphasenwinkel nach Gl. (6.23),
φα(Z, t = 0) = Sα(Z) =
Z∫
Z0
dZ ′
k¯
kα(Z ′)
. (6.59)
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Die Anfangswellenpakete ϕα(ζ) sind festgelegt durch die Wahl der Einhu¨llenden ϕ(ζ) und
der Koeffizienten χˆα des Anfangszustands des Atoms. Wa¨hlen wir fu¨r alle Komponenten
eine identische Einhu¨llende, so erhalten wir insgesamt
ϕα(ζ) = χˆαϕ(ζ) . (6.60)
Dass dies durchaus sinnvoll ist, haben wir bereits in Abschnitt 3.3.1 diskutiert, denn zur
Zeit t = 0 wa¨hlen wir den Anfangszustand des Atoms ja nach Gl. (3.57) in der Form
|Ψ(Z, t = 0)〉 = Ψ(Z, 0)|χ〉 = eiφ(Z,0)ϕ(Z − Z0)|χ〉 , (6.61)
wobei wir hier wieder davon ausgegangen sind, dass wir wie in Gl. (5.29) Z0 und die Breite
σ des Anfangswellenpakets so wa¨hlen, dass
ζα(Z) ≈ Z − Z0 fu¨r ϕ(ζα(Z)) 6= 0 (6.62)
erfu¨llt ist.
6.3.2 Das erweiterte Fahrplanmodell
Das in Abschnitt 3.3.3 beschriebene Fahrplanmodell gibt die Bewegung der Schwerpunk-
te der einzelnen Wellenpakete nur im adiabatischen Grenzfall richtig wieder. Wir haben
gesehen, dass diese Bewegung dann vo¨llig identisch mit der Bewegung klassischer Punkt-
teilchens in unterschiedlichen Potentialen Vα(Z) ist.
Nun wollen wir das Fahrplanmodell dahingehend erweitern, dass auch die Bewegung neu
erzeugter Wellenpakete dargestellt werden kann, was aber zu grundsa¨tzlichen Schwierig-
keiten fu¨hrt. Mit dem in diesem Kapitel aufgestellten Formalismus ist die Schwerpunkts-
bewegung neu erzeugter Wellenpakete nicht direkt ablesbar. Wir wissen zuna¨chst weder,
wo dieser Schwerpunkt liegt, noch, wie das neue Wellenpaket u¨berhaupt aussieht. Erst eine
numerische Berechnung der ho¨heren Ordnung der Entwicklung ko¨nnte diese Informationen
liefern. Den Schwerpunkt ko¨nnte man dann als zeitabha¨ngigen Ortserwartungswert des
neuen Wellenpakets numerisch berechnen und die Breite des Wellenpakets aus der Varianz
erhalten. Diese Rechnung wa¨re aber fu¨r das Aufstellen des Fahrplans viel zu aufwa¨ndig,
denn der Fahrplan soll ja gerade eine Orientierungshilfe sein, die man vor der Berechnung
der atomaren Gesamtwellenfunktion braucht. Der Fahrplan ist (in unseren Augen) einzig
dazu gedacht, einen groben U¨berblick u¨ber ein evtl. zu machendes Experiment zu liefern.
Aus dem Fahrplan soll letztendlich die Entscheidung fu¨r die Feldkonfiguration und den
verwendeten Anfangszustand des Atoms fallen.
Wie ko¨nnen wir also mit einfachen Mitteln einen erweiterten Fahrplan erstellen, der die
Bewegung neuer Wellenpakete zumindest in grober Na¨herung visualisiert? Die Antwort
auf diese Frage ist praktisch schon im zweiten Satz dieses Abschnitts gegeben: Wir mu¨ssen
uns zuna¨chst von den Wellenpaketen lo¨sen und uns ganz auf den klassischen Standpunkt
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stellen, d.h. von punktfo¨rmigen Teilchen sprechen. Dann kann man sich vorstellen, dass
sich ein Teilchen der
”
Sorte“ α an einem Ort Z im Potential in ein Teilchen der Sorte β
verwandelt, wobei aufgrund des zeitunabha¨ngigen Potentials die Gesamtenergie erhalten
ist.
Man kann sich auch mathematisch davon u¨berzeugen, dass dies unter gewissen Voraus-
setzungen fu¨r die Schwerpunkte der Wellenpakete erfu¨llt ist, indem man z.B. ein einfa-
ches Zwei-Zustands-System betrachtet und die erste Ordnung der Entwicklung auf ebene
WKB-Wellen anwendet. Superponiert man anschließend diese ebenen Wellen unter ge-
schickter Anwendung einiger Na¨herungen zu Wellenpaketen, erha¨lt man hinter allen Po-
tentialen eine Energieerhaltungsgleichung fu¨r den Schwerpunkt des im Potential erzeugten
Wellenpakets, die die Gesamtenergie des urspru¨nglichen Wellenpakets entha¨lt. Wir wollen
diese lange und sehr technische Rechnung hier nicht vorfu¨hren, sondern uns mit der im
letzten Absatz dargestellten, klassischen Sichtweise begnu¨gen. Wir werden ohnehin fest-
stellen, dass das erweiterte Fahrplanmodell nur sehr eingeschra¨nkt in der Lage ist, die
physikalischen Vorga¨nge darzustellen.
Im einfachen Fahrplanmodell braucht ein Teilchen im Zustand |α(Z)) die Zeit
Tα(Z) =
M
k¯
ζα(Z) =
Z∫
Z0
dZ ′
M
kα(Z ′)
(6.63)
um vom Ort Z0 zum Ort Z unter dem Einfluss des Potentials Vα(Z) zu gelangen (vergleiche
Gl. (3.81) auf Seite 44). Dieses Potential geht in der lokalen Wellenzahl gema¨ß (6.14) ein,
kα(Z) =
√
k¯2α − 2MVα(Z) , (6.64)
wobei nach Gl. (6.16)
k¯2α = 2ME
ges
α = k¯
2 + Vα(Z0) (6.65)
die von der Gesamtenergie des Zustands |α(Z0)) am Ort Z0 abha¨ngige, totale Wellenzahl
ist.
Geht nun das Teilchen im Zustand |α(Z)) im stationa¨ren Potential Vα(Z) an der Stelle
Z in den Zustand |β(Z)) u¨ber, so wird sich seine Gesamtenergie nicht vera¨ndern. Das
lokale Potential, dass das Teilchen im Zustand |β(Z)) aber spu¨rt, ist Vβ(Z), somit wird
sich seine lokale Wellenzahl a¨ndern zu
kα→β(Z) :=
√
k¯2α − 2MVβ(Z) =
√
k¯2 − 2M(Vβ(Z)− Vα(Z0)) . (6.66)
Hieraus folgt, dass selbst im feldfreien Raum, wo Vβ(Z)→ Vβ(Z0) ist, bei nichtentarteten
Zusta¨nden |α(Z0)) und |β(Z0)) die freie Wellenzahl des u¨bergegangenen Teilchens von der
freien Wellenzahl k¯ abweicht und somit auch seine freie (mittlere) Geschwindigkeit.
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Ist das Teilchen am Ort Z0 gestartet, am Ort Z1 vom Zustand |α(Z1)) in den Zustand
|β(Z1)) u¨bergegangen und befindet sich nun am Ort Z > Z1, so hat es die Gesamtzeit
Tα→β(Tα(Z1), Z) := Tα(Z1) +
Z∫
Z1
dZ ′
M
kα→β(Z ′)
(6.67)
beno¨tigt. Wir ko¨nnen dies nach Multiplikation mit v¯ auch wieder mit den Koordinaten
ζα(Z) schreiben und erhalten
ζα→β(ζα(Z1), Z) := ζα(Z1) +
Z∫
Z1
dZ ′
k¯
kα→β(Z ′)
. (6.68)
Man kann sich leicht denken, dass bei mehrfachen, aufeinanderfolgenden U¨berga¨ngen, die
Ausdru¨cke auf analoge Weise erweitert werden und an Komplexita¨t gewinnen werden.
Eine u¨bersichtliche und gleichzeitig informative Notation zu finden ist nicht einfach. Wir
wollen den Wert fu¨r ζ am Ort Z eines Teilchens, das am Ort Zβ→γ bei einem Wert ζα→β
vom Zustand |β(Zβ→γ)) in den Zustand |γ(Zβ→γ)) u¨bergegangen ist und insgesamt aus
einem Anfangszustand |α(Z0)) entstanden ist, bezeichnen als
ζα→γ(ζα→β, Zβ→γ, Z) = ζα→β +
Z∫
Zβ→γ
dZ ′
k¯
kα→γ(Z ′)
. (6.69)
Es handelt sich dabei um eine rekursive Definition, da ζα→β selbst aus mehrfachen auf-
einanderfolgenden U¨berga¨ngen aus dem Zustand |α(Z0)) entstanden sein kann. Die Ver-
wendung von Gl. (6.69) erlaubt die Beschreibung der Position des Teilchens relativ zur
Position eines freien Teilchen gema¨ß
∆ζα→γ(ζα→β, Zβ→γ, Z) := ζα→γ(ζα→β, Zβ→γ, Z)− (Z − Z0) . (6.70)
Nachdem wir uns bisher Gedanken u¨ber Teilchenpositionen gemacht haben, sollten wir
uns nun u¨berlegen, wie wir die obigen Gleichungen im Hinblick auf die Bewegung von Wel-
lenpaketen interpretieren. Das grundlegende Problem, na¨mlich die Unkenntnis u¨ber die
Form des neuen Wellenpakets und die Lage dessen Schwerpunkts, verhindert die genaue
Kenntnis des Ortes Zα→β innerhalb eines Potentials, an dem wir den U¨bergang ansetzen
sollen.
In Abb. 6.1a ist eine Mo¨glichkeit der Darstellung des erweiterten Fahrplans schematisch
gezeigt. Hier betrachten wir zwei Zusta¨nde (durchgezogene und gestrichelte Linien), die
entgegengesetzten Potentialen (z.B. erzeugt durch ein magnetisches Feld) unterliegen.
Anfangs starten wir mit einem einzigen Zustand. Die Bewegung des Schwerpunkts des
zugeordneten Wellenpakets im Potential ist durch die durchgezogene Linie im oberen Teil
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Z
Z
∆ζ
∆ζα(Z)
Vα(Z)
(6.1a) Visualisierung der Breite
und der Bewegung der erzeugten
Wellenpakete
Z
Z
∆ζα(Z)
Vα(Z)
(6.1b) Visualisierung der Bewe-
gung der erzeugten Wellenpakete.
Abbildung 6.1: Zwei Beispiele zur Anwendung des erweiterten Fahrplanmodells.
der Abbildung eingezeichnet. Die Dicke der Linie soll in etwa die Breite bzw. die Unscha¨rfe
des Wellenpakets repra¨sentieren. Trifft das Wellenpaket nun auf das Potential, beginnt die
Produktion des Wellenpakets des zweiten Zustands, dargestellt durch die erste gestrichel-
ten Linie in der oberen Abbildung. Zum einen ist die Geschwindigkeit (Steigung) dieser
”
Vorderkante“ im potentialfreien Raum von der eines freien Wellenpakets verschieden,
zum anderen sieht man auch die Auswirkungen des zugeho¨rigen Potentials auf den Verlauf
der gestrichelten Linie. Die Produktion des neuen Wellenpakets ho¨rt erst auf, wenn das
erste Wellenpaket das Potential vollsta¨ndig verlassen hat. Die zweite gestrichelte Linie
symbolisiert somit die hintere Kante des neuen Wellenpakets.
Durch die in Abb. 6.1a verwendete Darstellung bekommt man einen Eindruck von der
Breite (die in der Abbildung mit ∆ζ bezeichnet wurde) des neuen Wellenpakets, die
sowohl von der Breite des erzeugenden Wellenpakets als auch von der Breite des Poten-
tials und der Differenz der Geschwindigkeit zum freien Wellenpaket bestimmt wird. Der
Nachteil dieser Art der Darstellung ist die Unu¨bersichtlichkeit, die zwangsla¨ufig bei der
Visualisierung mehrerer U¨berga¨nge entsteht. In Abb. 6.1b ist nur eine mittlere Linie fu¨r
das neue Wellenpaket eingezeichnet, die man dann als Schwerpunkt bezeichnen kann2.
Den Vorteil der gro¨ßeren U¨bersichtlichkeit in Abb. 6.1b erkauft man sich allerdings durch
das Verwerfen der Information u¨ber die Breite der neuen Wellenpakete.
2Die tatsa¨chliche Lage des Schwerpunkts des neuen Wellenpakets ist wie in der Einleitung zu diesem
Abschnitt bereits erkla¨rt nicht bekannt. Man kann aber erwarten, dass auch das neu erzeugte Wellen-
paket in nullter Na¨herung als dispersionsfreies Wellenpaket beschrieben werden kann, so dass in diesem
speziellen Fall jeder Punkt des Wellenpakets als Bezugspunkt angesehen werden kann.
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Man kann sich vorstellen, dass aus Kreuzungspunkten mit neu entstandenen Wellenpa-
keten aufgrund der (bei ungu¨nstig gewa¨hlten Potentialen) sehr großen Breite der Wellen-
pakete ganze Kreuzungsfla¨chen werden. Bei stark ausgeschmierten neuen Wellenpaketen
kann kein ausgepra¨gtes Spinechosignal mehr gemessen werden.
Um ein scharfes Spinechosignal zu erhalten, muss man
Z
Z
∆ζα(Z)
Vα(Z)
2σ
2σ
Abbildung 6.2: Ein drittes Bei-
spiel zur Anwendung des erwei-
terten Fahrplanmodells.
die Potentiale also derart wa¨hlen, dass die Breite des
erzeugenden Wellenpakets erhalten bleibt. In Abb.
6.2 ist der effektivste Weg gezeigt, dies zu erreichen,
na¨mlich die Verwendung eines zuna¨chst adiabatischen
Potentials, dass dann einen plo¨tzlichen Sprung hat.
Nur an der Potentialstufe wird das neue Wellenpaket
erzeugt. Die Breite 2σ des urspru¨nglichen Wellenpa-
kets, die durch den Abstand der durchgezogenen Linie
symbolisiert ist, bleibt so beim neuen Wellenpaket di-
rekt erhalten. In der Praxis ko¨nnte man eine leicht
aufgeweichte Kante verwenden, um das in erster Ord-
nung entstehende Wellenpaket numerisch zu berech-
nen.
Wir fassen die Anleitung zum Erstellen des erweiter-
ten Fahrplans zusammen:
(1) Zuna¨chst entscheidet man, welche Zusta¨nde im Anfangszustand enthalten sein sollen.
(2) Dann wa¨hlt man die a¨ußeren elektrischen und magnetischen Felder und berech-
net damit fu¨r das betrachtete Atom die Potentialverla¨ufe fu¨r alle inneren atomaren
Zusta¨nde.
(3) Man beginnt dann mit der Erstellung des einfachen Fahrplans wie in Kap. 3.3.3 be-
schrieben.
(4) Nun hat man sich fu¨r eine der oberen Betrachtungsweisen des erweiterten Fahrplan-
modells zu entscheiden. Alternativ dazu kann man natu¨rlich auch eine gemischte
Darstellung verwenden.
Es empfiehlt sich hier, ein adiabatisches Potential mit wenigen Spru¨ngen zu verwen-
den und die Darstellung aus Abb. 6.2 zu verwenden. Auf diese Weise wird die U¨ber-
sichtlichkeit des Fahrplans nicht gefa¨hrdet und man bekommt keine allzu breiten
Wellenpakete.
(5) Man muss sich auch anhand der Massenmatrix M (Z) u¨berlegen, welche Mischungen
am sta¨rksten auftreten und dann nur diese beru¨cksichtigen.
Als Resultat ergeben sich die Kreuzungspunkte/-fla¨chen der einzelnen Zusta¨nde. Mit die-
ser Verfahrensweise wird man also allein mit Hilfe des erweiterten Fahrplanmodells in der
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Lage sein, sich schnell und einfach mo¨gliche lABSE-Experimente auszudenken. Wir wollen
noch einmal klar und deutlich sagen, was das erweiterte Fahrplanmodell kann bzw. nicht
kann:
• Es kann nur die Bewegungen der Schwerpunkte der Wellenpakete im adiabatischen
Grenzfall korrekt wiedergeben.
• Die Bewegung neu erzeugter Wellenpakete kann nur qualitativ angezeigt werden.
• Das Fahrplanmodell kann weder die Lage der Schwerpunkte, noch die Form der
neuen Wellenpakete liefern.
• Zerfall oder die Gro¨ße der Amplituden der neu entstandenen Wellenpakete ko¨nnen
nicht dargestellt werden.
Wa¨hrend der einfache Fahrplan ohne Beimischungen wenigstens im adiabatischen Grenz-
fall eine korrekte Beschreibung der Propagation der Wellenpakete liefert, ist die Einbezie-
hung der Bewegung neu entstandener Wellenpakete im Rahmen des erweiterten Fahrplans
zum gro¨ßten Teil Handarbeit. Er zeigt einem nur, was man auch sehen will, da man selbst
entscheidet, welche Mischungen man an welcher Stelle einbaut. Nichtsdestotrotz sollte
auch die Linien der neuen Wellenpakete eine recht gute Na¨herung sein, solange man sich
nicht zu weit vom adiabatischen Grenzfall entfernt.
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6.3.3 Berechnung des Spinechosignals
Hat man sich einmal fu¨r einen Anfangszustand und eine Feldkonfiguration entschieden,
kann man unter Verwendung der Entwicklung fu¨r die exakte Lo¨sung der Schro¨dinger-
Gleichung das lABSE-Signal berechnen. Wir wollen in diesem Abschnitt kurz erkla¨ren,
wie dabei die prinzipielle Vorgehensweise ist.
Experimentelle Vorgehensweise zur Messung des lABSE-Signals
In Abschnitt 3.3 haben wir noch den Standpunkt vertreten, dass man den hypothetischen
Detektor entlang der Z-Achse verschiebt, um durch die Kreuzungspunkte (siehe z.B. Abb.
3.8 auf S. 53) zu fahren und an jedem Ort den Fluss der Atome in einem bestimmten Zu-
stand zu messen und aufzuintegrieren. Normiert auf den Gesamtfluss der Atome durch den
Detektor ergibt sich dann ein ortsabha¨ngiges Spinechosignal, das die Wahrscheinlichkeit
angibt, dass sich ein Atom am Ort Z im detektierten Zustand befindet.
In der experimentellen Praxis geht man anders vor. Anstatt den Detektor tatsa¨chlich zu
verschieben und die Messung an verschiedenen (relativ ungenau bekannten) Orten durch-
zufu¨hren, platziert man den Detektor an einem festen Ort ZD. Dann variiert man durch
eine sogenannte ∆B-Spule3 (siehe [13], Abschnitt 2.9.3, S. 32) das Magnetfeld in der zwei-
ten Spinechospule, so dass sich die relative Lage der Wellenpakete am Ende der zweiten
Spule vera¨ndert. Dies kann man so lange tun, bis sich jeweils zwei Wellenpakete u¨berlap-
pen, d.h. bis man einen Kreuzungspunkt am Ende des zweiten Magnetfelds vorliegen hat.
Durch die identischen Geschwindigkeiten im feldfreien Raum4 treffen beide Wellenpake-
te am Detektor ein, ohne ihren U¨berlapp zu vera¨ndern. Durch Variation des ∆B-Feldes
vera¨ndert man den U¨berlapp am Detektor und fa¨hrt so das gesamte Spinechosignal durch.
In der Theorie wird die ∆B-Spule durch einen Parameter s simuliert. In dem oberen
Diagramm in Abb. 6.3 haben wir ein grundlegendes Spinechofeld dargestellt5. Das zweite
Spinechofeld ist stets antiparallel zum ersten Feld und mit diesem fu¨r s = 1 betragsma¨ßig
identisch. In den unteren Diagrammen haben wir als Beispiel die adiabatischen Fahr-
pla¨ne fu¨r die gegebenen Spinechofelder und fu¨r metastabilen Wasserstoff angegeben. Die
Nomenklatur ist dabei wie folgt,
|9) = |2Sˆ1/2, 1, 1,B3) , |10) = |2Sˆ1/2, 1, 0,B3) , |11) = |2Sˆ1/2, 1,−1,B3) , (6.71)
3 Hierbei handelt es sich um einige wenige Windungen, die zusa¨tzlich um die zweite Spinecho-Spule
gewickelt werden. Durch Variation des Stroms variiert man das Feld der zusa¨tzlichen Spule und somit
das gesamte zweite Spinechofeld.
4Wie in Abschnitt 6.1 diskutiert, kann man dies durch im Allgmeinen unterschiedliche Gesamtenergien
der Wellenpakete der atomaren Zusta¨nde erreichen. Daru¨berhinaus ist bei einer Superposition entarteter,
innerer atomarer Zusta¨nde im Anfangszustand sowohl die Gesamtenergie als auch die kinetische Energie
im feldfreien Raum identisch.
5 Beide Spinechofelder haben jeweils ein Magnetfeldintegral von 50µT · m und weisen in 3-Richtung.
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Abbildung 6.3: Veranschaulichung der experimentellen Vorgehensweise. Erla¨uterungen siehe
Text.
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siehe auch Anhang B.2.2, Tabelle B.15 auf S. 205. Die beiden Zahlen vor dem Magnetfeld
B3 stehen fu¨r die Quantenzahlen des Gesamtdrehimpulses F und dessen Projektion F3
auf die 3-Achse, die beide fu¨r das hier betrachtete Feld noch gute Quantenzahlen sind.
Das Breit-Rabi-Diagramm fu¨r diese Zusta¨nde kann Abb. B.4b auf Seite 206 entnom-
men und gleicht von der a¨ußeren Gestalt her dem Breit-Rabi-Diagramm der Wasserstoff-
Grundzusta¨nde.
Im Diagramm fu¨r s = 1 in Abb. 6.3 erkennt man, dass aufgrund der antisymmetrischen
Felder und der antisymmetrischen Energieabha¨ngigkeit der Zusta¨nde |9) und |11) die
Schwerpunkte der zugeho¨rigen Wellenpakete sich am Detektor genau treffen. Der Detektor
befindet sich also genau am sogenannten 9-11-Kreuzungspunkt. Wa¨hlen wir nun s = 0.9
erhalten wir ein leicht abgeschwa¨chtes zweites Spinechofeld und die Schwerpunkte der
Zusta¨nde |9) und |11) treffen sich nicht mehr am Ende des Feldes. Allerdings liegen nun
die Schwerpunkte der Zusta¨nde |9) und |10) dichter beisammen und man kann sich leicht
vorstellen, dass bei einer weiteren Abschwa¨chung des Feldes (also bei noch kleinerem
Wert fu¨r s) irgendwann der 9-10-Kreuzungspunkt erreicht ist. Analog dazu findet man
bei s > 1.1 irgendwo den 10-11-Kreuzungspunkt, siehe unteres Diagramm in Abb. 6.3.
Man kann die Lage der Kreuzungs-
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Abbildung 6.4: Die Kreuzungspunkte in Abha¨ngig-
keit vom Skalierungsparameter s, der direkt mit dem
Spulenstrom ∆I der ∆B-Spule in Verbindung ge-
bracht werden kann.
punkte am festen Ort ZD also in
Abha¨ngigkeit vom Parameter s dar-
stellen und wu¨rde dann in dem hier
betrachteten Beispiel das in Abb. 6.4
gezeigte Bild erhalten. Rein optisch
a¨hnelt dieses Bild stark dem in Abb.
3.8 auf S. 53 gezeigten Fahrplan, der
ortsabha¨ngige Kreuzungspunkte fu¨r
Wasserstoff im Grundzustand bei ei-
nem a¨hnlichen Magnetfeld (s = 1)
darstellt. Wir wu¨rden daher in der
s-Darstellung auch ein a¨hnliches Si-
gnal erhalten wie im ortsabha¨ngi-
gen Fall. In experimentellen Arbei-
ten gibt es den Skalierungsparameter
s natu¨rlich nicht. Er kann aber direkt
mit dem Strom ∆I in der ∆B-Spule in Verbindung gebracht werden, siehe hierzu [13], Gl.
(2.58) auf S. 32. Es gilt hiernach na¨mlich die Proportionalita¨t
∆B ∝ ∆I (6.72)
aber in unserem Fall sicher auch
∆B ∝ (s− 1) (6.73)
also insgesamt (s− 1) ∝ ∆I.
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Theoretische Vorgehensweise bei der Berechnung des lABSE-Signals
Nachdem man mit der in Abschnitt 6.3.1 beschriebenen Methode die Einhu¨llende ϕ(ζ)
sowie die Koeffizienten χˆα und somit die Anfangswellenpakete ϕα(ζα(Z)− τ(t)) bestimmt
hat, kann man mit der Entwicklung, d.h. z.B. in erster Ordnung mit Hilfe von Gleichung
(6.47), den Gesamtzustand
|Ψ(ZD, s, t)〉 =
∑
α
Ψα(ZD, s, t)|α(ZD)) =
∑
α
eiφα(ZD,s,t)Aα(ZD, s, t)|α(ZD)) .
(6.74)
am Ort ZD des Detektors zu jeder Zeit t und fu¨r jeden Wert des Skalierungsparameters
s berechnen. Wie in Abschnitt 6.2 erla¨utert, beru¨cksichtigt man dabei die Dispersion
des Wellenpakets durch (numerische) Superposition der Entwicklungen fu¨r sehr breite
Wellenpakete.
Wir gehen wieder davon aus, dass ZD hinter allen angelegten Felder liege und ko¨nnen
dann
|α(Z0)) = |α(ZD)) (α = 1, . . . , N) (6.75)
voraussetzen (die geometrische Phase (6.28) wurde ja explizit abgespalten).
Die Wellenfunktion, die der Detektor messen wird, ha¨ngt von seinem experimentellen
Aufbau ab. Wir nehmen hier an, dass der Detektor auf einen gewissen atomaren Zustand
|χ′〉 :=
∑
j
χ′j|j〉 =
∑
α
χˆ′α|α(ZD)) , (6.76)
empfindlich sein soll. Dieser Zustand muss aus dem atomaren Gesamtzustand herauspro-
jiziert werden. Ist z.B. |χ′〉 = |α(ZD)) mit einem Index α = 1, . . . , N , so ist die Wahr-
scheinlichkeit fu¨r die Detektion dieses Zustands das Betragsquadrat des Koeffizienten
dieses Zustands im atomaren Gesamtzustand |Ψ(ZD, s, t)〉. Diesen ko¨nnen wir durch Pro-
jektion auf den linken Eigenzustand (α(ZD)|˜ = 〈χ′|˜ aus |Ψ(ZD, s, t)〉 herausfiltern. Hieraus
schließen wir, dass wir die detektierte Wellenfunktion fu¨r einen allgemeinen Zustand |χ′〉
aus
Ψpr(ZD, s, t) := 〈χ′|˜ Ψ(ZD, s, t)〉 = ∑
α
χˆ′
∗
α(α(ZD)|˜ Ψ(ZD, s, t)〉 . (6.77)
erhalten ko¨nnen. Man kann beim Berechnen dieses Ausdrucks dann die Orthogonalita¨t der
linken und rechten Eigenvektoren ausnutzen, um die projizierte Wellenfunktion zu erhal-
ten. Wir wollen hier aber auch darauf hinweisen, dass die linken Eigenzusta¨nde der nicht-
hermiteschen Massenmatrix nicht als physikalische Zusta¨nde betrachtet werden ko¨nnen.
Erwartungswerte von Operatoren beispielsweise sind nur bzgl. der rechten Eigenzusta¨nde
definiert.
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Mit der Wellenfunktion (6.77) ko¨nnen wir die Wahrscheinlichkeitsdichte
ρpr(s, t) := |Ψpr(ZD, s, t)|2 (6.78)
und die Wahrscheinlichkeitsstromdichte
jpr(s, t) := Re
[
Ψ∗pr(Z, s, t)
1
iM
∂
∂Z
Ψpr(Z, s, t)
]
Z=ZD
(6.79)
aufstellen, die in unserem (ra¨umlich) eindimensionalen Fall identisch mit dem Fluss der
Atome im Zustand |χ′〉 durch den Detektor ist, d.h.
Φpr(s, t) ≡ jpr(s, t) . (6.80)
Hiermit folgt durch Integration u¨ber die Zeit (was a¨quivalent mit dem Za¨hlen und an-
schließenden Normieren von detektierten Atomen ist) das gesuchte Spinechosignal
Pχ′(s) :=
∞∫
t0
dt Φpr(s, t) , (6.81)
das die vom Parameter s abha¨ngige Wahrscheinlichkeit darstellt, das Atom am Ort ZD
im Zustand |χ′〉 zu finden. Die fu¨r ein Interferenzsignal typischen Oszillationen zeigen sich
dann bei Variation des Skalierungsparameters s, der wie bereits diskutiert den U¨berlapp
der einzelnen Wellenpakete steuert.
Die Integration in (6.81) ist nur von dem Zeitpunkt t0 an auszufu¨hren, an dem der atoma-
re Anfangszustand pra¨pariert wurde. Gerade bei einem zerfallenden Wellenpaket macht
eine Betrachtung fu¨r Zeiten t < t0 keinen Sinn, da der fu¨r den Zerfall verantwortliche
Phasenfaktor dann ein exponentielles Anwachsen der Amplitude verursachen wu¨rde und
zu einer Norm des Wellenpakets, die gro¨ßer als Eins ist. Der Grund dafu¨r liegt darin, dass
die Untergrenzenfunktionen uα(ZD, t) fu¨r t < 0 (wir nehmen hier o.B.d.A. t0 = 0 an)
Werte gro¨ßer als ZD liefern wu¨rde. Im fu¨r den Zerfall des Wellenpakets verantwortlichen
Anteil des Phasenwinkels, der eine Integration von uα(ZD, t) bis ZD u¨ber die lokale Zer-
fallsrate des Zustands mit Index α ist, wu¨rde dann bei Vertauschung der Integralgrenzen
ein zusa¨tzliches Minuszeichen auftreten.
Kapitel 7
Parita¨tsverletzende Berry-Phasen in
Wasserstoff
7.1 Allgemeine Einfu¨hrung in geometrische Phasen
Im Jahre 1984 fu¨hrte M.V. Berry die nach ihm benannte geometrische Berry-Phase bei
adiabatischen Zustandsa¨nderungen in der Quantenmechanik ein [45]. Wir wollen in diesem
Abschnitt die Grundlagen fu¨r die Behandlung geometrischer Phasen angeben, wobei wir
die Notation der Originalarbeit [45] von Berry u¨bernommen haben.
Betrachten wir zuna¨chst die Schro¨dinger-Gleichung eines rein zeitabha¨ngigen Systems,
H(t)|t〉 = i∂t|t〉 . (7.1)
Die Abha¨ngigkeit des Hamiltonoperators von der Zeit sei nun implizit u¨ber die
Zeitabha¨ngigkeit verschiedener Parameter gegeben, die wir hier zu einem r-dimensionalen
Vektor R(t) =
∑r
i=1Ri(t)ei zusammenfassen wollen. Hiermit ko¨nnen wie den sogenann-
ten Parameterraum, d.h. die Menge aller mo¨glichen Konfigurationen des Parametervektors
R(t), definieren. Betrachten wir einen sich adiabatisch a¨ndernden Hamiltonoperator, so
wird der Vektor R(t) im Parameterraum entlang einer Kurve C laufen. Die Schro¨dinger-
Gleichung lautet nun mit H(t) = Hˆ(R(t))
Hˆ(R(t))|t〉 = i∂t|t〉 . (7.2)
Wir ko¨nnen nun fu¨r jeden Wert von R das Eigenwertproblem des Hamiltonoperators
lo¨sen, d.h.
Hˆ(R)|n(R)〉 = En(R)|n(R)〉 , (n = 1, . . . , N) . (7.3)
Diese Eigenwertgleichung legt die Beziehung der relativen Phase der Zusta¨nde |n(R)〉 fu¨r
verschiedene R nicht fest, wir ko¨nnen hierfu¨r irgendeine differenzierbare, lokale Phase
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(d.h. abha¨ngig von R) wa¨hlen. Der Gesamtzustand |t〉 kann daher stets als Superposition
der lokalen Eigenvektoren von Hˆ(R) in der Form
|t〉 =
∑
n
cn exp
−i
t∫
t0
dt′ En(R(t′))
 exp {iγn(t)} |n(R(t))〉 (7.4)
geschrieben werden. Hierbei wurde bereits die adiabatische Na¨herung verwendet, bei der
die Koeffizienten cn zeitunabha¨ngig sind, d.h. ein Zustand |t0〉, der in einem Eigenzustand
|n(R(t0))〉 pra¨pariert ist, bleibt fu¨r alle Zeiten t in diesem (sich zeitlich vera¨ndernden)
Zustand |n(R(t))〉.
Setzen wir nun |t〉 in die Schro¨dinger-Gleichung ein, so erhalten wir
∑
n
cn exp
−i
t∫
t0
dt′ En(R(t′))
 exp {iγn(t)}En(R(t))|n(R(t))〉
=
∑
n
cn exp
−i
t∫
t0
dt′ En(R(t′))
 exp {iγn(t)} (En(R(t))− γ˙n(t) + i∂t)|n(R(t))〉 .
(7.5)
Die Beitra¨ge proportional zu En(R(t)) ko¨nnen auf beiden Seiten subtrahiert werden.
Multiplizieren wir von links mit einem linken1 Eigenzustand 〈m(R(t))|˜ , so ko¨nnen wir
die (hier angenommene) Orthogonalita¨t der Eigenvektoren von Hˆ(R(t)) ausnutzen und
erhalten schließlich
cmγ˙m(t) = i
∑
m
cn exp
−i
t∫
t0
dt′ (En(R(t′))− Em(R(t′)))

× exp {i(γn(t)− γm(t))} 〈m(R(t))|˜ ∂t|n(R(t))〉 .
(7.6)
Im adiabatischen Grenzfall gilt
〈m(R(t))|˜ ∂t|n(R(t))〉 ≈ 0 , (m 6= n) , (7.7)
da in diesem Fall nach Voraussetzung U¨berga¨nge zwischen den einzelnen Eigenzusta¨nden
aufgrund der zeitlichen A¨nderung der a¨ußeren Parameter vernachla¨ssigen werden. Somit
verbleibt
γ˙n(t) = i〈n(R(t))|˜ ∂t|n(R(t))〉 (7.8)
1Ist Hˆ(R(t)) hermitesch, so ist der linke Bravektor natu¨rlich gleich dem hermitesch konjugierten,
rechten Ketvektor. Da wir in der vorliegenden Arbeit aber auch nichthermitesche Matrixdarstellungen
des Hamiltonoperators beru¨cksichtigen, wollen wir die Diskussion an dieser Stelle mo¨glichst allgemein
halten. Wir weichen diesbezu¨glich von der Originalarbeit [45] ab.
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bzw.
γn(t) = i
t∫
t0
dt′ 〈n(R(t′))|˜ ∂t′|n(R(t′))〉 = i ∫
C(t0,t)
dR′ · 〈n(R′)|˜ ∇R′ |n(R′)〉 . (7.9)
Dabei ist C(t0, t) die Kurve im Parameterraum, die in der Zeit von t0 bis t von der Spitze
des ParametervektorsR(t′) beschrieben wird. Ist der Weg bei einer Zeit t = T geschlossen,
d.h. R(t0) = R(T ), so schreiben wir einfach
γn(C) = i
∮
C
dR′ · 〈n(R′)|˜ ∇R′ |n(R′)〉 . (7.10)
Ist der zugrundeliegende Hamiltonoperator hermitesch, also
〈n(R(t)))|˜ = |n(R(t))〉† = 〈n(R(t))| , (7.11)
so kann man aus der Normierung der Zusta¨nde leicht zeigen2, dass
〈n(R′)|∇R′|n(R′)〉 ∈ iR (7.12)
gilt, also
γn(t) ∈ R (falls Hˆ = Hˆ†) . (7.13)
Ist dagegen Hˆ 6= Hˆ†, so gilt zwar aufgrund der Normierung der rechten Eigenvektoren Gl.
(7.12) immer noch, jedoch gilt mit der Normierung der linken und rechten Eigenvektoren
auch
〈n(R′)|˜ ∇R′ |n(R′)〉∗ = −〈n(R′)|∇R′|n(R′)〉˜ (7.14)
Im allgemeinen wird bei Verwendung nichthermitescher Hamiltonoperatoren die geome-
trische Phase also einen Real- und einen Imagina¨rteil haben,
Re γn(t) =
1
2
(γn(t) + γ
∗
n(t))
=
i
2
∫
C(t0,t)
dR′ ·
(
〈n(R′)|˜ ∇R′|n(R′)〉 − 〈n(R′)|˜ ∇R′|n(R′)〉∗) , (7.15a)
Im γn(t) =
1
2i
(γn(t)− γ∗n(t))
=
1
2
∫
C(t0,t)
dR′ ·
(
〈n(R′)|˜ ∇R′|n(R′)〉+ 〈n(R′)|˜ ∇R′|n(R′)〉∗) . (7.15b)
2 Es ist 1 = 〈n(R)|n(R)〉, also 0 = ∇R〈n(R)|n(R)〉 = 〈n(R)|
↼
∇R|n(R)〉 + 〈n(R)|∇R|n(R)〉. Damit
folgt 〈n(R)|
↼
∇R|n(R)〉 = 〈n(R)|∇R|n(R)〉∗ = −〈n(R)|∇R|n(R)〉, also 〈n(R)|∇R|n(R)〉 ∈ iR.
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7.2 Geometrische Phasen im Kontext der vorliegen-
den Arbeit
Bei der Lo¨sung der matrixwertigen Schro¨dinger-Gleichung mit Hilfe des Entwicklungfor-
malismus in Kapitel 6 haben wir bereits den geometrischen Anteil (6.28),
γα(Z, t) := Φ
geom
α (Z, t) = i
Z∫
uα(Z,t)
dZ ′ (α(Z ′)|˜ ∂Z′|α(Z ′)) (7.16)
im Phasenwinkel beru¨cksichtigt. Wa¨ren wir bei der Umformung der Schro¨dinger-
Gleichung in Abschnitt 6.1 zuna¨chst von einem Phasenwinkel ohne geometrischen Anteil
ausgegangen, so ha¨tten wir in erster Ordnung der Entwicklung (wie z.B. auch in Abschnitt
5.2) sicher erkannt, dass eine entsprechende Korrektur des Phasenwinkels no¨tig ist. Wir
ko¨nnen also behaupten, dass bei dem in Kapitel 6 vorgestellten Formalismus zur Berech-
nung der exakten Lo¨sung der Schro¨dinger-Gleichung die geometrische Phase automatisch
auftritt.
Die in der vorliegenden Arbeit auftretende geometrische Phase (7.16) ist direkt zu verglei-
chen mit dem Ausdruck in Gl. (7.9). Wir haben hier allerdings die Orts- und Zeitabha¨ngig-
keit zu beru¨cksichtigen. In diesem Zusammenhang tritt an die Stelle der Zeitintegration
die Integration u¨ber den Ort mit der u¨blichen, zeitabha¨ngigen Untergrenze uα(Z, t) aus
Gl. (6.27),
uα(Z, t) := Zα(ζα(Z)− τ(t)) . (7.17)
Setzen wir uns bei der Beobachtung des Wellenpakets an den Ort ZD des Detektors hinter
allen a¨ußeren Feldern, so tra¨gt zu einer Zeit t nur das Ortsintervall [uα(ZD, t), ZD] zur
geometrischen Phase bei, das in der Zeit t bis zum Detektor vom Wellenpaket durchlaufen
werden konnte.
Betrachten wir nun ausschließlich den adiabatischen Grenzfall, d.h. die nullte Ordnung
der Entwicklung der Wellenfunktion und somit die Wellenpakete (6.46),
Ψα(ZD, t) = e
iφα(ZD,t)ϕα(ζα(ZD)− τ(t)) (7.18)
fu¨r die einzelnen Komponenten des atomaren Gesamtzustands |Ψ(Z, t)〉. Wir wollen nun
zeigen, dass die in (7.16) auftretende Integraluntergrenze bei der Berechnung eines Spi-
nechosignals unter einigen Annahmen durch die Konstante Z0 ersetzt werden kann. Bei
der Berechnung eines solchen Signals ist nur der sehr kleine Zeitraum relevant, wa¨hrend
dessen die Wellenpakete am Detektorort ZD eintreffen, also die ϕα(ζα(ZD) − τ(t)) signi-
fikant von Null verschieden sind.
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Der Schwerpunkt des Wellenpakets mit Index α wird sich nach Gl. (6.63) zur Zeit
Tα(ZD) =
M
k¯
ζα(ZD) =
ZD∫
Z0
dZ
M
kα(Z)
(7.19)
am Detektorort befinden. Wir ko¨nnen hier ohne große Einschra¨nkungen fordern, dass die
Feldkonfiguration am Ort ZD des Detektors identisch mit der Feldkonfiguration in einem
Bereich mit der Breite des Wellenpakets um den Anfangsort Z0 sei. Wir stellen weiter
fest, dass
uα(ZD, Tα(ZD)) = Zα
(
ζα(ZD)− k¯
M
Tα(ZD)
)
= Zα(ζα(ZD)− ζα(ZD)) = Zα(0) = Z0 ,
(7.20)
gilt. Wir ko¨nnen also davon ausgehen, dass wa¨hrend der Zeit des Eintreffens des Wellen-
pakets am Ort des Detektors der Wert der Untergrenzenfunktion uα(ZD, t) stets in dem
Bereich um Z0 liegt, bei dem die gleiche Feldkonfiguration wie am Ort ZD herrscht. Der
Wert der geometrischen Phase wird sich dann wa¨hrend dieser Zeit nicht mehr vera¨ndern
und wir ko¨nnen den vereinfachten Ausdruck
γα(C) = i
ZD∫
Z0
dZ(α(Z)|˜ ∂Z |α(Z)) (7.21)
betrachten, wobei C wieder die (geschlossene) Kurve im Parameterraum ist, die im Inter-
vall von Z0 bis ZD durchlaufen wird.
Da wir nur lABSE-Experimente mit statischen elektrischen und magnetischen Feldern
in Betracht ziehen wollen, ist der Parameterraum in unserem Fall der sechsdimensionale
Raum (r = 6) der Feldsta¨rken und der Parametervektor R la¨sst sich in der Form
R = (E ,B) (7.22)
schreiben. Wir wollen nun in Analogie zur Vorgehensweise in der Originalarbeit von M.V.
Berry [45], die geometrische Phase (7.21) in ein Fla¨chenintegral im Parameterraum um-
schreiben. Wir beno¨tigen dazu mathematische Hilfsmittel aus der Theorie der Differenti-
alformen, na¨mlich die a¨ußere Ableitung
d :=
r∑
i=1
dRi
∂
∂Ri
(7.23)
und das a¨ußere Produkt ∧ (auch Keilprodukt3 genannt). Wir begnu¨gen uns hier mit der
einfachen Anwendung der Rechenregeln fu¨r die a¨ußere Ableitung und das Keilprodukt.
3Engl.: wedge product.
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Die mathematischen Hintergru¨nde ko¨nnen in den ersten Kapiteln des Buches u¨ber Diffe-
rentialformen von H. Flanders [46] nachgelesen werden.
Das Keilprodukt ist eine Verallgemeinerung des Kreuzprodukts, wobei es nicht auf Vek-
toren, sondern auf die sogenannten 1-Formen wirkt. Ein Beispiel fu¨r eine 1-Form sind die
differentiellen Komponenten des Parametervektors dRi, die z.B. in der Definition (7.23)
der a¨ußeren Ableitung vorkommen. Die wesentliche Eigenschaft des Keilprodukts ist die
Antisymmetrie, d.h. man vereinbart
dRi ∧ dRj = − dRj ∧ dRi , (7.24)
woraus man bereits die Eigenschaft
dRi ∧ dRj = 0 fu¨r i = j (7.25)
ableiten kann. Eine weitere Konsequenz der Antisymmetrie ist das Verschwinden der
zweifachen a¨ußeren Ableitung einer 0-Form (d.h. einer gewo¨hnlichen Funktion des Para-
metervektors R). Es gilt na¨mlich das sogenannte Poincare´-Lemma
ddf(R) =
r∑
i,j=1
dRi ∧ dRj ∂
∂Ri
∂
∂Rj
f(R)
=
∑
i<j
dRi ∧ dRj
(
∂
∂Ri
∂
∂Rj
− ∂
∂Rj
∂
∂Ri
)
f(R)
= 0 .
(7.26)
Hier wurde die Vertauschbarkeit der partiellen Ableitungen ausgenutzt. In der Termi-
nologie der Theorie der Differentialformen bezeichnet man also Funktionen wie f(R) als
0-Formen und Ausdru¨cke, die nur einfache differentielle Gro¨ßen dRi enthalten als 1-Form.
Das n-fache Keilprodukt von 1-Formen bezeichnet man als n-Form. Hiermit wollen wir
diesen kleinen Ausflug in die Theorie der Differentialformen abschließen und uns wieder
der geometrischen Phase (7.21) zuwenden.
Wir betrachten die in Gl. (6.31) definierten Matrixelemente der Ortsableitung,
D (1)αβ(Z) = (α(Z)|˜ ∂Z |β(Z)) . (7.27)
Die geometrische Phase (7.21) ist das Integral u¨ber das Diagonalelement D (1)αα(Z) u¨ber
eine mit Z parametrisierte, geschlossene Kurve C im Parameterraum. Die Abha¨ngigkeit
der Zusta¨nde von Z geht nur implizit u¨ber die Abha¨ngigkeit von den a¨ußeren Feldern in
die atomaren Zusta¨nde ein, wir ko¨nnen also auch
|α(Z)) ≡ |α(R(Z))) , (α(Z)|˜ ≡ (α(R(Z))|˜ (7.28)
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schreiben. Das Matrixelement D (1)αα(Z) kann dann als
D (1)αα(Z) = (α(R(Z))|˜ ∂Z |α(R(Z))) = r∑
i=1
(α(R)|˜ ∂
∂Ri
|α(R))∣∣
R=R(Z)
dRi(Z)
dZ
(7.29)
geschrieben werden und die geometrische Phase somit als
γα(C) = i
ZD∫
Z0
dZ D (1)αα(Z) = i
∮
C
dR · (α(R)|˜ ∇R|α(R))
= i
∮
C
(α(R)|˜ d|α(R)) . (7.30)
Wir haben hier die kompakte Schreibweise mit dem Operator d der a¨ußeren Ableitung
aus (7.23) verwendet, die wir auch im Folgenden beibehalten wollen. Es gilt dabei
d|α(R)) =
r∑
i=1
∂
∂Ri
|α(R)) dRi . (7.31)
Wir ko¨nnen nun den verallgemeinerten Stokes’schen Satz ([46], Abschnitt 5.8, S. 64)
anwenden und erhalten ein Fla¨chenintegral u¨ber eine 2-Form u¨ber eine von der Kurve C
umrandete Fla¨che F im Parameterraum:
γα(C) = i
∮
C=∂F
(α(R)|˜ d|α(R)) = i ∫
F
d(α(R)|˜ d|α(R)) . (7.32)
Mit den Rechenregeln fu¨r das Keilprodukt und die a¨ußere Ableitung ko¨nnen wir den
Integranden berechnen und erhalten
d(α(R)|˜ d|α(R)) = (d(α(R)|˜ ) d|α(R)) + (α(R)|˜ dd|α(R))
=
(
d(α(R)|˜ ) d|α(R))
=
∑
i,j
(α(R)|˜ (↼∂ i∂j) |α(R)) dRi ∧ dRj
=
∑
i<j
(α(R)|˜ (↼∂ i∂j − ↼∂ j∂i) |α(R)) dRi ∧ dRj
(7.33)
Im ersten Schritt wurde das Poincare´-Lemma (7.26) angewendet und im letzten Schritt
die Antisymmetrie (7.24) des Keilprodukts ausgenutzt, um die Summe nur u¨ber i < j
laufen zu lassen. Wir haben hier außerdem die verku¨rzte Schreibweise
∂i =
∂
∂Ri
(7.34)
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verwendet.
In Berrys Originalarbeit [45] wird an dieser Stelle eine Eins in der Form 1 =
∑
m6=n |m〉〈m|
eingeschoben. Danach wird verwendet, dass bei Eigenzusta¨nden |n〉 eines hermiteschen
Hamiltonoperators die geometrische Phase wegen 〈n(R)|d|n(R)〉 ∈ iR reell ist. Wir haben
bereits am Ende des letzten Abschnitts gezeigt, dass diese Argumentation bei den Eigen-
zusta¨nden der nichthermiteschen Massenmatrix nicht mehr angewendet werden kann. In
der Schreibweise mit der a¨ußeren Ableitung lautet die zu (7.14) analoge Gleichung
(β(R)|˜ d|α(R)) = −(d(β(R)|˜ ) |α(R)) , (7.35)
sie folgt aus
d(β(R)|˜ α(R)) = dδβα = 0 . (7.36)
Aus der Normierungsbedingung fu¨r rechte Eigenzusta¨nde, (α(R)|α(R)) = 1, erha¨lt man
zwar auch weiterhin
(α(R)|d|α(R)) ∈ iR , (7.37)
diese Bedingung hilft uns hier jedoch nicht weiter, da wir fu¨r die Eigenzusta¨nde der
nichthermiteschen Massenmatrix nur eine Vollsta¨ndigkeitsrelation fu¨r Quasiprojektoren
(A.21d) zur Verfu¨gung haben. Durch Einschieben dieser Vollsta¨ndigkeitsrelation erhalten
wir aus (7.33) unter Verwendung von (7.36)
d(α(R)|˜ d|α(R)) = (d(α(R)|˜ ) d|α(R)) = ∑
β
(
d(α(R)|˜ ) |β(R))(β(R)|˜ d|α(R))
= −
∑
β
(α(R)|˜ d|β(R))(β(R)|˜ d|α(R)) .
(7.38)
Der Beitrag zur Summe mit β = α verschwindet, denn es gilt(
d(α(R)|˜ ) |α(R))(α(R)|˜ d|α(R))
(7.36)
= −(α(R)|˜ d|α(R))(α(R)|˜ d|α(R))
(7.23)
= −
r∑
i,j=1
(α(R)|˜ ∂i|α(R))(α(R)|˜ ∂j|α(R)) dRi ∧ dRj
(7.24)
= −
∑
i<j
[
(α(R)|˜ ∂i|α(R))(α(R)|˜ ∂j|α(R))− (i↔ j)] dRi ∧ dRj
= 0
(7.39)
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und somit lautet der Integrand von Gl. (7.32)
d(α(R)|˜ d|α(R)) = −∑
β 6=α
(α(R)|˜ d|β(R))(β(R)|˜ d|α(R)) . (7.40)
Nun werfen wir einen Blick auf die Eigenwergleichung fu¨r die Zusta¨nde |α(R)),
M (R)|α(R)) = Eα(R)|α(R)) (7.41)
und gehen im folgenden stets von nichtentarteten Zusta¨nden bei allen betrachteten Para-
metervektoren R aus, d.h.
α 6= β ⇐⇒ Eα(R) 6= Eβ(R) . (7.42)
Wenden wir hierauf die a¨ußere Ableitung an, so folgt
d
(
M (R)|α(R))
)
= (dM (R)) |α(R)) +M (R)d|α(R))
= d
(
Eα(R)|α(R))
)
= (dEα(R)) |α(R)) + Eα(R)d|α(R)) .
(7.43)
Aus der Projektion von links mit (α(R)|˜ folgert man, dass die a¨ußere Ableitung des
Eigenwerts Eα(R) gleich dem Diagonalelement der a¨ußeren Ableitung der Massenmatrix
ist:
dEα(R) = (α(R)|˜ (dM (R)) |α(R)) . (7.44)
Aus der Projektion von links mit (β(R)|˜ (β 6= α) erha¨lt man aus Gl. (7.43)
(β(R)|˜ d|α(R)) = (β(R)|˜ (dM (R)) |α(R))
Eα(R)− Eβ(R)
(7.35)
= −
(
d(β(R)|˜ ) |α(R)) . (7.45)
Hiermit ko¨nnen wir den Integranden (7.40) des Fla¨chenintegrals der geometrischen Phase
nach direkt umschreiben in
d(α(R)|˜ d|α(R)) = ∑
β 6=α
(α(R)|˜ (dM (R)) |β(R))(β(R)|˜ (dM (R)) |α(R))
(Eα(R)− Eβ(R))2
. (7.46)
Das Minuszeichen aus (7.33) wurde hier durch die Vertauschung der Energieeigenwerte im
Nenner von (α(R)|˜ d|β(R)) beseitigt. Mit diesem Ergebnis lautet die geometrische Phase
(7.32) also unter der Voraussetzung (7.42)
γα(C) = i
∑
β 6=α
∫
F
(α(R)|˜ (dM (R)) |β(R))(β(R)|˜ (dM (R)) |α(R))
(Eα(R)− Eβ(R))2
. (7.47)
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Diese Gleichung entspricht Gl. (10) in Berrys Originalarbeit [45], die allerdings nur fu¨r
einen dreidimensionalen Parameterraum gilt. In der Diskussion dieser Gleichung macht
Berry jedoch die Bemerkung, dass fu¨r einen ho¨herdimensionalen Parameterraum die
Kreuzprodukte durch Keilprodukte zu ersetzen sind und die Gradienten durch a¨ußere
Ableitungen, was dann genau auf eine zu (7.47) a¨quivalente Form der Gl. (10) aus Ber-
rys Arbeit fu¨hrt. Wir haben hier allerdings durch die Beru¨cksichtigung nichthermitescher
Hamiltonoperatoren ein noch allgemeineres Resultat erhalten.
7.3 Parita¨tsverletzende geometrische Phasen
7.3.1 Parita¨tsverletzung in Atomen
Wie in der Einleitung (Kap. 1) bereits erwa¨hnt, wird Parita¨tsverletzung in Atomen bereits
seit 30 Jahren theoretisch und experimentell untersucht [23]. In dieser Arbeit, die eine
Fortsetzung von [32, 31, 33, 34, 35, 36] ist, wollen wir im Gegensatz zu den u¨blicherweise
betrachteten, schweren Atomen die leichtesten Atome studieren, insbesondere Wasserstoff
und Deuterium.
In [31] und [35] wurden Wege angegeben, wie man die P-verletzenden Effekte in leich-
ten Atomen theoretisch so versta¨rken kann, dass sie prinzipiell auch experimentell nach-
weisbar werden ko¨nnten. Wir haben die Hoffnung, dass die in dieser Arbeit untersuchte
Atomstrahl-Spinecho-Methode [12] verwendet werden kann, um P-verletzende Effekte in
Wasserstoff oder Deuterium zu messen. In diesem Zusammenhang besteht eine enge Zu-
sammenarbeit mit der Arbeitsgruppe von PD M. DeKieviet, PhD., dem wir an dieser
Stelle besonders fu¨r sein Engagement danken wollen.
Wir wollen hier nur einige Anmerkungen dazu machen, wie man Parita¨tsverletzung for-
mal in der Massenmatrix M (Z) beru¨cksichtigen kann und fu¨r genauere Informationen
auf Anhang B.1.2 und die dort zitierten Referenzen verweisen. In der Diplomarbeit [36]
findet sich eine ausfu¨hrliche Herleitung der Matrixelemente des P-verletzenden Hamilton-
operators. Ausgangspunkt bildet dabei die effektive Lagrange-Dichte der vier-Fermion-
Kopplung zwischen Elektron und Quarks, die den neutralen, schwachen Strom entha¨lt.
Der aus diesem Teil der Lagrange-Dichte folgende Hamiltonoperator kann mit der nichtre-
lativistischen Reduktion auf die in Atomen herrschenden Verha¨ltnisse angepasst werden.
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Als Ergebnis erha¨lt man einen P-verletzenden Hamiltonoperator
HPV = H
(1)
PV +H
(2)
PV ,
H
(1)
PV =
G
4
√
2
Q
(1)
W
me
{
δ3(x)(σ · p) + (σ · p)δ3(x)} ,
H
(2)
PV =
G
4
√
2
Q
(2)
W
me
{
δ3(x)(I · p)(σ · p) + (σ · p)(I · p)δ3(x)} ,
(7.48)
wobei x der Ortsoperator des Elektrons (relativ zum Ort des Atomkerns) ist, p der Ope-
rator des Elektronimpulses, σ der Elektronspin und I der Kernspin. Weiterhin treten die
Fermi-Konstante G, die Elektronmasse me sowie die sogenannten schwachen Kernladun-
gen Q
(1)
W und Q
(2)
W auf, die bereits in der Einleitung diskutiert wurden.
Die Matrixelemente von HPV, die sich bezu¨glich der Gesamtdrehimpulsbasis |2LJ , F, F3〉
ergeben, sind im Anhang B.1.2 in Gl. (B.9) aufgefu¨hrt. Sie treten (natu¨rlich) nur zwischen
Zusta¨nden unterschiedlicher Parita¨t auf, d.h. im Unterraum mit Hauptquantenzahl n = 2
nur zwischen S- und P -Zusta¨nden. Da HPV als Skalarprodukt von Operatoren offenbar
rotationsinvariant ist, gibt es weiterhin (im feldfreien Raum) nur Mischungen zwischen
Zusta¨nden mit gleichem Gesamtdrehimpuls F und gleicher dritter Komponente F3.
Die Matrixdarstellungen des Operators HPV wollen wir im Folgenden mit(
〈2L′J ′ , F ′, F ′3|HPV|2LJ , F, F3〉
)
= δ1M
(1)
PV + δ2M
(2)
PV (7.49)
bezeichnen, wobei wir die in (B.9) auftretenden, P-verletzenden Parameter δ1 und δ2 (siehe
Gl. (B.10) aus Anhang B.1.1) explizit ausgeklammert haben, da wir spa¨ter eine Sto¨rungs-
entwicklung nach diesen sehr kleinen Parametern machen wollen. In der nun folgenden
Rechnung werden wir stellvertretend fu¨r diese Summe von Matrizen die Schreibweise
δM PV verwenden.
Die gesamte Massenmatrix fu¨r das zu beschreibende (neutrale) Atom in einem statischen
elektrischen und magnetischen Feld, die sich aus den Rechnungen in Anhang B.1.2 ergibt4,
lautet also
M (R(Z), δ1, δ2) = M (E(Z),B(Z), δ1, δ2) = M 0(δ1, δ2)−D · E(Z)− µ ·B(Z) ,
(7.50)
wobei der freie Teil M 0δ1, δ2) der Massenmatrix die P-verletzenden Beitra¨ge entha¨lt, d.h.
M 0(δ1, δ2) = M˜ 0 + δ1M
(1)
PV + δ2M
(2)
PV ∼ M˜ 0 + δM PV . (7.51)
4Eine sehr ausfu¨hrliche Herleitung und Diskussion des Hamiltonoperators eines Atoms in einem all-
gemeinen elektrischen und magnetischen Feld findet sich in [33], Anhang A, S. 131ff.
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7.3.2 Geometrische Flussdichten im Raum der elektrischen und
magnetischen Feldsta¨rke
Wir kehren nun zuru¨ck zur geometrischen Phase aus Gl. (7.47). Dort wollen wir die a¨ußere
Ableitung der Massenmatrix nun explizit einsetzen. In den folgenden Gleichungen haben
wir die P-verletzenden Parameter δ1,2 nicht explizit ausgeschrieben, da die hier berechne-
ten Formeln allgemein gu¨ltig sind. Wir werden im na¨chsten Abschnitt die Massenmatrix
und ihre Eigenzusta¨nde durch ihre Sto¨rungsentwicklung nach δ1,2 ersetzen und dann sehen,
dass die Formeln dieses Abschnitts formal fu¨r den P-erhaltenden Beitrag nullter Ordnung
u¨bernommen werden ko¨nnen. Wir weisen darauf hin, dass lokale Matrixelemente der Ge-
stalt M αβ(R) in diesem Abschnitt stets bzgl. der Basis der lokalen Eigenzusta¨nde |α(R))
der vollen Massenmatrix (inkl. der P-verletzenden Beitra¨ge) zu verstehen sind. Im na¨chs-
ten Abschnitt werden wir dagegen vereinbaren, dass diese Matrixelemente nur bzgl. der
Eigenzusta¨nde des P-erhaltenden Anteils der Massenmatrix zu verstehen sind.
Mit M (R) aus (7.50) und R = (E ,B) folgt
dM (R) =
r∑
i=1
∂M (R)
∂Ri
dRi = −D · dE − µ · dB . (7.52)
Definieren wir nun also die lokalen Matrixelemente des Dipoloperators D und des Ope-
rators des magnetischen Moments µ als
Dβα(R) := (β(R)|˜ D|α(R)) , µβα(R) := (β(R)|˜ µ|α(R)) , (7.53)
so folgt fu¨r die geometrische Phase (7.47)
γα(C) = i
∑
β 6=α
∫
F
(
Dαβ(R) · dE + µαβ(R) · dB
)
∧
(
Dβα(R) · dE + µβα(R) · dB
)
(Eα(R)− Eβ(R))2
.
(7.54)
Multiplizieren wir das Keilprodukt aus, so ko¨nnen wir die geometrische Phase in der Form
γα(C) =
∫
F
(I(E)α (R) + I(B)α (R) + I(E,B)α (R)) (7.55)
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schreiben, wobei die darin vorkommenden 2-Formen definiert sind als
I(E)α (R) = i
∑
β 6=α
(
Dαβ(R) · dE
) ∧ (Dβα(R) · dE)
(Eα(R)− Eβ(R))2
= i
∑
β 6=α
3∑
i,j=1
Di,αβ(R)Dj,βα(R)
(Eα(R)− Eβ(R))2
dEi ∧ dEj
=
i
2
∑
β 6=α
3∑
i,j=1
Di,αβ(R)Dj,βα(R)− (i↔ j)
(Eα(R)− Eβ(R))2
dEi ∧ dEj ,
(7.56)
I(B)α (R) = i
∑
β 6=α
(
µ
αβ
(R) · dB
)
∧
(
µ
βα
(R) · dB
)
(Eα(R)− Eβ(R))2
=
i
2
∑
β 6=α
3∑
i,j=1
µ
i,αβ
(R)µ
j,βα
(R)− (i↔ j)
(Eα(R)− Eβ(R))2
dBi ∧ dBj
(7.57)
und
I(E,B)α (R) = i
∑
β 6=α
[(
Dαβ(R) · dE
) ∧ (µ
βα
(R) · dB
)
(Eα(R)− Eβ(R))2
−
(
Dβα(R) · dE
) ∧ (µ
αβ
(R) · dB
)
(Eα(R)− Eβ(R))2
]
= i
∑
β 6=α
3∑
i,j=1
Di,αβ(R)µj,βα(R)− µj,αβ(R)Di,βα(R)
(Eα(R)− Eβ(R))2
dEi ∧ dBj .
(7.58)
Die ersten beiden 2-Formen, I(E)α (R) und I(B)α (R), sind das Produkt zweier antisymme-
trischer Tensoren zweiter Stufe (mit Indizes i und j), also vom Typ
I =
3∑
i,j=1
QijRij , Qij = −Qji , Rij = −Rji . (7.59)
Wir ko¨nnen diese Antisymmetrie unter Verwendung des Levi-Civita-Tensors explizit ma-
chen, indem wir
Qij =
3∑
k=1
εijkQ˜k , Rij =
3∑
`=1
εij`R˜` , (7.60)
schreiben. Hiermit ergibt sich
I =
3∑
i,j=1
3∑
k,`=1
εijkεij`Q˜kR˜` = 2
3∑
k,`=1
δk`Q˜kR˜` = 2Q˜ · R˜ . (7.61)
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Hierbei wurde die bekannte Relation
∑3
i,j=1 εijkεij` = 2δk` verwendet. Die Komponenten
Q˜k und R˜` berechnen sich ebenfalls mit Hilfe dieser Relation zu
Q˜k =
1
2
3∑
i,j=1
εijkQij , R˜` =
1
2
3∑
i,j=1
εij`Rij (k, ` = 1, 2, 3) . (7.62)
Aus der antisymmetrischen 2-Form dEi ∧ dEj aus Gl. (7.56) ko¨nnen wir damit das ge-
richtete Fla¨chenelement
df
(E)
` :=
1
2
3∑
i,j=1
εij` dEi ∧ dEj , (` = 1, 2, 3) (7.63)
bilden und analog dazu natu¨rlich auch
df
(B)
` :=
1
2
3∑
i,j=1
εij` dBi ∧ dBj , (` = 1, 2, 3) . (7.64)
Aus den antisymmetrischen Tensorkomponenten in den eckigen Klammern von Gl. (7.56)
und (7.57) ko¨nnen wir Vektorfelder
J (E)α,` (R) :=
i
2
3∑
i,j=1
εij`
(∑
β 6=α
Di,αβ(R)Dj,βα(R)− (i↔ j)
(Eα(R)− Eβ(R))2
)
, (` = 1, 2, 3)
(7.65)
und
J (B)α,` (R) :=
i
2
3∑
i,j=1
εij`
(∑
β 6=α
µ
i,αβ
(R)µ
j,βα
(R)− (i↔ j)
(Eα(R)− Eβ(R))2
)
, (` = 1, 2, 3) (7.66)
definieren und erhalten dann gema¨ß (7.61)
I(E)α (R) = J (E)α (R) · df (E) , I(B)α (R) = J (B)α (R) · df (B) . (7.67)
Der Faktor zwei, der hier im Vergleich zu (7.61) fehlt, wurde bereits bei der Definition
der Jα,`(R) beru¨cksichtigt, wo wir den Faktor 1/2 aus (7.62) unterschlagen haben.
Wir ko¨nnen diese Rechnung leider nicht auf den Beitrag I(E,B)α (R) aus Gl. (7.58) u¨bert-
ragen, da dieser Ausdruck aufgrund der gemischten 2-Form dEi ∧ dBj nicht als Produkt
antisymmetrischer Tensoren geschrieben werden kann. Die geometrische Phase lautet mit
den bisherigen Ergebnissen also
γα(C) =
∫
F
J (E)α (R) · df (E) +
∫
F
J (B)α (R) · df (B) +
∫
F
I(E,B)α (R) . (7.68)
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Besonders interessant an diesem Ergebnis sind die ersten beiden Beitra¨ge. Hier haben wir
offenbar zwei separate Integrale u¨ber Fla¨chen im Raum der elektrischen bzw. magnetischen
Feldsta¨rke. Die Integranden sind dreidimensionale Vektorfelder, die wir als Flussdichten
interpretieren ko¨nnen und die wir im folgenden kurz als geometrische Flussdichten be-
zeichnen wollen. Bei konstantem elektrischen (magnetischen) Feld ist die geometrische
Phase also durch den Gesamtfluss durch die geschlossene Kurve C im Raum der magne-
tischen (elektrischen) Feldsta¨rke gegeben. Durch visuelle Darstellung der in (7.65) und
(7.66) definierten Flussdichten ko¨nnen wir also einerseits zu einem tieferen Versta¨ndnis
der zugrundeliegenden Physik kommen und daru¨berhinaus auch eine Entscheidung u¨ber
die genaue Lage der geschlossenen Kurve C im Parameterraum treffen. Diese Mo¨glichkeit
der Visualisierung ist besonders interessant im Hinblick auf die Aufspaltung der Flussdich-
ten in einen P-erhaltenden und P-verletzenden Anteil, die wir im Folgenden untersuchen
wollen. Beide Beitra¨ge zur geometrischen Phase ko¨nnen dann separat untersucht werden.
Der gemischte Beitrag zur geometrischen Phase in Gl. (7.68) kann nicht auf diese Weise
visualisiert werden. Hier kann man lediglich jeweils zwei Komponenten des elektrischen
bzw. magnetischen Feldes als konstant betrachten und in der verbleibenden Fla¨che im
Parameterraum den Integranden untersuchen.
7.3.3 Die P-erhaltenden und P-verletzenden geometrischen
Flussdichten
Wir knu¨pfen nun an die Diskussion aus Abschnitt 7.3.1 an und betrachten die Massen-
matrix
M (R, δ) = M (E ,B, δ) = M˜ 0 −D · E − µ ·B + δM PV (7.69)
mit der symbolischen Schreibweise fu¨r den P-verletzenden Anteil. Die Eigenzusta¨nde der
vollen Massenmatrix erfu¨llen die Gleichung
M (E ,B, δ)|α(E ,B, δ)) = Eα(E ,B, δ)|α(E ,B, δ)) . (7.70)
Nun wollen wir den P-verletzenden Anteil der zuvor berechneten geometrischen Fluss-
dichten separat behandeln und mu¨ssen dazu die Eigenzusta¨nde nach dem betragsma¨ßig
kleinen Parameter δ in eine Sto¨rungsreihe entwickeln. Wir verwenden dabei die Formeln
aus Anhang A.3 und entwickeln nur bis zur ersten Ordnung in δ. Wir erhalten dann
|α(E ,B, δ)) = |α(0)(E ,B)) + δ|α(1)(E ,B)) +O(δ2) (7.71)
und analog
(α(E ,B, δ)|˜ = (α(0)(E ,B)|˜ + δ(α(1)(E ,B)|˜ +O(δ2) (7.72)
140 Kapitel 7. Parita¨tsverletzende Berry-Phasen in Wasserstoff
sowie
Eα(E ,B, δ) = E(0)α (E ,B) + δE(1)α (E ,B) +O(δ2) (7.73)
und mit Gl. (A.89) aus Anhang A.3 (fu¨r nichtentartete Zusta¨nde, siehe Voraussetzung
(7.42))
|α(1)(E ,B)) =
∑
γ 6=α
|γ(0)(E ,B)) M
PV
γα (E ,B)
E
(0)
α (E ,B)− E(0)γ (E ,B)
, (7.74)
(α(1)(E ,B)|˜ = ∑
γ 6=α
M PVαγ (E ,B)
E
(0)
α (E ,B)− E(0)γ (E ,B)
(γ(0)(E ,B)|˜ , (7.75)
wobei hier und auch im weiteren Verlauf dieses Kapitels die Matrixelemente in der lokalen
Basis immer bzgl. der ungesto¨rten Zusta¨nde zu verstehen sind, also z.B.
M PVαβ (E ,B) := (α(0)(E ,B)|˜ M PV|β(0)(E ,B)) (7.76)
und analog fu¨r Dαβ(E ,B) und µαβ(E ,B). Die erste Ordnung der Sto¨rungsentwicklung
fu¨r den Energieeigenwert lautet nach Gl. (A.75)
E(1)α (E ,B) = (α(0)(E ,B)|˜ M PV|α(0)(E ,B)) = M PVαα (E ,B) . (7.77)
In der Basis der Gesamtdrehimpulszusta¨nde |2LJ , F, F3〉 hat die Matrix M PV keine Dia-
gonalelemente und die Korrekturen der Energie sind quadratisch in δ. Fu¨r Felder mit einer
gewissen Symmetrie unter Spiegelungen, kann man sogar allgemein zeigen, dass die Ei-
genenergien Eα(E ,B, δ) nur von geraden Potenzen von δ abha¨ngen ([31], Abschnitt 3.4).
Fu¨r allgemeine Felder wird dies jedoch nicht der Fall sein [33, 34]. In unserem Fall wird die
Vernachla¨ssigung der ersten Ordnung aufgrund der schwachen Felder und der Tatsache,
dass wir hier lediglich quadratische Energiedifferenzen in den Nennern der geometrischen
Flussdichten betrachten, dennoch eine sehr gute Na¨herung darstellen. Tatsa¨chlich zeigt die
numerische Berechnung der lokalen Matrixdarstellung, dass selbst bei wesentlich ho¨heren
Feldern als wir sie hier betrachten, na¨mlich bei B = O(1 T) und E = O(100 V/m), die
Diagonalelemente der P-verletzenden Matrizen in der lokalen Darstellung immer noch vie-
le Gro¨ßenordnungen kleiner als die Nebendiagonalelemente sind. Wir setzen im Folgenden
also stets
Eα(E ,B, δ) ≈ E(0)α (E ,B) (7.78)
voraus.
Um nun die geometrischen Flussdichten in P-erhaltenden Teil und P-verletzenden Teil
aufspalten zu ko¨nnen, mu¨ssen wir alle lokalen Matrixelemente der Operatoren fu¨r das Di-
polmoment und das magnetische Moment nach δ entwickeln. Wir betrachten exemplarisch
fu¨r beide Operatoren einen Vektoroperator η und dessen Matrixelement
(α(E ,B, δ)|˜ η
i
|β(E ,B, δ)) = ηPC
i,αβ
(E ,B) + δηPV
i,αβ
(E ,B) +O(δ2) , (i = 1, 2, 3) ,
(7.79)
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das wir in einen P-erhaltenden (Superskript PC fu¨r parity conserving) und einen P-
verletzenden Anteil aufgespaltet haben. Mit der Entwicklung der Eigenzusta¨nde folgt
ηPC
i,αβ
(E ,B) ≡ η
i,αβ
(E ,B) = (α(0)(E ,B)|˜ η
i
|β(0)(E ,B)) (7.80)
und
ηPV
i,αβ
(E ,B) = (α(1)(E ,B)|˜ η
i
|β(0)(E ,B)) + (α(0)(E ,B)|˜ η
i
|β(1)(E ,B))
=
∑
γ 6=α
M PVαγ (E ,B)ηi,γβ(E ,B)
E
(0)
α (E ,B)− E(0)γ (E ,B)
+
∑
γ 6=β
η
i,αγ
(E ,B)M PVγβ (E ,B)
E
(0)
β (E ,B)− E(0)γ (E ,B)
.
(7.81)
Wir haben hier bereits von der weiter oben getroffenen Vereinbarung Gebrauch ge-
macht, dass alle Matrixelemente, die in der Form η
αβ
geschrieben werden, ab sofort bzgl.
der ungesto¨rten, feldabha¨ngigen Basiszusta¨nden |α(0)(E ,B)) zu verstehen sind. Dies gilt
natu¨rlich nicht fu¨r die Matrixelemente des letzten Abschnitt 7.3.2, die bzgl. der Eigen-
zusta¨nde |α(E ,B, δ)) der vollen Massenmatrix (7.69) zu verstehen sind. Nichtsdestotrotz
sagt uns Gl. (7.80), dass zusammen mit der Vernachla¨ssigung der P-verletzenden Beitra¨ge
zu den Energiedifferenzen die Ergebnisse des letzten Abschnitts formal u¨bernommen wer-
den ko¨nnen, um die P-erhaltenden geometrischen Flussdichten zu erhalten. Aus (7.65)
und (7.66) folgt dann
J (E,PC)α,` (E ,B) =
i
2
3∑
i,j=1
εij`
∑
β 6=α
Di,αβ(E ,B)Dj,βα(E ,B)− (i↔ j)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
 , (7.82a)
J (B,PC)α,` (E ,B) =
i
2
3∑
i,j=1
εij`
∑
β 6=α
µ
i,αβ
(E ,B)µ
j,βα
(E ,B)− (i↔ j)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
 , (7.82b)
(` = 1, 2, 3) .
In Anhang A.5 haben wir gezeigt, dass die so definierten Flussdichten zu Recht als P-
erhaltend bezeichnet werden ko¨nnen. Unter P-Transformation a¨ndert sich das Vorzeichen
des elektrischen Feldes E , wa¨hrend das magnetische Feld B in sich selbst u¨bergeht. In Gl.
(A.118) ist gezeigt, dass bei diesem U¨bergang die P-erhaltenden Flussdichten unvera¨ndert
bleiben, d.h. es gilt
J (E,PC)α (E ,B) = J (E,PC)α (−E ,B) , J (B,PC)α (E ,B) = J (B,PC)α (−E ,B) . (7.83)
Um die P-verletzende Anteile zu berechnen, die in erster Ordnung in δ zu den Flussdichten
beitragen, mu¨ssen wir in den Matrixprodukten, die im Za¨hler der geometrischen Fluss-
dichten stehen, formal jeweils ein Matrixelement durch das P-verletzende Matrixelement
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aus Gl. (7.81) ersetzen. Wir erinnern uns außerdem daran, dass es zwei P-verletzende
Beitra¨ge zur Massenmatrix gab, jeweils proportional zu δ1 und δ2. Also mu¨ssen wir zwei
P-verletzende geometrische Flussdichten unterscheiden. Das Endergebnis lautet dann fu¨r
κ ∈ {1, 2} und ` ∈ {1, 2, 3}
J (E,PV)κ,α,` (E,B)
=
i
2
3∑
i,j=1
εij`
∑
β 6=α
[
D
(κ,PV)
i,αβ (E,B)Dj,βα(E,B) +Di,αβ(E,B)D(κ,PV)j,βα (E,B)
]
− (i↔ j)(
E
(0)
α (E,B)− E(0)β (E,B)
)2
 ,
(7.84a)
J (B,PV)κ,α,` (E,B)
=
i
2
3∑
i,j=1
εij`
∑
β 6=α
[
µ
(κ,PV)
i,αβ (E,B)µj,βα(E,B) + µi,αβ(E,B)µ
(κ,PV)
j,βα (E,B)
]
− (i↔ j)(
E
(0)
α (E,B)− E(0)β (E,B)
)2
 . (7.84b)
wobei nach Gl. (7.81)
D
(κ,PV)
i,αβ (E,B) =
∑
γ 6=α
M
(κ)
PV,αγ(E,B)Di,γβ(E,B)
E
(0)
α (E,B)− E(0)γ (E,B)
+
∑
γ 6=β
Di,αγ(E,B)M (κ)PV,γβ(E,B)
E
(0)
β (E,B)− E(0)γ (E,B)
,
(7.85a)
µ(κ,PV)
i,αβ
(E,B) =
∑
γ 6=α
M
(κ)
PV,αγ(E,B)µi,γβ(E,B)
E
(0)
α (E,B)− E(0)γ (E,B)
+
∑
γ 6=β
µ
i,αγ
(E,B)M (κ)PV,γβ(E,B)
E
(0)
β (E,B)− E(0)γ (E,B)
, (7.85b)
(κ = 1, 2)
einzusetzen ist. Auch diese Flussdichten werden zu Recht als P-verletzend bezeichnet,
denn wie in Gl. (A.120) in Anhang A.5 gezeigt ist, gilt
J (E,PV)κ,α (E ,B) = −J (E,PV)κ,α (−E ,B) , J (B,PV)κ,α (E ,B) = −J (B,PV)κ,α (−E ,B) ,
(κ = 1, 2) .
(7.86)
Die geometrischen Flussdichten (7.65) und (7.66) lauten damit insgesamt bis zur Ordnung
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O(δ)
J (E)α (E,B, δ) = J (E,PC)α (E,B) + δ1J (E,PV)1,α (E,B) + δ2J (E,PV)2,α (E,B) +O(δ2) , (7.87a)
J (B)α (E,B, δ) = J (B,PC)α (E,B) + δ1J (B,PV)1,α (E,B) + δ2J (B,PV)2,α (E,B) +O(δ2) . (7.87b)
Eingesetzt in (7.68) ergeben sich nach der Integration u¨ber die Fla¨che hieraus die P-
erhaltenden und P-verletzenden Beitra¨ge zur geometrischen Phase. Fu¨r konstantes ma-
gnetisches Feld ist
γα(C) B=const−−−−−→ γ(E)α (C) = γ(E,PC)α (C) + δ1γ(E,PV)1,α (C) + δ2γ(E,PV)2,α (C) ,
γ(E,PC)α (C) =
∫
F
J (E,PC)α (E ,B) · df (E) ,
γ(E,PV)κ,α (C) =
∫
F
J (E,PV)κ,α (E ,B) · df (E) , (κ = 1, 2)
(7.88)
und analog folgt fu¨r konstantes elektrisches Feld
γα(C) E=const−−−−→ γ(B)α (C) = γ(B,PC)α (C) + δ1γ(B,PV)1,α (C) + δ2γ(B,PV)2,α (C) ,
γ(B,PC)α (C) =
∫
F
J (B,PC)α (E ,B) · df (B) ,
γ(B,PV)κ,α (C) =
∫
F
J (B,PV)κ,α (E ,B) · df (B) , (κ = 1, 2) .
(7.89)
Wie bereits am Ende des letzten Abschnitts erwa¨hnt wird man in der Praxis die P-
erhaltenden und P-verletzenden Flussdichten studieren, um einen geeigneten Integrati-
onsweg C im Parameterraum festzulegen. Die numerische Berechnung der geometrischen
Phasen allerdings wird sich leichter durch die Verwendung der diagonalen Matrixelemen-
te der Ortsableitungsmatrix bewerkstelligen lassen. Diese mu¨ssen zuvor ebenfalls in einen
P-erhaltenden und P-verletzenden Anteil aufgespalten werden. Es folgt dann
(α(Z, δ)|˜ ∂Z |α(Z, δ)) = (α(E(Z),B(Z), δ)|˜ ∂Z |α(E(Z),B(Z), δ))
= D (1)αα(Z) + δ1D
(1,PV)
1,αα (Z) + δ2D
(1,PV)
2,αα (Z)
(7.90)
mit dem ungesto¨rten Matrixelement
D (1)αα(Z) = (α(Z)|˜ ∂Z |α(Z)) (7.91)
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und den P-verletzenden Anteilen
D (1,PV)κ,αα (Z) =
∑
β 6=α
M (κ)PV,αβD
(1)
βα(Z) +D
(1)
αβ(Z)M
(κ)
PV,βα
E
(0)
α (Z)− E(0)β (Z)
. (7.92)
Wir sind hier wieder zur Schreibweise mit der Z-Abha¨ngigkeit u¨bergegangen, da die Felder
numerisch in Abha¨ngigkeit von dieser Ortskoordinate vorliegen. Generell wird dann fu¨r
jeden Ort Z das Eigenwertproblem (ohne P-Verletzung) mit den an diesem Ort geltenden
Werten fu¨r die Felder numerisch gelo¨st und damit alle beno¨tigten Ausdru¨cke berechnet,
wie z.B. die lokalen Darstellungen der Matrizen D (1)(Z), M (1,2)PV (Z), D(Z) und µ(Z).
Unter Verwendung von (7.90) lautet also der numerisch zu berechnende Ausdruck fu¨r die
geometrische Phase gema¨ß Gl. (7.30)
γα(C) = γPCα (C) + δ1γPV1,α(C) + δ2γPV2,α(C) , (7.93)
mit
γPCα (C) = i
Z∫
Z0
dZ D (1)αα(Z) , (7.94a)
γPVκ,α(C) = i
Z∫
Z0
dZ D (1,PV)κ,αα (Z) , (κ = 1, 2) . (7.94b)
7.3.4 Numerische Resultate
Wie bereits mehrfach erwa¨hnt bietet es sich an, zuna¨chst die geometrischen Flussdichten
zu studieren und dann geeignete Kurven im Parameterraum zu wa¨hlen. Leider hat man be-
reits fu¨r metastabilen Wasserstoff eine u¨berwa¨ltigende Menge an mo¨glichen Flussdichten,
die man analysieren ko¨nnte. Zu den vier metastabilen 2S-Zusta¨nden von Wasserstoff kann
man jeweils eine P-erhaltende und eine P-verletzende Flussdichte berechnen und in Form
eines dreidimensionalen Vektordiagramms darstellen. Alle Flussdichten sind komplexwer-
tig, liefern also je einen Plot fu¨r den Realteil und einen weiteren fu¨r den Imagina¨rteil.
Man muss außerdem stets die Flussdichten zu konstantem E-Feld und konstantem B-Feld
unterscheiden. Zu jeder Variante kann man die Flussdichte im entsprechenden Raum der
Feldsta¨rken plotten, wobei jeder Wert des konstanten Feldes einen separaten Plot liefert.
Um einen gewissen Bereich in beiden Feldsta¨rken abzudecken, kann man also selbst bei
großen Schrittweiten in den Feldsta¨rken leicht auf eine Zahl von u¨ber 1000 Vektordia-
grammen kommen.
Zum Glu¨ck ist die Situation nicht so tragisch, wie der letzte Absatz vermuten la¨sst. Durch
die numerische Berechnung und Betrachtung verschiedener Vektordiagramme entsteht re-
lativ schnell ein Eindruck von den zugrundeliegenden Gesetzma¨ßigkeiten, so dass man sich
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letztendlich auf die exemplarische Betrachtung sehr weniger Plots beschra¨nken kann. Wir
wollen dabei anmerken, dass die zeitliche Dauer der numerischen Berechnung der Plots
kein Problem darstellt: Mit einem handelsu¨blichen Rechner und einem in C++ geschrie-
benen Programm sind wir in der Lage, etwa 2000 Plots (mit je einigen 100 Vektoren) in
etwa 15 Minuten zu berechnen.
Wir wollen in diesem Abschnitt diese Gesetzma¨ßigkeiten an einem anschaulichen Beispiel
erkla¨ren und fu¨r ganz spezielle Integrationswege auch die numerisch berechneten Werte der
geometrischen Phasen angeben, um ein Gefu¨hl fu¨r die Gro¨ßenordnung des P-verletzenden
Effekts zu bekommen. Die numerische Untersuchung der P-verletzenden geometrischen
Phasen mit den in diesem Kapitel aufgestellten Formeln steht gerade erst am Anfang und
wird in der na¨heren Zukunft hoffentlich noch viele Fru¨chte tragen. Wir werden im Ausblick
in Abschnitt 8.2 genauer darauf eingehen, welche Aspekte in kommenden Arbeiten noch
zu studieren sind.
Wir betrachten nun die geometrische Flussdichte des metastabilen Wasserstoffzustands
mit Index α = 9, |9,E ,B, δ) := |2Sˆ1/2, 1, 1,E ,B, δ) (siehe Anhang B.2.2, Tabelle B.15)
bei konstantem Magnetfeld
B = (0, 0, 1 mT) (7.95)
im Raum der elektrischen Feldsta¨rke E . Wir wa¨hlen fu¨r die Berechnung der Vektordia-
gramme ein um E = 0 zentriertes Intervall Ei ∈ [−10 V/cm, 10 V/cm], i ∈ {1, 2, 3} und
verwenden die in Anhang B.2.2, Tabelle B.9 ff. dargestellten Matrixdarstellungen fu¨r die
Operatoren des magnetischen Moments µ und des Dipolmoments D. Wir beschra¨nken
uns auf die Darstellung der Realteile der P-erhaltenden und P-verletzenden Flussdich-
ten, die sich qualitativ genauso wie die Imagina¨rteile verhalten. Weiterhin betrachten wir
exemplarisch nur die zu δ1 proportionalen, P-verletzenden Beitra¨ge.
Betrachten wir zuna¨chst den linken Plot in Abb. 7.1, in dem ReJ (E,PC)9 (E ,B) dargestellt
ist. Offenbar orientiert sich die Ausrichtung aller Vektoren an der Ausrichtung des ma-
gnetischen Feldes. Der Einfluss des magnetischen Feldes auf die Eigenzusta¨nde ist viel
gro¨ßer als der Einfluss der sehr kleinen elektrischen Feldsta¨rken, die wir hier betrachtet
haben. Die Richtung des Magnetfelds kann also als ausgezeichnete Richtung bezeichnet
werden und gibt somit die Quantisierungsachse vor. Wie klein die Auswirkung des elektri-
schen Feldes auf die Flussdichtevektoren ist, kann man schon darin erkennen, dass alle im
Diagramm vorkommenden Vektoren scheinbar gleich sind5. Insbesondere sind die Fluss-
dichtevektoren an zueinander P-transformierten Feldsta¨rken identisch, wie in Anhang A.5,
Gl. (A.118) gezeigt. Da das magnetische Feld invariant unter P-Transformation ist, kann
5 Numerisch exakt identisch sind diese Vektoren i.A. jedoch nicht. Die A¨nderung der Betra¨ge der Ener-
gieeigenwerte im Definitionsbereich von Abb. 7.1 ist um einige Gro¨ßenordnung geringer als die Energiedif-
ferenzen, die aufgrund des zugrunde liegenden Magnetfelds entstanden sind. In diesem Zusammenhang sei
auch auf Anhang B.2.3 verwiesen, wo numerische Ergebnisse fu¨r die Energieeigenwerte von metastabilem
Wasserstoff in elektrischen und magnetischen Feldern pra¨sentiert werden.
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Abbildung 7.1: Die Realteile der geometrischen Flussdichten des Zustands |9,E,B, δ) :=
|2Sˆ1/2, 1, 1,E,B, δ) bei B = (0, 0, 1 mT) im Raum der elektrischen Feldsta¨rke, Ei ∈
[−10 V/cm, 10 V/cm], i ∈ {1, 2, 3}. Oben ist der P-erhaltende Teil ReJ (E,PC)9 (E,B) dargestellt,
unten der P-verletzende Anteil ReJ (E,PV)1,9 (E,B), der zum Parameter δ1 geho¨rt.
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man in Abb. 7.1 direkt die Vektoren an punktgespiegelten Koordinaten miteinander ver-
gleichen.
Numerische Rechnungen zeigen, dass der P-erhaltende Anteil der geometrischen Phase,
der sich unter Verwendung des im Diagramm eingezeichneten Integrationsweg C ergibt,
etwa
γPC9 (C) = O(10−3) (7.96)
ist. Berechnet man dagegen den P-verletzenden Anteil der geometrischen Phase mit die-
sem Pfad C, so erha¨lt man
γPV1,9 (C) = 0 . (7.97)
Dieses Ergebnis kann man verstehen, wenn man das mittlere und das rechte Diagramm
in Abb. 7.1 betrachtet. Der Integrationsweg C wurde von uns so gewa¨hlt, dass er ein
optimales Ergebnis fu¨r die P-erhaltende Phase liefert6. Es zeigt sich jedoch, dass die P-
verletzende Flussdichte gerade ein Wirbelfeld um die E3-Achse ist. Alle P-verletzenden
Flussdichtevektoren liegen in der gleichen Ebene, wie der Integrationsweg, also gibt es
auch keinen P-verletzenden Fluss durch die von C eingeschlossene Fla¨che.
Wie bei der P-erhaltenden Flussdichte sind auch die Vektoren der P-verletzenden Fluss-
dichte offenbar (aus demselben Grund, siehe Fußnote) betragsma¨ßig unabha¨ngig vom elek-
trischen Feld im dargestellten Definitionsbereich. Die Richtung allerdings weist eine sehr
starke Feldabha¨ngigkeit auf. Sie dru¨ckt den P-verletzenden Charakter der Flussdichte aus,
denn nach Gl. (A.120) aus Anhang A.5 folgt, dass die Vektoren der P-verletzenden Fluss-
dichte an zueinander punktgespiegelten Koordinaten entgegengesetzt gleich sein mu¨ssen.
Dies kann man in den beiden Diagrammen in Abb. 7.1 sehr gut erkennen.
Ein optimaler Integrationsweg fu¨r die P-verletzende Phase mu¨sste also in einer Ebene
liegen, die die E3-Achse entha¨lt und du¨rfte die E3-Achse nicht u¨berschreiten. Wa¨hlt man
z.B. einen Weg mit E1 = 0 und E2 > 0 im hier verwendeten Bereich fu¨r die elektrischen
Feldsta¨rken, so erha¨lt man P-verletzende, geometrische Phasen der Gro¨ßenordnung
γ
(E,PV)
1,9 (C ′) = O(10−4δ1) . (7.98)
Fu¨r den hier beschriebenen Weg C ′, der senkrecht zu C liegt, verschwindet wie zu erwarten
der P-erhaltende Anteil der geometrischen Phase, γ
(E,PC)
9 (C ′).
Wir wollen nun diskutieren, wie man mit den Relationen (A.118) und (A.120) fu¨r die
P-transformierten geometrischen Flussdichten zeigen kann, dass die zugeho¨rigen geome-
trischen Phasen ebenfalls P-erhaltend bzw. P-verletzend sind. Allgemein erha¨lt man die
P-transformierte geometrische Phase durch Integration u¨ber den P-transformierten Weg.
Betrachtet man einen Integrationsweg im Raum der elektrischen Feldsta¨rke bei konstan-
tem Magnetfeld, so ergibt sich aufgrund der P-Invarianz des Magnetfelds z.B. das in Abb.
6Er ist senkrecht zu den Vektoren der P-erhaltenden Flussdichte.
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7.2 dargestellte Bild. Jede Koordinate des Integrationsweges muss punktgespiegelt werden,
wodurch der gesamte Integrationsweg punktgespiegelt wird, der Umlaufsinn jedoch erhal-
ten bleibt. Eine analoge Betrachtungsweise im Raum der magnetischen Feldsta¨rken bei
konstantem elektrischen Feld gilt nicht. In diesem Fall mu¨sste man den gleichen Integra-
tionsweg in einem anderen Diagramm fu¨r entgegengesetztes elektrisches Feld betrachten.
Wir werden weiter unten erla¨utern, wie man sich aus diesem Dilemma befreien kann.
Bei der P-erhaltenden geometrischen Phase
1
23
1’ 2’
3’
Abbildung 7.2: Verhalten ei-
ner geschlossenen Kurve unter
P-Transformation. Diese Betrachtung
gilt fu¨r alle Koordinatensysteme, die
unter P-Transformation ihr Vorzeichen
wechseln, also z.B. fu¨r Ortskoordinaten
oder die elektrische Feldsta¨rke, nicht
aber fu¨r magnetische Feldsta¨rken.
γ
(E,PC)
α (C) hat man das Integral u¨ber die P-
erhaltende Flussdichte zu bilden. Transformiert
man den Integrationsweg, so integriert man al-
so bei gleichem Umlaufsinn u¨ber die Flussdich-
te mit der gespiegelten elektrischen Feldsta¨rke,
der aber nach (A.118) identisch ist mit der
Flussdichte an der urspru¨nglichen Stelle. Der
P-erhaltende Anteil der geometrischen Phase
bleibt also invariant7 unter P-Transformation.
Bei der P-verletzenden Phase tritt wegen
Gl. (A.120) nach der P-Transformation der
entgegengesetzt gleiche Fluss durch den P-
transformierten Integrationsweg auf, also kehrt
die P-verletzende geometrische Phase unter P-
Transformation insgesamt ihr Vorzeichen um.
Zusammenfassend gilt also
γ(E,PC)α (C) P−−−−→ γ(E,PC)α (C) , (7.99)
γ(E,PV)κ,α (C) P−−−−→ −γ(E,PV)κ,α (C) ,
(κ = 1, 2) .
(7.100)
Eine Idee, die man aufgrund der bisherigen Diskussion in zuku¨nftigen Arbeit weiterver-
folgen sollte, ist die Wahl eines Integrationsweges im Raum der elektrischen Feldsta¨rken,
der die Form einer Acht hat, wobei der Mittelpunkt bei E = 0 liegen sollte. Ein Bei-
spiel fu¨r einen solchen Weg ist in Abb. 7.3 dargestellt. Der Integrationsweg muss dabei in
einer Ebene liegen und die eine Schleife muss die Spiegelung der anderen Schleife am Ur-
sprung sein (d.h. P-Transformation mit umgekehrtem Umlaufsinn). Nach den bisherigen
Ergebnissen sollte fu¨r einen solchen Integrationsweg die P-erhaltende geometrische Phase
stets verschwinden, wa¨hrend die P-verletzende geometrische Phase verdoppelt wird (sie
ist identisch fu¨r jede Integrationsschleife). Durch die Verwendung dieser Art von Integra-
tionswegen wu¨rde man eine rein P-verletzende geometrische Phase erhalten.
7Wu¨rde sich auch der Umlaufsinn des Integrationsweges unter P-Transformation umkehren, so wa¨re
dadurch ein Vorzeichenwechsel entstanden.
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Kommen wir nun zu dem zur bisher betrachteten Situation entgegengesetzten Fall und be-
trachten die geometrischen Phasen und Flussdichten fu¨r ein konstantes elektrisches Feld
E im Raum der magnetischen Feldsta¨rke B. Dies erfordert ein gewisses Umdenken im
Vergleich zu dem bisher diskutierten Beispiel. Die Relationen aus (A.118) und (A.120)
gelten fu¨r identisches B-Feld, aber entgegengesetzt gleiches E-Feld. Ginge man genauso
vor, wie in diesem Abschnitt, so mu¨sste man also stets identische Koordinaten in zwei se-
paraten Vektordiagrammen im B-Raum miteinander vergleichen, die fu¨r entgegengesetzte
elektrische Felder berechnet wurden.
Wollte man eine Vergleichsmo¨glichkeit in-
E1
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Abbildung 7.3: Ein mo¨glicher Inte-
grationsweg fu¨r eine rein P-verletzende
geometrische Phase.
nerhalb eines Diagramms fu¨r konstantes
elektrisches Feld und variabler magnetischer
Feldsta¨rke schaffen, so mu¨sste man anstelle der
P-Transformation Spiegelungen an einer Ebene
betrachten, die E entha¨lt. Diese Spiegelung R
kann dann als Kombination der Parita¨tstrans-
formation und einer Rotation um die Normale
n der Spiegelungsebene um pi darstellen. Der
entsprechende Operator, der auf die inneren
atomaren Zusta¨nde angewendet werden kann,
lautet dann
R(n) = eipi(F ·n)P , (7.101)
wobei F der Operator des Gesamtdrehimpul-
ses ist, siehe Anhang A.2. Mit den Gesamtdre-
himpulszusta¨nden aus Anhang A.2 ko¨nnte man
dann eine Matrixdarstellung R des Spiegelungs-
operators angeben und damit a¨hnliche Relatio-
nen wie in den Gleichungen (A.118) und (A.120)
aufstellen. Eine weitere Schwierigkeit ist, dass auch die Zusta¨nde unter einer solchen Spie-
gelung im Allgemeinen in andere Zusta¨nde u¨bergehen, da z.B. die dritten Komponenten
F3 des Gesamtdrehimpulses sich unter Transformation i.A. a¨ndern werden. Ist dies der
Fall, so muss man wiederum zwei Vektordiagramme (je einen fu¨r jeden Zustand) mitein-
ander vergleichen. Eine Mo¨glichkeit, die A¨nderung des Zustands zu vermeiden, wa¨re eine
Spiegelung, die die dritte Komponente des Magnetfelds invariant la¨sst. Es wu¨rden dann
fu¨r konstantes elektrisches Feld E die Flussdichten und geometrischen Phasen ein und
desselben der zueinander gespiegelten Magnetfelder B und B′ = RB miteinander in Bezie-
hung gesetzt. Anhand dieser Relationen ko¨nnte man innerhalb eines Vektordiagramms im
Raum der magnetischen Feldsta¨rke bei eingezeichneter Spiegelungsebene wieder optisch
die Flussdichtevektoren miteinander vergleichen. Integrationswege in diesen Diagrammen
wa¨ren dann zu vergleichen mit gespiegelten Integrationswegen, die jedoch (im Gegensatz
zu P-transformierten Wegen) einen umgekehrten Umlaufsinn ha¨tten.
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Die von uns gezeigte Existenz P-verletzender geometrischer Phasen besta¨tigt die Ergeb-
nisse aus der Dissertation [33], in der allerdings Atome in Ruhe in einem zeitabha¨ngigen
elektrischen Feld betrachtet wurden. Ein Vergleich der Resultate aus [33] mit numerischen
Werten, die mit Hilfe der hier aufgestellten Formeln berechnet werden, ist eine interessante
Aufgabe, die in zuku¨nftigen Arbeiten behandelt werden muss.
Bei der Betrachtung der Gln. (7.96) und (7.98) fa¨llt auf, dass zumindest bei den hier exem-
plarisch verwendeten Integrationspfaden der P-erhaltende Anteil und der P-verletzende
Anteil der geometrischen Phase um viele Gro¨ßenordnungen auseinanderliegen8. Hier muss
man weitere Maßnahmen zur Vergro¨ßerung des Effekts in Angriff nehmen. Neben einem
modularen, periodischen Versuchaufbau, bei dem die geometrische Phase einige tausend
Mal aufgesammelt werden wu¨rde, wa¨re noch die Verwendung von beinahe entarteten
Zusta¨nden denkbar (z.B. durch ein noch kleineres, zugrundeliegendes Magnetfeld). Dann
na¨mlich wird die in den Formeln dieses Kapitels u¨berall auftretende Energiedifferenz im
Nenner zu einer Vergro¨ßerung der geometrischen Phasen fu¨hren. Eine weitere Idee wa¨re
die Verwendung eines Versuchsaufbaus, der den P-erhaltenden Anteil der geometrischen
Phase verschwinden la¨sst, nicht aber den P-verletzenden Anteil, was zu einer erho¨hten
Sensitivita¨t auf die P-verletzende Phase fu¨hren wu¨rde.
8Man beachte, dass die P-verletzenden Parameter δ1,2 Werte im Bereich von 10−13 ... 10−12 annehmen,
siehe dazu auch [31] und [36].
Kapitel 8
Zusammenfassung und Ausblick
8.1 Zusammenfassung
In dieser Arbeit haben wir eine Theorie zur Beschreibung longitudinaler Atomstrahl-
Spinecho-Experimente (lABSE, abgeleitet von longitudinal Atomic Beam Spin Echo) ent-
wickelt. Bei solchen Experimenten durchquert ein Strahl neutraler Atome eine Anordnung
elektrischer und magnetischer Felder. Eine wesentliches Merkmal der lABSE-Experimente
ist das sogenannte Spinecho-Feld, das eine antiparallele Anordnung zweier hintereinan-
dergeschalteter Magnetfelder in Strahlrichtung ist.
Die Atome sind anfangs in einer bestimmten Polarisation pra¨pariert, die quantenmecha-
nisch als eine Superposition verschiedener atomarer Gesamtdrehimpulszusta¨nde darge-
stellt werden kann. Eine Beschreibung der Atome im Ortsraum gelingt durch die Zuord-
nung von Wellenpaketen zu den einzelnen atomaren Zusta¨nden. Im ersten Magnetfeld
spalten die Energieniveaus dieser Zusta¨nde auf unterschiedliche Weise auf, was zu einem
Auseinanderdriften der zugeordneten Wellenpakete fu¨hrt. Im zweiten, antiparallelen Ma-
gnetfeld werden die einzelnen Wellenpakete durch geschickte Wahl der Feldsta¨rke wieder
zum U¨berlapp gebracht, so dass man die Oszillation der relativen Phase in dem soge-
nannten Spinecho-Interferenzsignal mit einem geeigneten Detektor messen kann. Fu¨gt
man neben den Spinechofeldern weitere elektrische und magnetische Felder zum experi-
mentellen Aufbau hinzu, so wird sich das Spinecho-Signal vera¨ndern. Hieraus kann man
Ru¨ckschlu¨sse ziehen auf die physikalischen Prozesse im Atom, die beim Durchqueren der
Feldanordnung stattgefunden haben.
In Kapitel 2 bis Kapitel 6 erarbeiteten wir uns Schritt fu¨r Schritt die vollsta¨ndige Theo-
rie zur Beschreibung dieser Art von Experimenten. Ausgehend von zwei sehr einfachen
Ansa¨tzen berechneten wir in Kapitel 2 zuna¨chst Na¨herungslo¨sungen der Schro¨dinger-
Gleichung, deren unterschiedliche Eigenschaften wir diskutierten. Einige Anwendungen
der WKB-Na¨herungslo¨sung, die die besseren physikalischen Eigenschaften aufweist, folg-
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ten dann in Kapitel 3. In Kapitel 4 entwickelten wir eine Methode zur Berechnung der
Lo¨sung der Schro¨dinger-Gleichung mit skalarem Potential in Form einer Reihenentwick-
lung. Diese Methode wendeten wir in Kapitel 5 zur Beschreibung eines Wellenpakets in
einem komplexen, skalaren Potential an, in dem das durch das Wellenpaket repra¨sentierte
Teilchen mit der Zeit zerfa¨llt. In Kapitel 6 u¨bertrugen wir dann den Formalismus auf
den Fall nichthermitescher, matrixwertiger Potentiale, die zur Beschreibung metastabiler
Atome notwendig sind. In Kapitel 7 wendeten wir die Ergebnisse aus Kapitel 6 auf die
Untersuchung parita¨tsverletzender geometrischer Phasen an.
Wir wollen nun auf die einzelnen Schritte im Detail eingehen und die wesentlichen Er-
gebnisse festhalten. In Kapitel 2 wa¨hlten wir als Ansatz fu¨r die Lo¨sung der Schro¨dinger-
Gleichung ein Produkt aus Phasenfaktor und Amplitudenfunktion und vernachla¨ssigten
weiterhin alle zweiten Ortsableitungen von Phasenwinkel und Amplitudenfunktion. Leg-
ten wir den Phasenfaktor durch eine einfache, ebene Welle fest, so erhielten wir als Na¨he-
rungslo¨sung ein Wellenpaket mit potentialunabha¨ngiger Schwerpunktsbewegung. Wa¨hl-
ten wir hingegen den Phasenfaktor der WKB-Na¨herung, so ergab sich ein Wellenpaket
mit einer im klassischen Sinne korrekten Schwerpunktsbewegung, bei der die erhaltene
Gesamtenergie stets die Summe aus lokaler kinetischer und potentieller Energie war.
Mit dieser WKB-Na¨herungslo¨sung konnten wir in Kapitel 3 bereits das sogenannte Fahr-
planmodell im adiabatischen Grenzfall theoretisch reproduzieren und die zugeho¨rigen
Spinechosignale berechnen. Im Fahrplanmodell wird bei vorgegebener Feldkonfiguration
der relative, zeitliche Abstand des Eintreffens der Schwerpunkte der atomaren Teilwellen-
pakete in Abha¨ngigkeit von der Position auf der Strahlachse dargestellt. Dies ermo¨glicht
die ungefa¨hre Vorhersage der Lage von sogenannten Kreuzungspunkten, an denen sich
jeweils zwei Wellenpakete maximal u¨berlappen und die Oszillation der relativen Phase als
Spinechosignal gemessen werden kann.
Motiviert von diesem Erfolg entwickelten wir in Kapitel 4 einen Formalismus zur Berech-
nung der exakten Lo¨sung der skalaren Schro¨dinger-Gleichung in Form einer Reihenent-
wicklung nach einem Integraloperator Kˆ. Die Anwendung des Formalismus basiert dabei
stets auf dem Ansatz fu¨r die Wellenfunktion als Produkt eines Phasenfaktors und einer
Amplitudenfunktion. Ausgehend vom WKB-Phasenfaktor berechnet man den Integral-
operator Kˆ, der die Entwicklung des Amplitudenanteils der Wellenfunktion bestimmt,
wobei die nullte Ordnung dieser Entwicklung der aus Kapitel 2 bekannten WKB-Na¨he-
rungslo¨sung entsprach. Der Formalismus erlaubt dabei eine gewisse Freiheit bei der Wahl
des Phasenfaktors, der neben dem WKB-Phasenwinkel noch weitere Beitra¨ge enthalten
kann. Hiervon ha¨ngt die Gestalt des Integraloperators Kˆ und die Qualita¨t der Entwicklung
ab.
Die Entwicklung der Lo¨sung der Schro¨dinger-Gleichung erlaubte uns in Abschnitt 4.3
einen quantitativen Vergleich der Na¨herungslo¨sungen aus Kapitel 2 und daru¨berhinaus ein
tieferes Versta¨ndnis der zugeho¨rigen Korrekturen, die sich aus der Reihenentwicklung bis
zur ersten Ordnung ergaben. Es stellte sich heraus, dass der Hauptbeitrag der Korrektur
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der WKB-Na¨herungslo¨sung aus der Vernachla¨ssigung der Dispersion des Wellenpakets
stammte. Um die Reihenentwicklung auch auf sehr schmale Wellenpakete mit ausgepra¨gter
Dispersion anwenden zu ko¨nnen, entwickelten wir in Abschnitt 4.3.5 ein Verfahren, bei
dem ein schmales Wellenpaket als Superposition sehr breiter Wellenpakete geschrieben
wird, fu¨r die die Entwicklung bereits in erster Ordnung eine sehr gute Approximation der
exakten Lo¨sung der Schro¨dinger-Gleichung liefert.
Die Anwendung des Formalismus auf komplexe, skalare Potentiale in Kapitel 5 demons-
trierte eindrucksvoll seine Fa¨higkeit zur Selbstkorrektur des Phasenwinkels. Ausgehend
von einem einfachen Zusatz im WKB-Phasenwinkel, der den Zerfall des Wellenpakets be-
schreibt, berechneten wir die erste und die zweite Ordnung der Entwicklung der exakten
Lo¨sung der Schro¨dinger-Gleichung und konnten zwei Korrekturbeitra¨ge zum Phasenwin-
kel identifizieren. Der eine Korrekturbeitrag ersetzte den zuvor angesetzten Zerfallsanteil
gerade durch einen verbesserten Ausdruck, den wir in Abschnitt 5.2.2 auch sehr gut physi-
kalisch interpretieren konnten. Der zweite Korrekturbeitrag konnte als Logarithmus einer
Funktion geschrieben werden, die somit eine Korrektur der Amplitude des Wellenpakets
darstellte. Wir haben gezeigt, dass diese Amplitudenkorrektur die Normierung des Wel-
lenpakets bereits in nullter Ordnung der Entwicklung zu jeder Zeit sicherstellt (in reellen
Potentialen ohne Zerfall des Wellenpakets).
In Kapitel 6 u¨bertrugen wir den Formalismus zur Berechnung der Reihenentwicklung der
exakten Lo¨sung der Schro¨dinger-Gleichung mit dem in Kapitel 5 berechneten Phasenwin-
kel auf den Fall nichthermitescher, matrixwertiger Potentiale, die fu¨r die Beschreibung
metastabiler Atome mit mehreren inneren Zusta¨nden beno¨tigt werden. Dabei sei ange-
merkt, dass der dort entwickelte Matrixformalismus leicht auf andere Fa¨lle u¨bertragen
werden kann, bei denen ein stationa¨res Matrixpotential (hermitesch oder nichthermitesch)
zugrundeliegt.
Im Gegensatz zum skalaren Fall erhielten wir in Kapitel 6 die Entwicklung der exakten
Lo¨sungen |Ψ(Z, t)〉 nach Potenzen eines matrixwertigen Integraloperators Kˆ. Als Basis der
Darstellung der Operatoren und des verallgemeinerten Spinors |Ψ(Z, t)〉, der das Atom
insgesamt beschreibt, verwendeten wir die lokalen Eigenzusta¨nde |α(Z)) (α = 1, . . . , N)
der Potentialmatrix M (Z).
Die nullte Ordnung der Entwicklung der Amplitudenfunktionen jeder Spinorkomponen-
te von |Ψ(Z, t)〉 nach Potenzen von Kˆ liefert den adiabatischen Grenzfall, bei dem die
Wellenpakete der verschiedenen atomaren Zusta¨nde unabha¨ngig voneinander durch indi-
viduelle Potentiale propagieren, die sich als Realteil der lokalen Eigenwerte der Poten-
tialmatrix M (Z) ergeben. Die adiabatischen Wellenpakete jeder Spinorkomponente sind
dabei bis auf einen sehr wichtigen Zusatz zum Phasenwinkel identisch mit der WKB-Na¨he-
rungslo¨sung der skalaren Schro¨dinger-Gleichung. Der zusa¨tzliche Beitrag im Phasenwinkel
entspricht der geometrischen Phase, die der atomare Zustand, zu dem das Wellenpaket
geho¨rt, bei seinem Weg durch die Feldkonfiguration erha¨lt. Da die Wellenpakete in der
adiabatischen Na¨herung wie im skalaren Fall zuna¨chst dispersionsfrei sind, bietet sich das
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in Abschnitt 4.3.5 diskutierte Verfahren zur Beru¨cksichtigung der Dispersion auch fu¨r die
Lo¨sung der matrixwertigen Schro¨dinger-Gleichung an.
In erster Ordnung der Entwicklung treten Mischungen der Zusta¨nde in den Lo¨sungen der
Amplitudenfunktionen jedes Teilwellenpakets auf. Diese sind proportional zu den nicht-
diagonalen, lokalen Matrixelementen der in der Schro¨dinger-Gleichung enthaltenen Ope-
ratoren fu¨r die erste und zweite Ortsableitung. Bei A¨nderung der Massenmatrix M (Z)
mit dem Ort Z, a¨ndert sich die Zusammensetzung ihrer Eigenzusta¨nde |α(Z)) und die
Matrixelemente der Ableitungsoperatoren, z.B. (β(Z)|˜ d
dZ
|α(Z)) (α, β = 1, . . . , N) wer-
den im Allgemeinen ungleich Null. Auf diese Weise ko¨nnen Wellenpakete von atomaren
Zusta¨nden entstehen, die nicht im Anfangszustand vertreten waren. Auch in der ersten
Ordnung der Entwicklung der Lo¨sung der matrixwertigen Lo¨sung stellte der Dispersions-
term den gro¨ßten Korrekturbeitrag dar, weshalb insbesondere in diesem Fall Verfahren
zur Beru¨cksichtigung der Dispersion der Wellenpakete angewendet werden muss.
Eine genauere Betrachtung der ersten Ordnung der Entwicklung fu¨r matrixwertige Poten-
tiale erlaubte uns die Einfu¨hrung eines erweiterten Fahrplanmodells, das das adiabatische
Fahrplanmodell um die grafische Darstellung der Bewegung neu entstandener Wellenpa-
kete in den a¨ußeren Felder erweitert. In diesem Zusammenhang haben wir in Abschnitt
6.3.2 verschiedene Mo¨glichkeiten der Visualisierung diskutiert, dabei jedoch festgestellt,
dass die Erweiterung des Fahrplanmodell nicht als exakte Methode zur Vorhersage der
Lage von Kreuzungspunkten zu verstehen ist, sondern vielmehr als ein Werkzeug zur
u¨bersichtlichen Darstellung der wesentlichen bzw. interessierenden Prozesse beim lABSE
angesehen werden sollte.
In Kapitel 7 haben wir die Verbindung zwischen der Theorie zur Beschreibung von lABSE-
Experimenten und der Parita¨tsverletzung in Atomen am Beispiel der geometrischen Pha-
sen hergestellt, die auch im adiabatischen Grenzfall auftreten ko¨nnen. Bewegt sich das
Atom, wa¨hrend es die Feldanordnung durchquert, entlang einer geschlossenen Kurve in
dem als Parameterraum bezeichneten sechsdimensionalen Raum der elektrischen und ma-
gnetischen Feldsta¨rken, so ko¨nnen die atomaren Eigenzusta¨nde unter gewissen Umsta¨nden
eine geometrische Phase erhalten.
Wir haben in Kapitel 7 am Beispiel des metastabilen Wasserstoffs mit Hauptquanten-
zahl n = 2 gezeigt, wie diese geometrische Phase in einen P-erhaltenden und einen P-
verletzenden Anteil aufgespalten werden kann. Weiterhin haben wir fu¨r den Fall, dass
das magnetische (elektrische) Feld konstant ist, geometrische Flussdichten im Raum der
elektrischen (magnetischen) Feldsta¨rke definiert. Die geometrischen Phasen konnten dann
als geometrischer Gesamtfluss durch eine vorgegebene geschlossene Kurve im Raum der
elektrischen (magnetischen) Feldsta¨rke interpretiert werden. Daru¨berhinaus erleichtert die
grafische Darstellung der Flussdichten in einem dreidimensionalen Vektordiagramm die
Wahl einer Integrationskurve zur Berechnung der geometrischen Phasen.
Anhand der grafischen Darstellung der numerisch berechneten P-erhaltenden und P-
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verletzenden geometrischen Flussdichten in einem speziellen Fall konnten wir den P-
erhaltenden bzw. P-verletzenden Charakter der Flussdichten veranschaulichen. Wir ha-
ben dazu die geometrischen Flussdichten eines bestimmten metastabilen Zustands von
Wasserstoff im Raum der elektrischen Feldsta¨rke bei konstantem Magnetfeld betrachtet.
Anhand dieses Beispiels haben wir ferner das Verhalten der Integrationswege unter P-
Transformation diskutiert, sowie die daraus im Zusammenhang mit dem Verhalten der
Flussdichten folgenden Transformationseigenschaften der geometrischen Phasen. Schließ-
lich konnten wir aus diesem Beispiel direkt die Existenz einer P-verletzenden geometri-
schen Phase fu¨r einen bestimmten Integrationsweg zeigen. Wir konnten daru¨berhinaus
einen Vorschlag fu¨r einen geeigneten Typ von Integrationswegen machen, die die Form
einer Acht im Parameterraum haben und eine rein P-verletzende geometrische Phase
liefern.
Wir haben schließlich festgestellt, dass eine Betrachtung der Flussdichten fu¨r konstantes
elektrisches Feld im Raum der magnetischen Feldsta¨rken ein gewisses Umdenken erfordert,
da die P-Transformation die elektrische Feldsta¨rke umkehrt, das Magnetfeld aber inva-
riant la¨sst. Will man P-transformierte Flussdichten, Integrationswege und geometrische
Phasen miteinander vergleichen, muss man in diesem Fall also je zwei Vektordiagramme
betrachten. Als Alternative haben wir die Verwendung von Spiegelungen vorgeschlagen,
die als Produkt der P-Transformation und einer geeigneten Drehung dargestellt werden
ko¨nnen.
Viele interessante Fragen ergeben sich aus unseren bisherigen U¨berlegungen und motivie-
ren vertiefende und weiterfu¨hrende Studien. Wir wollen einige davon im nun folgenden
Abschnitt pra¨sentieren.
8.2 Ausblick
Die in [36] diskutierten P-verletzenden und P-erhaltenden Polarisationsrotationen von
Deuterium in elektrischen Feldern sind interessante Anwendungen des in dieser Arbeit auf-
gestellten Formalismus. In diesem Zusammenhang ist ein vertiefendes Studium der nume-
rischen Methoden zur Berechnung der ersten Ordnung des Matrixformalismus unerla¨sslich,
auch in Verbindung mit der in Abschnitt 4.3.5 diskutierten Methode zur Beru¨cksichtigung
der Dispersion der Wellenpakete. Hier kann der erweiterte Fahrplan zur Anwendung kom-
men. Die in [36] behandelten P-erhaltenden Polarisationsrotationen von Deuterium, die
einen wesentlichen gro¨ßeren Effekt als die P-verletzenden Drehungen darstellen, ko¨nnen
als Test einer lABSE-Apparatur dienen und einen Vergleich von Theorie und Experiment
ermo¨glichen. Hierauf aufbauend bietet sich eine Untersuchung der P-verletzenden Polari-
sationsrotationen von Wasserstoff in elektrischen Feldern mit der in [31] vorgeschlagenen
Vorgehensweise zur resonanten Versta¨rkung an.
Ein tiefergehendes Studium der P-verletzenden geometrischen Phasen ist ein weiteres,
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interessantes und vielversprechendes Gebiet. Die Betrachtung periodischer Feldkonfigura-
tionen, bei denen die geometrischen Phasen im Idealfall viele tausend mal addiert werden,
ist fu¨r die Untersuchung P-verletzender geometrischer Phasen unerla¨sslich. Die Unter-
suchung der geometrischen Flussdichten muss auf den Fall konstanter elektrischer und
variabler magnetischer Feldsta¨rken ausgedehnt werden. Hier sto¨ßt man auch auf Entar-
tungen der Zusta¨nde, die mit den in dieser Arbeit entwickelten Methoden nicht behandelt
werden ko¨nnen. In diesem Zusammenhang muss man die sogenannten nichtabelschen,
geometrischen Phasen studieren, die vo¨llig neue Aspekte in Bezug auf die P-Verletzung in
Atomen bringen ko¨nnten. Die hier betrachteten, abelschen geometrischen Phasen mu¨ssen
allerdings eingehender in der Na¨he von Punkten im Parameterraum betrachtet werden, an
denen Entartungen auftreten. Durch das Auftreten der Energiedifferenzen in den Nennern
der Formeln fu¨r die Berechnung der geometrischen Phasen ist hier eine Versta¨rkung der
P-verletzenden Beitra¨ge zu erwarten.
Eine Untersuchung der geometrischen Phasen bei sowohl variabler elektrischer als auch
magnetischer Feldsta¨rke steht noch aus. Eine Definition geometrischer Flussdichten ist
in diesem Fall zwar nicht mehr mo¨glich, jedoch kann man zweidimensionale Ebenen im
Parameterraum betrachten, bei denen jeweils eine Komponente des elektrischen und ma-
gnetischen Feldes variiert wird.
Die Versta¨rkung P-verletzender Effekte bei fast entarteten Zusta¨nden wurde in einem an-
deren Zusammenhang bereits in [35] ausgenutzt, wo die sogenannten Floquet-Eigenwerte
(siehe z.B. [47]) eines vereinfachten, zeitlich periodischen, zweidimensionalen Hamilton-
operators fu¨r atomares Dysprosium betrachtet wurden. Eine U¨bertragung auf die in dieser
Arbeit untersuchten geometrischen Phasen ist ein weiteres interessantes Projekt.
Die in dieser Arbeit entwickelte Theorie hat also das Potential, viele interessante Metho-
den zur Messung P-verletzender Effekte im Rahmen eines lABSE-Experiments theoretisch
zu untersuchen. Die enge Zusammenarbeit mit der Arbeitsgruppe von Prof. D. Dubbers
und PD M. DeKieviet, PhD., die das Atomstrahl-Spinecho-Experiment betreuen, bietet
daru¨berhinaus ein ideales Umfeld fu¨r zielgerichtete, theoretische Untersuchung mit der
Hoffnung auf einen experimentellen Nachweis P-verletzender Effekte in leichten Atomen
in den na¨chsten Jahren. Wir wollen uns dafu¨r an dieser Stelle herzlich bedanken.
Anhang A
Quantenmechanische Grundlagen
In diesem Anhang wollen wir die quantenmechanischen Grundlagen zur Beschreibung me-
tastabiler Atome erarbeiten. Hierzu geho¨rt zuna¨chst eine Behandlung des Zerfalls der in-
neren atomaren Zusta¨nde im Rahmen der Wigner-Weisskopf-Methode. Danach studieren
wir die quantenmechanische Behandlung des Zwei-Teilchen-Problems, um die Propagation
eines wasserstoffa¨hnlichen Atoms, das aus einem Kern und einem Elektron besteht, richtig
beschreiben zu ko¨nnen. Im darauf folgenden Abschnitt stellen wir die Sto¨rungsrechnung
mit nichthermiteschen Massenmatrizen vor, was uns in Abschnitt A.4 die Berechnung der
Ableitungsmatrizen D (1,2)(z) aus Kapitel 6 erlaubt. Im letzten Abschnitt A.5 geben wir
einige nu¨tzliche Relationen im Zusammenhang mit der Parita¨tstransformation an, die wir
in Kapitel 7 beno¨tigen.
Fu¨r die Notation vereinbaren wir hier, wie in der gesamten, vorliegenden Arbeit, dass
Matrizen generell mit einem Unterstrich gekennzeichnet (z.B. M ) werden. Innere ato-
mare Zusta¨nde schreiben wir als Ket-/Bra-Vektoren mit runden Klammern (z.B. |α)).
Den verallgemeinerten Spinor |Ψ(z, t)〉 der Gesamtwellenfunktion eines Atoms und ande-
re Zusta¨nde schreiben wir wie gewohnt mit spitzen Klammern.
A.1 Die Wigner-Weisskopf-Methode
In diesem Abschnitt wollen wir lediglich eine Zusammenfassung der von V. Weisskopf
und F. Wigner entwickelten Methode [43] geben. Eine (gegenu¨ber der Originalarbeit [43]
zeitgema¨ßere) Herleitung der im folgenden aufgefu¨hrten Ergebnisse findet sich in [44],
Anhang I, wo die Methode auf den Zerfall von Kaonen angewendet wurde.
Allgemein kommt die Wigner-Weisskopf-Methode dann zur Anwendung, wenn ein quan-
tenmechanisches System aus einer diskreten Menge von Zusta¨nden in ein Kontinuum von
Zusta¨nden zerfa¨llt. Betrachten wir metastabile Atome mit Hauptquantenzahl n = 2 und
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Kernspin I, dann wollen wir mit NI die daraus resultierende Zahl von atomaren Zusta¨nden
|2, α) in diesem (n = 2)-Unterraum bezeichnen. Dabei ist α ein geeignet gewa¨hlter In-
dex zur Durchnummerierung der Zusta¨nde. Die Zusta¨nde |2, α) sind diskret und seien
weiterhin nichtentartet.
Das metastabile Atom, das zu Anfang als Superposition der |2, α) beschrieben werden
kann, wird nun mit der Zeit unter Aussendung von Photonen in Zusta¨nde aus dem
(n = 1)-Unterraum |1, β) zerfallen. Wir erhalten also mit der Zeit eine Beimischung von
Produktzusta¨nden
|1, β; γ, k〉 ≡ |1, β)⊗ |γ, k〉 , (A.1)
wobei die |γ, k〉, k = 1, 2, 3, . . . eine geeignete Basis des Fock-Raums der Photonen darstel-
len. Der Fock-Raum der Photonen ist dabei kontinuierlich, da Photonen beliebiger Impulse
darin enthalten sind, womit die Menge der Produktzusta¨nde insgesamt auch kontinuier-
lich ist, so dass die Voraussetzung fu¨r die Anwendung der Wigner-Weisskopf-Methode
gegeben sind1.
Insgesamt wollen wir die zeitliche Entwicklung des gesamten atomaren Zustands |t〉 durch
Lo¨sen der Schro¨dinger-Gleichung
H|t〉 = i d
dt
|t〉 (A.2)
gewinnen. Der Zustand |t〉 la¨sst sich dabei schreiben als ein verallgemeinerter Spinor
|t〉 =

Ψ(t)
Φ1(t)
Φ2(t)
...
 (A.3)
mit den Komponenten-Spinoren
Ψ(t) =

(2, 1|t〉
(2, 2|t〉
(2, 3|t〉
...
 Φk(t) =

〈1, 1; γ, k|t〉
〈1, 2; γ, k|t〉
〈1, 3; γ, k|t〉
...
 . (A.4)
1Natu¨rlich sind die atomaren Energieniveaus in der Theorie durch scharf definierte Energiedifferenzen
voneinander getrennt, aber durch die endliche Lebensdauer der angeregten Zusta¨nde tritt eine gewisse
Unscha¨rfe der Energiedifferenzen auf, so dass die ausgesendeten Photonen ein kontinuierliches Spektrum
aufweisen.
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Wie man sieht, lebt der Spinor Ψ(t) im (n = 2)-Unterraum der atomaren Zusta¨nde und
der Spinor Φ(t) = (Φk(t)) im Produkt-Raum der (n = 1)-Zusta¨nde mit dem Unterraum
aller Photon-Zusta¨nde |γ, k〉, k = 1, 2, 3, . . ..
Den Hamilton-Operator
H = Hˆ +Hrad (A.5)
zerlegen wir nun in einen stabilen Anteil Hˆ und einen kleinen, sto¨renden Anteil Hrad, der
fu¨r den radiativen Zerfall verantwortlich ist. Wir vernachla¨ssigen hier U¨berga¨nge aufgrund
von Hrad zwischen Zusta¨nden mit gleicher Hauptquantenzahl n. Da die Energiedifferenzen
im Vergleich zu (n = 1)-Zusta¨nden sehr gering sind, haben solche U¨berga¨nge sehr große
Lebensdauern. Die relevanten Matrixelemente von Hrad bezeichnen wir mit
H k := (〈1, β; γ, k|Hrad|2, α)) . (A.6)
Im stabilen Anteil Hˆ des Hamiltonoperators befinden sich Beitra¨ge des Coulomb-
Potentials des Kerns, in dem das Elektron sich befindet, sowie Beitra¨ge der schwachen
Wechselwirkung und der a¨ußeren elektrischen und magnetischen Felder. Wir werden auf
diese Beitra¨ge an anderer Stelle noch genauer eingehen. Hier wollen wir nur festhalten,
dass wir Mischungen zwischen Zusta¨nden verschiedener Hauptquantenzahlen aufgrund
des Anteils Hˆ des Hamiltonoperators vernachla¨ssigen.
Wa¨hlen wir den Anfangszustand so, dass er nur Komponenten im (n = 2)-Unterraum
besitzt, d.h.
|t = 0〉 =

Ψ(0)
0
0
...
 , (A.7)
so liefert die Wigner-Weisskopf-Methode die Zeitentwicklung des verallgemeinerten Spi-
nors im (n = 2)-Unterraum,
Ψ(t) = e−iM tΨ(0) , (t ≥ 0) . (A.8)
Dabei ist M die sogenannte nichthermitesche Massenmatrix , die in einen hermiteschen
Anteil E und einen antihermiteschen Anteil − i
2
Γ zerlegt werden kann, wobei
M = E − i
2
Γ , (A.9)
E =
(
(2, α|Hˆ|2, α′)) , (A.10)
Γ = 2pi
∑
k
H †kδ(E1 + Eγ,k − E2)H k . (A.11)
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Die so definierten, hermiteschen Matrizen E und Γ leben im Unterraum der (n = 2)-
Zusta¨nde. In der Diracschen Delta-Funktion sind E1,2 jeweils die Energie-Schwerpunkte
der Zusta¨nde mit den Hauptquantenzahlen n = 1, 2.
An Gl. (A.8) erkennt man, dass die nichthermitesche Massenmatrix M wie ein zeitun-
abha¨ngiger Hamiltonoperator im stabilen Fall wirkt, d.h. die Lo¨sung (A.8) entspricht der
Lo¨sung einer matrixwertigen Schro¨dinger-Gleichung
MΨ(t) = i
d
dt
Ψ(t) . (A.12)
Dass M nichthermitesch ist, zieht einige Besonderheiten nach sich. Zuna¨chst stellen wir
fest, dass M nur im (n = 2)-Unterraum lebt. Dort hat man die Eigenwertgleichung
M |α) = Eα|α) (A.13)
mit komplexen Energie-Eigenwerten
Eα = Vα − i2Γα . (A.14)
Der Realteil Vα entspricht der Energie des Zustand |α) (wir verzichten im folgenden auf
die Angabe der Hauptquantenzahl bei der Dirac-Notation, da wir uns von nun an stets
auf den (n = 2)-Unterraum beziehen, solange es nicht explizit anders erwa¨hnt wird).
Der Anteil Γα im Imagina¨rteil des Eigenwerts muss positiv sein und fu¨hrt dann nach
Gl. (A.8) zu einem exponentiellen Abklingen des Beitrags des atomaren Zustands |α) im
Gesamtspinor Ψ(t).
Die Nichthermitezita¨t vonM macht die Einfu¨hrung von linken Eigenvektoren notwendig,
die wir mit einer zusa¨tzlichen Tilde kennzeichnen und die die Eigenwertgleichung
(α˜|M = (α˜|Eα (A.15)
mit den gleichen Eigenwerten Eα wie in Gl. (A.13) erfu¨llen. Fu¨r die linken Ket-Vektoren
gilt dann eine Eigenwertgleichung mit komplex konjugierten Eigenwerten und hermitesch
konjugierter Massenmatrix:
M †|α˜) = E∗α|α˜) . (A.16)
Gehen wir davon aus, dass wir bei einem a¨ußeren (elektrischen oder magnetischen) Feld
die 3-Achse in stets in Feldrichtung wa¨hlen ko¨nnen, so kann man die Massenmatrix M
gleichzeitig mit der Matrix der dritten Komponente des Gesamtdrehimpulses F 3 diago-
nalisieren. Man erha¨lt dann gemeinsame linke und rechte Eigenzusta¨nde und es gilt
[M , F 3] = 0 (A.17)
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und
M |α, F3) = Eα,F3 |α, F3) , (A.18a)
F 3|α, F3) = F3|α, F3) , (A.18b)
(α, F3|˜ M = (α, F3|˜ Eα,F3 , (A.18c)
(α, F3|˜ F 3 = (α, F3|˜ F3 . (A.18d)
Sind die Energieeigenwerte weiterhin nichtentartet im Unterraum zu festem F3, d.h. gilt
Eα′,F3 6= Eα,F3 (α′ 6= α) , (A.19)
dann bilden die in (A.18) definierten Zusta¨nde eine Basis des (n = 2)-Unterraum, d.h.
wir ko¨nnen die Orthonormierung
(α′, F ′3|˜ α, F3) = δα′,αδF ′3,F3 (A.20)
wa¨hlen, die sich als gu¨nstig fu¨r die Definition von Quasiprojektoren
Pα,F3 = |α, F3)(α, F3|˜ (A.21a)
Pα′,F ′3
Pα,F3 = δα′,αδF ′3,F3Pα,F3 (A.21b)
Sp(Pα,F3) = 1 (A.21c)∑
α,F3
Pα,F3 = 1 (A.21d)
erweist. Daru¨berhinaus ist es fu¨r die Normierung von Erwartungswerten angebracht,
zusa¨tzlich die Normierung der rechten Eigenvektoren zu fordern, d.h.
(α, F3|α, F3) = 1 . (A.22)
Mit den Quasiprojektoren kann man wegen (A.21d) die Matrixdarstellungen M und F 3
mit den Eigenwerten umschreiben in
M =
∑
α,F3
Eα,F3Pα,F3 , (A.23)
F 3 =
∑
α,F3
F3Pα,F3 . (A.24)
A.2 Quantenmechanik des Zwei-Teilchen-Problems
In diesem Abschnitt wollen wir die Grundlagen zur Beschreibung eines wasserstoffa¨hnli-
chen Atoms als Produktzustand von atomaren Zusta¨nden und Wellenpaketen im Orts-
raum erarbeiten. Wir betrachten das Atom als Zwei-Teilchen-System, d.h. wir betrachten
den Atomkern als punktfo¨rmiges, geladenes Teilchen mit Kernspin I.
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Wir beginnen mit mo¨glichst allgemeinen Voraussetzungen und werden gegen Ende des Ab-
schnitts ein wenig spezieller. Der Hamiltonoperator kann unter Verwendung der (zuna¨chst
dreidimensionalen) SchwerpunktskoordinateR und der Relativkoordinate (des Elektrons)
r allgemein geschrieben werden als
H = Hext +Hint + V (r,R)
=
P 2
2M
+ Vext(R) +
p2
2m
+ Vint(r) + V (r,R) .
(A.25)
Dabei sei P der Schwerpunktsimpuls, M die Gesamtmasse, p der Relativimpuls und m
die reduzierte Masse des Elektrons. Vext(R) sei ein auf das Atom als ganzes wirkendes
Potential, Vint sei der Operator fu¨r die Wechselwirkung zwischen Elektron und Atom-
kern und V (r,R) sei ein Potential, das Schwerpunkts- und Relativbewegung miteinander
verknu¨pft2.
Zuna¨chst denken wir uns das Problem der Relativbewegung gelo¨st, d.h. es sei unter Ver-
wendung von p = 1
i
∇r
Hintϕj(r) =
(
− 1
2m
∇2r + Vint(r)
)
ϕj(r) = E
(0)
j (r)ϕj(r) , (j = 1, . . . , N) . (A.26)
Die ϕj(r) ko¨nnten z.B. die Wasserstoff-Wellenfunktionen ψn,L,L3(r) sein, die mit dem
Index j geeignet durchnummeriert seien. Wir wollen uns im folgenden nur auf den dis-
kreten Teil des Spektrums beschra¨nken und die Streulo¨sungen, die ein kontinuierliches
Eigenwertspektrum aufweisen, aus der Diskussion ausklammern.
An dieser Stelle bietet sich als Einschub eine Diskussion u¨ber innere atomare Eigen-
zusta¨nde an. Eine genauere Betrachtung des Atoms beinhaltet na¨mlich auch die Einbezie-
hung der Spin-Bahn-Kopplung (Feinstruktur) sowie der Wechselwirkung der magnetischen
Momente des Elektrons und der Atomkerns (Hyperfeinstruktur). In diesem Fall genu¨gt
aber eine Bezeichnung der Zusta¨nde mit den Quantenzahlen n, L, L3 nicht mehr, sondern
die inneren atomaren Zusta¨nde sind dann Linearkombinationen der Gesamtdrehimpuls-
zusta¨nde |nLJ , S, I, F, F3〉, in denen Kernspin I und Gesamtdrehimpuls J des Elektrons
zum Gesamtdrehimpuls F = I +J gekoppelt sind. Der Gesamtdrehimpuls des Elektrons
seinerseits ist die Summe aus Bahndrehimpuls und Spin, d.h. J = L + S. Die Zusta¨nde
|nLJ , S, I, F, F3〉 sind dann Eigenzusta¨nde der Drehimpulsoperatoren L2,S2,J2, I2,F 2
und F3 = e3 ·F . Da Elektronspin und Kernspin feste Gro¨ßen fu¨r jedes Atom sind, lassen
wir die zugeho¨rigen Quantenzahlen in der Dirac-Schreibweise weg, d.h. wir haben
|nLJ , F, F3〉 = Gesamtdrehimpulszusta¨nde von Kernspin, Bahndrehimpulsund Spin des Elektrons. (A.27)
Wie bereits erwa¨hnt sind die inneren atomaren Zusta¨nde i.A. Linearkombinationen der
eben eingefu¨hrten reinen Gesamtdrehimpulszusta¨nde, da z.B. die Hyperfeinstruktur zu
2Ein Beispiel hierfu¨r wa¨re das Potential des elektrischen Dipolmoments D = −er des Atoms in einem
von R abha¨ngigen, a¨ußeren elektrischen Feld E(R), also V (r,R) = −D · E(R)
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einer Mischung von Zusta¨nden verschiedener Elektrongesamtdrehimpulse J fu¨hrt. Diese
inneren atomaren Zusta¨nde wollen wir mit einem zusa¨tzlichen Hut u¨ber der Quantenzahl
L kennzeichnen und mit einer runden, statt einer spitzen Klammer schreiben, d.h.
|nLˆJ , F, F3) = innerer, atomarer Zustand im feldfreien Fall. (A.28)
Wenn mo¨glich, ku¨rzen wir die Gesamtdrehimpulszusta¨nde und die inneren atomaren,
feldfreien Zusta¨nde durch die Schreibweisen |j〉 und |j), j = 1, . . . , N , ab. Dabei ist j
einfach ein Index, der alle mo¨glichen Zusta¨nde geeignet durchnummeriert. Oft verwenden
wir auch den Index α anstelle von j in den inneren Zusta¨nden |α), um den Unterschied in
der Kurzschreibweise noch deutlicher zu machen. Zum Abschluss dieses kurzen Einschubs
wollen wir noch anmerken, dass die inneren atomaren Zusta¨nde bei vorhanden a¨ußeren
Feldern in der Form
|nLˆJ , F, F3,E ,B) = innerer atomarer Zustand im elektromagnetischen Feld , (A.29)
bzw. kurz als |α,E ,B) oder, um die Ortsabha¨ngigkeit zu verdeutlichen, als |α(R)) ge-
schrieben werden. Wir wollen betonen, dass fu¨r allgemeine a¨ußere Felder E und B die
in der Notation auftretenden Symbole L, J , F und F3 keine guten Quantenzahlen mehr
sein mu¨ssen. Die Notation ist so zu verstehen, dass der Zustand |nLˆJ , F, F3,E ,B) adiaba-
tisch aus dem atomaren Zustand |nLˆJ , F, F3) fu¨r verschwindende a¨ußere Felder entsteht.
Wir wollen weiterhin vereinbaren, dass diese adiabatische A¨nderung stets entlang einer
geraden Verbindungslinie der beiden Punkte (E = 0,B = 0) und (E ,B) stattfindet.
Nun zuru¨ck zur Diskussion des Zwei-Teilchen-Problems. Die Eigenfunktionen ϕj(r) aus
Gl. (A.26) seien orthonormiert, d.h. es gelte∫
R3
d3r ϕ∗j′(r)ϕj(r) = δj′,j . (A.30)
Eine Vollsta¨ndigkeitsrelation gilt fu¨r die diskreten Lo¨sungen und die Kontinuumslo¨sungen,
die wir mit einem kontinuierlichen Index a bezeichnen wollen. Sie lautet dann∑
j
ϕ∗j(r
′)ϕj(r) +
∫
a
da ϕ∗a(r
′)ϕa(r) = δ(r′ − r) . (A.31)
Die Gesamtwellenfunktion des Hamiltonoperators (A.25) erfu¨llt die Schro¨dinger-
Gleichung
HΨ(R, r, t) = i
∂
∂t
Ψ(R, r, t) . (A.32)
Betrachten wir nur gebundene Lo¨sungen des Hamiltonoperators ko¨nnen wir mit der
Vollsta¨ndigkeitsrelation (A.31) die Gesamtwellenfunktion als Superposition der gebun-
denen Lo¨sungen ϕj(r) mit diskretem Index j schreiben, d.h.
Ψ(R, r, t) =
∑
j
ψj(R, t)ϕj(r) (A.33)
164 Quantenmechanische Grundlagen
mit
ψj(R, t) =
∫
R3
d3r ϕ∗j(r)Ψ(R, r, t) ,
ψa(R, t) =
∫
R3
d3r ϕ∗a(r)Ψ(R, r, t) = 0 (fu¨r alle a) .
(A.34)
Stellen wir die inneren Eigenfunktionen ϕj(r) bzw. ihre Ket-Vektoren als Vektoren dar,
so ko¨nnen wir aus den Schwerpunktsanteilen ψj(R, t) einen verallgemeinerten Spinor
|Ψ(R, t)〉 = (ψj(R, t)) =

ψ1(R, t)
...
ψN(R, t)
 (A.35)
bilden. Wir wollen nun zu einer matrixwertigen Schro¨dinger-Gleichung fu¨r den verallge-
meinerten Spinor (A.35) gelangen. Dazu schreiben wir zuna¨chst die Gesamtwellenfunktion
in der Schro¨dinger-Gleichung (A.32) in der Form (A.33) und erhalten mit der Eigenwert-
gleichung (A.26)
HΨ(R, r, t) =
∑
j
(
− 1
2M
∇2R + Vext(R) + E(0)j + V (r,R)
)
ψj(R, t)ϕj(r)
=
∑
j
ϕj(r)
(
i
∂
∂t
ψj(R, t)
)
.
(A.36)
Nun projizieren wir von links auf die Eigenfunktion ϕ∗k(r) und erhalten∑
j
[
(− 1
2M
∇2R + Vext(R) + E(0)j )δk,j + V kj(R)
]
ψj(R, t) =
∑
j
δk,ji
∂
∂t
ψj(R, t)
(A.37)
mit der Matrix
V (R) =
∫
R3
d3r ϕ∗k(r)V (r,R)ϕj(r)
 . (A.38)
Definieren wir noch die Matrizen
E0 =
(
δk,jE
(0)
j
)
, (A.39)
V ges(R) = Vext(R)1+ V (R) , (A.40)
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so gelangen wir zu einer Schro¨dinger-Gleichung fu¨r den in (A.35) definierten, verallgemei-
nerten Spinor |Ψ(R, t)〉:
(
− 1
2M
∇2 + E0 + V ges(R)
)
|Ψ(R, t)〉 = i ∂
∂t
|Ψ(R, t)〉 . (A.41)
Der Vollsta¨ndigkeit halber sollte am Laplace-Operator noch eine Einheitsmatrix im (N ×
N)-dimensionalen Raum der inneren atomaren Zusta¨nde stehen, also ∇2 ≡ 1∇2. Es
versteht sich weiterhin von selbst, das der Laplace-Operator nur auf die Schwerpunkts-
Koordinate R wirkt.
Die in (A.27) eingefu¨hrten Gesamtdrehimpulszusta¨nde |j〉 bieten sich als Basis fu¨r die
Darstellung aller Matrizen an. Man beachte, dass die Matrix E0 zwar diagonal in der
Basis der freien inneren atomaren Zusta¨nde |α) diagonal ist, i.A. aber nichtdiagonal in
der Gesamtdrehimpulsbasis |j〉. Die Verwendung der Gesamtdrehimpulsbasis bietet sich
aber schon allein aufgrund der Mo¨glichkeit der Zerlegung in elementare Drehimpulseigen-
zusta¨nde unter Verwendung der Clebsch-Gordan-Koeffizienten an. Wir werden dies bei
der expliziten Berechnung der Massenmatrizen in Kapitel B sehen.
Wir fu¨hren nun die lokalen Eigenzusta¨nde
|α(R)) =
∑
j
cα,j(R)|j〉 (A.42)
der Potentialmatrix
V (R) = E0 + V ges(R) (A.43)
aus der Schro¨dinger-Gleichung (A.41) ein. Im Falle eines metastabilen Atoms kommt zum
freien Anteil E0 die Matrix − i2Γ der Zerfallsraten hinzu und die Potentialmatrix V (R)
geht u¨ber in die nichthermitesche Massenmatrix
M (R) = V (R)− i
2
Γ . (A.44)
In diesem Fall muss man - wie in Abschnitt A.1 diskutiert - rechte und linke Eigenvekto-
ren von M (R) unterscheiden und man erha¨lt fu¨r die linken Bra-Vektoren die zu (A.42)
analoge Zerlegung
(α(R)|˜ = ∑
j
c˜∗α,j(R)〈j| (A.45)
mit i.A. von den cα,j(R) verschiedenen Koeffizienten c˜α,j(R).
Im Moment wollen wir uns jedoch der Einfachheit halber auf stabile Atome beschra¨nken
und haben dann an jedem Ort R die Eigenwertgleichung
V (R)|α(R)) = Vα(R)|α(R)) , (α = 1, . . . , N) , (A.46)
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die wir als gelo¨st ansehen wollen. Wir gehen davon aus, dass keine Entartungen in den
Eigenwerten auftreten. Fu¨r den Zustand des Atoms ko¨nnen wir dann den Ansatz
|Ψ(R, t)〉 =
∑
α
Ψα(R, t)|α(R)) =
∑
α,j
Ψα(R, t)cα,j(R)|j〉 (A.47)
machen. Die urspru¨nglichen Wellenpakete ψj(R, t) in der Darstellung der Gesamtdre-
himpulszusta¨nde sind jetzt Linearkombination der Wellenpakete Ψα(R, t) in der neuen,
lokalen Basis von Eigenzusta¨nden. Es gilt nach Projektion auf den Zustand |j〉
ψj(R, t) = 〈j|Ψ(R, t)〉 =
∑
α
Ψα(R, t)cα,j(R) . (A.48)
Setzen wir nun den Zustand |Ψ(R, t)〉 in der lokalen Darstellung (A.47) in die Schro¨dinger-
Gleichung (A.32) ein, so folgt
∑
α
(
− 1
2M
∇2 + Vα(R)
)
Ψα(R, t)|α(R)) =
∑
α
i
∂
∂t
Ψα(R, t)|α(R)) . (A.49)
Nehmen wir nun an, es ga¨be keine a¨ußeren Potentiale, dann ha¨ngen die Zusta¨nde |α(R))
nicht mehr von R ab und es folgt nach Projektion auf einen Zustand |β)(
− 1
2M
∇2 + Vβ
)
Ψβ(R, t) = i
∂
∂t
Ψβ(R, t) . (A.50)
Die Lo¨sungen dieser Schro¨dinger-Gleichung sind einfach die ebenen Wellen, die zu einem
Wellenpaket superponiert werden ko¨nnen, d.h.
Ψβ(R, t) =
∫
d3k Ψ˜β(k) exp
{
−i
(
k2
2M
+ Vβ
)
t+ ik ·R
}
. (A.51)
Jede ebene Welle hat dabei eine Gesamtenergie
Eβ(k) =
k2
2M
+ Vβ , (A.52)
die die Summe aus kinetischer Energie k2/2M und innerer Energie Vβ des (freien) ato-
maren Zustands |β) ist.
Die in diesem Abschnitt erarbeiteten Ergebnisse stellen die Grundlage zur Betrachtung
der metastabilen Atome mit mehreren inneren Zusta¨nden in matrixwertigen Potentialen
in Kapitel 6 dar.
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A.3 Sto¨rungsrechnung fu¨r nichthermitesche Massen-
matrizen
Wir u¨bertragen den Formalismus der Sto¨rungsrechnung auf den Fall nichthermitescher
Massenmatrizen. Dazu gehen wir aus von einer Matrix
M (λ) = M 0 + λM 1 , (A.53)
wobei M 0 und M 1 beide nichthermitesch sein ko¨nnen und λ ein reeller Parameter ist.
Wir nehmen an, dass das Eigenwertproblem fu¨r M 0 gelo¨st sei und die Eigenwerte nicht
entartet sind3, d.h. es gelte
E0α 6= E0β fu¨r α 6= β (A.54)
und
M 0|α0) = E0α|α0), (α0|˜ M 0 = (α0|˜ E0α (A.55)
mit den ungesto¨rten rechten Eigenvektoren |α0) und linken Eigenvektoren |α˜0). Wie be-
reits in Anhang A.1 erkla¨rt, ko¨nnen wir fu¨r die linken und rechten Eigenvektoren die
Orthonormalita¨tsrelation
(α˜0|β0) = δαβ (A.56)
mit 1 ≤ α, β ≤ N fordern und damit Quasiprojektoren
P
0
α := |α0)(α0|˜ , (α = 1, . . . , N) , (A.57)
definieren, die die Eigenschaften∑
α
P
0
α = 1 ,
P
0
αP
0
β = P
0
αδαβ
(A.58)
besitzen. Die Eigenwerte von M (λ) berechnen sich aus der charakteristischen Gleichung
det [M (λ)− E · 1] = 0 . (A.59)
Fu¨r genu¨gend kleine λ ko¨nnen wir auch die gesto¨rten Eigenwerte als nicht entartet an-
nehmen:
Eα(λ) 6= Eβ(λ) fu¨r α 6= β . (A.60)
3Diese Annahme wird uns auch in den folgenden Abschnitten begleiten, sowie in Kapitel 7, wo wir
viele der im Folgenden erhaltenen Ergebnisse anwenden.
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Dies impliziert (siehe [31]) die Existenz von linken und rechten Eigenvektoren und von
Quasiprojektoren fu¨r die gesto¨rte Matrix M (λ):
|α(λ)), (α(λ)|˜ , Pα(λ) . (A.61)
In [31], Anhang C, wurde weiter gezeigt, dass die in (A.61) dargestellten Gro¨ßen diffe-
renzierbar nach λ (in einer geeigneten Umgebung von Null) sind. Es zeigt sich, dass die
korrekt normierten Eigenvektoren gegeben sind als
|α(λ)) = Pα(λ)|α0) ,
(α(λ)|˜ = [Sp(Pα(λ)Pα(0))]−1 (α0|˜ Pα(λ) . (A.62)
Wir wollen nun die Sto¨rungsentwicklung der Quasiprojektoren und somit der Zusta¨nde
berechnen und gehen dabei wie im Falle hermitescher Matrizen vor, wobei die Methode
aus [39], Kap. 16.3, verwendet wird. Wir definieren die Resolvente
G0(w) :=
1
w −M 0
, (w ∈ C) , (A.63)
die man wegen
G0(w)P
0
α =
P
0
α
w − E0α
(A.64)
und (A.57) schreiben kann als
G0(w) =
∑
α
P
0
α
w − E0α
. (A.65)
Der Quasiprojektor P0α ist also das Residuum des einfachen Poles von G0(w) an der Stelle
E0α und kann daher mit der Cauchyschen Integralformel geschrieben werden als
P
0
α =
1
2pii
∮
Cα
G0(w) dw , (A.66)
wobei Cα ein in der komplexen Ebene geschlossener Weg sei, der entgegen dem Uhrzei-
gersinn la¨uft und ausschließlich die Singularita¨t bei E0α einschließt. Da wir fu¨r hinreichend
kleine λ die Eigenwerte Eα(λ) ebenfalls als diskret und nicht entartet annehmen ko¨nnen,
gilt die analoge Relation fu¨r den gesto¨rten Quasiprojektor Pα(λ):
Pα(λ) =
1
2pii
∮
Cα
G(w) dw , (A.67)
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mit
G(w) :=
1
w −M 0 − λM 1
. (A.68)
Wir entwickeln nun die Resolvente G(w) nach λ. Es gilt
G(w) =
1
w −M 0 − λM 1
=
1
w −M 0
[(w −M 0 − λM 1) + λM 1]
1
w −M 0 − λM 1
=
1
w −M 0
+
1
w −M 0
λM 1
1
w −M 0 − λM 1
= G0(w) [1 + λM 1G(w)] .
Durch iteratives Einsetzen von G(w) ergibt sich
G(w) =
∞∑
n=0
G0(w) [λM 1G0(w)]
n =
∞∑
n=0
(w −M 0)−1
[
λM 1(w −M 0)−1
]n
(A.69)
und durch Einschieben der Vollsta¨ndigkeitsrelation (A.57) fu¨r die ungesto¨rten Quasipro-
jektoren erhalten wir weiter
G(w) =
∞∑
n=0
{∑
β
P
0
β
w − E0β
[∑
γ
λM 1
P
0
γ
w − E0γ
]n}
. (A.70)
Nun berechnen wir aus (A.67) die Sto¨rungsentwicklung des Quasiprojektors Pα(λ). Bis
zur zweiten Ordnung in λ haben wir mit (A.70):
Pα(λ) =
∑
β
P
0
β
1
2pii
∮
Cα
1
w − E0β
dw +
∑
β,γ
P
0
βλM 1P
0
γ
1
2pii
∮
Cα
1
(w − E0β)(w − E0γ)
dw
+
∑
β,γ,κ
P
0
βλM 1P
0
γλM 1P
0
κ
1
2pii
∮
Cα
1
(w − E0β)(w − E0γ)(w − E0κ)
dw +O(λ3)
(A.71)
Zur Berechnung der Integrale verwendet man die Residuenformel (siehe z.B. Theorem 6.3
in [48]), die in unserem Fall in der Form
1
2pii
∮
Cα
f(w) dw = Res(f(w);E0α) ,
Res(f(w);E0α) =
[
(∂w)
k−1(w − E0α)kf(w)
]
(k − 1)!
∣∣∣∣∣
w=E0α
(A.72)
geschrieben werden kann, wobei f(w) jeweils aus den Integralen in (A.71) zu u¨bernehmen
ist und angenommen wurde, dass der Faktor (w − E0α)−1 in der k-ten Potenz vorkommt,
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d.h. f(w) einen Pol k-ter Ordnung in E0α aufweist. In der Ordnung λ
0 erhalten wir also den
ungesto¨rten Quasiprojektor P0α, da Cα ja nur die Singularita¨t bei E
0
α einschließen soll. Bei
ho¨heren Ordnungen muss man, je nachdem wieviele der Summationsindizes β, γ, κ, . . .
gleich α sind, das Residuum des Poles bei E0α mit (A.72) berechnen. Sind alle Indizes
gleich α, so ergibt das Integral also gerade Null.
Bis zur zweiten Ordnung in λ ergibt sich schließlich
Pα(λ) = P
0
α +
∑
β 6=α
[
P
0
αλM 1P
0
β +P
0
βλM 1P
0
α
]
E0α − E0β
+
∑
β,γ 6=α
[
P
0
αλM 1P
0
βλM 1P
0
γ +P
0
βλM 1P
0
γλM 1P
0
α +P
0
γλM 1P
0
αλM 1P
0
β
]
(E0α − E0γ)(E0α − E0β)
−
∑
β 6=α
[
P
0
αλM 1P
0
αλM 1P
0
β +P
0
αλM 1P
0
βλM 1P
0
α +P
0
βλM 1P
0
αλM 1P
0
α
]
(E0α − E0β)2
+O(λ3)
(A.73)
Die beiden letzten Summen geho¨ren dabei zur Ordnung λ2. Die Norm berechnet sich dann
zu
Sp[Pα(λ)P
0
α] = 1−
∑
β 6=α
1
(E0α − E0β)2
Sp[λM 1P
0
βλM 1P
0
α] +O(λ3) (A.74)
Mit den letzten beiden Gleichungen und zusammen mit (A.62) ko¨nnen wir die Entwick-
lung der linken und rechten Eigenvektoren bei gegebener Matrix M (λ) durchfu¨hren. Die
Entwicklung der Eigenwerte erha¨lt man aus der Gleichung fu¨r den Erwartungswert der
Matrix M (λ):
Eα(λ) = Sp[M (λ)Pα(λ)] = Sp[(M 0 + λM 1)Pα(λ)]
= E0α + Sp[λM 1P
0
α] +
∑
β 6=α
1
E0α − E0β
Sp[λM 1P
0
βλM 1P
0
α] +O(λ3) (A.75)
A.4 Sto¨rungstheoretische Berechnung der Ablei-
tungsmatrizen
In diesem Kapitel wollen wir (eindimensional) ortsabha¨ngige Matrizen und Eigenvektoren
betrachten, d.h. es soll
M (z)|α(z)) = Eα(z)|α(z)) (A.76)
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fu¨r alle Orte z ∈ R gelten. Wir interessieren uns nun fu¨r die Eigenwertgleichung an einem
infinitesimal benachbarten Ort z′ = z + δz. Auch dort muss die Eigenwertgleichung
M (z + δz)|α(z + δz)) = Eα(z + δz)|α(z + δz)) (A.77)
gelten. Nach Taylorentwicklung aller z-abha¨ngigen Gro¨ßen erha¨lt man daraus(
M (z) + δz (∂zM (z)) +
1
2!
(δz)2
(
∂2zM (z)
) )
×
(
|α(z)) + δz∂z|α(z)) + 12!(δz)2∂2z |α(z))
)
+O((δz)3)
=
(
Eα(z) + δz (∂zEα(z)) +
1
2!
(δz)2
(
∂2zEα(z)
) )
×
(
|α(z)) + δz∂z|α(z)) + 12!(δz)2∂2z |α(z))
)
+O((δz)3) .
(A.78)
Wie man sieht, la¨uft dies auf eine Sto¨rungsentwicklung hinaus. Der reelle Parameter λ
entspricht nun δz, desweiteren identifiziert man
|αn) =ˆ [ 1
n!
(∂z)
n|α(z))] , Enα =ˆ [ 1n!(∂z)nEα(z)] , M n =ˆ [ 1n!(∂z)nM (z)] . (A.79)
Der einzige Unterschied zum letzten Abschnitt ist, dass nun die Sto¨rung der MatrixM (z)
nicht mehr linear in δz ist, sondern Beitra¨ge von beliebig hoher Ordnung in δz entha¨lt,
d.h. es gilt mit M n aus (A.79)
M (z + δz) = M (z) +
∞∑
n=1
(δz)nM n . (A.80)
In den Formeln des letzten Abschnitts entspricht dies einer Entwicklung der gesto¨rten
Massenmatrix nach dem Parameter λ,
M (λ) = M 0 +
∞∑
n=1
λnM n , (A.81)
wobei die M n in dieser Gleichung natu¨rlich nichts mit den Ortsableitungen aus (A.79)
zu tun haben. Die Herleitung aus dem letzten Abschnitt kann nun im Prinzip u¨bernom-
men werden. Auf diese Weise gelangt man schließlich zu einer Sto¨rungsentwicklung des
Quasiprojektors Pα(λ), in der folgende Ersetzung des urspru¨nglichen Sto¨ranteils λM 1
vorgenommen wurde:
λM 1 −→
∞∑
n=1
λnM n . (A.82)
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Die Entwicklung (A.73) wird dann nach Ausmultiplikation zu
Pα(λ) = P
0
α +
∑
β 6=α
[
P
0
αλM 1P
0
β +P
0
βλM 1P
0
α
]
E0α − E0β
+
∑
β 6=α
[
P
0
αλ
2M 2P
0
β +P
0
βλ
2M 2P
0
α
]
E0α − E0β
+
∑
β,γ 6=α
[
P
0
αλM 1P
0
βλM 1P
0
γ +P
0
βλM 1P
0
γλM 1P
0
α +P
0
γλM 1P
0
αλM 1P
0
β
]
(E0α − E0γ)(E0α − E0β)
−
∑
β 6=α
[
P
0
αλM 1P
0
αλM 1P
0
β +P
0
αλM 1P
0
βλM 1P
0
α +P
0
βλM 1P
0
αλM 1P
0
α
]
(E0α − E0β)2
+O(λ3) .
(A.83)
Nur der Beitrag aus der zweiten Zeile, der zweiter Ordnung in λ ist, ist neu hinzuge-
kommen. Er stammt aus der (urspru¨nglichen) ersten Ordnung von (A.73). Alle weiteren,
neuen Beitra¨ge sind mindestens von der Ordnung λ3 und treten deshalb nicht in obiger
Formel auf.
Nun wollen wir diese allgemeinen Ergebnisse wieder auf den hier vorliegenden Fall u¨ber-
tragen. Wir identifizieren wieder δz als den Sto¨rparameter und erhalten dann eine gesto¨rte
Massenmatrix der Form (A.80), wobei nun die M n aus (A.79) zu u¨bernehmen sind. Wir
wollen die Entwicklung der gesto¨rten Quasiprojektoren
Pα(z + δz) = |α(z + δz))(α(z + δz)|˜ , (α = 1, . . . , N) , (A.84)
nach den ungesto¨rten Quasiprojektoren
Pα(z) = |α(z))(α(z)|˜ , (α = 1, . . . , N) , (A.85)
erhalten, um damit die Entwicklung der Zusta¨nde |α(z + δz)) durch die Projektion
|α(z + δz)) = Pα(z + δz)|α(z)) =
∞∑
n=0
1
n!
(δz)
n∂nz |α(z)) (A.86)
zu berechnen. Aus der Ordnung (δz)n der Entwicklung des Quasiprojektors erhalten wir
dann gema¨ß Gl. (A.86) einen Ausdruck fu¨r die n-te Ableitung des Zustand |α(z)) an der
Stelle z. Dies wird dann schließlich die Berechnung der Ableitungsmatrizen
D (n)βα (z) = (β(z)|˜ ∂nz |α(z)) , (n ∈ N) , (A.87)
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ermo¨glichen. Wir erhalten also aus (A.83) mit den Ersetzungen
Pα(λ) −→ Pα(z + δz) ,
P
0
α −→ Pα(z) ,
E0α −→ Eα(z) ,
λ −→ δz ,
M n −→ 1n!∂nzM (z)
(A.88)
die Formel
Pα(z + δz) = Pα(z)
+ (δz)
∑
β 6=α
[
Pα(z)(∂zM (z))Pβ(z) +Pβ(z)(∂zM (z))Pα(z)
]
Eα(z)− Eβ(z)

+ (δz)2
(∑
β 6=α
[
Pα(z)(∂2zM (z))Pβ(z) +Pβ(z)(∂
2
zM (z))Pα(z)
]
2!(Eα(z)− Eβ(z))
−
∑
β 6=α
[
Pα(z)(∂zM (z))Pα(z)(∂zM (z))Pβ(z)
(Eα(z)− Eβ(z))2
+
Pα(z)(∂zM (z))Pβ(z)(∂zM (z))Pα(z)
(Eα(z)− Eβ(z))2
+
Pβ(z)(∂zM (z))Pα(z)(∂zM (z))Pα(z)
(Eα(z)− Eβ(z))2
]
+
∑
β,γ 6=α
[
Pα(z)(∂zM (z))Pβ(z)(∂zM (z))Pγ(z)
(Eα(z)− Eγ(z))(Eα(z)− Eβ(z))
+
Pβ(z)(∂zM (z))Pγ(z)(∂zM (z))Pα(z)
(Eα(z)− Eγ(z))(Eα(z)− Eβ(z))
+
Pγ(z)(∂zM (z))Pα(z)(∂zM (z))Pβ(z)
(Eα(z)− Eγ(z))(Eα(z)− Eβ(z))
])
+O((δz)3) .
(A.89)
Wir lesen also gema¨ß (A.86) die Ableitungen des Zustands |α(z)) wie folgt ab:
∂z|α(z)) =
∑
β 6=α
|β(z))(β(z)|
˜ (∂zM (z))|α(z))
Eα(z)− Eβ(z) (A.90)
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und
∂2z |α(z)) =
∑
β 6=α
|β(z))
[
(β(z)|˜ (∂2zM (z))|α(z))
Eα(z)− Eβ(z)
− 2!(β(z)|
˜ (∂zM (z))|α(z))(α(z)|˜ (∂zM (z))|α(z))
(Eα(z)− Eβ(z))2
+ 2!
∑
γ 6=α
(β(z)|˜ (∂zM (z))|γ(z))(γ(z)|˜ (∂zM (z))|α(z))
(Eα(z)− Eγ(z))(Eα(z)− Eβ(z))
]
− |α(z))
[
2!
∑
β 6=α
(α(z)|˜ (∂zM (z))|β(z))(β(z)|˜ (∂zM (z))|α(z))
(Eα(z)− Eβ(z))2
]
.
(A.91)
Man erkennt, dass ∂2z |α(z)) im Gegensatz zu ∂z|α(z)) auch eine Komponente in |α(z))-
Richtung hat. Man kann sich leicht davon u¨berzeugen, dass dies dazu fu¨hrt, dass die Norm
des gesto¨rten Zustands |α(z + δz)) dem bereits fru¨her in (A.74) berechneten Ausdruck
entspricht (natu¨rlich nach den Ersetzungen aus (A.88)).
Die Matrixelemente der Ortsableitungsmatrizen (A.87) lauten also mit (A.90)
D (1)βα(z) = (β(z)|˜ ∂z|α(z))
β 6=α
=
(β(z)|˜ (∂zM (z))|α(z))
Eα(z)− Eβ(z) ,
(A.92a)
D (1)αα(z) = 0 (A.92b)
und mit (A.91)
D (2)βα(z) = (β(z)|˜ ∂2z |α(z))
β 6=α
=
(β(z)|˜ (∂2zM (z))|α(z))
Eα(z)− Eβ(z)
− 2!(β(z)|
˜ (∂zM (z))|α(z))(α(z)|˜ (∂zM (z))|α(z))
(Eα(z)− Eβ(z))2
+ 2!
∑
γ 6=α
(β(z)|˜ (∂zM (z))|γ(z))(γ(z)|˜ (∂zM (z))|α(z))
(Eα(z)− Eγ(z))(Eα(z)− Eβ(z)) ,
(A.93a)
D (2)αα(z) = 2!
∑
β 6=α
(α(z)|˜ (∂zM (z))|β(z))(β(z)|˜ (∂zM (z))|α(z))
(Eα(z)− Eβ(z))2 . (A.93b)
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Dabei ist zu beachten, dass die Nebendiagonalelemente und die Diagonalelemente je-
weils separat angegeben wurden. Um die obigen Matrixelemente berechnen zu ko¨nnen,
muss man sich also zuna¨chst die Massenmatrix M (z) beschaffen. In deren Matrixele-
menten treten dann die z-abha¨ngigen elektrischen und magnetischen Felder explizit auf,
die vorgegeben sein mu¨ssen. Diese Matrixelemente sind dann die einzigen, die auch in
den Ableitungen der Massenmatrix ungleich Null sind. Schließlich muss man noch die
ortsabha¨ngigen Eigenvektoren |α(z)) zu M (z) kennen.
Eine weitere nu¨tzliche Schreibweise der obigen Matrixelemente ko¨nnen wir unter Verwen-
dung der Resultate aus (A.92) erhalten:
D (2)βα(z)
β 6=α
=
(β(z)|˜ (∂2zM (z))|α(z))
Eα(z)− Eβ(z)
− 2D (1)βα(z)
[
(α(z)|˜ (∂zM (z))|α(z))− (β(z)|˜ (∂zM (z))|β(z))]
Eα(z)− Eβ(z)
+ 2
∑
γ 6=α,
γ 6=β
D (1)βγ (z)D
(1)
γα(z)
Eβ(z)− Eγ(z)
Eα(z)− Eγ(z)
D (2)αα(z) = −2
∑
β 6=α
D (1)αβ(z)D
(1)
βα(z) .
(A.94)
An dieser Stelle wollen wir ausdru¨cklich darauf hinweisen, dass die hier vorgestellte Metho-
de zur Berechnung der Matrixelemente fu¨r die Betrachtung geometrischer Phasen (siehe
Kapitel 7) ungeeignet ist. Durch die Verwendung sto¨rungstheoretischer Methoden entha¨lt
die erste Ortsableitung eines Eigenzustands |α(z)) nur Beitra¨ge von Eigenzusta¨nden mit
Indizes β 6= α. Fu¨r geometrische Phasen (im adiabatischen Grenzfall) muss aber gerade
(α(z)|˜ ∂z|α(z)) 6= 0 gelten.
Die hier verwendete Methode legt also automatisch fu¨r jedes Z eine spezielle, lokale Phase
der Eigenzusta¨nde fest. Wa¨hlt man nun eine andere lokale Phase4 d.h.
|α(z)) = eiφα(z)|α′(z)) , (A.95)
so folgt
0 = (α(z)|˜ ∂z|α(z)) = i∂zφα(z) + (α′(z)|˜ ∂z|α′(z)) (A.96)
4Die Eigenzusta¨nde der Massenmatrix sind nur bis auf eine lokale Phase bestimmt. Die Orthonor-
malita¨t der linken und rechten Eigenzusta¨nde bleibt erhalten, solange |α(z)) = exp {iφα(z)} |α′(z)) und
(α(z)|˜ = exp {−iφα(z)} (α′(z)|˜ gewa¨hlt wird, wobei φα(z) eine beliebige, komplexe Funktion sein darf.
Fordert man allerdings die Normierung der rechten Eigenzusta¨nde, so wie wir es in der vorliegenden Arbeit
stets getan haben, muss φα(z) reell sein. Wir mu¨ssen beru¨cksichtigen, dass der geometrische Phasenwin-
kel hier im Allgemeinen nicht reell ist, da wir Eigenzusta¨nde einer nichthermiteschen Matrix betrachten,
siehe dazu auch Anhang 7.
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und die geometrische Phase der Zusta¨nde |α′(z)) wa¨re fu¨r ∂zφα(z) 6= 0 i.A. nicht mehr
identisch Null.
Mit der hier vorgestellten Methode sammelt sich die geometrische Phase in den Zusta¨nden
an. Hat man ein adiabatisches Potential, das sich an den Orten z0 und zD gleicht, so ist
mit der hier verwendeten Methode nicht mehr sichergestellt, dass |α(z0)) = |α(zD)). Der
Unterschied ist gerade die geometrische Phase, d.h. es gilt |α(zD)) = exp {iγα(zD)} |α(z0)),
wobei γα(zD) der geometrische Phasenwinkel ist.
In praktischen Rechnungen wird das Eigenwertproblem der Massenmatrix an jedem Ort
numerisch gelo¨st. Ist M (z0) = M (zD), so gilt sicher |α(z0)) = |α(zD)), d.h. in numeri-
schen Rechnungen sollte der geometrische Phasenfaktor leicht zu extrahieren sein, denn
dann ist i.A. auch D (1)αα(z) 6= 0.
A.5 Die Parita¨tstransformation der geometrischen
Flussdichten
In Abschnitt 7.3.4 diskutieren wir P-erhaltende und P-verletzende geometrische Fluss-
dichten. Um wirklich zu verstehen, warum diese Flussdichten sich unter P-Transformation
entsprechend verhalten, mu¨ssen wir wissen, wie die P-Transformation auf die ungesto¨rte
(d.h. δ1 = δ2 = 0) Massenmatrix M (E ,B), die P-verletzenden Matrizen M (1,2)PV und die
ungesto¨rten Eigenzusta¨nde |α(0)(E ,B)) wirkt. Wir halten uns an die in Abschnitt 7.3.4
verwendete Notation.
Die P-Transformation (auch ra¨umliche Inversion genannt) ist die Punktspiegelung der
ra¨umlichen Koordinaten,
P : x −→ −x . (A.97)
Bei der Anwendung der P-Transformation auf vektorwertige Gro¨ßen unterscheidet man
zwischen polaren und axialen Vektoren. Wa¨hrend polare Vektoren ihr Vorzeichen unter
P-Transformation a¨ndern, sind axiale Vektoren invariant unter P-Transformation. Der
Ortsvektor x und der Impuls p sind z.B. polare Vektoren, Drehimpulse dagegen sind
axiale Vektoren. Das elektrische Feld E wechselt als polarer Vektor sein Vorzeichen unter
P-Transformation, das magnetische Feld B dagegen bleibt als axialer Vektor invariant
(siehe hierzu auch [49], Kap. 6.10, Abschnitt B, S. 269 f. und Tabelle 6.1, S. 271).
Die Transformationseigenschaften der einfachen Vektoren u¨bertragen sich direkt auf die
in der Quantenmechanik zugeordneten Operatoren, die wir uns im Unterraum der ato-
maren Zusta¨nde mit Hauptquantenzahl n = 2 in der Gesamtdrehimpulsbasis |j〉 (siehe
Gl. (A.27) in Anhang A.2) als Matrizen dargestellt denken ko¨nnen. Die Darstellung der
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Parita¨tstransformation in dieser Basis wollen wir mit P bezeichen. Es gilt dann
P xP† = −x (A.98)
und somit auch fu¨r das Dipolmoment D,
PDP† = −eP xP† = +ex = −D . (A.99)
Das magnetische Moment des Atoms (bzw. des Elektrons, da der Beitrag des Kerns ver-
nachla¨ssigbar klein ist), bleibt dagegen invariant unter P-Transformation, da es nur von
Drehimpulsoperatoren abha¨ngt. Es gilt (siehe auch Gl. (B.17))
P µP† = −µBP (L+ gS)P† = −µB (L+ gS) = µ . (A.100)
Betrachten wir nun den P-erhaltenden Anteil der Massenmatrix aus Gl. (7.69) ,
M (E ,B) = M˜ 0 −D · E − µ ·B . (A.101)
Wenden wir hierauf die P-Transformation an, mu¨ssen wir dabei nur die Wirkung auf die
freie, P-erhaltende Massenmatrix M˜ 0, sowie auf die Matrizen D und µ fu¨r das Dipol-
moment und das magnetische Moment beru¨cksichtigen. Die Feldsta¨rken bleiben von der
P-Transformation, die eine Matrixmultiplikation ist, unberu¨hrt. Der Anteil M˜ 0 bleibt in-
variant unter P-Transformation, denn er repra¨sentiert das freie Atom ohne P-verletzende
Beitra¨ge. Das Coulomb-Potential, in dem das Elektron sich befindet, ist kugelsymmetrisch
und ha¨ngt somit nur vom Betrag des Ortsvektors des Elektrons ab. Weitere (relativisti-
sche) Korrekturen wie Fein- und Hyperfeinstruktur ha¨ngen neben Drehimpulsoperatoren
ebenfalls nur vom Betrag des Ortsvektors ab. Eine ausfu¨hrliche Abhandlung u¨ber die
quantenmechanischen Beschreibung des Wasserstoffatoms findet sich z.B. in [50].
Mit Gl. (A.99) und (A.100) erhalten wir also
PM (E ,B)P† = M˜ 0 +D · E − µ ·B = M (−E ,B) . (A.102)
Eine Anwendung der P-Transformation auf die Eigenzusta¨nde von M (E ,B) wird dem-
zufolge einen Eigenzustand zu den P-Transformierten Feldsta¨rken (−E ,B) liefern. Im
allgemeinen wird aber noch eine Phasenfaktor aufgrund der intrinsischen Parita¨t des ato-
maren Zustands hinzukommen. Um diese Phasenfaktoren in der Diskussion der geome-
trischen Flussdichten in Abschnitt 7.3.4 zu vermeiden, bietet sich die Betrachtung der
P-Transformation der (ebenfalls ungesto¨rten) Quasiprojektoren Pα(E ,B) an. Diese kann
man mit Hilfe der Resolvente (vgl. [31], Abschnitt 3.3)
1
M (E ,B)− ξ1 =
∑
α
P
(0)
α (E ,B)
E
(0)
α (E ,B)− ξ
, (ξ ∈ C) (A.103)
erhalten. Wir haben hier die Vollsta¨ndigkeitsrelation fu¨r die Quasiprojektoren
P
(0)
α (E ,B) = |α(0)(E ,B))(α(0)(E ,B)|˜ aus Gl. (A.21d) verwendet und die Schreibweise
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E
(0)
α (E ,B) fu¨r die Energieeigenwerte der P-erhaltenden Massenmatrix (A.101) aus Kap. 7
u¨bernommen. Wenden wir die P-Transformation auf die linke Seite dieser Gleichung an,
so folgt
P 1
M (E ,B)− ξ1P
† =
1
M (−E ,B)− ξ1 =
∑
α
P
(0)
α (−E ,B)
E
(0)
α (−E ,B)− ξ
. (A.104)
Dies muss aber gleich der P-Transformieren rechten Seite von Gl. (A.103) sein, d.h.
∑
α
P
(0)
α (−E ,B)
E
(0)
α (−E ,B)− ξ
=
∑
α
P P(0)α (E ,B)P†
E
(0)
α (E ,B)− ξ
. (A.105)
Bei angenommener Nichtentartung der Eigenwerte Eα(E ,B) kann man nun die Polstruk-
tur in der Variable ξ betrachten, die auf beiden Seiten der Gleichung natu¨rlich identisch
sein muss. Bei geeigneter Durchnummerierung in α fu¨r elektrische Felder E und −E erha¨lt
man also
E(0)α (E ,B) = E(0)α (−E ,B) , (A.106)
P P(0)α (E ,B)P† = P(0)α (−E ,B) , (A.107)
(α = 1 . . . , N) .
Die Gleichung (A.106) dru¨ckt dabei nichts anderes aus als die Abwesenheit eines linearen
Stark-Effekts, die (auch fu¨r den Fall metastabiler Atome) fu¨r ein statisches elektrisches
Feld schon seit langer Zeit bekannt ist (siehe z.B. [51], Abschnitt 4.1 und die dort auf-
gefu¨hrten Referenzen).
Nun untersuchen wir die Wirkung auf die (auf δ1,2 normierten) Matrixdarstellungen
M (κ)PV(E ,B) =
(
(α(0)(E ,B)|˜ H(κ)PV |β(0)(E ,B))/δκ) , (κ = 1, 2) , (A.108)
der P-verletzenden Hamiltonoperatoren H
(1,2)
PV , deren Matrixelemente in der Darstellung
der Gesamtdrehimpulszusta¨nde in Anhang B.1.1, Gl. (B.9) angegeben sind.
Wie man [31], Gl. (2.11) und (2.12) entnehmen kann, sind die Operatoren H
(1,2)
PV nach der
sogenannten nichtrelativistischen Reduktion gegeben durch
H
(1)
PV = C
(1)
PV
{
δ3(x)(σ · p) + (σ · p)δ3(x)} , (A.109)
H
(2)
PV = C
(2)
PV
{
δ3(x)(I · σ)(σ · p) + (σ · p)(I · σ)δ3(x)} , (A.110)
mit zwei Konstanten C
(1,2)
PV ∈ R, die fu¨r die folgende Untersuchung nicht weiter interessant
sind. In H
(1)
PV steht ein Produkt des axialen Vektoroperators σ fu¨r den Elektronspin mit
dem polaren Vektoroperator des Impulses p. Unter P-Transformation wird H
(1)
PV also sicher
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sein Vorzeichen a¨ndern. In H
(2)
PV kommt noch das P-invariante Produkt von Kernspin und
Elektronspin hinzu, also haben wir
PH
(κ)
PVP
† = −H(κ)PV , (κ = 1, 2) . (A.111)
Schreiben wir M (κ)PV(E ,B) mit Hilfe der Quasiprojektoren als
M (κ)PV(E ,B) =
∑
α,β
P
(0)
α (E ,B)H(κ)PVP(0)β (E ,B) , (A.112)
wobei H
(κ)
PV die P-verletzenden Matrizen in der |j〉-Darstellung seien, so folgt mit (A.107)
und (A.111)
PM (κ)PV(E ,B)P† =
∑
α,β
P P(0)α (E ,B)P†P H(κ)PVP†P P(0)β (E ,B)P†
= −
∑
α,β
P
(0)
α (−E ,B)H(κ)PVP(0)β (−E ,B)
= −M (κ)PV(−E ,B) .
(A.113)
Mit der gleichen Methode5 kann man sich davon u¨berzeugen, dass fu¨r die lokalen Ma-
trixdarstellung des Dipolmoments und des magn. Moments gilt
PD(E ,B)P† = −D(−E ,B) , (A.114)
bzw.
P µ(E ,B)P† = +µ(−E ,B) . (A.115)
In der P-erhaltenden geometrischen Flussdichte J (E,PC)α,` (E ,B) aus Gl. (7.82a) genu¨gt es,
den repra¨sentativen Beitrag∑
β 6=α
Di,αβ(E ,B)Dj,βα(E ,B)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
= Sp
Di
∑
β 6=α
P
(0)
β (E ,B)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
DjP(0)α (E ,B)

(A.116)
zu betrachten. Durch geschicktes Einschieben von Einheitsmatrizen in der Form 1 = P†P
zwischen den Dipolmomenten und den Projektoren, erhalten wir unter Verwendung der
5Durch Ersetzen von H(κ)PV durch D bzw. µ in (A.113) und Anwendung der Relationen (A.99), (A.100)
sowie (A.107).
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obigen Relationen∑
β 6=α
Di,αβ(E ,B)Dj,βα(E ,B)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
= Sp
Di
∑
β 6=α
P
(0)
β (−E ,B)(
E
(0)
α (−E ,B)− E(0)β (−E ,B)
)2
DjP(0)α (−E ,B)

=
∑
β 6=α
Di,αβ(−E ,B)Dj,βα(−E ,B)(
E
(0)
α (−E ,B)− E(0)β (−E ,B)
)2 .
(A.117)
Die beiden Vorzeichen, die bei der P-Transformation der Dipolmomente entstehen, he-
ben sich gegenseitig auf. Um das Vorzeichen des elektrischen Feldes in den Argumenten
der Energien umzukehren, haben wir Gl. (A.106) verwendet. Die Argumentation fu¨r die
Flussdichte J (B,PC)α (E ,B) verla¨uft vollkommen analog. Es sind lediglich die Dipolmomen-
te durch die magnetischen Momente zu ersetzen, die ja ohnehin unter P-Transformation
invariant sind.
Insgesamt folgt hieraus also die Invarianz der P-erhaltenden geometrischen Flussdichten
unter P-Transformation6,
J (E,PC)α (E ,B) = J (E,PC)α (−E ,B) , J (B,PC)α (E ,B) = J (B,PC)α (−E ,B) . (A.118)
In den P-verletzenden Flussdichten J (E,PV)κ,α (E ,B) (κ = 1, 2) wird jeweils ein Dipolmo-
ment durch den P-verletzenden Ausdruck D
(κ,PV)
i,αβ (E ,B) aus Gl. (7.85a) ersetzt, der wie-
derrum eine Produkt von Dipolmatrixelementen und Matrixelementen der P-verletzenden
Matrix M (κ)PV ist. Letztendlich mu¨ssen wir das Transformationsverhalten von Termen der
Form ∑
β,γ 6=α
M (κ)PV,αγ(E ,B)Di,γβ(E ,B)Dj,βα(E ,B)(
E
(0)
γ (E ,B)− E(0)α (E ,B)
)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
= Sp
[
M (κ)PV
∑
γ 6=α
P
(0)
β (E ,B)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2

×Di
∑
β 6=α
P
(0)
β (E ,B)(
E
(0)
α (E ,B)− E(0)β (E ,B)
)2
DjP(0)α (E ,B)
]
(A.119)
studieren. Der wesentliche Unterschied zu dem in Gl. (A.116) ist die zusa¨tzliche P-
verletzende Matrix M (κ)PV , die beim Einschieben der P-Transformationen ein zusa¨tzliches
6Die Bezeichnung als P-erhaltende geometrische Flussdichten ist somit gerechtfertigt.
Die Parita¨tstransformation der geometrischen Flussdichten 181
Minuszeichen liefern wird. Wa¨hrend sich die Vorzeichenwechsel in den Dipolmomenten
gegenseitig aufheben (bzw. die magn. Momente im Fall von J (B,PV)κ,α (E ,B) invariant blei-
ben), entsteht so also ein globales Vorzeichen beim U¨bergang von E → −E und es folgt
schließlich
J (E,PV)κ,α (E ,B) = −J (E,PV)κ,α (−E ,B) , J (B,PV)κ,α (E ,B) = −J (B,PV)κ,α (−E ,B) ,
(κ = 1, 2) .
(A.120)
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Anhang B
Grundlagen fu¨r die Beschreibung
von metastabilem Wasserstoff und
Deuterium
In diesem Anhang wollen wir die nichthermiteschen Massenmatrizen fu¨r Wasserstoff und
Deuterium in den Unterra¨umen mit den Hauptquantenzahlen n = 1, 2 explizit angeben
und deren Berechnung skizzieren. Wir verweisen dabei ha¨ufig auf [36], wo die Berechnun-
gen fu¨r Deuterium im (n = 2)-Unterraum ausfu¨hrlich dargestellt werden.
Weiterhin werden wir die Eigenwertprobleme fu¨r Wasserstoff und Deuterium numerisch
lo¨sen, auch in Abha¨ngigkeit von einem elektrischen bzw. magnetischen Feld in 3-Richtung.
Beide Felder werden getrennt voneinander betrachtet.
B.1 Allgemeine Vorbetrachtungen
B.1.1 Beitra¨ge zur Massenmatrix
In der vorliegenden Arbeit betrachten wir nur wasserstoffartige Atome, d.h. Atome mit nur
einem Elektron. Weiterhin betrachten wir den Atomkern na¨herungsweise als punktfo¨rmi-
ges Objekt. Wir haben es somit mit einem quantenmechanischen Zwei-Teilchen-Problem
zu tun, wie wir es bereits in Abschnitt A.2 diskutiert haben. Den Zerfall der angereg-
ten Atome, die wir ja nur im Unterraum der Zusta¨nde mit Hauptquantenzahl n = 2
betrachten wollen, implementieren wir mit der Wigner-Weisskopf-Methode, die bereits in
Abschnitt A.1 eingefu¨hrt wurde.
Wir interessieren uns in diesem Abschnitt nur fu¨r die Beschreibung des atomaren Elek-
trons, nachdem die Schwerpunktsbewegung abgespalten wurde, d.h. wir wollen die Ma-
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trixelemente der Massenmatrix
M (R) = E0 − i2Γ + V ges(R) =: M 0 + V ges(R) (B.1)
berechnen, die von Gl. (A.44) motiviert wird. Wir arbeiten hier mit der Basis der Gesamt-
drehimpulszusta¨nde |2LJ , F, F3〉 aus Gl. (A.27). Der radiative Anteil Hrad des internen
atomaren Hamiltonoperators Hint, siehe Gl. (A.5),
Hint = Hˆ +Hrad (B.2)
ist bereits in der Matrix Γ beru¨cksichtigt, siehe dazu Abschnitt A.1. Wir verwenden fu¨r
Γ stets eine diagonale Matrix mit entsprechenden Eintra¨gen ΓL, L = S, P , die aus expe-
rimentellen Zerfallsraten gewonnen werden. Der stabile Anteil Hˆ, der in der Matrix E0
enthalten ist, setzt sich zusammen aus
Hˆ = H0 +HPV , (B.3)
wobei H0 bereits relativistische Korrekturen enthalten soll. Wir verwenden fu¨r die Be-
stimmung der Matrixelemente von H0 experimentelle Literaturwerte fu¨r die Lamb-Shift,
die Feinstrukturaufspaltung, die Hyperfeinaufspaltung und die Zerfallsbreiten. Genauere
Informationen dazu geben wir in den na¨chsten Abschnitten. Der P-verletzende Hamilton-
operator HPV entha¨lt den Beitrag der schwachen Wechselwirkung zwischen Elektron und
Atomkern in Form des Austauschs von Z-Bosonen.
Der ortsabha¨ngige Anteil V ges(R) der Massenmatrix berechnet sich aus den angelegten
a¨ußeren Feldern. Gema¨ß Definition (A.40) kommt noch der Beitrag eines auf das ge-
samte Atom wirkenden a¨ußeren Potentials Vext(R)1 hinzu, den wir hier allerdings nicht
brauchen, da wir nur neutrale, wasserstoffartige Atome (Wasserstoff und Deuterium) be-
trachten wollen. Fu¨r unsere Zwecke genu¨gt also
V ges(R) ≡ V (R) =
(
〈j|er · E(R) + µB(L+ gS) ·B(R)|k〉
)
, (B.4)
wobei r der Ortsoperator, L der Operator des Bahndrehimpulses und S der Operator
des Spins des Elektrons ist. Weiter ist e die (positive) Elementarladung, g der Lande´-
Faktor des Elektrons und µB = e/(2me) das Bohrsche Magneton. Im einzelnen lauten
die Hamiltonoperatoren des elektrischen und magnetischen Felds fu¨r das Elektron des
neutralen Atoms
HE(R) = −D · E(R) = +er · E(R) (B.5)
und
HB(R) = −µ ·B(R) = +µB(L+ gS) ·B(R) . (B.6)
Die Vorzeichen kehren sich hier jeweils um aufgrund der negativen Ladung und des nega-
tiven magnetischen Moments des Elektrons.
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B.1.2 Vorgehensweise und Formeln zur Berechnung der Mas-
senmatrix
Die Vorgehensweise bei der Berechnung der einzelnen Beitra¨ge zur Massenmatrix ist stets
die gleiche: Man zerlegt die Zusta¨nde |j〉 der Gesamtdrehimpulsbasis, siehe Gl. (A.27), un-
ter Verwendung der Clebsch-Gordan-Koeffizienten (CGK) in Produkte der einzelnen Spi-
noren fu¨r Elektronspin und Kernspin und der nichtrelativistischen Basiszusta¨nde |n, L, L3〉
des Atoms:
|nLJ , F, F3〉 =
∑
I3,S3,L3,J3
〈L,L3; 12 , S3|J, J3〉〈J, J3; I, I3|F, F3〉|n, L, L3〉|12 , S3〉|I, I3〉 .
(B.7)
Zuna¨chst wollen wir die Matrix E0, also den hermiteschen Anteil der freien Massenma-
trix M 0 berechnen. Hierzu verwenden wir die Energien aus dem Termschema des jeweils
betrachteten Atoms (siehe na¨chster Abschnitt) und sind so in der Lage, die Diagonalele-
mente von E0 in Abha¨ngigkeit der Lamb-Shift S, der Feinstrukturaufspaltung ∆ und der
Hyperfeinstrukturaufspaltung A des Grundzustandes auszudru¨cken. Es verbleiben noch
die nichtdiagonalen Beitra¨ge des Hyperfeinstruktur-Hamiltonoperators HHfs und die Bei-
tra¨ge des P-verletzenden Hamiltonoperators HPV.
Die Berechnung der Matrixelemente von HHfs ist ausfu¨hrlich in [36], Kap. 3.3.1, S. 20,
diskutiert. Ein Standardwerk u¨ber die quantenmechanische Behandlung von Atomen mit
einem oder zwei Elektronen, in dem neben vielen anderen Dingen auch die Hyperfein-
struktur von Wasserstoff detailliert behandelt wird, ist das Buch von Bethe und Salpeter
[50]. Fu¨r n = 1 ist HHfs diagonal, fu¨r n = 2 tritt eine Mischung innerhalb der 2P -Zusta¨nde
auf. Mit der in [36] hergeleiteten Formel
〈2PJ ′ , F ′, F ′3|HHfs|2PJ , F, F3〉 = CHfs(J ′, J, I, F )δF ′,F δF ′3,F3 ,
CHfs(J
′, J, I, F ) =
1
20
e
me
µKgI
〈
1
4pir3
〉
n=2,L=1
×
(
(−1)F+I−12
√
6(2I + 1)(I + 1)I(2J ′ + 1)(2J + 1) [37− 6J ′(J ′ + 1)− 6J(J + 1)]
×
J 1 J ′1 1
2
1

J 1 J ′I F I
+ 8 [F (F + 1)− I(I + 1)− J(J + 1)] δJ ′,J
)
(B.8)
la¨sst sich das Verha¨ltnis zwischen den (experimentell gemessenen) Diagonalelementen und
den Nebendiagonalelementen berechnen. Hierzu beno¨tigt man allerdings entsprechende
Formeln fu¨r die sog. Wignerschen 6j-Symbole, die in (B.8) an den geschweiften Klammern
zu erkennen sind.
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Die Berechnung der Matrixelemente von HPV ist ebenfalls ausfu¨hrlich in [36] dargestellt.
Dort wurde fu¨r n = 2 gezeigt, dass
〈2S1/2, F ′, F ′3|H(1)PV|2P1/2, F, F3〉 = −iδ1 S δF ′,F δF ′3,F3 ,
〈2S1/2, F ′, F ′3|H(2)PV|2P1/2, F, F3〉 = −iδ2 S
× [F (F + 1)− I(I + 1)− 3
4
]
δF ′,F δF ′3,F3
(B.9)
gilt, wobei die parita¨tsverletzenden Parameter δ1,2 gegeben sind durch
δi := −
√
3G
64pi
√
2
Q
(i)
W
me
1
r4BS
, (i = 1, 2) . (B.10)
Hier tauchen neben der Elektronmasse me, dem Bohrschen Radius rB und der Lamb-
Verschiebung S = E2S1/2 − E2P1/2 noch die Fermi-Konstante
G = 1.1663 · 10−5 GeV−2 (B.11)
und die schwachen Ladungen
Q
(1)
W (Z,N) = (1− 4 sin2 ϑW )Z −N ,
Q
(2)
W (Z,N) = −(1− 4 sin2 ϑW )
[
G
(u)
A (Z,N)−G(d)A (Z,N)−G(s)A (Z,N)
] (B.12)
auf. Beitra¨ge der schwereren Quarks c, b, t wurden vernachla¨ssigt. Die G
(q)
A sind die axialen
Formfaktoren der Quarks mit Flavour q, die aus experimentellen Daten berechnet werden
ko¨nnen. Fu¨r weitere Informationen dazu sei auf [31], Anhang A verwiesen, sowie auf dort
angegebene Referenzen.
Nun wollen wir die Matrixelemente der Hamiltonoperatoren (B.5) und (B.6) fu¨r die a¨uße-
ren Felder berechnen. Fu¨r HE(R) beno¨tigen wir die Matrixelemente des Ortsoperators r
des Elektrons, die wir natu¨rlich in der Ortsdarstellung berechnen wollen. Hierzu machen
wir Gebrauch von der Ortsdarstellung der Wasserstoff-Wellenfunktionen
〈r|n, L, L3〉 = ψn,L,L3(r) = Rn,L(r)YL,L3(θ, φ) (B.13)
mit der Radialwellenfunktion Rn,L(r) und den Kugelfla¨chenfunktionen YL,L3(θ, φ). Die
Radialwellenfunktionen fu¨r n = 1, 2 ko¨nnen aus [40], Bd. 2, S. 25, Gl. (7.123) entnommen
werden, die Kugelfla¨chenfunktionen z.B. aus dem Buch u¨ber Drehimpulse in der Quan-
tenmechanik von Edmonds [52], Anhang 2, Tab. 1, S. 148. Die Konvention aus [40] fu¨r die
Radialwellenfunktion Rn,L(r) ist, dass Rn,L(r) ≥ 0 fu¨r r → 0. Die fu¨r uns interessanten
Radialwellenfunktionen lauten dann nach [40], Bd. 2, Gl. (7.123), S. 25:
R1,0(r) =
2
r
3/2
B
e−r/rB ,
R2,0(r) =
2
(2rB)3/2
(
1− r
2rB
)
e−r/(2rB) , R2,1(r) =
1
(2rB)3/2
r√
3 rB
e−r/(2rB) .
(B.14)
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Die Matrixelemente von r sind nur zwischen Zusta¨nden verschiedener Parita¨t, also ver-
schiedener Bahndrehimpulse ungleich Null. Somit gibt es fu¨r n = 1 keine von Null ver-
schiedenen Matrixelemente und fu¨r n = 2 nur zwischen S- und P -Zusta¨nden. Hierfu¨r
erha¨lt man
〈2S1/2, F ′, F ′3|r|2PJ , F, F3〉
= − 3rB
∑
I3,J3,J ′3,L3
eL3〈12 , J ′3; I, I3|F ′, F ′3〉〈J, J3; I, I3|F, F3〉〈1, L3; 12 , J ′3|J, J3〉 . (B.15)
In der letzten Gleichung ist rB der Bohrsche Radius und eL3 einer der folgenden spha¨ri-
schen Basisvektoren
e0 = e3, e± = ∓ 1√2 (e1 ± ie2) . (B.16)
Somit ist r im wesentlichen eine Summe u¨ber Produkte von CGK, was sich am einfachsten
mit einschla¨gigen Computeralgebra-Programmen berechnen la¨sst.
Fu¨r die Berechnung der Matrix des Operators HB(R) beno¨tigen wir die Matrix des Ope-
rators des magnetischen Moments µ des Elektrons,
µ = −µB(L+ gS) , (B.17)
siehe Gl. (B.6). Die dritte Komponente des magnetischen Moments kann man sofort an-
schreiben. Man erha¨lt
〈n′L′J ′ , F ′, F ′3|µ3|nLJ , F, F3〉 = −µBδF ′3,F3δn′,nδL′,L
∑
I3,J3,L3,S3
(L3 + g S3)
× 〈J ′, J3; I, I3|F ′, F3〉〈L′, L3; 12 , S3|J ′, J3〉〈L,L3; 12 , S3|J, J3〉〈J, J3; I, I3|F, F3〉 .
(B.18)
Die weiteren Komponenten berechnet man mit Hilfe der Leiteroperatoren fu¨r Bahndre-
himpuls und Elektronspin. Es ist ([52], Seite 22, Gl. (2.3.1)) fu¨r einen allgemeinen Dre-
himpulsoperator J
J± := J1 ± iJ2 , J1 = 1
2
(J+ + J−) , J2 =
1
2i
(J+ − J−) (B.19)
und es zeigt sich, das fu¨r die Matrixelemente der Operatoren J± ([52], Gl. (2.3.16)f.)
〈J ′, J ′3|J±|J, J3〉 =
√
(J ∓ J3)(J ± J3 + 1)δJ ′,JδJ ′3,J3±1 =: C±(J, J3)δJ ′,JδJ ′3,J3±1
(B.20)
gilt, wobei wir als Abku¨rzung die Funktionen C±(J, J3) definiert haben. Fu¨r die Matrix-
elemente der Operatoren J1,2 folgt also
〈J ′, J ′3|J1|J, J3〉 =
1
2
δJ ′,J
(
C+(J, J3)δJ ′3,J3+1 + C−(J, J3)δJ ′3,J3−1
)
, (B.21a)
〈J ′, J ′3|J2|J, J3〉 =
1
2i
δJ ′,J
(
C+(J, J3)δJ ′3,J3+1 − C−(J, J3)δJ ′3,J3−1
)
. (B.21b)
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Somit folgt
〈n′L′J ′ , F ′, F ′3|µ1|nLJ , F, F3〉
= − µB〈n′L′J ′ , F ′, F ′3|L1 + gS1|nLJ , F, F3〉
= − 1
2
µB
(
〈n′L′J ′ , F ′, F ′3|L+ + L−|nLJ , F, F3〉
+ g〈n′L′J ′ , F ′, F ′3|S+ + S−|nLJ , F, F3〉
) (B.22)
Die einzelnen Matrixelemente berechnen sich zu
〈n′L′J ′ , F ′, F ′3|L±|nLJ , F, F3〉 = δn′,nδL′,LδF ′3,F3±1
∑
I3,S3,L3,J3
C±(L,L3)
× 〈J ′, J3 ± 1; I, I3|F ′, F3 ± 1〉〈L′, L3 ± 1; 12 , S3|J ′, J3 ± 1〉
× 〈L,L3; 12 , S3|J, J3〉〈J, J3; I, I3|F, F3〉
(B.23)
und
〈n′L′J ′ , F ′, F ′3|S±|nLJ , F, F3〉 = δn′,nδL′,LδF ′3,F3±1
∑
I3,S3,L3,J3
C±(12 , S3)
× 〈J ′, J3 ± 1; I, I3|F ′, F3 ± 1〉〈L′, L3; 12 , S3 ± 1|J ′, J3 ± 1〉
× 〈L,L3; 12 , S3|J, J3〉〈J, J3; I, I3|F, F3〉 .
(B.24)
Wir ersparen uns an dieser Stelle die Angabe des Endresultats nach Einsetzen von (B.23)
und (B.24) in (B.22). Die Matrixdarstellung der zweiten Komponente des magnetischen
Moments folgt analog aus
〈n′L′J ′ , F ′, F ′3|µ2|nLJ , F, F3〉
= − µB〈n′L′J ′ , F ′, F ′3|L2 + gS2|nLJ , F, F3〉
= − 1
2i
µB
(
〈n′L′J ′ , F ′, F ′3|L+ − L−|nLJ , F, F3〉
+ g〈n′L′J ′ , F ′, F ′3|S+ − S−|nLJ , F, F3〉
)
.
(B.25)
B.2 Wasserstoff
B.2.1 Die Massenmatrix im Unterraum mit Hauptquantenzahl
n = 1
Die Betrachtung des (n = 1)-Unterraums von Wasserstoff bietet sich als Einfu¨hrung
fu¨r den (n = 2)-Unterraum an. Hier haben wir die denkbar einfachste Situation: Es
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gibt keine Metastabilita¨t1 (Γ ≈ 0) und somit ist die Massenmatrix M hermitesch (und
sollte deshalb als Hamiltonoperator bezeichnet werden). Weiterhin gibt es keine nicht-
diagonalen Beitra¨ge vom Hyperfeinstruktur-Hamiltonian und keinerlei Beitra¨ge des pa-
rita¨tsverletzenden Hamiltonoperators und des Dipoloperators, da diese nur Zusta¨nde mit
unterschiedlicher Parita¨t mischen. Wir beno¨tigen hier also nur die Matrixdarstellung des
Magnetfeld-Hamiltonoperators HB.
Der (n = 1)-Unterraum fu¨r Wasserstoff hat die Dimension N = 4. Der Bahndrehimpuls
L aller Zusta¨nde ist Null, der Kernspin ist I = 1
2
, womit nur die Gesamtdrehimpulse
F = 0, 1 mo¨glich sind. Die Zusta¨nde mit F = 1 sind (ohne Magnetfeld) dreifach entartet
(symmetrisches Triplett), der Zustand zu F = 0 ist ein Singulett-Zustand.
0 1
2S1/2
E
0
F
1
2F + 1
3
A
+1
4
A
−3
4
A
Abbildung B.1: Termschema des Wasserstoff-Grundzustands.
Das zugeho¨rige Termschema ist in Abb. B.1 dargestellt, wobei wir den Schwerpunkt der
Energien als Nullpunkt gewa¨hlt haben. Die Zusta¨nde zu verschiedenen F sind durch die
Hyperfeinaufspaltung2
A/h = 1420.405751767 MHz (aus [55]) (B.26)
voneinander getrennt (h =Planksches Wirkungsquantum). In der Basis (A.27) der Ge-
samtdrehimpulszusta¨nde, die wir absteigend zuna¨chst nach F3 und dann nach F sortieren
(siehe z.B. Tabelle B.1), lautet die feldfreie Massenmatrix M 0 also
M 0 = diag
(
1
4
A, 1
4
A,−3
4
A, 1
4
A) . (B.27)
Die auf das Bohrsche Magneton normierte Matrix µ
3
/µB ist in Tabelle B.1 dargestellt, die
nun durch das magnetische Feld B(Z) ortsabha¨ngig gewordene Massenmatrix M (Z) =
M 0 − µ3B(Z) findet sich in Tabelle B.2.
1Wir vernachla¨ssigen hier den U¨bergang zwischen den durch die Hyperfeinstruktur getrennten Niveaus.
Die zugeho¨rige Lebensdauer der ho¨herliegenden Energieniveaus liegt im Bereich von 10 Millionen Jahren,
bzw. es ist Γ ≈ 10−15 s−1.
2Die zitierten Quellen fu¨r die in dieser Arbeit verwendeten experimentell gemessenen Aufspaltungen
der Energieniveaus von Wasserstoff und Deuterium sind oft sehr alt, aber immer noch aktuell. Einen
guten U¨berblick u¨ber die experimentellen Werte auf dem Stand von 1990 bietet das Buch von Kinoshita
[53], Kap. 13 und 14, dass auch von neueren Arbeiten noch zitiert wird, siehe z.B. [54], wo eine neue
Messung der 2S-Hyperfeinaufspaltung vorgestellt wird.
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1S1/2 1S1/2 2S1/2 1S1/2
1, 1 1, 0 0, 0 1,−1
1S1/2, 1, 1 −g2 0 0 0
1S1/2, 1, 0 0 0 −g2 0
1S1/2, 0, 0 0 −g2 0 0
1S1/2, 1,−1 0 0 0 g2
Tabelle B.1: Die Matrix der dritten Komponente des magn. Moments µ3/µB , normiert auf das
Bohrsche Magneton. Es ist g = 2.0023 der Lande´-Faktor des Elektrons
1S1/2 1S1/2 2S1/2 1S1/2
1, 1 1, 0 0, 0 1,−1
1S1/2, 1, 1 14A+ 12gµBB(Z) 0 0 0
1S1/2, 1, 0 0 14A 12gµBB(Z) 0
1S1/2, 0, 0 0 12gµBB(Z) −34A 0
1S1/2, 1,−1 0 0 0 14A− 12gµBB(Z)
Tabelle B.2: Die Massenmatrix M (z).
α F F3 Eα(Z) |α(Z)) =
1 1 1 1
4
A(1 + 4bˆ(Z)) |1S1/2, 1, 1〉
2 1 0 −1
4
A(1− 2√h(Z)) N+(Z) (c+(Z)|1S1/2, 1, 0〉+ |1S1/2, 0, 0〉)
3 1 -1 1
4
A(1− 4bˆ(Z)) |1S1/2, 1,−1)
4 0 0 −1
4
A(1 + 2√h(Z)) N−(Z) (c−(Z)|1S1/2, 1, 0〉+ |1S1/2, 0, 0〉)
Tabelle B.3: Eigenwerte und Eigenvektoren der Massenmatrix M (Z). Man beachte, dass F fu¨r
die |α(Z)) i.A. keine gute Quantenzahl mehr ist.
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Die Berechnung der Eigenvektoren und Eigenwerte gestaltet sich in diesem Fall sehr ein-
fach. In Tabelle B.3 sind die Ergebnisse dargestellt, dabei ist zu beachten, dass die Reihen-
folge der Vektoren etwas anders gewa¨hlt wurde als bisher. Die Nummerierung entspricht
nun der in [13] verwendeten Konvention.
In Tabelle B.3 wurden die folgenden Abku¨rzungen verwendet:
bˆ(Z) := 1
2
gµBB(Z)/A , (B.28)
h(Z) := 1 + 4bˆ2(Z) , (B.29)
c±(Z) :=
1±√h(Z)
2bˆ(Z)
, (B.30)
N±(Z) :=
√
2bˆ2(Z)
h(Z)±√h(Z) . (B.31)
Mit den berechneten Eigenenergien im
-1 -0,8 -0,6 -0,4 -0,2 0 0,2 0,4 0,6 0,8 1
-1
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Abbildung B.2: Breit-Rabi-Diagramm fu¨r
Wasserstoff im (n = 1)-Unterraum
Magnetfeld ergibt sich das in Abb. B.2
dargestellte Breit-Rabi-Diagramm. Man
erkennt den U¨bergang zwischen dem
Zeeman-Bereich, wo sich die Energien der
Zusta¨nde mit α = 2, 4 quadratisch mit
bˆ a¨ndern, und dem Paschen-Back-Bereich,
wo sich die Energien aller Zusta¨nde linear
mit bˆ a¨ndern. An der Stelle bˆ ≈ 0.5, wo
etwa die Grenze dieser Bereich liegt, de-
finiert man das sog. kritische Magnetfeld,
was hier einen Wert
Bkrit. = A
gµB
≈ 50 mT (B.32)
hat.
Nun berechnen wir Ableitungsmatrizen D (1,2)(Z), die in (6.31), (6.32) definiert wurden. Es
bietet sich dabei die in Anhang A.4 dargestellte Vorgehensweise an. Hierzu beno¨tigen wir
jedoch zuna¨chst die Matrixdarstellung von ∂ZM (Z) bezu¨glich der lokalen Eigenvektoren
|α(Z)). Eine Unterscheidung zwischen linken und rechten Eigenvektoren gibt es dabei
in diesem Fall nicht. Die Darstellung von (∂ZM (Z)) in der Basis
{|1S1/2, F, F3〉} der
Gesamtdrehimpulszusta¨nde aus Gl. A.27 ergibt sich sofort aus Tabelle B.2, sie kann in
Tabelle B.4 abgelesen werden (fu¨r k = 1).
Die Berechnung von D (1)βα(Z) erfolgt nun durch zweifaches Einschieben der Basis
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{|1S1/2, F, F3〉} in den Ausdruck (6.31):
D (1)βα(Z)
β 6=α
=
∑
F,F ′,F3,F ′3
(β(Z)|1S1/2, F ′, F ′3〉〈1S1/2, F, F3|α(Z))
× 〈1S1/2, F
′, F ′3|(∂ZM (Z))|1S1/2, F, F3〉
Eα(Z)− Eβ(Z)
(B.33)
Mit den Definitionen der Zusta¨nde |α(Z)) aus Tabelle B.3 ergibt sich nach einiger Rech-
nung das in Tabelle B.5 dargestellt Ergebnis.
Desweiteren erha¨lt man mit der Formel (A.94), D (1)(Z) aus Tabelle B.5 und mit Tabelle
B.4 (k = 2), D (2)(Z) wie in Tabelle B.6 dargestellt.
1S1/2 1S1/2 2S1/2 1S1/2
1, 1 1, 0 0, 0 1,−1
1S1/2, 1, 1 12gµBB(k)(Z) 0 0 0
1S1/2, 1, 0 0 0 12gµBB(k)(Z) 0
1S1/2, 0, 0 0 12gµBB(k)(Z) 0 0
1S1/2, 1,−1 0 0 0 12gµBB(k)(Z)
Tabelle B.4: Die k-fach abgeleitete Massenmatrix ∂kZM (Z). B(k)(Z) steht fu¨r die k-te Ableitung
des Magnetfelds nach Z.
β\α 1 2 3 4
1 0 0 0 0
2 0 0 0 − bˆ′(Z)
h(Z)
|bˆ(Z)|
bˆ(Z)
3 0 0 0 0
4 0 bˆ
′(Z)
h(Z)
|bˆ(Z)|
bˆ(Z)
0 0
Tabelle B.5: Die Matrix D (1)(Z) in der Darstellung der Basis der lokalen Eigenzusta¨nde von
M (Z).
Wasserstoff 193
β\α 1 2 3 4
1 0 0 0 0
2 0 2
(
bˆ′(Z)
h(Z)
)2
0
(
8bˆ(Z)
(
bˆ′(Z)
h(Z)
)2
− bˆ′′(Z)
h(Z)
) |bˆ(Z)|
bˆ(Z)
3 0 0 0 0
4 0 −
(
8bˆ(Z)
(
bˆ′(Z)
h(Z)
)2
− bˆ′′(Z)
h(Z)
) |bˆ(Z)|
bˆ(Z)
0 2
(
bˆ′(Z)
h(Z)
)2
Tabelle B.6: Die Matrix D (2)(Z) in der Darstellung der Basis der lokalen Eigenzusta¨nde von
M (Z).
B.2.2 Die Massenmatrix im Unterraum mit Hauptquantenzahl
n = 2
Der (n = 2)-Unterraum fu¨r Wasserstoff ist 16-dimensional. Der maximale Gesamtdrehim-
puls wird im Zustand 2P3/2 mit F = 2 erreicht. Die 2P -Zusta¨nde mit unterschiedlichem J
sind durch die Feinstruktur ∆, die 2S1/2- und die 2P1/2 sind durch die Lamb-Verschiebung
S voneinander getrennt. Die experimentellen Werte fu¨r diese Energien lauten
S/h = 1057.8514(19) MHz (aus [56]) , (B.34)
∆/h = 10969.127(95) MHz (aus [57]) . (B.35)
Die Hyperfeinaufspaltungen der Zusta¨nde mit den Quantenzahlen 2S1/2, 2P1/2 und 2P3/2
ko¨nnen aus der Hyperfeinaufspaltung A des Grundzustands berechnet werden. Die hierfu¨r
verwendete Formel, die aus den Ergebnissen aus [50], S. 110, abgeleitet werden kann, lautet
A(I, nLJ) = 3
2n3(2L+ 1)(J + 1)
f(I, 1/2)
f(I, J)
A , f(I, J) =
I +
1
2
J ≤ I
I(J+
1
2
)
J
J ≥ I
.
(B.36)
Fu¨r Wasserstoff mit Kernspin I = 1
2
ergeben sich damit die in Tab. B.7 angegebenen
Werte.
nLJ 1S1/2 2S1/2 2P1/2 2P3/2
A(1
2
, nLJ) A = 1420.4 MHzh 18A 124A 160A
Tabelle B.7: Skalierung der Hyperfeinaufspaltung fu¨r Wasserstoff mit n ≤ 2.
Die (n = 2)-Zusta¨nde zerfallen auf unterschiedliche Weise in die (n = 1)-Grundzusta¨nde:
Die 2PJ -Zusta¨nde gehen hauptsa¨chlich durch spontane Emission eines Photons (E1-U¨ber-
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gang) in die 1S1/2-Zusta¨nde u¨ber, die 2S1/2-Zusta¨nde dagegen sind metastabil und gehen
hauptsa¨chlich durch den selteneren zwei-Photon-Zerfall (2E1-U¨bergang) in den Grundzu-
stand u¨ber. Die mittleren Lebensdauern τS,P , bzw. die totalen Zerfallsbreiten ΓS,P = τ
−1
S,P ,
sind daher fu¨r beide Zustandsgruppen stark unterschiedlich und lauten:
ΓP /~ = τ−1P = Γ(2P → 1S + γ)(1 +O(αem)) = (1.6 · 10−9 s)−1 (aus [50]) , (B.37)
ΓS/~ = τ−1S = Γ(2S → 1S + 2γ)(1 +O(αem)) = (0.1215 s)−1 (aus [58]) . (B.38)
Insgesamt ergibt sich damit das in Abb. B.3 dargestellte Termschema. Die freie Mas-
senmatrix M 0 ist in den Tabellen B.8a bis B.8c angegeben. Die Tabellen B.9, B.10 und
B.11 enthalten die Matrixdarstellungen der drei Komponenten des Operators des (auf das
Bohrsche Magneton µB normierten) magnetischen Moments µ = (µ1, µ2, µ3). Wa¨hrend
die Matrix µ
3
blockdiagonal bzgl. der dritten Komponente F3 des Gesamtdrehimpulses ist,
sind in µ
1
und µ
2
die nebendiagonalen Blo¨cke besetzt. Eine U¨bersicht u¨ber die Gestalt der
Matrizen findet sich in den Tabellen B.9a und B.10a. Nach demselben Schema geben wir
in den Tabellen B.12 und B.13 die Matrixdarstellungen der (auf erB normierten) ersten
beiden Komponenten des Dipoloperators D = (D1, D2, D3) an. Die dritte Komponente
D3 ist in Tabelle B.14 dargestellt.
Die Lo¨sung des Eigenwertproblems der Massenmatrix und damit auch die Angabe der
lokal definierten Ableitungsmatrizen D (1,2)(Z) ist hier im Gegensatz zum Unterraum mit
Hauptquantenzahl n = 1 nur noch numerisch mo¨glich.
Abbildung B.3: Termschema der (n = 2)-Zusta¨nde von Wasserstoff (nicht maßstabsgetreu).
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2P3/2 2P3/2 2P3/2 2P1/2 2S1/2
2, 2 2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2
∆ + A160
− i2ΓP
0 0 0 0
2P3/2, 2, 1 0
∆ + A160
− i2 ΓP
0 0 0
2P3/2, 1, 1 0 0
∆− A96
− i2 ΓP
− A
192
√
2
0
2P1/2, 1, 1 0 0 − A192√2 A96 − i2ΓP
iδ1S
+ i2δ2S
2S1/2, 1, 1 0 0 0
−iδ1S
− i2δ2S
S + A32
− i2 ΓS
(B.8a)
Tabelle B.8: Die freie, nichthermitesche MassenmatrixM0 fu¨r Wasserstoff im (n = 2)-Unterraum
(F3 = 2, 1).
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2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2P3/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 0
∆ + A160
− i2ΓP
0 0 0 0 0
2P3/2, 1, 0 0
∆− A96
− i2ΓP
− A
192
√
2
0 0 0
2P1/2, 1, 0 0 − A192√2 A96 − i2ΓP
iδ1S
+ i2δ2S
0 0
2S1/2, 1, 0 0 0
−iδ1S
− i2δ2S
S + A32
− i2ΓS
0 0
2P1/2, 0, 0 0 0 0 0 − A32 − i2ΓP
iδ1S
−32 iδ2S
2S1/2, 0, 0 0 0 0 0
−iδ1S
−32 iδ2S
S − 3A32
− i2ΓS
(B.8b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2
2,−1 1,−1 1,−1 1,−1 2,−2
2P3/2, 2,−1
∆ + A160
− i2ΓP
0 0 0 0
2P3/2, 1,−1 0
∆− A96
− i2ΓP
− A
192
√
2
0 0
2P1/2, 1,−1 0 − A192√2 A96 − i2ΓP
iδ1S
+ i2δ2S
0
2S1/2, 1,−1 0 0
−iδ1S
− i2δ2S
S + A32
− i2ΓS
0
2P3/2, 2,−2 0 0 0 0
∆ + A160
− i2ΓP
(B.8c)
Tabelle B.8: Die freie, nichthermitesche MassenmatrixM0 fu¨r Wasserstoff im (n = 2)-Unterraum
(F3 = 0,−1,−2).
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F ′3\F3 2 1 0 −1 −2
2 0 B.9b 0 0 0
1 (B.9b)† 0 B.9c 0 0
0 0 (B.9c)† 0 B.9d 0
−1 0 0 (B.9d)† 0 B.9e
−2 0 0 0 (B.9e)† 0
(B.9a) Die Zuordnung der Tabellennummern zu den
einzelnen Blo¨cken der Matrix µ
1
. Es werden nur die
Blo¨cke der oberen Ha¨lfte der Matrix angegeben. Die un-
teren Blo¨cke folgen durch hermitesche Konjugation.
2P3/2 2P3/2 2P1/2 2S1/2
2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2 −g+24 g+24√3 −
g−1√
6
0
(B.9b)
2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2S1/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 1 −g+24
√
3
2
g+2
4
√
6
− g−1
2
√
3
0 0 0
2P3/2, 1, 1 − g+212√2 −
5(g+2)
12
√
2
1−g
6 0
1−g
3 0
2P1/2, 1, 1 g−16
1−g
6
g−4
6
√
2
0 − g−4
6
√
2
0
2S1/2, 1, 1 0 0 0 − g2√2 0
g
2
√
2
(B.9c)
Tabelle B.9: Die auf µB normierte Matrix µ1 der ersten Komponente des magnetischen Moments
von Wasserstoff im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
198 Grundlagen fu¨r die Beschreibung von metastabilem Wasserstoff und Deuterium
2P3/2 2P3/2 2P1/2 2S1/2
2,−1 1,−1 1,−1 1,−1
2P3/2, 2, 0 −g+24
√
3
2
g+2
12
√
2
1−g
6 0
2P3/2, 1, 0 − g+24√6 −
5(g+2)
12
√
2
1−g
6 0
2P1/2, 1, 0
g−1
2
√
3
1−g
6
g−4
6
√
2
0
2S1/2, 1, 0 0 0 0 − g2√2
2P1/2, 0, 0 0 g−13
g−4
6
√
2
0
2S1/2, 0, 0 0 0 0 − g2√2
(B.9d)
2P3/2
2,−2
2P3/2, 2,−1 −g+24
2P3/2, 1,−1 − g+24√3
2P1/2, 1,−1 g−1√6
2S1/2, 1,−1 0
(B.9e)
Tabelle B.9: (Fortsetzung) Die auf µB normierte Matrix µ1 der ersten Komponente des magne-
tischen Moments von Wasserstoff im (n = 2)-Unterraum.
F ′3\F3 2 1 0 −1 −2
2 0 B.10b 0 0 0
1 (B.10b)† 0 B.10c 0 0
0 0 (B.10c)† 0 B.10d 0
−1 0 0 (B.10d)† 0 B.10e
−2 0 0 0 (B.10e)† 0
(B.10a) Die Zuordnung der Tabellennummern zu den ein-
zelnen Blo¨cken der Matrix µ
2
. Es werden nur die Blo¨cke der
oberen Ha¨lfte der Matrix angegeben. Die unteren Blo¨cke fol-
gen durch hermitesche Konjugation.
Tabelle B.10: Die auf µB normierte Matrix µ2 der zweiten Komponente des magnetischen
Moments von Wasserstoff im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
Wasserstoff 199
2P3/2 2P3/2 2P1/2 2S1/2
2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2
i(g+2)
4
− i(g+2)
4
√
3
i(g−1)√
6
0
(B.10b)
2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2S1/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 1
i(g+2)
4
√
3
2
− i(g+2)
4
√
6
i(g−1)
2
√
3
0 0 0
2P3/2, 1, 1
i(g+2)
12
√
2
5i(g+2)
12
√
2
i(g−1)
6 0
i(g−1)
3 0
2P1/2, 1, 1 − i(g−1)6 i(g−1)6 −
i(g−4)
6
√
2
0 i(g−4)
6
√
2
0
2S1/2, 1, 1 0 0 0
ig
2
√
2
0 − ig
2
√
2
(B.10c)
2P3/2 2P3/2 2P1/2 2S1/2
2,−1 1,−1 1,−1 1,−1
2P3/2, 2, 0
i(g+2)
4
√
3
2
− i(g+2)
12
√
2
i(g−1)
6 0
2P3/2, 1, 0
i(g+2)
4
√
6
5i(g+2)
12
√
2
i(g−1)
6 0
2P1/2, 1, 0 − i(g−1)2√3
i(g−1)
6
− i(g−4)
6
√
2
0
2S1/2, 1, 0 0 0 0
ig
2
√
2
2P1/2, 0, 0 0 − i(g−1)3 −
i(g−4)
6
√
2
0
2S1/2, 0, 0 0 0 0
ig
2
√
2
(B.10d)
2P3/2
2,−2
2P3/2, 2,−1 i(g+2)4
2P3/2, 1,−1 i(g+2)4√3
2P1/2, 1,−1 − i(g−1)√6
2S1/2, 1,−1 0
(B.10e)
Tabelle B.10: (Fortsetzung) Die auf µB normierte Matrix µ2 der zweiten Komponente des
magnetischen Moments von Wasserstoff im (n = 2)-Unterraum.
200 Grundlagen fu¨r die Beschreibung von metastabilem Wasserstoff und Deuterium
2P3/2 2P3/2 2P3/2 2P1/2 2S1/2
2, 2 2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2 −2+g2 0 0 0 0
2P3/2, 2, 1 0 −2+g4 − 2+g4√3
1−g√
6
0
2P3/2, 1, 1 0 − 2+g4√3 −
5(2+g)
12
− 1−g
3
√
2
0
2P1/2, 1, 1 0
1−g√
6
− 1−g
3
√
2
−4−g6 0
2S1/2, 1, 1 0 0 0 0 −g2
(B.11a)
2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2S1/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 0 0 −2+g6
√
2(1−g)
3 0 0 0
2P3/2, 1, 0 −2+g6 0 0 0
√
2(1−g)
3 0
2P1/2, 1, 0
√
2(1−g)
3 0 0 0 −4−g6 0
2S1/2, 1, 0 0 0 0 0 0 −g2
2P1/2, 0, 0 0
√
2(1−g)
3 −4−g6 0 0 0
2S1/2, 0, 0 0 0 0 −g2 0 0
(B.11b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2
2,−1 1,−1 1,−1 1,−1 2,−2
2P3/2, 2,−1 2+g4 − 2+g4√3
1−g√
6
0 0
2P3/2, 1,−1 − 2+g4√3
5(2+g)
12
1−g
3
√
2
0 0
2P1/2, 1,−1 1−g√6
1−g
3
√
2
4−g
6 0 0
2S1/2, 1,−1 0 0 0 g2 0
2P3/2, 2,−2 0 0 0 0 2+g2
(B.11c)
Tabelle B.11: Die auf µB normierte Matrix µ3 der dritten Komponente des magnetischen Mo-
ments von Wasserstoff im (n = 2)-Unterraum.
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F ′3\F3 2 1 0 −1 −2
2 0 B.12b 0 0 0
1 (B.12b)† 0 B.12c 0 0
0 0 (B.12c)† 0 B.12d 0
−1 0 0 (B.12d)† 0 B.12e
−2 0 0 0 (B.12e)† 0
(B.12a) Die Zuordnung der Tabellennummern zu den einzel-
nen Blo¨cken der Matrix D1. Es werden nur die Blo¨cke der
oberen Ha¨lfte der Matrix angegeben. Die unteren Blo¨cke fol-
gen durch hermitesche Konjugation.
2P3/2 2P3/2 2P1/2 2S1/2
2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2 0 0 0 − 3√2
(B.12b)
2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2S1/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 1 0 0 0 −32 0 0
2P3/2, 1, 1 0 0 0 −
√
3
2 0 −
√
3
2P1/2, 1, 1 0 0 0 −
√
3
2 0
√
3
2
2S1/2, 1, 1
√
3
2 −
√
3
2 −
√
3
2 0
√
3
2 0
(B.12c)
Tabelle B.12: Die auf erB normierte Matrix D1 der ersten Komponente des Dipolmoments von
Wasserstoff im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
202 Grundlagen fu¨r die Beschreibung von metastabilem Wasserstoff und Deuterium
2P3/2 2P3/2 2P1/2 2S1/2
2,−1 1,−1 1,−1 1,−1
2P3/2, 2, 0 0 0 0 −
√
3
2
2P3/2, 1, 0 0 0 0 −
√
3
2
2P1/2, 1, 0 0 0 0 −
√
3
2
2S1/2, 1, 0 32 −
√
3
2 −
√
3
2 0
2P1/2, 0, 0 0 0 0 −
√
3
2
2S1/2, 0, 0 0
√
3 −
√
3
2 0
(B.12d)
2P3/2
2,−2
2P3/2, 2,−1 0
2P3/2, 1,−1 0
2P1/2, 1,−1 0
2S1/2, 1,−1 3√2
(B.12e)
Tabelle B.12: (Fortsetzung) Die auf erB normierte Matrix D1 der ersten Komponente des
Dipolmoments von Wasserstoff im (n = 2)-Unterraum.
F ′3\F3 2 1 0 −1 −2
2 0 B.13b 0 0 0
1 (B.13b)† 0 B.13c 0 0
0 0 (B.13c)† 0 B.13d 0
−1 0 0 (B.13d)† 0 B.13e
−2 0 0 0 (B.13e)† 0
(B.13a) Die Zuordnung der Tabellennummern zu den einzel-
nen Blo¨cken der Matrix D2. Es werden nur die Blo¨cke der
oberen Ha¨lfte der Matrix angegeben. Die unteren Blo¨cke fol-
gen durch hermitesche Konjugation.
Tabelle B.13: Die auf erB normierte Matrix D2 der zweiten Komponente des Dipolmoments von
Wasserstoff im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
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2P3/2 2P3/2 2P1/2 2S1/2
2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2 0 0 0 3i√2
(B.13b)
2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2S1/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 1 0 0 0 3i2 0 0
2P3/2, 1, 1 0 0 0 i
√
3
2 0 i
√
3
2P1/2, 1, 1 0 0 0 i
√
3
2 0 −i
√
3
2
2S1/2, 1, 1 − i
√
3
2
i
√
3
2 i
√
3
2 0 −i
√
3
2 0
(B.13c)
2P3/2 2P3/2 2P1/2 2S1/2
2,−1 1,−1 1,−1 1,−1
2P3/2, 2, 0 0 0 0 i
√
3
2
2P3/2, 1, 0 0 0 0 i
√
3
2
2P1/2, 1, 0 0 0 0 i
√
3
2
2S1/2, 1, 0 −3i2 i
√
3
2 i
√
3
2 0
2P1/2, 0, 0 0 0 0 i
√
3
2
2S1/2, 0, 0 0 −i
√
3 i
√
3
2 0
(B.13d)
2P3/2
2,−2
2P3/2, 2,−1 0
2P3/2, 1,−1 0
2P1/2, 1,−1 0
2S1/2, 1,−1 − 3i√2
(B.13e)
Tabelle B.13: (Fortsetzung) Die auf erB normierte Matrix D2 der zweiten Komponente des
Dipolmoments von Wasserstoff im (n = 2)-Unterraum.
204 Grundlagen fu¨r die Beschreibung von metastabilem Wasserstoff und Deuterium
2P3/2 2P3/2 2P3/2 2P1/2 2S1/2
2, 2 2, 1 1, 1 1, 1 1, 1
2P3/2, 2, 2 0 0 0 0 0
2P3/2, 2, 1 0 0 0 0 3√2
2P3/2, 1, 1 0 0 0 0 −
√
3
2
2P1/2, 1, 1 0 0 0 0 −
√
3
2S1/2, 1, 1 0 3√2 −
√
3
2 −
√
3 0
(B.14a)
2P3/2 2P3/2 2P1/2 2S1/2 2P1/2 2S1/2
2, 0 1, 0 1, 0 1, 0 0, 0 0, 0
2P3/2, 2, 0 0 0 0
√
6 0 0
2P3/2, 1, 0 0 0 0 0 0
√
6
2P1/2, 1, 0 0 0 0 0 0 −
√
3
2S1/2, 1, 0
√
6 0 0 0 −√3 0
2P1/2, 0, 0 0 0 0 −
√
3 0 0
2S1/2, 0, 0 0
√
6 −√3 0 0 0
(B.14b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2
2,−1 1,−1 1,−1 1,−1 2,−2
2P3/2, 2,−1 0 0 0 3√2 0
2P3/2, 1,−1 0 0 0
√
3
2 0
2P1/2, 1,−1 0 0 0
√
3 0
2S1/2, 1,−1 3√2
√
3
2
√
3 0 0
2P3/2, 2,−2 0 0 0 0 0
(B.14c)
Tabelle B.14: Die auf erB normierte Matrix D3 der dritten Komponente des Dipoloperators von
Wasserstoff im (n = 2)-Unterraum.
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B.2.3 Numerische Berechnung der Eigenwerte in elektrischen
und magnetischen Feldern
Mit den expliziten Matrizen aus dem letzten Abschnitt ist es uns nun mo¨glich, die Eigen-
werte bei vorhandenen a¨ußeren Feldern numerisch zu berechnen. Wir betrachten exem-
plarisch in 3-Richtung orientierte, statische Felder E = E · e3 und B = B · e3.
In einem rein magnetischen Feld tritt keine Mischung von Zusta¨nden unterschiedlicher
Bahndrehimpulse auf, also bleiben die Lebensdauern der 2P - und 2S-Zusta¨nde konstant.
Die Realteile der Eigenwerte liefern uns dagegen die Breit-Rabi-Diagramme, Abb. B.4.
Die Reihenfolge der Energien fu¨r ein kleines, positives Magnetfeld in 3-Richtung entspricht
fu¨r Wasserstoff der Reihenfolge der Durchnummerierung aus Tabelle B.153. Im Falle all-
gemeiner elektrischer und magnetischer Felder sind in der Notation aus Tab. B.15 die
Buchstaben E und B durch die Vektoren E und B zu ersetzen.
α |2LˆJ , F, F3, E ,B) α |2LˆJ , F, F3, E ,B)
1 |2Pˆ3/2, 2, 2, E ,B) 9 |2Sˆ1/2, 1, 1, E ,B)
2 |2Pˆ3/2, 2, 1, E ,B) 10 |2Sˆ1/2, 1, 0, E ,B)
3 |2Pˆ3/2, 2, 0, E ,B) 11 |2Sˆ1/2, 1,−1, E ,B)
4 |2Pˆ3/2, 2,−1, E ,B) 12 |2Sˆ1/2, 0, 0, E ,B)
5 |2Pˆ3/2, 2,−2, E ,B) 13 |2Pˆ1/2, 1, 1, E ,B)
6 |2Pˆ3/2, 1, 1, E ,B) 14 |2Pˆ1/2, 1, 0, E ,B)
7 |2Pˆ3/2, 1, 0, E ,B) 15 |2Pˆ1/2, 1,−1, E ,B)
8 |2Pˆ3/2, 1,−1, E ,B) 16 |2Pˆ1/2, 0, 0, E ,B)
Tabelle B.15: Zuordnung der verschiedenen Notationen fu¨r Wasserstoff im (n = 2)-Unterraum.
Die Reihenfolge der Zusta¨nde wurde absteigend nach den ungesto¨rten Energien und innerhalb eines
Multipletts absteigend nach F und F3 gewa¨hlt.
Das Breit-Rabi-Diagramm der 2P3/2-Zusta¨nde ist in Abb. B.5 noch einmal bis zu einem
etwas gro¨ßeren Magnetfeld dargestellt. Man sieht dort, dass bereits ab |B| ≈ 0.5 mT eine
U¨berschneidung der Energien verschiedener Zusta¨nde auftritt.
Die kritischen Magnetfelder, die aus den Breit-Rabi-Diagrammen entnommen werden
3Dies wird fu¨r Deuterium nicht mehr der Fall sein, wie in Abschnitt B.3.2 gezeigt wird.
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Abbildung B.4: Breit-Rabi-Diagramme fu¨r Wasserstoff im (n = 2)-Unterraum. Die Bedeutung
der mit |α), (α = 1, , 16), bezeichneten Zusta¨nde kann Tabelle B.15 entnommen werden.
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Abbildung B.5: Breit-Rabi-Diagramm fu¨r die 2P3/2-Zusta¨nde von Wasserstoff. Gegenu¨ber Abb.
B.4a ist hier ein gro¨ßeres Magnetfeldintervall dargestellt.
ko¨nnen, liegen bei etwa
Bkrit.(2S1/2) ≈ Bkrit.(2P1/2) ≈ 6 mT ,
Bkrit.(2P3/2) ≈ 2 mT ,
(B.39)
wobei die Angabe fu¨r Bkrit.(2P3/2) sehr vage ist, da der U¨bergang zwischen Zeeman- und
Paschen-Back-Bereich fu¨r die einzelnen Zusta¨nde sehr unterschiedlich ist. Die Breit-Rabi-
Diagramme B.4b und B.4c der 2S1/2- und 2P1/2-Zusta¨nde entsprechen dem Diagramm
der 1S1/2-Zusta¨nde aus Abb. B.2. Das Diagramm der 2P3/2-Zusta¨nde dagegen zeigt einen
deutlich komplexeren Verlauf der Energien dieser Zusta¨nde im Magnetfeld.
Nun kommen wir zur numerischen Berechnung der Verschiebung der atomaren Energieni-
veaus in einem a¨ußeren konstanten und homogenen elektrischen Feld (Stark-Effekt). Als
Grundlage hierfu¨r dient die im letzten Abschnitt diskutierte Matrix des Dipoloperators,
Tab. B.14. Da der Dipoloperator zu einer Mischung der 2P - und 2S-Zusta¨nde fu¨hrt, er-
warten wir eine Vera¨nderung der Lebensdauern der Zusta¨nde, die ja im Zusammenhang
mit den Imagina¨rteilen der komplexen Energieeigenwerte der Massenmatrix stehen.
Betrachten wir zuna¨chst die Diagramme fu¨r die Abha¨ngigkeit der Realteile der Eigenwerte
vom elektrischen Feld E in 3-Richtung, siehe Abb. B.6a-B.6c. Man sieht fu¨r (fast) alle
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Abbildung B.6: Abha¨ngigkeit der atomaren Energieniveaus (Realteile der Eigenwerte der Mas-
senmatrix) vom elektrischen Feld E = e3 · E. Die zu den Diagrammen geho¨renden Zusta¨nde sind
die (B.6a) 2P3/2-, (B.6b) 2S1/2- und die (B.6c) 2P1/2-Zusta¨nde.
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Abbildung B.7: Abha¨ngigkeit der mittleren Lebensdauern (τS,P = Γ−1S,P ) vom elektrischen Feld
E = e3 ·E. Die Diagramme B.7a und B.7b zeigen die relative A¨nderung der Lebensdauern der 2P -
Zusta¨nde, Diagramm B.7c zeigt in logarithmischer Auftragung die absolute mittlere Lebensdauer
der 2S-Zusta¨nde.
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Zusta¨nde eine in guter Na¨herung quadratischen Verlauf der Energien fu¨r kleine (|E| .
50 V) Felder, fu¨r gro¨ßere Feldsta¨rken tragen ho¨here, gerade Potenzen von E bei. Beitra¨ge
von Zusta¨nden mit anderen Hauptquantenzahlen sind hier vernachla¨ssigt worden.
In Abb. B.7 sind die mittleren Lebensdauern (inverse Zerfallsraten) der einzelnen Zusta¨nde
dargestellt. Wa¨hrend sich die Lebensdauern der 2P -Zusta¨nde aufgrund des Einflusses der
2S-Zusta¨nde relativ gering verla¨ngern, fa¨llt die Lebensdauer der 2S-Zusta¨nde rapide ab.
Wir wollen dies ein wenig besser verstehen und betrachten dazu exemplarisch den
atomaren Zustand |2Sˆ1/2, 1, 1). Wir vernachla¨ssigen bei der folgenden Diskussion
die P-verletzenden Beitra¨ge zur Massenmatrix und die nichtdiagonalen Beitra¨ge des
Hyperfeinstruktur-Hamiltonoperators. Die inneren atomaren Zusta¨nde sind dann na¨he-
rungsweise durch die Gesamtdrehimpulszusta¨nde gegeben.
In einem schwachen elektrischen Feld E in 3-Richtung wird der feldfreie Zustand
|2Sˆ1/2, 1, 1) ≈ |2S1/2, 1, 1〉 gesto¨rt und erha¨lt z.B. einen Beitrag des Zustands |2Pˆ1/2, 1, 1) ≈
|2P1/2, 1, 1〉, d.h. es gilt (siehe Tabelle B.14a, S. 204) nach sto¨rungstheoretischen U¨berle-
gungen
|2Sˆ1/2, 1, 1, E) ≈ |2Sˆ1/2, 1, 1) +
√
3erBE
∆E
|2Pˆ1/2, 1, 1) , (B.40)
mit der komplexen Energiedifferenz
∆E ≈ S − i
2
(ΓS − ΓP ) . (B.41)
Dabei ist S = E2S1/2−E2P1/2 die Energie-Differenz der Schwerpunkte der 2S1/2- und 2P1/2-
Zusta¨nde, also die Lamb-Shift. Die Hyperfeinaufspaltung wurde in der Energiedifferenz
außer Acht gelassen, da wir hier nur grobe Abscha¨tzungen vornehmen wollen. Desweiteren
wurden in (B.40) alle Beitra¨ge der 2P3/2-Zusta¨nde aufgrund der etwa zehn mal gro¨ßeren
Energiedifferenz vernachla¨ssigt.
Der zu |2Sˆ1/2, 1, 1, E) geho¨rende Energieeigenwert bekommt erst in zweiter Ordnung
Sto¨rungstheorie einen Beitrag des elektrischen Felds, d.h. es gilt na¨herungsweise
E(2Sˆ1/2, 1, 1, E) ≈ E(2Sˆ1/2, 1, 1) + (
√
3erBE)2
∆E
≈ S − i
2
ΓS +
(
√
3erBE)2
|∆E|2 ∆E
∗ .
(B.42)
Setzt man ∆E∗ gema¨ß Gl. (B.41) hier ein, so erha¨lt man
E(2Sˆ1/2, 1, 1, E) ≈ S
1 +(√3erBE|∆E|
)2− i
2
ΓS
1 + ΓP − ΓS
ΓS
(√
3erBE
|∆E|
)2 .
(B.43)
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Wir sehen also, dass selbst bei einer sehr kleinen Verschiebung des Realteils der Energie,
d.h. fu¨r(√
3erBE
|∆E|
)2
 1 (B.44)
eine sehr große A¨nderung der Zerfallsrate
Γ(2Sˆ1/2, 1, 1, E) ≈ ΓS
1 + ΓP − ΓS
ΓS
(√
3erBE
|∆E|
)2 (B.45)
mo¨glich ist, da fu¨r die freien Zerfallsraten ΓS,P nach den Gln. (B.38), (B.37) ΓP/ΓS ≈ 107
und somit auch
ΓP − ΓS
ΓS
≈ 107 (B.46)
gilt. Selbst bei einem schwachen elektrischen Feld tritt also eine Vervielfachung der Zer-
fallsrate und eine damit verbundene, starke Verku¨rzung der Lebensdauer der metastabilen
2S-Zusta¨nde auf.
Bei einer analogen Rechnung fu¨r den Zustand |2Pˆ1/2, 1, 1, E) wu¨rde man dagegen die
Zerfallsrate
Γ(2Pˆ1/2, 1, 1, E) ≈ ΓP
1− ΓP − ΓS
ΓP
(√
3erBE
|∆E|
)2 (B.47)
erhalten. Hier tritt der positive Faktor
ΓP − ΓS
ΓP
≈ 1 (B.48)
auf, der in (B.47) mit einem negativen Vorzeichen behaftet ist. Eine kleine A¨nderung
des Realteils der Energie ist hier also auch mit einer kleinen A¨nderung der Zerfallsrate
verbunden. Das negative Vorzeichen erkla¨rt die relative Verla¨ngerung der Lebensdauer
der 2P -Zusta¨nde.
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B.3 Deuterium
B.3.1 Die Massenmatrix im Unterraum mit Hauptquantenzahl
n = 2
Deuterium hat einen Kernspin von I = 1. Somit treten im 24-dimensionalen (n = 2)-
Unterraum Gesamtdrehimpulse im Bereich 1
2
≤ F ≤ 5
2
auf. Mit der Formel (B.36) folgt
fu¨r die Hyperfeinaufspaltung der (n = 2)-Zusta¨nde insgesamt
nLJ 1S1/2 (aus [59]) 2S1/2 2P1/2 2P3/2
A(I = 1, nLJ) A = 327.384 MHzh 18A 124A 145A
Tabelle B.16: Skalierung der Hyperfeinaufspaltung fu¨r Deuterium mit n ≤ 2.
Das Termschema der (n = 2)-Zusta¨nde von Deuterium ist in Abb. B.8 dargestellt. Die
experimentellen Werte (aus [57]) fu¨r die Lamb-Shift und die Feinstrukturaufspaltung be-
tragen hier aber
S/h = 1059.282(64) MHz, (B.49)
∆/h = 10971.90(12) MHz . (B.50)
2F +F
3
2
1
2 2
4+ 13A2
− 23A2
2P3/2 A3 = 145A
+ 38A3
− 28A3
− 58A3 12 2
3
2 4
2F +F
5
2 6
0
2P1/2
2S1/2
A2 = 124A
E
∆
S
A1 = 18A
2F + 1F
1
2
3
2
2
4+ 14A1
− 34A1
Abbildung B.8: Termschema der (n = 2)-Zusta¨nde von Deuterium (nicht maßstabsgetreu).
Fu¨r die Zerfallszeiten werden die gleichen Werte wie fu¨r Wasserstoff verwendet, siehe Gln.
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(B.37), (B.38). Die Matrizen M 0, µ/µB und D/(erB) sind auf den folgenden Seiten in
den Tabellen B.17 bis B.23 dargestellt.
2P3/2 2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
5
2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2 ∆+
A
120 − i2ΓP 0 0 0 0
2P3/2, 52 ,
3
2 0 ∆+
A
120 − i2ΓP 0 0 0
2P3/2, 32 ,
3
2 0 0
∆− A180
− i2ΓP
−
√
5A
576 0
2P1/2, 32 ,
3
2 0 0 −
√
5A
576
A
72 − i2ΓP i(δ1 + δ2)S
2S1/2, 32 ,
3
2 0 0 0 −i(δ1 + δ2)S S + A24 − i2ΓS
(B.17a)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
1
2
∆ + A120
− i2ΓP
0 0 0 0 0 0
2P3/2, 32 ,
1
2 0
∆− A180
− i2ΓP
−
√
5A
576 0 0 0 0
2P1/2, 32 ,
1
2 0 −
√
5A
576
A
72 − i2ΓP
iδ1S
+iδ2S
0 0 0
2S1/2, 32 ,
1
2 0 0
−iδ1S
−iδ2S
S + A24
− i2ΓS
0 0 0
2P3/2, 12 ,
1
2 0 0 0 0
∆− A72
− i2ΓP
− A
288
√
2
0
2P1/2, 12 ,
1
2 0 0 0 0 − A288√2
− A36
− i2ΓP
iδ1S
−2iδ2S
2S1/2, 12 ,
1
2 0 0 0 0 0
−iδ1S
+2iδ2S
S − A12
− i2ΓS
(B.17b)
Tabelle B.17: Die freie, nichthermitesche MassenmatrixM0 fu¨r Deuterium im (n = 2)-Unterraum
(F3 = 52 ,
3
2 ,
1
2 ).
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,− 12
∆ + A120
− i2ΓP
0 0 0 0 0 0
2P3/2, 32 ,− 12 0
∆− A180
− i2ΓP
−
√
5A
576 0 0 0 0
2P1/2, 32 ,− 12 0 −
√
5A
576
A
72 − i2ΓP
iδ1S
+iδ2S
0 0 0
2S1/2, 32 ,− 12 0 0
−iδ1S
−iδ2S
S + A24
− i2ΓS
0 0 0
2P3/2, 12 ,− 12 0 0 0 0
∆− A72
− i2ΓP
− A
288
√
2
0
2P1/2, 12 ,− 12 0 0 0 0 − A288√2
− A36
− i2ΓP
iδ1S
−2iδ2S
2S1/2, 12 ,− 12 0 0 0 0 0
−iδ1S
+2iδ2S
S − A12
− i2ΓS
(B.17c)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32 52 ,− 52
2P3/2, 52 ,− 32 ∆+ A120 − i2ΓP 0 0 0 0
2P3/2, 32 ,− 32 0
∆− A180
− i2ΓP
−
√
5A
576 0 0
2P1/2, 32 ,− 32 0 −
√
5A
576
A
72 − i2ΓP i(δ1 + δ2)S 0
2S1/2, 32 ,− 32 0 0 −i(δ1 + δ2)S S + A24 − i2ΓS 0
2P3/2, 52 ,− 52 0 0 0 0 ∆+ A120 − i2ΓP
(B.17d)
Tabelle B.17: Die freie, nichthermitesche MassenmatrixM0 fu¨r Deuterium im (n = 2)-Unterraum
(F3 = − 12 ,− 32 ,− 52 ).
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F ′3\F3 5/2 3/2 1/2 −1/2 −3/2 −5/2
5/2 0 B.18b 0 0 0 0
3/2 (B.18b)† 0 B.18c 0 0 0
1/2 0 (B.18c)† 0 B.18d 0 0
−1/2 0 0 (B.18d)† 0 B.18e 0
−3/2 0 0 0 (B.18e)† 0 B.18f
−5/2 0 0 0 0 (B.18f)† 0
(B.18a) Die Zuordnung der Tabellennummern zu den einzelnen
Blo¨cken der Matrix µ
1
. Es werden nur die Blo¨cke der oberen Ha¨lfte
der Matrix angegeben. Die unteren Blo¨cke folgen durch hermitesche
Konjugation.
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2 − g+22√5
g+2√
30
− g−1√
6
0
(B.18b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
3
2 −
√
2(g+2)
5
g+2
5
√
2
− g−1√
10
0 0 0 0
2P3/2, 32 ,
3
2 − g+210√3 −
11(g+2)
30
√
3
− 2(g−1)
3
√
15
0
√
5(g+2)
6
√
3
−
√
5(g−1)
3
√
6
0
2P1/2, 32 ,
3
2
g−1
2
√
15
− 2(g−1)
3
√
15
g−4
6
√
3
0 g−1
6
√
3
− g−4
3
√
6
0
2S1/2, 32 ,
3
2 0 0 0 − g2√3 0 0
g√
6
(B.18c)
Tabelle B.18: Die auf µB normierte Matrix µ1 der ersten Komponente des magnetischen Moments
von Deuterium im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,
1
2 − 3(g+2)10 g+210 − g−12√5 0 0 0 0
2P3/2, 32 ,
1
2 − g+210 − 11(g+2)45 −
4(g−1)
9
√
5
0 (g+2)18
√
5 −
√
5(g−1)
9
√
2
0
2P1/2, 32 ,
1
2
g−1
2
√
5
− 4(g−1)
9
√
5
g−4
9 0
g−1
18
− g−4
9
√
2
0
2S1/2, 32 ,
1
2 0 0 0 − g3 0 0 g3√2
2P3/2, 12 ,
1
2 0 −
√
5(g+2)
18
1−g
18 0 − 5(g+2)18 − 2
√
2(g−1)
9
0
2P1/2, 12 ,
1
2 0
√
5(g−1)
9
√
2
g−4
9
√
2
0 − 2
√
2(g−1)
9
4−g
18 0
2S1/2, 12 ,
1
2 0 0 0 − g3√2 0 0 g6
(B.18d)
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32
2P3/2, 52 ,− 12 −
√
2(g+2)
5 )
g+2
10
√
3
− g−1
2
√
15
0
2P3/2, 32 ,− 12 − g+25√2 −
11(g+2)
30
√
3
− 2(g−1)
3
√
15
0
2P1/2, 32 ,− 12 g−1√10 −
2(g−1)
3
√
15
g−4
6
√
3
0
2S1/2, 32 ,− 12 0 0 0 − g2√3
2P3/2, 12 ,− 12 0 −
√
5(g+2)
6
√
3
− g−1
6
√
3
0
2P1/2, 12 ,− 12 0
√
5(g−1)
3
√
6
g−4
3
√
6
0
2S1/2, 12 ,− 12 0 0 0 − g√6
(B.18e)
2P3/2
5
2 ,− 52
2P3/2, 52 ,− 32 − g+22√5
2P3/2, 32 ,− 32 − g+2√30
2P1/2, 32 ,− 32 g−1√6
2S1/2, 32 ,− 32 0
(B.18f)
Tabelle B.18: (Fortsetzung) Die auf µB normierte Matrix µ1 der ersten Komponente des ma-
gnetischen Moments von Deuterium im (n = 2)-Unterraum.
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F ′3\F3 5/2 3/2 1/2 −1/2 −3/2 −5/2
5/2 0 B.19b 0 0 0 0
3/2 (B.19b)† 0 B.19c 0 0 0
1/2 0 (B.19c)† 0 B.19d 0 0
−1/2 0 0 (B.19d)† 0 B.19e 0
−3/2 0 0 0 (B.19e)† 0 B.19f
−5/2 0 0 0 0 (B.19f)† 0
(B.19a) Die Zuordnung der Tabellennummern zu den einzelnen
Blo¨cken der Matrix µ
2
. Es werden nur die Blo¨cke der oberen Ha¨lfte
der Matrix angegeben. Die unteren Blo¨cke folgen durch hermitesche
Konjugation.
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2
i(g+2)
2
√
5
− i(g+2)√
30
i(g−1)√
6
0
(B.19b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
3
2
i
√
2(g+2)
5
− i(g+2)
5
√
2
i(g−1)√
10
0 0 0 0
2P3/2, 32 ,
3
2
i(g+2)
10
√
3
11i(g+2)
30
√
3
2i(g−1)
3
√
15
0 − i
√
5(g+2)
6
√
3
i
√
5(g−1)
3
√
6
0
2P1/2, 32 ,
3
2 − i(g−1)2√15
2i(g−1)
3
√
15
− i(g−4)
6
√
3
0 − i(g−1)
6
√
3
i(g−4)
3
√
6
0
2S1/2, 32 ,
3
2 0 0 0
ig
2
√
3
0 0 − ig√
6
(B.19c)
Tabelle B.19: Die auf µB normierte Matrix µ2 der zweiten Komponente des magnetischen
Moments von Deuterium im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,
1
2
3i(g+2)
10 − i(g+2)10
i(g−1)
2
√
5
0 0 0 0
2P3/2, 32 ,
1
2
i(g+2)
10
11i(g+2)
45
4i(g−1)
9
√
5
0 − i
√
5(g+2)
18
i
√
5(g−1)
9
√
2
0
2P1/2, 32 ,
1
2 − i(g−1)2√5
4i(g−1)
9
√
5
− i(g−4)9 0 − i(g−1)18
i(g−4)
9
√
2
0
2S1/2, 32 ,
1
2 0 0 0
ig
3 0 0 − ig3√2
2P3/2, 12 ,
1
2 0
i
√
5(g+2)
18
i(g−1)
18 0
5i(g+2)
18
2i
√
2(g−1)
9
0
2P1/2, 12 ,
1
2 0 − i
√
5(g−1)
9
√
2
− i(g−4)
9
√
2
0 2i
√
2(g−1)
9
i(g−4)
18 0
2S1/2, 12 ,
1
2 0 0 0
ig
3
√
2
0 0 − ig6
(B.19d)
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32
2P3/2, 52 ,− 12 i
√
2(g+2)
5
− i(g+2)
10
√
3
i(g−1)
2
√
15
0
2P3/2, 32 ,− 12 i(g+2)5√2
11i(g+2)
30
√
3
2i(g−1)
3
√
15
0
2P1/2, 32 ,− 12 − i(g−1)√10
2i(g−1)
3
√
15
− i(g−4)
6
√
3
0
2S1/2, 32 ,− 12 0 0 0 ig2√3
2P3/2, 12 ,− 12 0 i
√
5(g+2)
6
√
3
i(g−1)
6
√
3
0
2P1/2, 12 ,− 12 0 − i
√
5(g−1)
3
√
6
− i(g−4)
3
√
6
0
2S1/2, 12 ,− 12 0 0 0 ig√6
(B.19e)
2P3/2
5
2 ,− 52
2P3/2, 52 ,− 32 i(g+2)2√5
2P3/2, 32 ,− 32 i(g+2)√30
2P1/2, 32 ,− 32 − i(g−1)√6
2S1/2, 32 ,− 32 0
(B.19f)
Tabelle B.19: (Fortsetzung) Die auf µB normierte Matrix µ2 der zweiten Komponente des
magnetischen Moments von Deuterium im (n = 2)-Unterraum.
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2P3/2 2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
5
2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2 − 2+g2 0 0 0 0
2P3/2, 52 ,
3
2 0 − 3(2+g)10 −
√
2(2+g)
5
√
3
−
√
2(1−g)√
15
0
2P3/2, 32 ,
3
2 0 −
√
2(2+g)
5
√
3
− 11(2+g)30
2(1−g)
3
√
5
0
2P1/2, 32 ,
3
2 0 −
√
2(1−g)√
15
2(1−g)
3
√
5
− 4−g6 0
2S1/2, 32 ,
3
2 0 0 0 0 − g2
(B.20a)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
1
2 − 2+g10 − 2+g5 − 1−g√5 0 0 0 0
2P3/2, 32 ,
1
2 − 2+g5 − 11(2+g)90
2(1−g)
9
√
5
0 −
√
5(2+g)
9 −
√
10(1−g)
9
0
2P1/2, 32 ,
1
2 − 1−g√5
2(1−g)
9
√
5
− 4−g18 0 1−g9 −
√
2(4−g)
9
0
2S1/2, 32 ,
1
2 0 0 0 − g6 0 0 −
√
2g
3
2P3/2, 12 ,
1
2 0 −
√
5(2+g)
9
1−g
9 0 − 5(2+g)18 2
√
2(1−g)
9
0
2P1/2, 12 ,
1
2 0 −
√
10(1−g)
9 −
√
2(4−g)
9
0 2
√
2(1−g)
9
4−g
18 0
2S1/2, 12 ,
1
2 0 0 0 −
√
2g
3 0 0
g
6
(B.20b)
Tabelle B.20: Die auf µB normierte Matrix µ3 der dritten Komponente des magnetischen Mo-
ments von Deuterium im (n = 2)-Unterraum (F3 = 52 ,
3
2 ,
1
2 ).
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,− 12 2+g10 − 2+g5 − 1−g√5 0 0 0 0
2P3/2, 32 ,− 12 − 2+g5 11(2+g)90 −
2(1−g)
9
√
5
0 −
√
5(2+g)
9 −
√
10(1−g)
9
0
2P1/2, 32 ,− 12 − 1−g√5 −
2(1−g)
9
√
5
4−g
18 0
1−g
9 −
√
2(4−g)
9
0
2S1/2, 32 ,− 12 0 0 0 g6 0 0 −
√
2g
3
2P3/2, 12 ,− 12 0 −
√
5(2+g)
9
1−g
9 0
5(2+g)
18 − 2
√
2(1−g)
9
0
2P1/2, 12 ,− 12 0 −
√
10(1−g)
9 −
√
2(4−g)
9
0 − 2
√
2(1−g)
9
− 4−g18 0
2S1/2, 12 ,− 12 0 0 0 −
√
2g
3 0 0 − g6
(B.20c)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32 52 ,− 52
2P3/2, 52 ,− 32 3(2+g)10 −
√
2(2+g)
5
√
3
−
√
2(1−g)√
15
0 0
2P3/2, 32 ,− 32 −
√
2
3 (2+g)
5
11(2+g)
30
− 2(1−g)
3
√
5
0 0
2P1/2, 32 ,− 32 −
√
2(1−g)√
15
− 2(1−g)
3
√
5
4−g
6 0 0
2S1/2, 32 ,− 32 0 0 0 g2 0
2P3/2, 52 ,− 52 0 0 0 0 2+g2
(B.20d)
Tabelle B.20: Die auf µB normierte Matrix µ3 der dritten Komponente des magnetischen Mo-
ments von Deuterium im (n = 2)-Unterraum (F3 = − 12 ,− 32 ,− 52 ).
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F ′3\F3 5/2 3/2 1/2 −1/2 −3/2 −5/2
5/2 0 B.21b 0 0 0 0
3/2 (B.21b)† 0 B.21c 0 0 0
1/2 0 (B.21c)† 0 B.21d 0 0
−1/2 0 0 (B.21d)† 0 B.21e 0
−3/2 0 0 0 (B.21e)† 0 B.21f
−5/2 0 0 0 0 (B.21f)† 0
(B.21a) Die Zuordnung der Tabellennummern zu den einzelnen
Blo¨cken der Matrix D1. Es werden nur die Blo¨cke der oberen Ha¨lfte
der Matrix angegeben. Die unteren Blo¨cke folgen durch hermitesche
Konjugation.
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2 0 0 0 − 3√2
(B.21b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
3
2 0 0 0 −3
√
3
10 0 0 0
2P3/2, 32 ,
3
2 0 0 0 − 2√5 0 0 −
√
5
2
2P1/2, 32 ,
3
2 0 0 0 −1 0 0
√
2
2S1/2, 32 ,
3
2
3
2
√
5
− 2√
5
−1 0 12
√
2 0
(B.21c)
Tabelle B.21: Die auf erB normierte Matrix D1 der ersten Komponente des Dipolmoments von
Deuterium im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,
1
2 0 0 0 − 3
√
3
5
2
0 0 0
2P3/2, 32 ,
1
2 0 0 0 − 4√15 0 0 −
√
5
6
2P1/2, 32 ,
1
2 0 0 0 − 2√3 0 0
√
2
3
2S1/2, 32 ,
1
2
3
√
3
5
2
− 4√
15
− 2√
3
0 1
2
√
3
√
2
3 0
2P3/2, 12 ,
1
2 0 0 0 − 12√3 0 0 −2
√
2
3
2P1/2, 12 ,
1
2 0 0 0 −
√
2
3 0 0
1√
3
2S1/2, 12 ,
1
2 0
√
5
6 −
√
2
3 0 −2
√
2
3
1√
3
0
(B.21d)
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32
2P3/2, 52 ,− 12 0 0 0 − 32√5
2P3/2, 32 ,− 12 0 0 0 − 2√5
2P1/2, 32 ,− 12 0 0 0 −1
2S1/2, 32 ,− 12 3
√
3
10
− 2√
5
−1 0
2P3/2, 12 ,− 12 0 0 0 − 12
2P1/2, 12 ,− 12 0 0 0 −
√
2
2S1/2, 12 ,− 12 0
√
5
2 −
√
2 0
(B.21e)
2P3/2
5
2 ,− 52
2P3/2, 52 ,− 32 0
2P3/2, 32 ,− 32 0
2P1/2, 32 ,− 32 0
2S1/2, 32 ,− 32 3√2
(B.21f)
Tabelle B.21: (Fortsetzung) Die auf erB normierte Matrix D1 der ersten Komponente des Di-
polmoments von Deuterium im (n = 2)-Unterraum.
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F ′3\F3 5/2 3/2 1/2 −1/2 −3/2 −5/2
5/2 0 B.22b 0 0 0 0
3/2 (B.22b)† 0 B.22c 0 0 0
1/2 0 (B.22c)† 0 B.22d 0 0
−1/2 0 0 (B.22d)† 0 B.22e 0
−3/2 0 0 0 (B.22e)† 0 B.22f
−5/2 0 0 0 0 (B.22f)† 0
(B.22a) Die Zuordnung der Tabellennummern zu den einzelnen
Blo¨cken der Matrix D2. Es werden nur die Blo¨cke der oberen Ha¨lfte
der Matrix angegeben. Die unteren Blo¨cke folgen durch hermitesche
Konjugation.
2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2 0 0 0
3i√
2
(B.22b)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
3
2 0 0 0 3i
√
3
10 0 0 0
2P3/2, 32 ,
3
2 0 0 0
2i√
5
0 0 i
√
5
2
2P1/2, 32 ,
3
2 0 0 0 i 0 0 −i
√
2
2S1/2, 32 ,
3
2 − 3i2√5 2i√5 i 0 − i2 −i
√
2 0
(B.22c)
Tabelle B.22: Die auf erB normierte Matrix D2 der zweiten Komponente des Dipolmoments von
Deuterium im (n = 2)-Unterraum. (Fortsetzung auf der na¨chsten Seite)
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,
1
2 0 0 0
3
2 i
√
3
5 0 0 0
2P3/2, 32 ,
1
2 0 0 0
4i√
15
0 0 i
√
5
6
2P1/2, 32 ,
1
2 0 0 0
2i√
3
0 0 −i
√
2
3
2S1/2, 32 ,
1
2 − 32 i
√
3
5
4i√
15
2i√
3
0 − i
2
√
3
−i
√
2
3 0
2P3/2, 12 ,
1
2 0 0 0
i
2
√
3
0 0 2i
√
2
3
2P1/2, 12 ,
1
2 0 0 0 i
√
2
3 0 0 − i√3
2S1/2, 12 ,
1
2 0 −i
√
5
6 i
√
2
3 0 2i
√
2
3
− i√
3
0
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2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32
2P3/2, 52 ,− 12 0 0 0 3i2√5
2P3/2, 32 ,− 12 0 0 0 2i√5
2P1/2, 32 ,− 12 0 0 0 i
2S1/2, 32 ,− 12 −3i
√
3
10
2i√
5
i 0
2P3/2, 12 ,− 12 0 0 0 i2
2P1/2, 12 ,− 12 0 0 0 i
√
2
2S1/2, 12 ,− 12 0 −i
√
5
2 i
√
2 0
(B.22e)
2P3/2
5
2 ,− 52
2P3/2, 52 ,− 32 0
2P3/2, 32 ,− 32 0
2P1/2, 32 ,− 32 0
2S1/2, 32 ,− 32 − 3i√2
(B.22f)
Tabelle B.22: (Fortsetzung) Die auf erB normierte Matrix D2 der zweiten Komponente des
Dipolmoments von Deuterium im (n = 2)-Unterraum.
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2P3/2 2P3/2 2P3/2 2P1/2 2S1/2
5
2 ,
5
2
5
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
3
2 ,
3
2
2P3/2, 52 ,
5
2 0 0 0 0 0
2P3/2, 52 ,
3
2 0 0 0 0 3
√
2
5
2P3/2, 32 ,
3
2 0 0 0 0 −2
√
3
5
2P1/2, 32 ,
3
2 0 0 0 0 −
√
3
2S1/2, 32 ,
3
2 0 3
√
2
5 −2
√
3
5 −
√
3 0
(B.23a)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
3
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
1
2 ,
1
2
2P3/2, 52 ,
1
2 0 0 0 3
√
3
5 0 0 0
2P3/2, 32 ,
1
2 0 0 0 − 2√15 0 0
√
10
3
2P1/2, 32 ,
1
2 0 0 0 − 1√3 0 0 −2
√
2
3
2S1/2, 32 ,
1
2 3
√
3
5
− 2√
15
− 1√
3
0 − 1√
3
−2
√
2
3 0
2P3/2, 12 ,
1
2 0 0 0 − 1√3 0 0 −2
√
2
3
2P1/2, 12 ,
1
2 0 0 0 −2
√
2
3 0 0
1√
3
2S1/2, 12 ,
1
2 0
√
10
3 −2
√
2
3 0 −2
√
2
3
1√
3
0
(B.23b)
Tabelle B.23: Die auf erB normierte Matrix D3 der dritten Komponente des Dipolmoments von
Deuterium im (n = 2)-Unterraum (F3 = 52 ,
3
2 ,
1
2 ).
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2P3/2 2P3/2 2P1/2 2S1/2 2P3/2 2P1/2 2S1/2
5
2 ,− 12 32 ,− 12 32 ,− 12 32 ,− 12 12 ,− 12 12 ,− 12 12 ,− 12
2P3/2, 52 ,− 12 0 0 0 3
√
3
5 0 0 0
2P3/2, 32 ,− 12 0 0 0 2√15 0 0
√
10
3
2P1/2, 32 ,− 12 0 0 0 1√3 0 0 −2
√
2
3
2S1/2, 32 ,− 12 3
√
3
5
2√
15
1√
3
0 − 1√
3
−2
√
2
3 0
2P3/2, 12 ,− 12 0 0 0 − 1√3 0 0 2
√
2
3
2P1/2, 12 ,− 12 0 0 0 −2
√
2
3 0 0 − 1√3
2S1/2, 12 ,− 12 0
√
10
3 −2
√
2
3 0 2
√
2
3
− 1√
3
0
(B.23c)
2P3/2 2P3/2 2P1/2 2S1/2 2P3/2
5
2 ,− 32 32 ,− 32 32 ,− 32 32 ,− 32 52 ,− 52
2P3/2, 52 ,− 32 0 0 0 3
√
2
5 0
2P3/2, 32 ,− 32 0 0 0 2
√
3
5 0
2P1/2, 32 ,− 32 0 0 0
√
3 0
2S1/2, 32 ,− 32 3
√
2
5 2
√
3
5
√
3 0 0
2P3/2, 52 ,− 52 0 0 0 0 0
(B.23d)
Tabelle B.23: Die auf erB normierte Matrix D3 der dritten Komponente des Dipolmoments von
Deuterium im (n = 2)-Unterraum (F3 = − 12 ,− 32 ,− 52 ).
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B.3.2 Numerische Berechnung der Eigenwerte in elektrischen
und magnetischen Feldern
In den nun folgenden Diagrammen, wie auch in der gesamten vorliegenden Arbeit wollen
wir die in Tabelle B.24 dargestellte Nummerierung der Deuterium-Zusta¨nde vereinbaren.
Auch hier betrachten wir exemplarisch in 3-Richtung orientierte Felder E = E ·e3, B = B ·
e3. Bei allgemeinen Feldern ist wie gehabt in der Notation aus Tab. B.24 (E ,B)→ (E ,B)
zu ersetzen.
Die Reihenfolge der Durchnummerierung orientiert sich an der Reihenfolge beim Wasser-
stoff (d.h. innerhalb der Multipletts absteigend nach F3). Wie man in Abb. B.9b jedoch
erkennt, entspricht dies nicht mehr der absteigenden Reihenfolge der Energieniveaus fu¨r
kleines, in positive 3-Richtung orientiertes Magnetfeld.
α |2LˆJ , F, F3, E ,B) α |2LˆJ , F, F3, E ,B)
1 |2Pˆ3/2, 52 , 52 , E ,B) 13 |2Sˆ1/2, 32 , 32 , E ,B)
2 |2Pˆ3/2, 52 , 32 , E ,B) 14 |2Sˆ1/2, 32 , 12 , E ,B)
3 |2Pˆ3/2, 52 , 12 , E ,B) 15 |2Sˆ1/2, 32 ,−12 , E ,B)
4 |2Pˆ3/2, 52 ,−12 , E ,B) 16 |2Sˆ1/2, 32 ,−32 , E ,B)
5 |2Pˆ3/2, 52 ,−32 , E ,B) 17 |2Sˆ1/2, 12 , 12 , E ,B)
6 |2Pˆ3/2, 52 ,−52 , E ,B) 18 |2Sˆ1/2, 12 ,−12 , E ,B)
7 |2Pˆ3/2, 32 , 32 , E ,B) 19 |2Pˆ1/2, 32 , 32 , E ,B)
8 |2Pˆ3/2, 32 , 12 , E ,B) 20 |2Pˆ1/2, 32 , 12 , E ,B)
9 |2Pˆ3/2, 32 ,−12 , E ,B) 21 |2Pˆ1/2, 32 ,−12 , E ,B)
10 |2Pˆ3/2, 32 ,−32 , E ,B) 22 |2Pˆ1/2, 32 ,−32 , E ,B)
11 |2Pˆ3/2, 12 , 12 , E ,B) 23 |2Pˆ1/2, 12 , 12 , E ,B)
12 |2Pˆ3/2, 12 ,−12 , E ,B) 24 |2Pˆ1/2, 12 ,−12 , E ,B)
Tabelle B.24: Zuordnung der verschiedenen Notationen fu¨r Deuterium im (n = 2)-Unterraum.
Die Reihenfolge der Zusta¨nde wurde absteigend nach den ungesto¨rten Energien und innerhalb eines
Multipletts absteigend nach F und F3 gewa¨hlt.
Die Breit-Rabi-Diagramme der (n = 2)-Zusta¨nde von Deuterium ko¨nnen Abb. B.9
entnommen werden. Dabei zeigt B.9a einen U¨berblick u¨ber das Verhalten der 2P3/2-
Energieniveaus im Magnetfeld (wir haben uns eine Zuordnung der Zusta¨nde zu den
einzelnen Linien erspart, um die U¨bersichtlichkeit der Diagramme nicht noch weiter zu
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verringern). Anders ist dies bei den Diagrammen B.9b und B.9c, die das Verhalten der
2S1/2- und 2P3/2-Energieniveaus wiedergeben. Beide Diagramme gleichen sich optisch und
in der Reihenfolge der Zusta¨nde. Man sieht hier, dass im Gegensatz zu den Breit-Rabi-
Diagrammen von Wasserstoff (siehe Abb. B.4) die Reihenfolge der Nummerierung nicht
mehr der absteigenden Reihenfolge der Energieniveaus fu¨r kleines magnetisches Feld ent-
spricht. Weiterhin erkennt man hier - wie auch beim Wasserstoff - die Symmetrie der
Diagramme bzgl. des U¨bergangs B → −B, F3 → −F3.
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Abbildung B.9: Breit-Rabi-Diagramme der (n = 2)-Zusta¨nde von Deuterium. Abb. B.9a zeigt
einen U¨berblick u¨ber die Verschiebung der Energieniveaus der 2P3/2-Zusta¨nde im magnetischen
Feld. Die Abb. B.9b und B.9c zeigen die 2S1/2- und 2P1/2-Zusta¨nde. Zur Nummerierung siehe
Tabelle B.24.
Die Verschiebung der Energieniveaus der einzelnen Zusta¨nde bei Anlegen eines elektri-
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schen Felds in 3-Richtung von Deuterium a¨hnelt dem Verhalten der Wasserstoff-Zusta¨nde
und kann Abb. B.10 entnommen werden.
Auch die Abha¨ngigkeit der Lebensdauern τα(E) = Γ−1α (E) vom elektrischen Feld, darge-
stellt in Abb. B.11, ist a¨hnlich wie beim Wasserstoff, siehe Abb. B.7. Der Anstieg der
Lebensdauern der 2P -Zusta¨nde um bis zu 10−10 s entspricht von der Gro¨ßenordnung her
auch den Ergebnissen fu¨r Wasserstoff. Es wurde in Abb. B.11a wieder auf eine Zuordnung
der Linien zu den einzelnen 2P -Zusta¨nden verzichtet.
Diagramm B.11b zeigt in logarithmischer Auftragung (links) die Feld-Abha¨ngigkeit der
Lebensdauern der 2S1/2-Zusta¨nde. Es zeigt sich kein wesentlicher Unterschied zum Was-
serstoff, siehe Abb. B.7c. Weiterhin sind in Abb. B.11b (Mitte und rechts) vergro¨ßerte
Ausschnitte der Lebensdauer-Abha¨ngigkeit der 2S-Zusta¨nde gezeigt.
Abschließend ko¨nnen wir feststellen, dass zwar die Breit-Rabi-Diagramme fu¨r Deuterium
wesentlich komplexer als die des Wasserstoffs sind, die Abha¨ngigkeit der Eigenwerte vom
elektrischen Feld aber keine großen Unterschiede zeigt.
(B.10a)
Abbildung B.10: Energieeigenwerte (Realteile) der 2P3/2-Zusta¨nde von Deuterium im elektri-
schen Feld E = e3 · E. Zur Nummerierung siehe Tabelle B.24.
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Abbildung B.10: Energieniveaus der 2S1/2- (B.10b) und 2P1/2-Zusta¨nde (B.10c) von Deuterium
im elektrischen Feld E = e3 · E. Zur Nummerierung siehe Tabelle B.24.
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Abbildung B.11: Lebensdauern der (n = 2)-Zusta¨nde von Deuterium im elektrischen Feld
E = e3 · E. Diagramm B.11a zeigt die Abha¨ngigkeit der 2P -Zusta¨nde, B.11b die 2S1/2-Zusta¨nde.
Zur Nummerierung siehe Tabelle B.24.
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Anhang C
Die Gabor Transformation
Die Fourier Transformation zerlegt eine quadratintegrable Funktion ψ(x) in ebene Wellen
eikx. Die Amplituden-Funktion ψ˜(k), die als Fourier-Transformierte bezeichnet wird, lautet
ψ˜(k) =
1
2pi
∫
dx ψ(x)e−ikx , (C.1)
wa¨hrend die inverse Fourier-Transformation gegeben ist durch
ψ(x) =
∫
dk ψ˜(k)eikx . (C.2)
Die Fourier Transformation ist nicht in der Lage, eine Phasenraum-Beschreibung der
Funktion ψ(x) zu geben, da die Basis-Funktionen zwar einen scharfen Impuls k, jedoch
- als ebene Wellen - keine Lokalisierung im Ortsraum haben. In praktischen Fa¨llen ist
man oft am Frequenzspektrum eines Signals zu einer bestimmten Zeit interessiert, bzw.
am Impulsspektrum einer Funktion an einem bestimmen Ort. Zu diesem Zweck wurde
1946 von Gabor [41] die nach ihm benannte Transformation eingefu¨hrt, die auch als ge-
fensterte Fourier Transformation (Windowed Fourier Transform) oder Short Time Fourier
Transform (STFT) bekannt ist.
Die Gabor Transformation fu¨hrt eine um Null zentrierte Fensterfunktion g(x) ein, fu¨r die
gilt
g(x)
{
6= 0 |x| . L/2
= 0 |x| & L/2
(C.3)
d.h. g(x) hat etwa die Breite L. Die Gabor Transformation schneidet nun also einen um ein
x0 lokalisierten Teil der Funktion ψ(x) durch Multiplikation mit der (komplex konjugier-
ten1) Fensterfunktion g∗(x− x0) aus und berechnet die (inverse) Fourier Transformation
1aus Konventionsgru¨nden
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(siehe Abb. C.1):
ψˆ(k, x0) :=
∫
dx ψ(x)g∗(x− x0)e−ikx . (C.4)
Dies definiert die Gabor-Transformierte, die nun eine Beschreibung der Funktion ψ(x) um
den Phasenraumpunkt (k, x0) liefert. Hat das Fenster etwa die Breite L im Ortsraum, so
hat die Gabor-Transformierte aufgrund der Unscha¨rferelation im Impulsraums etwa eine
Breie 1/L.
Die Umkehrtransformation zu (C.4), mit der
x
g∗(x− x0)ψ(x)
x0
ψ(x)
g∗(x− x0)
Abbildung C.1: Veranschaulichung
der Gabor Transformation
man die urspru¨ngliche Funktion aus der Gabor-
Transformierten rekonstruieren kann, la¨sst sich
leicht berechnen. Hierzu kehrt man die inver-
se Fourier Transformation in (C.4) zuna¨chst um
und erha¨lt
g∗(x− x0)ψ(x) = 1
2pi
∫
dk ψˆ(k, x0)e
ikx .
(C.5)
Da die Fenster-Funktion Null werden kann,
ko¨nnen wir sie an dieser Stelle nicht dividieren.
Stattdessen multiplizieren wir mit g(x−x0) und
integrieren u¨ber x0:(∫
dx0 |g(x− x0)|2
)
ψ(x) =
1
2pi
∫
dk
∫
dx0 ψˆ(k, x0)g(x− x0)eikx . (C.6)
Falls nun g(x) quadratintegrabel ist und
0 < Cg :=
∫
dx |g(x)|2 <∞ (C.7)
erfu¨llt ist, ko¨nnen wir durch Cg dividieren und erhalten die Rekursionsformel
ψ(x) =
1
Cg 2pi
∞∫
−∞
dk
∞∫
−∞
dx0 ψˆ(k, x0)g(x− x0)eikx . (C.8)
Eine weitere nu¨tzliche Betrachtungsweise der Gabor Transformation (C.4) ist die eines
Skalarprodukts im Raum der quadratintegrablen Funktionen L2(R), die von einer Variable
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abha¨ngen. Dabei kann man die Funktionen
gk,x0(x) := g(x− x0)eikx (C.9)
als neue Basisfunktionen des L2(R) betrachten. Gl. (C.4) lautet dann
ψˆ(k, x0) = 〈gk,x0 , ψ〉L2(R) . (C.10)
Wir wollen nun einige Eigenschaften der Gabor Transformation auflisten, ohne diese na¨her
zu begru¨nden Hierzu sei auf die Literatur [42, 60] verwiesen.
(i) Die Basisfunktionen gk,x0(x) werden oft auch als Noten bezeichnet, da sie eine La¨nge
(die Breite des Fensters) und eine Frequenz (bzw. Wellenzahl) haben.
(ii) Das Auflo¨sungsvermo¨gen der einzelnen Basisfunktionen unterliegt einigen Be-
schra¨nkungen aufgrund der festen Breite der gk,x0(x). im Ortsraum, fu¨r große k
liegt eine schlechte Ortsauflo¨sung vor, d.h. die Basisfunktion gk,x0(x) ist dann unter-
lokalisiert im Ort. Fu¨r kleine k eine schlechte Skalenauflo¨sung, d.h. die Basisfunktion
gk,x0(x) ist dann u¨berlokalisiert im Ort (siehe [60]).
(iii) Die Basisfunktionen {gk,x0(x); k, x0 ∈ R} sind u¨bervollsta¨ndig, da sie nicht orthogonal
sind, d.h. es gilt zwar∫
dk
∫
dx0 g
∗
k,x0
(x)gk,x0(x
′) =
Cg
2pi
δ(x− x′) , (C.11)
aber auch im Allgemeinen∫
dx gk′,x′0(x)gk,x0(x) 6= Cδ(k − k′)δ(x− x′) . (C.12)
(iv) Es gilt das Analogon zur Parsevalschen Identita¨t 〈f, g〉 = 〈f˜ , g˜〉 der Fourier Trans-
formation:∫
dx ψ∗1(x)ψ2(x) =
∫
dk
∫
dx0 ψˆ
∗
1(k, x0)ψˆ2(k, x0) (C.13)
(v) Hieraus folgt: Ist ψ(x) quadratintegrabel, dann ist auch ψˆ(k, x0) quadratintegrabel
im Phasenraum.
(vi) Nicht jede im Phasenraum quadratintegrable Funktion ist auch eine Gabor-
Transformierte, da eine Gabor-Transformierte die Unscha¨rferelation respektieren
mu¨ssen.
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Abbildung C.2: Drei repra¨sentative ”Noten“ gk,x0(x). Von links nach rechts: g3,0(x), g3,2(x) und
g2,−2(x). Der Realteil ist durchgezogen, der Imagina¨rteil gestrichelt dargestellt.
An dieser Stelle sei angemerkt, dass die Idee der Gabor Transformation, eine Funktion
im Phasenraum lokalisiert darzustellen, durch die Einfu¨hrung von Wavelets (Wellchen)
weiterentwickelt wurde. Es existieren hierzu u.a. in der Mathematik, Physik und Informa-
tik unza¨hlbare Anwendungen. Fu¨r weitere Information sei auf [42] und darin aufgefu¨hrte
Referenzen verwiesen.
Wir wollen dieses Kapitel mit einem Beispiel abschließen. Betrachten wir eine um Null
zentrierte Gauß-Funktion der Breite σ,
ϕ(x) =
1√
σ
√
pi
exp
{
− x
2
2σ2
}
, (C.14)
und wa¨hlen weiter ein Gauß-Fenster der Breite σg, so dass
gk,x0(x) =
1√
σg
√
pi
exp
{
−(x− x0)
2
2σ2g
+ ikx
}
, (C.15)
dann lautet die Gabor-Transformierte
ϕˆ(k, x0) =
√
2σgσ
σ2 + σ2g
exp
{
−x
2
0 + 2ikx0σ
2 + k2σ2gσ
2
2(σ2g + σ
2)
}
. (C.16)
Der Plot der Gabor-Transformierten ist in Abb. C.3 fu¨r σ = 1 und σg = 2 dargestellt,
drei Beispiele fu¨r Basisfunktionen gk,x0(x) finden sich in Abb. C.2. Wa¨hlt man andere
Konfigurationen von σ und σg, so kann man eine sehr breite Verteilung in x0 oder k
erreichen. Wir wollen nur einige Spezialfa¨lle betrachten:
• Eine breite Verteilung in x0 erha¨lt man, wenn man (σ2 + σ2g) sehr groß wa¨hlt, so
dass die Exponentialfunktion fu¨r k = 0 und x0 → ∞ gegen Null geht. Wa¨hlt man
(σ2 + σ2g) dagegen sehr klein, so ist die Verteilung in x0 nur schmal.
• Eine breite Verteilung in k (fu¨r x0 = 0) erha¨lt man, wenn man (σ2 + σ2g) sehr groß
wa¨hlt, aber gleichzeitig das Produkt σ2gσ
2 klein gegenu¨ber der Breite der Exponenti-
alfunktion. Dies erreicht man z.B. durch σ/σg  1 und durch (kmaxσgσ)2 ≈ (σ2+σ2g),
wobei kmax ein Maß fu¨r die gewu¨nschte Breite der Gabor-Transformierten in k ist.
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Abbildung C.3: Darstellung der Gabor Transformierten ϕˆ(k, x0) aus (C.16) fu¨r σ = 1 und σg = 2.
Von oben nach unten: Betrag, Real- und Imagina¨rteil
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Wir wollen zum Abschluss dieses Anhangs noch eine Bemerkung im Zusammenhang mit
der in dieser Arbeit behandelten Theorie machen. In Abschnitt 4.3.5 haben wir eine ver-
einfachte Version der Gabor-Transformation angewendet, um ein schmales Gaußpaket
als Superposition sehr breiter Gaußpakete zu schreiben. Dabei haben wir nur Fenster-
funktionen, die um x0 = 0 zentriert waren, zugelassen. Im allgemeinen kann aber auch
die Superposition verschobener Basiswellenpakete mit verschiedenen x0 interessant fu¨r
die in dieser Arbeit vorgestellte Theorie sein. Man muss hierbei immer abwa¨gen, ob die
Einfu¨hrung einer weiteren Integrationsvariable x0 und der damit verbundene numerische
Aufwand durch ein evtl. verbessertes Endresultat aufgewogen wird. Eine weitere Opti-
on ist auch die Anwendung der oben bereits erwa¨hnten Wavelet-Transformation, siehe
z.B. [42]. Wavelets sind Basisfunktionen mit einer festen Anzahl von Schwingungen und
variabler Breite. Bei sehr kleinen Wellenla¨ngen, also hoher Ortsauflo¨sung, hat man nur
ein sehr schmales Wavelet, wa¨hrend auf großen Skalen (langen Wellenla¨ngen) und somit
niedriger Ortsauflo¨sung ein sehr breites Wavelet als Basisfunktion verwendet wird. Das
Problem der U¨berlokalisierung oder Unterlokalisierung, das bei der Gabor-Transformation
auftreten kann, wird durch die Verwendung von Wavelets umgangen.
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