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ABSTRAKS 
Data dan informasi merupakan suatu hal yang sangat penting. Suatu sistem yang digunakan oleh setiap instansi 
bergantung pada informasi dan aplikasi yang memproses data informasi tersebut. Salah  satu  kebutuhan 
manusia yang paling dasar adalah Informasi. Teknologi informasi dalam konteks teknis dapat diartikan sebagai 
sekumpulan infrastruktur untuk mendukung pengelolaan informasi yang meliputi proses mengumpulkan, 
menyimpan, mengambil, menyebarkan dan menggunakan kembali informasi. High Availability Server 
merupakan salah satu metode failover clustering teknologi ini digunakan untuk mengantisipasi kegagalan atau 
kerusakan hardware pada komputer server yang dapat mengganggu request dari client. Masalah yang  muncul 
bisa disebabkan karena server utama mati dan tidak ada server backup yang menggantikan kerja dari server 
utama yang mati sehingga sehingga proses request terganggu. Salah satu solusi untuk mengatasi masalah 
tersebut dengan merancang failover clustering dan replication mirror. 
 
Kata Kunci: failover, clustering, server backup, replication, mirror 
 
1. PENDAHULUAN 
1.1 Latar Belakang 
Pesatnya pertumbuhan era digital saat ini, 
mendorong setiap organisasi untuk meyimpan data 
pada sebuah media penyimpanan yang kemudian 
diolah menjadi data informasi, dalam memudahkan 
organisasi tersebut mengetahui informasi apa yang 
dibutuhkan. Kemajuan jaringan komputer saat ini 
dapat memberikan layanan komonikasi yang 
semakin efektif dan efesien. 
Data dan informasi merupakan suatu hal yang 
sangat penting. Suatu sistem yang digunakan oleh 
setiap instansi bergantung pada informasi dan 
aplikasi yang memproses data informasi tersebut. 
Salah  satu  kebutuhan manusia yang paling dasar 
adalah Informasi.Teknologi informasi dalam konteks 
teknis dapat diartikan sebagai sekumpulan 
infrastruktur untuk mendukung pengelolaan 
informasi yang meliputi proses mengumpulkan, 
menyimpan, mengambil, menyebarkan dan 
menggunakan kembali informasi.  
Teknologi Informasi (TI), atau dalam bahasa 
Inggris dikenal dengan istilah Information 
technology (IT) adalah istilah umum untuk teknologi 
apa pun yang membantu manusia dalam membuat, 
mengubah, menyimpan, mengomunikasikan 
dan/atau menyebarkan informasi. TI menyatukan 
komputasi dan komunikasi berkecepatan tinggi 
untuk data, suara, dan video. Contoh dari Teknologi 
Informasi bukan hanya berupa komputer pribadi, 
tetapi juga telepon, TV, peralatan rumah tangga 
elektronik, dan peranti genggam modern (misalnya 
ponsel) 
Instansi pendidikan merupakan salah satu 
organisasi yang menyimpan informasi pentingnya 
pada peralatan teknologi informasi. Sekolah 
merupakan intansi yang bergerak di bidang 
pendidikan. Semua proses pengolahan data dan 
pengolahan informasi terkait dalam bidangnya pasti 
akan bergantung pada kemajuan teknologi, 
khususnya dalam penggunaan aplikasi pengolahan 
data yang berbasis website yang ada di server local. 
Ketergantungan tersebut menjadi pemicu utama 
kerusakan dan kehilangan data pada server dan 
belum dapat ditangani oleh pihak sekolah. 
Kehilangan data yang ada di server atau kerusakan 
hardware bisa saja terjadi jika pengelolaaan server 
yang kurang baik. Berdasarkan keadaan  tersebut 
maka pengambilan keputusan sangatlah penting 
untuk menjaga data informasi instansi,  
High Availability Server merupakan metode 
failover clustering teknologi ini digunakan untuk 
mengantisipasi kegagalan atau kerusakan hardware 
pada komputer server yang dapat mengganggu 
request dari client. Masalah yang  muncul bisa 
disebabkan karena server utama mati dan tidak ada 
server backup yang menggantikan kerja dari server 
utama yang mati sehingga sehingga proses request 
terganggu. Salah satu solusi untuk mengatasi 
masalah tersebut dengan merancang failover 
clustering dan replication mirror. 
Dipilihnya failover clustering sebagai solusi 
dikarenakan motede ini menyediakan sebuah teknik 
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yang jika server utama mati, maka server yang lain 
mengambil alih peran dari server yang mati tersebut 
untuk melayani request dari client. Dan ketika server 
utama yang sebelumnya tadi mati telah aktifkan 
kembali maka tugas untuk melayani request client 
diambil alih kembali oleh server utama tersebut dan 
server backup kembali bersifat pasif.  
Untuk membangun metode failover clustering 
dibutuhkan sebuah replication mirror yang dapat 
mereplika server utama secara otomatis. Metode 
failover clustering dan Replication mirror ini dapat 
menjawab kebutuhan akan adanya High Availability 
server. 
 
1.2 Referensi 
1.2.1 Replication 
(Halim Maulana, 2016:1) Replikasi adalah 
suatu teknik untuk melakukan copy dan 
pendistribusian data dan objek-objek database dari 
satu database ke database lain dan melaksanakan 
sinkronisasi antara database sehingga konsistensi 
data dapat terjamin. Replikasi database dapat 
digunakan apabila sebuah organisasi atau 
perusahaan didukung oleh hardware dan aplikasi 
software dalam sebuah sistem yang terdistribusi 
melalui koneksi jaringan lokal maupun internet. 
 
1.2.2 Clustering 
Clustering server merupakan yang 
menggabungkan beberapa sumber daya yang bekerja 
bersama - sama sehingga tampak seolah - olah 
merupakan suatu sistem tunggal (Irfani, 2015:1). 
Dalam dunia TI sendiri Clustering server merupakan 
sebuah infrastruktur yang mengguanakan lebih dari 
satu server yang menyediakan redundant 
interconnection, sehingga pengguna hanya 
mengetahui hanya ada satu sistem yang berjalan dan 
pengguna tidak akan menyadari jika terjadi 
kerusakan fisik server maupun kagalan dari sistem 
server sendiri itu sehingga server mati karena 
tersedia server lain berguna sebagai backup. 
 
1.2.2.1 Failover Clustering 
failover Cluster  adalah sekelompok komputer 
independen yang bekerja bersama untuk 
meningkatkan ketersediaan dan skalabilitas peran 
cluster ( sebelumnya disebut aplikasi dan layanan 
cluster ). Server ditempatkan bersamaan ( disebut 
node ) dihubungkan oleh kabel fisik dan oleh 
perangkat lunak. Jika satu atau lebih dari node 
cluster gagal, node lain mulai menyediakan layanan 
(proses yang dikenal sebagai failover). 
 
1.2.3  Heartbeat 
(Maskur Purwiadi 2018:5) Heartbeat 
merupakan sebuah aplikasi yang dapat mendeteksi 
apabila server utama down maka Heartbeat akan 
secara otomatis mengarahkan peran server utama 
kepada server backup. Heartbeat menjalankan script 
inisialisasi untuk menjalankan service lain saat 
Heartbeat dijalankan atau bisa juga mematikan 
service lain saat Heartbeat dimatikan. 
 
1.2.4 Web Server 
Menurut Askari Azikin (2011:175), Untuk 
Menampilkan halaman dari situs yang kita miliki 
pada halaman web browser dan dapat diakses oleh 
orang banyak dibutuhkan sebuah web server. 
 
1.2.5 Domain Name System 
(Athaulah,2012) DNS merupakan singkatan 
dari Domain Name System yang merupakan sebuah 
sistem untuk menyimpan informasi tentang nama 
host atau nama domain dalam sebuah basis data 
tersebar (distributed database) di dalam jaringan 
komputer, misalnya internet. DNS menyediakan 
alamat IP untuk setiap nama host dan mendata setiap 
mail exchange server yang menerima email untuk 
setiap domain. 
 
1.2.6 SSH ( Secure Shell ) 
SSH yaitu program yang memungkinkan anda 
untuk login ke sistem remote dan memiliki 
koneksiyang terenkripsi. SSH merupakan paket 
program yang digunakan sebagai pengganti yang 
aman untuk login, rsh dan rcp. Ia menggunakan 
public-key cryptography untuk mengenkripsi 
komunikasi antara dua host, demikian pula untuk 
autentikasi pemakai ( Ika Dwi Cahyani 2010:2 ). 
 
1.2.7 Rsync 
Menurut Andrew Tridgell dalam 
(Wikipedia:2019) Rsync adalah utilitas untuk 
mentransfer dan menyinkronkan file secara efisien 
antara komputer dan hard drive eksternal dan di 
seluruh komputer jaringan dengan membandingkan 
waktu modifikasi dan ukuran file. 
 
1.2.8 Crontab 
I Putu Eka Suparwita  (2012:31) Crontab 
adalah sebuah perintah yang sangat berguna untuk 
menjalankan tugas-tugas yang terjadwal, sehingga 
akan mengurangi waktu administrasi. 
 
1.2.9 Linux 
Menurut id.wikipedia.org Ubuntu server 
merupakan sistem operasi yang di install sebagai 
sistem operasi server, yang dibangun diatas kernel 
linux. Nama Ubuntu berasal dari filosofi dari Afrika 
Selatan yang berarti "kemanusiaan kepada sesama" 
Proyek Ubuntu resmi disponsori oleh Canonical Ltd. 
Ubuntu dilengkapi dengan banyak pilihan 
lingkungan desktop, di antaranya yang paling 
terkenal adalah GNOME, KDE, Xfce, dan LXDE. 
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1.3 Tinjauan Pustaka 
 
a. Penelitian Dari jurnal Irfani (2015) yang juga 
membahas Failover juga dengan judul  
Implementasi High Availability Server Dengan 
Teknik Failover Virtual Computer Cluster  
b. Penelitian Failover  juga pernah dibahas oleh 
Abdul Hakim, Meirina Suci Ridha, Sujiliani 
Heristian, Arina Selawati,  Pradnya Paramita 
(2018) dalam jurnalnya Implementasi Failover 
Clustering Server Untuk Mengurangi Resiko 
Downtime Pada Web Server  
c. Penelitian tentang server cluster high 
availability juga pernah di bahas oleh 
Komariyah Fitri dan Argyawati Harum (2016) 
Implementasi Server Cluster High Availability 
Pada Web Server dengan Sistem Operasi 
Turnkey Linux Menggunakan Heartbeat 
 
 
2. METODE PENELITIAN 
2.1 Metode Pengumpulan Data 
a. Studi Literatur 
Menggunakan Berbagai macam literatur 
mengenai teori Failover Clustering. Untuk 
melengkapi data yang diinginkan dan pengetahuan 
akan masalah yang diambil maka dilakukan 
peninjauan melalui membaca Dalam melakukan 
penelitian ilmiah harus dilakukan teknik penyusunan 
yang  sistematis untuk memudahkan langkah-
langkah yang akan diambil. Begitu  pula yang 
dilakukan penulis dalam penelitian ini, langkah 
pertama yaitu  dengan melakukan studi literatur pada 
buku-buku yang membahas tentang  High 
Availability, jurnal, dan penelitian yang telah 
dilakukan yang  berkaitan dengan Failover, Mirror, 
dan Replication. 
 
b. Referensi Internet 
Mencari, Mendownload, dan mengumpulkan 
data yang berhubungan dengan teori failover 
clustering dan referensi yang berkaitan dan mencari 
tutorial yang berkaitan. 
 
2.2 Metode Pengembangan Sistem 
Ada enam tahap yang dilakukan ketika menerapkan 
metode PPDIOO yaitu prepare, plan, design, 
implementation, operate dan, optimize. 
1. Prepare 
Pada tahap ini dimana dilakukan analisa 
kebutuhan yang mencakup identifikasi. Pada tahap 
ini didapatkannya hasil analisa berupa data – data  
kebutuhan pihak instansi dalam meningkatkan segi 
teknis. Data - data tersebut akan menjadi bahan 
pertimbangan dalam perancangan sistem yang akan 
diterapkan.  
Dalam tahap ini dibutuhkan perangkat lunak 
dan perangkat keras dan persiapan sebelum memulai 
membuat failover dan mirroring server yaitu: 
a. Kebutuhan Perangkat Keras 
Beberapa perangkat keras yang diperlukan 
dalam penelitian ini adalah sebagai berikut : 
 2 unit PC Server. 
PC server di install sistem operasi dan software 
– software pendukung lainnya yang telah 
disebutkan di kebutuhan perangkat lunak 
diatas. Server tersebut memiliki spesifikasi 
sebagai berikut : 
  
Tabel 2.1 Spesifikasi Server Utama 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabel 2.2 Spesifikasi Server Backup 
 
b. Kebutuhan Perangkat Lunak 
Beberapa perangkat lunak yang 
digunakan dalam penelitian ini adalah 
sebagai berikut : 
 Sistem Operasi Linux Ubuntu 
Server 16.04 Xerial Xerus. 
Sistem operasi ini digunakan 
sebagai server system pada 
server SMK Negeri 15 Kota 
Bekasi. 
 Sistem Operasi Window 10 
Sistem operasi ini digunakan 
pada komputer client. Komputer 
client akan digunakan untuk 
melakukan percobaan serta 
evaluasi terhadap sistem jaringan 
yang baru menggunakan failover 
dan mirroring server. 
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 Aplikasi untuk membuat Web 
server 
Aplikasi yang  digunakan untuk 
membuat web server pada kedua 
sisi server adalah Apache. 
Aplikasi ini bisa diperoleh secara 
bebas (open source). 
 Aplikasi untuk menampilkan file 
PHP 
Untuk menampilkan file php 
yang ada pada web server maka 
digunakan satu aplikasi yaitu 
PHP. Aplikasi ini bisa diperoleh 
secara bebas(open source) 
 Aplikasi untuk membuat Database 
Untuk membuat database pada  
sisi server di gunakan satu 
aplikasi yang sama yaitu MySql 
Server. Aplikasi ini bisa 
diperoleh secara bebas (open 
source). 
 Aplikasi untuk membuat Failover 
Untuk membuat failover pada 
kedua sisi server di gunakan satu 
aplikasi yang sama yaitu 
Heartbeat. Aplikasi ini bisa 
diperoleh secara bebas (open 
source). 
 Aplikasi untuk membuat 
Mirorring server 
Untuk membuat mirorring pada 
sisi server backup di gunakan 
satu aplikasi yang sama yaitu 
Rsync. Aplikasi ini bisa 
diperoleh secara bebas (open 
source). 
 
2. Plan 
Pada tahap plan, telah didapatkan 
informasi / data dari tahap sebelumnya, 
maka dibuatnya sebuah perancanaan dalam 
membuat rancangan infrastruktur  yang 
berdasarkan tujuan, fasilitas kebutuhan 
rancangan yang dibuat.  
 
a. Penyelesaian rancana dan desain 
b. Membuat Rancangan Failover 
c. Membuat Rancangan Replication 
mirror 
d. Membuat Rancangan Replication 
Database 
 
3. Design 
Ada tiga desain yang peneliti buat yaitu 
Flow Chart,  Topologi Jaringan dan Cara 
Kerja failover dan Replication mirror. 
a. Flow Chart 
 
Gambar 2. 1 Flow Chart Failover dan 
Replication 
 
b. Topologi Jaringan 
Setelah melakukan pembahasan, dilakukan 
penyesuaian desain Topologi dengan 
menggunakan topologi Star sebagai berikut 
: 
 
Gambar 2. 2 Topologi Desain 
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TABEL 2. 1 Tabel Informasi Server Utama 
 
TABEL 2. 4 Tabel Informasi Server Utama 
 
c. Cara kerja Prototype 
 
Gambar 3. 3 Cara Kerja Failover dan 
Replication Mirror 
Client Melakukan Pemanggilan pada 
www.smkn15bekasi.com dan input data 
pada web server jika server utama mati 
makan proses input pada server akan 
berpindah ke server backup. 
 
4. Implement 
Semua yang dirancang dalam tahapan 
desain akan penulis terapkan di tahap 
implement ini. Penerapan yang dilakukan 
penulis yaitu melakukan instalasi pada 
server yang akan digunakan. Setelah itu 
lakukan konfigurasi pada server tersebut 
agar bisa melakukan proses failover dan 
mengimplementasikan proses replikasi 
mirror dan replikasi database yang 
digunakan saling mereplika data. 
 
5. Operate 
Pada tahap operate ini, semua perangkat 
dijalankan dan di integrasikan serta 
diawasi. Dalam tahapan ini peforma kedua 
server diawasi serta kesalahan – kesalahan 
atau kegagalan – kegagalan yang mungkin 
terjadi terus di awasi untuk menjadi bahan 
pertimbangan di tahap optimize.  
 
6. Optimize 
Pada tahapan optimasi ini dilakukan 
manajemen server dan  dilakukan 
modifikasi sistem yang telah penulis buat 
jika terjadi suatu ketidaksesuaian terhadap 
kebutuhan, akan tetapi lebih kepada sistem 
failover dan replikasi databasenya, seperti 
penggunaan alamat ip pada server dan 
client. Jika sistem yang baru dirancang 
ternyata tidak sesuai dan menimbulkan 
banyak permasalahan pada pihak sekolah 
dapat meminta peneliti untuk merancang 
kembali desain sistem yang diterapkan. 
Syarat – syarat yang dimodifikasi ulang 
mengarah kepada awal siklus metode 
PPDIOO. 
3. HASIL DAN PEMBAHASAN 
KONFIGURASI FAILOVER CLUSTERING 
 
Gambar 3.1 Konfigurasi network interface 
Pada Server Utama 
Konfigurasi yang sama dilakukan pada network 
interface server backup dengan ip 40.40.50.4. 
Langkah berikutnya adalah konfgurasi 
hostname di kedua server. Server Utama 
node1.smkn15bekasi.sch.com 
 
 
Gambar 3.2 Konfigurasi hostname Pada 
Server Utama 
Lalu untuk server backup konfigurasikan 
hostname node2.smkn15bekasi.sch.com 
 
 
Gambar 3.3 Konfigurasi hostname Pada 
Server Backup 
Langkah berikutnya melakukan konfigurasi 
heartbeat di kedua server dengan konfigurasi 
yang sama seperti di server utama yaitu nano 
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/etc/ha.d/ha.cf/. Yang membedakan hanya 
konfigurasi pada script ucast, makasud dari 
ucast yaitu ip lawan atau ip server backup. 
 
Gambar 3.4 Konfigurasi /etc/ha.d/ha.cf/  Pada 
Server Utama 
 
Gambar 3.5 Konfigurasi /etc/ha.d/ha.cf/  Pada 
Server Backup 
Langkah berikutnya membuat file kunci 
/etc/ha.d/authkeys di kedua server dan berikan 
hak chmod 600 pada authkeys 
 
Gambar 3.6 Konfigurasi /etc/ha.d/authkeys  
Pada Server utama dan backup 
 
Gambar 3.7 Konfigurasi chmod 600 pada file 
authkeys 
Langkah berikutnya adalah konfigurasi file 
/etc/haresources pada server utama dan server 
backup 
 
Gambar 3.8 Konfigurasi /etc/haresources 
Langkah berikutnya adalah edit file /etc/hosts 
pada kedua server 
 
 
Gambar 3.9 Edit file /etc/hosts 
Setelah selesai semua di konfigurasi maka 
lakukan start dan enable heartbeat di kedua sisi 
server. 
Konfigurasi DNS pada server utama dan backup 
Pertama yaitu edit file named.conf.local pada 
direktori /etc/bind menggunakan teks editor. 
Pada file ini ditentukan untuk zona forward agar 
dns dapat terbaca oleh client yang terhubung 
dengan server. 
 
Gambar 3.10 Edit File named.conf.local 
Selanjutnya, salin file db.local menjadi 
db.smkn15bekasi.sch.com pada direktori 
/etc/bind, dan edit file tersebut menggunakan 
teks. 
 
Gambar 3.11 Edit File 
db.smkn15bekasi.sch.com 
 
Gambar 3.12 Edit File Resolv.conf 
Selanjutnya, edit file hosts pada direktori 
/etc/hosts. 
 
Gambar 3.13 Edit File /etc/hosts 
 
Terakhir, restart dari layanan bind9 dengan 
menggunakan perintah  “/etc/init.d/bind9 
restart”. 
Kemudian, lakukan konfigurasi yang sama 
seperti konfigurasi di atas pada server backup . 
Untuk nama domain dan alamat yang di 
konfigurasi pada server backup harus sama 
dengan domain dan alamat yang terdapat pada 
server utama, agar tidak terjadi kesalahan dalam 
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pemanggilan domain apabila server sedang 
melakukan failover clustering. 
Konfigurasi SSH Pada Server Utama 
Pertama ketik perintah ssh- keygen –t rsa pada 
server utama, untuk membuat id khusus. 
 
Gambar 3.14 Pembuatan SSH Tanpa 
password(1) 
copy id selanjutnya kirimkan id tersebut ke 
server backup dengan ssh-copy-id. Tahap ini 
adalah tahap dimana server utama mengirimkan 
id khusus nya ke server backup. Agar server 
backup memberikan. 
 
Gambar 3.15 Pembuatan SSH Tanpa 
password(2) 
Konfigurasi Replikasi Database Mysql Secara 
dua arah 
Pada tahap ini dilakukan proses konfigurasi 
pada masing - masing database server, agar bisa 
melakukan replikasi dua arah. Proses pertama 
dilakukan konfigurasi pada file mysqld.cnf pada 
direktori /etc/mysql/mysql.conf.d/ di server 
utama. Dan merubah data bind-address, server-
id dan log-bin. 
Gambar 3.16 Konfigurasi Replikasi Database 
mysqld.cnf server utama (1) 
 
Gambar 3.17 Konfigurasi Replikasi Database 
mysqld.cnf server utama (2) 
 
Gambar 3.18 Konfigurasi Replikasi Database 
mysqld.cnf server backup (1) 
 
 
Gambar 3.19 Konfigurasi Replikasi Database 
mysqld.cnf server backup (2) 
Berikutnya, setelah konfigurasi file mysqld.cnf di 
/etc/mysql/mysql.conf.d/ pada server utama dan 
server backup maka lakukan restart service 
mysql. Selanjutnya, buat user pada mysql server 
utama dan server backup berikan hak untuk 
mereplikasi database menggunakan user yang 
telah dibuat. 
 
Gambar 3.20 Konfigurasi Replication User 
Database server Utama 
 
Gambar 3.21 Konfigurasi Replication User 
Database server Backup 
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Setelah membuat user di server utama dan server 
backup, maka selanjutnya lakukan konfigurasi 
untuk merubah data utama pada database server 
utama dan data utama pada database server 
backup dan lakukan pengecekan slave pada 
setiap server. 
 
Gambar 3.22 Rubah data utama di server utama 
 
Gambar 3.23 Rubah data utama di server backup 
Berikutnya, cek slave status pada mysql server 
utama dan server backup. 
 
Gambar 3.24 Status slave server utama 
 
 
Gambar 3.25 Status slave server backup 
 
Konfigurasi Rsync 
Di Tahap konfigurasi ini adalah dengan 
mengirim data website  dari server utama ke 
server backup. 
 
Gambar 3.26 Konfigurasi Web Server Pada Server 
Backup (1) 
 
Berikutnya, backup aplikasi website secara 
berkala menggunakan service crontab pada 
server utama ke server backup . 
 
 
Gambar 3.27 Konfigurasi Web Server Pada 
Server Backup (2) 
Uji Coba Failover Clustering 
Pada bagian ini, uji coba dilakukan dengan cara 
menjalankan pemanggilan web server pada 
browser di sisi client menggunakan komputer 
client. Pengujian ini dilakukan terhadap alamat 
40.40.50.10 (virtual IP pada cluster yang dibuat 
heartbeat). Pengujian mengenai web server dari 
client menuju alamat 40.40.50.10  berjalan baik 
pada setiap kondisi berikut : 
1. Server utama dan server backup dalam 
kondisi hidup. 
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Gambar 3.28 Uji Coba Pemanggilan Ip Server 
Utama di browser Client (1) 
 
 
Gambar 3.29 Uji Coba Pemanggilan Ip Server 
Backup di browser Client (1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.30 Uji Coba Pemanggilan Ip Virtual di 
browser Client (1) 
 
2. Server Utama dalam kondisi hidup dan server 
backup dalam kondisi mati atau down 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.31 Uji Coba Pemanggilan Ip Server 
Utama di browser Client (2) 
 
 
 
Gambar 3.32 Uji Coba Pemanggilan Ip Server 
Backup di browser Client (2) 
 
 
Gambar 3.33 Uji Coba Pemanggilan Ip Virtual di 
browser Client (2) 
 
3. Server Utama dalam kondisi mati atau 
down dan server backup dalam kondisi 
hidup. 
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Gambar 3.34  Uji Coba Pemanggilan Ip 
Server Utama di browser Client (3) 
 
Gambar 3.35 Uji Coba Pemanggilan Ip 
Server Backup di browser Client (3) 
 
Gambar 3.36 Uji Coba Pemanggilan Ip 
Virtual di browser Client (3) 
Uji Coba Akses Website Menggunakan DNS 
Melalui Client 
Pada bagian ini, uji coba dilakukan dengan 
cara mengakses nama domain pada server 
melalui browser dari client menuju alamat 
smk15bekasi.sch.com. Pengujian mengenai 
koneksi dari client menuju alamat 
smkn15bekasi.sch.com berjalan baik pada 
setiap kondisi berikut  
1. Server utama dan server backup dalam 
kondisi hidup. 
 
Gambar 3.37 Uji Coba Akses Website 
Menggunakan DNS (1) 
2.   Server utama dalam kondisi hidup, 
sementara server backup dalam kondisi 
mati. 
 
Gambar 3.38  Uji Coba Akses Website 
Menggunakan DNS (2) 
3. Server backup dalam kondisi hidup, 
sementara server utama dalam kondisi 
mati. 
 
Gambar 3.39  Uji Coba Akses Website 
Menggunakan DNS (3) 
Uji Hasil Replikasi Database 
Pada bagian uji replikasi dilakukan pengujian 
dengan cara memanggil web server dengan 
melalui ip server utama dan melakukan proses 
edit data admin dengan menambahkan nomor 
telepon. 
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Gambar 3.40 Uji Coba Update Data 
Admin (1) 
 
Gambar 3.41 Uji Coba Update Data 
Admin (2) 
selanjutnya lakukan proses pengecekan data pada 
server backup dengan memanngil alamat ip 
server backup lalu cek data admin pada server 
backup, maka data akan ikut ter-update.  
 
Gambar 3.42 Uji Coba Update Data Admin 
(3) 
 
Gambar 3.43 Uji Coba Update Data Admin 
(4) 
 
UJI HASIL KIRIM DATA OTOMATIS 
Pada tahap ini, melakukan uji coba dari hasil rsync 
dan layanan crontab yang telah di konfigurasi pada 
directory /var/www/siakad dengan membuat sebuah 
file baru dengan perintah touch. 
Cek direcktory /var/www/siakad pada server 
backup 
 
Gambar 3.44  Uji Coba Hasil Layanan 
Rsync dan Crontab (1) 
Cek dan Buat file pada directory 
/var/www/siakad pada server utama dengan 
perintah touch file_baru.txt dan edit 
file_baru.txt isi file dengan “Rsync sukses” 
 
Gambar 3.45  Uji Coba Hasil Layanan 
Rsync dan Crontab (2) 
 
Gambar 3.46  Uji Coba Hasil Layanan 
Rsync dan Crontab (3) 
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Cek directory /var/ww/siakad pada server backup 
dengan perintah ls, cek apakah file_baru.txt 
sudah masuk. 
 
Gambar 3.47 Uji Coba Hasil Layanan 
Rsync dan Crontab (4) 
 
Gambar 3.48 Uji Coba Hasil Layanan 
Rsync dan Crontab (5) 
 
 
4. KESIMPULAN 
Dari hasil percobaan, maka dapat disimpulkan hal – 
hal sebagai berikut : 
1. Replication mirror dan dengan bantuan 
failover clustering yang telah dirancang, 
dapat menjadi pilihan solusi yang terbaik, 
karena dapat menggantikan server yang mati 
ke server yang lain dan client tetap bisa 
mengakses web server. 
2. Meningkatkan nilai ketersedian yang tinggi 
atau high availability melalui metode 
failover clustering dan replication mirror 
manjadi solusi bagi SMK Negeri 15 Kota 
bekasi  yang memiliki infrasturktur client – 
server sebagai instansi pendidikan yang 
mulai meningkat saat ini.. 
3. Proses replication database yang dirancang 
ini berfungsi mendukung high availability, 
karena replikasi database ini hasilnya sama 
persis dengan server utama sehingga 
terjadinya kerusakan dan kehilangan data 
dapat ditangani. 
 
Saran – saran yang dapat dilakukan untuk 
pengembangan lebih lanjut dari skripsi ini adalah : 
1. Agar keamanan data lebih terjaga dari 
bencana seperti kebakaran dan lain-lain 
diharapkan untuk menggunakan layanan 
pihak ketiga sebagai data backup 
penyimpanan data. 
2. Agar sistem replikasi database dua arah 
antara server aman sebaiknya dibuat 
pengamanan dengan mekanisme 
pengamanan SSL. 
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