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A B S T R A C T   
Five upper ocean mixed layer models driven by ERA-Interim surface forcing are compared with a year of hy-
drographic observations of the upper 1000 m, taken at the Porcupine Abyssal Plain observatory site using 
profiling gliders. All the models reproduce sea surface temperature (SST) fairly well, with annual mean warm 
biases of 0.11 °C (PWP model), 0.24 °C (GLS), 0.31 °C (TKE), 0.91 °C (KPP) and 0.36 °C (OSMOSIS). The main 
exception is that the KPP model has summer SSTs which are higher than the observations by nearly 3°. Mixed 
layer salinity (MLS) is not reproduced well by the models and the biases are large enough to produce a non- 
trivial density bias in the Eastern North Atlantic Central Water which forms in this region in winter. 
All the models develop mixed layers which are too deep in winter, with average winter mixed layer depth 
(MLD) biases between 160 and 228 m. The high variability in winter MLD is reproduced more successfully by 
model estimates of the depth of active mixing and/or boundary layer depth than by model MLD based on water 
column properties. After the spring restratification event, biases in MLD are small and do not appear to be related 
to the preceding winter biases. 
There is a very clear relationship between MLD and local wind stress in all models and in the observations 
during spring and summer, with increased wind speeds leading to deepening mixed layers, but this relationship 
is not present during autumn and winter. We hypothesize that the deepening of the MLD in autumn is so strongly 
driven by the annual cycle in surface heat flux that the winds are less significant in the autumn. The surface heat 
flux drives a diurnal cycle in MLD and SST from March onwards, though this effect is much more significant in 
the models than in the observations. 
We are unable to identify one model as definitely better than the others. The only clear differences between 
the models are KPP’s inability to accurately reproduce summer SSTs, and the OSMOSIS model’s more accurate 
reproduction of MLS.   
1. Introduction 
Climate models are important tools for understanding the climate 
and its response to various forcings (Flato et al., 2013). The surface 
mixed layer forms the boundary between the ocean and atmosphere, 
and regulates exchanges of heat, momentum and trace gases. The 
ability of the oceans to buffer atmospheric climate change by absorbing 
and then storing heat and radiatively important trace gases relies 
heavily upon the exchanges in the surface mixed layer (Belcher et al., 
2012). Thus surface mixed layer parameterisations which accurately 
reproduce observed behaviour are a vital tool in developing climate 
models which can make reasonable predictions of the future response to 
anthropogenic activity. 
Here we compare various 1D mixed layer models with observations 
(Damerell et al., 2016) of mixed layer properties taken over a full year 
in the Northeast Atlantic using profiling gliders, as part of the Ocean 
Surface Mixing, Ocean Submesoscale Interaction Study (OSMOSIS). 
Various properties are considered to compare the performance of the 
various models. First and foremost is the ability of the models to re-
produce the observed sea surface temperature (SST), since this is of 
considerable importance for the exchange of heat with the atmosphere. 
Unlike at Ocean Station Papa (OSP), where Large et al. (1994) find that 
model/observation SST comparisons are only reliable from April to 
October because of the relative importance of net surface heat fluxes 
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and advective fluxes at different times of year, Lazarevich et al. (2004) 
found that in the North Atlantic a modified form of the Price-Weller- 
Pinkel mixed layer model, using NCEP-derived surface forcing, accu-
rately reproduced float-observed temperatures and meteorological- 
based SSTs to within 1 °C for an entire year. Moreover, Damerell et al. 
(2016), using the same observational dataset as used here, found that 
the mixed layer temperature is strongly correlated ( =r 0.87) with the 
cumulative net surface heat flux from ECMWF ERA-Interim reanalysis 
data (Dee et al., 2011). The main differences were during the autumn, 
when cooler water from below is entrained into the mixed layer, and 
late summer, when the very shallow mixed layer depth (MLD) means 
that some of the absorption of solar radiation will occur below the 
mixed layer. These processes (entrainment of water from below and 
penetration of solar radiation) are represented in the models used here, 
so we expect the models to reproduce observed SST reasonably well for 
the whole year. 
Mixed layer salinity (MLS) is discussed because of its impact on 
mixed layer density and MLD. (It was not practical to compare sea 
surface salinity as the nature of glider data collection means there are 
gaps in the surface salinity data after quality control.) Unlike SST,  
Damerell et al. (2016) find that the MLS of this dataset is not correlated 
with the surface freshwater fluxes from ERA-Interim though it is weakly 
correlated with the currents ( =r 0.4). They conclude that the changes 
in MLS must be influenced by advection into the area of water masses of 
different salinity and/or vertical mixing with waters of different salinity 
from the ocean interior, and while the latter may be reproduced in 1D 
models, the former is not. Hence we do not necessarily expect the MLS 
of the models to agree with the observations particularly well. We also 
compare the MLD, since this is an important factor in the development 
of the surface mixed layer and interaction with the ocean interior. 
We discuss the coherence between observations and model output, 
and coherence with surface forcing. Note that we use potential tem-
perature and practical salinity throughout, and all densities are po-
tential density anomalies ( ) relative to the surface and will be given 
without units. 
Many other authors have compared 1D models to ocean observa-
tions, e.g., Large et al. (1994), Kantha and Clayson (1994), Burchard 
and Bolding (2001), Lazarevich et al. (2004), Acreman and Jeffery 
(2007), Pookkandy et al. (2016). However, this has generally been done 
using observations from moorings (such as OSP) where the limited 
vertical resolution will affect measurement of the MLD, or observations 
from floats which may have limited vertical and/or temporal resolu-
tion, or from ship CTDs which will not provide long time series of 
profiles in one location. The profiling gliders used here provide profiles 
to 1000 m with a vertical resolution of 2 m, at approximately 2-hourly 
intervals for a whole year. Thus the observational data is particularly 
well suited to comparisons with model output. The good temporal re-
solution also allows the application of wavelet coherence methods 
(Section 4) to this question. 
Section 2 describes the observational data set with which the 
models will be compared. Section 3 summarizes the key features of each 
of the models and describes the model setup. The Price-Weller-Pinkel 
(PWP), K-Profile-Parameterisation (KPP), Generic Length Scale (GLS) 
and Turbulent Kinetic Energy (TKE) models are described extensively 
elsewhere (e.g., Price et al., 1986; Lazarevich and Stoermer, 2001; 
Large et al., 1994; Gaspar et al., 1990; Rodi, 1987) so we give only brief 
descriptions here. We include a more complete description of the re-
cently developed OSMOSIS model. Section 4 describes the wavelet 
analysis methods used to investigate the periodic behaviour of the data 
and models. Section 5 presents the results and compares the model and 
observed behaviour, and Section 6 contains the conclusions. 
2. Ocean glider observations of upper ocean hydrography 
The OSMOSIS project incorporated a year-long observational pro-
gramme centred 41 km to the southeast of the Porcupine Abyssal Plain 
sustained observatory (PAP-SO; Lampitt et al., 2010a), with observa-
tions collected within a 15 km radius of 48.7°N, 16.2°W (Fig. 1). This 
location is considered remote from the topographic complexities of the 
continental slope and the Mid-Atlantic Ridge (Hartman et al., 2012), 
and thus remote from places where strong internal tides might be 
generated. It is located in the inter-gyre region between the North 
Atlantic subpolar and subtropical gyres where the mean flow is rela-
tively weak and eddy kinetic energy is moderate. The variability in 
physical properties is likely to be representative of large areas of the 
mid-latitude gyres. 
As part of the OSMOSIS field campaign, profiling ocean gliders 
(Seagliders) were deployed for periods varying between two and five 
months, between them covering an entire year from 4th September 
2012 to 7th September 2013. The Seaglider dataset consists of 3785 
profiles at approximately 2-hourly intervals of temperature and salinity 
to 1000 m, with a vertical resolution of 2 m after gridding. Details of the 
sensors, data processing, quality control and calibration are given by  
Damerell et al. (2016). Temperature and salinity are considered accu-
rate to °0.01 C and 0.01 respectively. The 15 km radius within which the 
observations were collected is comparable to the spacing between CTD 
locations of a typical ship-based hydrographic survey, and for the 
purposes of this paper, we treat the data as if they had all been obtained 
at the same location. There is an implicit linkage between spatial and 
temporal variability in glider observations, and here we choose to treat 
it as purely temporal variability. 
The depth of the surface mixed layer is calculated using a threshold 
value of temperature or density from a near-surface value at 5 m depth 
( T = 0.2 °C or =0.03), whichever is the shallower (de Boyer 
Montegut et al., 2004). (MLD is calculated in the same manner for each 
model, see Section 3.2.) Thus, we aim to find the MLD even in cases 
where temperature and salinity vary with depth in a density-compen-
sating manner, as well as cases where density varies with depth due to 
changes in salinity rather than temperature. In 67% of the record the 
MLD is set by the density threshold, 19% by the temperature threshold, 
and in 13% of the record the two thresholds give the same MLD. There 
is no clear seasonal pattern in which threshold sets the MLD. We chose 
5 m as the reference depth because above that there are too many gaps 
in the observational data due to the removal of salinity spikes during 
quality control. Spiking in the near-surface is unfortunately common in 
glider observations due to surface manoeuvres altering the flow of 
water past the sensors, cooling or warming while at the surface and air 
bubbles and particulates in/on sensors when leaving the surface. Note 
that this means that MLDs shallower than 5 m cannot be identified. 
We divide the year into four seasons based on the behaviour of the 
observed MLD. The start of winter is deemed to be the day when the 
running mean MLD, calculated over a 5 day window, is deeper than 
100 m and the running standard deviation of MLD (calculated over the 
same 5 day window) is greater than 35 m (Fig. 2), and these criteria are 
fulfilled for a period of at least 5 days. In other words, winter is the 
period when the MLD is consistently deeper than 100 m but is also quite 
Fig. 1. Bathymetry of the north-east Atlantic basin. The white cross marks the 
location of the OSMOSIS field campaign. MAR = mid-Atlantic Ridge. 
IE = Ireland. 
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variable due to the lack of a strong pycnocline within the upper water 
column (see below). The start of spring is deemed to be the day when 
the running mean MLD is shallower than 100 m and remains so for a 
period of at least a week, consistent with previous definitions used in 
this area (Lampitt et al., 2010b). Summer is deemed to be the period 
when the running mean MLD is shallower than 25 m, and the running 
standard deviation of MLD is less than 10 m, i.e., the MLD is con-
sistently shallow and shows low variability due to the presence of a 
strong pycnocline. Using these definitions, autumn is the period from 
the start of the time series on 24 September 2012 to 10 January 2013, 
winter is from 11 January to 20 April 2013, spring is from 21 April to 
27 June 2013, and summer from 28 June to the end of the time series 
on 7 September 2013. 
A strong, stable pycnocline forms in summer, then gradually erodes 
during the autumn, until during winter there is very weak stratification 
to considerable depth. Erickson and Thompson (2018), using the same 
dataset, found that this definition of MLD still retained credibility in 
winter as chlorophyll values become near-zero at approximately the 
same depth (their Fig. 5). However, the winter MLD is sensitive to the 
precise thresholds used and it may be more accurate to say that the base 
of the mixed layer is no longer very well defined because of the lack of a 
strong pycnocline within the upper water column. 
3. Models 
3.1. Model selection 
Although 1D models do not include full ocean physics and in par-
ticular the many lateral processes, this can allow for a cleaner inter- 
comparison of those processes which are included. The topics studied 
using 1D models vary widely. Some examples include: studies of the 
effect of new model processes (Chen et al., 1994) which is easier to do 
in a 1D model before integration into a full ocean model; studies of the 
effect of model resolution and tuning (Acreman and Jeffery, 2007); 
understanding physical processes varying from the role of local atmo-
spheric forcing on mixed layer depth (Pookkandy et al., 2016), to 
tidally driven controls on the location of mixing fronts (Sheehan et al., 
2018), to glacial meltwater fractions in the polar oceans (Biddle et al., 
2017); investigating net community production (Martz et al., 2008; 
Yang et al., 2017); understanding spring bloom dynamics (Sharples 
et al., 2006). 
Models were chosen for this study to include commonly used ex-
amples of the range of approaches used to parameterise the surface 
mixed layer (see, for example, Burchard et al. (2008) for a discussion of 
the different approaches to this question). These models assume the 
turbulent mixing is dominated by vertical fluxes, and varying degrees of 
complexity are used to parameterise these fluxes. Perhaps the simplest 
approach is that of bulk boundary layers where ocean properties are 
assumed to be vertically uniform in the mixed layer. PWP (Price et al., 
1986) is an example of this type: a computationally efficient bulk mixed 
layer model which has been used for many years to study ocean physics 
and biogeochemistry (e.g., Lazarevich et al., 2004; Frants et al., 2013; 
Viglione et al., 2018; Farahat and Abuelgasim, 2019) due to its sim-
plicity and ease of use (further details in Section 3.3). 
Another widely used approach is that of turbulent kinetic energy 
closure (TC), where the profiles of eddy diffusivity and viscosity are 
dependent on the local turbulent kinetic energy, which is prognostic 
(e.g., Mellor and Yamada, 1982; Kantha and Clayson, 1994; Harcourt, 
2015). The properties of the turbulent flow are modelled directly by 
solving the Reynolds budgets for the second-order moments. The GLS 
and TKE mixed layer models used here are examples of ‘one-’ and ‘two- 
equation’ TC schemes (see further details in Section 3.5). GLS and TKE 
are implemented in the NEMO ocean modelling framework (Madec, 
2008) which is widely used for climate modelling (see, for example, list 
of publications at https://www.nemo-ocean.eu/). 
K-profile parameterisation models aim to fill the middle ground 
between bulk mixed layer models and TC schemes by allowing for 
vertical property variations in the mixed layer via a specified vertical 
shape function (Large et al., 1994). Vertical turbulent fluxes in the 
absence of vertical gradients of ocean properties are permitted through 
a non-local transport parameterisation (Burchard et al., 2008; Van 
Roekel et al., 2018). The version used here is a single column of the 
Multi-Column K Profile Parameterisation mixed layer model (Hirons 
et al., 2015), which is used as a relatively computationally efficient 
alternative to a full ocean model in coupled atmosphere-ocean climate 
simulations and process studies (e.g., Lee and Klingaman, 2018; Hirons 
et al., 2018) (further details in Section 3.4). Modifications to the KPP 
scheme to represent Langmuir turbulence (which arises through the 
interaction of ocean surface waves and the currents (McWilliams et al., 
1997)), have been described by Li et al. (2016) and Li and Fox-Kemper 
(2017). However, for this study only the standard version of the KPP 
model is considered. 
Finally, the OSMOSIS mixed layer model is a new boundary layer 
model developed as part of OSMOSIS, and currently undergoing im-
plementation in NEMO (further details in Section 3.6). Like the KPP 
scheme, turbulent transports in the OSMOSIS scheme are parameterised 
using non-local flux-gradient relationships which are related to the 
Reynolds budgets for the turbulent fluxes (Holtslag and Moeng, 1991; 
Abdella and McFarlane, 1997) obtained from large-eddy simulation. In 
the OSMOSIS scheme non-local flux-gradient relationships are used for 
both unstable and stable boundary layers. Unlike the KPP version used 
here, the OSMOSIS model has been designed to represent Langmuir 
turbulence, which has been advocated for in second-moment closures 
(e.g., Harcourt, 2013; Harcourt, 2015). The OSMOSIS scheme does not 
contain a parameterisation for the effects of shear across the base of the 
pycnocline, and there is no contribution of shear-driven mixing in ei-
ther the mixed layer or the interior. 
3.2. Model initiation and setup 
All the models are forced at the surface with ECMWF ERA-Interim 
reanalysis data (Dee et al., 2011) listed in Table 1 and shown in Fig. 3. 
Fig. 2. Definition of seasons as used in this paper. (a) MLD calculated from the 
observations (gray), and running mean MLD (blue) calculated at each ob-
servation time over a 5-day window (i.e., with a window extending from 
2.5 days before that observation time to 2.5 days after that observation time). 
Black horizontal lines are at 25 and 100 m. (b) standard deviation of the ob-
served MLD, calculated over a 5-day window as for the running mean MLD. 
This will be referred to as the running standard deviation of MLD. Black hor-
izontal lines are at 10 and 35 m. Black vertical dotted lines on both panels show 
the dates which divide the year into seasons, as labeled on b). (For inter-
pretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
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ERA-Interim has a horizontal resolution of °0.75 , or approximately 
80 km. We use data from the closest grid point (48.75°N, 16.5°W), 
23 km from the centre of the OSMOSIS observations (48.7°N, 16.2°W). 
The time resolution of the surface fluxes is three hours. All models use a 
10 min time step, and the surface forcing data were linearly inter-
polated to the same 10 min intervals to avoid any differences in how the 
models treat forcing data which are more sparse than the model time 
step. 
Model performance has been shown to depend on vertical resolution 
(e.g., Large et al., 1994; Acreman and Jeffery, 2007), so here we use a 
fairly high vertical resolution of 1 m in every model. The models were 
all initialised with the same observed profiles of temperature and sali-
nity collected by glider SG566 on 24th September 2012, interpolated to 
the 1 m grid (Fig. 4). The models are run from 24th September 2012 to 
7th September 2013 (the end of the observational period) and output 
variables every hour. 
Table 1 
Surface forcing parameters from ECMWF ERA-Interim reanalysis data. 
Further details are given by Dee et al. (2011) and Berrisford et al. (2011).    
Parameter Units  
Surface thermal radiation W m−2 
Surface solar radiation W m−2 
Surface sensible heat flux W m−2 
Surface latent heat flux W m−2 
Precipitation m of water 
Wind components at 10 m+ m s−1 
Coefficient of drag with waves+  
2D wave spectra m2 s radians−1 
Surface Stokes drift components∗ m s−1 
∗ Obtained from 2D wave spectra. 
+ Surface stress calculated using drag coefficient and wind components.  
Fig. 3. Surface forcing used to drive the models. (a) Outgoing surface heat flux, positive upwards. Blue = longwave radiation, red = sensible heat, orange = latent 
heat. (b) Blue = incoming shortwave radiation, positive downwards, red = total cumulative surface heat flux, positive downwards. c) Wind stress. Blue = zonal 
component, red = meridional component. d) Freshwater flux, i.e., precipitation minus evaporation, positive downwards. The coloured bars at the base of the panels 
mark the seasons: blue = autumn; green = winter; magenta = spring; cyan = summer. (For interpretation of the references to colour in this figure legend, the reader 
is referred to the web version of this article.) 
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All models use Jerlov water type 1B, which is considered to be an 
appropriate water type for the open Atlantic (Simonot and Le Treut, 
1986; Stips, 2011). Jerlov water type refers to a set of coefficients that 
define the double exponential profile for shortwave radiation absorp-
tion (Paulson and Simpson, 1977). In using the same water type for the 
whole year we are ignoring the effect of changes in the optical prop-
erties of the water column due to, for example, phytoplankton growth. 
While this may increase differences between each model’s output and 
the observations (Large et al., 1994), this will affect all the models si-
milarly so should not invalidate comparisons between models. Since not 
all the models incorporate background diffusion, this is set to zero in 
those models which do include it. All model parameters (except back-
ground diffusion and Jerlov water type) are set to the default values for 
that model as described in the cited literature. This amounts to a par-
ticular choice of parameter values for each model and the results might 
differ for other choices, however investigation of the effect of parameter 
values is beyond the scope of this study. 
SST for each model is the temperature at the first model grid depth, 
i.e., 1 m, comparable to the SST for the glider data which is the median 
value in the uppermost 2 m bin. We calculate MLD for each model 
based on the output profiles of temperature and salinity in exactly the 
same way in which MLD is calculated for the observations, so that we 
will be comparing like with like. However, each model also provides an 
estimate of the depth of active mixing or boundary layer depth, which 
are described below for each model. These will be referred to as the 
model’s ‘internal’ mixing layer depth (IMLD), but note that this is not 
the same parameter for each model. For the TKE and GLS models this is 
diagnosed from the vertical eddy diffusivity and has no impact on the 
vertical mixing scheme itself, but for the PWP, KPP and OSMOSIS 
models these are length scales that have actual numerical impacts. All 
MLDs and IMLDs will be shown as positive downwards. 
The observational dataset does not include estimates of the depth of 
active mixing, so we are unable to make direct comparisons between an 
observed depth of active mixing and the models’ IMLDs. However, one 
would always expect the MLD in the ocean to be greater than or equal 
to the depth of active mixing because properties will be homogeneous 
at the depths where mixing is occurring plus there may be remnant 
homogeneous layers beneath from previous mixing episodes. 
In model studies the relationship between MLD and IMLD can de-
pend on the definition of IMLD used in that model, and on the definition 
of MLD with which it is compared. For example, Large et al. (1994) 
found boundary layer depths (IMLDs in our terminology) in large eddy 
simulations around 10% deeper than the mixed layer depth definition 
they were using (their Fig. 1). However, in the simulations discussed 
here, each model’s IMLD was shallower than that model’s MLD at all 
time steps. In other words, there is no prima facie reason to expect 
model IMLD to be deeper than the observed MLD. Hence, if a model’s 
IMLD is deeper than the observed MLD we can deduce that it must be 
deeper than the depth of active mixing in the real ocean by at least as 
much as the difference between the model’s IMLD and the observed 
MLD. If the model’s IMLD is shallower than the observed MLD we do 
not know how it differs from the depth of active mixing in the real 
ocean. 
3.3. PWP 
The PWP model (Price et al., 1986) was developed to investigate 
mixed layer processes in tropical oceans. It is a bulk mixed layer model, 
which means that it considers the main driving equations over the 
entire mixed layer, and averages the ocean properties (temperature, 
salinity, and meridional and zonal current velocities) over that layer. 
The focus is on the parameterisation of shear production of turbulent 
kinetic energy across the base of the mixed layer and in the pycnocline, 
which is parameterised through gradient Richardson number calcula-
tions. (Richardson number is a measure of the relative importance of 
stratification to destabilizing shear. “Bulk” Richardson number is a term 
used when the Richardson number is calculated over a slab containing 
several depth bins, whereas “gradient” Richardson number is not de-
fined in the mixed layer itself but is calculated in the stratified region 
below the mixed layer.) The IMLD is found as the minimum depth re-
quired to keep a bulk Richardson number (Rib) of a well-mixed layer 
greater than a prescribed critical value, >Ri 0.65b . This value was de-
termined from field and laboratory experiments (Price et al., 1978). The 
model implementation used originates from Lazarevich and Stoermer 
(2001), which is a translation of the original PWP Fortran im-
plementation into Matlab code. 
3.4. KPP 
The KPP mixed layer model is a turbulence closure scheme model 
which uses eddy diffusivity to parameterise small-scale turbulence 
within the mixed layer (Large et al., 1994). The model was developed 
from atmospheric boundary layer models that incorporated nonlocal 
transport terms in their mixing parameterisations. The diffusivity is 
formulated to agree with similarity theory of turbulence in the surface 
layer and is subject to the conditions that both it and its vertical 
Fig. 4. Profiles used to initialize the models: (a) potential temperature, (b) practical salinity, (c) potential density.  
G.M. Damerell, et al.   Progress in Oceanography 187 (2020) 102316
5
gradient match the interior values at the base of the boundary layer. 
The diffusivities of the interior mixing processes (internal waves, shear 
instability, and double diffusion) are modeled as constants, functions of 
a gradient Richardson number, and functions of the double-diffusion 
density ratio. The IMLD is the minimum of three mixed layer depth 
definitions: the Ekman depth, the Monin-Obukhov length, and the 
depth where the bulk Richardson number exceeds the threshold >Ri 0.3b (Large et al., 1994). An important feature of this model is that 
the boundary layer allows entrainment into stable stratification below 
the mixed layer and can produce realistic exchanges of properties be-
tween the mixed layer and thermocline. The model script used is a 
single column of the Multi-Column K Profile Parameterisation ocean 
model (Hirons et al., 2015), developed by the National Centre for At-
mospheric Science at the University of Reading (for further details see 
https://puma.nerc.ac.uk/trac/KPP_ocean). 
3.5. TKE and GLS 
The TKE and GLS models refer to the ‘TKE’ and ‘GLS’ vertical mixing 
schemes implemented in the NEMO model (Madec, 2008). These 
schemes are based on the Turbulent Kinetic Energy scheme of Gaspar 
et al. (1990) and the Generic Length Scale framework of Umlauf and 
Burchard (2003) respectively, which both belong to the so-called ‘Al-
gebraic Stress Model’ class of vertical mixing parameterisation 
(Burchard et al., 2008). This type of parameterisation approximates the 
turbulent fluxes using the eddy viscosity principle: 
==w U K Uw T K TM zH z (1)  
where U is a horizontal velocity component, w is the vertical velo-
city component (positive upwards), T is a tracer, and KM and KH are 
respectively the eddy viscosity and eddy diffusivity. The prime and 
overbar notations represent the fluctuating and time-average compo-
nents of the quantity respectively (i.e. Reynolds decomposition). KM
and KH have the form: ==K c l kK c l kM k kH kH k (2)  
where ck and ckH are dimensionless coefficients or stability functions, 
lk is a mixing length and k is the turbulent kinetic energy. The calcu-
lation of c c l, ,k kH k and k depends on the choice of turbulence closure. In 
the TKE scheme ck and ckH are constant coefficients, and k is calculated 
using a prognostic budget equation. In stable stratification lk is calcu-
lated using the simplified algebraic form suggested by Blanke and 
Delecluse (1993) where l Nk 1 (N is the buoyancy frequency), and lk
is bounded by the distance to the nearest physical boundaries (sea 
surface and bottom). In unstable stratification where <N l0, k2 is the 
distance to the nearest physical boundary (sea surface/bottom) or layer 
of stable stratification. In the GLS framework ck and ckH are complex 
nonlinear stability functions, and both lk and k are calculated using 
prognostic budget equations. The GLS framework encompasses several 
well known closures for lk and k, including ‘k kl’ (Mellor and Yamada, 
1982), ‘k ’ (Rodi, 1987) and ‘k ’ (Wilcox, 1988). Due to the 
number of prognostic equations solved, the TKE scheme and GLS fra-
mework are examples of ’one-’ and ’two-equation’ closures respectively. 
Reffray et al. (2015) explore the performance of the NEMO TKE and 
GLS vertical mixing schemes in a 1D column model case study at Ocean 
Station PAPA. Of the various closures implemented in the GLS frame-
work, they find that the ‘k ’ model gives the best results in terms of 
temperature and salinity biases. Furthermore, they find that the TKE 
scheme significantly understates vertical mixing in the boundary layer 
and show that an ad hoc parameterisation representing unresolved 
vertical mixing processes (Rodgers et al., 2014) is able to alleviate this. 
This parameterisation is implemented as an additional source of TKE 
that decays exponentially with depth. Reffray et al. (2015) show the 
TKE scheme to be highly sensitive to the choice of e-folding length scale 
and find that a 10 m length scale (their ’TKE_10m’ experiment) gives the 
best results. 
We use the ’TKE_10m’ and ‘k ’ configurations of Reffray et al. 
(2015) as the basis for our TKE (’NEMO TKE’) and GLS (’NEMO GLS’) 
simulations respectively. The reader is referred to Reffray et al. (2015) 
for more details but should note that our simulations use a more recent 
version of NEMO (3.6), although this should have a negligible impact 
on the results. Additionally, KM and KH are set to an arbitrarily large 
value wherever static instabilities occur to ensure that these are 
homogenised within a time step. This has the effect of reducing the 
winter MLD by O (10m). 
For both NEMO simulations the IMLD is taken as the turbocline 
depth, which is the shallowest model depth where < ×K 5 10H 4 m2 
s−1. 
3.6. OSMOSIS model 
The OSMOSIS scheme combines a bulk model of the surface 
boundary layer (e.g. Kraus and Turner, 1967), which is coupled to a 
turbulence model based on non-local flux-gradient relationships (e.g.  
Large et al., 1994). The bulk model is used to determine the evolution of 
the depth of the boundary layer, and the turbulence model determines 
the mean profiles within the boundary layer, which are represented on 
a finite difference grid. 
In unstable conditions the boundary layer is assumed to deepen 
through entrainment. The energy needed to entrain denser water from 
below the boundary layer is assumed to be supplied by a combination of 
Langmuir turbulence (McWilliams et al., 1997) and convective turbu-





wentbl (3)  
where hbl is the boundary depth, w b ent is the buoyancy flux asso-
ciated with entrainment, B is the difference between the buoyancy 
averaged over the depth of the boundary layer and the buoyancy just 
below the base of the boundary layer, and w is the large-scale vertical 
velocity, which is assumed to be zero in the integrations presented here. 
The layer averaged buoyancy is obtained by averaging the buoyancies 
on the model levels, which provides the coupling between the bulk and 
turbulence components of the OSMOSIS scheme. 
The buoyancy flux associated with entrainment is parameterised as 
=w b w
h
w b0.03 * 0.2ent L
3
bl
0 (4)  
where w*L is the velocity scale for Langmuir turbulence (Grant and Belcher, 2009) and w b 0 is the surface buoyancy flux. The para-
meterisation of the contribution made by Langmuir turbulence to w b ent
is taken from Grant and Belcher (2009). 
=w u u* ( )L s2 0 1/3 (5) 
where u is the surface friction velocity and us0 is the surface Stokes 
drift. 
For stable conditions the equation for the depth of the boundary 
layer is 












bl (6)  
where w b L is the buoyancy flux averaged over the depth of the 
boundary layer and LL is analogous to the Obukhov length (Pearson 
et al., 2015), and is defined as =L w w b* /2L L L3 . The definition of Bdepends on whether the depth of the boundary layer is increasing or 
decreasing. When hbl is increasing, =B B, and when hbl is de-
creasing, =B w h* /L2 bl. The choice for B when hbl is decreasing limits the rate at which the depth of the boundary layer can decrease. 
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The layer average buoyancy flux, w b L, is estimated by assuming 
that the sum of the turbulent and radiative heating rates is constant 
over the depth of the boundary layer (Kim, 1976), which gives 




( )L E h0 0 (7) 
where E is the thermal expansion coefficient of sea water, I is the 
solar irradiance averaged over the depth of the boundary layer, I0 is the 
solar irradiance at the surface and Ih is the solar irradiance at the base of 
the boundary layer. 
A more complete description of the OSMOSIS scheme is given by  
Bourdalle-Badie et al. (2019). 
4. Wavelet analysis methods 
To investigate variations in the spectral properties of the data, we 
use the wavelet analysis method of Torrence and Compo (1998). Given 
the number of factors which can affect mixed layer properties it was 
deemed important to use an analysis method which could pick out 
significant periodicities which are only present for a portion of the total 
record, because such periodicities might not be identified in power 
spectra of the whole time series. 
The time series of observed SST and MLD were first linearly inter-
polated to regular 4-hourly intervals, and the output from each model 
was sub-sampled to the same 4-hourly intervals. (This sub-sampling 
does not make a significant difference to the results presented.) We 
Fig. 5. Mixed layer and sea surface prop-
erties over the year of the OSMOSIS field 
campaign, from both the glider observations 
and the models. (a) MLD. (b) MLD 
smoothed by applying a 5-day running 
mean as in Section 2; this is shown for 
clarity only and is not used in the analysis. 
(c) Observed MLD and models’ internal 
MLDs, all smoothed by applying a 5-day 
running mean as in panel b). (d) SST. (e) 
MLS. In all panels, green line = glider ob-
servations, dashed blue line = PWP, cyan 
line = NEMO GLS, dashed magenta 
line = NEMO TKE, black line = KPP, red 
line = OSMOSIS model. The coloured bars 
at the base of the panels mark the seasons: 
blue = autumn; green = winter; ma-
genta = spring; cyan = summer. (For inter-
pretation of the references to colour in this 
figure legend, the reader is referred to the 
web version of this article.) 
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chose to use 4-hourly intervals because although the gliders obtain 
profiles roughly every 2 h, they are not regularly spaced in time. Due to 
the “V” shape of glider movement, each upcast and next downcast are 
separated by only a few minutes near the surface, with a wait of nearly 
4 h until the next pair. Similarly near the bottom of the profile each 
downcast and next upcast are closely spaced in time with a wait of 
nearly 4 h until the next pair. It is only around the middle of the pro-
filing depth that data is obtained at approximately regular 2-hourly 
intervals. Hence 4 h was considered a more appropriate interpolation 
interval. 
Because the distributions of SST and MLD are distinctly non-normal, 
we transform all the time series into records of percentiles (in terms of 
their cumulative distribution function), thus forcing the probability 
density functions to be rectangular (Grinsted et al., 2004). The resulting 
time series are padded with zeros to avoid wraparound effects and the 
wavelet power spectra calculated using a Morlet wavelet. Significance 
is determined by comparison with a theoretical red-noise spectrum 
calculated from the lag-1 autocorrelation coefficient for each time 
series. The null hypothesis is defined for the wavelet power spectrum as 
follows (Torrence and Compo, 1998): it is assumed that the time series 
has a mean power spectrum (the theoretical red-noise spectrum, given 
in Eq. (8)); if a peak in the wavelet power spectrum is significantly 
above this background spectrum, then it can be assumed to be a true 
feature with a certain percent confidence. 
= +P k N11 2 cos(2 / )k 22 (8) 
where Pk is the mean power spectrum, =k 0, 1 …N/2 is the frequency 
index, is the lag 1 autocorrelation coefficient, and N is the number of 
values in the time series. Wavelet spectra of the total surface heat flux 
and wind speed were calculated in the same way, except that the time 
series were not transformed into records of percentiles because the 
distribution of these variables was approximately normal. 
To further investigate the relationships between different time 
series, we calculate wavelet coherence following the methods of  
Torrence and Webster (1999), using the code made available by  
Grinsted et al. (2004). Wavelet coherence can be thought of as the lo-
calized correlation coefficient in time frequency space; it shows whe-
ther non-stationary time series are co-varying at a particular frequency 
(but not at other frequencies) and at a particular time (but not 
throughout the entire record). This analysis method was chosen be-
cause simple correlations or coherence tests over the entire time series 
might not identify the relationships which the wavelet coherence 
method exposes. Significance is determined using Monte Carlo methods 
as detailed by Grinsted et al. (2004). Note that the annual relationship 
between surface forcing and mixed layer properties (cooling and dee-
pening in autumn, warming and shoaling in spring) will not appear 
significant because the time series are too short. Hence the strong 
correlation between SST and cumulative net surface heat flux found by  
Damerell et al. (2016) will not be apparent because it was largely a 
consequence of the strong annual cycle. Multi-year time series would be 
required for the annual cycle to appear significant in this wavelet 
analysis. 
5. Results and discussion 
5.1. SST overview 
All the models output SSTs which are broadly representative of the 
observed time series (Fig. 5d). The annual cycle of cooling during au-
tumn, a fairly constant temperature over the winter, then warming to a 
peak in July is seen clearly in all the models. Seasonal mean biases in 
each model are less than 1 °C (Table 2), similar to the model/ob-
servation differences found by Lazarevich et al. (2004), except that KPP 
is considerably warmer than the observations in summer. This suggests 
that the drivers of SST variability in this region are largely 1-dimen-
sional, unlike at OSP where advective effects are considered important 
in the winter (Large et al., 1994). 
The distribution of observed SST is bimodal (Fig. 6a) with a large 
peak at a temperature of 12 °C. This is due to the period from early 
February until late May when the SST remains nearly constant at 
around 12 °C. The average winter SST of 12.12 °C (Table 2) is slightly 
cooler than the winter SSTs of 12.14 °C (2003), 12.25 °C (2004) and 
12.61 °C (2005) found by Hartman et al. (2010) at the PAP-SO. None of 
the models reproduce the coldest SSTs seen in the observations, which 
reach a minimum of 11.1 °C. GLS, TKE and KPP reach a minimum 
temperature of 11.8 °C and PWP and OSMOSIS reach a minimum of 
11.9 °C. However, it is clear (Fig. 5d) that this is because the models 
show less variability in winter SSTs than the observations. The average 
winter SST is in fact slightly cooler in each model (Table 2) than in the 
observations (between 0.05 and 0.07 °C cooler). 
The second, smaller peak of the bimodal distribution (Figs. 6 and 
5d) is due to the period in late July and August when the SST again 
remains nearly constant around 18–19 °C, consistent with the summer 
SSTs reported by Hartman et al. (2010). PWP, GLS, TKE and OSMOSIS 
have summer temperature biases between −0.40 and 0.74 °C, but it is 
only KPP which really differs from the observations, with a mean bias in 
the summer of 2.9 °C (Table 2), similar to the summer SST bias in KPP 
seen by Acreman and Jeffery (2007). KPP also has the largest warm bias 
in spring (0.97 °C). We postulate that this is related to differences in 
MLD/IMLD: KPP has the shallowest MLD and IMLD in the spring and 
summer (Table 4) which will tend to trap heat in the mixed layer. TKE, 
in particular, has similar MLD biases to KPP (though not quite as 
shallow in spring and summer), but KPP’s IMLD is considerably shal-
lower than TKE’s in spring and summer. Unlike TKE, where the IMLD is 
purely diagnostic, KPP’s IMLD has an impact on model physics so may 
be a factor in KPP’s SST bias in spring and summer. It is worth noting 
that Li et al. (2019) show that including Langmuir turbulence in KPP 
can deepen the MLD by 10–20 m and cool SST by 0.9 °C in their 
”OSMOSIS spring” case (see KPPLT-LF17, their Fig. 3). Hence it seems 
likely that if we had used a version of KPP which incorporated Lang-
muir turbulence, it would not display such large biases in spring and 
summer SST. 
Burchard and Bolding (2001) compared two 1D TC schemes with 
observations at OSP and found a shallow MLD bias in summer, which 
we estimate to be around 10 m from their Fig. 18. They attribute this to 
either erroneous surface fluxes or strong advective effects. However, 
they also comment that one model’s predicted MLD is shallower than 
the other’s, leading to warmer summer SSTs in that model. We estimate 
from their Fig. 18 that the difference in MLD is perhaps around 2 m, and 
the difference in SST around °0.3 C. This illustrates that during the 
summer when the mixed layer is shallow, relatively small differences in 
MLD can produce quite significant differences in SST. 
PWP is unusual in exhibiting a cold bias in the summer. Archer et al. 
(1993) compared PWP simulations with observations at OSP over a 6- 
year period and also found cold biases in model summer SSTs of a si-
milar magnitude to those seen here, as did Lazarevich et al. (2004) in 
their comparisons of PWP with float-observed temperatures and NCEP 
reanalysis SSTs in the north Atlantic. Archer et al. (1993) suggest that 
this may be due to small inaccuracies in the surface heat fluxes, but that 
seems unlikely here since the other models all have warm SST biases in 
summer. 
5.2. Mixed layer salinity 
The models do not do a very good job of reproducing the observed 
MLS (Fig. 5e and Fig. 7), though this is not entirely unexpected (Section  
1). In particular, they fail to capture the short term variability over 
periods of hours to days. Only some large-scale changes are captured, 
notably the increase in MLS in mid-July when the mixed layer is ex-
tremely shallow and high temperatures are leading to large surface 
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evaporation (see also the large latent heat flux in July despite low wind 
speeds in Fig. 3). The distribution of the observed MLS (Fig. 7a) is 
approximately a wide Gaussian, with a mean of 35.57 and a large 
standard deviation of 0.06. The distributions are much narrower for all 
the models and are shifted towards higher salinities, with only a small 
tail of values at the lower end. OSMOSIS has a mean MLS of 35.59 
(closest to the observations), PWP, KPP and TKE have a mean MLS of 
35.61 and GLS a mean of 35.62, considerably higher than the observed 
mean of 35.57. OSMOSIS has the smallest bias in all seasons except the 
autumn (Table 3). However, it is worth noting that the lower annual 
bias achieved by OSMOSIS is largely because it has both positive and 
negative biases which cancel out to some extent; the rms difference 
between OSMOSIS and the observations is only slightly smaller than for 
the other models. The annual average biases in MLS (Table 3) of 
0.02–0.05 represent 6–14% of the range in observed MLS over this year. 
When comparing the model-observation agreement of MLS and SST 
(e.g., Fig. 5), it is worth bearing in mind that the range in SST is de-
termined by a very large scale process, i.e., the annual cycle in surface 
heat flux. Without a similar driver of large annual change in MLS, small 
variations can appear more significant than they really are. However, as 
will be discussed in Section 5.3, the salinity biases here are large en-
ough to produce significant density biases. 
Model MLS is dependent on the surface fluxes of precipitation and 
latent heat (from which evaporation is calculated). These fluxes can be 
Table 2 
Seasonal mean observed SST, and seasonal biases between each model and observed SST (°C). Positive bias = model SST warmer than observed SST.          
Observed model bias 
Model SST PWP NEMO GLS NEMO TKE KPP OSMOSIS  
Autumn 13.75 0.48 0.37 0.45 0.47 0.39 
Winter 12.12 −0.05 −0.07 −0.06 −0.06 −0.07 
Spring 12.87 0.29 0.51 0.67 0.97 0.58 
Summer 18.15 −0.40 0.22 0.30 2.91 0.74        
whole year bias  0.11 0.24 0.31 0.91 0.36 
rms difference  0.57 0.52 0.60 1.48 0.66 
Fig. 6. Histograms of SST for the observations and for each model. These are shown as probabilities, i.e., the height of the bar equals the number of counts in that bin 
divided by the total number of data points for that variable. 
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very localized and are difficult to measure and model consistently (e.g., 
difficulties in modelling cloud cover), so it is not surprising that MLS 
derived from reanalysis surface flux products is not very similar to 
observed values. Moreover the localized nature of these fluxes means 
MLS can vary considerably in the horizontal, leading to variability in 
observed MLS due to advection which is obviously not present in a 1D 
model. 
It is worth noting, however, that local differences in MLS in this 
region are unlikely to have a large influence on large scale climate 
modelling because MLS does not directly affect the atmosphere in the 
same way that SST does. Biases in MLS over a wide area and long time 
scales might be important since these would affect water mass 
formation and circulation, but that is beyond the scope of this paper. 
5.3. Mixed layer density 
The study region is a region where Eastern North Atlantic Central 
Water (ENACW) forms during the winter (Pollard and Pu, 1985; Pollard 
et al., 1996). The slightly cooler SSTs and slightly higher MLSs (Tables 2 
and 3) in winter would lead to the formation of a higher density water 
mass than that found in the real ocean, which could have implications 
for the wider circulation. 
We estimate equivalent density biases by calculating density for the 
observed average winter temperature of 12.12 °C and salinity of 35.57, 
then subtracting(adding) the winter temperature(salinity) bias for each 
model and recalculating density. The winter temperature biases in  
Table 2 lead to density biases of approximately +0.01, and the winter 
salinity biases in Table 3 lead to density biases of approximately +0.04. 
The combined biases (i.e., calculating density using both the tempera-
ture and salinity biases) amount to an increase in density of approxi-
mately 0.05. Since the ENACW of subtropical origin found beneath the 
surface mixed layer in this region (Damerell et al., 2016) is found at 
in the range 27–27.2 (Harvey, 1982), a density bias of 0.05 is not in-
significant. However, as will be discussed in Section 5.4, the wintertime 
density biases do not seem to impact negatively on the spring re-
stratification and subsequent development of the MLD and SST. 
Fig. 7. Histograms of MLS for the observations and for each model, shown as probabilities as in Fig. 6.  
Table 3 
Seasonal mean observed MLS, and seasonal biases between model and observed 
MLS (psu). Positive bias = model MLS greater than observed MLS.          
observed model bias  
MLS PWP NEMO GLS NEMO TKE KPP OSMOSIS  
Autumn 35.55 0.02 0.04 0.02 0.02 0.03 
Winter 35.57 0.05 0.05 0.05 0.05 0.04 
Spring 35.57 0.05 0.06 0.07 0.07 0.04 
Summer 35.60 0.03 0.04 0.04 0.05 −0.02 
whole year bias  0.04 0.05 0.04 0.04 0.02 
rms difference  0.07 0.07 0.07 0.07 0.06 
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5.4. MLD overview 
The observed MLDs (Fig. 5a, b) are broadly consistent with previous 
observations in this area (e.g., Hartman et al., 2015; Henson et al., 
2012; Martin et al., 2010; Steinhoff et al., 2010; Hartman et al., 2010), 
taking into account the varying MLD definitions used in different stu-
dies. Henson et al. (2012) consider differences in monthly mean MLD in 
years with positive or negative North Atlantic Oscillation (NAO) index 
in winter. They used the Hadley Centre’s EN3 objectively analysed 
temperature and salinity data from 1959 to 2009, and calculated MLD 
as the depth at which a density difference of 0.03 kg m−3 from the 
surface was observed. The composite MLD for positive NAO years 
reached a maximum of 280 m in March, whereas in negative NAO years 
it reached only 170 m. They relate this to the greater wind stress in 
positive NAO years, resulting in increased mechanical mixing. Our re-
sults are in agreement, with an average winter mixed layer depth of 
165 m (Table 4) and weakly negative winter NAO index in 2013. 
Winter MLD has been shown to be an important driver of nitrate 
flux into the surface mixed layer (Hartman et al., 2010; Steinhoff et al., 
2010). Temporary shoaling of the MLD during winter and spring may 
therefore influence nutrient fluxes. In this region, the winter shoaling of 
the MLD appears to be linked to sporadic short-lived chlorophyll 
blooms observed during OSMOSIS in winter, well before the main 
spring bloom event in June (Erickson and Thompson, 2018; Binetti 
et al., 2020; Rumyantseva et al., 2019). Previous studies have used data 
from Argo floats, XBTs, CTDs and moorings over a wide area (45°N to 
52°N and 26.08°W to 8.92°W, excluding the shelf area) around the PAP- 
SO to estimate MLDs (Hartman et al., 2010; Hartman et al., 2015). In all 
the years considered, those estimates showed MLDs increasing fairly 
smoothly from September to the time of maximum depth (which varied 
from January to March), and then decreasing again to the summer 
minimum. This differs from the pattern observed here where the mean 
MLD remained approximately constant over the winter (167, 161 and 
163 m in January, February and March respectively) but with high 
variability. (For example, compare our Fig. 5b with Hartman et al. 
(2010) Fig. 4b and Hartman et al. (2015) Fig. 3b.) The winter time 
range of MLD observed by the gliders was 11 m to 378 m. This high 
variability in MLD is likely to be significant for nutrient fluxes and 
winter blooms (Hartman et al., 2010; Steinhoff et al., 2010; Erickson 
and Thompson, 2018; Binetti et al., 2020; Rumyantseva et al., 2019). 
Model MLDs are broadly representative of the observed MLDs 
(Fig. 5a and b) except in winter when the model MLDs are too deep, 
with winter average biases between 160 and 228 m (Table 4), and do 
not exhibit the same variability as the observations. This can be par-
tially explained by the fact that in this region there is considerable 
submesoscale activity in winter, which will tend to restratify the mixed 
layer (Thompson et al., 2016). This submesoscale activity is not present 
in these one dimensional models. Viglione et al. (2018) find a similar 
result when comparing MLDs from a 1D PWP model with observations 
in Drake Passage: the lack of submesoscale instabilities in the model 
results in MLDs which are too deep and insufficiently variable. The 
models’ IMLDs are also deeper than the observed MLD in winter, in-
dicating that they are likely to be deeper than the depth of active 
mixing in the real ocean. The winter-time difference between model 
IMLD and observed MLD is smallest for KPP and GLS (Table 4) but this 
is largely because they are too deep at the start of winter and become 
shallower than the observed MLD towards the end of winter (Fig. 5c) 
and these differences cancel out, whereas for PWP and OSMOSIS, the 
winter-time IMLDs remain consistently too deep giving a greater 
average difference with the observations. 
It is noticeable, however, that all the model IMLDs reproduce the 
observed wintertime shoaling and deepening of the MLD much better 
than the model MLDs (Fig. 5b, c), as well as having smaller average 
differences in winter (Table 4). As discussed above, this temporary 
shoaling may be significant for fluxes of nitrates into the mixed layer in 
winter, so model IMLD may be more useful for understanding winter 
bloom dynamics than MLD calculated in the manner used for ob-
servations. 
The general pattern is that in autumn and winter, model MLDs are 
deeper than the observed MLDs, whereas in spring and summer the 
model MLDs are shallower than observed MLDs. The shallow biases in 
spring and summer will result in a ‘trapping’ of surface forcing effects, 
i.e., the effects of the surface forcing will tend not to reach as deep as 
they should. This will affect the ability of these models to reproduce 
summer water mass formation, air-sea fluxes, and bloom dynamics 
through the interaction between mixed layer depth and nutrient fluxes. 
All the models reproduce the observed spring restratification, 
though one or two days later than in the observations (Table 5). One 
would generally expect the depth of active mixing to shoal before the 
mixed layer depth, and indeed each model’s IMLD shoals several days 
earlier than that model’s MLD. However, we could not find any ob-
servations in this region in the literature which indicate how much 
earlier one would expect the depth of active mixing to shoal than the 
MLD, so we are unable to comment on which model’s IMLD behaves 
most like the real ocean. 
It is noticeable that the biases in MLD are fairly small in spring and 
summer despite the preceding large biases in winter MLD and the 
winter mixed layer density biases (which are largely due to biases in 
MLS (Section 5.2). Large et al. (1994) compared KPP with observations 
at OSP, and also found that the spring restratification reduced biases in 
MLD. However, their simulation was initialised on 15th March, only 
about a month before the spring restratification, and the initial MLD 
Table 4 
Seasonal mean observed MLD, and seasonal biases between model and observed MLD (m). Figures in brackets are mean differences between each model’s IMLD and 
the observed MLD. Positive bias = model MLD/IMLD deeper than observed MLD.          
Observed model bias 
model MLD PWP NEMO GLS NEMO TKE KPP OSMOSIS  
Autumn 91 25(−3) 12(1) 2(−6) 7(−5) 25(23) 
Winter 165 228(104) 169(16) 160(59) 173(7) 198(82) 
Spring 42 −3(−21) −11(−15) −16(−15) −17(−21) −10(−15) 
Summer 15 1(−5) 0(−1) −3(−1) −5(−7) 0(−2) 
whole year bias  74(24) 51(2) 44(12) 48(−5) 64(28) 
rms difference  137(106) 105(73) 102(74) 110(79) 121(90) 
Table 5 
Date (in April 2013) of spring restratification of the MLD for the observations, 
and date of spring restratification of the MLD and IMLD for each model. Model 
dates are calculated in the same way as for the observations, as described in 
Section 2.          
Observations PWP NEMO GLS NEMO TKE KPP OSMOSIS  
MLD 21 23 22 22 23 23 
IMLD  21 17 19 17 19 
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bias was only about 15 m. Here the spring restratification removes 
much larger MLD biases. 
The spring and summer MLD biases are not correlated with the 
winter MLD or MLS biases (Tables 3 and 4). Similarly, the spring and 
summer SST biases are not correlated with the winter MLD or MLS 
biases (Tables 2–4). The surface forcing generating the spring re-
stratification appears to be a sufficiently dominant process that pre-
ceding biases are unimportant. This suggests that when using a 1D 
model in a similar ocean environment (mid-latitudes away from topo-
graphy) it may be acceptable to initialize the model using a relatively 
low resolution profile (e.g., from an Argo float) in late winter when 
stratification is low, and simply allow the model to generate the spring 
stratification, rather than requiring a higher resolution profile (capable 
of resolving a steep pycnocline) suitable for initializing during the 
spring or summer. 
5.5. Diurnal cycles 
All the models show some evidence of a diurnal cycle in SST (Fig. 8), 
significant at the 95% confidence level, starting in March and con-
tinuing to the beginning of September. The surface forcing which drives 
the models also shows a significant diurnal cycle in total surface heat 
flux from March to September (Fig. 9a), and all the model SSTs show 
evidence of a coherent relationship with the cumulative total surface 
heat flux at a diurnal timescale for much of the year (Fig. 10), though 
this is more obvious from mid-February onwards than in the autumn 
and early winter. 
This diurnal cycle is not, however, as significant in the observed 
SSTs as in the model SSTs (Fig. 8), and the observations also show much 
less coherence with the surface heat flux (Fig. 10). In the real ocean the 
diurnal cycle may be masked by noise from other ocean processes not 
present in the models, such as the influence of advection, internal 
waves and submesoscale processes, and from the fact that the glider is 
not sampling in one location. Biases or missing processes in the surface 
forcing may also lead to discrepancies between the observed and 
modelled SSTs. For example, Giglio et al. (2017) have recently de-
monstrated the significance of wind gusts in regulating how fast surface 
water is mixed to greater depths when daily mean winds are weak, and 
the reanalysis wind stress used to drive the models will not include 
wind gusts in a realistic fashion. Moreover, cloud cover is known to be 
difficult to model and this will lead to discrepancies between the re-
analysis surface heat flux driving the models and the surface heat flux 
affecting the real ocean (Taylor, 2000; Large and Yeager, 2009). For 
example, reduced cloud cover during the spring and summer will tend 
to lead to increased heat flux into the ocean during the day, and in-
creased heat flux out of the ocean at night. This would increase the 
Fig. 8. Wavelet spectra of SST for the observations and for each model. In each panel, the black contours enclose regions of greater than 95% confidence level 
calculated using the corresponding red-noise spectrum as the null hypothesis (see text). The shaded regions on either end indicate the “cone of influence,” where edge 
effects become important and results should be viewed with caution. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 
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Fig. 9. Wavelet spectra of the surface forcing: (a) total surface heat flux, (b) wind stress. Otherwise as Fig. 8.  
Fig. 10. Wavelet coherence for SST and cumulative total surface heat flux. In each panel, the black contours enclose regions of greater than 95% confidence level 
calculated using Monte Carlo simulations (see text). The shaded regions on either end are as in Fig. 8. The arrows represent the relative phase - arrows pointing to the 
right imply the time series are in phase, arrows pointing left imply anti-phase, arrows pointing straight up imply the surface heat flux leads SST by a quarter of a 
cycle. Note that this indication of lag in all wavelet coherence figures is relative to the length of the cycle. For example, an arrow pointing up and right at an angle of °45 refers to a lag of an eighth of a cycle - e.g., arrows pointing up and right at °45 in this figure mean SST lags the surface heat flux by one day for a cycle with an 8- 
day period but by 4 days for a cycle with a 32-day period. 
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magnitude of the diurnal cycle of SST in the models as compared with 
the observations. All these factors could lead to a much reduced diurnal 
cycle in the observations compared with the models. 
As with SST, we again see a significant relationship between MLD 
and the cumulative surface heat flux at diurnal time scales (Fig. 11), 
though this is not as pronounced as for SST. This relationship is again 
considerably more present in the models than in the observations. The 
MLD and surface heat flux are in approximate anti-phase, as one would 
expect (i.e., surface heat flux increases, MLD shoals). With solar ra-
diation incoming during the day the SST warms and the mixed layer 
shoals due to thermal stratification. At night the ocean loses heat to the 
atmosphere, convection occurs, the SST decreases and the MLD in-
creases. But the relationship with surface heat flux is less pronounced 
for MLD than for SST because the MLD is also influenced by the stra-
tification in the profile below the mixed layer, and also is more directly 
affected by wind driven mixing. 
5.6. Longer time scales 
In May and June, at periods between approximately 4 and 20 days, 
the cumulative total surface heat flux is in anti-phase with the observed 
MLD (Fig. 11), and approximately in phase with the observed SST 
(Fig. 10), i.e., surface heat flux increases, MLD shoals, SST increases. 
These can be seen as the main warming events in SST, clearly related to 
large changes in MLD in the spring (Fig. 5). All the models exhibit si-
milar behaviour. This timescale is typical for the passage of weather 
regimes. Wind stress is also a factor in these events both through the 
effect of wind driven mixing on the MLD and through the effect of wind 
speed on the latent and sensible heat fluxes. 
There is clear evidence of a coherent relationship between wind 
stress and MLD for all models and the observations from late March 
onwards (Fig. 12) at periods between 4 and 60 days. MLD and wind 
stress are approximately in phase (i.e., wind stress increases, mixed 
layer deepens), though with the MLD lagging the wind stress by around 
an eighth of a cycle. This highlights the significance of local wind 
events in the spring, which can temporarily deepen the mixed layer. 
During the year observed, such spring deepening events reached as 
much as 100 m which is likely to be significant for spring bloom dy-
namics (Erickson and Thompson, 2018). No such relationship with local 
wind events is seen earlier in the year, despite the generally stronger 
wind stress in autumn and winter than spring and summer. We hy-
pothesize that the deepening of the mixed layer seen in the autumn is so 
strongly driven by the annual cycle in surface heat flux that the addi-
tional effect of the winds at this time of year is less significant. 
There is also some evidence of a coherent relationship between SST 
in the models and wind stress (Fig. 13), from March onwards. This is a 
lagged anti-phase relationship, i.e., as wind stress decreases, SST in-
creases but with a lag of approximately an eighth of a cycle or less. This 
is due to the shoaling of the mixed layer as wind stress decreases: a 
shallower mixed layer will mean the effect of the surface heat flux will 
be concentrated in a thinner band of water, and in the spring the surface 
heat flux will tend to warm the ocean. Hence SST increases as the wind 
Fig. 11. Wavelet coherence for MLD and cumulative surface heat flux. Otherwise as in Fig. 10.  
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stress decreases. The relationship between wind stress and observed 
SST is much more tenuous than with the model SSTs, due to the pro-
cesses in the real ocean and atmosphere not present in the models nor in 
the reanalysis surface forcing. 
6. Conclusions 
Five mixed layer models driven by ERA-Interim surface forcing have 
been compared with a year of observations in the North Atlantic. All the 
models reproduce SST fairly well in terms of the annual cycle, except 
that the KPP model has summer SSTs which are approximately 3°C 
warmer than the observations. Short timescale variability in SST is not 
predicted well by the models, likely due to the many sources of varia-
bility in SST not present in a 1-D model. The models do not reproduce 
the observed MLS well, but this is not unexpected as advection is ex-
pected to play a role in MLS in this region, and because precipitation 
biases are not uncommon in reanalysis surface forcing data. The biases 
are large enough to produce a non-trivial density bias. In particular, the 
slightly cooler temperatures and higher salinities in the winter in all 
models would lead to the formation of ENACW of greater density than 
that in the real ocean, which could have related effects on ocean cir-
culation. However, this does not seem to affect the subsequent spring 
restratification and evolution of the MLD and SST. 
Both the wind stress and surface heat flux are involved in driving 
periods of temporary deepening and shoaling of the MLD through the 
spring, though the effects of wind stress are felt throughout spring and 
summer whereas the surface heat flux is only a factor in May and June. 
Wind stress is not related to MLD during the autumn despite the high 
wind stresses in autumn. We hypothesize that the deepening of the MLD 
in autumn is so strongly driven by the annual cycle in surface heat flux 
that the winds are less significant in the autumn. 
The surface heat flux also drives a diurnal cycle in MLD and SST 
from March onwards, though this effect is much clearer in the models 
than in the observations. We believe this is because the models and 
reanalysis forcing data do not include a number of processes which 
complicate the observed SST and MLD, so the diurnal cycle is less ap-
parent in the observations. 
We are not able to say that one model is ‘better’ than the others, 
they all have strengths and weaknesses. PWP has the lowest bias in 
spring MLD, second lowest in summer MLD, but it has the largest biases 
in autumn and winter MLD. Similarly it has the lowest biases in winter 
and spring SST, but fairly large SST biases in autumn and summer. 
KPP’s IMLD has by far the smallest deep bias in winter, but KPP also has 
by far the largest bias in SST. TKE has the smallest annual mean bias in 
MLD but the second largest bias in spring SST. GLS has the second 
smallest annual mean bias and smallest rms difference in SST, but the 
largest bias in annual mean MLS and largest rms difference for MLS. 
OSMOSIS has the smallest bias in annual mean MLS, but the second 
largest bias in annual mean MLD and SST. 
It is noticeable that all models had low biases in MLD in spring and 
summer despite the MLS and MLD biases in the preceding winter. This 
suggests that initializing these models using a relatively low resolution 
Fig. 12. Wavelet coherence for MLD and wind stress. Otherwise as in Fig. 10.  
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profile (e.g., from an Argo float) in late winter when stratification is low 
may give a quite reasonable spring stratification, which could be useful 
in regions where higher resolution profiles capable of resolving a steep 
pycnocline are not available. The variability in winter time MLD, which 
may be of significance for nutrient fluxes and winter bloom dynamics, is 
reproduced much better by model IMLDs than model MLDs. 
Whilst these forced models may not be fully representative of sen-
sitivity in coupled models due to the missing feedbacks, we conclude 
from the lack of differences between them that any of these models 
would give similar results when used for forced model runs in seasonal 
areas similar to the OSMOSIS site, i.e., at mid latitudes away from to-
pography. 
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