Clock synchronization and ranging over a wireless network with low communication overhead is a challenging goal with tremendous impact. In this paper, we study the use of time-to-digital converters in wireless sensors, which provides clock synchronization and ranging at negligible communication overhead through a sawtooth signal model for round trip times. In particular, we derive Cramér-Rao lower bounds for a linearitzation of the sawtooth signal model, and we thoroughly evaluate simple estimation techniques by simulation, giving clear and concise performance references for this technology.
INTRODUCTION
Time-to-digital converters (TDC) are independently clocked, lowpower, highly accurate time measurement devices. Incorporating TDCs in the design of wireless sensors provides very accurate ranging information from basic round trip time (RTT) measurement protocols [1] . Such a scheme has been used to devise reliable and costefficient systems for indoor localization [2] . A similar scheme, introduced in [3] , uses an improved RTT protocol to address clock synchronization across a deployed network. This approach is extensively analyzed in [4] , both practically and theoretically. Clock synchronization becomes possible due to the presence of two different clock speeds within each wireless sensor, i.e., that of the sensor and that of its TDC. The resulting RTT measurements follow a sawtooth signal model [3] , which, under realistic assumptions, leads to the identifiability of the clock synchronization and ranging parameters [4] . In this paper, we provide performance references for the use of this technology, which will benefit both engineers that use it and researchers studying the estimation of sawtooth signal models.
Clock synchronization in wireless sensor networks has been studied extensively from a variety of perspectives [5] [6] [7] [8] [9] [10] [11] [12] [13] . Most studies focus on global synchronization performance through a network based on some form of time-stamped message exchange. Although some target specific objectives, e.g., a fast consensus across the network [6, 11] or energy efficiency [9, 10] , communication overhead due to the arguably unnecessary exchange of time stamps is usually disregarded. However, several studies [3, 4, 8, 12, 14] have reported that two-way message exchanges without time stamps
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have the potential to substantially lower communication overhead while still providing accurate synchronization. Our study provides performance references on the synchronization accuracy of two TDC-equipped sensors in a WSN that exchange messages without time stamps, reducing communication overhead but still obtaining remarkable performance in ranging and frequency synchronization (under 0.1 cm and 1 ppb of the clock frequency).
SAWTOOTH MODEL AND CRAMÉR-RAO LOWER BOUNDS
An empirical study run by our group [3] revealed that with a specific measurement protocol (see [3] and [4] ), the RTTs Y [n] measured between two sensors with TDCs, which we name M and S, follow the sawtooth signal model, i.e., In [4] , we show that (2) is an identifiable model, i.e., that the distribution of the data contains enough information to singularly identify these parameters. Nonetheless, the likelihood function is not differentiable everywhere. This violates the assumptions of the Cramér-Rao lower bound (CRLB) for the mean square error (MSE) of unbiased estimators, hindering our objective of providing performance references for the estimation of the model's parameters. Instead, we analyze a linear model that results from assuming that an oracle has removed the effect of the nonlinearity (phase unwrapping). The model then becomes
with U [n] a white Gaussian process such that U [n] ∼ N 0,
The resulting model (3) is not without complications. First, φS and δ↔ are not jointly identifiable, because only their weighted sum affects the distribution of Z[n]. Second, the variance of the noise now depends on TS , i.e., on f d , one of the parameters to estimate. Therefore, we analyze first a general linear model with slope-dependent noise power, i.e., the model
T , and where σ0 ≥ 0, σ1 ≥ 0 and σ2 ≥ 0 are known.
= σw, σ1 = TMσv, and σ2 = σv/K. Here, recall that K = Ts/TM. The advantages of (4) with respect to (3) are that i) it is an identifiable model, and ii) it can be analyzed using standard results for the Fisher information matrix of Gaussian models [15, ch. 3.9, p. 47]. Furthermore, given the Fisher information matrix I ω for (4), one can obtain CRLBs for f d , for φS when δ↔ is known, and for δ↔ when φS is known, by using the CRLB on functions of vector parameters [16, corollary 5.23, p. 306], i.e.,
, a bounded function, and ∇ω g is its gradient. The derivation and statement of the inverse Fisher information matrix necessary for (5) can be found in Section 5. Then, from the relation between (3) and (4), one obtains that
The expressions for φS or δ↔ assume that the respective other is known. This circumvents the joint identifiability problem stated above, but the resulting CRLBs will disregard that both parameters need to be estimated simultaneously. Nonetheless, our purpose in deriving these bounds is to use them as a plausible reference for the performance one can obtain using (2), for which we proved identifiability in [4] . In order to establish the CRLBs using (5) we obtain
∇ω g δ↔ (ω)= 2 1,
The obtained CRLBs are valid for unbiased estimators from data Z generated according to (3) , but they are not guaranteed to hold for unbiased estimators from data Y generated from (2) . Furthermore, they are not valid bounds on the MSE of biased estimators from either model. Nonetheless, we believe they provide a linear intuition that, as our experimental results confirm, is practically relevant.
BASIC ESTIMATION STRATEGIES
We present simple estimators for the parameters of a sawtooth signal model (1) based on the techniques proposed in [3] . In their simplicity, they show remarkable robustness for the ranges of parameters α, β, γ and ψ that arise in practical clock synchronization and ranging scenarios. Consequently, we consider them to be a good reference on the minimum expected performance that can be obtained from systems that use the proposed technology. For the sake of reproducibility and direct impact onto the interested communities, we provide thoroughly documented Jupyter notebooks that contain the implementation of all the presented techniques in this project's repository [17] .
We expose our estimation methods in the more general notation of (1). However, we will consider that given β or ψ, the other is fully determined. This parallels clock synchronization, in which β = Tsf d and ψ = −TS = −TM/(TMf d +1). For practical application of these techniques to clock synchronization, it suffices to transform the estimators of α, β, γ and ψ to suitable estimators of ρ, f d and φS through the comparison between (1) and (2) (for details, see [4] ).
Periodogram and correlation peaks (PCP), a fast and simple solution
Deliberately developed to be computationally cheap, PCP uses only very simple and efficient operations such as discrete Fourier transforms (DFTs), sorting algorithms, and sample means. The estimator is divided in three steps, and relies on the assumption that the sign of the amplitude ψ is known. First, one uses a periodogram of the L-1-times zero-padded centered data to estimate the absolute value of the frequency parameter β, i.e., ) * ]}, where · * represents complex conjugation. Here, one also stores at which indices n opt ± ∈ {0, 1, . . . , 1/| β| − 1} the maxima l± are achieved. Then, if l± > l∓, one estimatesβ = ±| β| andγ = mod1(βn opt ) with n opt = n opt ± , and the amplitude of the signal is considered estimated asψβ through its relation with the frequency β.
Third, one employs the closed-form solution for the minimum mean square error estimator for the offset parameter α assuming that β,γ andψβ are correct, i.e., For more details about the example and our implementation, as well as the image representation of the PMSE jointly over β and γ, see this project's repository [17] .
Although this three-step estimator is heuristic, its computational cost is very low, and it can be implemented in lightweight hardware. Furthermore, while some of its steps are rather counter-intuitive, they show remarkable robustness. For example, using only the first estimated period of the dataẙ[n] to estimate the phase parameter γ is clearly not an optimal strategy, but shows unparalleled robustness to errors in the estimation of the unsigned frequency parameter |β|, while steeply reducing the computational burden.
Local or global grid search (LGS or GGS), an exhaustive and costly solution
In contrast to PCP, the second technique we propose is computationally heavy. Nonetheless, our simulation study in Section 4 will suggest that it exhibits desirable statistical properties. In particular, we propose to minimize the prediction MSE (PMSE), i.e.,
In (9),ψ β is the implied estimator of ψ for a given β we mentioned at the start of Section 3, andα β,γ is the α that minimizes the cost function in (9) , parametrized by β and γ and given mutatis mutandis by the expression in (8) . Regretfully, the solution to (9) has to be approximated, because the PMSE over β and γ is neither convex nor unimodal, which implies that current iterative solvers are unable to find its global minimum efficiently. Example cuts of the profile of the PMSE over β and γ are reported in Fig. 1 . We propose to approximately solve (9) by grid search, i.e., build a grid over some given ranges G ⊂ [0, 1) for γ and B ⊂ [−1/2, 1/2) for β and pick the parameters (β, γ) in the grid that yield the smallest value of the cost function. We call this technique either global grid search (GGS) when B and G contemplate all possible values, and local grid search (LGS) when they are defined as small neighborhoods around the PCP estimates. The performance of these methods will critically depend on the number and location of the grid points, which are design parameters that set the compromise between accuracy and computational complexity. The simplest distribution of these grid points is uniformly accross G × B, with NG possible values for γ and NB possible values for β.
EMPIRICAL RESULTS
In Fig. 2 , we illustrate the convergence of the MSE for the PCP and
LGS estimators proposed in Section 3 with the sample size N and compare it with the CRLBs for the unwrapped model derived in 2.
The results we report were obtained from 300 Monte Carlo repetitions for specific physical parameters, i.e., δ0 = 5 µs, TM = 10 ns, f d = 73 Hz, Ts = 100 µs, ρ = 2 m, and φS = 3π/4 rad. Furthermore, the noise conditions were quite benign (SNRin = 1/σ 2 v = 40 dB and SNRout = Ψ 2 /σ 2 w = 20 dB) and the algorithm's parameters were set as in Table 1 . The results suggest that both estimators are consistent for these specific values of the parameters, in the sense that their overall error tends to decrease with increasing sample size, i.e., MSE → 0 with N → +∞. This is coherent with the results we report in [4] , where we evaluate these algorithms with randomized physical parameters and under varying noise conditions. For PCP, the convergence of the MSE is clearly inefficient, and one observes it only by the decay of the envelope of the error. The regular bumps observed in the graphs of MSE(f d PCP ) and MSE(φS PCP ) are caused by the resolution of the underlying periodogram estimate. On one hand, if β = k/N L for some k ∈ {0, 1, . . . , ⌊N L/2⌋}, β will be included in the periodogram's grid and the PCP will be biased towards it and achieve very low MSE. On the other hand, if β is between two such points, the PCP's bias will increase the MSE instead.
For LGS, the error seems to follow the decay of the CRLB of the unwrapped model in the estimation of ρ and f d . However, the convergence of MSE(φS LGS ) is much slower than that predicted by the CRLB of the unwrapped model. This is to be expected, since the bounds in (5) do not take into account the non-linearity of the model, and therefore, the wrapping effect of the phase term. Although this non-linear behavior is what makes the joint estimation of φS and ρ possible, it also makes φS much harder to estimate than a simple offset. Furthermore, one must consider that the MSE in the estimation of φS only plays a role when one aims to obtain time synchronization. If only phase synchronization is desired, however, consistence and efficiency may be defined using more approriate evaluation metrics [18, p. 84 ]. The evaluation with respect to these metrics are outside the scope of this paper.
For both PCP and LGS, the error in the estimation of the range LGS with respect to the sample size. For reference and comparison, we include the CRLBs for the unwrapped model derived in Section 2, and given by (5) and (7) .
ρ is well below the CRLB, and for N ≥ 500, it is mostly below 0.1 cm. Similarly, for PCP, N ≥ 500 leads to average frequency estimation errors below 10 ppb of 1/TM and average phase estimation errors well below 2π/10. For LGS, N ≥ 500 leads to average phase estimation errors below 2π/100, and N ≥ 1500 to frequency estimation errors of less than 1 ppb of 1/TM. In conclusion, incorporating TDCs in wireless nodes to benefit from sawtooth modeling of RTT measurements is a promising strategy to simultaneously achieve remarkable ranging and frequency synchronization accuracy (errors under 0.1 cm and 1 ppb, respectively) and drastically decrease communication overhead. On the other hand, absolute time synchronization seems to be less suited to the sawtooth model, at least without more complex techniques (see the extended discussion we present in [4] ).
APPENDIX: FISHER INFORMATION MATRIX FOR THE LINEAR MODEL WITH SLOPE-DEPENDENT NOISE POWER
Consider the model for Z in (4) and recall that ω = [α,β] T .
[15, ch. 3.9, p. 47] conveniently provides the expression for the Fisher information matrix of a generic Gaussian model in which Z ∼ N (µω, Cω) as
.
For ( 
which allows for the computation of the CRLBs for the estimation ofα andβ, and, through the relations (6) and their gradients (7), the CRLBs for the estimation of f d , δ↔ when ϕS is known, and ϕS when δ↔ is known. In terms of the rates of convergence for the variance of efficient estimators, one can see that i.e., the efficient estimators of the offsetα and the slopeβ still have the same rates of convergence as in a standard linear model, with additions of only non-dominating terms.
