This paper is committed to investigating outer-synchronization of fractional-order neural networks with deviating argument via centralized and decentralized data-sampling approaches. Considering the low cost and high reliability of data-sampling control, we adopt two categories of control strategies with principles of centralized and decentralized data-sampling to synchronize fractional-order neural networks with deviating argument. Several sufficient criteria are proposed to realize outer-synchronization by data-sampling control design in two complex coupled networks. It is noteworthy that, based on centralized and decentralized data-sampling methods, the synchronization theory of fractional systems and differential equation with deviating argument, the sampling time points are very well selected in control systems. An example is performed to illustrate the advantage of the presented theoretical analysis and results.
Introduction
Lately, fractional calculus has shown interest and importance, mainly on account of its numerous application in the domains of physics, engineering and science [1] [2] [3] . It is learned that fractional calculus has been an explored area of mathematical studies and not less than 300 years' history. In contemporary, in respect that fractional-order model describes the behavior of real-world situations more precisely than integer-order model, a good deal of the practical processes are identified and depicted in terms of fractional-order models. In truth, the design of fractional-order dynamics has gone beyond the capabilities of traditional integer-order models. Comparing with conventional systems, the distinguished superiority of fractional-order systems is that many degrees of freedom and general computation ability can be shown better. Besides, fractional-order model has infinite memory and hereditary characteristics of diverse processes with potential ability. It is exactly because of the practicability of fractional-order systems that the analysis and synthesis with respect to fractional-order dynamics has gained so much attention. For instance, for a fractional-order quaternion-valued neural network with delay, the novel results about the stability and bifurcation were researched through using the time delay as the bifurcation parameter in [4] . In fractional-order non-autonomous neural networks, global asymptotical periodicity was studied by the property of fractional-order calculation in [5] . For fractional-order bidirectional associative memory neural networks, global Mittag-Leffler stabilization problem was investigated by some new analysis approaches of fractional calculation in [6] , and more interesting results were reported; see [7] [8] [9] and the references therein.
As hybrid dynamical equations, the differential equations with deviating argument are neither continuous-time nor merely discrete-time, but the coalition of continuous and discrete equations. These novel equations combining the characteristics of differential and difference equations were initiated in [10, 11] , at that time, the stability of system cannot be fully studied due to lack of effective tools. As the theory of differential equations develops, a generalized concept about differential equations with deviating argument was presented in [12, 13] . The main method is that the differential equations with deviating argument are converted into their corresponding equivalent integral equations. So that these equations could be used to deal with issues that cannot be handled by discrete equations. As we have learned, the differential equations with deviating argument have such a particular performance, during motion process, the argument can change the type of deviation. Namely, differential equations with deviating argument unify delayed and advanced equations. Therefore, many open questions about systems with deviating argument are raised, some heuristic results have been shown in the relevant literature [14, 15] . From another perspective, the notion of retard corresponds to the past cases, and the notion of advance corresponds to the future cases. It is well known that the influence of the past and future events on current behavior is very significant in decision-making. So, it is worthwhile to investigate differential equations with mixed type that can give rise to complex behavior.
Synchronization is a common and typical phenomenon in the real world. Over the last few decades, the synchronization problem of complex control systems plays a fabulous role in the fields of secure communication and control processing [16, 17] . To the best of our knowledge, a mass of nodes and connections between nodes constitute a complex network, in accordance of different intention of network nodes in diverse environment, the entire dynamic and topological characteristics of network nodes could lead to complex behaviors of network. Then all sorts of different synchronization phenomenon appear gradually, two of the more common ones are inner-synchronization and outersynchronization. We call it inner-synchronization if the synchronization occurs within a network, by using the appropriate control schemes, all nodes inside a network will tend to the identical behaviors. But, unlike inner-synchronization, outer-synchronization occurs in two or more complex networks, through proper control design, all individuals between two or more complex networks will realize identical behaviors. In real life, the spread of many diseases between two communities can be explained by the phenomenon of outer-synchronization between two networks, and some attractive results regarding outer-synchronization have been introduced [18, 19] . However, outer-synchronization based on deviating argument systems is seldom reported. Thus, it is important and essential to study outer-synchronization.
Data-sampling control theory has been a hot topic due to the fact that data-sampling control itself is high precision and high reliability in many practical applications [20, 21] . With the development of the high quality need of system performance, single-rate data-sampling control cannot meet the requirements and even increase the cost of the system, a better design scheme called multi-rate data-sampling control has come into being [22, 23] . Multi-rate data-sampling control with less conservativeness can achieve the control objectives that single-rate data-sampling control does not have, such as gain margin improvement, simultaneously stability, strong stabilization, centralized and decentralized control. To the best of our knowledge, data-sampling control based on the sampling signal is a significant concept related to discretization. Unlike continuous-time control that always occupies the communication channels all the time, multi-rate data-sampling control only carried out at part of timing is reasonable and easier to implement, and has the advantages of good versatility and effective interference suppression. According to the characteristics of fractional-order system, it is found that centralized and decentralized data-sampling control may be more appropriate for fractional-order system than other control design [24, 25] . On the one hand, centralized and decentralized data-sampling control approaches are relatively cheaper and simpler to operate. On the other hand, it is feasible that centralized and decentralized data-sampling control approaches only need to select the sampling time points instead of the entire time points in fractional-order system with complex structures. In other words, once we can effectively solve the resource distribution problems with respect to centralized and decentralized data-sampling control, then the data transmission and power consumption will be greatly reduced. Nevertheless, how to achieve the ultimate purpose of optimizing data acquisition is a challenging. As a consequence, constructing high-efficiency, explored and analyzed information-based data-sampling control is worth looking into.
With the discussion illustrated as earlier, we try to use centralized and decentralized data-sampling as two kinds of better control schemes to explore outer-synchronization for fractional-order systems with deviating argument. Primarily, we need to find the connection between the current state and the argument state in fractional-order systems due to the particularity of the deviating argument. Moreover, according to the classifiable character of data-sampling itself, we can divide data-sampling control into structure-dependent and state-dependent sampling control to study outer-synchronization better in fractionalorder systems with deviating argument. As we have explored, centralized and decentralized data-sampling methods are first attempt to address outer-synchronization problem in deviating argument systems, and it can prove that the selection of the sampling time points is effective and reasonable. Roughly stated, our main contributions of the paper are summed up into two points: (1) It is the first time that centralized and decentralized data-sampling methods are applied to fractional-order neural networks with deviating argument. (2) Several outer-synchronization criteria are first put forward in fractional-order neural networks with deviating argument by utilizing centralized and decentralized datasampling control schemes.
The structure of the paper is composed of the following four parts. Some preliminaries are stated from the five aspects in Sect. 2, namely: fractional calculus, model description, definition and problem formulation, assumptions and mathematical notations, lemmas and properties. In Sect. 3, several sufficient conditions about outer-synchronization main results are put forward by centralized and decentralized data-sampling approaches, separately. In Sect. 4, an example is shown to demonstrate the efficiency of the derived results. At last, Sect. 5 summaries some relevant conclusions.
Preliminaries 2.1 Fractional calculus
To facilitate the description of our model, some basic notions for fractional calculus are recalled.
Fractional integral with order q > 0 of the function Q(t) is described by
where t ≥ t 0 , Γ (·) is the Gamma function, that is,
The Caputo derivative with order q > 0 of the function
where t ≥ t 0 and n is a positive integer satisfying n -1 < q < n.
The one-parameter Mittag-Leffler function E q (·) is given as
where q > 0, s is a complex number.
Model description
Throughout the paper, N and R + represent the sets of natural and nonnegative real numbers, separately, i.e., N = {0, 1, 2, . . .}, R + = [0, +∞). R n stands for the n-dimensional real space. For a given real vector A = (A 1 , A 2 , . . . , A n ) T ∈ R n , the norm is defined by
We focus on the fractional-order neural networks with deviating argument governed by
where 0 < q < 1, z i (t) means the state variable,
. . , n, k ∈ N , t ∈ R + , the self-inhibition a i (t) > 0, synaptic strengths b ij (t), c ij (t) and the bias ν i (t) are piecewise continuous and bounded, the output functions f j (·) and g j (·) satisfy
in which L j > 0 and H j > 0, j = 1, 2, . . . , n.
, then system (1) is retarded due to γ (t) < t. Taken together, system (1) is a mixed-type equation in accordance with the property of identification function γ (t).
Consider the centralized data-sampling approach, (1) can be transformed into
where t k is the short form of t k(t) with k(t) = max{K : t K ≤ t}. In addition, 0 = t 0 < t 1 < · · · < t k < · · · is consistent with all the neurons, which implies that all the neurons are sampled at time t k . Consider the decentralized data-sampling approach, (1) can be transformed into
where
. . , n}, which implies that the different kinds of neurons are sampled at time t i k .
Remark 2.1 To better understand the features of centralized and decentralized datasampling control, the general system (1) is first given. For the state variables z 1 (t), z 2 (t), . . . , z n (t), if all state variables z 1 (t), z 2 (t), . . . , z n (t) are sampled at time t k , then system (1) can be rewritten as system (4) which represents centralized data-sampling model. If the state variable z 1 (t) is sampled at time t 1 k , the state variable z 2 (t) is sampled at time t 2 k , the state variable z 3 (t) is sampled at time t 3 k and so on, then system (1) can be rewritten as system (5) which represents decentralized data-sampling model. Remark 2.2 From a physical standpoint, if at the same time point t k , each neuron spreads the state to the corresponding out-neighbors. Meanwhile, every neuron receives the cor-responding in-neighbor state information, then it is a description about the phenomenon of centralized data-sampling control. If when ever y neuron i renews its state, it transmits the state to the corresponding out-neighbors at time t i k . When its neighbor neuron j renews its state, the corresponding in-neighbor state information is received at time t j k , then it is a description about the phenomenon of decentralized data-sampling control.
Remark 2. 3 In system (1), the state variables z i (t), z j (t) and z j (γ (t)) mean that all states are related to the time t and the state z j (γ (t)) is also related to the deviating argument γ (t). According to the properties of the deviating argument, it can be seen that system (1) is the coalition of continuous equation and discrete equation. Namely, system (1) is of mixed type. In system (4), the state variables z i (t k ), z j (t k ) and z j (γ (t k )) mean that all states are related to the time t k and the state z j (γ (t k )) is also related to the deviating argument γ (t k ), it shows that the centralized data-sampling is at the same time and system (4) is a discrete equation. Similarly, in system (5), the state variables z i (t i k ), z j (t j k ) and z j (γ (t j k )) mean that all states are related to the time t i k or t j k , and the state z j (γ (t j k )) is also related to the deviating argument γ (t j k ), it shows that the decentralized data-sampling is at the different time and system (5) is a discrete equation.
Remark 2.4 For systems (1), (4) and (5), it can be found that systems (4) and (5) are based on system (1) . By looking at the structure of systems (1), (4) and (5), it is clear that there exist differences and connections between three systems. In particular, there is no change in the bias ν i (t) for systems (4) and (5) because the sampling time is always dependent on the state. Hence, when the centralized and decentralized data-sampling approaches are applied to a given system, the corresponding centralized and decentralized data-sampling models can be obtained by analyzing the relationship between the state and the sampling time.
Remark 2.5 In the model description, two different types of sequences are mentioned, one is the real-valued sequence of deviating argument system, the other is the sampling time sequence of data-sampling control. From the point of view of deviating argument system, it is learned that the advance and retard are the characteristics of deviating argument system, and this feature is mainly reflected in two real-valued sequences. It is easy to see that the relationship of size between two real-valued sequences {t k } and { k } is given, and the relationship of size between other two real-valued sequences {t i k } and {ρ k } is given. Moreover, {t k } denotes the centralized sampling time sequence for data-sampling system (4) and {t i k } denotes the decentralized sampling time sequence for data-sampling system (5) . That is to say, the sequences {t k } and {t i k } represent not only the real-valued sequences of deviating argument system, but also the sampling time sequences of data-sampling control. It can be found the real-valued sequence and the sampling time sequence are skillfully combined in deviating argument system on the basis of property of the sampling time sequence. Indeed, the centralized and decentralized data-sampling strategies are used in fractional-order systems with deviating argument for the first time.
Definition and problem formulation
This subsection gives the definition of outer-synchronization and provides problem formulation about centralized and decentralized data-sampling schemes. Definition 2.1 Consider any two trajectories x(t) andx(t) of (1) with initial values x(0) and x(0), separately. System (1) can realize outer-synchronization if there exists some control design such that
Remark 2.6 Review the classical synchronization, take the drive-response synchronization for example, the drive system
x) is an uncontrolled system without the controller, and C t 0 D q t y(t) = G(t, y, w(t)) represents the response system which possesses the controller w(t). In a nutshell, if lim t→+∞ y(t)x(t) = 0, then the drive-response systems can realize synchronization. But for outer-synchronization, it is not difficult to discover that the realization of the outer-synchronization is closely related to the behaviors of any two trajectories of system (1) by Definition 2.1. To be specific, based on some control design, if lim t→+∞ x i (t)x j (t) = 0, then system (1) can realize outersynchronization. It is obvious that the difference between them is the features of basic concepts. Namely, lim t→+∞ y(t) -
In the centralized data-sampling strategy, let z(t) andz(t) be two trajectories of (4) with initial values z(0) andz(0), separately. Denoting
Under centralized data-sampling method with structure-dependent, if system (4) can reach outer-synchronization, then control scheme needs to be designed on the basis of the system structure of (7) satisfying
Under centralized data-sampling method with state-dependent, consider the state measurement error of system (4)
where t ∈ [t k , t k+1 ), k ∈ N , if system (4) can reach outer-synchronization, then control scheme needs to be designed on the basis of the state measurement error (8) satisfying
In the decentralized data-sampling strategy, let z(t) andz(t) be two trajectories of (5) with initial values z(0) andz(0), separately. Denoting
Under decentralized data-sampling method with state-dependent, consider the state measurement error of system (5)
where t ∈ [t i k , t i k+1 ), k ∈ N , if system (5) can reach outer-synchronization, then control scheme needs to be designed on the basis of the state measurement error (10) satisfying lim t→+∞ u(t) = 0.
Remark 2.7 It follows from Definition 2.1 that whether the system can realize outersynchronization, the first thing that should be considered is the any two solutions of the system. Clearly, system (6) is derived in accordance with the two solutions of system (1) . For the outer-synchronization problem of deviating argument system, it is convenient to find the relation of the current state and the deviating argument state according to system (6) . Without doubt, the realization of outer-synchronization in deviating argument system is closely related to the analysis of system (6) .
Remark 2.8 Focus on the centralized data-sampling control, system (7) is derived in accordance with the two solutions of system (4), meanwhile the structure-dependent and state-dependent centralized data-sampling methods are described, separately. Just as its name implies, the structure-dependent data-sampling is on the basis of the structure of the system itself, and the state-dependent data-sampling is on the basis of the observation measurement error of the system. It is clear that the observation measurement error is the difference between the state of centralized data-sampling time and the state of the current moment. Similarly, focusing on the decentralized data-sampling control, system (9) is derived in accordance with the two solutions of system (5) and the state-dependent centralized data-sampling method is described. It is clear that the observation measurement error is the difference between the state of decentralized data-sampling time and the state of the current moment.
Assumptions and mathematical notations
Without loss of generality, supposing that the existence and uniqueness of solutions can be guaranteed for systems (1) , (4) and (5), more and more detailed discussions are given in [14, Theorem 1] . For simplicity, some assumptions and mathematical notations are recommended which need to be used in the latter case.
Two assumptions are made.
Throughout this paper, let α i > 0 be positive constants for i = 1, 2, . . . , n, defining the following mathematical notations:
Additionally, by the boundedness of parameters σ , a i (t), b ij (t) and c ij (t), there must exist a positive constant U satisfying
Remark 2.9 Taking into account the realization of dynamic behavior for ideal system, both of Assumption 2.1 and Assumption 2.2 restrict the variation range of the deviating argument function.
Remark 2.10 In order to ensure that parameters Q and η j (α, t) are reasonable in our system, we demand the parameter σ to be bigger than 0. It is need to point out that the upper bound of the parameter σ can be derived from the boundedness of parameters , μ 1 , μ 2 , δ. In addition, if no otherwise specified, each mathematical notation that appears in this subsection has only one meaning.
Lemmas and properties
In this section, we put forward some relevant lemmas, which are utilized for our main results later. Especially, the connection between the current state and the state with deviating argument for all t ∈ R + is given, it is crucial to deal with outer-synchronization problem in our system. 
Additionally, B(t) is a nondecreasing function on [a, b), then 
Proof Fix k ∈ N , for t ∈ [t k , t k+1 ), it follows that
with
From (20), on the basis of the definition of the norm in this paper,
By (2) and (3), clearly, 0 ≤ d i (t) ≤ L i and 0 ≤ e i ( k ) ≤ H i for all i = 1, 2, . . . , n, t ∈ R + , which means
Substituting (22) and (23) into (21), it follows that
Using Lemma 2.1, then
Similarly, for t ∈ [t k , t k+1 ), we obtain
and thus
where the parameters , μ 1 , μ 2 , δ, σ are defined in (11)- (15) . Hence, Lemma 2.2 is true for t ∈ R + .
Lemma 2.4 Let Assumption 2.2 hold, consider the state y(t) of system (6), then, for all
Proof Fix k ∈ N , for t ∈ [t i k , t i k+1 ), i = 1, 2, . . . , n, we have
From (25), on the basis of the definition of the norm in this paper,
By (2) and (3), clearly, 0 ≤ d i (t) ≤ L i and 0 ≤ e i (ρ k ) ≤ H i for all i = 1, 2, . . . , n, t ∈ R + , which implies
Substituting (27) and (28) into (26) , it follows that
Similarly, for t ∈ [t i k , t i k+1 ), i = 1, 2, . . . , n, it follows that
where the parameters , μ 1 , μ 2 , δ, σ are defined in (11)- (15) . Hence, (24) holds.
Remark 2.11 Lemma 2.1 states the integral form of Gronwall inequality with generalized type, which can deal with the cross-term on both sides of the inequality very well, so it is often utilized for fractional-order systems. In addition, the idea of proof about Lemma 2.2 and Lemma 2.4 is similar to [14, Theorem 3] , the difference is that the self-inhibition a i (t), synaptic strengths b ij (t) and c ij (t) possess piecewise continuity and boundedness in our system.
Main results
For all detailed introduction and explanation in previous preliminaries, in this section, the design methods of centralized and decentralized data-sampling are come up with so as to predict the sampling time points. These two kinds of control design can ensure to realize outer-synchronization in the corresponding systems. For the sake of narrative, the control schemes are first used to deal with outersynchronization problem, and then the theoretical results are reviewed and analyzed. Let α i > 0 be positive constants to gratify η j (α, t) ≥ ζ for all i = 1, 2, . . . , n, j = 1, 2, . . . , n and t ∈ R + . Set t k+1 as a time point satisfying
Structure-dependent and state-dependent centralized data-sampling approach
for k ∈ N . Then system (4) is said to be outer-synchronized.
Proof From η j (α, t) ≥ ζ and positive upper bound U, we can get for all j = 1, 2, . . . , n and
By computing, for all j = 1, 2, . . . , n and t ∈ [t k , t k+1 ), it results in
On the basis of system (7) , the state u(t) will not update until
for k ∈ N . Furthermore, noticing that
Together with (30), we can derive
for k ∈ N . According to the definition of the norm in the paper, then we focus on u i (t) (i = 1, 2, . . . , n) of system (7) at time t = t k+1 ,
By (2) and (3), clearly, 0 ≤ m i (t k ) ≤ L i , 0 ≤ n i (γ (t k )) ≤ H i for all i = 1, 2, . . . , n, t ∈ R + , and
Observe that Pξ ≤ ζ , then, for any t
which leads to
From (33) and (36),
Through Lemma 2.2, then
Recalling system (7), we have
Proof By Lemma 2.3, from (7) we can derive
Through Lemma 2.2, it follows from (37) and (38) that
where Q is defined in (17) . On the other hand, by (39),
where t ≥ t 0 . Namely, based on the centralized data-sampling time sequence {t k } for k ∈ N , it concluded that u(t) converges to 0. Hence, outer-synchronization can be realized for system (4).
State-dependent decentralized data-sampling approach
Theorem 3.3 Given that λ(t) = (λ 1 (t), λ 2 (t), . . . , λ n (t)) T is a positive and continuous function on [t 0 , +∞), set t k+1 as a time point satisfying
for i = 1, 2, . . . , n and all k ∈ N , where r(t) = (r 1 (t), r 2 (t), . . . , r n (t)) T is defined in (10) . Let α i > 0 be positive constants obeying min 1≤j≤n η j (α, t) ≥ W for i = 1, 2, . . . , n, some W > 0 and all t ≥ t 0 , sup t≥t 0 (1/Γ (q))
Proof From Lemma 2.3 and (9) we can derive
, u j (γ (t j k )) = 0, 0, u j (γ (t j k )) = 0.
According to Lemma 2.4, it follows from (41) and (42) that
where Q is defined in (17) . On the other hand, by (43),
where t ≥ t 0 . Namely, based on the decentralized data-sampling time sequence {t i k } for i = 1, 2, . . . , n and k ∈ N , it concluded that u(t) converges to 0. Hence, outersynchronization can be realized for system (5) .
Remark 3.2 It is obvious that the weighting coefficient α i of the definition of the norm in this paper is actually the adjustment coefficient α i with respect to centralized and decentralized data-sampling control, and the selection of the adjustment coefficient α i is on the basis of outer-synchronization criteria which are derived for data-sampling control systems (4) and (5) . It can be seen in Theorem 3.1 that the parameter η j (α, t) needs to satisfy η j (α, t) ≥ ζ according to the feature of structure-dependent centralized data-sampling, it implies that the adjustment coefficient α i can be determined by the condition η j (α, t) ≥ ζ . In Theorem 3.2, the parameter η j (α, t) needs to satisfy min 1≤j≤n η j (α, t) ≥ V according to the feature of state-dependent centralized data-sampling, it implies that the adjustment coefficient α i can be determined by the condition min 1≤j≤n η j (α, t) ≥ V . Similarly, in Theorem 3.3, the parameter η j (α, t) needs to satisfy min 1≤j≤n η j (α, t) ≥ W according to the feature of state-dependent decentralized data-sampling, it implies that the adjustment coefficient α i can be determined by the condition min 1≤j≤n η j (α, t) ≥ W . Remark 3.3 Three data-sampling control approaches are designed according to the type of sampling time point in Theorems 3.1-3.3. Centralized data-sampling control schemes divided into structure-dependent and state-dependent are investigated in Theorem 3.1 and Theorem 3.2, separately, decentralized data-sampling control scheme with statedependent is studied in Theorem 3.3. Actually, structure-dependent data-sampling control design take full advantage of the property of its own structure, and state-dependent data-sampling control design connects the characteristics of state measurement error.
Remark 3.4 It is clear to see that centralized data-sampling control method has one more structure-dependent control rule than decentralized data-sampling control method because of the nature of fractional-order system about centralized data-sampling control. Additionally, under the state-dependent control, the analysis of centralized and decentralized data-sampling control approaches is similar. In view of the advantages of these two kinds of control design, the sampling time points can be well found. So in the practical application, the selection of centralized and decentralized data-sampling control schemes will depend on the requirements of the designer. Remark 3.6 According to Lemma 2.2 and Lemma 2.4, it is easy to find the connection of the argument state and the current state for all t ∈ R + . Namely, when t = t k or t = t j k , this connection of the argument state and the current state still holds for deviating argument systems. So there is no doubt that this relation from Lemma 2.2 and Lemma 2.4 can be utilized for Theorems 3.1-3.3. Moreover, in the process of our proof, n j=1 α j |u j (γ (t k ))| = σ n j=1 α j |u j (t k )| is used in Theorem 3.2 and n j=1 α j |u j (γ (t j k ))| = σ n j=1 α j |u j (t j k )| is used in Theorem 3.3. Obviously, they are equivalent forms of the results of Lemma 2.2 and Lemma 2.4 separately on the basis of the definition of the norm in the paper.
Remark 3.7 It is worth noting that only when the sampling time point is reached will the data-sampling control take effect in Theorems 3.1-3.3. That is, the neighbors' information of the corresponding systems state is adopted only at t k or t i k . Therefore, unlike the control of continuous-time, three data-sampling control strategies of Theorems 3.1-3.3 have better energy saving.
Remark 3.8 As introduced in Theorems 3.1-3.3, it is shown that the analysis approaches of outer-synchronization are different from the traditional lag synchronization, anticipated synchronization, cluster synchronization, pinning synchronization, distributed synchronization and phase synchronization. In addition, Theorems 3.1-3.3 have such characteristics about outer-synchronization, the realization of outer-synchronization for the corresponding systems is strongly linked with the sampling time point. That is to say, when the sampling time point is triggered, the corresponding systems can realize outersynchronization. Selecting ψ(t) = 1 (t+2) 1 2 , together with Selecting λ 1 (t) = 1 (t+2) 1 2 , λ 2 (t) = 1 (t+3) 1 2 , together with ds < +∞, according to Theorem 3.3, system (45) achieves outer-synchronization. The evolutive behaviors of z 1 (t) andz 1 (t), z 2 (t) andz 2 (t) at the sampling time points about Theorem 3.3 are described in Figs. 7 and 8 , respectively. The release instants and release intervals at the sampling time points are depicted in Fig. 9 . Remark 4.2 Taking into account the conditions that parameters must satisfy, the range of choices for the parameters is limited. For example, the parameter σ need to be bigger than 0, parameters η j (α, t) cannot be too small. It is noticeable that the values of parameters η j (α, t) are affected by the different values of the parameter σ . Namely, the parameter σ is greater than 0, but parameters η j (α, t) could be too small due to the influence of the parameter σ . Sometimes all the parameters satisfy the conditions, but the figures can- 
Conclusion
The research of dynamic behavior of fractional-order systems by data-sampling control has attracted extensive attention, nevertheless, the control design about fractionalorder systems with deviating argument by data-sampling approaches has seldom be stud-
