The transition towards low-carbon thermal energy systems requires solid information provision to support both public and private decision-making, which is future proof and optimal in the context of the system dependencies. We adopt a data ecosystem approach to answer the following research question: How can a data ecosystem be analyzed and developed to enable the data-driven support of the local thermal energy transition, by capturing both social and technical aspects of the urban thermal energy system? A case study research design of the Netherlands, with an embedded case of the city of Utrecht therein, was used, including data collection involving 21 expert interviews representing a diversity of stakeholders, and qualitative data analysis using NVivo version 10. The data ecosystem includes the necessary elements, roles, and context for decision makers in a local heat transition and captures the social as well as technical aspects of an urban thermal energy system. Assessment of the data ecosystem pertaining to thermal heat transition in the city of Utrecht shows that it is still in its infancy phase, with challenges, barriers, and shortcomings in all its key elements. We present suggestions for the (re-)design of an inclusive and holistic data ecosystem that addresses the current shortcomings.
Introduction
The challenge posed by climate change to society can only be adequately addressed by drastically reducing human-induced greenhouse gas (GHG) emissions [1] . The Netherlands is on the verge of implementing its "Klimaatakkoord" (Climate Agreement). This governance framework aims to accelerate the energy transition by proposing and enabling the realization of measures to reduce GHG emission by 49% in 2030 relative to 1990 [2] .
For households in the Netherlands, the generation of heat for a variety of purposes, such as space heating, domestic hot water, and cooking, contributes to over 82% to the final energy consumption and is largely dependent on natural gas [3] [4] [5] . From February 2018 onwards, the Dutch national government aims to end the use of natural gas in the urban environment. To establish this discontinuation and the required large-scale uptake of sustainable heating systems, local governments will have a pivotal role, together with the building owners and occupants [2] .
In the planning and realization of sustainable urban heating systems to replace the natural gas grid, the technical aspects of the buildings are not the only decisive factors. In addition, the inclusion of citizens and other stakeholders with regards to their interests and resources is considered decisive in digital ecosystems, and open government ecosystems [17] . It can be concluded that in data ecosystems, elements are combined and linked using various theories to achieve novel and effective data applications. These elements are further elaborated in the following paragraph.
Data Ecosystem Characteristics and Elements
The review study on data ecosystems by Oliveira et al. [19] shows that the various views have one aspect in common: They identify these ecosystems as socio-technical systems with a large variety of technical and social elements involved and a high degree of interdependencies. Hence, the study and design of data ecosystems requires a thorough contextual understanding of human interactions, in relation to the technological, cultural, political, and economic context.
According to Van Schalkwyk et al. [15] , the context of data ecosystems can be characterized in three categories. First, the regulatory context entails laws, policies, standards, and agreements, and guides the structure of the data ecosystem and the relation between the actors. Second, the institutional or environmental context is where the actors operate under certain values, rules, and norms. Third is the technological context, encompassing the ICT resources and operators but also other enabling technologies that contribute to connecting the elements.
Finally, Oliveira et al. [19] report on the organizational structure of data ecosystems, entailing the actors and their role in the data ecosystem, but also the interests and business models connecting these actors. The most common organizational structures found in the reviewed work are: (1) Keystone centric, where stakeholders are organized around the key actor responsible for directly or indirectly providing data; (2) intermediary based, where the data intermediaries are accountable for adding value to the data; (3) platform centric, where a platform shapes the organization; and (4) marketplace based, where the market provides the infrastructure, business models, rules, and services for the exchange of data between actors.
In addition to the characteristics discussed above, several studies propose data ecosystem elements or components, in order to interact and achieve the desired functionality. Table 1 presents key elements for both open data and big data ecosystems derived from the literature. First, Zuiderwijk et al. [17] propose a set of four core elements and three additional elements for data ecosystems with the focus on open government data.
Next, three categories of ecosystem elements are proposed by Mercado-Lara et al. [24] that particularly emphasize the stakeholders and their roles within the ecosystem.
Demchenko et al. [18] and Shin and Choi [25] studied the big data ecosystems, with some key differences. The latter take a broader approach in proposing the key elements, also considering the social aspects, in addition to the technological aspects presented by the former.
Finally, among these studies, none address both big data and open data coherently. The present study will take an integrated approach, addressing both big and open data. Given the characteristics and elements of data ecosystems, Davies [21] proposes a set of steps to facilitate data ecosystem development, namely: (1) To identify the entities that can take a role as being an essential data ecosystem component; (2) to comprehend the nature of the transactions and interactions that occur between those entities; (3) to identify what resources are needed by each entity to engage with each other in transactions and interactions; and (4) to observe the indicators used to measure the data ecosystem health and performance.
Although the body of literature on data ecosystems is growing, no application of data ecosystem research has thus far been conducted in the energy domain. This would be expected given the current trend of increasing digitization in the energy sector, with the introduction of smart metering and control technology to promote energy efficiency, demand side management, and to cope with the increasing diversity and share of (intermittent) renewable energy sources. Approaching the data-driven support of a thermal energy systems through a data ecosystem perspective fits the social complexity of the thermal energy transition and the need for a holistic approach considering the dynamic interaction between the different parts of the system. 
Ecosystem Type Element or Component Source
Open Data Ecosystems (1) Releasing and publishing open data on the internet (2) Searching, finding, assessing, and viewing data and the associated licenses [17] (3) Cleansing, analyzing, enriching, combining, linking, and visualizing data (4) Interpreting and discussing the data and providing feedback to stakeholders and the data providers (5) User pathways to inspire users on how data can be used (6) A quality management system (7) Metadata to connect the elements Open 
The Data Ecosystem Framework: Actor Roles, Elements, and Context
Based on the literature reviewed on data ecosystems in the previous sections, we present a general framework, which will be used as the basis for developing the data ecosystem for the thermal energy transition in the Netherlands (see Figure 1 ). We start with the data stakeholder context in which the actors and their roles are presented. For data ecosystems, in general, three types of roles can be defined [26, 27] :
(1) The data producers and/or providers: The entities that produce and provide the data, whereby data can be acquired, stored, and processed over a myriad of technologies and formats. (2) The data users: The entities with the will and/or skills and technology for data analytics.
(3) The data intermediaries: The entities that organize and facilitate the release and exchange of data and coordinate the participation of data users and providers, i.e., the organizational functions of the intermediary. Additionally, the intermediaries may have data-related functions, management, which proposes steps on how to gather data and add value to the data as it passes through the different steps. On this subject, various studies present models, for instance:
• (1) Data acquisition; (2) data analysis; (3) data curation; (4) data storage; and (5) data usage [28] .
•
(1) Data collection and registration; (2) data filtering; (3) enrichment and classification; (4) data analytics, modelling, and prediction; (5) data delivery and visualization; and (6) a parallel step of (6a) data re-purposing; (6b) analytics re-factoring; and (6c) secondary processing [18] . • What these models commonly show is that the steps are organized in a linear way, whereby occasional feedback loops occur towards earlier steps. Elements 1 to 5 are a combination of the models proposed by [17, 18, 28] . In Figure 1 , the lower part referenced the "data stakeholder context" depicts how these roles relate to each other and to the data ecosystem. For each role, which activities are encompassed is stated.
The mid-part of the framework, the "Data Ecosystem Elements", represents the elements derived from the literature study. Elements from works that respectively focus on open government data and big data [17, 18, 24, 25] have been combined to complement each other. The elements we included in the framework pertain to: (1) Data capturing and pre-processing to the desired data format; (2) data release or sharing; (3) searching, finding, viewing, and assessing data and data licenses; (4) cleansing, analyzing, linking, and visualizing data; (5) discussing data and results and providing feedback to data providers and stakeholders; (6) use-case promotion; (7) metadata to connect the elements; and (8) quality management. Elements 1 to 5 capture the data lifecycle management, which proposes steps on how to gather data and add value to the data as it passes through the different steps. On this subject, various studies present models, for instance:
(1) Data acquisition; (2) data analysis; (3) data curation; (4) data storage; and (5) data usage [28] .
(1) Data collection and registration; (2) data filtering; (3) enrichment and classification; (4) data analytics, modelling, and prediction; (5) data delivery and visualization; and (6) a parallel step of (6a) data re-purposing; (6b) analytics re-factoring; and (6c) secondary processing [18] .
What these models commonly show is that the steps are organized in a linear way, whereby occasional feedback loops occur towards earlier steps. Elements 1 to 5 are a combination of the models proposed by [17, 18, 28] .
In addition to the data stakeholder context, we include the regulatory and technological context, as proposed by Van Schalkwyk et al. [15] . The regulatory context refers to the institutional and environmental context in which the thermal energy transition takes place. The technological Energies 2020, 13, 444 7 of 28 context refers to the technological characteristics of the energy system with regards to ICT, thermal energy technologies, and other enabling technologies relevant for the heat transition and its increasing digitization.
This section has predominantly placed the focus on the first two elements of data ecosystems, namely (1) stakeholders and their roles and (2) interactions and relations. The third element, digital resources, will be elaborated in the following paragraphs.
Digital Resources in Data Ecosystems: Big and Open Data
Data is increasingly gaining value as an economic asset. In contrast, the use of data for public decision-making in general is still underdeveloped. In public policy contexts, data analytics can offer new insights into behaviors and patterns, with less dependence on cumbersome surveying methods to retrieve data. The technological innovation achieved in the last decades, in particular the ICT domain, such as the use of social media, smart phones, and Internet of Things (IoT), is driving the exponential increase in the volume of data, hence big data. Moreover, open data is considered a major enabler of public service innovation [29] .
Big data, and its role in both public and private decision-making, has attracted significant research in the past decade [30, 31] . The literature is diverse regarding the definition of big data; a comprehensive definition, which also emphasizes the increase in scale and scope of data, addresses big data as "a step change in the scale and scope of the sources of materials (and tools for manipulating these sources) available in relation to a given object of interest" ( [32] , p. 349). This working definition will be applied in this paper due to its comprehensiveness and specificity relative to the more common definition of big data in industry, where it is defined by means of five characteristics, i.e., volume, value, variety, velocity, and veracity [33] . With the increasing application of sensors, wireless network communication, advanced metering, and cloud computing technologies, large amounts of data are continuously being accumulated in the energy sector. These applications have predominantly been utilized in the context of smart and micro grid research to enable renewable energy generation and demand side management, asset management, and collaboration [34] .
The Open Knowledge Foundation defines open data as "a piece of data or content that is free to be used, reused, and redistributed, subject only, at most, to the requirement to attribute and/or share-alike" ( [35] , p. 6). For data to be classified as open data, the data should comply with the ten criteria established in 2010 by the Sunlight Foundation, namely: The data should be complete, primary, timely, accessible, machine processable, non-discriminatory, non-proprietary, permanent, license-free, and preferably free of charge [16] . The open access to data sets, and advanced analytical methods and tools have opened up endless possibilities to generate new knowledge [29] .
Challenges and Barriers for Big and Open Data
Reis et al. [36] provide an overview of recurring challenges and barriers in the application of open data and open data portals worldwide, based on a systemic literature review. The following is an overview of these challenges, complemented with challenges from other work: Inconvenient data access, availability, and findability; clarity of data purpose; inadequate or poor data collection; data license complications; difficult to understand the data; incomplete data; inadequate metadata; poor data lifecycle management; poor data traceability; high-paced technological development [37] ; inconsistent data [38] ; lack of data standards [39] [40] [41] ; and communication of results [42] . Next to the numerous challenges and barriers for big data and open data stands the potential to support decision-making in the thermal energy transition. In the next paragraph, we briefly address the application of big and open data in the energy domain.
A Review of Big and Open Data in the Energy Domain
Big and open data provide ample potential for improved planning, implementation, and operation of energy infrastructure as presented in [38, 39, 43] . The following paragraphs will address the current state of data utilization in climate and energy policy, with the focus on the demand side, where measures for energy efficiency and sustainable heating are necessary, but where high-quality and detailed data is commonly lacking [8, 9] .
For evidence-based policy-making, the data-driven approach utilizes data on energy, the environment, and the economy to establish a knowledge base and subsequently recognize problems, set priorities, establish and implement policy, and finally monitor and assess the efficacy of policy and the need for an adaptive response [44] [45] [46] . Big and open data can be sourced from both the energy infrastructure for generation [43] and distribution [47] , as from the energy use, driven by end-user behavior and building characteristics [29, 30] . In the heat transition, climate policy has a significant role to enable and guide the transition. Although the relevance and necessity for big and open data of adequate quality, integrity, and detail is acknowledged by the sector and studied over a wide field of applications in the energy sector, energy policy research is lacking behind other sectors in promoting open and reproducible data and methods [32, 48] .
Research Design and Methodology

Research Design
We used a case study research design, in particular an embedded single-case study design [49] . It encompasses the Netherlands as the main case, the stage where the thermal energy transition has to be realized on a national level, and the municipality of Utrecht as an embedded case. The case study is suitable to enable the collection of qualitative data from which rich and detailed information can be derived on the local challenges regarding the thermal energy transition, its information provision, and the associated data ecosystem, via the stakeholder interactions and complex social phenomena [50] . The case study data were collected with the goal of representing the real-life context of the thermal energy transition with regards to the actors involved; the current and future decision-making processes; the knowledge gaps based on the technological, social, and economic context; and the data needs and availability. As a framework to gather the case data, the data ecosystem framework presented in Section 2.3 was utilized. On its turn, the empirical data yielded two results pertaining to the data ecosystem framework: (1) The extent to which the framework elements can also be found in the case and how these elements perform in the facilitation of the information provision in the thermal energy transition, and (2) additions to the framework in terms of new elements, which can be identified in the case, and elements that are necessary in the case but not yet in the framework.
Case Description: The City of Utrecht
In order to include as much as possible of the local heating system context and to grasp the actual challenges regarding the thermal energy transition and the associated knowledge gaps and barriers that should be addressed by the data ecosystem framework, the focus of the embedded case study was the city of Utrecht. Utrecht is located in the Dutch province of Utrecht, with a surface area of 99 km 2 . In 2018, Utrecht counted 348,000 inhabitants, divided over 178,000 households, in 151,000 dwellings [51] . With the ambition to become climate neutral by 2030, Utrecht developed its policy to make drastic changes to its energy landscape, including the heat supply, in the coming years [52, 53] . The building stock in Utrecht is dominated by apartment buildings and row houses. When compared to other cities in the Netherlands, Utrecht has an overrepresentation of relatively old dwellings, of which many originate from before 1945 (i.e., pre-war dwellings) [54] .
In 2017, the residential dwellings in Utrecht consumed a total of 6.39 PJ of energy, of which around 80% was used as heat for space heating, cooking, and warm tap water. The remaining energy use is in the form of electricity to power appliances and lighting. The heat supply is predominantly provided by natural gas, 3.6 PJ-71%, while district heating accounts for the remaining 1.4 PJ-29% [55] . Over 58% of the dwellings has energy label C or better, on a range from G to A, with A having a higher energy sustainability performance compared to B [55] . In the Netherlands, after Rotterdam, Utrecht is the leader in terms of the installed district heating capacity. In 2015, 52,800 dwellings were connected to the district heating network. This system is operated by energy provider Eneco, and is expected to increase to 58,000 connections in 2020 [4] .
Data Collection: Expert Interviews
To gather the data for the analysis of Utrecht, both open and semi-structured interviews were used over two rounds. In the first round of problem orientation, we conducted open interviews to gather empirical information on the perception of the problem, possible solutions, and the stakeholders involved. In the second round of problem analysis and data ecosystem design, we conducted semi-structured interviews. The set of stakeholders derived from the first round of interviews (see Table A1 in the Appendix A) were used to form the pool of interviewees in the second round (see Table A2 of the Appendix A). In total, 21 expert interviews were conducted.
Data Treatment and Analysis
For the data treatment and analysis, we used the qualitative data analysis software NVivo version 10 [56] . Data treatment consisted of two coding iterations where the simultaneous coding or co-occurrence coding method was applied, initially on a predefined code set derived from the literature, and second, on a code set enriched with the codes derived from the empirical data. Each iteration was followed by a filtering round to remove the rarely used codes and by merging codes that showed significant similarity or correlation. Data analysis consisted primarily of cluster analysis, operationalized through a coding matrix, for the definition of themes and interrelations between themes [57, 58] .
In addition to the definition of themes, the cluster analysis aided the classification of the data, by grouping data in classes related to various characteristics of the respondents [58] . This revealed respondent characteristics vis-à-vis the data, e.g., which challenges or knowledge gaps were commonly mentioned by a specific category of respondents. This led to a better understanding of the complexity and variation in the perceptions and attitudes of various stakeholders when studying the socio-technical system behind the thermal energy transition. In turn, this knowledge was utilized to specify the adjustment or addition of elements to the data ecosystem and shape the roles and interactions in the data stakeholder context for the specific case of the thermal energy transition.
The Current State of Stakeholders and the Knowledge Provision in the Dutch Heat Transition
The Socio-Technical System
The first round of interviews describes the socio-technical system of the Dutch heat transition as extensive, where stakeholders can be divided into seven categories, i.e., citizens, government, government authorities, market (construction, technical installation, energy utility and service, etc.), intelligence (research and advisory), real-estate (developers, intermediaries, and housing corporations), and others (from network operators to financial institutions and local citizen initiatives). This extensive field of stakeholders evolves around an equally extensive field of technologies at different stages of maturity, sustainability, and affordability, with different characteristics on the energy source and temperature, and which can be deployed as individual or collective systems. The social domain meets the technological domain to make decisions, invest, and adopt alternatives for natural gas, and is challenged by the technological uncertainty and the allocation of costs among public and private parties. This decision-making strives for the optimization of the thermal energy transition, whereby CO 2 emissions are minimized, at minimal societal costs, while the reliability and fairness of the thermal energy system needs to be guaranteed. Additionally, the decision-making of the various stakeholders needs to be aligned in order to have the benefits of scale and time with regard to changes in the infrastructure, e.g., joint replacement of the sewage system, old natural gas grid and a new district heating network, and the dwellings, e.g., collective insulation and installation of heat pumps.
In the stakeholder domain, a notable finding is that many stakeholders are in the process of comprehending the challenge of disconnecting from natural gas in the built environment and searching for their role to realize this. Given that these stakeholders are not yet aware of their role, it is subsequently unclear what resources they have available for the thermal energy transition while their attitudes towards the transition are widely varying and unstable. It is commonly mentioned by the respondents that the government is responsible for establishing the facilitating conditions; this will provide the stakeholders clarity on their role and reduce uncertainty in the decision-making.
From a data ecosystem perspective, some clear roles can be distinguished, e.g., Stedin as a distribution system operator (DSO) takes the role of a raw data supplier, because their legal status forbids the addition of value to data. The municipality with the thermal energy transition vision, and utility companies are taking the role of data users in supporting the planning and development activities in the thermal energy transition. Cadastre, responsible for the real estate register, and CBS (Statistics Netherlands) are positioning themselves as data intermediaries, whereby the role entails, on the one hand, organizational aspects pertaining to the establishment and maintenance of databases and the facilitation of the stakeholders involved in that process. On the other hand, they are involved in data aspects where they add value to data, by means of (pre-)processing, and releasing data for further analysis and utilization by users. The role of "standards organizations" is important in the data ecosystem to ensure data quality and interoperability; however, such an authority currently only exists for government geo-data.
The Knowledge Gaps and Data Needs
Stakeholders often address challenges in co-occurrence with knowledge gaps. In other words, many of the challenges in the thermal energy transition are a consequence of lacking or sub-optimal knowledge, entailing inadequate information provision to the decision-makers in the thermal energy transition. The identified knowledge gaps can be summarized in five main themes: (1) The energy system and environment, (2) dwellings and end-users, (3) market and economic aspects, (4) the decision-making process, and (5) the data ecosystem. Of these categories, the majority of knowledge gaps focus on: (1) The energy system and environment, and (2) dwellings and end-users. Within these two categories, the following knowledge needs are derived:
(1) The detailed characteristics of dwellings that impact the costs of retrofit and the applicability of thermal installation upgrades; (2) Perceptions and attitudes of citizens and building owners influencing their willingness to act;
(3) The preferences of stakeholders for (a) natural gas alternatives and (b) their role; and (4) Investment and planning cycles of actors to align these efforts in order to gain momentum and to reduce the societal costs of the transition.
Databases and Data Platforms for the Heat Transition
An explorative inventory of databases relevant for the thermal energy transition resulted in a total of 24 databases, which can be classified as: Supply side data, demand side data, building stock data, and energy statistics data (see Figure A1 for a schematic overview). Most of the data openly available is on the supply side and the infrastructure for distribution and storage. However, on the demand side, including dwelling characteristics, end-user characteristics, and behavior, little data is available and released as open data. Data with great potential, but not yet captured adequately, relate to (1) citizen preferences and attitudes towards the alternatives for natural gas and retrofit measures, and (2) the dwelling's structural state and the retrofit and thermal installation measures implemented.
Besides the databases, we identified and assessed data platforms or portals targeting energy. This yielded nine platforms with varying degrees of functionality and data feeds (see Tables A3 and A4 in the Appendix A for a description of these platforms). When placing these platforms and databases in the context of a data ecosystem, it can be concluded that they represent a very rich ecosystem. However, little is known about the links and interactions between the platforms and databases. This means that several platforms have redundant functionality, whereas other platforms complement each other. Consequently, this poor overview of ecosystem opportunities hampers the linked utilization of the platforms. Data-driven strategies have the potential to address knowledge needs, but significant barriers are reported by the stakeholders in the development and execution of effective data-driven strategies. They pertain to: (1) Restricting (privacy) legislation; (2) data ecosystem barriers, e.g., difficult and cumbersome data search and acquisition, poor data quality, and detail level; (3) barriers found among stakeholders, e.g., poor willingness to share data; and (4) high perceived cost. In the next section, these barriers are further elaborated.
Barriers to Data-Driven Approaches in the Thermal Energy Transition
There is a large amount of data currently available or that could become available in the foreseeable future through, among others, the data platforms [9] . However, at the present stage of data and platform applications for the thermal energy transition, reoccurring challenges and barriers are encountered. The interviews with stakeholders in the Dutch heat transition revealed many barriers encountered:
(1) Privacy legislation, namely the "Algemene Verordening Gegevensbeheer" or AVG as the Dutch implementation of the EU General Data Protection Regulation (GDPR), and the unfamiliarity on how to deal with this AVG and privacy sensitive data of consumers is the most reoccurring barrier stated by the interviewees (11 out of the 18 interviewees). Privacy legislation impacts data release, linking, and analytics. The application of big and open linked data (BOLD), by linking data to derive richer information, is perceived as illegal and thus limits these activities (Business Developer, Eneco, Rotterdam, the Netherlands, 2018). (2) Difficult and lengthy processes to find and access the necessary data via the appropriate platforms or portals is the second most mentioned barrier. A lot of time and expertise is required to gain access to the data and to utilize the data effectively. Among other aspects, this is caused by the dispersed distribution of data and inconvenient interfaces. This process is experienced as inconvenient, devious, and complex by several interviewees. HoogravenDuurzaam, a sustainable neighborhood citizen initiative, questions whether the added value of insights from the data and platforms outweigh the hassle (Chairman, HoogravenDuurzaam, 2018). In addition, the data may be subject to restrictions and costs, which is also experienced as a barrier (Strategic Adviser, Kadaster, 2018). (3) The immature state of organizations with regards to data-driven strategies. Organizations, such as the municipality of Utrecht, Heijmans, Rosmalen, the Netherlands, (a construction company), and the citizen initiatives are struggling to comprehend the technological complexity, and lack the facilitating data ecosystem to support them in developing and executing data-driven strategies.
In the commercial sector, business firms lack the skills and a clear business case for the added value of utilizing and sharing data; this is a barrier towards the participation of the commercial sector in the data ecosystem (Project Director, Heijmans, Rosmalen, the Netherlands, 2019). (4) Poor data quality and incomplete data, e.g., missing entries in the BAG (abbreviation for basic registration of addresses and buildings; translation by the authors), and poor database compatibility when combining data (Business Developer, Eneco, Rotterdam, the Netherlands., 2018). (5) Lack of data at the ultra-local level. Most open data that is available on platforms and portals is on the regional and municipality level; there is little outreach to the lower levels of detail. (6) Distrust among citizens leads to hesitation and a low willingness to share data, for instance, citizens opt to turn off the smart meter or do not register their photovoltaic solar panels. This is enforced by the perception that the purpose of the data is not always clear. If citizens are not convinced of the purpose the willingness to share data is low (Business Developer, Stedin, Rotterdam, the Netherlands., 2018; Statistical Officer, CBS, 2018). (7) There is a mismatch between the prevailing legal framework and the design and implementation of novel policy instruments. On the one hand, policy instruments impose the data and services that specific actors need to deliver, but on the other hand the restrictions posed by legislation, such as privacy legislation, limit their ability to comply with these requirements. For example, due to their legal position, DSOs are not allowed to add value to the data they own, e.g., visualizing the data is not allowed. Hence, they are limited to releasing raw open data (Business Developer, Stedin, 2018). (8) For organizations looking to organize a data ecosystem and improve the release of data, a barrier mentioned is the lack of cooperation by data owners, such as the energy providers (Statistics Officer, CBS, 2018). (9) Finally, perceived high costs necessary for the training and acquisition of skilled labor and the ICT infrastructure and software are commonly mentioned as a barrier withholding the large-scale roll-out of data-driven strategies.
A Data Ecosystem to Drive the Dutch Thermal Energy Transition
In order to tackle the barriers and challenges, we focus on the following three building blocks: (1) The information needs in the thermal energy transition; (2) the existing and potential databases and platforms with the encountered challenges and barriers; and (3) potential technologies to improve the data capturing, exchange, and utilization. We applied the empirical data into refinement and additions to the generic data ecosystem framework derived from the literature in Section 2. After refinement with the interview and case study data, the improved data ecosystem, entitled "Data Ecosystem 2.0", was assessed during an expert validation session, and discussed with a leading researcher in the field of open data and data ecosystems at Delft University of Technology and with experts at TNO (Netherlands Organization for Applied Scientific Research). Data Ecosystem 2.0 is presented in Figure 2 . In the following sections, we first address the data ecosystem elements in Section 5.1, the data stakeholder context in Section 5.2, the regulatory context in Section 5.3, and the technical context in Section 5.4.
Energies 2020, 13, x FOR PEER REVIEW 12 of 28 of novel policy instruments. On the one hand, policy instruments impose the data and services that specific actors need to deliver, but on the other hand the restrictions posed by legislation, such as privacy legislation, limit their ability to comply with these requirements. For example, due to their legal position, DSOs are not allowed to add value to the data they own, e.g., visualizing the data is not allowed. Hence, they are limited to releasing raw open data (Business Developer, Stedin, 2018). (8) For organizations looking to organize a data ecosystem and improve the release of data, a barrier mentioned is the lack of cooperation by data owners, such as the energy providers (Statistics Officer, CBS, 2018). (9) Finally, perceived high costs necessary for the training and acquisition of skilled labor and the ICT infrastructure and software are commonly mentioned as a barrier withholding the large-scale roll-out of data-driven strategies.
In order to tackle the barriers and challenges, we focus on the following three building blocks: (1) The information needs in the thermal energy transition; (2) the existing and potential databases and platforms with the encountered challenges and barriers; and (3) potential technologies to improve the data capturing, exchange, and utilization. We applied the empirical data into refinement and additions to the generic data ecosystem framework derived from the literature in Section 2. After refinement with the interview and case study data, the improved data ecosystem, entitled "Data Ecosystem 2.0", was assessed during an expert validation session, and discussed with a leading researcher in the field of open data and data ecosystems at Delft University of Technology and with experts at TNO (Netherlands Organization for Applied Scientific Research). Data Ecosystem 2.0 is presented in Figure 2 . In the following sections, we first address the data ecosystem elements in Section 5.1, the data stakeholder context in Section 5.2, the regulatory context in Section 5.3, and the technical context in Section 5.4. In the following paragraphs, we present the main challenges that were mentioned pertaining to the data ecosystem elements of the quality management system, the metadata, and the promotion of use cases and best practices. Furthermore, in this layer of the framework, we add the new aspect of a process for stakeholder participation and collaboration.
Quality Management System
Poor data quality and incomplete data were explicitly mentioned as being problematic by several data-users whom we interviewed, when utilizing open data. Subsequently, the quality of insights gained from the data is poor. The existence of a quality management system is therefore considered critical for stakeholders to have confidence in the decision support provided by open data-driven applications and platforms. In the current ecosystem, geo-data standards are established by Geonovum, whereas other data types lack such standards. Also relevant for the thermal energy transition are energy potential data, data on technology performance and costs, data on the dwellings, and data on the consumer's demand and behavior. A fair share of this data is not geo-data, leaving a significant share of current data without quality standards. For a solid data ecosystem reaching further than geo-data, this quality system requires expansion to other data types.
Moreover, a future data management system would benefit from not being limited to the development of standards, but also to communicate these standards towards the data ecosystem participants, and to monitor and enforce the compliance to these standards.
For the provision of data for the energy transition, the following elements must be included in a quality management system: Reliability, completeness, topicality, continuity, independence, veracity (source integrity and quality), and interoperable data formats [8, 9] . By ensuring these quality factors for the data ecosystem 2.0, the barriers and challenges encountered in the current ecosystem, as presented in Section 4.4, can be resolved.
Metadata
Metadata, or data on data, is important for users to gain a thorough understanding of the data and to assess whether the data fits their needs. Moreover, metadata can benefit the data ecosystem in improved storing, preservation, accessibility, visualization, and interoperability of open data [17] . The three types of required metadata are [59] : (1) Descriptive metadata on the characteristics of the data, which enables convenient data identification and discovery; (2) structural metadata on the composition of the database, enabling transparency and architecture improvement; and (3) administrative metadata on the intellectual property of data and data archiving, enabling clarity in the conditions for use.
In addition to the above-mentioned metadata, we propose to establish metadata standards on the landscape of databases and platforms, and the associated providers and users. The term proposed is network metadata, and this network metadata should provide clarity to providers, users, and intermediaries on the links between databases and platforms. Network metadata may contribute to the interoperability between databases and the extent to which platforms can complement each other in terms of functionality and released data. Hence, the challenge of dispersed data and difficulties with finding the appropriate data or platform is directly targeted by this element.
Use-Case Promotion to Improve Data and Platform Use
For effective open data systems, having sufficient users and data providers is crucial. The expert interviews revealed that the utilization of platforms and availability of portals is still low. In order to improve the use of the data and get the most out of its potential, use-case promotion informs and inspires users about data applications. Therefore, we propose to promote best practices and innovative use-cases in which the added value and purpose of data utilization becomes apparent to (potential) data sources, such as the citizens; data intermediaries, such as parties, developing software and tools; and data users. Being aware of the added value of the data yields benefits, which are twofold: On the one hand, it motivates decision-makers to utilize data-driven tools and methods to support decision making, and on the other hand, it incentivizes data providers to share data.
Result Communication and Visualization
According to Reinhart and Davila [42] , communicating immense amounts of data to stakeholders as comprehensive and actionable information is challenging. This aspect was first embedded in the element of cleaning, linking, analyzing, and visualizing data in the generic data ecosystem framework. However, the results presentation is proposed as a separate element in the data ecosystem 2.0, because it is derived to be of a different nature and depends on different theories and processes compared to the more technical aspects of data cleaning, linking, and analysis. For instance, socio-psychological research is relevant to determine what and how to visualize insights from data to citizens, but is less relevant vis-à-vis data cleaning, linking, and analysis (Product Owner, Geodan, 2018). Nevertheless, these two elements are strongly intertwined, and need to align activities.
Data Ecosystem 2.0 Addition: Process for Stakeholder Participation and Data Ecosystem Collaboration
A new part of the data ecosystem 2.0 is the process for stakeholder participation and collaboration, due to the strong need for process support to decision-makers, such as the municipalities, housing corporations, and citizens (Business Developer, Stedin, 2018; Consultant, Overmorgen, 2018; Chairman, HoogravenDuurzaam, 2018; Strategic Adviser, Municipality of Utrecht, 2018) . This process support ranges from technical knowledge to financial aspects, and the identification and utilization of data-driven decision support methods and tools. This pertains to the added element of stakeholder participation and collaboration, which is merged with the element on the discussion of data and provision of feedback to the data providers [17] .
This element should include data providers and users early in the data ecosystem and over the complete data lifecycle, in order to improve utilization. On the data demand side, the aim is to create: (1) Platform designs with functionalities in which the needs of the users are met according to a demand-driven approach; and (2) increased familiarity of the platform from the early start.
On the data supply side (as presented in Section 4.4), there is a lack of trust by citizens in authorities and businesses that aim to capture, acquire, and utilize citizen data. This distrust is caused by privacy concerns, and an unawareness of the purpose of data utilization. Without knowing what the data will be used for, and what data is specifically collected, citizens are very hesitant to share data (Product Developer, Stedin, 2018; Product Owner, Geodan, 2018; Statistics Officer, CBS, 2018; Geo-Architect, RVO and Geonovum, 2018). The proposed new element for stakeholder participation and collaboration aims to build trust and awareness on the supply side by engaging (potential) data suppliers in the identification and definition of the added value of data utilization and the functionality of platforms and portals. Ultimately, the enhanced trust can contribute to an increased willingness of citizens and other data holders to share data.
Finally, the current Dutch data ecosystem is lacking data assessment and feedback to improve the data quality. The two-way feedback between users and providers over the data lifecycle, as included in this element, stimulates the continuous improvement of data and platform quality.
Data Stakeholder Context
In Figure 3 , the current data stakeholder context is presented in detail. The data ecosystem 2.0 stresses the importance to initiate the data ecosystem manager, who can take up the responsibility for the data quality system. This role is currently missing in the data ecosystem of the thermal energy transition. Several organizations pick up tasks on the organization and management of the ecosystem, but there is no coherence in the data ecosystem management. This incoherence leads to duplicate functionalities of data platforms, and poor interoperability. Data ecosystem-wide metadata Energies 2020, 13, 444 15 of 28 management and coordination of the stakeholder participation process are tasks that can basically be performed by the data ecosystem manager.
these tasks are proposed to be carried out by a data commission, consisting of experts from key stakeholders, such as ministries and government authorities [8] . Here, the sole participants in the data commission are public parties and data intermediates according to the role definition in this study. However, from the data ecosystem approach, it is recommended to expand the composition of this data ecosystem manager with representatives from: (1) The data suppliers (e.g., the grid operators); (2) the data users (e.g., the energy utility and service businesses); and (3) the norms and standards organizations (e.g., Geonovum). With this composition, the relevant interest is represented in the data ecosystem manager, benefiting from comprehensive data ecosystem organization and management. 
Regulatory Context
In the Dutch regulatory context, the Climate Agreement has an important role. It can provide the legal basis to impose mandates on households, e.g., to register the installed PV panels and thermal insulation measures in dwellings. In the data ecosystem, this can stimulate an increase in data availability by addressing the currently missing data. Moreover, the Environmental Code or "Omgevingswet", a new scheme on environment and spatial regulations, will be relevant for the thermal energy transition data ecosystem when enacted by 2021. By means of the "Construction archive" (or "Bouwdossier" in Dutch; translation by the authors), encompassing a digital archive on each dwelling, containing relevant building data, under the Digital Scheme of the Environmental Code (or "Digitaal stelsel Omgevingswet" in Dutch; translation by the authors), novel instruments are provided to enrich the data availability on dwellings. In the Dutch national program, to improve the information provision to the energy transition, these tasks are proposed to be carried out by a data commission, consisting of experts from key stakeholders, such as ministries and government authorities [8] . Here, the sole participants in the data commission are public parties and data intermediates according to the role definition in this study. However, from the data ecosystem approach, it is recommended to expand the composition of this data ecosystem manager with representatives from: (1) The data suppliers (e.g., the grid operators); (2) the data users (e.g., the energy utility and service businesses); and (3) the norms and standards organizations (e.g., Geonovum). With this composition, the relevant interest is represented in the data ecosystem manager, benefiting from comprehensive data ecosystem organization and management.
In the Dutch regulatory context, the Climate Agreement has an important role. It can provide the legal basis to impose mandates on households, e.g., to register the installed PV panels and thermal insulation measures in dwellings. In the data ecosystem, this can stimulate an increase in data availability by addressing the currently missing data. Moreover, the Environmental Code or "Omgevingswet", a new scheme on environment and spatial regulations, will be relevant for the thermal energy transition data ecosystem when enacted by 2021. By means of the "Construction archive" (or "Bouwdossier" in Dutch; translation by the authors), encompassing a digital archive on each dwelling, containing relevant building data, under the Digital Scheme of the Environmental Code (or "Digitaal stelsel Omgevingswet" in Dutch; translation by the authors), novel instruments are provided to enrich the data availability on dwellings.
Technological Context
The technological context of the current data ecosystem can be described as sparsely populated and in its infancy. Currently, energy transition models, such as Vesta MAIS, developed and used for spatial energy planning by the Netherlands Environmental Assessment Agency (PBL) [60] , make use of available databases. Moreover, the available platforms are casually used by stakeholders to visualize and comprehend the challenges in the thermal energy transition. However, to this point, actual decision-making has not been adequately supported in a data-driven way. Interviewees argued that governance processes have not yet embraced data-driven support. In addition, they mention the lack of critical data; this is data on the demand side of energy markets. Although the technology is steadily improving, technologies in the field of data analytics and visualization remain underutilized and even irrelevant in the absence of adequate data. Hence, the experts interviewed suggest the technological context to be expanded with innovations like blockchain for secure and reliable data storage and exchange, crowdsensing for advanced citizen data acquisition, BOLD for enhanced insights from distributed and diverse data, and artificial and virtual reality (AR/VR) to provide end-users with an engaging and familiar experience, rather than conventional data visualization. We therefore refined the framework element of the technological context with a list of innovative technologies that can be explored to enhance the user friendliness of data analyses.
Discussion
The present study takes a novel approach and addresses the thermal energy transition and its associated knowledge needs and energy data flows from both the supply and demand side. In general, academic research on these themes in the Netherlands is lacking, or mainly focusing on the infrastructural and supply side of energy (i.e., [8] ). On the supply side, potential data sources are found regarding the generation potential and cost factors of sustainable heat sources, such as geothermal and solar energy, and distribution infrastructure, such as heat networks. However, results from this study indicate that although data on the supply side of energy markets is necessary, data availability on the demand side is more underdeveloped. This is a problem because the bottom-up and highly diverse nature of the thermal energy transition requires ample knowledge on the behavior, preferences, and attitude of end users. This holds in particular for energy transitions where not every end user is equally motivated or aware of its needs and the urgency of the transition.
A fair share of the common challenges and barriers in the literature on big and open data in energy systems are also encountered in the current data ecosystem of the Dutch thermal energy system. For instance, recurring barriers, such as inconvenient data access, availability and retrievability, inadequate or poor data collections, and lacking data standards, as presented in leading works for open and big data in energy systems [29, 37, [40] [41] [42] , are confirmed by the interviewees in the present study. However, we also uncovered new barriers, such as distrust among citizens leading to poor willingness to share data, contradicting policy requirements and legislation, and the dispersed character of data over various platforms and owners.
This study contributes to the data ecosystem literature in a methodological way as case studies are rare in this field. Moreover, this study highlights the application of data ecosystems, inspired by [17] [18] [19] [24] [25] [26] , to the new domain of thermal energy systems. We show that data ecosystem elements (as presented in the data ecosystem literature) can indeed be considered relevant when applied to the case of the thermal energy transition in the Netherlands. In addition, the study revealed that although the importance of these elements is acknowledged, real life data ecosystems are lacking the organizational completeness. The case study showed that the critical quality management system element is absent, resulting in recurring challenges with respect to data quality and integrity.
Among studies proposing elements that contribute to effective working data ecosystems [17, 18, 24, 25] , we observe that none address both big and open data integrated in data ecosystems. This study used an integrated approach, looking into both big data and open data due to the nature and scale of data in Dutch urban thermal energy systems. As a result, the data ecosystem framework that was conceived forms a more comprehensive view, in which both big and open data are considered, and where the scope reaches further than technology, also paying attention to the data stakeholder context, and the technical as well as the regulatory context.
Finally, we see an analogy to the concept of entropy from physics. When applied to a data ecosystem, we indicate that under the present data ecosystem on heat, in the Netherlands (access to), data is currently in a state as if it were an uneven distribution of quantities in an isolated system that tends to flatten inequalities (i.e., suggesting increasing entropy). In short, applied to a data ecosystem for a local heating system, this could mean that with increasing entropy, all data sources within a data ecosystem could ultimately be unlocked and actively play a role within that system, leading to a situation in which people have equal access to the relevant information.
Conclusions
Main Conclusions
Answering the Main Research Question
For the climate goals to be realized, the energy landscape in the built environment will have to change drastically. In this process, challenged by technological novelty, high costs, and social complexity, local governments along with citizens and stakeholders need to jointly work towards prioritizing, aligning, and executing decisions to shape the thermal energy transition from the household level up to the municipal level. However, the present study found that municipalities, citizens, and stakeholders are lacking the specific, accurate, and objective knowledge and capacities to support and engage in complex decision-making and investments to foster the thermal energy transition. This present study particularly elaborated insights on the end-user side of the thermal energy system and how to effectively, reliably, and frequently capture and process data to support decision-making towards a supported and optimal heat transition, according to the following research question: How can a data ecosystem be developed to enable the data-driven support of the local heat transition, by capturing both social and technical aspects of the urban thermal energy system?
The Socio-Technical System
The socio-technical system of the heat transition is very extensive, with significant interdependencies, and evolves around an equally extensive and dynamic field of technologies. These fields converge to make decisions, invest, and adopt alternatives for natural gas, whereby CO 2 emissions are minimized, at minimal societal costs, while reliability and fairness of the thermal energy system needs to be guaranteed. Additionally, the decision-making of the various stakeholders needs alignment to benefit from the scale and time with regard to changes in infrastructure, e.g., joint replacement of the old natural gas grid and a new district heating network, and the dwellings, e.g., collective thermal insulation. This is met with challenges on the uncertainty pertaining to both technological and policy measures.
When addressing perceptions held by stakeholders, many are still in the process of comprehending the challenge of disconnecting from natural gas in the built environment and searching for their role in the transition. Subsequently, it is also unclear what resources they have available for the thermal energy transition while their attitude towards the transition is widely varying and unstable. Many stakeholders expect the government to establish the facilitating conditions and financing measures; this should provide clarity on their role, after which they can proceed to decision-making in the thermal energy transition.
Knowledge Gaps among Stakeholders
The present study showed that technological and social knowledge gaps among the decision-makers are perceived as the most pressing challenges in the thermal energy transition.
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The lacking or sub-optimal knowledge entails inadequate information provision to the decision-makers responsible and accountable for decision-making in the transition. The majority of the identified knowledge gaps refer to the themes of the energy system and environment, and the dwellings and end users. Within these categories, the most addressed knowledge needs are: (1) The detailed characteristics of dwellings, which impact the costs of retrofit and the applicability of thermal installation upgrades;
(2) perceptions and attitudes of citizens and building owners influencing their willingness to take action; (3) the preferences of stakeholders for (a) natural gas alternatives, and (b) their role in the thermal energy transition; and (4) investment and planning cycles of actors to align these efforts in order gain momentum and reduce the societal costs of the transition.
Towards the Design of a Data Ecosystem 2.0 for the Thermal Energy Transition
Next to analyzing the current data ecosystem of Dutch heat transition, the present study sought to develop a data ecosystem to enable the data-driven support of the local heat transition, by capturing both social and technical aspects of the urban thermal energy system. The current data ecosystem for the thermal energy transition was found to be in its infancy phase at this point, with challenges, barriers, and shortcomings in all elements as proposed by the data ecosystem framework derived from the literature and presented in Section 2.3. Of the eight elements, the current data ecosystem is particularly lacking in: (1) The data discussion and feedback; (2) metadata; (3) use-case promotion; and (4) quality management system. In addition, the data feed is sub-optimal, whereby little to no data is included for the demand side on the citizens.
Currently, the energy transition models used, such as Vesta MAIS, utilize available databases, and the available platforms are casually used by stakeholders to visualize and comprehend challenges in the heat transition. So far, actual decision-making has not been supported adequately in a data-driven way. This can be assigned to relevant data technology being in its infancy, governance and decision-making processes not fully embracing data-driven support, and a lack of critical data, mainly on the demand side of thermal energy systems.
To conceive a data ecosystem that effectively supports the thermal energy transition decision-making, it is important to solve problems related to the lack of data on heat demand, dwelling characteristics, and citizen attitude and perceptions. This requires a stable and adequate data infrastructure and the use of technologies, such as blockchain-based technologies, crowd sensing, and big and open linked data.
Moreover, an adequate quality management system, which includes new roles, such as a data ecosystem manager, and a process for stakeholder participation and data ecosystem collaboration is essential. The data ecosystem manager is not only responsible for data standards and quality assurance but also needs to coordinate the process of stakeholder participation and collaboration. This new process element aims to contribute to an increased involvement of the stakeholders, leading to a better familiarity with the ecosystem, and that will also foster trust among data suppliers for an improved willingness to share data.
Finally, the data ecosystem 2.0 includes data discussion and feedback. By doing this along the data ecosystem, first, the quality of the data and infrastructure is continuously assessed and improved, and second, continuous interaction enables a data ecosystem that is aware of the specific data needs, and targets those data needs effectively and efficiently.
Limitations
The data ecosystem framework presented in this paper is a novel approach that takes a holistic approach on objects, actors, and interactions for data-driven strategies. A strength of this approach enables a comprehensive understanding. However, a limitation is that this approach stays on the meta-level, and further research is necessary to operationalize findings from this approach on the data infrastructure and activity level.
The data ecosystem framework derived from the literature and the application of this framework did not undergo the desired thorough validation. The validation was twofold. First, both the data ecosystem framework and designs for a future data ecosystem 2.0 were made subject to expert validation, where the completeness and topicality were assessed. Second, the data ecosystem framework underwent empirical validation by applying it to the Utrecht case and by assessing if its elements were acknowledged by the interviewees. This validation can be improved by increasing the participants in the expert validation and applying the framework to different municipalities to assess the representativeness of the case study results.
Finally, the study targeted the data-driven support in the thermal energy transition and aimed to provide a picture that was as complete as possible on relevant data and technical aspects of urban thermal energy systems. However, due to the meta-level of the analysis, the total of data types included in the study is non-exhaustive and is subject to fast development.
Recommendations for Future Research
Given the main findings of this research and its limitations, we present the following recommendations towards future research: The present study proposed particular technologies, e.g., blockchain-based technologies, crowd sensing, and big and open linked data, that have the potential to close the gaps between the current and desired data ecosystem, e.g., missing data, trust among data providers including citizens, data security and safety, and equal access to all. However, these technologies still pose major barriers in their current state of maturity. Hence, it is recommended to initiate research on the implementation of these technologies for the socio-technical needs and characteristics of the thermal energy transition, regarding both the technological and operational aspects, as well as the societal embeddedness of the technologies.
Businesses in the energy sector encounter significant challenges to quantify the value of releasing their data, and subsequently struggle to develop profitable business propositions to release relevant data as a commercial asset. Consequently, it is recommended to study potential strategies and business cases for commercial parties in the energy sector on how data can become a business asset, in order to incentivize the commercial parties to release their data, enrich the data ecosystem, and improve the information provision.
We also suggest further elaboration of the data ecosystem by researching more case studies and eventually modelling the data system framework. It would basically require a different type of study of modelling a data ecosystem and trying to optimize it. We suggest to also address uncertainty when modelling the data ecosystem.
Finally, research can be conducted on how to embed the data ecosystem findings in policy making, in other words, research on policy measures that enable the realization of a data ecosystem in the operational spheres of the Dutch thermal energy transition. Relevant aspects here are models for policy instruments like subsidies or alternative incentives, organizational models for the data ecosystem manager, or governance models for shared data infrastructure. Table A3 . Overview of data platforms or portals that can be utilized for urban thermal energy system decision-making in the Netherlands; clicking on the platform name directs the reader to the online resource.
Appendix A
Data-Platform/Portal Theme Description
PICO-Geodan, TNO, Alliander, Ecofys, ESRI Nederland and NRG031
Energy use, Buildings, Spatial area, Energy potential, Sustainable generation, Energy efficiency, Infrastructure, Spatial planning PICO provides information on the energy use up to the local level and identifies where opportunities and potential lies to best save energy or generate locally Warmteatlas RVO Infrastructure, Emissions, Energy supply, Energy potential, Spatial areas
The Warmteatlas from RVO presents heat demand and supply related information on geographic maps. On the supply side this is: locations potentially suitable for heating-and cooling storage, deep geothermal, biomass and waste heat. The demand side presents e.g., gas consumption Nationale EnergieAtlas-National Institute for Public Health and the Environment Energy use, Sustainable generation, Infrastructure, Energy potential, Spatial area mapping, Spatial planning
The National EnergieAtlas is the information portal from the national government which maps current non-renewable and renewable energy generation. In addition, insights are provided on the potential of an area to become sustainable. Kadaster data on property ownership, potential NOM dwellings and governmental buildings, is included.
Klimaatmonitor-Rijkswaterstaat
Emissions, Energy use, Renewable energy, Labor and investments, Residential buildings, Service and utility buildings, Mobility, Industry and agriculture, Infrastructure, Social characteristics The Klimaatmonitor by Rijkswaterstaat is an extensive platform with dashboards on mainly energy related aspects, but in addition it is enriched with a variety of underlying data on the environmental, societal and economic aspects of areas CBS in uw buurt-CBS Fossil energy (natural gas, coal and oil) delivery, Electricity and Heat use, Renewable energy generation CBS in uw buurt is the digital portal which maps CBS Statline data geographically on the neighborhood level.
PDOK Platform and Viewer-Kadaster
Energy use, Sustainable generation, Energy potential, Spatial area mapping, Spatial planning, (Subsurface) infrastructure, Hydrological system PDOK, or Public-service on the map, is a national geographical data portal or platform which combines, releases and visualizes the geo-data-bases from the geo-register (Kadaster), BAG, AHN, Ministry of internal affairs and kingdom relations, Ministry of economic affairs, CBS, National Hydrological Instrumentarium and "Het Waterschaps Huis" Table A3 . Cont.
Data-Platform/Portal Theme Description
Energy atlas or platforms of provinces and municipalities e.g., Warmte transitie Atlas Zuid Holland and Lokale Energie Etalage Energy use, Sustainable generation, Infrastructure, Energy potential, Spatial area mapping, Spatial planning
These portals have comparable functionality as the above-mentioned platforms. However, the focus is on the specific area (province or municipality) for which the platform is built and maintained. Often these local platforms are enriched with more detailed and accurate local data relative to the platforms from the national government The BAG Viewer presents BAG data online, both graphically and on a map. Different layers can be selected depending on the zoom level. The BAG viewer is not meant to extract large portions of BAG data, for this more suitable API's, such as BAG Extract, are developed 
