7 6 3 a r t I C l e S Many brain areas, including the dentate gyrus and hippocampal CA3, show prominent gamma oscillations whose inter-region coherence varies during awake activity 1,2 . Structures of gamma-oscillatory activity in the temporal lobe are modulated by both brain state 3 and task demands 4, 5 . Such changing patterns of coherent oscillatory activity may be involved in controlling information flow among connected networks [6] [7] [8] . The dynamical mechanisms underlying the emergence of coherence among anatomically coupled networks are, however, poorly understood.
a r t I C l e S Many brain areas, including the dentate gyrus and hippocampal CA3, show prominent gamma oscillations whose inter-region coherence varies during awake activity 1, 2 . Structures of gamma-oscillatory activity in the temporal lobe are modulated by both brain state 3 and task demands 4, 5 . Such changing patterns of coherent oscillatory activity may be involved in controlling information flow among connected networks [6] [7] [8] . The dynamical mechanisms underlying the emergence of coherence among anatomically coupled networks are, however, poorly understood.
During gamma oscillations, individual neurons spike irregularly 1,2,9-11 , but the collective dynamics of the local network are oscillatory. Thus, the emergence of phase coherence between regions is a process of synchronization between local network oscillators. Important determinants of the synchronization properties of systems of coupled oscillators are the phase-response curves (PRCs) of the constituents [12] [13] [14] . Synchronization through excitatory connections is strongly promoted by biphasic PRCs, in which the same input can either advance or delay the phase of oscillation depending on when the perturbation occurs during the oscillatory cycle. Such PRCs allow oscillators to entrain to periodic inputs at both higher and lower frequencies than the unperturbed oscillation frequency. Although the mechanisms generating gamma oscillations in local networks have been extensively studied 9, 11, 15, 16 , the phase response dynamics of the resulting network oscillators have not been measured, nor have their entrainment properties in response to periodic inputs been examined. We found that gamma band oscillations in the hippocampal CA3 subfield exhibit dynamical properties that make them suitable to entrain to periodic output from the dentate gyrus across a range of frequencies.
RESULTS

CA3 gamma oscillations exhibit biphasic PRCs
We characterized PRCs of carbachol-induced oscillations in the rat CA3 hippocampal subfield in vitro to determine whether they exhibit regions of phase advance and delay ( Fig. 1a-c) . A weak extracellular stimulus in the alveus indeed elicited a biphasic PRC (Fig. 1b) . Stimuli arriving shortly before the trough of the local field potential (LFP) oscillation caused a phase advance, whereas stimuli arriving during the rest of the cycle delayed the oscillation. Because the LFP trough corresponds to the phase of maximum pyramidal cell activity 9 , stimuli that caused a phase advance arrived in the rising phase of excitatory activity.
When the stimulation strength was increased, a discontinuity emerged in the PRC such that the oscillation was reset to a narrow range of phases, irrespective of the phase of stimulation (Figs. 1d and 2 and Supplementary Fig. 1a ). This range of new phases narrowed with further increase in the stimulation strength until the phase after stimulation was largely independent of the phase before.
Rephasing is reproduced in a neural mass model
To understand the mechanisms underlying the biphasic shape of the PRC and the highly structured transition from weak perturbation to complete resetting, we turned to the Wilson-Cowan equations, a highly simplified neural mass network model 17 (Fig. 2a) . The dynamical state of the network is represented in the model by only two variables, representing the excitatory and inhibitory population activities. These activity levels evolve under their synaptic interactions and oscillatory dynamics emerge for appropriate sets of parameter values (Fig. 2a) . In the oscillating state, the trajectory of the excitatory and inhibitory activity forms an anti-clockwise limit cycle in the model's phase space (Fig. 2b) . Perturbing the model with an exponentially decaying transient input produced an excellent match to the experimentally observed PRCs across a broad range of stimulus intensities (Fig. 2c,d) .
The simplicity of the model gives a mechanistic insight into the rephasing behavior through consideration of the perturbed trajectories of activity following stimulation (Fig. 2e,f and a r t I C l e S Supplementary Movie 1a,b). The transient input pulse perturbs the system away from the limit cycle, after which it relaxes back, returning to the limit cycle with a phase that is, in general, different from what it would have had in the absence of perturbation. To understand whether a given perturbation will advance or delay the oscillation, it is therefore necessary to consider the latent phase of points away from the limit cycle 14, 18 . The latent phase of point a off the limit cycle is defined as the phase of point b on the limit cycle, for which trajectories starting from points a and b will converge as t → . Lines connecting points with the same latent phase make up the model's isochrons, which radiate outward from the unstable fixed point, pass through the limit cycle and continue out to the edge of the phase plane (Fig. 2b) . The effect of a transient stimulus on the oscillation phase is determined by the direction that it pushes the system relative to the local isochrons. An impulse that pushes the system perpendicular to the isochrons in the direction of increased (decreased) latent phase will advance (delay) the oscillation, whereas a perturbation that pushes the system parallel to the isochrons will have little effect on the phase.
The effects of alveus stimulation were reproduced in the model by a transient input that preferentially targeted the inhibitory population over the excitatory population. This corresponds to an impulse vector in the phase plane that is close to vertical (Fig. 2e,f) . Shortly before the peak excitatory firing rate in the unperturbed limit cycle, the isochrons cross the cycle approximately horizontally, with increasing latent phase in the upward direction (Fig. 2b) . Stimulation at this phase therefore advances the oscillation. The same stimulus delivered during the falling phase of excitatory activity pushes the system in the direction of decreasing latent phase, delaying the oscillation.
Both the model and our experimental data reveal a qualitative change in the rephasing behavior as the stimulation strength is increased. For weak stimulation, the PRC is continuous and, as the phase at stimulation is varied through a whole cycle, the phase reached after stimulation also varies through a whole cycle (following the nomenclature in ref. 18 , rephasing is type 1 by winding number). For strong stimulation, the PRC is discontinuous and the phase reached after stimulation is largely invariant of the phase before stimulation (type 0 by winding number). The mechanism of this transition can be visualized in the model by considering the positions reached at the end of stimulation by trajectories starting at points evenly spaced on the limit cycle at stimulus onset (Fig. 2e,f) . For weak stimulation, these positions encircle the fixed point and therefore span the full range of latent phases (Fig. 2e) . For strong stimulation, the loop defined by these positions is displaced so much that it no longer encircles the fixed point and therefore only subtends a fraction of the range of latent phases (Fig. 2f) . The transition between these regions occurs for a stimulus intensity just strong enough that the loop touches the fixed point at the end of stimulation.
Alveus and dentate gyrus stimulation yield different PRCs
The response to alveus stimulation was consistent across slices ( Fig. 3a and Supplementary Fig. 1b) , with the scatter accounted for by differences in stimulus intensity and noise, and could be reproduced in the Wilson-Cowan model (Fig. 3b) . Do these results shed light on the ability of CA3 to couple with gamma oscillations in the dentate gyrus? Mossy fibers carry the entire signal from dentate granule cells to CA3 and innervate both pyramidal neurons and feed-forward interneurons 19 . Stimulation of the dentate gyrus produced the same overall structure of rephasing behavior as stimulation in the CA3 alveus, with a biphasic PRC in response to weak stimulation, giving way to complete resetting for strong stimuli ( Fig. 3c and Supplementary Fig. 1c) . The biphasic PRC is therefore consistent with gamma oscillations in CA3 entraining with periodic input from the dentate over a wide range of frequencies and with the emergence of coherence between these synaptically coupled regions 2 .
Notably, the phases of stimulation that resulted in phase advance and delay were different for stimulation of either CA3 alveus or dentate gyrus (Figs. 3 and 4) , and 20-30% of this difference, at most, could be accounted for by conduction delay (see Online Methods). The detailed structure of the resetting at intermediate and strong stimulation intensities also differed between the two stimulus types (Fig. 3a,c) . To date, the nature of the signal carried by mossy fibers has been considered from the point of view of excitation versus inhibition in a quiescent system 20 . However, the dynamic analysis presented here gives additional insight into the nature of the dentate-CA3 interaction.
The only modification to the Wilson-Cowan model that was needed to reproduce the difference between stimulation in the CA3 alveus and the dentate was a change in the relative strength of the input pulse to the excitatory and inhibitory populations (Figs. 2 and 3) . Stimulation of CA3 alveus was best reproduced by an input to the inhibitory population that was approximately sixfold stronger than the input to the excitatory population (Fig. 2e,f and Supplementary Movie 1a,b). This represents the net effect on each population of spikes elicited by the stimulus in excitatory and inhibitory neurons, and is consistent with the synaptic strengths of the local connections in the model; both populations received strong and approximately balanced excitatory and inhibitory local inputs, but the net input to the inhibitory population was somewhat more excitatory. Dentate stimulation, on the other hand, was best reproduced by an input that targeted the inhibitory population ~1.7-fold more strongly than the excitatory population (Fig. 3d-f and Supplementary Movie 1c,d) .
The mechanism by which this difference in the stimulus shifts the PRC can again be understood by considering the effect of the perturbation in the model's phase plane. Changing the relative strength of npg a r t I C l e S the stimulus to the excitatory and inhibitory populations corresponds to a change in the direction of the impulse vector in the phase plane. The alveus stimulation corresponds to an angle of 85° (measured counter-clockwise from a horizontal rightward vector), whereas the dentate stimulation corresponds to an angle of 60°. This change in direction means that the dentate stimulus acts in the direction of increasing latent phase (and therefore advances the oscillation) at an earlier phase of the limit cycle than the alveus stimulation.
To quantify the goodness of model fit, we evaluated the circular correlation across stimulation intensities and phases of stimulation between experimental and modeled LFP trough times (Supplementary Fig. 2 ). This revealed a strong correlation between experimental data and the model for both stimulation loci (correlation coefficients: dentate, 0.85; alveus, 0.79). Correlations were much weaker between experimental data for one locus of stimulation and modeled data for the other locus (0.18 and 0.27).
To further test the correspondence between the model and experimental data, we performed voltage clamp recordings from CA3 pyramidal neurons, while holding them at either the GABA A or the ionotropic glutamate receptor reversal potential, simultaneously with the LFP recordings. Membrane currents fluctuated substantially from cycle to cycle of the unperturbed oscillation ( Supplementary  Fig. 3a,b) . However, in all slices (n = 12), when the cycle-averaged inhibitory and excitatory currents were plotted against each other the trajectory formed an ellipsoidal anti-clockwise cycle ( Supplementary  Fig. 3c) , consistent with the model. Current trajectories following stimulation were also highly variable from trial to trial. Given the number of stimulation events that we were able to record, the averaged trajectories during weak rephasing were too noisy to resolve their npg a r t I C l e S fine structure. We were, however, able to resolve the larger current excursions that occurred during strong rephasing ( Supplementary  Fig. 3d,e) . To compensate for changes in holding current and access resistance during recordings, we normalized the trajectory poststimulation for each trace by the cycle-averaged pre-stimulation current (see Online Methods). In all slices in which we recorded such current trajectories (n = 4), the perturbed trajectories moved away from the average cycle in the direction of increasing excitatory and inhibitory currents, turned in an anti-clockwise direction and returned to the average cycle in the lower left corner ( Supplementary  Fig. 3d ,e and Supplementary Movie 2a,b). This excursion was again consistent with the model's activity trajectories. Also consistent with the modeling, the initial trajectories following alveus stimulation were tilted anti-clockwise, that is, oriented toward a relatively greater increase in inhibition than excitation, than those for dentate stimulation. We quantified this difference in the direction of the trajectories by evaluating the angle, in normalized current space (see Online Methods), between the mean current during the unperturbed cycle and the average position reached 0.3 cycles after stimulation (alveus, 61.4 ± 0.4°, mean ± s.d., n = 2; dentate, 35.5 ± 9.2°, n = 2). Overall, the membrane current recordings provide an internal validation of the highly reduced model and, although the sample size is small, are consistent with the prediction that the phase difference in PRCs for dentate and alveus stimulation relates to differences in the relative input to excitatory and inhibitory populations. We, however, note an important caveat. In the model, the effect of the stimulus on each population is represented by a transient input pulse corresponding to the net (that is, excitatory minus inhibitory) input resulting from spikes directly evoked by the stimulus. A small net excitatory input could be a result of a small excitatory current in isolation or of large and approximately balanced excitatory and inhibitory currents. These distinct possibilities are indistinguishable in the model, but predict different intracellular current trajectories. The measured current trajectories are therefore a compound of currents resulting from the activity trajectory following stimulation and those resulting from spikes directly elicited by the stimulus, whose relative contributions to the trajectory cannot be dissociated.
Optogenetic rephasing and entrainment
To test the generalizability of the measured PRCs of the CA3 network, we examined the phase response properties of gamma band oscillations evoked by optogenetic stimulation. Channelrhodopsin-2 (ChR2) was expressed under the Camk2a promoter in the CA3 region of the dorsal hippocampus using stereotaxic injection of adeno-associated virus. Consistent with a recent study in cortical layer 2/3 (ref. 21 ), a slowly increasing ramp of blue light lasting 1 s, delivered to the CA3 region, evoked robust gamma frequency oscillatory activity in the LFP (n = 7; Fig. 5a-c) . The frequency of the oscillation was higher than that elicited by carbachol (52.6 ± 5.1 versus 22.2 ± 4.6 Hz, P < 0.001), consistent with involvement of metabotropic glutamate receptors in oscillogenesis 22 .
We first examined the effect of a transient (5 ms) increase in light intensity riding on top of the light ramp (Fig. 5d,e) . This 'ramp-kick' stimulus evoked a clearly biphasic continuous PRC ( Fig. 5f-h ), implying that this is a general feature of perturbing gamma oscillations in CA3 and does not depend on the specific stimulus type or mechanism used to induce the oscillation. Stronger kicks generated discontinuous PRCs (type 0 by winding number), which is again consistent with the data obtained using carbachol and electrical stimulation ( Fig. 5i and  Supplementary Fig. 1d) .
The region of phase in which optogenetic stimulation advanced the oscillation was earlier, relative to the trough of the unfiltered LFP, when compared with electrical stimulation of either the dentate gyrus or alveus during carbachol-induced oscillations. This shift is consistent with that predicted by the model's isochron portrait when the stimulus is biased further toward the excitatory population. Perturbing the model with a stimulus pulse targeting only the excitatory population produced a PRC with a region of phase advance similar to that observed experimentally, albeit spanning a somewhat larger fraction of the cycle (Supplementary Fig. 4a,b) . Figure 4 Population PRCs for weak dentate and alveus stimulation with circular 95% confidence interval, and the cycle-averaged unfiltered LFP shown for reference. npg a r t I C l e S Biphasic PRCs in response to pulse inputs predict that an oscillator will entrain to periodic inputs at a range of frequencies spanning the unperturbed oscillation frequency. To test this prediction directly, we used a stimulation protocol in which the ramp used to induce the oscillation was multiplicatively modulated by a shallow sinusoid (Fig. 6a) . LFP oscillations indeed entrained to the modulation over a wide range of frequencies spanning the unperturbed oscillation frequency (Fig. 6b,c) .
Given that the CA3 population oscillation can be entrained by an afferent input, we expect the entrainment phase to vary as a function of the driving frequency. To evaluate the phase of entrainment, we averaged the LFP across multiple cycles of the modulation to generate a cycle-averaged LFP for each modulation frequency (Fig. 6d) . This showed a strong dependence of the phase of entrainment, estimated from the time of occurrence of the trough of the LFP relative to the sinusoidal modulation cycle, on the frequency of the modulation. To compare entrainment phase across slices, we normalized the sinusoidal modulation frequency by the unperturbed oscillation frequency evoked with an unmodulated ramp for each slice. This revealed a consistent frequency-phase relationship across slices (n = 4), in which the entrainment phase varied through 180° as the modulation frequency varied from 0.4-fold to 1.6-fold that of the unperturbed oscillation frequency (Fig. 6e) . The amplitude of the cycle-averaged LFP also varied with the modulation frequency ( Supplementary  Fig. 4c ). Although the frequency-amplitude relationship was less consistent across slices than the frequency-phase relationship, the largestamplitude LFP response occurred for modulation frequencies close to the unperturbed oscillation frequency.
We asked whether the Wilson-Cowan model showed similar entrainment behavior when the excitatory population was driven with a sinusoidal input (Supplementary Fig. 4d ). The phase of peak excitatory activity for the model showed a frequency dependence similar to that of the experimentally measured LFP trough phase, with both lagging approximately 45° behind the peak of the sinusoidal input when the input frequency was the same as the unforced oscillation frequency.
At the highest modulation frequencies, we observed occasional epochs of 1:2 entrainment in which one cycle of network oscillation occurred for two cycles of the stimulus modulation. This could be seen in the raw LFP traces as interspersed normal and double length cycles (Fig. 6b) and in the emergence of a subharmonic in the wavelet transform at half the modulation frequency (Fig. 6c) . At the lowest modulation frequencies, the LFP response often showed a double trough (Fig. 6d) , indicating a type of 2:1 entrainment, but with the two troughs tightly grouped in phase rather than evenly spaced.
DISCUSSION
We characterized the response of gamma-oscillating CA3 networks to perturbation by single pulse and sinusoidal inputs. We observed biphasic PRCs to three different types of stimulation, using two different means to induce oscillations, suggesting that this is a general property of gamma oscillations in this system. Such PRCs predict that the network oscillation can entrain to periodic inputs over a wide frequency range spanning the unperturbed frequency. This was confirmed using sinusoidal optogenetic stimulation, revealing a strong frequency-dependent phase relationship between stimulus and response.
Measurements of how oscillating local networks respond to simple temporally structured inputs provide a building block for understanding the complex dynamic patterns of inter-region coherence observed in vivo. Coherence between dentate and CA3 gamma oscillations varies in the awake state 1,2 and is enhanced during REM sleep 3 , although precise behavioral correlates remain unclear. Increased coherence between these regions may reflect changes in the input to CA3, which facilitate entrainment to dentate oscillations, specifically an increase in gamma frequency input from the dentate, or a decrease in gamma frequency fluctuations in other input pathways that will compete with the dentate to influence CA3 phase. Alternatively, changes in the dynamical state of the CA3 network itself may affect its entrainment properties. Such changes could include shifts in intrinsic frequency or along the axis of network states from asynchronous to strongly oscillatory.
The correspondence between our experimental data and model supports the use of coupled neural mass models and their spatially continuous counterpart, neural fields 23 , to study large-scale coherence dynamics. Further work is required to identify the extent to which the observations generalize to other network oscillations. We anticipate that the basic finding of biphasic PRCs will generalize widely to sparsely synchronized oscillations in different systems. Such PRCs are a general feature of oscillations arising through supercritical Hopf bifurcations 24 , which are thought to underlie the transition between asynchronous and sparsely synchronized states 25, 26 .
Our results extend recent findings of a correlation between the amplitude of a given gamma cycle and the interval to the next cycle 27 , which led to the proposal that larger cycles recruit more inhibition, resulting in longer-lasting hyperpolarization and delay of the next cycle. Although a correlation between cycle amplitude npg a r t I C l e S and duration occurs in both our experimental data and the noisy Wilson-Cowan model (data not shown), our results suggest a somewhat more complex picture of how excitation and inhibition interact to determine cycle duration. Specifically, our results suggest that a perturbation that excites inhibitory cells may either advance or delay the next cycle of the oscillation, depending on the phase at which it is delivered. A perturbation that drives excitatory cells alone can also either advance or delay the next cycle, although the regions of advance and delay are shifted in phase. We argue that to understand the effects of external perturbations or intrinsic fluctuations on phase, and hence instantaneous frequency, it is useful to consider the direction of perturbation relative to local isochrons in a twodimensional phase plane defined by the excitatory and inhibitory activity levels. Much recent interest in coherence patterns in vivo stems from the hypothesis that they may have a functional role in controlling signal flow between networks. Our results do not speak directly to this, as they do not address the critical question of what effect local circuit and inter-region synchronization has on the gain for propagation of population-coded signals 8 . They do, however, demonstrate that the dynamics of the oscillating local circuit are well suited to generating inter-region synchronization, a necessary prerequisite for such mechanisms. In addition, our results provide an insight into how the relative phase of coupled oscillating networks may be controlled, which is a potentially powerful mechanism for controlling the gain of functional interactions. First, the strong dependence of entrainment phase on driving frequency indicates that varying the relative intrinsic frequency of coupled networks can control their phase relationship. Indeed, we previously found that differences in intrinsic frequency in a feed-forward pathway can generate phase offsets that can be exploited for selective gain control 8 . Second, phase relationships could be controlled by exploiting the shift in the PRC that occurs as the relative coupling of an input to the excitatory and inhibitory populations is varied. As this does not require driving oscillators away from their intrinsic frequency, it may be more stable at large phase offsets and permit coupling through weaker connections than mechanisms exploiting differences in natural frequency.
Finally, understanding how oscillating networks respond to temporally structured inputs can facilitate the design of experiments that seek to test the functional relevance of oscillations by manipulating them in vivo 28 . The observed biphasic PRCs indicate that intrinsic oscillations will entrain readily to periodic stimulation, particularly around the natural frequency, where very weak perturbation may be sufficient to substantially bias the phase. Optogenetic stimulation using sinusoids or sinusoidally modulated ramps of light intensity offer potential advantages over pulse trains in this context, as they minimize harmonics and sharp onset transients on each cycle. Such stimuli may therefore allow control of oscillation phase while minimizing aberrant excessive synchronization and other disruption of the temporal structure of activity.
METhODS
Methods and any associated references are available in the online version of the paper at http://www.nature.com/natureneuroscience/.
Note: Supplementary information is available on the Nature Neuroscience website.
ONLINE METhODS
All procedures followed the Animals (Scientific Procedures) Act, 1986. Acute hippocampal slices (400 µm) were obtained from male Sprague Dawley or Wistar rats. For carbachol-evoked oscillations, rats were killed at postnatal day 14-21 (P14-21). Recordings were either obtained in an interface chamber (PRCs studied with electrical stimulation) or in submerged slices superfused at high flow rates (PRCs studied with electrical or optogenetic stimulation, whole-cell recordings, entrainment experiments). Artificial cerebrospinal fluid (ACSF) contained 126 mM NaCl, 3 mM KCl, 1.25 mM NaH 2 PO 4 , 2 mM MgSO 4 , 2 mM CaCl 2 , 24 mM NaHCO 3 and 10 mM glucose. The temperature was maintained at 28-32 °C in both cases.
electrophysiology. Field potentials were recorded from the CA3 pyramidal layer using a patch pipette filled with ACSF and a Multiclamp 700B amplifier (Molecular Devices; filter frequency, 2 kHz; digitization frequency, 5 kHz) and Labview software (National Instruments). Stimuli were delivered via bipolar electrodes in the dentate granule cell layer or in the CA3 alveus. Oscillations were induced by bath application of 20 µM carbachol. Stimuli were delivered in blocks of 60-100 stimuli at a given intensity every 1.5 or 2.5 s. The experiment was halted if the oscillation stopped or became very irregular.
Postsynaptic currents were recorded in whole-cell voltage-clamp mode from CA3 pyramidal cells, <100 µm from the LFP pipette. The patch pipette solution contained 135 mM cesium gluconate, 8 mM NaCl, 10 mM HEPES, 0.2 mM EGTA, 2 mM MgATP, 0.3 mM GTP and 5 mM QX-314-Br. The liquid junction potential was not corrected, but was estimated to be ~+15 mV. Cells were alternately held at the estimated glutamate and GABA reversal potentials (-55 and +15 mV, respectively) for ~100 trials each before adjusting the stimulation intensity. optogenetic experiments. P20 male Sprague-Dawley rats were anesthetized with isoflurane and placed in a stereotaxic frame (Kopf Instruments). AAV5-CaMKIIα-ChR2 (H134R)-mCherry (UNC Vector Core, titer = 10 12 IU ml −1 , injection volume = 1.5 µl) was injected (rate = 200 nl min −1 ) into dorsal CA3 at −2.8 mm antero-posterior, +3.6 mm lateral and −2.9 mm ventral from bregma. Hippocampal slices were prepared 2-4 weeks later. Epifluorescence and ChR2 stimulation was achieved with light-emitting diodes (OptoLED, Cairn Instruments) coupled to the epifluorescence illuminator of an upright microscope (Zeiss Axioskop). Widefield illumination was delivered via a 40× 0.8 NA waterimmersion objective. The current delivered to the LED was kept in the linear input-output range, corresponding to <15.3 mW mm −2 irradiance of the tissue. Light ramps were delivered every 45 s.
For optogenetic rephasing experiments, the LED current was increased for 5 ms during the ramp to create a kick. The current increment was 20-45% over the immediately preceding ramp value. Kicks of 20-30% typically resulted in weak rephasing (type 1 by winding number) and kicks of >40% resulted in strong rephasing (type 0).
Modulated ramp stimuli were generated by multiplying the ramp current with a sinusoid of amplitude 0.25 and an offset of 1, such that the amplitude of the sinusoid was 25% of the average height of the ramp throughout the 1-s stimulus duration. Modulation frequencies were logarithmically spaced between 24 and 80 Hz and were delivered interleaved.
Analysis.
Each trace consisted of a 1-s recording of LFP centered on the stimulus. Stimulation artifact duration was estimated by eye from the average of all traces in a given block (1-4 ms) and replaced with linearly interpolated values. Traces were then digitally low-pass filtered with a sixth order Butterworth filter with a cut-off frequency of four times the estimated oscillation frequency, evaluated as the peak of the averaged Fourier power spectrum for the pre-stimulus sections of all traces in the block.
Filtering inevitably changes the shape of the waveform as a result of frequencydependent reduction in amplitude and phase shifts of components of the signal. Although filtering in the forward and reverse directions can produce a filter with zero phase shift, we did not use it for our analysis because of distortion of the pre-stimulus waveform. Instead, to estimate the phase shift caused by filtering, we calculated the cycle-averaged LFP by resampling all pre-stimulus cycles to a uniform length of 200 samples. We show the cycle-averaged LFPs in Figures 1c, 4 and 5h. Troughs of the filtered LFP were found by an algorithm that stepped forward through the trace from trough to trough. Peaks were identified as the maxima of the trace between sequential troughs.
Where oscillations were very irregular, the variability in period length from cycle to cycle obscured the phase perturbation resulting from the stimulus. We therefore rejected blocks for further analysis if the coefficient of variation of cycle duration in the pre-stimulus section was greater than 0.15 (60 stimulus intensity blocks accepted from 30 separate slices, out of a total of 218 stimulus intensity blocks from 63 experiments). Even in slices in which the oscillation was mostly strong there was variation in the amplitude from cycle to cycle. We rejected traces where the peak-to-trough amplitude of the cycle preceding stimulation was less than half the average amplitude for that section.
Plotting PRcs. The mean (P mean ) and s.d. of the unperturbed period duration were evaluated for all periods in the sections of traces preceding the stimulus. For each trace, the phase, S, at which stimulation was delivered was estimated from the time of stimulation, T stim , relative to the time of the previous trough, T tr:−1 , as
We call S the old phase to distinguish it from the oscillation phase after perturbation by the stimulus which we describe as the new phase and define below. Consistent with previous work on rephasing of biological oscillators, we describe phase as a variable that varies between 0 and 1. The effect of stimulation on the oscillation phase was evaluated by looking at the timing of troughs following the stimulus as a function of the phase of stimulation. These data were either plotted directly as trough times or converted into phase shifts to produce PRCs.
A PRC shows the change in phase produced by the stimulation as a function of the phase of stimulation. Just as the phase of the oscillation at the time of stimulation can be defined relative to troughs preceding the stimulus, it can also be defined relative to troughs occurring after the stimulus as . The 95% circular confidence intervals for population PRCs (Figs. 4 and 5g) were calculated as described previously 29 .
combining data from multiple experiments. To combine data across experiments all trough times were first expressed in cycles rather than milliseconds by dividing them by the mean unperturbed period duration for that block. The effect of stimulation on the oscillation varied depending on the stimulus strength. To combine data across experiments in a way that did not obscure this strength dependence, a measure of stimulation strength was needed that could be compared across recordings in different slices. The electrical stimulation intensity was not a suitable measure, as the precise location of the stimulus electrode can greatly affect the number of fibers recruited and hence the physiological stimulation strength. The size of the stimulus-evoked LFP potential was also not suitable, as it is strongly affected by recording electrode location and impedance.
We used a measure based on the effect of the stimulus on the oscillation: the circular variance of the distribution of new phases after stimulation. We first explain how this measure was calculated and then why it works as a measure of stimulation strength.
To evaluate the circular variance we included all troughs that occurred in the time interval between P mean and 2P mean after the stimulus for all traces in the block. The circular variance takes values between 0 and 1, with a value of 0 indicating that the new phase is identical for every trace and a value of 1 indicating that the new phases are uniformly distributed.
For very weak stimuli, the phase was essentially unchanged by the stimulation, so the new phases were evenly distributed and their circular variance was close to 1. For very strong stimuli, the oscillation was completely reset by the stimulus such that the new phase after stimulation was independent of the phase before stimulation and very similar for all traces. This produced a highly peaked distribution with a circular variance close to 0. The circular variance of the new-phase distribution was therefore tightly negatively correlated with stimulus strength. We divided blocks into four stimulus strength categories on the basis of this circular variance measure with the category ranges 0-0.25, 0.25-0.5, 0.5-0.75 and 0.75-1. Population PRCs in Figures 4 and 5g were plotted using blocks from the strength category range 0.25-0.5.
We evaluated how accurately this measure ordered blocks by stimulus intensity using data from experiments in which we had usable blocks (period coefficient of variation < 0.15) recorded at multiple stimulus intensities. For every pair of blocks whose relative stimulus strengths were known, we evaluated whether the new-phase variance measure correctly ordered the pair. Of the 76 such pair-wise comparisons, 89% were correctly ordered. For the incorrectly ordered pairs, the average absolute difference in the new-phase circular variance was 0.12 and in only four pairs (5% of the total) did the block with a weaker stimulus intensity end up in a stronger strength category.
There is a degree of circularity in using a measure based on the effect of stimulation in individual blocks in grouping blocks for the population level analysis of the effect of stimulation. However, specifying a given value for the circular variance of the new phase distribution still allows a very wide range of structure for the two-dimensional circular distribution of new phase as a function of old phase. The measure is completely insensitive to the distribution of points in the old phase axis such that even for a fixed marginal distribution on the new phase axis a very wide range of two-dimensional distributions is possible. In addition, specifying the circular variance of the new-phase marginal distribution only partially constrains this marginal distribution as the circular mean and higher order moments apart from the variance are unconstrained.
To plot data from multiple experiments (Figs. 3a,c and 5i) , we show both the timing of individual troughs and the circular mean and variance of the distribution of troughs on each cycle for each of ten groups of traces divided by stimulation phase. The circular variance Var was indicated by error bars of length ±0.5 Var such that the total length of the error bar was Var.
To evaluate whether differences in conduction delay could account for the difference between dentate and alveus PRCs, we used the timing of population spikes elicited by calibration stimuli delivered before carbachol was washed in. We evaluated the latencies to the population spike onset and peak and expressed these as a fraction of the average period duration for that slice (dentate: L peak = 0.14 ± 0.03 cycles, L onset = 0.08 ± 0.02; alveus: L peak = 0.5 ± 0.02, L onset = 0.02 ± 0.01). This latency difference of 0.06-0.09 cycles corresponds to 20-30% of the phase offset between the population PRC zero crossings.
To evaluate the goodness of fit between the experimental data and model, we looked at the circular correlation between experimental and modeled LFP trough times. For each data type (for example, dentate stimulation experimental data), a vector was constructed from all the average LFP trough times occurring between one and two cycles after stimulation, such that each element of the vector represented a particular stimulus intensity category (1-4) and stimulation phase. Scatter plots were used to illustrate the correlation across elements between these vectors (Supplementary Fig. 2 ) and the circular correlation coefficient was calculated as described previously 30 .
Analysis of optogenetic data. Optogenetic rephasing experiments using the ramp-kick stimulus were analyzed as for the rephasing experiments using electrical stimulation, although a shorter 0.5-s section of trace centered on the kick was used, and the maximum acceptable coefficient of variation of period duration was relaxed to 0.22.
To generate wavelet amplitude spectra, we downsampled traces to 1 kHz and calculated the continuous wavelet transform with the cwt function in Matlab (MathWorks) using complex Morlet wavelets with central frequencies equally spaced every 2 Hz in the range of 2-150 Hz.
To evaluate the average LFP as a function of the phase of the light intensity modulation, we excluded the initial 200 ms of stimulation from the analysis and calculated the modulation phase for all remaining LFP samples. The average LFP was evaluated as a Gaussian weighted moving average of these raw LFP samples, with a s.d. σ = 10° of modulation phase.
wilson-cowan model. The time evolution of the activity levels of the excitatory (E) and inhibitory (I) populations was described by the following equations. , noise N(t) = Gaussian distributed white noise with mean of 0 and s.d. σ, and stimulus S(t) is parameterized by stimulation intensity S 0 and stimulation angle θ, which determines the relative strength of the input to the excitatory and inhibitory populations. Parameter choice was constrained by the requirement that the model be in an oscillating state. This requires that the excitatory nullcline is kinked such that it has a region of positive gradient, and that the inhibitory nullcline intersects it from underneath in this region 31, 32 . The shape of the nullclines is entirely determined by the synaptic coupling strengths between the populations and their external input. The stability of the fixed point is further determined by the ratio of the excitatory to inhibitory time constants, with a stable fixed point for large τ e /τ i , which loses stability to an oscillation of increasing amplitude as the ratio is decreased. Within these constraints, we chose parameters by hand to best reproduce the unperturbed oscillatory activity and measured rephasing behavior: specifically, low activity for most of the cycle with a sharp peak around the phase of maximum activity 9 , a small lag between the excitatory and inhibitory populations 9 , and strong excitatory and inhibitory input to each population, which approximately balance to produce a smaller net input 16, 27 . Network parameters common to all simulations were g ee = 10, g ei = −10, g ie = 12, g ii = −10, τ e = 3 ms, τ i = 8 ms, τ stim = 6 ms, a e = −2, a i = −3.5.
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Stimulus parameters and noise level were varied across simulations ( Fig. 2d: To simulate optogenetic experiments, the time constants of the excitatory and inhibitory populations were both scaled by 0.6 such that τ e = 1.8 ms and τ i = 4.8 ms, thus increasing the oscillation frequency. The kick stimulus was represented as a square pulse to the excitatory population of duration 7 ms and amplitudes S e = 0.32 and 1, respectively, in the left and right panels of Supplementary  Figure 4b . The modulated ramp stimulus was represented as a sinusoidal input to the excitatory population of amplitude 0.8.
For each rephasing simulation, 100 instances of the model were simulated with initial conditions equally spaced in phase around the limit cycle of the unperturbed oscillation. The stimulus was delivered at t stim = 180 ms and total simulation duration was 400 ms. Numerical integration was performed using the exponential Euler method with a time step of 0.01 ms. For population plots, six separate simulations contributed to each panel with pseudo-randomly distributed noise level and stimulation intensity. Noise levels were drawn from a uniform distribution with the range specified above. Stimulation intensities were normally distributed with a mean for each panel specified above and a s.d. equal to 0.1 times the mean. 
