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Abstract 
This work proposes a notion of robust reachability of one set from another set 
under constant control. This notion is used to construct a control strategy, 
involving sequential set-to-set reachability, which guarantees robust global 
stabilization of nonlinear sampled data systems with positive sampling rate. 
Sufficient conditions for robust reachability of one set from another under 
constant control are also provided. Finally, the proposed method is illustrated 
through two examples. 
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1. Introduction 
 
Given the finite-dimensional continuous-time system:  
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where the vector field : n nf D U×ℜ × →ℜ  is continuous, )(tu  represents the control input and )(td  unknown 
disturbances or model uncertainty. Consider now a state feedback law )(xku =  to be applied to system (1.1) in 
discrete time, under zero-order hold with sampling period h  
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The resulting closed-loop system is the following hybrid system: 
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and the question is how to select the state feedback function ( )k x  for desirable stability characteristics of (1.3). 
 
There is a large body of literature concerning the above very important and very challenging problem of designing 
sampled-data feedback stabilizers. In particular, the following lines of attack have been pursued to derive stability 
results (see also the detailed discussion in review paper [25]): 
 
∗  making use of numerical approximations of the solution of the open-loop system (e.g., in the work of D. Nesic, A. 
Teel and others, see [6,7,15,19,20,26-32,36]). The results obtained in this way lead to a systematic procedure for 
the construction of practical, semi-global feedback stabilizers and provide a list of possible reasons that explain the 
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occasional failure of sampled-data control mechanisms. Recent research takes into account performance and 
robustness issues as well (see [6,15,17,31]).  
∗  exploiting special characteristics of the system such as homogeneity (see [5]), global Lipschitz conditions (see [8]) 
or linear structure with uncertainties (see [2] as well as the textbook [33]). 
∗  making use of  Linear Matrix Inequalities in the context of hybrid systems (see [9,10,22,35]).  
∗  considering the closed-loop system as a discrete-time system (see for instance [1,23] and the paper [24] which 
establishes a unified representation for sampled-data systems and discrete-time systems with analytic dynamics). 
Recent work has established results that characterize the inter-sample behavior of the solutions based on the 
behavior of the solution of the discrete-time system (see [26]).  
∗  considering the closed-loop system under zero order-hold as a time-delay system. This approach was recently 
explored in the context of linear systems theory (see [3,4]). 
 
   It is important to note that the above very important research results do not provide conditions for global 
Asymptotic Stability or Input-to-Output Stability for general nonlinear sampled-data systems (usually only semi-
global practical stability properties are established or global stability for limited classes of systems). 
 
The goal of the present this work is the development of a design methodology that guarantees robust global 
asymptotic stability for system (1.3). In this direction, our proposed line of thinking has been motivated by the 
following considerations: 
 
1) Because the system description (1.1) is in continuous time, it is natural to try to perform controller design in 
continuous time as a first step, and subsequently, emulate the continuous-time control law under sample-and-hold 
discretization. But then, the properties of the closed-loop system under continuous-time implementation will not 
necessarily hold for the closed-loop system under sampled-data control. For example, global closed-loop asymptotic 
stability in continuous time will not, in general, be preserved under the emulation controller: in general, stability will 
become local and the size of the domain of attraction will depend on the sampling period (the smaller the sampling 
period, the larger the domain of attraction). Therefore, a key design issue involves quantifying the capabilities of the 
emulation controller in terms of size of domain of attraction versus size of sampling period, in order to be able to test 
whether a satisfactory solution can be obtained in a particular application. 
 
2) If the foregoing emulation design or any other sampled-data controller design guarantees a domain of attraction 
that is too small in size for a particular application, the immediate question that arises concerns the possibility of 
extending the control strategy for the purpose of enlargement of the domain of attraction. When the system’s initial 
condition is outside the guaranteed domain of attraction under a given controller, is it possible to find a strategy that 
can bring the system inside? Assuming that the guaranteed domain of attraction is a positively invariant set, the 
question is whether it can become reachable from any initial condition outside it – once the system’s state is somehow 
brought inside, the controller will take care of it afterwards.  
 
To be able to address the latter question, some intuitive considerations would be helpful, before a mathematical 
formulation is developed. In order to drive the system’s state to the given target set, the simplest choice of control 
input that could be tried is constant control; in most applications, such a choice is meaningful on physical grounds as 
well, and with good chances of success when the target set is large enough. If constant control cannot take the system 
inside the target set, it will still be able to take it somewhere else, where, on physical grounds, the system will 
perform satisfactorily. From there, another constant value of the control input can be tried out and, if it still does not 
hit the target, still another constant control input, … ,  up until the target set is reached.  
 
The present work will provide a mathematical formulation of the foregoing intuitive idea of sequential reachability 
from one region of state space to another, ultimately reaching the target attractor. The goal will be to develop and 
prove conditions under which this intuitive idea will lead to robust global asymptotic stability for the closed-loop 
system (Theorem 3.1 and Theorem 3.2). In this direction, a new notion of reachability of one set from another under 
constant control will be proposed (Definition 2.4) and subsequently, this notion will be utilized to establish the main 
stability results that involve a chain of reachable sets. Simple sufficient conditions to test reachability of one set from 
another will also be derived (Lemma 2.7 and Lemma 2.9). Finally, the proposed method will be applied to two 
illustrative examples (Example 4.1 and Example 4.2). 
 
Whenever applicable, the proposed control method has very desirable features, including that 
∗  it guarantees global asymptotic stability for the closed-loop system, 
∗  it guarantees robustness to perturbations of the sampling schedule, 
∗  it provides means to determine the maximum allowable sampling period, 
∗  is not limited to special cases where the solution map is available, 
∗  is not limited to special cases where the nonlinear term is homogeneous or globally Lipschitz  
No other existing method can guarantee all of the above at the same time. 
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Notations Throughout this paper we adopt the following notations:  
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm and by x′  its transpose.  
∗  We say that a non-decreasing continuous function ++ ℜ→ℜ:γ  is of class N  if 0)0( =γ . We say that a function 
++ ℜ→ℜ:ρ  is positive definite if 0)0( =ρ  and 0)( >sρ  for all 0>s . For the definitions of the classes K  and 
∞K , see [16]. By KL  we denote the set of all continuous functions +++ ℜ→ℜ×ℜ= :),( tsσσ  with the 
properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for each 0≥s , the mapping ),( ⋅sσ  is non-
increasing with 0),(lim =+∞→ tst σ .  
∗  Let lD ℜ⊆  be a non-empty set. By );( Dloc +∞ ℜL  we denote the class of all Lebesgue measurable and locally 
essentially bounded mappings Dd →ℜ+: .  
∗  Let nA ℜ⊆  be a non-empty set. For every 0>ε  we define the ε -neighborhood of A  by { }εε <ℜ∈= ),(::),( AydistyA nN , where { }AxxyAydist ∈−= :inf),( . 
∗  For every scalar continuously differentiable function ℜ→ℜnV : , )(xV∇  denotes the gradient of V  at nx ℜ∈ , 
i.e., ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂=∇ )(),...,()(
1
x
x
V
x
x
V
xV
n
. We say that a function ℜ→ℜnV :  is positive definite if 0)( >xV  for all 
0≠x  and 0)0( =V . We say that a continuous function ℜ→ℜnV :  is radially unbounded if the following 
property holds: “ )(xV  is bounded if and only if x  is bounded”. 
 
 
2. Main Assumptions and Notions for Sampled-Data Systems  
 
In the present work we study control systems of the form (1.1) under the following hypotheses:  
 
(H1) ),,( uxdf  is continuous with respect to UDuxd n ×ℜ×∈),,(  and such that for every bounded US n ×ℜ⊂  
there exists constant 0≥L  such that 
 
( ) ( )
DSduyDSdux
yxLuydfuxdfyx
×∈∀×∈∀
−≤−′−
),,(,),,(
),,(),,( 2                                                (2.1) 
 
Hypothesis (H1) is a standard continuity hypothesis and condition (2.1) is characterized as a “one-sided Lipschitz 
condition on compact sets” in the literature (see [34]). Notice that we do not assume Lipschitz continuity of the vector 
field ),,( uxdf  with respect to nx ℜ∈ . It is clear that hypothesis (H1) guarantees that for every 
);();(),,( 0 UDudx locloc
n +∞+∞ ℜ×ℜ×ℜ∈ LL , there exists a unique solution )(tx  of (1.1) with initial condition 
0)0( xx =  corresponding to inputs );();(),( UDud locloc +∞+∞ ℜ×ℜ∈ LL . 
 
 
(H2) There exist a function ∞∈Ka  such that  
 ( )uxauxdf +≤),,( , nDUxdu ℜ××∈∀ ),,(                                             (2.2) 
 
Hypothesis (H2) guarantees that nℜ∈0  is an equilibrium point for (1.1) and is automatically satisfied if lD ℜ⊂  is 
compact.  
 
We next provide a definition of robust global stabilizability of (1.1) by means of bounded sampled-data control with 
positive sampling rate, which will be used in subsequent developments.   
 
Definition 2.1: We say that the equilibrium point nℜ∈0  of (1.1) under hypotheses (H1-2) is robustly globally 
stabilizable by means of sampled-data control with positive sampling rate, if there exists a locally bounded mapping 
mn Uk ℜ⊆→ℜ:  with 0)0( =k  (the feedback function), a function ∞∈Kκ  with ( )xzxkzdf +≤κ))(,,(  for all 
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nnDxzd ℜ×ℜ×∈),,( , a constant 0>h  (the maximum allowable sampling period) and a function KL∈σ  such 
that the following estimate holds for all );();()~,,( 0
++∞+∞ ℜℜ×ℜ×ℜ∈ loclocn Dddx LL  and 0≥t : 
 ( )txtx ,)( 0σ≤                                                                          (2.3) 
 
where )(tx  denotes the solution of the system: 
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                                                    (2.4) 
 
with initial condition 0)0( xx = .  
 
We say that the equilibrium point nℜ∈0  of (1.1) under hypotheses (H1-2) is robustly globally stabilizable by means 
of bounded sampled-data control with positive sampling rate, if the feedback function mn Uk ℜ⊆→ℜ:  is 
bounded.  
 
 
Remark 2.2: (a) In this work, the closed-loop system (2.4) will be regarded as a hybrid system, that produces for 
each nx ℜ∈0  and for each pair of measurable and locally bounded inputs Dd →ℜ+: , ++ ℜ→ℜ:~d , the 
absolutely continuous function ntxt ℜ∈→ )( , produced by the following algorithm: 
 
Step i :  
1) Given iτ , calculate 1+iτ  using the equation ))(~exp(1 iii dh τττ −+=+ , 
2)  Compute the state trajectory )(tx , ),[ 1+∈ iit ττ  as the solution of the differential equation 
)))((),(),(()( ixktxtdftx τ=& , 
3) Calculate )( 1+ix τ  using the equation )(lim)(
1
1 txx
it
i −+→+
=
τ
τ . 
 
Hybrid systems of the form (2.4) were considered in [12,13]. Particularly, it was shown that under hypotheses (H1-2) 
and the hypotheses of Definition 2.1, the hybrid system (2.4) is an autonomous system which satisfies weak 
semigroup property, the “Boundedness Implies Continuation” property and for which nℜ∈0  is a robust equilibrium 
point for system (2.4) from the input );(
~ ++∞ ℜℜ∈ locd L  (see [12]). Moreover, the existence of a function KL∈σ  that 
satisfies (2.3) is equivalent to requiring Uniform Robust Global Asymptotic Stability for the closed-loop system (2.4).  
 
(b) Under hypothesis (H2) and the assumption that mn Uk ℜ⊆→ℜ:  is a locally bounded mapping with 0)0( =k , 
the assumption that there exists ∞∈Kκ  with ( )xzxkzdf +≤κ))(,,(  for all nnDxzd ℜ×ℜ×∈),,(  is 
automatically satisfied if the mapping mn Uk ℜ⊆→ℜ:  is continuous at 0=x .  
 
Remark 2.3: The reader should notice that the sampling period is allowed to be time-varying. The factor ( ) 1)(~exp ≤− id τ  , with 0)(~ ≥td  some non-negative function of time, is an uncertainty factor in the end-point of the 
sampling interval. Proving robust global stabilizability of (1.1) by bounded sampled-data feedback with positive 
sampling rate will guarantee stability of the closed-loop system (2.4) for all sampling schedules with hii ≤−+ ττ 1  
(robustness to perturbations of the sampling schedule). To understand the importance of robustness to perturbations of 
the sampling schedule, consider the following situation. Suppose that hardware limitations restrict the sampling 
period to be s1 . If we manage to design a sampled-data feedback law with srxh 2)( ≥≡ , then the application of the 
feedback control will guarantee stability properties for the closed-loop system even if we “miss measurements” or if 
we have “delayed measurements” (for example, due to improper operation of the sensor). In such a case robustness to 
perturbations of the sampling schedule becomes critical. The introduction of the factor ( ) 1)(~exp ≤− id τ  is a 
mathematical way of introducing perturbations to the sampling schedule; however, it is not unique. Other ways of 
introducing perturbations of the sampling schedule can be considered. 
 
We next propose a notion of reachability of one set from another set for control systems of the form (1.1), which is 
going to be utilized for the construction of sampled-data feedback stabilizers in the following section.  
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Definition 2.4: Consider system (1.1) under hypotheses (H1-2) and let 0>r  be a constant. A set nA ℜ⊆  is  r -
robustly reachable from a set nℜ⊆Ω  for system (1.1) with constant control  if there exist Uv∈ , 0≥c  and 
functions N∈ba,  with the following property: 
 
(Q) For every Ω∈0x , );( Dd loc +∞ ℜ∈L , there exists [ ])(,0),( 00 xbcxdT +∈   the solution of  (1.1) with vtu ≡)(  
and initial condition 0)0( xx =  exists for all ]),(,0[ 0 rxdTt +∈  and satisfies: 
 
i) )()( 0xatx ≤ , for all ]),(,0[ 0 rxdTt +∈  
ii) Atx ∈)( , for all ]),(),,([ 00 rxdTxdTt +∈  
iii) Ω∈)(tx , for all )],(,0[ 0xdTt∈  
 
 
Remark 2.5: It should be emphasized that r -robust reachability of a set with constant control is a much stronger 
property than simple reachability (see [33]):  
 
(a) property (Q)-(ii) requires that the solution remains in the reachable set for at least time r  for all possible 
disturbances, 
(b)  property (Q)-(i) requires that the solution remains uniformly bounded for all possible disturbances and for 
initial conditions in a specified compact set of the state space, 
(c) property (Q) requires that the time needed in order reach the set nA ℜ⊆  is uniformly bounded for all 
possible disturbances and for initial conditions in a specified compact set of the state space.  
 
 
Example 2.6: Consider the simplified Moore-Greitzer model of a jet engine with no stall presented in [18], described 
by the planar system: 
 
ℜ∈ℜ∈′=
=
+−=
uxxx
ux
xxxx
,),(
2
1
2
3
2
21
2
2
3
1
2
11
&
&
                                                                          (2.5) 
 
The sampled-data stabilizability properties of the jet engine system were studied in [32], where it was shown that 
system (2.5) can be practically, semiglobally stabilized by sampled-data control with positive sampling rate. Here we 
study the perturbed version of the jet engine system, i.e., the system: 
 
2
21
2
21
2
2
3
1
2
12111
]1,1[))(),((,,),(
2
1)(
2
3)(
−∈=ℜ∈ℜ∈′=
=
+−+=
tdtdduxxx
ux
xxxtdxtdx
&
&
                                           (2.6) 
 
In this example, we show that the set { }1:),( 22212 ≤ℜ∈=Ω xxx  is r -robustly reachable from the set { }1:),( 22213 −≤ℜ∈=Ω xxx  and from the set { }1:),( 22214 ≥ℜ∈=Ω xxx  for system (2.6) with constant control 
and 1=r .  
 
To prove reachability of 2Ω  from 4Ω , let 1−=v  and notice that the solution )(tx  of (2.6) with initial condition 
420100 ),( Ω∈′= xxx  satisfies txtx −= 202 )(  for all 0≥t  such that the solution of (2.6) exists. Moreover, we have: 
 
( ) )()(8)()(2)()()(3)()(2)( 2221214131221121 txtxtxtxtxtxtdtxtdtxdtd +≤+−+=  
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The above differential inequality in conjunction with the fact that txtx −= 202 )(  gives 
( ) ( )0220
],0[
2
10
2
1 88expmax8
1)( xxxtx
t
+⎟⎠
⎞⎜⎝
⎛ −+≤
∈
ττ  for all ]1,0[ 0xt +∈ . Consequently, the solution of (2.6) exists for all 
]1,0[ 0xt +∈ . It follows that: 
 
( )020
],0[
0 44expmax)( xxxtx
t
+⎟⎠
⎞⎜⎝
⎛ −+≤
∈
ττ , for all ]1,0[ 0xt +∈                           (2.7) 
 
    Next we show that property (Q) of Definition 2.4 holds with 0:=c , N∈= ssb :)( , ( ) N∈+= sssa 44exp2:)(  and 
1),( 200 −= xxdT . Indeed, we have 2)( Ω∈tx  for all ]1),(),,([ 00 +∈ xdTxdTt , 2)( Ω∈tx  for all )],(,0[ 0xdTt∈ , 
where 1),( 200 −= xxdT . Moreover, we have )(),( 00 xbcxdT +≤ , where 0:=c  and N∈= ssb :)( .  Finally, from 
(2.7) we also obtain )()( 0xatx ≤  for all ]1),(,0[ 0 +∈ xdTt , where ( )sssa 44exp2:)( += .  
 
     Similarly, we can prove that the set { }1:),( 22212 ≤ℜ∈=Ω xxx  is r -robustly reachable from the set { }1:),( 22213 −≤ℜ∈=Ω xxx  for system (2.6) with constant control and 1=r . Particularly, using the same 
arguments we can show that property (Q) of Definition 2.4 holds with 1=v , 0:=c , N∈= ssb :)( , 
( ) N∈+= sssa 44exp2:)(  and 1),( 200 += xxdT .            <  
 
 
    The following simple lemma provides sufficient conditions for r -robust reachability of sets with constant control.  
More specifically, given a positively invariant set nℜ⊆Ω  for system (1.1), we present conditions for the 
construction of an appropriate subset Ω⊆A , which is r -robustly reachable from nℜ⊆Ω  for system (1.1) with 
constant control for every 0>r . The following lemma will be used in the examples of the present work. 
 
Lemma 2.7: Consider system (1.1) under hypotheses (H1-2) and suppose that there exists a set nℜ⊆Ω , a 
continuously differentiable function ℜ→ℜnV :  and constants Uv∈ , 0≥R , 0>δ  such that  
 
δ−≤∇
∈
),,()(sup vxdfxV
Dd
, for all Ω∈x  with RxV ≥)(                                     (2.8) 
 
Moreover, suppose that there exist functions ∞∈Kaa 21,  and a constant 0>p , such that for every Ω∈0x , 
);( Dd loc
+∞ ℜ∈L ,  the solution of  (1.1) with vtu ≡)(  and initial condition 0)0( xx =  exists for all 0≥t  and satisfies 
Ω∈)(tx , )()exp())(( 021 xapttxa ≤  for all 0≥t . Then for every 0>r , the set { }RxVxA n ≤ℜ∈∩Ω= )(::  is r -
robustly reachable from nℜ⊆Ω  for system (1.1) with constant control. 
 
Proof: Let 0>r . Notice that inequality (2.8) guarantees that the set { }RxVxA n ≤ℜ∈∩Ω= )(::  is positively 
invariant for system (1.1) with vtu ≡)( . Consequently, if Ax ∈0   then Atx ∈)(   for all 0≥t  and );( Dd loc +∞ ℜ∈L . 
Let arbitrary Ω∈0x , with RxV >)( 0 , );( Dd loc +∞ ℜ∈L  and consider the solution of  (1.1) with vtu ≡)(  and initial 
condition 0)0( xx = . Define the set })(:0{ Atxt ∉≥ . Clearly this set is non-empty (since })(:0{0 Atxt ∉≥∈ ). We 
next claim that ( )RxVAtxt −≤∉≥ − )(})(:0sup{ 01δ . Suppose that this is not the case. Then there exists 
( )RxVt −> − )( 01δ  with RtxV >))(( . Since { }RxVxA n ≤ℜ∈∩Ω= )(::  is positively invariant for system (1.1) 
with vtu ≡)( , this implies that RxV >))(( τ  for all ],0[ t∈τ . Consequently, it follows from (2.8) that 
δττ −≤))((xVd
d , a.e. on ],0[ t . Thus we obtain txVtxV δ−≤ )())(( 0 , which combined with the hypothesis 
( )RxVt −> − )( 01δ  gives RtxV ≤))(( , a contradiction.  
 
Thus, for every Ω∈0x , );( Dd loc +∞ ℜ∈L  there exists time 0),( 0 ≥xdT  with })(,0max{),( 010 RxVxdT −≤ −δ  
such that Atx ∈)( , for all ]),(),,([ 00 rxdTxdTt +∈ . Furthermore, inequality })(,0max{),( 010 RxVxdT −≤ −δ  
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implies ( )00 ),( xbcxdT +≤ , where { } { } N∈⎟⎟⎠
⎞⎜⎜⎝
⎛ −−−=
≤
− RVRxVsb
sx
)0(,0max)(,0maxmax:)( 1δ  and 
{ } 0)0(,0max: 1 ≥−= − RVc δ . By virtue of the hypotheses of the lemma, )()( 0xatx ≤ , for all ]),(,0[ 0 rxdTt +∈ , 
where ( ) N∈++= − )())()(exp(:)( 211 saspbrcpasa . Consequently, all requirements of Definition 2.4 hold and the set { }RxVxA n ≤ℜ∈∩Ω= )(::  is r -robustly reachable from nℜ⊆Ω  for system (1.1) with constant control. The 
proof is complete.      <   
 
The following example illustrates how Lemma 2.7 can be used for the establishment of r -robust reachability of sets 
with constant control. 
 
Example 2.8: Consider again the perturbed jet engine system (2.6). In this example, we show that the set { }4,1:),( 12221 ≤≤ℜ∈= xxxxA  is r -robustly reachable from the set { }1:),( 22212 ≤ℜ∈=Ω xxx  for system 
(2.6) with constant control and 1=r . Define 2Ω=Ω , 21)( xxV =  and 0=v . Notice that the solution )(tx  of (2.6) 
with initial condition 220100 ),( Ω∈′= xxx  satisfies ]1,1[)( 202 −∈= xtx  for all 0≥t  such that the solution of (2.6) 
exists. Moreover, we have: 
 
( ) )()(8)()(2)()()(3)()(2)( 2221214131221121 txtxtxtxtxtxtdtxtdtxdtd +≤+−+=  
 
The above differential inequality in conjunction with the fact that 202 )( xtx =  gives ( )txxtx 8exp8
1)( 220
2
10
2
1 ⎟⎠
⎞⎜⎝
⎛ +≤  for 
all 0≥t . Consequently, the solution of (2.6) exists for all 0≥t  and satisfies Ω∈)(tx  and  
 
)4exp(2)( 0 txtx ≤ , for all 0≥t                                                  (2.9) 
 
Moreover, notice that  
 
7232sup 21
4
1
3
12
2
11
]1,1[ 2
−≤+−+
−∈
xxxxdxd
d
, for all Ω∈x  with 16)( ≥xV                        (2.10) 
 
It follows from (2.9), (2.10) that the hypotheses of Lemma 2.7 hold with ssa =:)(1 , ssa 2:)(2 = , 4=p , 7=δ  and 
16:=R . Consequently the set { }16)(:: ≤ℜ∈∩Ω= xVxA n  is r -robustly reachable from nℜ⊆Ω  for system (2.6) 
with constant control and 1=r . Notice that { }4,1:),( 12221 ≤≤ℜ∈= xxxxA .            <  
 
Finally, we end this section with a result that provides links between r -robust reachability of sets with constant 
control and attractor theory for systems without disturbances. Particularly, we show that for every 0, >rε  an ε -
neighborhood of a compact global attractor is r -robustly reachable from nℜ . Consequently, knowledge of the 
dynamics of a control system under constant input may be used for the construction of r -robustly reachable sets.  
 
Lemma 2.9: Let mU ℜ⊆  with U∈0  and consider the control system: 
 
Ututx
tutxftx
n ∈ℜ∈
=
)(,)(
))(),(()(&
                                                                 (2.11) 
 
where f  is a locally Lipschitz vector field with 0)0( =f . Suppose that there exists Uv∈  such that the dynamical 
system (2.11) with vtu ≡)(  has a compact global attractor nA ℜ⊂ . Then for every 0, >rε  the ε -neighborhood of 
nA ℜ⊂ , ),( εAN (see notations)  is  r -robustly reachable from nℜ  for system (2.11) with constant control. 
 
Proof: Let ),( 0xtx  denote the solution of (2.11) with vtu ≡)(  and initial condition 0)0( xx = . Since nA ℜ⊂  is a 
global attractor, for every 0, >Rε  there exists 0),( ≥RT ε  such that the following implication holds (see [34]): 
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“if Rx ≤0  then ),(),( 0 εAxtx N∈  for all ),( RTt ε≥ ”                                     (2.12) 
 
Let ++ ℜ→ℜ:g  be defined by ))1,()2,()(()1,(:)( +−+−++= kTkTkskTsg εεε  for )1,[ +∈ kks  and every non 
negative integer k . Clearly, ++ ℜ→ℜ:g  is continuous with [ ] [ ]{ })2,(,)1,(min)( ++≥ sTsTsg εε , where [ ]s  is the 
integer part of 0≥s . Define )0(: gc =  and { }],0[:)0()(max:)( sygygsb ∈−= . Clearly, N∈b  with )()( sbcsg +≤  
for all 0≥s .  
 
Let nx ℜ∈0  and consider the solution of (2.11) with vtu ≡)(  and initial condition 0)0( xx = . By virtue of 
implication (2.12), there exists 0)( 0 ≥xT  such that ),(),( 0 εAxtx N∈  for all )( 0xTt ≥ . Moreover, [ ] [ ]{ })2,(,)1,(min)( 000 ++≤ xTxTxT εε , where [ ]0x  is the integer part of 0x  and consequently, we obtain ( ) ( )000 )( xbcxgxT +≤≤ . Consequently, requirements (ii), (iii) of Property (Q) of Definition 2.4 hold.  
 
We next show that requirement (i) of Property (Q) of Definition 2.4 holds as well for appropriate N∈a . Since 
nA ℜ⊂  is bounded, there exists 0>M  such that MBA ⊆),( εN , where MB  denotes the closed sphere in nℜ  of 
radius 0>M , centered at nℜ∈0 . Consequently, by virtue of implication (2.12), we obtain for all 0≥s : 
 { } { } { }( )
{ }( )MsxsTtxtx
sxsTtxtxsxsTtxtxsxtxtx
,,)],(,0[:),(supmax
,),(:),(sup,,)],(,0[:),(supmax,0:),(sup
00
000000
≤∈≤
≤≥≤∈≤≤≥
ε
εε
 
 
By virtue of continuity of the mapping ++ ℜ∈→∋ℜ×ℜ ),(),( 00 xtxxtn  and compactness of the set { }sxsTtxt n ≤∈ℜ×ℜ∈ + 00 ,)],(,0[:),( ε , it follows that { } +∞<≤∈ sxsTtxtx 00 ,)],(,0[:),(sup ε . Therefore, 
for all 0≥s , it holds that { } +∞<≤≥ sxtxtx 00 ,0:),(sup  . By virtue of Lemma 3.5 in [11] there exist a 
continuous positive function ),0(: +∞→ℜ+μ  and a function ∞∈Ka~  such that  
 ( )00 ~)(),( xatxtx μ≤  for all nxt ℜ×ℜ∈ +),( 0                                            (2.13) 
 
 Define { }])(,0[:)(max)(~:)( rsbcttsasa ++∈= μ  and notice that since ( )00 )( xbcxT +≤ , it follows from (2.13) that 
requirement (i) of Property (Q) of Definition 2.4 holds as well. The proof is complete.         <  
 
 
3. Main Results 
 
Our main results are presented below. Theorem 3.1 is an existence result for bounded sampled-data feedback, while 
Theorem 3.2 is an existence for locally bounded sampled-data feedback. The reader should notice that both theorems 
do not guarantee continuity of the sampled-data feedback stabilizer.  
 
Theorem 3.1: Consider system (1.1) under hypotheses (H1-2) and suppose the following:   
 
(P1) There exist a locally bounded mapping mn Uk ℜ⊆→ℜ:~  with 0)0(~ =k , a bounded open set nℜ⊆Θ  which 
contains a neighborhood of nℜ∈0 , a function ∞∈Kγ  with ( )xzxkzdf +≤ γ))(~,,(  for all 
nnDxzd ℜ×ℜ×∈),,( , a constant 0~ >h  and a function KL∈σ  such that the following estimate holds for all 
);();(),,( 0
++∞+∞ ℜℜ×ℜ×Θ∈ locloc Dddx LL  and 0≥t : 
 ( )txtx ,)( 0σ≤ , Θ∈)(tx                                                          (3.1) 
 
where )(tx  denotes the solution of the system: 
 
,...1,0,))(exp(
~
,0
),[,)))((
~
),(),(()(
10
1
=−+==
∈=
+
+
idh
txktxtdftx
iii
iii
ττττ
τττ&
                                             (3.2) 
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with initial condition Θ∈= 0)0( xx . 
  
 
(P2) There exist sets nj ℜ⊆Ω , Nj ,...,1=  with Θ=Ω1 , njNj ℜ=Ω∪= ,...,1 , such that for each },...,2{ Nj∈  the set 
i
j
i
Ω∪−=
1
1
 is  r -robustly reachable from nj ℜ⊆Ω  for system (1.1) with constant control. 
 
Then the equilibrium point nℜ∈0  of (1.1) under hypotheses (H1-2) is robustly globally stabilizable by means of 
bounded sampled-data control with positive sampling rate. 
 
 
 
Theorem 3.2: Consider system (1.1) under hypotheses (H1-2) and suppose that hypothesis (P1) of Theorem 3.1 holds 
as well as the following hypothesis:   
 
(P3) There exists a sequence of sets nj ℜ⊆Ω , ,...2,1=j   with Θ=Ω1 , njj ℜ=Ω∪
∞
=1 , such that for each 
,...}3,2{∈j  the set i
j
i
Ω∪−=
1
1
 is  r -robustly reachable from nj ℜ⊆Ω  for system (1.1) with constant control. Moreover, 
for each compact nK ℜ⊆ , there exists ,...}3,2{∈N  such that j
N
j
K Ω∪⊆ =1 . 
 
Then the equilibrium point nℜ∈0  of (1.1) under hypotheses (H1-2) is robustly globally stabilizable by means of 
sampled-data control with positive sampling rate. 
 
 
Remark 3.3: We next provide a brief discussion of hypotheses (P1), (P2), (P3). Hypothesis (P1) is a local hypothesis, 
which guarantees the existence of a sampled-data feedback, which “works effectively” in the set nℜ⊆Θ . There are 
many tools in the literature that can be used for the verification of hypothesis (P1) (see for instance [27,31]). It should 
be emphasized that sampled-data feedback designed by emulation is expected to satisfy hypothesis (P1) for 
appropriate set nℜ⊆Θ . On the other hand, hypotheses (P2), (P3) are hypotheses of global nature. All tools presented 
in previous section can be used in order to show the existence of appropriate sets nj ℜ⊆Ω . It should be emphasized 
that the role of nonlinearities in the verification of hypotheses (P2), (P3) is essential (contrary to hypothesis (P1), 
which as a local hypothesis depends heavily on the linearization of system (1.1)).     
 
 
The following lemma can be used for the verification of hypothesis (P1). Its proof can be found in the Appendix. 
 
 
Lemma 3.4: Consider system (1.1) under hypotheses (H1-2) and suppose that there exists a locally bounded mapping 
mn Uk ℜ⊆→ℜ:~  with 0)0(~ =k , a function ∞∈Kγ  with ( )xzxkzdf +≤ γ))(~,,(  for all nnDxzd ℜ×ℜ×∈),,( , 
a continuous positive function ++ ℜ→ℜ:ρ , a positive definite, continuously differentiable and radially unbounded 
function +ℜ→ℜnV : , constants 0, >γR , 0, ≥LM  such that the following inequalities hold for all Θ∈z , Θ∈x  
and Dd ∈ : 
 
22))(
~
,,()( xxzLxkzdfxz γ+−≤′−                                                        (3.3) 
 { } ( ))(,:))(~,,()(sup zVzxzMDdxkzdfzV ρ−≤≤−∈∇                                        (3.4) 
 
where { }RxVx n <ℜ∈=Θ )(:: . Let )(tx  denote the solution of (3.2), initial condition nxx ℜ∈= 0)0(  and 
corresponding to input );();()~,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL . Then hypothesis (P1) of Theorem 3.1 holds with 
 10
sampling period 0~ >h  satisfying ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛
++<
2
1
11ln
2
1~
M
L
L
h γ , for the case 0>L  or 
2
1
1
2
1~ ⎟⎠
⎞⎜⎝
⎛
+< Mh γ , for the case 
0=L . 
 
 
The rest of the section is devoted to the proof of Theorems 3.1, 3.2.  
 
 
Proof of Theorem 3.1: Define recursively the following sets by the following formulae: 
 
1\ −Ω= iii BC , iii BB Ω∪= −1 , Ni ,...,2=                                                   (3.5a) 
 
with  
 
Θ=Ω= 11C , Θ=Ω= 11B                                                            (3.5b) 
 
Notice that kiikkiiki
CB
,...,,..., == ∪=Ω∪=  for all Ni ,...,1= . Consequently, by virtue of hypothesis (P2), 
n
NB ℜ= . Let 
Uvi ∈  be the constant control that guarantees property (Q) of Definition 2.4 for every set iΩ  with 1>i . We define: 
 
ivxk =)(  if iCx∈  with 1>i                                                        (3.6a) 
 
)(
~
)( xkxk =  if Θ=∈ 1Cx                                                         (3.6b) 
 
},
~
min{ rhh =                                                                    (3.6c) 
 
Notice that since mn Uk ℜ⊆→ℜ:~  is locally bounded, it follows that the mapping Uk n →ℜ:  as defined by 
(3.6a,b) is bounded.  
 
We next claim that there exists a function ∞∈Kκ  with ( )xzxkzdf +≤κ))(,,(  for all nnDxzd ℜ×ℜ×∈),,(  
and a function KL∈σ  such that estimate (2.3) holds for all );();()~,,( 0 ++∞+∞ ℜℜ×ℜ×ℜ∈ loclocn Dddx LL  and 0≥t  
for the solution )(tx  of (2.4) with initial condition 0)0( xx =  and corresponding to inputs 
);();()
~
,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL .  
 
Notice that by virtue of hypotheses (P1), (H2) the function { }Ddsxzxkzdfss ∈≤+=→∋ℜ+ ,:))(,,(sup:)(~κ  
is a non-decreasing function which satisfies )()(~ ss γκ ≤  for 0≥s  sufficiently small and ( )xzxkzdf +≤κ~))(,,(  
for all nnDxzd ℜ×ℜ×∈),,( . It turns out that κ~  can be bounded from above by the ∞K  function κ  defined by 
∫+= s
s
dww
s
ss
2
)(~1:)( κκ  for 0>s  and 0)0( =κ . Consequently, there exists a function ∞∈Kκ  with 
( )xzxkzdf +≤κ))(,,(  for all nnDxzd ℜ×ℜ×∈),,( . 
 
In order to show the existence of a function KL∈σ  such that estimate (2.3) holds for all 
);();()
~
,,( 0
++∞+∞ ℜℜ×ℜ×ℜ∈ loclocn Dddx LL  and 0≥t  for the solution )(tx  of (2.4) with initial condition 0)0( xx =  
and corresponding to inputs );();()
~
,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL , we need to show the following things: 
 
• for every 0>s , it holds that 
 { } +∞<ℜℜ×ℜ∈≤≥ ++∞+∞ );();()~,(,,0;)(sup 0 locloc Dddsxttx LL  
(Robust Lagrange Stability) 
 
• for every 0>ε  there exists a ( ) 0: >= εδδ  such that: 
 11
{ } εδ ≤ℜℜ×ℜ∈≤≥ ++∞+∞ );();()~,(,,0;)(sup 0 locloc Dddxttx LL  
(Robust Lyapunov Stability) 
 
• for every 0>ε  and 0≥s , there exists a ( ) 0,: ≥= sεττ , such that: 
 { } ετ ≤ℜℜ×ℜ∈≤≥ ++∞+∞ );();()~,(,,;)(sup 0 locloc Dddsxttx LL  
(Uniform Attractivity) 
 
The above properties guarantee the existence of a function KL∈σ  such that estimate (2.3) holds for all 
);();()
~
,,( 0
++∞+∞ ℜℜ×ℜ×ℜ∈ loclocn Dddx LL  and 0≥t  for the solution )(tx  of (2.4) with initial condition 0)0( xx =  
and corresponding to inputs );();()
~
,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL . Indeed, we may define { });();()~,(,,;)(sup:),(~ 0 ++∞+∞ ℜℜ×ℜ∈≤≥= locloc Dddsxtxts LLξξσ  for all 0, ≥ts . By defining 
)0,(~:),(~ sts σσ =  for all 0≥s , )0,1[−∈t , the desired KL∈σ  can be defined by 
∫ ∫
−
+−=
t
t
s
s
dwdw
s
tsts
1
2
),(~1)exp(),( ξξσσ  for all 0≥t , 0>s  and 0),0( =tσ  for all 0≥t . 
 
Since the solution of (2.4) with 0)0( xx =  corresponding to inputs );();()~,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL  coincides 
with the solution of (3.2) with same initial condition corresponding to inputs );();(),( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL  
with ⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
h
htdtd
~
ln)(
~
)( , it follows that Robust Lyapunov Stability is an immediate consequence of hypothesis (P1) 
(notice that nℜ⊆Θ  contains a neighborhood of nℜ∈0 ). Thus we are left with the proofs of Robust Lagrange 
Stability and Uniform Attractivity. Robust Lagrange Stability and Uniform Attractivity will be shown with the help of 
the following fact, which is shown in the Appendix. Let 0≥ic  and the functions N∈ii ba ,  that guarantee property 
(Q) of Definition 2.4 for every non-empty set iΩ  with 1>i  and let )(max:)(
,...,2
sasa i
Ni=
= , )(max:)(
,...,2
sbsb i
Ni=
= , 
i
Ni
cc
,...,2
max:
=
= . 
 
 
FACT: Let );(~ ++∞ ℜℜ∈ locd L  and { },...,,:)~( 210 τττπ =d  (the set of sampling times), where 00 =τ  and ( ))(~exp1 iii dh τττ −+=+  for 0≥i . If ki Cx ∈)(τ  for certain 1>k , then for every );( Dd loc +∞ ℜ∈L  there exists 
]))((,[)
~
( rxbcd iii +++∩∈ τττπτ  and }1,...,1{ −∈ km  such that mCx ∈)(τ . Moreover, ( ))()( ixatx τ≤  for all 
],[ ττ it∈ .  
 
Since nkNk
C ℜ=∪= ,...,1  and since Θ=1C , the above fact implies that for every 
);();()
~
,,( 0
++∞+∞ ℜℜ×ℜ×ℜ∈ loclocn Dddx LL  the solution )(tx  of (2.4) with initial condition 0)0( xx =  and 
corresponding to inputs );();()
~
,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL , satisfies Θ∈)(τx  for certain 
]))((,0[)
~
( 0
)( NrxaNbNcd N ++∩∈πτ  and ( )0)()( xatx N≤  for all ],0[ τ∈t , where 43421 ooo
timesN
N aaaa ...)( = . By virtue 
of (3.1), it follows that ( )τσ −≤ txatx N ,)()( 0)(  for all τ≥t . The properties of the KL  functions in 
conjunction with the previous estimate of the solution imply the Uniform Attractivity property. Moreover, we have ( )0,)()( 0)( xatx Nσ≤ , for all 0≥t  (Uniform Lagrange Stability). The proof is complete.        <  
 
 
Proof of Theorem 3.2: Define recursively the following sets by the following formulae: 
 
1\ −Ω= iii BC , iii BB Ω∪= −1 , ,...,3,2=i                                                   (3.7a) 
 
with  
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Θ=Ω= 11C , Θ=Ω= 11B                                                            (3.7b) 
 
Notice that kiikkiiki
CB
,...,,..., == ∪=Ω∪=  for all ,...3,2,1=i . Let Uvi ∈  be the constant control that guarantees property 
(Q) of Definition 2.4 for every set iΩ  with 1>i . We define mn Uk ℜ⊆→ℜ:  with 0)0( =k  and 0>h  by (3.6). 
 
Since for each compact nK ℜ⊆ , there exists ,...}3,2{∈N  such that j
N
jj
N
j
CK
11 == ∪=Ω∪⊆  and 
mn Uk ℜ⊆→ℜ:~  is 
locally bounded, it follows that the mapping Uk n →ℜ:  as defined by (3.6a,b) is locally bounded.  
 
The proof of the existence of ∞∈Kκ  with ( )xzxkzdf +≤κ))(,,(  for all nnDxzd ℜ×ℜ×∈),,(  follows 
exactly the same procedure with the proof of Theorem 3.1. Moreover, as in the proof of Theorem 3.1, in order to 
complete the proof we need to show Robust Lagrange Stability, Robust Lyapunov Stability and Uniform Attractivity 
for system (2.4).  
 
The proof of Robust Lyapunov Stability follows exactly the same arguments as in the proof of Theorem 3.1. Thus we 
are left with the proofs of Robust Lagrange Stability and Uniform Attractivity.  
 
Let 0≥s  and consider the closed ball }:{ sxx n ≤ℜ∈ . By virtue of hypothesis (P3) there exists ,...}3,2{∈N  such 
that j
N
j
n sxx Ω∪⊆≤ℜ∈ =1}:{ . Let 0≥ic  and the functions N∈ii ba ,  that guarantee property (Q) of Definition 2.4 
for every iΩ  with 1>i  and let )(max:)(
,...,2
sasa i
Ni=
= , )(max:)(
,...,2
sbsb i
Ni=
= , i
Ni
cc
,...,2
max:
=
= . The following fact is a 
simple extension of the fact used in the proof of Theorem 3.1. 
 
 
FACT: Let );(~ ++∞ ℜℜ∈ locd L  and { },...,,:)~( 210 τττπ =d  (the set of sampling times), where 00 =τ  and ( ))(~exp1 iii dh τττ −+=+  for 0≥i . If ki Cx ∈)(τ  for certain },...,2{ Nk ∈ , then for every );( Dd loc +∞ ℜ∈L  there 
exists ]))((,[)~( rxbcd iii +++∩∈ τττπτ  and }1,...,1{ −∈ km  such that mCx ∈)(τ . Moreover, ( ))()( ixatx τ≤  for 
all ],[ ττ it∈ .  
 
Since kNk
n Csxx
,...,1
}:{ =∪⊆≤ℜ∈  and since Θ=1C , the above fact implies that for every 
);();(}:{)
~
,,( 0
++∞+∞ ℜℜ×ℜ×≤ℜ∈∈ loclocn Dsxxddx LL  the solution )(tx  of (2.4) with initial condition 0)0( xx =  
and corresponding to (arbitrary) inputs );();()
~
,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL , satisfies Θ∈)(τx  for certain 
]))((,0[)
~
( 0
)( NrxaNbNcd N ++∩∈πτ  and ( )0)()( xatx N≤  for all ],0[ τ∈t , where 43421 ooo
timesN
N aaaa ...)( = . By virtue 
of (3.1), it follows that ( )τσ −≤ txatx N ,)()( 0)(  for all τ≥t . The properties of the KL  functions in 
conjunction with the previous estimate of the solution imply the Uniform Attractivity property. Moreover, we have ( )0,)()( 0)( xatx Nσ≤ , for all 0≥t  (Uniform Lagrange Stability). The proof is complete.        <  
 
 
 
4. Examples and Applications 
 
In this section examples are presented, which illustrate how the main results of the present work (Theorem 3.1 and 
Theorem 3.2) can be used for the construction of robust sampled-data feedback stabilizers.  
 
Example 4.1: We consider again the perturbed jet engine system (2.6). Here, we intend to prove that the perturbed jet 
engine system (2.6) is robustly globally stabilizable by means of bounded sampled-data control with positive 
sampling rate. The proof will exploit Theorem 3.1. 
 
Consider the function 
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( )21221 52
1
2
1)( xxxxV ++=                                                                 (4.1) 
 
Notice that the set { }4,1:),( 12221 ≤≤ℜ∈= xxxxA  is a subset of ⎭⎬⎫⎩⎨⎧ +<ℜ∈=Θ ε2457)(:2 xVx  for all 0>ε . 
Consequently, Examples 2.6 and 2.8 show that the sets { }1:),( 22214 ≥ℜ∈=Ω xxx , { }1:),( 22213 −≤ℜ∈=Ω xxx , { }1:),( 22212 ≤ℜ∈=Ω xxx , Θ=Ω1 , satisfy hypothesis (P2) of Theorem 3.1. 
We next show that hypothesis (P1) of Theorem 3.1 is also satisfied for the function V  defined by (4.1).  
 
The derivative of V  along the trajectories of system (2.6) is expressed by the following equality for all 
22]1,1[),( ℜ×−∈xd : 
 
( ) ⎟⎠
⎞⎜⎝
⎛ +−++++⎟⎠
⎞⎜⎝
⎛ +−+=⎥⎥⎦
⎤
⎢⎢⎣
⎡ +−+∇ 23121211122312121112
3
1
2
1211 5
2
5
2
1555
2
1
2
3
2
1
2
3
)( xxxdxduxxxxxdxdx
u
xxxdxdxV  
Using the inequalities 21
4
1
3
12 4
9
4
1
2
3 xxxd +≤ , ( )21221121 5254
155 xxxxxx ++≤+ , 
( )212411221 54
225
4
15
2
15 xxxxxx ++≤+ , we obtain the following inequality for all 22]1,1[),( ℜ×−∈xd : 
 
( ) ( ) ⎟⎠
⎞⎜⎝
⎛ +−++++−−≤⎥⎥⎦
⎤
⎢⎢⎣
⎡ +−+∇ 231112212212
3
1
2
1211 89
2
542155
4
11
2
3
2
1
2
3
)( xxxuxxxxx
u
xxxdxdxV       (4.2) 
 
We define 3121 2
589421)(
~
xxxxk +−−=  and we obtain from (4.2) for all 222]1,1[),,( ℜ×ℜ×−∈zxd : 
 
( ) ( ) 22222112212122122123121211 89162254215223)(~ 2
1
2
3
)( xzxzxzzzz
xk
zzzdzdzV −+−⎟⎠
⎞⎜⎝
⎛ ++++−−≤⎥⎥⎦
⎤
⎢⎢⎣
⎡ +−+∇  
 
If Θ∈z , Θ∈x , where { }RxVx n <ℜ∈=Θ )(::  (which gives Rx 221 ≤ , Rz 221 ≤ ), the above inequality implies:  
 
( ) ( ) 2222122123121211 2254215223)(~ 2
1
2
3
)( xzRzzz
xk
zzzdzdzV −+++−−≤⎥⎥⎦
⎤
⎢⎢⎣
⎡ +−+∇                            (4.3) 
 
Notice that ( ) 221221 80
35
2
3 zzzz ≥++ . Consequently, if ( ) zxzR ≤−+ 22 225421
3
80 , Θ∈z , Θ∈x , we obtain 
from (4.3) for all 2]1,1[−∈d : 
 
( ) )(5
2
1
2
1
)(
~ 2
1
2
3
)( 212
2
1
2
3
1
2
1211 zVzzz
xk
zzzdzdzV −=+−−≤⎥⎥⎦
⎤
⎢⎢⎣
⎡ +−+∇                                   (4.4) 
 
Inequality (4.4) shows that inequality (3.2) holds with ε+=
2
457R , ( )22 225421
3
80 RM +=  and ss =:)(ρ , for all 
0>ε . Moreover, we obtain for all  Θ∈z , Θ∈x , 2]1,1[−∈d : 
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( )221222
222
3
1
2
121111
)(
~
2
1
24
9
2
12
2
7
)(
~
)(
2
1
2
3)())(
~
,,()(
xkxRRxxzR
xkxzzzzdzdxzxkzdfxz
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++−⎟⎠
⎞⎜⎝
⎛ +≤
−+⎟⎠
⎞⎜⎝
⎛ +−+−=′−
                     (4.5) 
 
Notice that ( ) xRxRxxk 3325)4215(89)(~ 12 −≤−+≤ , for all Θ∈x . Consequently, inequality (4.5) shows that 
inequality (3.1) holds with RL 2
2
7 +=  and ( )22 3325
2
1
2
1
4
9 −+++= RRRγ .  
 
It follows from Theorem 3.1 that the perturbed jet engine system (2.6) is robustly globally stabilizable by means of 
bounded sampled-data control with positive sampling rate. Since Theorem 3.1 is proved constructively, a bounded 
sampled-data feedback can be suggested. Particularly, following the proof of Theorem 3.1, the following 
discontinuous feedback law: 
 
3
121 2
589421)( xxxxk +−−= , if ⎭⎬
⎫
⎩⎨
⎧ +<ℜ∈=∈ ε
2
457)(:21 xVxCx , 
0)( =xk , if ⎭⎬
⎫
⎩⎨
⎧ +≥≤ℜ∈=∈ ε
2
457)(,1:),( 2
2
212 xVxxxCx , 
1)( =xk , if ⎭⎬
⎫
⎩⎨
⎧ +≥−<ℜ∈=∈ ε
2
457)(,1:),( 2
2
213 xVxxxCx , 
1)( −=xk , if ⎭⎬
⎫
⎩⎨
⎧ +≥>ℜ∈=∈ ε
2
457)(,1:),( 2
2
211 xVxxxCx  
 
is a robust sampled-data feedback stabilizer for system (2.6) for all 0>ε . In Figures 1, 2, 3 it is shown the evolution 
of the states for the closed-loop system (2.6) with  
 
,...1,0,))(
~
exp(,0
),[,))(()(
10
1
=−+==
∈=
+
+
idh
txktu
iii
iii
ττττ
τττ
                                                    (4.6) 
 
The parameters ε,h  were selected to be 001.0== εh and the initial state is 10)0(1 =x , 2)0(2 =x . In Figure 1 it is 
shown the evolution of the states of the closed-loop system (2.6) with (4.6) corresponding to inputs  0)(
~
)(1 ≡= tdtd , 
1)(2 ≡td  and in Figure 2 it is shown the evolution of the states of the closed-loop system (2.6) with (4.6) 
corresponding to inputs 1)(1 ≡td , )sin()(2 ttd = , 0)(~ ≡td . Finally, in Figure 3 we tested the performance of the 
system to additional perturbations of the sampling schedule: the inputs were selected 1)(1 ≡td , 1)(2 ≡td , 
)sin()(
~
ttd = . It is clear that in all cases the closed-loop system presents fast convergence of the states to the 
equilibrium point. The sampling time iτ  ( ,...2,1,0=i ) that the state trajectory enters the set 
⎭⎬
⎫
⎩⎨
⎧ +<ℜ∈=Θ ε
2
457)(:2 xVx  is the time where the derivative )(2 tx&  presents an abrupt jump (from the value -1 to 
a negative value with large absolute value).  
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Figure 1: The evolution of the states of the closed-loop system (2.6) with (4.6) corresponding to inputs  
0)(
~
)(1 ≡= tdtd , 1)(2 ≡td  
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Figure 2: The evolution of the states of the closed-loop system (2.6) with (4.6) corresponding to inputs 1)(1 ≡td , 
)sin()(2 ttd = , 0)(~ ≡td  
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Figure 3: The evolution of the states of the closed-loop system (2.6) with (4.6) corresponding to inputs 1)(1 ≡td , 
1)(2 ≡td , )sin()(~ ttd =  
 
 
 
It should be emphasized that other selections for feedback can be constructed (using different control Lyapunov 
functions from the quadratic one that we used in this work).        <  
 
 
Example 4.2: This example illustrates the use of Theorem 3.2 for the construction of a globally stabilizing sampled-
data feedback. Consider the scalar system: 
 
]0,(,
)(
−∞∈ℜ∈
+=
ux
uxax&
                                                                             (4.7) 
 
where ℜ→ℜ:a  is a locally Lipschitz function with 0)0( =a  and 0)( >xa  for all 0≠x . We claim that system 
(4.7) satisfies hypotheses (P1), (P3) and consequently, (by virtue of Theorem 3.2) it is robustly globally stabilizable 
by means of sampled-data control with positive sampling rate. 
 
 
In order to show the validity of hypothesis (P1), define )2,(−∞=Θ , 
1
1~
+= Lh  and  
 
⎩⎨
⎧
>+−
−∞∈=
0)1(
]0,(0
:)(
~
xforxL
xfor
xk                                                             (4.8) 
 
where 0>L  is the Lipschitz constant that satisfies 
 
Lxxa ≤)( , ]2,0[∈∀x                                                                        (4.9) 
 
The solution of )(
~
)( 0xkxax +=&  starting at )2,0()0( 0 ∈= xx  satisfies 0)( xtx ≤  as long as the solution exists, since 
by virtue of (4.9) we have 0)1()( 000 <−≤+− xxLxa . Moreover, as long as the solution satisfies 0)( ≥tx , it holds 
that 00)1( xxxL −≤≤+− & , which directly implies ( ) 00 )1()()1(1 xttxxtL −≤≤+− . A simple contradiction argument 
shows that 0)1()(0 xttx −≤≤  for all ]~,0[ ht∈ . Consequently, Θ∈)(tx  and 0)exp()( xttx −≤ , for all ]~,0[ ht ∈ . 
Working by induction it can be shown that for all );( ++∞ ℜℜ∈ locd L  the solution of ))((~))(()( ixktxatx τ+=& , 
))(exp(
~
1 iii dh τττ −+=+  starting at )2,0()0( 0 ∈= xx  satisfies Θ∈)(tx  and 0)exp()( xttx −≤ , for all 0≥t . 
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On the other hand, the solution of )(
~
)( 0xkxax +=&  starting at 0)0( 0 <= xx  satisfies 0)(0 ≤≤ txx  for all 0≥t . 
Consequently, it holds that ))(()( txatx
dt
d −−=  for all 0≥t  and Lemma 4.4 in [21] implies the existence of 
KL∈σ   with ),()),,(( τστσσ += tsts for all 0,, ≥τts  such that ( )txtx ,)( 0σ≤  for all 0≥t . Working 
inductively, it can be shown that for all );( ++∞ ℜℜ∈ locd L  the solution of ))((~))(()( ixktxatx τ+=& , 
))(exp(
~
1 iii dh τττ −+=+  starting at 0)0( 0 <= xx  satisfies Θ∈)(tx  and ( )txtx ,)( 0σ≤ , for all 0≥t .   
 
Therefore, hypothesis (P1) holds for system (4.7). 
 
We next show that hypothesis (P3) holds as well. Consider the sets Θ=Ω1 , ],1( jjj −=Ω  for ,...3,2=j . We will 
show that for all ,...3,2=j  and 0>r , the set ℜ⊆Ω∪−= i
j
i
1
1
 is  r -robustly reachable from the set ℜ⊆Ω j  for system 
(4.7) with constant control. Notice that Θ=Ω∪−= i
j
i
1
1
 for 2=j  and ]1,(1
1
−−∞=Ω∪−= ji
j
i
 for 3≥j . Let 
)(max1
1
sav
jsj
j ≤≤−
−−=  and consider the solution of jvxax += )(&  with initial condition jxx Ω∈= 0)0( . As long as the 
solution exists, the following inequalities hold: jvx ≥&  and 0)( xtx ≤ . Consequently, it holds that 
00 )( xtxtvx j ≤≤+ . A simple contradiction argument shows that the solution exists for all 0≥t  and satisfies ( )( )00 2)exp()( xgxttx +≤ , where )(max)(
0
xassg
sx≤≤
+=  (a function of class ∞K ). For 3≥j , the fact that the set 
]1,(
1
1
−−∞=Ω∪−= ji
j
i
 is  r -robustly reachable from the set ℜ⊆Ω j  can be shown by following the procedure in the 
proof of Lemma 2.7 (with xxV =)( ). For 2=j , the fact that the set )2,(1
1
−∞=Ω∪−= i
j
i
 is  r -robustly reachable from 
the set ℜ⊆Ω j  can be shown by the fact that the solution satisfies 0)( xtx <  for all 0>t . 
 
Thus system (4.7) is robustly globally stabilizable by means of sampled-data control with positive sampling rate. A 
possible selection of the feedback is: 
 
)(
~
)( xkxk = , for )2,(−∞∈x  
)(max1)2(
21
sak
s≤≤
−−=  
)(max1)(
1
saxk
jsj ≤≤−
−−= , for ],1( jjx −∈ , 3≥j  
 
where )(
~
xk  is defined by (4.8) and 
1
1
+= Lh  where 0>L  is the Lipschitz constant that satisfies (4.9).           <  
 
It should be emphasized that the methodology used in Example 4.1 and Example 4.2, which is based on the main 
results of the present work (Theorem 3.1 and Theorem 3.2): 
 
∗  provides a simple formula for a stabilizing sampled-data feedback, 
∗  guarantees global asymptotic stability for the closed-loop system, 
∗  guarantees robustness to perturbations of the sampling schedule, 
∗  provides means to determine the maximum allowable sampling period, 
∗  is not limited to special cases where the solution map is available, 
∗  is not limited to special cases where the nonlinear term is homogeneous or globally Lipschitz  
 
No other sampled-data feedback design methodology available in the literature can provide all the above features 
simultaneously. 
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Appendix 
 
Proof of Lemma 3.4: Lemma 4.4 in [21], guarantees the existence of a continuous function σ  of class KL , with 
ss =)0,(σ  for all 0≥s  which satisfies ( )),(),( tsts
t
σρσ −=∂
∂  for all 0, ≥ts  with the following property: if 
+ℜ→],[: 10 tty  is an absolutely continuous function and ],[ 10 ttI ⊂  a set of Lebesgue measure zero such that )(ty&  
is defined on Itt \],[ 10  and such that  the following differential inequality holds for all Ittt \],[ 10∈ : 
 ( ))()( tyty ρ−≤&                                                                          (A1) 
then the following estimate holds for all ],[ 10 ttt∈ : 
 ( )00 ,)()( tttyty −≤σ                                                                     (A2) 
 
Actually, the statement of Lemma 4.4 in [21] does not guarantee that σ  is continuous or that ss =)0,(σ  for all 
0≥s , but a close look at the proof of Lemma 4.4 in [21] shows that this is the case when ++ ℜ→ℜ:ρ  is a positive 
definite continuous function.  
 
Let Θ∈0x , nx ℜ∈≠ 00 , );();()~,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL . The solution )(tx  of (2.4) with kk ~≡  exists locally 
and by virtue of (3.2) satisfies Θ∈)(tx  and )()( 0 txxtxM ≤−  for 0>t  sufficiently small. Let ))0(~exp(1 dh −=τ  
and notice that as long as the conditions Θ∈)(tx  and )()( 0 txxtxM ≤−  hold for ),0[ 1τ∈t  we have from (3.3) and 
(3.4): 
 
( )))(())(( txVtxV
dt
d ρ−≤  and 202020 )()(2
1 xxtxLxtx
dt
d γ+−≤⎟⎠
⎞⎜⎝
⎛ − , a.e.                  (A3) 
 
Consequently, by virtue of (A1), (A2) and (A3) we obtain the following inequalities which hold as long as the 
conditions Θ∈)(tx  and )()( 0 txxtxM ≤−  hold for ],0[ 1τ∈t :  
 
( )txVtxV ,)())(( 0σ≤  and ( )L
Ltxxtx 12exp)( 00
−≤− γ  for the case 0>L                     (A4) 
or 
 
( )txVtxV ,)())(( 0σ≤  and txxtx γ2)( 00 ≤−  for the case 0=L                          (A5) 
 
By using (A4), (A5) in conjunction with the trivial inequality )()( 00 txxtxx +−≤ , we obtain the following 
inequalities which hold as long as the conditions Θ∈)(tx  and )()( 0 txxtxM ≤−  hold for ],0[ 1τ∈t : 
 
 20
( )txVtxV ,)())(( 0σ≤  and ( )( )( )( ) )(12exp
12exp
)( 0 tx
LtL
Lt
xtx −−
−≤− γ
γ
 for the case 0>L                   (A6) 
or 
 
( )txVtxV ,)())(( 0σ≤  and )(
21
2
)( 0 tx
t
t
xtx γ
γ
−≤−  for the case 0=L                              (A7) 
 
Notice that since ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛
++<≤≤
2
1 1
11ln
2
1
M
L
L
ht γτ , for the case 0>L  or 
2
1 1
1
2
1 ⎟⎠
⎞⎜⎝
⎛
+<≤≤ Mht γτ  for the case 
0=L , we conclude that ( )( )( )( ) 112exp
12exp <−−
−
LtL
Lt
M γ
γ
, 
( )
1
12exp <−
L
Ltγ  for the case 0>L  or 1
21
2 <− t
t
M γ
γ
, 
12 <tγ  for the case 0=L . Consequently, combining the previous inequalities with (A4), (A5), (A6) and (A7), we 
obtain the following estimate for the solution )(tx  of (2.4) with kk
~≡ , which holds as long as the conditions 
Θ∈)(tx  and )()( 0 txxtxM ≤−  hold for ],0[ 1τ∈t : 
 ( )txVtxV ,)())(( 0σ≤  and )()( 0 txxtxM <−   
 
A simple contradiction argument shows that the above estimate holds for all ],0[ 1τ∈t . Notice that estimate ( )txVtxV ,)())(( 0σ≤  holds for the case 00 =x  as well.  
 
Using induction and the semigroup property for σ , we obtain for all non-negative integers i : 
 ( )txVtxV ,)())(( 0σ≤ , for all ],[ 1+∈ iit ττ                                                   (A8) 
 
Since +ℜ→ℜnV :  is a positive definite, continuously differentiable and radially unbounded function, there exist 
functions ∞∈Kaa 21,  such that ( ) ( )xaxVxa 21 )( ≤≤ , for all nx ℜ∈  (Lemma 3.5, page 138 in [16]).  The 
conclusion of Lemma 3.2 is an immediate consequence of (A8), the previous inequality and the properties of KL  
functions. The proof is complete.              <  
 
 
Proof of Fact in the proof of Theorem 3.1: Let );();()~,( ++∞+∞ ℜℜ×ℜ∈ locloc Ddd LL  and ki Cx ∈)(τ  with 1>k  
(arbitrary). By virtue of definition (3.5) if follows that kix Ω∈)(τ . Let Uvk ∈  be the constant control that 
guarantees property (Q) of Definition 2.4 with Ω  replaced by kΩ  and 1
1
1 −
−
= =Ω∪= ki
k
i
BA . The solution of (2.4) on 
],[ 1+ii ττ  coincides with the solution of (1.1) with kvtu ≡)( , same initial conditions and corresponding to the same 
input );( Dd loc
+∞ ℜ∈L .  
 
Let [ ]))((,0))(,( ii xbcxdT ττ +∈  the time involved in property (Q) of Definition 2.4. Since +∞=+∞→ pip τlim  (see 
[12]), there exists integer 0≥p  such that ipiiipi xdT τττττ −≥>− +++ ))(,(1 . We claim that there exists non-
negative integer 1+≤ pq  such that sqi Cx ∈+ )(τ   for some ks < . Notice that an immediate consequence of the 
claim is that rxbcrxdTr iiiipipiqi +++≤++≤+≤≤ ++++ ))(())(,(1 τττττττ . 
 
By virtue of property (Q) of Definition 2.4 and since rii +≤+ ττ 1 , the solution of (2.4) exists for all ],[ 1+∈ iit ττ  and 
satisfies ))(()( ixatx τ≤ , for all ],[ 1+∈ iit ττ . In order to prove the above claim we distinguish the following cases:  
 
a) iiixdT τττ −> +1))(,( . In this case we have kki Bx ⊆Ω∈+ )( 1τ . Since sksk CB ,...,1=∪= , it follows that there exists 
},...,1{ ks∈  such that si Cx ∈+ )( 1τ .  
 21
b) iiixdT τττ −≤ +1))(,( . Since rii ≤−+ ττ 1 , in this case there exists }1,...,1{ −∈ km  such that mmi Bx ⊆Ω∈+ )( 1τ . 
Since smsm
CB
,...,1=∪= , there exists ks <  such that si Cx ∈+ )( 1τ . 
 
In every case we obtain the existence of },...,1{ ks∈  such that si Cx ∈+ )( 1τ . However, if kki Cx Ω⊆∈+ )( 1τ , then 
iiixdT τττ −> +1))(,(  and thus we can guarantee that property (Q) of Definition 2.4 holds with 
)())(,())(,( 11 iiii xdTxdT ττττ −−= ++ .  Furthermore, since rii ≤− ++ 12 ττ , the solution of (2.4) exists for all 
],[ 2+∈ iit ττ  and satisfies ))(()( ixatx τ≤ , for all ],[ 2+∈ iit ττ . By distinguishing cases (similarly as above), we 
conclude that there exists },...,1{ ks∈  such that si Cx ∈+ )( 2τ .  
 
However, if ki Cx ∈+ )( 2τ , then 121 ))(,( +++ −> iiixdT τττ  and thus we can guarantee that property (Q) of Definition 
2.4 holds with )())(,()())(,())(,( 21212 iiiiiii xdTxdTxdT τττττττ −−=−−= +++++ . Furthermore, since 
rii ≤− ++ 23 ττ , the solution of (2.4) exists for all ],[ 3+∈ iit ττ  and satisfies ))(()( ixatx τ≤ , for all ],[ 3+∈ iit ττ . 
 
Continuing in the same way, we conclude that there exists non-negative integer pq ≤  such that sqi Cx ∈+ )(τ   for 
some }1,...,1{ −∈ km , because otherwise we would have  0)())(,())(,( 11 <−−= ++++ ipiipi xdTxdT ττττ   (a 
contradiction). Moreover, the solution of (2.4) satisfies ))(()( ixatx τ≤ , for all ],[ qiit +∈ ττ .  
 
The proof is complete.           <  
 
 
 
 
 
 
 
 
