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ABSTRACT
We present an extensive study of spectroscopically-derived chemical abundances for M87 and its
globular cluster (GC) system. Using observations from the Mitchell spectrograph at McDonald, LRIS
at Keck, and Hectospec on the MMT, we derive new metallicity gradients from∼ 2 to 140 kpc. We use a
novel hierarchical statistical framework to simultaneously separate the GC system into subpopulations
while measuring the metallicity gradients of those subpopulations. We create physically-motivated
spectral stacks of the GC subpopulations by leveraging the output of this statistical framework to
perform the first application of abundance tagging in a massive ETG to better constrain the origins
of the GC subpopulations and, thus, the assembly history of M87. We find a metal-poor, α-enhanced
population of GCs in both in the inner and outer halo unanticipated by current cosmological simulations
of galaxy evolution. We use the remarkably flat metallicity gradients we find for both the metal-rich
and metal-poor GC subpopulations in the inner halo as tentative evidence that some amount of the
metal-poor GCs formed directly in the halo of M87 at high redshift.
Keywords: Galaxies: individual (M87, NGC 4486), Abundance ratios, Galaxy accretion, Galaxy stellar
content
1. INTRODUCTION
When it comes to emphasizing the importance of
understanding galaxy evolution, and the difficulties
therein, it cannot get much better than Tinsley (1980)
review: “Essentially everything of astronomical interest
is either part of a galaxy, or from a galaxy, or otherwise
relevant to the origin and evolution of galaxies...This is
not a field in which one can hope to develop a complete
theory from a simple set of assumptions, because many
relevant data are unavailable or ambiguous, and galac-
tic evolution depends on many complicated dynamical,
atomic, and nuclear processes which themselves are in-
completely understood.”
In the subsequent 40 years, many significant advances
in observations, computation, and theory have been
made but the fundamental problem described by Tinsley
Corresponding author: Alexa Villaume
avillaum@ucsc.edu
(1980) remains. The huge range in all manner of rele-
vant physical scales from time, to size, to mass, make
it impossible to establish an a priori model of galaxy
evolution (for a modern take see Somerville & Dave´
2015; Naab & Ostriker 2017, and the references therein).
Which is not to say that no progress has been made.
ΛCDM cosmology is now the conventional paradigm and
so galaxy evolution is now viewed to be fundamentally
hierarchical, that after an initial phase of in-situ star for-
mation, an extended second phase of accretion of lower
mass satellites bring in an ex-situ population of stars
which build the stellar halos in more massive galaxies.
The expectation then is that the stellar halos of galax-
ies contain a wealth of information about their history.
The “archaelogical” approach is use the chemistry and
dynamics of long-lived stars to uncover this history (e.g.,
Helmi 2020, and the references therein). In recent years,
our understanding of the origins of the Milky Way has
been transformed through a combination of heroic data
collection efforts (e.g. the Gaia, APOGEE surveys; Gaia
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2Collaboration et al. 2018; Majewski et al. 2017) and in-
creasingly sophisticated simulations of stellar halos in a
cosmological context (e.g., Latte/FIRE2, Auriga; Wet-
zel et al. 2016; Grand et al. 2017). But it is massive
early-type galaxies (ETGs) that undergo the most active
satellite infall and therefore provide a key constraint for
the theoretical understanding of this process (De Lucia
& Blaizot 2007).
In light of this, there has been a push to obtain galac-
tocentric radial gradients of stellar population parame-
ters. Despite the long history of using gradients to falsify
galaxy formation scenarios (see an early review by Faber
1977), this field is only recently reaching maturity due
to advances in integral field unit (IFU) spectrographs
(e.g., the MASSIVE and MaNGA surveys; Ma et al.
2014; Bundy et al. 2015). Even with these advances,
gradients for massive ETGs still only extend out to just
a couple effective radii with the galaxy light (e.g., Greene
et al. 2013).
It is difficult to fully constrain the characteristics of
the ex-situ population in this region because of the pos-
sible contamination of an in-situ population (see discus-
sion in Greene et al. 2019). Unlike the Milky Way, where
individual resolved stars are accessible, beyond Local
Group only integrated light of the unresolved stellar
populations is accessible spectroscopically. Imaging sur-
veys can now reach the “outer halos” of massive ETGs
(e.g, the Burrell-Schmidt Survey and Hyper Suprime-
Cam surveys; Mihos et al. 2017; Aihara et al. 2018),
which are expected be dominated by ex-situ stars. How-
ever, without detailed chemistry and dynamics of the
stellar population, not much progress can be made to
quantify the assembly histories of these galaxies.
It will not be until the next generation of telescopes
come online will it be possible to obtain spectroscopy
with enough signal to measure measure detailed stellar
population properties in the outer halo. In the mean-
time, instead of focusing solely on the stellar popula-
tions within a galaxy, globular clusters (GCs) can be
used as “discrete tracers”. GCs are nearly ubiquitous
around galaxies and are relatively luminous compared
to galaxy starlight. But their strength lies in their uni-
formly old (> 10 Gyr) ages which makes them an ideal
“fossil record” for the archaeological approach as they
presumably reflect the early conditions under which they
formed.
In the Milky Way, the GC system provided the pre-
ΛCDM evidence that the stellar halo was built through
the accretion of satellite galaxies (Searle & Zinn 1978).
Moreover, the difference in accretion histories between
the Milky Way and M31 is clearly seen in the differ-
ent metallicity distributions of their respective GC sys-
tems (Caldwell & Romanowsky 2016). GC systems also
extend far beyond the reaches of galaxy starlight, and
so provide a window to the fully ex-situ outer halos of
galaxies while at the same time providing an indepen-
dent probe of the more complicated inner halos.
The brightest cluster galaxy (BCG) of the Virgo Clus-
ter, M87 (NGC 4486), has one of the most extensively
studied GC systems (starting with Baum 1955), both
photometrically (e.g., Peng et al. 2006; Strader et al.
2011) and kinematically (e.g., Romanowsky et al. 2012;
Oldham & Auger 2016a) but not archaeologically. This
is reflective of broader landscape of our understanding
extragalactic GC systems which has been done primarily
with broadband photometry. The most extensive spec-
troscopic work to date has been through the SLUGGS
Survey (Brodie et al. 2014) which focused on kinematics.
Similarly, the stellar populations of the galaxy light
of M87 itself have remarkably never been studied with
spectroscopy beyond the central few kpc. In this work,
we jointly analyze the spatially-resolved stellar popula-
tion properties M87 out to ∼ 20 kpc using archival IFU
data and its GC system out to ∼ 140 kpc using a fully
spectroscopic sample. We present a statistical frame-
work to characterize the GC system as an aggregate of
subpopulations to achieve more accurate inferences of
the physical parameters of the GC subpopulations, par-
ticularly the metallicity gradients, than previous studies.
We take the distance to M87 to be DL = 16.5 Mpc,
with effective radius Re = 16.0 kpc (Kormendy et al.
2009), and log(M∗/M) = 11.61 ± 0.10 (Oldham &
Auger 2016b). In Section 2, we describe the spectro-
scopic samples and the stellar population synthesis mod-
els we use to extract abundance information from both
M87 and its GC system. In Section 3, we motivate the
need for a new approach to measure metallicity gradi-
ents in GC subpopulations and outline a novel statistical
framework to make this measurement. In Section 4, we
present the measured metallicity gradients for the GC
subpopulations, the detailed stellar population gradients
of the M87 starlight, detailed chemistry of the GC pop-
ulation using stacked spectra. In Section 5, we discuss
the results to understand the progenitor populations of
the stellar halo and some aspects of the origins of the
metals in M87 and, finally, in Section 6, we summarize
our results and highlight our main conclusions.
2. SPECTROSCOPIC DATA AND ABUNDANCE
ANALYSIS
2.1. Obtaining the stellar population parameters
We model the spectra with an updated version of the
absorption line fitter (alf, Conroy & van Dokkum 2012;
3Choi et al. 2014; Conroy et al. 2014, 2018)1 that uses the
Extended IRTF Library (E-IRTF; Villaume et al. 2017)
and the MIST isochrones (Choi et al. 2016). With alf
we can model the full continuum-normalized spectrum
of integrated light for stellar ages > 1Gyr and for metal-
licities ∼ −2.0 to +0.25. The full model has 36 free pa-
rameters (see Table 2 in Conroy et al. 2018). The pa-
rameter space is explored using a Markov Chain Monte
Carlo algorithm (emcee; Foreman-Mackey et al. 2013a).
In this work we use the priors as described in Conroy
et al. (2018) and fix the IMF to the Kroupa (2001) form.
Theoretical elemental response functions that tabu-
late the effect on the spectrum of enhancing each indi-
vidual element modeled in alf were computed with the
ATLAS and SYNTHE programs (Kurucz 1970, 1993).
For the α elements relative to Fe considered in our anal-
ysis (Mg, Si, and Ca) we correct for the underlying abun-
dance pattern in the empirical stellar library using the
[Mg/Fe] values from Milone et al. (2011) and [Ca/Fe]
values from Bensby et al. (2014). We assume Si has the
same library abundance pattern as Ca.
We analyze several different data sets in this work (see
below). To make the different samples as homogeneous
as possible we fitted over the same spectral range for
every spectrum analyzed in this work: 4000 < λA˚ <
4400 and 4400 < λA˚ < 5225.
While we obtain estimates of the light-weighted age
as part of the alf models, we do not include age in our
analysis. This is because of the uncertain effect of the
blue horizontal branch, particularly in the GCs, which
can make the inferred ages artificially young. Our anal-
ysis of the Milky Way GC system indicates that iron
metallicity can still be reliably recovered in the presence
of a blue horizontal branch (see Conroy et al. 2018).
2.2. The globular clusters
Strader et al. (2011) carried out a wide-field kine-
matic analysis of the M87 GC system using two key data
sets: the Keck/LRIS sample and the MMT/Hectospec
sample. In Figure 1 we compare the two samples in
color–magnitude space. The Keck/LRIS sample (green)
was selected to sample the low luminosity population
over the full color range of the GC system, in contrast
to previous work that targeted high-luminosity clusters
that likely have different properties from the bulk of
the GCs (see discussion in Villaume et al. 2019). The
MMT/Hectospec sample (yellow) was selected from the
higher luminosity population. The MMT/Hectospec ob-
1 https://github.com/cconroy20/alf
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Figure 1. Comparing the coverage of the Keck/LRIS
(green) and MMT/Hectospec (yellow) samples in color-
magnitude space. Also shown is the NGVS sample (Oldham
& Auger 2016c, grey). The MMT/Hectospec sample is over-
all more luminous than the Keck/LRIS sample and has more
blue GCs than red, while the Keck/LRIS sample is evenly
distributed over color space.
jects were also primarily selected at large radii to aid the
sky subtraction since Hectospec is a fiber instrument.
In Villaume et al. (2019) we applied full-spectrum stel-
lar population synthesis (SPS) models to the Keck/LRIS
dataset of M87 GCs (Strader et al. 2011) to obtain
estimates of iron metallicity ([Fe/H]) relative to solar.
We refer the readers to the original paper for details
on the modeling and validation of the [Fe/H] values for
the Keck/LRIS sample. Here, we do the same analysis
for the MMT/Hectospec sample. We used the square
root of the summed sky spectrum and flux generated by
the reduction pipeline as the uncertainty on the indi-
vidual GCs. The S/N of this data set ranges from S/N
∼ 1 − 30A˚−1 with a resolution of 5A˚. The resolution
of the data is higher than the native resolution of the
models so we smoothed the data to 200 km/s to be con-
sistent with our previous analysis with the Keck/LRIS
data.
Before we smoothed, we identified particularly bad sky
lines in the spectra at 4040 < λA˚ < 4050, 4355 < λA˚ <
4365, and 5458 < λA˚ < 5470 and interpolated over the
flux in each spectrum in those wavelength regions. We
fitted 156 spectra and rejected 12 spectra from our anal-
ysis based on visual inspection of the residuals between
the observed spectra and best-fit models. We show suc-
cessful fits in Figure 2 for a comparatively high-S/N
spectrum (S/N∼ 30, brown) and a low-S/N spectrum
4Table 1. Table of summary statistics of the [Fe/H] measure-
ments for the GCs included in this work†.
ID RA DEC [Fe/H] σ[Fe/H] Instrument
H47487 187.73553 12.32802 −1.16 0.30 LRIS
H49585 187.67674 12.32961 −0.51 0.41 LRIS
H49328 187.71423 12.32992 −0.78 0.24 LRIS
...
H47487 187.59446 12.02249 −0.80 0.37 Hectospec
H49585 187.52539 12.03362 −0.40 0.23 Hectospec
H49328 187.91104 12.04288 −1.17 0.39 Hectospec
Note—This table is available in its entirety in a machine-readable
form in the online journal. A portion is shown here for guidance
regarding its form and content.
† Full [Fe/H] posteriors of all GC measurements can be found:
github.com/AlexaVillaume/m87-gc-feh-posteriors
(S/N∼ 10, green) with spectral features of particular
interest highlighted. The black line and grey band rep-
resent the data flux and uncertainty, respectively.
For the individual GCs, we focus our analysis on
[Fe/H] and summarize our measurements in Table 1.
The majority of the GC spectra do not have sufficient
S/N to reliably extract more detailed abundance infor-
mation. In Section 4.3 we describe how we stacked the
individual GC spectra and fit the stacks with alf.
2.3. The galaxy light
We use data from the Mitchell (formerly VIRUS-P)
integral field unit (IFU) spectrograph at McDonald Ob-
servatory (Murphy et al. 2011; spectroscopy obtained
via private communication with K. Gebhardt). The
signal-to-noise (S/N) of the individual spectra ranges
from ∼ 20 − 50A˚−1. We stacked the individual spectra
in 10 bins of galactocentric radius by bootstrapping for
the median of the individual spectra in a given bin. We
used the 50th percentile from the resulting distribution
of flux at a given wavelength as the stacked spectrum
and used the average of the 16th and 84th percentiles
as the uncertainties on the stacks with the S/N of the
stacks ranging from ∼ 40 − 200, with the outermost
spectrum having the lowest S/N.
In Figure 3 we examine the quality of our fits for spec-
tra in the inner (Rgal ∼ 1.32 kpc, S/N∼ 200) part of the
galaxy and the outer part (Rgal ∼ 19.4 kpc, S/N∼ 40).
We compare the Mitchell spectra (black) with the best-
fit model spectrum for the inner region (brown) and
the outer region spectrum (green) with selected spec-
tral features highlighted. The grey bands are the flux
uncertainty from the data. In Figure 4 we examine the
residuals between the best-fit model and input data for
all the Mitchell spectra used in this analysis. The resid-
uals are typically small (< 5%).
3. CHARACTERIZING GLOBULAR CLUSTER
SYSTEMS VIA STATISTICAL MODELING
Our goal is to develop a method to measure the prop-
erties of GC systems as a way to understand the forma-
tion history of M87 and other galaxies. In this work, we
are focused on measuring the metallicity gradients and
abundance patterns of the M87 GC system. Obtaining
a metallicity gradient might seem as simple as fitting
a line to data, but a recent meta-analysis of many of
the studies that have measured metallicity gradients of
GC systems revealed a troubling result – different stud-
ies often get significantly different answers for the same
GC systems (see Figure 1 in Forbes & Remus 2018).
Several underlying issues could be causing an accuracy
problem in these studies, which motivates us to char-
acterize GC systems in a novel way using a hierarchical
Bayesian model (HBM). In the following, we detail these
issues and describe how HBMs provide a natural means
to overcome them.
First, the studies included in the Forbes & Remus
(2018) analysis all used a version of linear least-squares
to fit the gradients of GC studies. However, linear least-
squares only works if one of the dimensions of data
has negligible uncertainties. These studies also assumed
that the galactocentric distances of the GCs are per-
fectly known. This is not the case, however, since only
2D projected distances are known. The distances can
be de-projected if the 3D density distributions of the
GCs are known (e.g. McLaughlin 1999), but this is not
the case for the vast majority of extragalactic GC ob-
servations. As discussed in Liu et al. (2011), using the
projected distances as a substitute for true distance in-
troduces systematic uncertainty into the measured gra-
dients because the GCs projected into the center will, in
reality, be a mix of GCs at all radii. Liu et al. (2011) es-
timated that this could lead to an uncertainty of ∼ 10%
in the measured gradients, but in reality, this depends
on the degree of the true underlying slope. We must
take that uncertainty into account when interpreting the
measured gradients.
Second, characterizing GC systems is further compli-
cated because these systems, especially around massive
galaxies, are the aggregate of many different stellar pop-
ulations. The constraints on GC system assembly and
galaxy formation depends on our ability to differenti-
ate and understand the subpopulations of a GC sys-
tem. Broadly, GCs are separable into “metal-poor” and
“metal-rich” populations. In detail, however, it is not
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Figure 2. Comparison of MMT/Hectospec GC spectra (black) and best-fit models for a comparatively high-S/N spectrum
(S/N∼ 30, brown) and a low-S/N spectrum (S/N∼ 10, green). Grey band is the uncertainty of the flux from the input spectrum.
Within the uncertainties, the fits are successful.
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Figure 3. Same as Figure 2 but for Mitchell spectra close to the center of the galaxy (Rgal = 1.32 kpc, brown) and from the
outer region (Rgal = 19.5 kpc, green).
trivial to separate the individual GCs into subpopula-
tions.
Previous work measuring the metallicity gradients of
GC systems has primarily used constant cuts on color
to separate the metal-poor and metal-rich subpopula-
tions (e.g., Harris 2009a,b; Liu et al. 2011; Hargis &
Rhode 2014; Kartha et al. 2016). However, wide-field
photometric surveys have demonstrated that the demo-
graphics of GC populations change with increasing dis-
tance from the center of the galaxy (e.g. Strader et al.
2011; Harris et al. 2017), with the relative number of
blue GCs typically increasing. As a result, a constant
cut across the GC sample could bias the gradient mea-
surements (see later in this section for demonstration
of this effect). A few studies have attempted to mit-
igate this issue by separating the GC subpopulations
at different radial steps (e.g., Blom et al. 2012; Usher
et al. 2013). However, these studies did not measure the
gradient for their full samples but only considered the
peaks of the metallicity distribution functions (MDFs)
when computing the gradients. Moreover, by cutting
on subpopulation and then determining subpopulation
characteristics, all these studies fail to account for the
covariance between subpopulation membership assign-
ments and whatever parameter of interest is being mea-
sured. This, again, will bias the gradient measurements.
Finally, linear least-squares is highly sensitive to the
presence of outliers in a sample. The studies included in
the Forbes & Remus (2018) analysis used photometric
samples of GCs with colors as a proxy for stellar metal-
licity, except for Pastorello et al. (2015) who also had
calcium triplet (CaT) determined metallicities. With-
out spectroscopic follow-up to confirm GC candidates in
photometric surveys, any study based on such data will
be affected by contaminant populations. Furthermore,
the color–metallicity relations that are used to con-
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Figure 4. (Top) Residuals from dividing the best-fit models from the corresponding Mitchell integrated galaxy light (black)
and the median residual for all spectra (green). The residuals are nearly identical for all spectra and the large wavelength-scale
features are likely systematic to the models and not dependent on stellar parameters. (Bottom) Residuals after subtracting the
median residual.
vert broadband colors of GCs into iron ([Fe/H]) metal-
licities have been recently called into question (Usher
et al. 2012; Villaume et al. 2019). In this work, we use
only spectroscopically-determined [Fe/H] measurements
of the individual GCs.
HBM provides a means to address and mitigate these
issues. Specifically, HBM is a natural way to fit the
galactocentric metallicity gradients of GC systems for a
number of reasons:
• The Bayesian framework allows us to model un-
observed (latent) parameters. This means we
can directly model and fit any intrinsic scatter
in the metallicities as an explicit parameter and
marginalize over the unknown 3D distribution of
the GC system to mitigate the bias from the pro-
jected distances.
• We do not need to make a priori cuts to obtain
the subpopulations. Instead, we can fit the lin-
ear metallicity gradients jointly with the subpop-
ulation memberships, allowing us to capture the
covariance between the subpopulation slopes and
the subpopulation memberships. This helps us ob-
tain more accurate subpopulation membership as-
signments for the individual GCs and, thus, more
accurate metallicity gradients.
• Relatedly, instead of making a binary cut with
the subpopulation assignments, we get probabilis-
tic memberships. We can propagate the uncer-
tainties on the subpopulation membership assign-
ments throughout this work. This is especially
important because we are also interested in the
detailed abundance patterns of the GC subpopu-
lations. Currently, the signal-to-noise (S/N) of the
spectroscopy does not allow for reliable estimates
of abundances for the majority of the individual
GCs in our sample, so creating spectral stacks with
reliable uncertainties is crucial.
• Moreover, with HBM, like all Bayesian meth-
ods, we produce posterior distributions for all the
model parameters. In practice, this gives us trust-
worthy and interpretable uncertainties on the gra-
dient measurements.
In short, HBM provides us with results that are more ac-
curate and interpretable, with uncertainties which bet-
ter represent the reality than previous studies. In the
rest of this section, we develop a method that allows this
full propagation of uncertainty from the measurements
to the inferences made about the subpopulation distri-
butions and demonstrate its efficacy with mock data.
In the following Section we provide a pedagogical ex-
planation of our model as a way to introduce HBM. For
those already familiar with this statistical technique, our
full model is collectively summarized in Table 2, Fig-
ure 10, and Equation 7.
3.1. A model for a single population
We begin with a model for a single population of
objects as a way to demonstrate some of the key rea-
sons for using a HBM framework in a simplified setting.
7Table 2. Table of parameters for the full hierarchical mixture model with their prior distributions and qualitative descrip-
tion of their purpose in the model.
Probability density distributions Prior Description
p(Zobs,n|Ztrue,n, S, σn) Normal(Ztrue,n,
√
S2 + σ2n) Observations are a noisy realization of true values
p(σn) Delta(σn) Measured uncertainty on measurements
p(Sc) log Normal(−1.0, 1.0) Unmeasured uncertainty in gradient
p(Ztrue,n|m, b, ~rn) Deterministic(m× |~rn|+ b) True values come from an underlying gradient
p(mc, bc) Deterministic(tan−1(θ), b⊥/cos(θ)) The covariant gradient parameters
p(θ)† Uniform(−0.5pi, +0.5pi) Angle between gradient and horizontal axis
p(b⊥)† Uniform(−10, 10) Perpendicular intercept
p(r⊥,obs,n|~r) Delta(r⊥,obs −
√
r2x + r
2
y) Observed distances are a realization of true 3D distance
p( ~rn|Rc) Isotropic Normal True 3D distance
p(Rc) log Normal(10, 5) Scale length of the subpopulation
qn Categorical(Pc) Subpopulation membership identifier
† Uniform priors in m can potentially bias the results toward higher slopes, to avoid this we fit the gradient using the angle between
the line θ = Tan−1(m), and the “perpendicular intercept” b = b⊥/Cos(θ).
http://jakevdp.github.io/blog/2014/06/14/frequentism-and-bayesianism-4-bayesian-in-python/
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Figure 5. The graphical representation of our single pop-
ulation model that we use to factorize the joint distribution
of our model. We condition on the observations (grey) to
make inferences about the latent parameters (open circles)
parameters of interest, the slope, m, and intercept, b (red
circle). The rectangle (“plate”) represents the structure of
the individual parameters and data that is repeated for all of
the GCs in our sample (n = 1, ..., N). The arrows show the
direction of conditional dependence among the parameters.
See Section 3.1 for details on the parameters.
Bayesian inference is an application of Bayes’ theorem
(Bayes & Price 1763),
P (A|B) = P (B|A)P (A)
P (B)
, if P (B) 6= 0. (1)
which is derived from an axiom of conditional probabil-
ity. Bayes’ Theorem is just a way to compute conditional
probabilities of events while folding in prior knowledge
related to that event. In practice as a tool for statistical
inference, Bayes’ theorem is often written in terms of
parameters, θ, and data, x, and the denominator, also
known as the Bayesian evidence is often dropped to yield
the unnormalized posterior density, p(θ|x) ∝ p(x|θ)p(θ)
(Gelman et al. 2013).
The first term on right-hand side of the proportional-
ity is the likelihood function and the second term is the
prior distribution. The likelihood function describes the
connection between the available data and the parame-
ters of interest.
In this work, the data we have is x =
[r⊥,obs,n, Zobs,n, σZ,n] for each n GC and our ultimate
parameters of interest are the slope, m, and intercept
b (highlighted with a red node and are together in the
same node to indicate their covariance) of the metallicity
gradient. However, we construct our model based on the
idea that the data we have correspond to true versions
of the parameters that are obfuscated by systematic and
random uncertainty. This introduces latent, i.e., unob-
served, parameters to our model. That is, the observed
metallicity of a GC, Zobs,n, is a noisy realization of that
GC’s true metallicity, Ztrue,n and its observed projected
distance, r⊥,obs,n, is a realization of the true 3D distance,
|~rn|.
In the left-hand side of Figure 5, we show part of the
graphical representation of our probabilistic model (|~rn|
will be discussed in more detail later). This shows how
the relationship between the observations (filled nodes)
and the parameters relevant to the inference we want to
make (open nodes). Within the rectangle (known as the
“plate”), we show the data and parameters for the indi-
8vidual GCs in the sample. The parameters outside the
plate are the parameters for the whole population. We
will now distinguish these population parameters (the
hyperparameters, α) from the parameters for the indi-
vidual GCs (θn). With the introduction of the α pa-
rameters, the joint distribution we seek to constrain is
p(α, θn|xn), to which we can apply Bayes’ Theorem:,
p(α, θn|xn) ∝ p(xn|θn, α)p(θn, α). (2)
In Figure 5 the arrows represent the conditional de-
pendency among the different parameters and makes
clear the hierarchical nature of our model. The key point
is that the data, xn, are only conditionally dependent on
the parameters θn and are therefore conditionally inde-
pendent from the hyperparameters, α. That, and being
able to factor p(θn, α) to p(θn|α)p(α) gives,
p(α, θn|xn) ∝ p(xn|θn)p(θn|α)p(α). (3)
The key difference between standard Bayesian models
and HBMs is that we constrain the population param-
eters by conditioning on the observations of the many
individual GCs rather than fixing them and using them
as priors.
The gradient parameters are inferred through model-
ing the “true” metallicity values of the individual GCs,
Ztrue,n. The Ztrue,n values are set deterministically by
the linear relation p(Ztrue,n|m, b, ~rn) = m×|~rn|+ b. We
condition Ztrue,n on Zobs,n by modeling the observations
as drawn from normals centered on the true values and
with a standard deviation that encompasses our uncer-
tainty on the metallicity gradient. This uncertainty is
the quadrature sum of the uncertainties on the individ-
ual [Fe/H] measurements, σZ,n, and unobserved uncer-
tainty for the intrinsic scatter in the radial metallicity
gradient, S, such that σ =
√
S2 + σ2Z,n.
With the ~rn dependence for Ztrue,n we introduce a
key advantage when using a Bayesian framework. Even
though we do not have the line-of-sight distances, r‖,n,
we can make inferences on the true distances for each
GC while only making weak assumptions about the pop-
ulation. Specifically, we model the angular distribution
of GCs as isotropic and assume that the GCs are nor-
mally distributed in radius by some scale length, R, in
all 3 coordinates xyz and marginalize over the angle, φn,
between xn and yn to get,
p(~rn|R) = r⊥,n
R2
exp
[
−r2⊥,n
2R2
]
×
1√
2piR2
exp
[−r2‖,n
2R2
]
, (4)
which we fully derive in Appendix A. As such, we model
the projected distances as drawn from a Rayleigh distri-
bution (the first term on the right-hand side of the above
equation) and the line-of-sight distances as drawn from
a normal distribution (the second term). This struc-
ture is graphically represented in the right-hand side of
Figure 5.
In reality, a power-law distribution better describes
the projected radial distribution of a typical GC sys-
tem. In the left panel of Figure 6, we compare the ex-
pected quantiles from a Rayleigh distribution versus the
quantiles of the projected distances for our M87 sample
(open circles). This figure demonstrates the extent the
mock spatial distribution deviates from the assumption
of our model. If the projected distances were drawn
from a Rayleigh distribution, the theoretical quantiles
versus the data quantiles would be a straight line. The
Rayleigh distribution is not a significant deviation from
the distribution of the observed projected distances in
our sample.
Figure 5 displays the joint probability dis-
tribution of all our parameters and data,
p(Zobs,n, r⊥,obs,n, Ztrue,n, ~rn, R, S,m, b, σn). Because the
arrows indicate the conditional dependence among the
parameters and data we use this to factorize the joint
probability distribution of all our parameters into condi-
tionally independent probability distributions to obtain,
p(Zobs,n, r⊥,obs,n, Ztrue,n, ~rn, R, S,m, b, σn) ∝
N∏
n=1
p(Zobs,n|Ztrue,n, S, σn)p(r⊥,obs,n|~rn)×
N∏
n=1
p(Ztrue,n|m, b, ~rn)p( ~rn|R)p(σn)×
p(S)p(R)p(m, b), (5)
To test the efficacy of this model, we generated mock
data from where the coordinates are drawn from a
power-law that goes as −2.5, and each data point is
randomly assigned 10% to 55% uncertainty. In the right
panel of Figure 6 we compare how well we recover the
true slope when using projected distance as a proxy for
true distance and a weighted least-squares fit to get the
gradients (open circles) to when how well we recover the
slope when we marginalize over the scale length (closed
circles). Over the range of slope values, the recover-
ability improves with the statistical de-projection. The
difference in results between the two methods is starkest
when the gradient is significant, while there is no differ-
ence in the recoverability when the gradient is consistent
with being flat (m = 0).
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Figure 6. (Left) Expected quantiles of a Rayleigh distribution versus quantiles of the projected distances for the mock data
(open circles). (Right) Recovery of slope as a function of true slope from weighted least-squares with projected distance as a
proxy for true distance (open circles) and from our statistical framework (see text for details).
3.2. Generalizing to multiple subpopulations
3.2.1. Effect of making cuts on the population
In the previous section, we demonstrated the effi-
cacy of a Bayesian linear regression approach relative to
weighted least-squares to accurately recover the gradi-
ent parameters of a set of data points drawn from a par-
ticular line. A fundamental assumption in the method
presented is the data points come from the same pop-
ulation. As previously described, however, GC systems
are generally composed of subpopulations, and knowing
how to separate the individual GCs of a system into the
correct subpopulations is one of the most difficult steps
towards characterizing GC systems.
In the top panels of Figures 7 to 9 we show three
versions of mock data, all generated from power law
distributions and two underlying gradients. In all ver-
sions we use btrue,0 = −0.4 and btrue,1 = −1.0 and a
variety of slope parameters: mtrue,0 = mtrue,1 = −0.05
(Figure 7), mtrue,0 = mtrue,1 = −0.01 (Figure 8), and
mtrue,0 = −0.01 and mtrue,1 = −0.015 (Figure 9). For
each “system” we generated 5 realizations of mock data.
For each set of mock data, we made constant cuts
based on the MDFs to separate the populations, mim-
icking what one might do if they did not have a pri-
ori information on the different subpopulations. We fit
each realization of the subsequent subpopulations with
our Bayesian linear regression model presented in Sec-
tion 3.1, which we note is already an improvement over
previously used methods, as demonstrated in Section
3.1.
In the middle panels of Figures 7 to 9 we show how
effective this method is by comparing the true slope val-
ues (black line) to the median of the posteriors for each
realization of the mock data (brown histograms). Even
with the improvements to the linear regression outlined
in Section 3.1 the inferred slope values are not accurate,
with the inferred slopes typically being flatter than the
true slopes. We therefore need to generalize our single
population model to account for the covariance between
the gradient parameters and the subpopulation mem-
bership assignments to more accurately estimate both.
3.2.2. A mixture model
Hogg et al. (2010) discussed mixture models in the
context of linear regression for the purposes of outlier
rejection. Separating individual GCs into subpopula-
tions is an equivalent problem. We model the system
such that a given GC has C number of subpopulations
it could be assigned to through an identifier parame-
ter qn. Like Hogg et al. (2010), we directly marginal-
ize over the class membership of each GC by introduc-
ing a new parameter, the prior on qn, Pc ∈ [0, 1] such
that
∑C
c=1 Pc = 1. The Pc parameters are the mixture
weights for each subpopulation and allow us to marginal-
ize out the subpopulation identifiers.
In principle, we can fit for any number of subpopu-
lations. In practice, however, throughout this work we
specialize to the C = 2 case such that we model the
mock and observed data as a bimodal distribution. We
set a lower limit on Pc, Pmin = 0.3. Then,
Pc =
P0 ∼ Uniform(Pmin, 1− Pmin)P1 ∼ 1− P0 (6)
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Figure 7. (Top) Metallicity distribution function (MDF)
of 5 realizations of mock data generated from m0 = m1 =
−0.05 and b0 = −0.4 and b1 = −1.0. Colored histograms
show the true subpopulation separations and the black lines
are the non-parametrically smoothed MDF of the combina-
tion of the subpopulations. (Middle) Demonstration of re-
covery of true slopes (black line) for when a the single popu-
lation model from Section 3.1 is used on the subpopulations
determined from a constant cut on [Fe/H] (brown) Bands
show the range between the 16th and 84th percentiles for all
posteriors. (Bottom) Same as middle panel but now using
the full hierarchical mixture model.
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Figure 8. Same as Figure 7 but for m0 = m1 = −0.01.
The structure otherwise remains the same as our sin-
gle population model. We are able to transition our
population parameters from the single population model
to be a part of the mixture model because the param-
eters will exist for each mixture component (i.e., GC
subpopulation). So we make a small adjustment to our
notation: mc, bc, logRc, and logSc where the subscript
refers to a given subpopulation. The joint probability
distribution is then given by,
11
p(αC , θn|xn) ∝(
C∏
c=1
p(Rc,mcbc, Sc)
)
×
N∏
n=1
(
C∑
c=1
Pc × p(Zobs,n, r⊥,obs,n, Ztrue,n, ~rn, Rc, Sc,mc, bc, σn)
)
(7)
The third term in this equation is what we factor-
ized in Section 3.1 for the single population model. We
show the graphical representation of the final hierarchi-
cal mixture model in Figure 10.
We specify our model with the probabilistic program-
ming package PyMC3 (Salvatier J. 2016). PyMC3 uses the
Hamiltonian Monte Carlo (HMC) family of samplers.
For this work in particular, we use the No-U-Turn Sam-
pler (NUTS, Hoffman & Gelman 2011). HMC samplers
are more efficient than the commonly used ensemble
samplers because they do not rely on the current state to
propose the next state (for an introduction to HMC see
Betancourt 2017) and so they are the more appropriate
choice for high-dimensional problems.
The sampling efficiency of the HMC algorithm is
highly sensitive to several tuning parameters. For this
work, the most important tuning parameter is the mass
matrix because our model parameters are highly covari-
ant. If the mass matrix is not well-matched to the co-
variance of the posterior, both the step size will need to
be decreased, and the number of steps increased, making
it difficult to achieve convergence.
PyMC3 does not have a built-in way to optimize the
mass matrix. We use the exoplanet2 extensions to
PyMC3 to fit for a dense mass matrix during burn-in.
We find values to to initialize the sampler via several
steps: first, we fit a 1D mixture of Guassians on the
metallicities while taking into account the uncertainties
to get an initial guess of the class membership for each
observation, and then, second, we fit a linear model to
the project metallicity gradients for each subpopulation
to find initial guesses for the intercepts and slopes. With
this approach, we obtain a converged model based on the
Gelman-Rubin statistic for each parameter, Rˆ, (where
Rˆ > 1 indicates the chains have not converged).
In the bottom panels of Figures 7 to 9 we show the
inferred slope posteriors (black histograms) to demon-
strate the efficacy of this method. In all cases the recov-
ery is better when using the full model, with the biggest
2 https://exoplanet.dfm.io
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Figure 9. Same as Figure 7 but for m0 = −0.01 and m1 =
−0.015.
improvement made in the case where the two subpopu-
lations are most well-mixed in the MDF (Figure 7).
The full model accurately recovers the different slopes
in Figure 9 within 1σ uncertainty but cannot distin-
guish the gradients as different at a statistically signif-
icant level. This is still an improvement over existing
methods, but, in the context of GC subpopulations, the
ability to discern any gradient differences is essential for
understanding how potentially similar the assembly his-
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Figure 10. Similar to Figure 5 but now for our final hi-
erarchical mixture model (see text for details). Now there
is a second plate around are population parameters which
indicates these parameters are determined
for all subpopulations in our sample (c = 1, ..., C) and we
have subpopulation identifiers, qn set by the prior Pc.
tories of the different subpopulations (see Section 5 for
more discussion on this). Improving the precision of the
subpopulation parameters will be the subject of future
work.
4. RESULTS
4.1. Radial metallicity gradients
In this work, we have two spectroscopic data sets
for the GC system: the Keck/LRIS sample and the
MMT/Hectospec sample. The former covers a radial
range of ∼ 7− 27 kpc while the latter spans ∼ 14− 142
kpc. Previous kinematical analyses of GCs and plane-
tary nebula show signs of a transition at ∼ 40 to 50 kpc,
which may be related to a recent accretion event (Ro-
manowsky et al. 2012; Longobardi et al. 2015; Zhang
et al. 2015). Photometric surveys have also shown in
M87, and other massive ETGs, that blue GCs begin
to dominate at large radii. To measure the metallic-
ity gradients, we split our sample at 40 kpc. The in-
ner halo sample consists mostly of the Keck/LRIS data
with a small fraction coming from the MMT/Hectospec
data. The outer halo sample consists completely of
MMT/Hectospec data.
Before discussing the results from fitting the model
to the individual [Fe/H] measurements, we first estab-
lish our expecations empirically in Figure 11. In the
top panel we show two metallicity distribution functions
(MDF) for the Keck/LRIS sample, one for the inner part
of the dataset (light green line, r⊥ ≤ 25 kpc) and one for
the outer part (dark green dashed-line, r⊥ > 25 kpc).
There are two distinct peaks in the inner MDF, while
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Figure 11. Empirical demonstration of gradients for inner
(top) and outer (bottom) halos. In each panel we show the
metallicity distribution function of the data set broken into
two radial bins. Both the inner and outer halos show ev-
idence of multiple subpopulations from their MDFs and a
slight gradient.
the outer MDF has a less significant second, metal-rich
peak. In the outer bin, the metal-poor peak shifts no-
ticeably from the inner metal-poor peak.
In the bottom panel we do the same demonstration
for the outer halo. Bimodality is not as clearly seen in
the outer halo sample as it is in the inner halo but there
is a distinct negative shift from the main peak from the
inner bin to the outer bin. The lack of clear bimodality
could be a result of the MMT/Hectospec sample having
far fewer red GCs than blue GCs and is consistent with
the findings for other BCGs (see, for example, Harris
et al. 2017).
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Figure 12. Comparing the posteriors on the slopes for the
metal-poor (blue) and metal-rich (red) subpopulations for
the inner (top) and outer data (bottom) halos. The 1σ un-
certainty in each posterior is shown in the colored bands and
a flat gradient is marked (black dashed line).
For the modeling, we initialized the MCMC chains in
the same manner as the mock data and modeled the data
as composed of two subpopulations for both the inner
and outer halos. In Figure 12 we show the posteriors
of slope values for the metal-poor (blue) and metal-rich
populations for the inner halo (top panel) and the outer
halo (bottom panel). The 16th and 84th percentiles are
marked by the colored bands. In each panel a flat gra-
dient is marked with the black dashed line.
The uncertainty on the slope measurements is signif-
icantly larger for the inner halo than the outer halo
measurements even though the [Fe/H] uncertainty is
∼ 20% higher for the MMT/Hectospec data. The large
uncertainty in the inner halo could be a result of the
comparatively non-uniform coverage in r⊥ for the inner
halo sample, we get less information from each individ-
ual measurement in the inner halo than the outer halo.
For the inner halo, both the metal-rich and metal-poor
slopes are consistent with a flat gradient and are statis-
tically consistent with one another. In the outer halo,
the metal-poor slope is consistent with a flat gradient
while the metal-rich slope is slightly negative.
In Figure 13 we show the metallicities as a function of
the de-projected distances where the data points are col-
ored by subpopulation assignment. The opacity of the
individual points is scaled by certainty of that subpopu-
lation assignment, with white indicating the assignment
is highly uncertain. We show posterior median (solid
lines) and the range encompassed by the 16th and 84th
percentiles (bands) of the gradient distributions. Even
though the gradient parameters are more uncertain in
the inner halo, the subpopulation membership assign-
ments are more certain than in the outer halo population
because there are fewer metal-rich GCs and the metal-
licity separation between the subpopulations is smaller.
4.2. Characteristics of the subpopulations
In Figure 14 we compare the metallicity distribution
functions (MDFs) for the metal-poor GCs (blue) and
metal-rich GCs (red) for the inner halo GCs (left) and
outer halo GCs (right). The solid lines show the result
of using the posterior median of the subpopulation as-
signments of the individual GCs. We represent how the
uncertainty in the subpopulation assignment affects the
MDF by plotting the result of selecting class labels us-
ing a random number generated by the probability of
the cluster-subpopulation pair for 10 random samples
from the posterior (solid histograms).
To check the results of our model we compare Fig-
ure 11 with Figure 14. Figure 11 indicates that the two
subpopulations should be of about equal size for the in-
ner halo sample and that the metal-poor GCs would
be a larger population in the outer halo sample. Even
though the subpopulation membership assignments are
much less certain for the outer halo sample, we see that
the model assigns significantly fewer metal-rich GCs in
the outer halo. This picture is overall consistent with our
broad understanding that with increasing galactocentric
distance there will be more metal-poor GCs relative to
metal-rich.
In Table 3 we summarize the gradient parameters and
the characteristics of the MDFs for the subpopulations.
In the Milky Way GC system, the metallicity subpop-
ulations are associated with different spatial and kine-
matical components of the Galaxy itself (Zinn 1985).
In Figure 15 we show how well this pattern holds for
M87 by examining the chemodynamics of the subpopu-
lations in [Fe/H]–radial velocity space for the inner halo
(top) and outer halo (bottom). For the inner halo, our
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Figure 13. Radial metallicity gradients of the subpopulations with respect to the de-projected distances. The circles show
the [Fe/H] measurements. They are colored by subpopulation assignment and the opacity of the individual points is scaled
by certainty of that subpopulation assignment, with white indicating the assignment is highly uncertain. We show posterior
median (solid lines) and the range encompassed by the 16th and 84th percentiles (bands) of the gradient distributions.
Table 3. Summary of gradient parameters and MDF characteristics
for the subpopulations of the M87 GC system.
m σm b σb MDF
16th 50th 84th
Inner Halo
Metal-Poor −0.004 0.010 −0.957 0.224 −1.43 −1.15 −0.91
Metal-Rich −0.001 0.014 −0.384 0.216 −0.64 −0.34 +0.05
Outer Halo
Metal-Poor +0.001 0.003 −1.196 0.287 −1.42 −1.24 −0.96
Metal-Rich −0.005 0.003 −0.522 0.268 −0.83 −0.64 −0.45
modeled metallicity subpopulations correspond to dif-
ferences in the radial velocity distributions. The metal-
rich subpopulation has significantly less radial velocity
dispersion than the metal-poor subpopulation.
Unlike the inner halo, there does not seem to be a
correspondence between metallicity subpopulation and
differences in the kinematic properties of the subpopu-
lations for the outer halo. The subpopulations in the
outer halo have a radial velocity dispersion similar to
the inner halo metal-rich subpopulation.
4.3. Abundance patterns
In Figure 16 we show the stellar population radial pro-
files for M87 from our fits to the Murphy et al. (2011)
sample (black circles) for [Fe/H] (upper-left) and a vari-
ety of α-elements. The M87 starlight shows a declining
[Fe/H] profile and slightly positive profiles for [Mg/Fe]
(upper-right), [Si/Fe] (lower-left), and [Ca/Fe] (lower-
right). The [Fe/H] gradients are consistent with previ-
ous work that have studied stellar population gradients
in massive ETGs (e.g. Greene et al. 2015; van Dokkum
et al. 2017a; Gu et al. 2018b). These previous studies
typically found a flatter [Mg/Fe] than what we present
here but it is not a substantial difference.
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Figure 14. (Left) MDF for the metal-rich (red) and the metal-poor GCs (blue) in the inner halo.The solid blue and red
lines show the posterior median of the subpopulation assignments of the individual GCs. The filled-in blue and red histograms
represent how the uncertainty in the subpopulation assignments (see text for details) propagates to uncertainty in the MDF.
(Right) Same as left but for the outer halo GCs.
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Figure 15. [Fe/H] vs. radial velocity for the inner halo
sample (top) and the outer halo sample (bottom).
In the upper-left panel we also show [Fe/H] estimates
from deep broadband photometry of resolved stars in
M87 (contours, Bird et al. 2010). This comparison shows
a metal-poor field star population which is not probed
by the stellar population models. The comparison of the
resolved stars to the integrated light demonstrates the
limitations inherent in studies using integrated light and
the need for the inclusion of the GC population in the
analysis.
To obtain abundance information for the GCs we have
to stack the individual spectra since the majority of the
Keck/LRIS and MMT/Hectospec spectra have too low-
S/N to reliably extract abundance information. Stack-
ing the GC spectra is made difficult by the need to sep-
arate the sample by subpopulation as it is expected the
different subpopulations will have different origins and,
thus, different abundance patterns. We demonstrated in
Section 3 the importance of using a HBM framework for
making accurate determinations of subpopulation mem-
bership of the individual GCs, which help make more
physically-appropriate stacks. Additionally, we can take
advantage of having made probabilistic determinations
of subpopulation membership for the individual GCs. In
Figure 14 we demonstrated how uncertainty in the sub-
population memberships propagated to the MDF of the
GC system. In the same manner, we can propagate that
uncertainty to our stacks and abundance information.
In the same manner we used for the Mitchell data, we
made four inner halo stacks, binning by metal-rich and
metal-poor and then further separating the GCs at a
radius at 16 kpc, and two stacks for the outer halo only
16
binning by metal-rich and metal-poor. We made ten it-
erations for each subpopulation, determined by different
draws from the posterior for different subpopulation as-
signments for each GC (same draws that are shown in
Figure 14). The stacked GC spectra have a typical S/N
of ∼ 100− 150/A˚.
Each version of each subpopulation stack was fitted
using alf in the same manner as the Mitchell data. For
each parameter of interest, we computed the 16th, 50th,
and 84th percentiles of the posteriors for each fit. In
Figure 16 we show the results for the metal-rich stacks
(red circles) and metal-poor stacks (blue squares). The
inner halo stacks are open symbols and the outer halo
stacks are filled.
While we note that Figure 16 cannot be directly com-
pared to Figure 13 because we have moved from de-
projected to projected distances, broadly the [Fe/H] gra-
dient measured from the metal-rich inner halo stacks is
consistent with the flat gradient measured from the indi-
vidual [Fe/H] measurements. For the inner halo metal-
poor stacks we find a slightly negative gradient from
the stack measurements that differs from the flat gra-
dient shown in Figure 13. The likely cause of this dif-
ference is the non-uniform sampling of the inner halo
GCs in galactocentric radius. For the individual [Fe/H]
measurements the MMT/Hectospec sample provides the
only coverage past ∼ 27 kpc and the more metal rich
measurements (∼ −1.0) seem to be enough to keep the
gradient nearly flat. However, for the stacks there are
fewer of these comparatively metal-rich GCs than metal-
poor so their contribution to the stack is not as impor-
tant.
The inner halo metal-rich stacks have a similar metal-
licity to the M87 starlight in the same region while the
metal-poor stacks are less metal rich by ∼ 1 dex. For
[Mg/Fe] the inner halo metal-rich stacks are less en-
hanced than the galaxy light while the metal-poor stacks
have similar abundances for the galaxy light. For both
outer halo stacks, there is a precipitous drop in Mg-
enhancement. For [Si/Fe], the inner halo metal-poor
stacks are enhanced relative to the galaxy light and
metal-rich stacks, which have similar values. There is a
noticeable drop in enhancement for the outer halo metal-
poor stack while the outer halo metal-rich stack is con-
sistent with the inner halo measurements. The [Ca/Fe]
measurements are consistent between the galaxy light
and all the inner halo stacks, and the outer halo stacks
are consistent with the inner halo measurements.
In the left panel of Figure 17 we show [Mg/Fe] vs.
[Fe/H] for the GC stacks and the galaxy data (colors
and symbols same as previous figure). We also show the
abundances for the Milky Way stars (purple cloud; from
the JINAbase Abohalima & Frebel 2018, see detailed ref-
erences in Appendix B), stars in dwarf galaxies around
the Milky Way (brown cloud; JINAbase and Bonifacio
et al. 2004), and Milky Way GCs fitted from Schiavon
et al. (2005) (purple circles; see Villaume et al. 2019, for
details on these fits). Also displayed are the abundances
for dwarf ellipticals (dEs) in Virgo from two different
studies, S¸en et al. (2018) (open squares) and Sybilska
et al. (2018) (triangles). For the Sybilska et al. (2018)
sample we differentiate between “M87 dEs” (closed) and
“Virgo dEs” (open) with a cut at 300 kpc from M87 (dis-
tances from Peng et al. 2008). We were motivated by
the results from Liu et al. (2016) which showed a transi-
tion in [Mg/Fe] in the dwarf elliptical population at this
distance.
In the right panel of Figure 17 we show the median
values for each object of [Si/Fe] and [Ca/Fe], except for
S¸en et al. (2018), who only measured [Ca/Fe]. Sybilska
et al. (2018) is not shown on this panel as they only
measured [Mg/Fe]. All symbols are the same as the left
panel. The outer halo metal-rich stack is enhanced in
[(Si,Ca)/Fe] but much closer to solar in [Mg/Fe].
In Figure 18 we show a similar figure to Figure 16
but now for light elements: radial profiles for [C/Fe]
(left) and [N/Fe] (right). For the M87 starlight we see
enhanced [C/Fe] and [N/Fe] values and with negative
radial gradients for both abundances. The GCs as a
whole are less enhanced than the galaxy starlight for
[C/Fe] but more enhanced in [N/Fe].
5. DISCUSSION
5.1. The formation of the inner halo
Piecing together how the inner halo (< 40 kpc) formed
is complicated by the fact that it is a mix of in- and
ex-situ stellar populations of unknown proportions. De-
composing the whole population into these components
from observations cannot be quantitatively done with
integrated galaxy starlight alone. With the GC system
we have discrete tracers of near-simple stellar popula-
tions that overlap with and extend our coverage of the
galaxy field star population, providing additional insight
into how this region formed.
The red GC populations in massive ETGs have long
been thought to have formed along with the original
galaxy because they follow the field star density pro-
files and kinematics (see Strader et al. 2011, for M87 in
particular). Until this work, however, a direct metal-
licity comparison at the same galactocentric radius has
not been done. We have established that the metal-rich
GCs have an average [Fe/H]∼ −0.4 and [Mg/Fe]∼ +0.15
(Figures 16 and 17), similar to the galaxy field star pop-
ulation ([Fe/H] ∼ −0.3 and [Mg/Fe] ∼ +0.40) over the
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Figure 16. Stellar population radial profiles for [Fe/H] and a variety of α-elements as derived from full spectrum fitting to the
Murphy et al. (2011) spectroscopy of the M87 galaxy light (black), the metal-rich GC stacks (red circles), and the metal-poor
GC stacks (blue squares). The grey band indicates Rgal ≤ 2.0 kpc, i.e., the central-most region where massive ETGs display
many exotic stellar population characteristics, and the dashed line indicates ∼ 1Re.
same radial extent, indicating a common origin of the
two populations.
In Figure 16 we show the radial gradients for [Fe/H]
(upper-left panel) and various α elements measured from
the integrated light of M87 (black circles). We find that
the [Fe/H] gradient for the field star population is flat
within the inner 2 kpc and then steepens to a negative
gradient. This negative gradient is paralleled by rising
gradients in all of the α elements. This trend is charac-
teristic of the populations seen in other massive galaxies
(Gu et al. 2018a; Greene et al. 2013) and can be viewed
as consistent with the second phase of the “two-phase”
formation framework (Oser et al. 2010) within a prefer-
entially quenched environment (Liu et al. 2016).
It would follow from this scenario that the bulk of
the metal-rich GCs came in from mergers. However,
the measurements from the GC stacks indicate that the
[Mg/Fe] values for the metal-rich GCs decline with ra-
dius. The population that then presumably brought in
the metal-rich GCs would be diluting the [Mg/Fe] and
depressing the gradient, rather than contributing to its
rise. On the other hand, the metal-poor GCs are very
Mg-enhanced.
A negative gradient is expected from the kind of mi-
nor mergers that would bring metal-poor GCs into M87.
Major mergers, which would bring in metal-rich GCs,
can flatten gradients (e.g. Taylor & Kobayashi 2017).
Our current measurements show that the metal-poor
subpopulation gradient is skewed negative but is con-
18
1.5 1.0 0.5 0.0
[Fe/H]
0.2
0.0
0.2
0.4
0.6
[M
g/
Fe
]
1.5 1.0 0.5 0.0
[Fe/H]
0.2
0.0
0.2
0.4
0.6
[(S
i,C
a)
/F
e]
Virgo dEs 
(Sen+ 2018)
M87 dEs 
(Sybilska+ 18)
Virgo dEs 
(Sybilska+ 18)
MW stars
Dwarf stars
Metal-rich GC stack
Metal-poor GC stack
Integrated starlight
MW GCs
Figure 17. (Left) [Mg/Fe] vs. [Fe/H] for the GC stacks and M87 (symbols same as previous figure) For M87 the two
measurements we have that are within 2 kpc are filled in. Also plotted is the kernel density estimate of the Milky Way field stars
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(Right) Same as left panel but for the median of [Si/Fe] and [Ca/Fe].
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Figure 18. Same as Figure 16 but for [C/Fe] (left) and [N/Fe] (middle) (right).
sistent with the metal-rich (and with a flat gradient;
Figure 12) within the 1σ uncertainties. It would presum-
ably follow then that the metal-poor GC population was
affected by the same processes that flattened the metal-
rich GC gradient, i.e., that the metal-poor population
was already in place by the time the major mergers be-
gan and, thus, the low-mass satellites were preferentially
accreted early. To the best of our knowledge, this is not
something that has been examined in cosmological sim-
ulations of galaxy evolution. However, we can use the
additional constraint of the metallicity gradient of the
galaxy light. If all the low-mass satellite galaxies came
in early, we would expect that the stellar metallicity gra-
dient should be similarly flat to the GC subpopulation
gradients and so we conclude that scenario is not likely.
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An alternative explanation is that the metal-poor pop-
ulation is not entirely ex-situ. Mandelker et al. (2018)
described a scenario in which metal-poor GCs form in-
situ in massive halos (i.e., viral masses a few times
1010 − 1011M) at high-redshift (z ∼ 6) as a result of
fragmentation of the unstable cold gas filaments accret-
ing on the forming galaxy. To the best of our knowledge,
at this redshift the circumgalactic gas does not evolve
(see Figure 6 in Robert et al. 2019) and so there would be
no mass–metallicity relation, and thus, the population
of GCs that stem from this scenario would have a flat
metallicity gradient. An in-situ metal-poor population
commingling with the ex-situ metal-poor GC population
could then “dilute” the overall “metal-poor” subpopu-
lation gradient we measure.
A related issue regarding the origins of the inner halo
metal-poor GC population is that cosmological simu-
lations of galaxy evolution do not predict such a low-
metallicity population. Cosmological simulations pre-
dict that the Milky Way-mass (mass ratio∼1:5) galaxies
are the primary building blocks of the stellar halos of
massive galaxies (Oser et al. 2012; Pillepich et al. 2018),
while the typical mass implied by the median metal-
licity of the metal-poor GC population is much lower,
M∗ ∼ 108 (Kirby et al. 2013). This makes the metal-
poor GCs too metal-poor to fit this framework, even
though in Villaume et al. (2019) we established that the
metal-poor GCs in the inner halo of M87 are ∼ 0.4 dex
more metal rich than previously thought. The mass ra-
tios of the mergers suggested by this metal-poor popula-
tion are not inconsistent with analytic models of merger-
driven BCG expansion from high-redshift to present day
(see equation 4 in Naab et al. 2009).
5.1.1. Metal production in the field and GC populations
Including the GC system in the analysis helps estab-
lish important benchmarks – the existence of the α-
enhanced, metal-poor halo and the flat (albeit not neces-
sarily the same) metallicity gradients of the GC subpop-
ulations – that help us make qualitative advancements
in our understanding of the assembly history of M87.
However, until we can make more precise determina-
tions of the in- and ex-situ populations we necessarily
have to be agnostic towards the specifics of the in-situ
star-formation in M87. This, however, is a particularly
important process to understand because of the unex-
plained, exotic properties of the stellar populations in
the innermost regions of the most massive ETGs. For
example, the unexpected excess in ultraviolet (UV) flux
within (e.g., Code & Welch 1979) and the bottom-heavy
initial mass functions up to 1Re (van Dokkum et al.
2017b). For M87 in particular, Sarzi et al. (2018) mea-
sured a bottom-heavy IMF out to ∼ 4 kpc. Constrain-
ing the nature of this initial phase of ETG formation
will likely clarify the star formation processes that can
give rise to these characteristics.
The radial gradients of the various abundances shown
in Figures 16 and 18 contain a wealth of information
which can help falsify various formation scenarios. In
this paper, we focus specifically on the scenario which
postulates that there is a significant fraction of stars
from dissolved metal-rich GCs in the center of M87
which explains the UV upturn (Goudfrooij 2018). One
explicit prediction from this scenario is a negative ra-
dial gradient in [N/Fe] in the galaxy starlight, which we
show to be case in the right panel of Figure 18. In-
terestingly, the [N/Fe] gradient we measure for M87 is
starkly different from the [N/Fe] gradients from a sam-
ple of comparable galaxies (i.e., the MASSIVE survey;
Greene et al. 2013).
However, we also show that the [C/Fe] and [N/Fe]
abundances are inconsistent between the galaxy light
and the GC stacks. Furthermore, the [C/Fe] and [N/Fe]
values for the M87 starlight are correlated rather than
anti-correlated, which is a hallmark of the multiple pop-
ulation phenomenon seen in the Local Group GCs (e.g.,
Gratton et al. 2004, and the references therein). Our
results therefore show little evidence for stars from dis-
solved GCs being a significant population in M87.
The presence of the multiple-population phenomenon
has been hinted at by the UV excess in the M87 GCs
(Peacock et al. 2017). While we find marginal anti-
correlation between [C/Fe] and [N/Fe] for the inner halo
metal-rich GC stacks, correlation is found in the inner
halo metal-poor GC stacks. The metal-poor GCs in
the inner halo of M87 were found to be bluer than the
Milky Way GC population at fixed metallicity (Villaume
et al. 2019). That result may be related to differences in
horizontal branch morphology between the populations,
which, in turn, may be related to light element abun-
dance patterns (e.g., Bastian & Lardo 2017, and the
references therein). This, however, is little more than
speculation at this point and delving deeper is beyond
the scope of this work.
5.2. The formation of the outer halo
While observations of GCs and planetary nebulae indi-
cate the presence of an intracluster component that be-
comes significant beyond ∼ 300 kpc (Longobardi et al.
2018b,a), our work focuses on the material inside this
radius and bound to M87. The presumption is that
the stellar population parameters in the outer halo pro-
vide cleaner benchmarks by which to judge accretion
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predictions since a significant in-situ population is not
expected to complicate the interpretation.
As discussed in the previous section, the metallicity
and [Mg/Fe] gradients in the inner halos of M87 and
other massive ETGs are evidence that there was prefer-
ential accretion of environmentally quenched satellites.
This does not appear to be the case for the outer halo as
the outer halo GC stacks have lower [Mg/Fe] abundances
than the inner halo stacks. However, when comparing
the abundance differences between the inner and outer
halo GCs, we need to consider the possibility of mass ef-
fects. The outer halo sample consists of more luminous,
and therefore more massive, GCs than the inner halo
sample (Figure 1). The abundance spreads in the Milky
Way GCs have been shown to correlate with luminosity
(Figure 16, Carretta et al. 2010), so it would follow that
the more massive outer halo GCs might in some way be
impacted by this effect. We need to address whether we
expect this effect to be significant.
Carretta et al. (2010) demonstrated that the cor-
relation between luminosity and extent of abundance
spreads (specifically in their case, Na–O) in GCs is
driven by the extreme of the abundance anti-correlation,
not the median values (see their Figure 11). Since inte-
grated light probes the average parameters of the stel-
lar populations the mass dependency might not be as
strong when measuring integrated light. To test this we
found the correlation between mass for the Milky Way
GCs and [C/Fe], [N/Fe], and [Mg/Fe] as measured by
alf from integrated light. For [Mg/Fe] and [C/Fe] we
found a mass dependence of ∼ 16%. Even accounting
for the outer halo GCs being more massive than the
most massive GCs, this effect is unlikely to explain the
full difference between the inner and outer halo abun-
dances thereby confirming the lower Mg-enhancement in
the outer halo compared to the inner halo.
To determine the specifics of the progenitor satellites
that built-up the outer halo in M87, we find that there
appear to be at least two distinct populations in the
outer halo, in contrast to previous studies which have
treated the outer halo GC populations as monolithic
(e.g., Forbes & Remus 2018). First, while the outer halo
population has a overall lower metallicity than the in-
ner halo population, the individual GCs display a large
range in metallicity. Moreover, even when accounting
for the uncertainties in the subpopulation membership
assignments when creating the two outer halo stacks,
the metallicities of those stacks are different in a statis-
tically significant manner. Second, the metal-poor stack
does not display the same unusual α-element abundance
pattern as the metal-rich stack or the dEs (see Figure
17).
Even though Mg, Si, and Ca are all α elements, they
have different formation sites. Mg is purely a prod-
uct of massive stars while Si and Ca can both also be
produced in Type Ia supernovae (Woosley et al. 2002).
This opens the possibility of using the abundance pat-
terns of the GC stacks to tag the GC population in M87
to possible progenitors. The α element abundance pat-
tern displayed by the metal-rich stack is echoed by the
dE population in the Virgo cluster (Figure 17). This
makes it tempting to point to the dE population as the
progenitors of some portion of the outer halo of M87.
However, it is important to acknowledge the difficulty
in abundance tagging in this scenario because of the
strong radial gradients in dEs (Figure 1; Sybilska et al.
2018). S¸en et al. (2018) used the Re/8 aperture with
the nucleus included, while Sybilska et al. (2018) took
the luminosity-weighted average of spectra within 1Re.
While noting this caveat, the metallicity gradient for the
outer halo metal-rich subpopulation is negative and in-
consistent with a flat gradient within the 1σ uncertainty,
which is consistent with the bulk of this population be-
ing brought in by low-mass satellites.
Furthermore, the progenitor mass implied by the me-
dian metallicity of the outer halo metal-rich GC popu-
lation is M∗ ∼ 109M (Gallazzi et al. 2005) which is
consistent with the predictions from IllustrisTNG. At
> 100 kpc, Pillepich et al. (2018) predicted that 90%
of the ex-situ mass comes from progenitors with stellar
masses & 5 × 109M, with the typical progenitor mass
being ∼ 7 × 1010M (see their Figure 13b). However,
as in the inner halo, the metal-poor population is not
consistent with the predictions from simulations.
Other aspects of the GC system are consistent with
our interpretation of the stellar population parameters.
In the outer halo, M87 has a V -band luminosity of
∼ 2.9 × 1010L, very similar to the total luminosity of
the Milky Way (Kormendy et al. 2009; Bland-Hawthorn
& Gerhard 2016). From Se´rsic fits to the photometric
sample of M87 GCs from Strader et al. (2011) and cor-
recting for GC luminosity function incompleteness, we
estimate there are ∼ 1200 metal-rich GCs and ∼ 4500
metal-poor GCs in this region. The GC specific fre-
quency (SN ) of the outer halo is then SN ∼ 16; which
besides M87, the only galaxies in Virgo with such a high
value are dwarfs with MV ∼ −17 to −16 and fainter
(M∗ ∼ 108 − 109M, Peng et al. 2008, Figure 12).
A similar conclusion to our own was reached by Longo-
bardi et al. (2018a) using the outer halo light color M87
to infer low-mass progenitors. Hartke et al. (2018) took
that result to indicate a problem with the feedback pre-
scription in IllustrisTNG. However, we also need to con-
sider the possibility that the accreted satellites were dif-
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ferent than the surviving population. That is, that there
may have been Milky Way-mass galaxies but with SN
more like dwarfs, that no longer exist today. Or possibly
similar to the ultra-diffuse galaxies that have been found
to have very high SN (Peng & Lim 2016). The evidence
for a dynamically cold phase-space shell prompted Ro-
manowsky et al. (2012) to suggest that ∼ 20% of M87’s
GC population within 50 < Rgal kpc < 95 came from an
E/S0 progenitor with luminosity ∼ 0.5L∗, which could
lead to flattened the metallicity gradient we measure in
the outer halo metal-poor GC subpopulation.
6. SUMMARY
Using updated full-spectrum SPS models we present
the first detailed stellar population analysis of M87 and
its GC system from spectroscopy. We applied the mod-
els to 322 GCs extending from the inner to outer halo.
We use these same models to fit IFU spectroscopy to get
spatially-resolved stellar population parameters of M87
itself.
We present a new statistical framework to measure
the radial metallicity gradients of a multimodal GC sys-
tem that accounts for the covariance between subpopu-
lation membership assignments and the physical param-
eters of the subpopulations while doing a statistical de-
projection of the galactocentric distances which enables
much more accurate measurement of the linear gradient
parameters of the GC subpopulations. Our main results
are as follows:
• We show the first direct spectroscopic comparison
of field stars and GCs in M87, confirming the as-
sociation of field stars and red GCs.
• In the inner halo, we measure for both the metal-
rich and metal-poor subpopulations remarkably
flat metallicity gradients. With the additional con-
straint of the galaxy stellar metallicity gradient,
we find this to be compelling circumstantial ev-
idence for a population of metal-poor GCs that
formed in-situ directly in the halo. The expecta-
tion for the alternative scenario, that the low-mass
satellites preferentially came in early and were in
place by the time the major mergers began, is
something that should be checked in cosmological
simulations of galaxy evolution.
• From the α abundances of the outer halo GC
stacks, we find evidence for relatively recent ac-
cretion of low-mass satellites with extended star-
formation histories, unlike the the inner halo which
shows evidence for accretion of early quenched
satellites.
• We find evidence for a metal-poor, α-enhanced
population in both the inner and outer halo, not
anticipated by current cosmological galaxy simu-
lations. It currently unclear whether this is the
sign of persistent problems in the subgrid physics
of the cosmological simulations, or indication of a
missing satellite population around massive ETGs.
ACKNOWLEDGMENTS
We would like to thank Karl Gebhardt and Sarah Bird
for generously sharing data with us and to E. Cunning-
ham, N. Mandelker, and S. Woosley for discussions on
various aspects of this paper. We greatly appreciate
the anonymous referee’s thoughtful report that helped
us improve the quality of this manuscript. AV would
like to acknowledge the NSF Graduate Fellowship Pro-
gram for its support. JS was supported by NSF Grant
AST-1514763 and the Packard Foundation. AJR was
supported by National Science Foundation grant AST-
1616710, and as a Research Corporation for Science Ad-
vancement Cottrell Scholar. The authors would like to
thank the Center for Computational Astrophysics at the
Flatiron Institute for enabling this collaboration.
Software: IPython (Pe´rez & Granger 2007), SciPy
(Virtanen et al. 2020), NumPy (Van Der Walt et al.
2011), matplotlib (Hunter 2007), Astropy Astropy Col-
laboration et al. (2018), PyMC3 (Salvatier J. 2016), em-
cee (Foreman-Mackey et al. 2013b)
REFERENCES
Abohalima, A., & Frebel, A. 2018, ApJS, 238, 36,
doi: 10.3847/1538-4365/aadfe9
Aihara, H., Armstrong, R., Bickerton, S., et al. 2018, PASJ,
70, S8, doi: 10.1093/pasj/psx081
Allen, D. M., Ryan, S. G., Rossi, S., Beers, T. C., &
Tsangarides, S. A. 2012, A&A, 548, A34,
doi: 10.1051/0004-6361/201015615
Aoki, W., Beers, T. C., Christlieb, N., et al. 2007, ApJ,
655, 492, doi: 10.1086/509817
Aoki, W., Ito, H., & Tajitsu, A. 2012, ApJL, 751, L6,
doi: 10.1088/2041-8205/751/1/L6
Aoki, W., Norris, J. E., Ryan, S. G., Beers, T. C., & Ando,
H. 2002a, ApJ, 567, 1166, doi: 10.1086/338756
—. 2002b, PASJ, 54, 933, doi: 10.1093/pasj/54.6.933
22
Aoki, W., Tominaga, N., Beers, T. C., Honda, S., & Lee,
Y. S. 2014, Science, 345, 912,
doi: 10.1126/science.1252633
Aoki, W., Honda, S., Beers, T. C., et al. 2005, ApJ, 632,
611, doi: 10.1086/432862
Aoki, W., Beers, T. C., Sivarani, T., et al. 2008, ApJ, 678,
1351, doi: 10.1086/533517
Aoki, W., Beers, T. C., Lee, Y. S., et al. 2013, AJ, 145, 13,
doi: 10.1088/0004-6256/145/1/13
Astropy Collaboration, Price-Whelan, A. M., SipH ocz,
B. M., et al. 2018, aj, 156, 123,
doi: 10.3847/1538-3881/aabc4f
Barbuy, B., Spite, M., Spite, F., et al. 2005, A&A, 429,
1031, doi: 10.1051/0004-6361:20040415
Barklem, P. S., Christlieb, N., Beers, T. C., et al. 2005,
A&A, 439, 129, doi: 10.1051/0004-6361:20052967
Bastian, N., & Lardo, C. 2017, ArXiv e-prints,
arXiv:1712.01286. https://arxiv.org/abs/1712.01286
Baum, W. A. 1955, PASP, 67, 328, doi: 10.1086/126829
Bayes, M., & Price, M. 1763, Philosophical Transactions of
the Royal Society of London Series I, 53, 370
Bensby, T., Feltzing, S., & Oey, M. S. 2014, A&A, 562,
A71, doi: 10.1051/0004-6361/201322631
Bensby, T., Ade´n, D., Mele´ndez, J., et al. 2011, A&A, 533,
A134, doi: 10.1051/0004-6361/201117059
Betancourt, M. 2017, arXiv e-prints, arXiv:1701.02434.
https://arxiv.org/abs/1701.02434
Bird, S., Harris, W. E., Blakeslee, J. P., & Flynn, C. 2010,
A&A, 524, A71, doi: 10.1051/0004-6361/201014876
Bland-Hawthorn, J., & Gerhard, O. 2016, ARA&A, 54,
529, doi: 10.1146/annurev-astro-081915-023441
Blom, C., Spitler, L. R., & Forbes, D. A. 2012, MNRAS,
420, 37, doi: 10.1111/j.1365-2966.2011.19963.x
Bonifacio, P., Sbordone, L., Marconi, G., Pasquini, L., &
Hill, V. 2004, A&A, 414, 503,
doi: 10.1051/0004-6361:20031692
Brodie, J. P., Romanowsky, A. J., Strader, J., et al. 2014,
ApJ, 796, 52, doi: 10.1088/0004-637X/796/1/52
Bundy, K., Bershady, M. A., Law, D. R., et al. 2015, ApJ,
798, 7, doi: 10.1088/0004-637X/798/1/7
Caldwell, N., & Romanowsky, A. J. 2016, ApJ, 824, 42,
doi: 10.3847/0004-637X/824/1/42
Carretta, E., Bragaglia, A., Gratton, R. G., et al. 2010,
A&A, 516, A55, doi: 10.1051/0004-6361/200913451
Carretta, E., Gratton, R., Cohen, J. G., Beers, T. C., &
Christlieb, N. 2002, AJ, 124, 481, doi: 10.1086/340955
Cayrel, R., Depagne, E., Spite, M., et al. 2004, A&A, 416,
1117, doi: 10.1051/0004-6361:20034074
Choi, J., Conroy, C., Moustakas, J., et al. 2014, ApJ, 792,
95, doi: 10.1088/0004-637X/792/2/95
Choi, J., Dotter, A., Conroy, C., et al. 2016, ApJ, 823, 102,
doi: 10.3847/0004-637X/823/2/102
Code, A. D., & Welch, G. A. 1979, ApJ, 228, 95,
doi: 10.1086/156825
Cohen, J. G., Christlieb, N., Qian, Y. Z., & Wasserburg,
G. J. 2003, ApJ, 588, 1082, doi: 10.1086/374269
Cohen, J. G., Christlieb, N., Thompson, I., et al. 2013,
ApJ, 778, 56, doi: 10.1088/0004-637X/778/1/56
Cohen, J. G., & Huang, W. 2009, ApJ, 701, 1053,
doi: 10.1088/0004-637X/701/2/1053
Cohen, J. G., Christlieb, N., McWilliam, A., et al. 2004,
ApJ, 612, 1107, doi: 10.1086/422576
Cohen, J. G., McWilliam, A., Shectman, S., et al. 2006, AJ,
132, 137, doi: 10.1086/504597
Conroy, C., Graves, G. J., & van Dokkum, P. G. 2014, ApJ,
780, 33, doi: 10.1088/0004-637X/780/1/33
Conroy, C., & van Dokkum, P. G. 2012, ApJ, 760, 71,
doi: 10.1088/0004-637X/760/1/71
Conroy, C., Villaume, A., van Dokkum, P. G., & Lind, K.
2018, ApJ, 854, 139, doi: 10.3847/1538-4357/aaab49
Cowan, J. J., Sneden, C., Burles, S., et al. 2002, ApJ, 572,
861, doi: 10.1086/340347
S¸en, S¸., Peletier, R. F., Boselli, A., et al. 2018, MNRAS,
475, 3453, doi: 10.1093/mnras/stx3254
Cui, W. Y., Sivarani, T., & Christlieb, N. 2013, A&A, 558,
A36, doi: 10.1051/0004-6361/201321597
De Lucia, G., & Blaizot, J. 2007, MNRAS, 375, 2,
doi: 10.1111/j.1365-2966.2006.11287.x
Faber, S. M. 1977, in Evolution of Galaxies and Stellar
Populations, ed. B. M. Tinsley & D. C. Larson, Richard
B. Gehret, 157
Feltzing, S., Eriksson, K., Kleyna, J., & Wilkinson, M. I.
2009, A&A, 508, L1, doi: 10.1051/0004-6361/200912833
Forbes, D. A., & Remus, R.-S. 2018, MNRAS, 479, 4760,
doi: 10.1093/mnras/sty1767
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman,
J. 2013a, PASP, 125, 306, doi: 10.1086/670067
—. 2013b, PASP, 125, 306, doi: 10.1086/670067
Franc¸ois, P., Monaco, L., Bonifacio, P., et al. 2016, A&A,
588, A7, doi: 10.1051/0004-6361/201527181
Frebel, A., Simon, J. D., Geha, M., & Willman, B. 2010,
ApJ, 708, 560, doi: 10.1088/0004-637X/708/1/560
Fulbright, J. P. 2000, AJ, 120, 1841, doi: 10.1086/301548
Gaia Collaboration, Brown, A. G. A., Vallenari, A., et al.
2018, A&A, 616, A1, doi: 10.1051/0004-6361/201833051
Gallazzi, A., Charlot, S., Brinchmann, J., White, S. D. M.,
& Tremonti, C. A. 2005, MNRAS, 362, 41,
doi: 10.1111/j.1365-2966.2005.09321.x
Geisler, D., Smith, V. V., Wallerstein, G., Gonzalez, G., &
Charbonnel, C. 2005, AJ, 129, 1428, doi: 10.1086/427540
23
Gelman, A., Carlin, J. B., Hal, S. S., et al. 2013, Bayesian
Data Analysis (Chapman and Hall/CRC)
Gilmore, G., Norris, J. E., Monaco, L., et al. 2013, ApJ,
763, 61, doi: 10.1088/0004-637X/763/1/61
Goudfrooij, P. 2018, ApJ, 857, 16,
doi: 10.3847/1538-4357/aab553
Grand, R. J. J., Go´mez, F. A., Marinacci, F., et al. 2017,
MNRAS, 467, 179, doi: 10.1093/mnras/stx071
Gratton, R., Sneden, C., & Carretta, E. 2004, ARA&A, 42,
385, doi: 10.1146/annurev.astro.42.053102.133945
Greene, J. E., Janish, R., Ma, C.-P., et al. 2015, ApJ, 807,
11, doi: 10.1088/0004-637X/807/1/11
Greene, J. E., Murphy, J. D., Graves, G. J., et al. 2013,
ApJ, 776, 64, doi: 10.1088/0004-637X/776/2/64
Greene, J. E., Veale, M., Ma, C.-P., et al. 2019, ApJ, 874,
66, doi: 10.3847/1538-4357/ab01e3
Gu, M., Conroy, C., & Brammer, G. 2018a, ApJL, 862,
L18, doi: 10.3847/2041-8213/aad336
Gu, M., Conroy, C., Law, D., et al. 2018b, ApJ, 859, 37,
doi: 10.3847/1538-4357/aabbae
Hansen, T., Hansen, C. J., Christlieb, N., et al. 2015, ApJ,
807, 173, doi: 10.1088/0004-637X/807/2/173
Hargis, J. R., & Rhode, K. L. 2014, ApJ, 796, 62,
doi: 10.1088/0004-637X/796/1/62
Harris, W. E. 2009a, ApJ, 699, 254,
doi: 10.1088/0004-637X/699/1/254
—. 2009b, ApJ, 703, 939,
doi: 10.1088/0004-637X/703/1/939
Harris, W. E., Ciccone, S. M., Eadie, G. M., et al. 2017,
ApJ, 835, 101, doi: 10.3847/1538-4357/835/1/101
Hartke, J., Arnaboldi, M., Gerhard, O., et al. 2018, A&A,
616, A123, doi: 10.1051/0004-6361/201832711
Helmi, A. 2020, arXiv e-prints, arXiv:2002.04340.
https://arxiv.org/abs/2002.04340
Hoffman, M. D., & Gelman, A. 2011, arXiv e-prints,
arXiv:1111.4246. https://arxiv.org/abs/1111.4246
Hogg, D. W., Bovy, J., & Lang, D. 2010, ArXiv e-prints,
arXiv:1008.4686. https://arxiv.org/abs/1008.4686
Hollek, J. K., Frebel, A., Placco, V. M., et al. 2015, ApJ,
814, 121, doi: 10.1088/0004-637X/814/2/121
Honda, S., Aoki, W., Kajino, T., et al. 2004, ApJ, 607, 474,
doi: 10.1086/383406
Howes, L. M., Casey, A. R., Asplund, M., et al. 2015,
Nature, 527, 484, doi: 10.1038/nature15747
Howes, L. M., Asplund, M., Keller, S. C., et al. 2016,
MNRAS, 460, 884, doi: 10.1093/mnras/stw1004
Hunter, J. D. 2007, Computing In Science & Engineering,
9, 90
Ishigaki, M., Chiba, M., & Aoki, W. 2010, PASJ, 62, 143,
doi: 10.1093/pasj/62.1.143
Ishigaki, M. N., Aoki, W., Arimoto, N., & Okamoto, S.
2014, A&A, 562, A146,
doi: 10.1051/0004-6361/201322796
Ivans, I. I., Simmerer, J., Sneden, C., et al. 2006, ApJ, 645,
613, doi: 10.1086/504069
Ivans, I. I., Sneden, C., James, C. R., et al. 2003, ApJ, 592,
906, doi: 10.1086/375812
Jacobson, H. R., Keller, S., Frebel, A., et al. 2015, ApJ,
807, 171, doi: 10.1088/0004-637X/807/2/171
Ji, A. P., Frebel, A., Chiti, A., & Simon, J. D. 2016,
Nature, 531, 610, doi: 10.1038/nature17425
Johnson, J. A. 2002, ApJS, 139, 219, doi: 10.1086/338117
Johnson, J. A., & Bolte, M. 2004, ApJ, 605, 462,
doi: 10.1086/382147
Jonsell, K., Barklem, P. S., Gustafsson, B., et al. 2006,
A&A, 451, 651, doi: 10.1051/0004-6361:20054470
Jonsell, K., Edvardsson, B., Gustafsson, B., et al. 2005,
A&A, 440, 321, doi: 10.1051/0004-6361:20052797
Kartha, S. S., Forbes, D. A., Alabi, A. B., et al. 2016,
MNRAS, 458, 105, doi: 10.1093/mnras/stw185
Kirby, E. N., Cohen, J. G., Guhathakurta, P., et al. 2013,
ApJ, 779, 102, doi: 10.1088/0004-637X/779/2/102
Koch, A., McWilliam, A., Grebel, E. K., Zucker, D. B., &
Belokurov, V. 2008, ApJL, 688, L13, doi: 10.1086/595001
Koch, A., McWilliam, A., Preston, G. W., & Thompson,
I. B. 2015, VizieR Online Data Catalog,
J/A+A/587/A124
Kormendy, J., Fisher, D. B., Cornell, M. E., & Bender, R.
2009, ApJS, 182, 216, doi: 10.1088/0067-0049/182/1/216
Kroupa, P. 2001, MNRAS, 322, 231,
doi: 10.1046/j.1365-8711.2001.04022.x
Kurucz, R. L. 1970, SAO Special Report, 309
—. 1993, SYNTHE spectrum synthesis programs and line
data
Lai, D. K., Bolte, M., Johnson, J. A., et al. 2008, ApJ, 681,
1524, doi: 10.1086/588811
Li, H.-N., Zhao, G., Christlieb, N., et al. 2015, ApJ, 798,
110, doi: 10.1088/0004-637X/798/2/110
Liu, C., Peng, E. W., Jorda´n, A., et al. 2011, ApJ, 728, 116,
doi: 10.1088/0004-637X/728/2/116
Liu, Y., Peng, E. W., Blakeslee, J., et al. 2016, ApJ, 818,
179, doi: 10.3847/0004-637X/818/2/179
Longobardi, A., Arnaboldi, M., Gerhard, O., & Mihos, J. C.
2015, A&A, 579, L3, doi: 10.1051/0004-6361/201526282
Longobardi, A., Arnaboldi, M., Gerhard, O., Pulsoni, C., &
So¨ldner-Rembold, I. 2018a, A&A, 620, A111,
doi: 10.1051/0004-6361/201832729
Longobardi, A., Peng, E. W., Coˆte´, P., et al. 2018b, ApJ,
864, 36, doi: 10.3847/1538-4357/aad3d2
24
Ma, C.-P., Greene, J. E., McConnell, N., et al. 2014, ApJ,
795, 158, doi: 10.1088/0004-637X/795/2/158
Majewski, S. R., Schiavon, R. P., Frinchaboy, P. M., et al.
2017, AJ, 154, 94, doi: 10.3847/1538-3881/aa784d
Mandelker, N., van Dokkum, P. G., Brodie, J. P., van den
Bosch, F. C., & Ceverino, D. 2018, ApJ, 861, 148,
doi: 10.3847/1538-4357/aaca98
Masseron, T., Johnson, J. A., Lucatello, S., et al. 2012,
ApJ, 751, 14, doi: 10.1088/0004-637X/751/1/14
McLaughlin, D. E. 1999, AJ, 117, 2398, doi: 10.1086/300836
McWilliam, A., Preston, G. W., Sneden, C., & Searle, L.
1995, AJ, 109, 2757, doi: 10.1086/117486
Mihos, J. C., Harding, P., Feldmeier, J. J., et al. 2017, ApJ,
834, 16, doi: 10.3847/1538-4357/834/1/16
Milone, A. D. C., Sansom, A. E., & Sa´nchez-Bla´zquez, P.
2011, MNRAS, 414, 1227,
doi: 10.1111/j.1365-2966.2011.18457.x
Murphy, J. D., Gebhardt, K., & Adams, J. J. 2011, ApJ,
729, 129, doi: 10.1088/0004-637X/729/2/129
Naab, T., Johansson, P. H., & Ostriker, J. P. 2009, ApJL,
699, L178, doi: 10.1088/0004-637X/699/2/L178
Naab, T., & Ostriker, J. P. 2017, ARA&A, 55, 59,
doi: 10.1146/annurev-astro-081913-040019
Norris, J. E., Ryan, S. G., Beers, T. C., & Deliyannis, C. P.
1997, ApJ, 485, 370, doi: 10.1086/304390
Oldham, L. J., & Auger, M. W. 2016a, MNRAS, 455, 820,
doi: 10.1093/mnras/stv2244
—. 2016b, MNRAS, 457, 421, doi: 10.1093/mnras/stv2982
—. 2016c, MNRAS, 455, 820, doi: 10.1093/mnras/stv2244
Oser, L., Naab, T., Ostriker, J. P., & Johansson, P. H.
2012, ApJ, 744, 63, doi: 10.1088/0004-637X/744/1/63
Oser, L., Ostriker, J. P., Naab, T., Johansson, P. H., &
Burkert, A. 2010, ApJ, 725, 2312,
doi: 10.1088/0004-637X/725/2/2312
Pastorello, N., Forbes, D. A., Usher, C., et al. 2015,
MNRAS, 451, 2625, doi: 10.1093/mnras/stv1131
Peacock, M. B., Zepf, S. E., Kundu, A., & Chael, J. 2017,
MNRAS, 464, 713, doi: 10.1093/mnras/stw2382
Peng, E. W., & Lim, S. 2016, ApJL, 822, L31,
doi: 10.3847/2041-8205/822/2/L31
Peng, E. W., Jorda´n, A., Coˆte´, P., et al. 2006, ApJ, 639, 95,
doi: 10.1086/498210
—. 2008, ApJ, 681, 197, doi: 10.1086/587951
Pe´rez, F., & Granger, B. E. 2007, Computing in Science
and Engineering, 9, 21, doi: 10.1109/MCSE.2007.53
Pillepich, A., Nelson, D., Hernquist, L., et al. 2018,
MNRAS, 475, 648, doi: 10.1093/mnras/stx3112
Placco, V. M., Beers, T. C., Ivans, I. I., et al. 2015, ApJ,
812, 109, doi: 10.1088/0004-637X/812/2/109
Preston, E. F., Martins, J. S. S., & Rundle, J. B. 2001,
arXiv e-prints, cond.
https://arxiv.org/abs/cond-mat/0103452
Preston, G. W., & Sneden, C. 2000, AJ, 120, 1014,
doi: 10.1086/301472
Preston, G. W., Thompson, I. B., Sneden, C., Stachowski,
G., & Shectman, S. A. 2006, AJ, 132, 1714,
doi: 10.1086/507519
Robert, P. F., Murphy, M. T., O’Meara, J. M., Crighton,
N. H. M., & Fumagalli, M. 2019, MNRAS, 483, 2736,
doi: 10.1093/mnras/sty3287
Roederer, I. U., Preston, G. W., Thompson, I. B., et al.
2014, AJ, 147, 136, doi: 10.1088/0004-6256/147/6/136
Roederer, I. U., Sneden, C., Thompson, I. B., Preston,
G. W., & Shectman, S. A. 2010, ApJ, 711, 573,
doi: 10.1088/0004-637X/711/2/573
Roederer, I. U., Frebel, A., Shetrone, M. D., et al. 2008,
ApJ, 679, 1549, doi: 10.1086/587794
Romanowsky, A. J., Strader, J., Brodie, J. P., et al. 2012,
ApJ, 748, 29, doi: 10.1088/0004-637X/748/1/29
Ryan, S. G., Norris, J. E., & Bessell, M. S. 1991, AJ, 102,
303, doi: 10.1086/115878
Salvatier J., Wiecki T.V., F. C. 2016, PearJ Computer
Science
Sarzi, M., Spiniello, C., La Barbera, F., Krajnovic´, D., &
van den Bosch, R. 2018, MNRAS, 478, 4084,
doi: 10.1093/mnras/sty1092
Schiavon, R. P., Rose, J. A., Courteau, S., & MacArthur,
L. A. 2005, The Astrophysical Journal Supplement
Series, 160, 163, doi: 10.1086/431148
Searle, L., & Zinn, R. 1978, ApJ, 225, 357,
doi: 10.1086/156499
Shetrone, M., Venn, K. A., Tolstoy, E., et al. 2003, AJ, 125,
684, doi: 10.1086/345966
Shetrone, M. D., Coˆte´, P., & Sargent, W. L. W. 2001, ApJ,
548, 592, doi: 10.1086/319022
Siqueira Mello, C., Hill, V., Barbuy, B., et al. 2014, A&A,
565, A93, doi: 10.1051/0004-6361/201423826
Sku´lado´ttir, A´., Tolstoy, E., Salvadori, S., et al. 2015, A&A,
574, A129, doi: 10.1051/0004-6361/201424782
Somerville, R. S., & Dave´, R. 2015, ARA&A, 53, 51,
doi: 10.1146/annurev-astro-082812-140951
Strader, J., Romanowsky, A. J., Brodie, J. P., et al. 2011,
The Astrophysical Journal Supplement Series, 197, 33,
doi: 10.1088/0067-0049/197/2/33
Sybilska, A., Kuntschner, H., van de Ven, G., et al. 2018,
MNRAS, 476, 4501, doi: 10.1093/mnras/sty534
Taylor, P., & Kobayashi, C. 2017, MNRAS, 471, 3856,
doi: 10.1093/mnras/stx1860
Tinsley, B. M. 1980, FCPh, 5, 287
25
Usher, C., Forbes, D. A., Spitler, L. R., et al. 2013,
MNRAS, 436, 1172, doi: 10.1093/mnras/stt1637
Usher, C., Forbes, D. A., Brodie, J. P., et al. 2012, MNRAS,
426, 1475, doi: 10.1111/j.1365-2966.2012.21801.x
Van Der Walt, S., Colbert, S. C., & Varoquaux, G. 2011,
Computing in Science & Engineering, 13, 22
van Dokkum, P., Conroy, C., Villaume, A., Brodie, J., &
Romanowsky, A. J. 2017a, ApJ, 841, 68,
doi: 10.3847/1538-4357/aa7135
van Dokkum, P., Abraham, R., Romanowsky, A. J., et al.
2017b, ApJL, 844, L11, doi: 10.3847/2041-8213/aa7ca2
Villaume, A., Conroy, C., Johnson, B., et al. 2017, ApJS,
230, 23, doi: 10.3847/1538-4365/aa72ed
Villaume, A., Romanowsky, A. J., Brodie, J., & Strader, J.
2019, ApJ, 879, 45, doi: 10.3847/1538-4357/ab24d7
Virtanen, P., Gommers, R., Oliphant, T. E., et al. 2020,
Nature Methods, 17, 261,
doi: https://doi.org/10.1038/s41592-019-0686-2
Wetzel, A. R., Hopkins, P. F., Kim, J.-h., et al. 2016,
ApJL, 827, L23, doi: 10.3847/2041-8205/827/2/L23
Woosley, S. E., Heger, A., & Weaver, T. A. 2002, Reviews
of Modern Physics, 74, 1015,
doi: 10.1103/RevModPhys.74.1015
Zacs, L., Nissen, P. E., & Schuster, W. J. 1998, A&A, 337,
216
Zhang, H.-X., Peng, E. W., Coˆte´, P., et al. 2015, ApJ, 802,
30, doi: 10.1088/0004-637X/802/1/30
Zhang, L., Ishigaki, M., Aoki, W., Zhao, G., & Chiba, M.
2009, ApJ, 706, 1095,
doi: 10.1088/0004-637X/706/2/1095
Zinn, R. 1985, ApJ, 293, 424, doi: 10.1086/163249
26
APPENDIX
A. DERIVATION OF LIKELIHOOD FUNCTION FOR TRUE DISTANCES
While the true 3D distance is given by |~r| =
√
x2 + y2 + z2, what we actually observe is r⊥ =
√
x2 + y2. The xy
coordinates can be written in terms of r⊥,
x =r⊥cosθ
y =r⊥sinθ, and then,
z =r‖ .
Our model defines the distribution in x, y, and z as Gaussian, but it is useful to, instead, reparameterize in terms
of r⊥ and r‖. In order to maintain the same density through this change of variables, we need to take the Jacobian of
the transformation into account. Specifically,
|p(x, y, z) dxdy dz|= ∣∣p(r⊥, θ, r‖) dr⊥ dθ dr‖∣∣ (A1)
p(r⊥, θ, r‖) = |J | p(x, y, z) (A2)
where p(x, y, z) is Gaussian and |J | is the absolute value of the determinant of the Jacobian matrix
|J |=
∣∣∣∣∣∣∣
dx
dr⊥
dy
dr⊥
dz
dr⊥
dx
dθ
dy
dθ
dz
dθ
dx
dr‖
dy
dr‖
dz
dr‖
∣∣∣∣∣∣∣ (A3)
=
∣∣∣∣∣∣∣
cos θ sin θ 0
−r⊥ sin θ r⊥ cos θ 0
0 0 1
∣∣∣∣∣∣∣ (A4)
=
∣∣r⊥ (sin2 θ + cos2 θ)∣∣ = r⊥ . (A5)
Therefore,
p(r⊥, θ, r‖) =
r⊥
(2pi R2)3/2
exp
(
−x
2 + y2 + z2
2R2
)
(A6)
=
r⊥
(2pi R2)3/2
exp
(
−
r2⊥ + r
2
‖
2R2
)
. (A7)
Finally, under our assumption of isotropy, we can marginalize over the position angle θ to find
p(r⊥, r‖) =
∫
p(r⊥, θ, r‖) dθ (A8)
=
r⊥√
2pi R3
exp
(
−
r2⊥ + r
2
‖
2R2
)
(A9)
= Rayleigh(r⊥; R) Normal(r‖; 0, R) . (A10)
B. INDIVIDUAL REFERENCES FOR JINABASE DATA
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Table B1. Individual references for JINAbase compilation of
dwarf galaxy field stars used in this paper.
Reference [Fe/H] [Mg/Fe] [Si/Fe] [Ca/Fe]
Cohen & Huang (2009) x x x x
Feltzing et al. (2009) x x – –
Franc¸ois et al. (2016) x x – –
Frebel et al. (2010) x x x x
Geisler et al. (2005) x x x x
Gilmore et al. (2013) x x x x
Ishigaki et al. (2014) x x – –
Ji et al. (2016) x x x x
Koch et al. (2008) x x x x
Shetrone et al. (2001) x x x x
Shetrone et al. (2003) x x x x
Sku´lado´ttir et al. (2015) x x x x
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Table B2. Individual references for JINAbase compilation of
Milky Way field stars used in this paper
Reference [Fe/H] [Mg/Fe] [Si/Fe] [Ca/Fe]
Allen et al. (2012) x x – –
Aoki et al. (2002a) x x – –
Aoki et al. (2002b) x x x x
Aoki et al. (2005) x x x x
Aoki et al. (2007) x x – –
Aoki et al. (2008) x x – –
Aoki et al. (2012) x x – –
Aoki et al. (2013) x x – –
Aoki et al. (2014) x x – –
Barbuy et al. (2005) x x – –
Barklem et al. (2005) x x – –
Bensby et al. (2011) x x x x
Carretta et al. (2002) x x x x
Cayrel et al. (2004) x x x x
Cohen et al. (2003) x x x x
Cohen et al. (2004) x x x x
Cohen et al. (2006) x x x x
Cohen et al. (2013) x x x x
Cowan et al. (2002) x x x x
Cui et al. (2013) x x x x
Fulbright (2000) x x x x
Hansen et al. (2015) x x – –
Hollek et al. (2015) x x – –
Honda et al. (2004) x x x x
Howes et al. (2015) x x x x
Howes et al. (2016) x x x x
Ishigaki et al. (2010) x x x x
Ivans et al. (2003) x x x x
Ivans et al. (2006) x x x x
Jacobson et al. (2015) x x x x
Johnson (2002) x x x x
Johnson & Bolte (2004) x x – –
Jonsell et al. (2005) x x x x
Jonsell et al. (2006) x x – –
Koch et al. (2015) x x x x
Lai et al. (2008) x x x x
Li et al. (2015) x x x x
Masseron et al. (2012) x x – –
McWilliam et al. (1995) x x x x
Norris et al. (1997) x x x x
Placco et al. (2015) x x x x
Preston & Sneden (2000) x x – –
Preston et al. (2001) x x – –
Preston et al. (2006) x x x x
Roederer et al. (2008) x x – –
Roederer et al. (2010) x x x x
Roederer et al. (2014) x x x x
Ryan et al. (1991) x x x x
Siqueira Mello et al. (2014) x x x x
Zacs et al. (1998) x x – –
Zhang et al. (2009) x x x x
