ABSTRACT The objective of facial attribute recognition is to predict a set of labels for each face image. Similar to general multi-label image classification task, facial attribute recognition suffers from several typical problems: discriminative feature learning, handling the correlations among attributes, and imbalanced training data. In this paper, we propose a unified facial attribute recognition solution via feature decoupling and graph convolutional networks (GCN): 1) We utilize the orthonormal regularizer to constrain that each dimension of the general facial representation represents a certain visual pattern. Meanwhile, a learnable matrix is unveiled, which can convert general facial feature into attribute-specific representation through modeling the importance of different visual patterns. 2) To handle the correlations between facial attributes, we build a GCN to capture the label dependencies and map the nodes in the proposed GCN to a set of inter-dependent attribute classifiers. Besides, we normalize the weights in all classifiers to alleviate the influence of data imbalance. We have conducted extensive experiments on two benchmarks, and both the qualitative and quantitative evaluation results have demonstrated the effectiveness of the proposed method.
I. INTRODUCTION
Facial attribute recognition is a fundamental and practical task in computer vision, which can be applied in many realworld scenarios, such as face retrieval [1] , face recognition [2] , and so on. The target of facial attribute recognition is to predict a set of attributes present in a face image.
The following summarizes issues regarding the accuracy of facial attribute recognition into three challenges.
Challenge #1 (Discriminative Feature Learning): As shown in FIGURE 1 (a), given two face images, similarity will be different while we consider different attributes. Which means different types of attribute features should be represented in different feature spaces.
Challenge #2 (Correlations Among Attributes): Different attributes may affect each other. With the point case that heavy makeup often means attractive, a person with goatee and mustache is more likely to be a male. FIGURE 1 (b) shows the probability of occurrence of
The associate editor coordinating the review of this manuscript and approving it for publication was Jafar A. Alzubi. and Han et al. [8] employ general-to-specific methods, Kalayeh et al. [9] and He et al. [10] fuse additional segmentation or adversarial networks to model the relationships among attributes. However, they cannot address the three challenges mentioned above simultaneously.
In this paper, a unified model with feature decoupling and GCN is proposed as a solution. To address the Challenge #1, a novel feature decoupling technique is introduced. Specifically, we first utilize a CNNs to extract the general facial feature. Then inspired by the interpret-able CNNs [11] , we assume that all information are included in this feature vector and each dimension contributes differently to different facial attributes (i.e., we deem each dimension in the general facial feature as a certain visual pattern and we utilize orthonormal regularizer in general facial feature embedding layer to enforce these visual patterns linearly independent.). Then a decoupling matrix is unveiled which can convert the general facial feature into attributespecific facial representation through element-wise product. To address the Challenge #2, we present a GCN to model the correlations among attributes. Specifically, all attribute categories and their relationships are firstly converted into a graph, which the nodes are attribute types and the edges are their relationships. Then stacked graph convolution layers are used to generate inter-dependent classifiers. In addition, inspired by [12] , we adopt weight normalization to address the Challenge #3 to some extent. 1 In summary, the contributions of this work are three-fold.
• To the best of our knowledge, this is the first attempt to utilize graph convolutional networks for facial attribute recognition.
• A unified facial attribute recognition solution is presented, with goals to simultaneously address three longstanding problems in facial attribute recognition, i.e., discriminative feature learning, handling the correlations between labels, imbalanced training data.
• Experimental results on public benchmark dataset validate the effectiveness of the proposed solution. We note that Chen et al. also apply the GCN structure for multi-label image recognition [13] . The main differences between our method and [13] are two-fold. First, the adjacency matrix construction method is different, which is crucial to GCN. In addition, data imbalance problem is considered in our solution while [13] does not. Second, different attributes should be represented in different feature spaces, we introduce a novel feature decoupling method which can convert the general facial feature into attribute-specific representation effectively. In experiment, we show that using the same backbone, our solution is superior to [13] by a large margin.
The remainder of this paper is organized as follows. Section II introduces the related work and we describe our method in Section III. In Section IV, we present the experiments and make analysis and discussions. Finally, we conclude the paper with future work in Section V and Section VI.
II. RELATED WORK
In this section, we briefly review the closely related methods in three folds: regression based, classification based facial attribute recognition techniques and graph convolutional networks.
A. REGRESSION-BASED FACIAL ATTRIBUTE RECOGNITION
Rudd et al. [6] first deem the multiple facial attribute recognition as a regression problem. They propose a single mixed objective optimization network (Moon) to minimize the weighted mean squared error (MSE) loss which efforts to alleviate data imbalanced issue. Rozsa et al. [14] also adopt the Euclidean loss for facial attribute recognition. Compared with [6] , [14] trains multiple CNNs, where each one is for each facial attribute. Though regression based methods are simple and effective, it cannot be used for representing attribute-specific feature due to the mere one general representation is extracted from the input face.
B. CLASSIFICATION-BASED FACIAL ATTRIBUTE RECOGNITION
Apart from the regression based method, most existing methods are classification [15] , [16] based techniques. Early methods learn deep feature representations with deep networks but make predictions with traditional classifiers, e.g. Kumar et al. [17] utilize support vector machines (SVMs), Luo et al. [18] use decision tree, Huang et al. [19] adopt k-nearest neighbor (kNN). Recently, several works effort to address it by an end-to-end way, which use cross entropy loss VOLUME 7, 2019 and treat each attribute prediction as a binary classification task. For example, Liu et al. [5] train a separate classifier for each attribute.
It should be noted that Günther et al. [20] provide an evaluation of the regression based and classification based methods. The experiments over the same network but different loss functions denote that the two loss functions achieve comparable performance, which illustrates that the two loss functions do not affect much on the performance under the same network. The reason is that attributes have been considered independent of each other. However, attributes can be strongly related, in recent works where handle attribute relationships have better performance. For example, Hand and Chellappa [21] propose a multi-task deep convolutional neural network (MCNN) with an auxiliary network at the top (AUX) which takes advantage of attribute relationships for improved classification. They model attribute relationships in three ways: sharing the lowest layers for all attributes, sharing the higher layers for spatially-related attributes, and feeding the attribute scores from MCNN into the AUX network to find score-level relationships. Han et al. [8] tackle attribute correlation and heterogeneity with CNNs consisting of shared feature learning for all the attributes, and category-specific feature learning for heterogeneous attributes. Sun and Yu [7] propose a general-tospecific architecture which is able to implicitly discover the correlations of all the attributes considered while specifically focus on the distinctions. In this paper, the correlations are handled through GCN.
To further improve the facial attribute prediction, Kalayeh et al. [9] employ the semantic segmentation to improve facial attribute prediction. He et al. [10] harness synthesized abstraction images based on Generative Adversarial Network (GAN) to improve facial attribute recognition. Through they are effective, extra training data are needed in their models. Different from these, we introduce a novel feature decoupling method in this paper to generate discriminative attribute-specific representation.
C. GRAPH CONVOLUTIONAL NETWORKS
GCN [22] is a kind of GNN (graph neural networks) [23] , which has been commonly used to address structured graph data [24] , [25] . GCN stacks layers of learned first-order spectral filters followed by a nonlinear activation function to learn graph representations. Recently, GCN and subsequent variants have achieved state-of-the-art results in various application areas, including multi-label classification [13] , zero-shot learning [26] , social networks [27] , natural language processing [28] , etc. In this paper, we utilize GCN to emphasize the attribute relations.
III. METHODOLOGY
We introduce our proposed methods in detail in this section. First, we give an overview of the model in Section III-A. Second, we explain the details of the proposed feature decoupling technique in Section III-B. Third, Section III-C presents our novel GCN structure for tackling attribute correlation. Finally, loss function is proposed in Section III-D.
be the input data, where (x i , y i ) indicates i-th face image and its corresponding attributes label. The total number of the attribute classes is C, i.e., y i = y i 1 , y i 2 , . . . y i C , where y i c ∈ {0, 1} denotes whether attribute c appears in the image x i or not. Our goal is to predict the attributes y of the input face image x.
An overview of our proposed solution is shown in FIGURE 2 which contains two parts. First, to produce the discriminative attribute-specific feature representation, we first utilize orthogonal constraint, in which each dimension of the general facial feature extracted from backbone is able to represent a certain visual pattern. Then a learnable decoupling matrix is proposed, attribute-specific representation can be obtained through modeling the importance of different visual patterns. Second, to model the correlation among attributes, we introduce GCN, in which all attributes are deemed as nodes in the graph and inter-dependent attribute classifiers can be obtained through convolution operation. Meanwhile, weight normalization is used to alleviate data imbalance challenge.
B. FEATURE DECOUPLING
We denote that the feature extracted from the backbone of the CNNs is f i ∈ R d×1 , where d denotes the dimension. In this paper, we consider that the f i contains all attributes information and our objective is to decouple the general face representation f i to C attribute-specific representation
Inspired by the interpretable CNNs [11] , we assume that each dimension in f i represents a certain visual pattern and the same visual pattern may have different influences on different attributes. The key point is how to model this influences.
To address it, we design a learnable decoupling matrix M ∈ R d×C to decouple f i , then the attribute-specific representation is computed as follows:
Here, f i c denotes the specific feature of the c-th attribute, represents the element-wise product operation, M c is the c-th column of the decoupling matrix M, which plays a role of an element-wise gating function selecting the relevant dimensions of the general facial representation required to attend to a particular attribute.
However, the simple general facial representation above may suffer from two drawbacks. Firstly, different dimensions may has correlation, which is contrary to our hypothesis. Secondly, overfitting and co-adaptation (Co-adaptation occurs when two or more hidden units rely on one another to perform some function which helps fit training data, thus becoming highly correlated) is correlated, which has been FIGURE 2. The proposed solution framework. It incorporates two parts: First, a novel feature decoupling method is proposed to produce attribute-specific feature representation. Second, to handle the correlations among the attributes, a novel stacked GCN structure is introduced. Two parts are unified to a framework and can be optimized end-to-end. represents the element-wise product operation, ⊗ represents the cross product of two vectors. demonstrated in [29] . Thus, we propose to decorrelate the general facial representations f i by feature orthonormality. Specifically, we use the orthonormal regularizer to encourage diverse or non-redundant f i , and the operation can be written as:
where θ f is the weight matrix of the feature representation layer in the CNNs, I is identity matrix, * F represents the Frobenius norm and λ is the regularization coefficient. It is obvious that weights in θ f will be orthogonal (i.e., the dimensions in f i are linear independent) if we enforce Eq. (2) to zero. Since θ f is the parameter matrix which belongs to the CNNs, we deem the Eq. (2) as a regularizer, which can be optimized with other parameters in a unified framework (which is like the widely utilized weight decay technique).
It should be noted that the orthonormal regularizer used in our solution is different with [30] and [31] . Xie et al. [30] focus on orthogonal initialization, Brock et al [31] encourage weights in convolution layers to be orthogonal by pushing them towards the nearest orthogonal manifold, which aims to avoid gradient vanishing or exploding. Instead, Eq. (2) is to generate linear independent visual patterns through constraining the general facial feature embedding layer.
C. GCN FOR TACKLING ATTRIBUTE CORRELATION
In this section, we first briefly review the formulation of the GCN. Then the motivation and formulation of the proposed solution are described in detail.
1) GCN REVIEW
GCN was introduced in [22] to perform semi-supervised classification and has been commonly used to address structured graph data.
Let H = (h 1 , h 2 , . . . h C ) ∈ R C×p be the collection of C data vectors in p dimension. Let G(H, A) be the graph representation of H with A ∈ R C×C encoding the pairwise relationship among data H. GCN contains one input layer, several propagation (hidden) layers and one final perceptron layer [22] . Given an input H 0 = H and adjacency matrix A, GCN conducts the following layer-wise propagation in hidden layer as Eq. (3),
where
is a layer-specific weight matrix needing to be trained. σ () denotes a non-linear activation function, and H k+1 ∈ R n×d k+1 denotes the output of activation in the k + 1-th layer.
For semi-supervised node classification, each row in H represents a node, and GCN defines the final perceptron layer as softmax(D
to classify all nodes.
2) GCN BASED CLASSIFIER LEARNING
We aim to learn inter-dependent facial attribute classifiers, i.e., W = {w c } C c=1 via GCN. To achieve the goal, we first deem all attribute categories as nodes and deem their relationships as edges to build a graph G (H, A) . Then we use it as the input of our GCN and utilize multi-layer graph convolution layers to learn the node representations which are deemed as the weight of classifier. Mathematically, we utilize the row in H 0 to represent attribute class and deem the row in H K as classifier, i.e., W = H K . From the eq. (3) we can find that all classifiers are interrelated and interact on each other. By applying the learned classifiers to their corresponding attribute-specific representations, we can obtain the predicted attribute of the face image x i aŝ
where w c = w c ||w c || , i.e., the weights of classifiers are L 2 normalized which to alleviate the large-scale training data imbalanced problem. ⊗ represents the cross product of two vectors.
It should be noted that the last node classification layer in the general GCN is not needed in our GCN based classifier learning. Consequently, how to build the initial node matrix H and adjacency matrix A is crucial in our solution.
For building matrix H, each attribute class is represented by one-hot feature, thus p will equal to C and the H can be formalized as:
where I is identity matrix.
For building matrix A, we model the attribute correlation dependency in the form of conditional probability. Firstly, we compute the conditional probability matrix P ∈ R C×C by counting the occurrence of attribute pairs in the training set. Mathematically,
where M ij denotes the concurring times of i-th and j-th facial attributes, N i denotes the occurrence times of i-th facial attribute in the training set. Thus, P ij means the probability of label j-th facial attribute when i-th facial attribute appears. FIGURE 3 shows the P on CelebA dataset. Though conditional probability matrix P can represent the pairwise relationship among our data H, we find that it has three drawbacks if we deem the P as adjacency matrix A directly. Firstly, some rare co-occurrences may be noise due to the co-occurrence patterns between two attributes are obtained from training data which may exhibit a long-tail distribution. Secondly, P is not robust due to the absolute number of co-occurrences from training and test may not be completely consistent. Thirdly, over-smoothing problem may appeared which will results in that different classifier become indistinguishable [32] .
To alleviate the above drawbacks, we propose the following two-stage refining strategy:
Stage I: In this stage, we utilize a threshold τ to filter noisy conditional probabilities and obtain the robust binary correlation matrix A . Mathematically,
Stage II: To address the over-smoothing problem, we propose a hyper-parameter p to control the degree of a certain facial attribute influenced by the other attributes. Mathematically,
The whole network is trained using the widely-used MultiLabelSoftMarginLoss cost function which optimizes a multi-label one-versus-all loss based on max-entropy. Mathematically, 
IV. EXPERIMENTS A. DATASETS AND SETTINGS 1) DATASETS
To verify the effectiveness and benefit of the proposed solution on facial attribute recognition task, we test it on CelebA [5] . It is one of the large-scale facial attribute datasets. It contains 202599 images collected from Internet, with each image is annotated with fifty attributes. We follow the protocol in [5] to split the dataset into 19962 test images, 19962 validation images, and 162770 training images. In our experiments, all images are the original resolution of the aligned CelebA images (178 × 218). LFWA [5] . LFW contains 13,233 images of 5,749 people, [5] annotated these images with 40 attributes, which is named LFWA. We follow the protocol in [7] to split the dataset into 6283 training images and 6880 test images. In our experiments, we preprocess all images to the resolution of 120 × 150 which is followed by the alignment method introduced in [33] .
2) EXPERIMENTAL SETTING
Similar to [13] , we set the number of convolution layers in our GCN to 2. The number of units in hidden layer is set to 512. The hyper-parameters p and τ are set to 0.2 and 0.4, respectively. We provide additional experiments on different value of p and τ in Section IV-B. We train our model for a maximum of 350 epochs using an AdamW [34] algorithm. For the hyper-parameters of the AdamW optimizer, we set the learning rate and weight decay to 0.001 and 0.1 respectively. Additionally, we clip the gradients [35] to the maximum norm of 10.0. We stop training if the validation loss does not decrease for 30 consecutive epochs, as suggested in [13] .
3) EVALUATION FIGURE 4 shows the ratio of the positive/negative samples for every attribute of the test images. We can see that the data are also imbalanced on the test set. To evaluate the imbalanced data better, we utilize accuracy, precision, recall and F1 score values as our criteria in our ablation study section. It should be noted that only accuracy is used when we compare the proposed solution with state-of-the-art methods. The reason is that precision, recall and F1 score values are not reported in most previous facial attribute recognition literatures.
B. ABLATION STUDY
The purpose of this section is to demonstrate the effectiveness of the proposed solution rather than achieving state-of-the-art performance in a certain dataset by all manner of means. Therefore, we utilize the light network LightCNN9 [33] as our backbone and explore different factors on the CelebA dataset. The baseline model is shown in FIGURE 5 which no feature decoupling and GCN modules are used. FIGURE 7 illustrates the difference between the proposed feature decoupling and the conventional multi-label feature learning. The CNN structure with CMFL utilized in our ablation study is shown in FIGURE 6. For each attribute, conventional multi-label feature learning needs at least a fully connected layer and a non-linear layer to project the general facial representation to each attribute-specific representation. By contrast, only elementwise product operation is needed in the proposed adaptive feature decoupling method. Apparently, the parameters in our adaptive feature decoupling only 1 D of the conventional multi-label feature learning, where D is the feature dimension. Meanwhile, orthonormal regularizer is able to constrain that each dimension of the general facial representation represents a certain visual pattern.
1) EFFECTS OF FEATURE DECOUPLING
Comparisons of the proposed feature decoupling (FD), baseline and conventional multi-label feature learning (CMFL) on the CelebA dataset are reported in TABLE 2 and  TABLE 3 . They show that simply learning a single representation space cannot capture multiple attributes well. We can also see that compared with the CMFL, the proposed feature decoupling method can improve the accuracy of the facial attribute recognition by a large margin. It demonstrates that the proposed FD can successfully capture multiple attributes without requiring substantially more parameters. The reasons are two-fold: (a) FD benefits from utilizing shared structure between the attributes while keeping the subspaces separated. (b) The orthonormal regularizer enforces the dimensions in the general facial feature embedding layer to be linear independent, which can increase the feature representation ability. Meanwhile, the proposed decoupling matrix can fuse these linear independent visual patterns into attribute-specific representation effectively. By contrast, the weight matrix (i.e. fully connected operation) in the CMFL will against the property of linear independent.
In most existing facial attribute recognition methods, the attribute-specific features are generated through fully connected layer (as illustrated in FIGURE 6 and FIGURE 7) . The feature is a black box because each dimension in the output of the fully connected layer is depended on all dimensions of the input feature representation. Thus, the contribution of each dimension in the general facial representation is unknown. By contrast, each dimension represents a certain visual pattern in the presented FD method. Moreover, the proposed learnable decoupling matrix (as shown in FIGURE 8) plays a role of an element-wise gating function selecting the relevant dimensions of the general facial representation required to attend to a particular attribute, which has a certain degree of the interpretability (i.e., we can know the contribution of each visual pattern under different attribute views.). the precision and the recall, we can conclude that weight normalization is able to alleviate the data imbalance problem to some content.
2) EFFECTS OF WEIGHT NORMALIZATION

3) EFFECTS OF DIFFERENT THRESHOLD VALUES τ
We vary the values of the threshold τ in Eq. (7) for conditional probability matrix binarization (we fix p = 0.1), and show the results in FIGURE 9. Apparently, τ = 0.4 is the optimal value and we can see that many edges in our conditional probability matrix are noises.
4) EFFECTS OF DIFFERENT P
We change the values of p in a set of {0.1,0.2,. . . ,0.9} while fixing the τ = 0.4 to explore the effects of different values of p. FIGURE 10 reports the results and it shows that the proper p (0.2) can balance the weights between a node itself and the neighborhood. In addition, the adjacency matrix on CelebA dataset with τ = 0.4, p = 0.2 is shown in FIGURE 11 , which demonstrates that the proposed method can model the attributes correlation and remove the noise simultaneously. 
5) EFFECTS OF GCN
TABLE 5 reports the average accuracies of 40 attributes on CelebA dataset when GCN is utilized (τ = 0.4, p = 0.2). As we expected, model with GCN performs better. It shows that 33/40 performance are improved which means the proposed GCN can handle the correlations of attributes to some content. 
6) EFFECTS OF THE WHOLE SOLUTION
C. COMPARISON WITH THE STATE-OF-THE-ART METHODS
In this subsection, on CelebA and LFWA datasets, we compare our method against MOON [6] , Walk-and-Learn [36] , SSP + SSG [9] , General to Specific [7] , DMTL [8] and MLGCN [13] . For making a fair comparison, we adopt the VGG16 [37] as our backbone, which is following the protocol in [7] and [6] . The performance comparison of the proposed solution with other state-of-the-arts on CelebA and LFWA is given in TABLE 7. For [6] , [7] , [9] , [36] and [8] , we use VOLUME 7, 2019 the performance reported in their papers directly. For [13] , the code was provided by the authors and we use it directly in our experiments. Overall, we can note that (1) We achieve the best accuracy on LFWA dataset. (2) The proposed solution outperforms all state-of-the-art methods except DMTL [8] on the CelebA dataset. The reason is that [8] model the heterogeneity among attributes explicitly while the proposed solution only model the correlations among attributes. Compared with [8] , our solution is simple to be implemented. This clearly demonstrates the effectiveness of the proposed solution.
V. CONCLUSION
In this paper, we have introduced a unified deep model with feature decoupling and graph convolutional networks to address the challenges in facial attribute recognition. To produce the discriminative attribute-specific feature representation, we first utilize orthogonal constraint, in which each dimension of the general facial feature extracted from backbone is able to represent a certain visual pattern. Then a learnable decoupling matrix is proposed, attribute-specific representation can be obtained through modeling the importance of different visual patterns. To model the correlation among attributes, we introduce GCN, in which all attributes are deemed as nodes in the graph and inter-dependent attribute classifiers can be obtained through convolution operation. Meanwhile, weight normalization is used to alleviate data imbalance challenge. Extensive experimental results show the effectiveness of the proposed solution.
VI. FUTURE WORK
The relationship between different attributes is complicated and our proposed solution can alleviate this challenge to some extent. However, as illustrated in [8] , individual facial attributes have both correlation and heterogeneity. Therefore, we will explore how to model the heterogeneity in our solution in the future.
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