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COMBINATORICS OF FREE AND SIMPLICIAL LINE
ARRANGEMENTS
DAVID GEIS
Abstract. We study the combinatorics of pseudoline arrangements in
the real projective plane. Our focus lies on two classes of arrangements:
simplicial arrangements and arrangements whose characteristic polyno-
mials have only real roots. We derive inequalities involving the t-vectors
of the arrangements in consideration. As application, we obtain some
finiteness and classification results. Moreover, we are able to prove the
Dirac Motzkin Conjecture for real pseudoline arrangements whose chara-
teristic polynomials split over R.
1. Introduction
Arrangements of pseudolines in the real projective plane are classical ob-
jects of study in combinatorics and geometry. In this note, we are interested
in the combinatorics of two classes of such arrangements: arrangements
whose associated cell decompositions of P2(R) are triangulations (so called
simplicial arrangements) and arrangements whose characteristic polynomi-
als have only real roots. By Terao’s Factorization Theorem, the latter class
includes all pseudoline arrangements which originate from a free hyperplane
arrangement.
Despite some major progress (see for instance the papers [4], [5], [6],
[7]), a complete classification of simplicial arrangements still remains an
open problem. However, there is a catalogue published by Gru¨nbaum (see
[11]), listing almost all currently known isomorphism classes of stretchable
arrangements. Since then, only four additional arrangements have been
discovered (see the paper [4]).
The current belief is that -up to finitely many corrections- the given cat-
alogue is complete. In this paper we collect some more evidence for this
belief. In particular, we show that Gru¨nbaum’s catalogue contains all ar-
rangements which are free and whose vertices have weight bounded by four
(see Corollary 3). Similarly, we prove that a free simplicial pseudoline ar-
rangement whose vertices have weight bounded by five consists of at most
40 lines (see Corollary 4). This implies that there is only a finite number of
such arrangements possibly missing in Gru¨nbaum’s catalogue.
Our techniques also allow us to prove finiteness results for line arrange-
ments which are not necessarily simplicial. For instance, we prove that there
are only finitely many isomorphism classes of free line arrangements in P2(R)
whose vertices have weight bounded by five (see Theorem 3).
1
ar
X
iv
:1
80
9.
09
36
2v
2 
 [m
ath
.C
O]
  7
 Fe
b 2
01
9
2 DAVID GEIS
Motivated by the paper [10], we also study the Dirac Motzkin Conjecture
in the context of pseudoline arrangements whose characteristic polynomials
split over R. We are able to resolve the conjecture completely in this setup,
including a classification of all extremal examples (see Theorem 5).
Moreover, we prove a combinatorial analogue of the fact that hyperplane
arrangements in R3 having isometric chambers are Coxeter arrangements
(see Theorem 2 and the paper [8]).
Acknowledgement. This paper is a result of my stay at the Institut fu¨r
Algebra, Zahlentheorie und Diskrete Mathematik at Leibniz Universita¨t Han-
nover. I wish to thank Michael Cuntz for many helpful discussions. More-
over, I thank Piotr Pokora for some comments on an earlier version of this
paper. Finally, I wish to thank the Deutsche Forschungsgemeinschaft (DFG)
for their financial support.
2. Definitions and well known results
We start with the definition of pseudoline arrangements. For more back-
ground on the general concept of oriented matroids, we refer the reader to
[2]. For us, the following will suffice.
Definition 1. i) An arrangement of pseudolines is a finite set A of n ≥ 3
smooth closed curves in P2(R) such that the following conditions are satis-
fied:
• Curves in A do not intersect themselves.
• Different curves in A meet each other transversally in precisely one
point.
• We have ⋂`∈A ` = {}, i.e. A is not a pencil arrangement.
Any arrangement A induces a cell decomposition of the real projective plane.
We denote by K(A) the set of 2-cells in said decomposition. These are usu-
ally called chambers. Similarly, the 1-cells are called edges or segments while
the 0-cells are called vertices. We write fA0 , fA1 , fA2 for the number of ver-
tices, edges, chambers of A respectively. Two arrangements A,A′ are called
isomorphic, if the corresponding cell decompositions are isomorphic; in this
case, if A is an arrangement of straight lines, then A′ is called stretchable.
ii) Let A be an arrangement of pseudolines in P2(R). Then A is called sim-
plicial if every C ∈ K(A) is bounded by precisely three lines `1, `2, `3 ∈ A.
iii) Let n := |A| and choose a labelling A = {`1, `2, ..., `n} for the lines of A.
We will associate with A a geometric lattice L := LA. For this, define sets
L0, L1, L2, L3 as follows:
• L0 consists of the single element {}.
• L1 consists of the elements {i} for 1 ≤ i ≤ n.
• For each v ∈ P2(R) we set Iv := {i | 1 ≤ i ≤ n, v ∈ `i}. Now we
define L2 := {Iv | v ∈ P2(R), |Iv| ≥ 2}
• L3 consists of the single element {1, 2, ..., n}.
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Now define L := L0 ∪ L1 ∪ L2 ∪ L3. It is immediate that L is a poset via
setwise inclusion. We have a natural rank function r on L, which is described
as follows: r(X) = i if and only if X ∈ Li. Together with this rank function,
the poset L becomes a geometric lattice. It is clear that different labellings
for the lines of A will lead to isomorphic lattices. Therefore, we may define
the characteristic polynomial of A as the characteristic polynomial of L, i.e.
we set χ(A, t) := ∑X∈L µ({}, X)t3−rank(X), where µ denotes the Mo¨bius
Function of L.
We continue by introducing the main tool of this paper, the so called
t-vector associated to an arrangement of pseudolines.
Definition 2. Let A be an arrangement of pseudolines in P2(R).
i) For each v ∈ P2(R) we define wA(v) := |{` ∈ A | v ∈ `}| ∈ N≥0 and
call it the weight of v (with respect to A). Points v ∈ P2(R) such that
wA(v) = 2 are sometimes called double points (of A). Similarly, points v
with wA(v) = 3 are called triple points (of A). Let C ∈ K(A) be a chamber.
We associate with C a graph ΓC defined as follows: the vertices of ΓC are
given by the lines of A which bound C and two vertices `, `′ are connected
by an edge with weight wA(` ∩ `′) if and only if wA(` ∩ `′) ≥ 3.
ii) For 2 ≤ i ≤ |A| we define tAi := |{v ∈ P2(R) | wA(v) = i}|. This means
that tAi is the number of points in P2(R) contained in precisely i lines of A.
The vector tA ∈ Z|A|−1 whose i − 1-th component is given by tAi is called
the t-vector of A. Moreover, if j is maximal with the property tAj > 0, then
we say that the multiplicity of A is j and we write m(A) := j.
iii) Assume that n := |A| ≥ 3. If A is an arrangement such that tA2 = n− 1
and tAn−1 = 1 then A is called a near pencil (arrangement). Near pencil
arrangements are usually considered trivial.
The following lemma provides a collection of well known results on the
t-vector of a pseudoline arrangement.
Lemma 1. Let A be an arrangement of n pseudolines in P2(R). Then the
following statements hold: ∑
i≥2
(
i
2
)
tAi =
(
n
2
)
,(1)
1 +
∑
i≥2
(i− 1)tAi = fA2 ,(2) ∑
i≥2
tAi = f
A
0 ,(3) ∑
i≥2
itAi = f
A
1 ,(4)
3 +
∑
i≥4
(i− 3)tAi ≤ tA2 .(5)
4 DAVID GEIS
Proof. Equation (1) follows from counting pairs of lines in two different ways.
Equality (3) holds by definition. In order to obtain (4), observe that every
edge is contained in precisely one line. Moreover, the number of vertices
on a given line coincides with the number of edges contained in said line.
We obtain (4) by another double counting argument. Using the formula for
the Euler characteristic, we see that (2) is a consequence of (3) and (4).
Finally, inequality (5) follows from the observation that every chamber of A
is bounded by at least three lines `1, `2, `3 ∈ A. 
Remark 1. Inequality (5) is also known as “Melchior’s inequality” (see [14]).
An arrangement A is simplicial if and only if we have equality in (5). Indeed,
A is simplicial if and only if 3fA2 = 2fA1 . The claim now follows using
relations (2) and (4).
3. Simplicial arrangements
The main goal of this section is to provide inequalities involving the t-
vectors of simplicial pseudoline arrangements in P2(R). If not explicitly
stated otherwise, then throughout the entire section A will always denote
a simplicial pseudoline arrangement consisting of n lines in P2(R). If not
stated otherwise, it is assumed that tAi = 0 for i ∈ {n − 1, n}, i.e. A is
not a near pencil arrangement. Moreover, isomorphism classes of simplicial
arrangements are denoted in the same way as in [11].
3.1. Upper and lower bounds for tA2 and tA3 . We will be mainly inter-
ested in (lower and upper) bounds for the numbers tA2 , tA3 . To get started,
we give the following lemma which gives quite strong restrictions on the dis-
tribution of double points produced by a simplicial pseudoline arrangement.
Lemma 2. a) The closure of any given chamber C ∈ K(A) contains at most
one double point of A.
b) We have the tight estimate 4tA2 ≤ fA2 . Equality holds if and only if C
contains a double point for every C ∈ K(A).
Proof. a) Assume that there exists C ∈ K(A) such that C contains two
double points v1, v2. Let ` ∈ A be the line containing both v1, v2 and let
`1, `2 ∈ A be the lines meeting ` in v1, v2 respectively. Let C ′ ∈ K(A) be the
chamber adjacent to C via `2. Observe that both ` and `2 are walls of C
′
because wA(v2) = 2. Denote by `3 the line supporting the third wall of C ′
and set v3 := `3 ∩ `. In particular, the points v2, v3, v := `1 ∩ `2 are vertices
of A contained in C ′. This implies that `3 passes through v. Iterating this
argument n − 3 times in total shows that A is a near pencil arrangement,
contradicting our initial assumptions about A.
b) By part a) and double counting, we have 4tA2 ≤ fA2 . This inequality
is tight for the arrangement A(13, 2) shown in Figure 2. The claim about
equality also follows from part a). 
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Remark 2. a) If A is a near pencil arrangement, then tA2 = n − 1 and
fA2 = 2n− 2. So in this case one has fA2 < 4tA2 .
b) Further examples of arrangements with 4tA2 = fA2 are for instance given
by the (straight) line arrangements corresponding to finite reflection groups
in R3.
From the last lemma we may deduce the following interesting analogue of
Melchior’s inequality which is valid only for non-trivial simplicial arrange-
ments:
Corollary 1. We have the following analogue of Melchior’s inequality for
the number tA3 :
tA3 ≥ 4 +
∑
i≥5
(i− 4)tAi .
Equality holds if and only if C contains a double point for every C ∈ K(A).
Proof. By Lemma 2, part b) we have fA2 ≥ 4tA2 . By Remark 1 we have
equality in (5), therefore
−2 + 2
∑
i≥3
tAi = f
A
2 − 2tA2 ≥ 2tA2 = 2
3 +∑
i≥4
(i− 3)tAi
 .
After rearranging terms we obtain the desired inequality.
Now assume that tA3 = 4+
∑
i≥5(i−4)tAi . This implies tA2 = −1+
∑
i≥3 t
A
i ,
which yields 4tA2 = fA2 . 
C1
C2
C3
C4
C5
C6
C7
C8
The situation of Lemma 3.
Figure 1
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Lemma 3. Assume that A has some vertex v of weight two such that ev-
ery neighbour of v has weight three. Then n ≤ 7, i.e. A is one of the
arrangements A(6, 1), A(7, 1).
Proof. The situation of the lemma is shown in Figure 1. The assump-
tions imply that any further line of A must not intersect the chambers
C1, C2, ..., C8. Thus, only one more line may be added to A. This proves
the claim. 
Remark 3. If n ≥ 8 then there exists a chamber containing at most one
vertex of weight three. This follows immediately from Lemma 3.
In order to obtain an upper bound for the number of double points in
terms of n, it suffices by part b) of Lemma 2 to give an upper bound for the
number of chambers. This is done in the following Proposition.
Proposition 1. We have the tight estimate tA2 ≤ (
n
2)+6
7 .
Proof. By part b) of Lemma 2 we have 4tA2 ≤ fA2 . Further, using the
relations given in Lemma 1 together with Remark 1, one can check that
fA2 =
(
n
2
)
+ 1−
∑
i≥3
(
i− 1
2
)
tAi ≤
(
n
2
)
+ 1− tA3 − 3tA2 + 9.
Using tA3 ≥ 4, we may conclude that 4tA2 ≤ fA2 ≤ n
2−n+12
2 −3tA2 , proving the
first claim. The arrangement A(13, 2) depicted in Figure 2 is an example
for which the given bound is tight. 
Remark 4. If tA2 =
(n2)+6
7 then we have equality in the chain of inequalities
4tA2 ≤ fA2 ≤
n2 − n
3
− 2
3
tA2 + 4.
This in turn implies that A has multiplicity at most four. Moreover, we
observe that one has
tA3 = 4⇔ tA4 =
(
n
2
)− 15
7
⇔ tA2 =
(
n
2
)
+ 6
7
.
In the following, we want to establish an upper bound for min(tA2 , tA3 ) and
a lower bound for max(tA2 , tA3 ). In order to do this we use a little lemma
which may be interesting in its own right.
Lemma 4. The following statements are true:
a) 2(tA2 +2) ≤ 4+ f
A
2
2 +
∑
i≥5(i−4)tAi = 2tA2 + tA3 ≤ 2tA2 + tA3 + t
A
4
3 ≤
(n2)
3 +5.
b) If tAi = 0 for i > 6 then we have 2t
A
2 + t
A
3 +
tA4
3 =
(n2)
3 + 5. In particular,
we cannot have tA4 ≡ 2 (mod 3) for such an arrangement.
Proof. a) Equation (1) from Lemma 1 gives 3tA3 =
(
n
2
) − tA2 −∑i≥4 (i2)tAi .
Moreover, for i ≥ 5 we always have (i2) ≥ 5(i− 3) and so we conclude that
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∞
The arrangement of type A(13, 2). The line at infinity is contained in the
arrangement, indicated by the symbol “∞”.
Figure 2
6tA4 +
∑
i≥5
(
i
2
)
tAi ≥ tA4 +5
∑
i≥4(i−3)tAi = 5tA2 +tA4 −15. From this, it follows
that 3tA3 ≤
(
n
2
)− 6tA2 − tA4 + 15, proving the upper bound for 2tA2 + tA3 + tA43 .
Next we show that 2tA2 + tA3 = 4 +
fA2
2 +
∑
i≥5(i − 4)tAi : observe that
tA2 = 3 +
∑
i≥4(i− 3)tAi = 4 +
∑
i≥4 t
A
i − 1 +
∑
i≥5(i− 4)tAi . Adding tA2 + tA3
on both sides of the last equation gives the desired equality.
Finally, the inequality 2(tA2 + 2) ≤ 4 + f
A
2
2 +
∑
i≥5(i − 4)tAi follows from
part b) of Lemma 2.
b) If tAi = 0 for i > 6 then t
A
2 +3t
A
3 +6t
A
4 +10t
A
5 +15t
A
6 =
(
n
2
)
, using equation
(1) from Lemma 1. By simpliciality of A we have tA2 = 3 + tA4 + 2tA5 + 3tA6
(see Remark 1). We conclude that 6tA2 + 3tA3 + tA4 − 15 =
(
n
2
)
. It follows
n2 − n − 2tA4 ≡ 0 (mod 3). As the polynomial X2 − X + 2 is irreducible
over the finite field F3, it follows that tA4 6≡ 2 (mod 3). This completes the
proof. 
Corollary 2. We have min(tA2 , tA3 ) ≤ n
2−n+30
18 and max(t
A
2 , t
A
3 ) >
fA2
6 .
Proof. Assume that maxi≥2 tAi = t
A
3 . Then by Lemma 4 we have
3tA2 ≤ 2tA2 + tA3 ≤
(
n
2
)
3
+ 5,
fA2
2
< 2tA2 + t
A
3 ≤ 3tA3 .
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This proves the claim in case maxi≥2 tAi = t
A
3 . The case maxi≥2 tAi = t
A
2 is
dealt with similarly. 
We close this subsection with a theorem which asserts that for stretch-
able(!) arrangements, at least one of tA2 , tA3 is quadratic in |A|. For this we
need one more result:
Proposition 2. Let m :=
⌊ |A|
2
⌋
. Then we have tAi = 0 for all i > m.
Moreover, we always have tAm ≤ 1.
Proof. Suppose that there was some i > m such that tAi > 0. Pick a vertex
v of weight i and denote the set of lines passing through v by Lv. Then there
are 2i chambers K1, ...,K2i having v as a vertex. Each of these chambers has
precisely one wall supported by a line not contained in Lv. As |A\Lv| < m,
we conclude that there must be some ` ∈ A \ Lv such that ` is a wall in
three neighbouring chambers Kj1 ,Kj2 ,Kj3 . But then ` contains a segment
bounded by two vertices of weight two, contradicting our initial assumption
that A is not a near pencil arrangement. This proves the first claim. Next
we show that tm ≤ 1. Suppose that tm > 1. Then clearly tm = 2 and we
denote the two vertices of weight m by v1 and v2. Then any line of A not
passing through both v1 and v2 contains a segment bounded by two vertices
of weight two, another contradiction. This completes the proof. 
Using what we have established so far together with results from [13] and
[17], we are now in a position to prove the following theorem:
Theorem 1. The following statements hold:
a) We have max(tA2 , tA3 ) >
n2−n+2m(A)
3(m(A)+3) .
b) If A is stretchable, then max(tA2 , tA3 ) > n
2+3n
27 .
Proof. a) By Corollary 2 and [17, Theorem 1] we have
6 max(tA2 , t
A
3 ) > f
A
2 ≥
2n2 − 2n+ 4m(A)
m(A) + 3 .
This proves the claim.
b) Observe that by Proposition 2 we have tAi = 0 for i >
n
2 . Thus, we may
apply [13, Proposition 11.3.1] to obtain the following estimate:
fA1 =
∑
i≥2
itAi ≥
n2 + 3n
3
.
As A is simplicial we have 3fA2 = 2fA1 (see Remark 1), hence using Corollary
2 we obtain the inequality
max(tA2 , t
A
3 ) >
fA2
6
≥ n
2 + 3n
27
,
finishing the proof of part b). 
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Remark 5. Note that [13, Proposition 11.3.1] is a result on linear line ar-
rangements in P2(C). However, by complexification every arrangement A in
P2(R) yields an arrangement AC in P2(C) with the same t-vector.
3.2. An application: a combinatorial characterization of spherical
Coxeter arrangements in R3. In this subsection we prove that a pseu-
doline arrangement A is combinatorially isomorphic to a spherical Coxeter
arrangement if and only if there exists a suitable connected graph Γ such
that ΓC ∼= Γ for any chamber C ∈ K(A). This can be regarded as a com-
binatorial analogue of the theorem which asserts that spherical rank three
Coxeter arrangements are characterized as those arrangements in R3 which
have isometric chambers (see [8]).
Lemma 5. Let A be an arbitrary (i.e. not necessarily simplicial) arrange-
ment. Assume that there is a connected graph Γ such that ΓC ∼= Γ for every
C ∈ K(A). Then A is simplicial and there exists x ∈ N such that
Γ =
x
.
Proof. As Γ is assumed to be connected, we see that A is not a near pencil
arrangement. By a result of Levi (see for instance Theorem 6.5.2 in [2]), we
know that A contains at least n chambers which are triangles. By assump-
tion, this implies that every chamber of A must be a triangle and hence the
arrangement A is necessarily simplicial. We have tA2 ≥ 3 by inequality (5)
from Lemma 1. Moreover, we have tA3 ≥ 4 by Lemma 2. This proves the
claim. 
Proposition 3. Fix x ∈ N and let A be a simplicial arrangement such that
ΓC ∼= x
for every chamber C ∈ K(A). Then x ∈ {3, 4, 5}. If x = 3 then A is of type
A(6, 1), if x = 4 then A is of type A(9, 1) and if x = 5 then A is of type
A(15, 1). In particular, A is isomorphic to a spherical Coxeter arrangement.
Proof. Suppose that x = 3, so A has only vertices of weight two or three.
Then by Lemma 3 the arrangement A is of type A(6, 1) or A(7, 1). Since
the arrangement A(7, 1) contains a chamber having only vertices of weight
three, it follows that A is of type A(6, 1).
Now assume that x > 3. As A is simplicial, we have
tA2 − (x− 3)tAx − 3 = 0.(6)
On the other hand, we have the following identities
tA2 +
(
3
2
)
tA3 +
(
x
2
)
tAx −
(
n
2
)
= 0,(7)
2tA2 − 3tA3 = 0,(8)
3tA3 − xtAx = 0.(9)
10 DAVID GEIS
Regarding x as a variable, we consider the function field F := Q(x) and
think of n, tA2 , tA3 , tAx as variables in a polynomial ring R := F[n, tA2 , tA3 , tAx ].
In R we consider the ideal I generated by the relations (6), (7), (8), (9)
and we compute the following Gro¨bner basis for I:
I =
(
2
(
n
2
)
+
12x+ 6x2
x− 6 , t
A
2 +
3x
x− 6 , t
A
3 +
2x
x− 6 , t
A
x +
6
x− 6
)
.
As tA2 > 0 and x ≥ 4 we infer that x−6 < 0, hence 4 ≤ x ≤ 5. For x = 4 we
obtain n = 9 and tA = (6, 4, 3); if x = 5 then n = 15 and tA = (15, 10, 0, 6)
(where trailing zeroes are omitted). Now we may use the results in [4] to
obtain the full statement. 
Lemma 5 and Proposition 3 now immediately give us the announced the-
orem:
Theorem 2. Let A be an arbitrary (i.e. not necessarily simplicial) arrange-
ment. Then the following statements are equivalent:
a) There exists a connected graph Γ such that ΓC ∼= Γ for every C ∈ K(A).
b) A is isomorphic to a spherical Coxeter arrangement.
4. Arrangements whose characteristic polynomials have only
real roots
In this section, we study the combinatorics of pseudoline arrangements
whose characteristic polynomials have only real roots. If not stated other-
wise, then throughout the entire section A denotes a pseudoline arrangement
consisting of n lines such that χ(A, t) splits over R. As in the last section,
isomorphism classes of simplicial arrangements are denoted in the same way
as in [11] (this is relevant only for Subsections 4.2, 4.3).
We begin with the following key lemma which allows us to give a nontrivial
bound on fA2 = |K(A)| in terms of n.
Lemma 6. Set m := (n + 1)2 − 4fA2 . Then we have the following formula
for the characteristic polynomial of A:
χ(A, t) = t3 − nt2 + (fA2 − 1)t+ n− fA2 .
In particular, the roots of χ(A, t) are given by 1, n−1+
√
m
2 ,
n−1−√m
2 and we
have the upper bound fA2 ≤ (n+1)
2
4 .
Proof. Let L denote the geometric lattice associated to A and denote its
Mo¨bius Function by µ. By abuse of notation we write µ(X) := µ({}, X) for
X ∈ L. Then by definition we have χ := χ(A, t) = ∑X∈L µ(X)t3−rank(X). If
X ∈ L has rank 2 then µ(X) = |X|−1 and if X has rank 1 then µ(X) = −1.
Further, µ({}) = 1 and µ({1, 2, ..., n}) = −∑{1,2,...,n}6=Y ∈L µ(Y ). Write L2
for the subset of L consisting of all elements of rank 2. The claimed formula
for χ then follows from the identity
∑
X∈L2 |X| − 1 =
∑
i≥2(i − 1)tAi by
straightforward calculation. For this note that
∑
i≥2(i − 1)tAi = fA2 − 1,
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as the Euler characteristic of P2(R) is equal to one. In order to obtain the
upper bound for fA2 , observe that by assumption all the roots of χ are real.
Therefore m ≥ 0 and the bound follows. 
Remark 6. Let A be a linear arrangement. If A is free, then by Tearo’s
Factorization Theorem, all roots of χ(A, t) are integral and therefore real
(see chapter 4 in [15]).
4.1. Arrangements having multiplicity at most five. The result of this
subsection is Theorem 3. It implies that a free linear arrangement whose
multiplicity is bounded by five consists of at most 185 lines. In particular,
there are only finitely many isomorphism classes of such arrangements.
We start with the following lemma which is similar to Theorem 6 of the
last subsection. In the proof we use a recent result from the paper [16].
Lemma 7. Assume n ≥ 8 and m(A) ≤ 5. Then the following is true:
tA4
3
+ tA5 ≥
(n− 5)2 − 4
24
,(10)
tA2 ≥
n2 − 46n+ 233
8
+ 2tA4 ,(11)
max(tA4 , t
A
5 ) ≥
n2 − 10n+ 21
32
.(12)
Proof. By part b) of [16, Theorem 1] we have tA2 +
3tA3
2 ≥ 8 +
tA4
2 +
5tA5
2 . As
3tA3 =
(
n
2
)− tA2 −6tA4 −10tA5 we may rewrite this as tA22 + n2−n4 −3tA4 −5tA5 ≥
8 +
tA4
2 +
5tA5
2 . It follows t
A
5 ≤ n
2−n
30 +
tA2
15 −
7tA4
15 − 1615 . By Lemma 6 we have
(n + 1)2 ≥ 4fA2 . Equation (2) in Lemma 1 yields fA2 = 1 + fA1 − fA0 =
1 + tA2 + 2tA3 + 3tA4 + 4tA5 =
n2−n+3
3 +
tA2
3 − tA4 −
8tA5
3 . Now we use inequality
(5) from Lemma 1 to conclude that the estimate
n2
4
+
n
2
+
1
4
≥ fA2 ≥
n2 − n+ 6
3
− 2t
A
4
3
− 2tA5
holds. From this we deduce that tA5 ≥ n
2
24 − 5n12 + 78 −
tA4
3 , proving (10).
We have thus established the following chain of inequalities:
n2 − 10n
24
+
7
8
− t
A
4
3
≤ tA5 ≤
n2 − n
30
+
tA2 − 16
15
− 7t
A
4
15
.
This implies (11). In order to prove (12) we consider two cases. First assume
that tA4 ≤ tA5 . Then by the above we know that tA5 ≥ n
2−10n
24 +
7
8 −
tA4
3 ≥
n2−10n
24 +
7
8 −
tA5
3 . From this we conclude that t
A
5 ≥ n
2−10n+21
32 . The case
tA4 ≥ tA5 is dealt with similarly. This finishes the proof. 
With the last lemma we are ready to prove the main result of this sub-
section.
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Theorem 3. a) If m(A) ≤ 4, then n ≤ 19.
b) If m(A) ≤ 5, then n ≤ 185.
Proof. a) Using [17, Theorem 1], we obtain
(n+ 1)2
4
≥ fA2 ≥
2n2 − 2n+ 4m(A)
m(A) + 3 .
For m(A) = 3, this gives (n+1)24 ≥ 2n
2−2n+4·3
3+3 . We conclude 3 ≤ n ≤ 7. On
the other hand, for m(A) = 4 we obtain (n+1)24 ≥ 2n
2−2n+4·4
4+3 . This yields
3 ≤ n ≤ 19, completing the proof.
b) We may assume that n > 7. We have (n+1)
2
4 ≥ fA2 . Together with the
first estimate in Lemma 7 this yields
(n+ 1)2
4
≥ fA2 ≥ 1 + tA2 + 2tA3 + 4(
tA4
3
+ tA5 ) ≥ 1 + tA2 +
n2 − 10n+ 21
6
.
We conclude n
2+26n−51
12 ≥ tA2 . But now the second estimate in Lemma 7
gives us n
2+26n−51
12 ≥ tA2 ≥ n
2−46n+233
8 . This implies n ≤ 185, finishing the
proof. 
Remark 7. If for i ≥ 6 the numbers tAi do not grow too fast, then we
can also give an upper bound for n. More precisely, for each i ≥ 6 define
∆i :=
i2−3i−10
2 and assume that t
A
i ≤ αi, where αi ∈ R≥0. Then we have
the estimate n ≤ 95 + 2
√
2056 + 63
∑
i≥6 ∆iαi. In particular, if αi = 0 for
all i ≥ 6 then we get back the result from Theorem 3, part b).
4.2. A lower bound for tA2 and the Dirac Motzkin Conjecture. In
this subsection we study the so called Dirac Motzkin Conjecture. In its
classical form, it asserts that for a nontrivial arrangement A of n straight
lines in P2(R) one always has
tA2 ≥
⌊n
2
⌋
.
This has been a famous open problem for a long time until in the paper [10]
said conjecture has been shown to be a theorem at least for sufficiently large
arrangements. However, the lower bounds given in the paper concerning the
“sufficiently large” part are of double exponential order.
We study this conjecture in the context of real pseudoline arrangements
whose characteristic polynomials have only real roots. This is motivated
by the fact that there is an infinite family of such arrangements (denoted
R(1) in [11]) with tA2 = |A|2 for every A in the family. We remark that these
are all linear simplicial arrangements. In the paper [10], the dual point
configurations corresponding to arrangements in the family R(1) are the so
called “Bo¨ro¨cky examples”, denoted by X2m for m ∈ N≥3. Moreover, all
arrangements from the family R(1) are (inductively) free.
By Lemma 2, every chamber of a nontrivial simplicial arrangement con-
tains at most one double point. Therefore, the simpliciality of the line
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arrangements corresponding to the Bo¨ro¨cky examples may not seem surpris-
ing: simplicial arrangements could in general be expected to yield “corner
cases” for the Dirac Motzkin Conjecture.
Besides the facts mentioned above, this point of view is supported by the
observation that, apparently, the only known examples with tA2 <
n
2 are the
simplicial arrangements A(7, 1), A(13, 4). We observe that the characteris-
tic polynomial of the first arrangement splits over R while for the second
arrangement this is not the case. Moreover, the first arrangement is known
as the “Kelly-Moser configuration” while the second one is known as the
“Crowe-McKee configuration” (see [12], [3]).
Remark 8. We note that (up to combinatorial isomorphism) the arrange-
ments from the infinite family R(1) are completely characterized by their
t-vectors. Indeed, the smallest arrangement in the family R(1) is the ar-
rangement A′ := A(6, 1) which is characterized by the vector tA′ = (3, 4).
Similarly, if |A| ≥ 8 then A belongs to R(1) if and only if there exists some
m ∈ N≥4 such that |A| = 2m and tA2 = m, tA3 = m
2−m
2 , t
A
m = 1 while t
A
i = 0
for every i /∈ {2, 3,m}. In the papers [4], [11] the corresponding isomorphism
class is denoted by A(2m, 1). The arrangements from the family R(1) also
appear in the paper [7], which gives a classification of supersolvable sim-
plicial hyperplane arrangements (in arbitrary rank). Note that for linear
line arrangements, supersolvability of A amounts to the fact that there is a
single vertex of A which is connected (via lines of A) to every other vertex.
Note also that for n ≥ 2, one may add a suitable line to the arrangement
A(4n, 1) to obtain a new simplicial arrangement denoted by A(4n + 1, 1).
The arrangements of type A(4n+1, 1) with n ≥ 2 constitute another infinite
family, which is denoted by R(2). Again, we refer to [11] for more details.
Motivated by the above observations, we now state and prove the main
result of this subsection, which provides a lower bound for tA2 . In the follow-
ing, this will allow us to resolve the Dirac Motzkin Conjecture completely
in the setup described above.
Theorem 4. If n ≥ 4 then tA2 ≥ 3 + (n−5)
2−4
4m(A)−8 .
Proof. By Lemma 1, equation (1) one has 2tA3 =
n2−n
3 −
2tA2
3 −
∑
i≥4
i2−i
3 t
A
i .
Combining this with equation (2) and inequality (5) from said lemma and
remembering Lemma 6, we obtain
(n+ 1)2
4
≥ fA2 =
n2 − n+ 3
3
+
tA2
3
−
∑
i≥4
i2 − 4i+ 3
3
tAi
≥ n
2 − n+ 3
3
+ 1 +
∑
i≥4
i− 3
3
tAi −
∑
i≥4
i2 − 4i+ 3
3
tAi
=
n2 − n+ 6
3
− 1
3
∑
i≥4
(i− 2)(i− 3)tAi .
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We conclude that
∑
i≥4(i − 2)(i − 3)tAi ≥ n
2−10n+21
4 =
(n−5)2
4 − 1. By
definition, we have i − 2 ≤ m(A) − 2 for every i such that tAi > 0. Using
this, we obtain the following chain of inequalities:
(m(A)− 2)(tA2 − 3) ≥
∑
i≥4
(i− 2)(i− 3)tAi ≥
(n− 5)2
4
− 1.
Observe that m(A ≥ 3 because n ≥ 4: indeed, if m(A) = 2 then fA2 =
1 + tA2 = 1 +
(
n
2
)
> (n+1)
2
4 for every n ≥ 4. We conclude tA2 ≥ 3 + (n−5)
2−4
4m(A)−8 ,
finishing the proof. 
Remark 9. If A is simplicial, then one also has the following inequalities:
tA3 +
2tA4 +t
A
5
m(A) ≥ 4 + (n−5)
2−4
4m(A) +
∑
i≥7(i−6)tAi
m(A) ≥ 4 + (n−5)
2−4
4m(A) . This will turn out
to be useful in the following subsection.
The last theorem is enough to resolve the Dirac Motzkin Conjecture for
arrangements whose characteristic polynomials split over R:
Theorem 5. The following statements hold:
a) We have tA2 ≥ bn2 c.
b) If tA2 = bn2 c, then A is simplicial. More precisely: if n is even, then A
belongs to the infinite family R(1). If n is odd, then A is the Kelly-Moser
example.
Proof. a) We consider three cases, corresponding to size and multiplicity of
the given arrangement:
Case i): Assume that 3 ≤ n ≤ 7.
Then by relation (5) from Lemma 1 we have tA2 ≥ 3 ≥ bn2 c.
Case ii): Assume that n ≥ 8 and m(A) ≥ n2 .
Then there exists j ≥ n2 ≥ 4 such that tAj > 0 and relation (5) from
Lemma 1 yields tA2 ≥ 3+
∑
i≥4(i−3)tAi ≥ 3+(j−3)tAj ≥ 3+ n2−3 = n2 ≥ bn2 c.
Case iii): Assume that n ≥ 8 and m(A) < n2 .
By Theorem 4, we have
tA2 ≥ 3 +
(n− 5)2 − 4
4m(A)− 8 ≥ 3 +
(n− 5)2 − 4
4n−12 − 8
=
1
2
(
n+ 1− 4
n− 5
)
.
Clearly, for n ≥ 9 one has tA2 ≥ 12(n + 1 − 4n−5) ≥ n2 ≥ bn2 c. For n = 8 we
obtain 236 ≤ tA2 ∈ N, which implies tA2 ≥ 4 = n2 ≥ bn2 c.
b) Let A be an arrangement such that tA2 = bn2 c. We consider two cases,
corresponding to the parity of n:
Case i): Assume that n is odd.
Then we have tA2 = bn2 c = n−12 < n2 . The proof of part a) shows that
we necessarily have 3 ≤ n ≤ 7. Indeed, for n ≥ 8 one always has tA2 ≥ n2 .
Moreover, for 3 ≤ n ≤ 6 we also have tA2 ≥ 3 ≥ n2 . We conclude that n = 7
and tA2 = 3. In particular, A is simplicial as we have equality in relation (5)
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from Lemma 1. Using [4], we conclude that A is the Kelly-Moser example.
Case ii): Assume that n is even.
Then we have tA2 =
n
2 . First assume that n ≥ 8. We show that the
multiplicity of A is precisely n2 . If not, then m(A) > n2 or m(A) < n2 .
So assume that m(A) > n2 . Then tA2 ≥ 3+
∑
i≥4(i−3)tAi > 3+(n2−3) = n2 ,
a contradiction.
Now assume that m(A) < n2 . Then i − 2 ≤ m(A) − 2 ≤ n−22 − 2 = n−62
for every i such that tAi > 0. Using that
n−6
2 = t
A
2 − 3 and remembering the
proof of Theorem 4, we conclude that
(n− 6)2
4
=
n− 6
2
(tA2 − 3) ≥
∑
i≥4
(i− 2)(i− 3)tAi ≥
(n− 5)2
4
− 1.
Clearly, this is impossible for n ≥ 8. We obtain m(A) = n2 . Using this,
relation (5) from Lemma 1 yields tAn
2
= 1 while tAi = 0 for i /∈ {2, 3, n2 }.
Using equation (1) from Lemma 1, it follows that tA3 =
n2−2n
8 . By Remark
8, we may conclude that A belongs to the infinite family R(1).
It remains to consider the cases n = 4 and n = 6. For n = 4, we
obtain 2 = n2 = t
A
2 ≥ 3, which is impossible. If n = 6, then tA2 = n2 = 3.
In particular, we have equality in relation (5) from Lemma 1. Using the
enumeration in [4], it follows that A is the arrangement A(6, 1), which is the
smallest arrangement from the family R(1). This completes the proof. 
Remark 10. We remark that there are non-simplicial arrangements for which
we have equality in the Dirac Motzkin Conjecture: if one removes a suitable
line from the (simplicial) arrangement A(13, 4), then one obtains a non-
simplicial arrangement A with tA2 = n2 . Note also that the corresponding
characteristic polynomial χ(A, t) has a non-real root, in accordance with
Theorem 5. However, as pointed out already, the only two known arrange-
ments with tA2 <
n
2 are both simplicial.
Theorem 5 and the above remark lead us to the following conjecture,
which closes this subsection:
Conjecture. Let A be an arbitrary arrangement consisting of n pseudolines
(where χ(A, t) may or may not split over R). If tA2 < n2 , then A is necessarily
simplicial.
4.3. Simplicial arrangements with multiplicity at most six. In this
subsection, A will always denote a nontrivial simplicial arrangement with
m(A) ≤ 6 (and of course such that χ(A, t) splits over R).
We prove that m(A) ≤ 5 implies n ≤ 40. Moreover, if m(A) ≤ 4, then
n ≤ 16 which gives a classification result (using the enumeration presented
in [4]). In both cases, there are only finitely many isomorphism classes of
arrangements of the respective type. If m(A) ≤ 6 and if tA2 is not too
large compared to tA3 , then we can also prove that there are only finitely
many possibilities for the isomorphism class of A. Finally, we show that the
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validity of an old conjecture stated in [9] is related to the following theorem,
which gives asymptotically optimal estimates for tA2 , tA3 , tA6 , and which is
considered the main result of this subsection.
Theorem 6. We have the following estimates:
(n− 5)2 + 44
16
≤ tA2 ≤
(n+ 1)2
16
,(13)
n2 − 22n+ 185
24
≤ tA3 ≤
n2 + 116n− 597
24
,(14)
tA4 + t
A
5 ≤
3
2
n− 17
2
,(15)
n2 − 46n+ 225
48
≤ tA6 ≤
n2 + 2n− 47
48
.(16)
Proof. By Remark 1, Lemma 6 and Lemma 2, part b), we have tA2 = 3 +
tA4 + 2tA5 + 3tA6 ≤ (n+1)
2
16 . We conclude t
A
6 ≤ n
2
48 +
n
24 −
tA4
3 −
2tA5
3 − 4748 . Using
Theorem 4, we obtain tA2 ≥ 3 + (n−5)
2−4
16 , proving inequality (13).
As 3tA3 =
(
n
2
) − tA2 −∑i≥4 (i2)tAi and (n+1)24 ≥ fA2 = 2 (fA0 − 1), we may
deduce that n
2
48 − 5n24 + 716 −
tA5
2 −
tA4
6 ≤ tA6 .
Now we combine the upper and lower bounds for tA6 and obtain the fol-
lowing estimate:
n2
48
− 5n
24
+
7
16
− t
A
5
2
− t
A
4
6
≤ tA6 ≤
n2
48
+
n
24
− t
A
4
3
− 2t
A
5
3
− 47
48
.(17)
This implies inequality (15). Inequality (16) now follows from (17) using
(15): we have n
2
48 − 5n24 + 716 −
tA4 +t
A
5
2 ≤ n
2
48 − 5n24 + 716 −
tA5
2 −
tA4
6 and as
tA4 + tA5 ≤ 3n2 − 172 we conclude n
2−46n+225
48 =
n2
48 − 5n24 + 716 − 3n4 + 174 ≤ tA6 .
Moreover, tA6 ≤ n
2
48 +
n
24 −
tA4
3 −
2tA5
3 − 4748 ≤ n
2
48 +
n
24 − 4748 because tAi ≥ 0 for
all i ≥ 2.
Finally, the lower bound in (14) follows from Remark 9. The upper bound
follows from (13),(15) and (16) using equation (1) from Lemma 1. This
completes the proof. 
We now draw some conclusions from Theorem 6.
Corollary 3. a) If m(A) ≤ 4 then n ≤ 16. In particular, we have a com-
plete list of such arrangements.
b) If A is stretchable and m(A) ≤ 4, then A admits a crystallographic root-
set. Moreover, the arrangement A may be obtained as a subarrangement of
the arrangement A(13, 2) depicted in Figure 2.
Proof. a) We have tAi = 0 for i > 4. Therefore, by equation (5) from Lemma
1 it follows tA2 = 3 + tA4 . Consequently, by Theorem 6 we obtain the upper
bound tA2 ≤ 3 + 32n− 172 . Using Theorem 4, we obtain tA2 ≥ 3 + (n−5)
2−4
8 . It
follows (n−10)n+458 ≤ tA2 ≤ 32n − 112 which implies 1 ≤ n ≤ 16. This proves
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the first claim and implies the second (using the results in [4]).
b) This follows from part a) by inspecting the catalogue provided in [4]. 
Remark 11. a) As every crystallographic arrangement is inductively free (see
[1]), the last corollary shows that for a linear simplicial arrangement A with
m(A) ≤ 4, the notions of being free and being inductively free coincide.
b) Observe that the arrangement A(13, 2) is obtained as a restriction of the
reflection arrangement of type F4.
We continue with the situation where m(A) ≤ 5. We also obtain a clas-
sification result in this case if the number of double points is not too large
compared with the number of triple points.
Corollary 4. Assume that m(A) ≤ 5. Then the following statements hold:
a) We have n ≤ 40.
b) If tA2 ≤ 1316 tA3 , then n ≤ 27. In particular, we have a complete list of such
arrangements.
Proof. a) By assumption and Theorem 6 we have n
2−46n+225
48 ≤ tA6 = 0. This
implies n ≤ 40.
b) First, we observe that tA2 ≥ n
2−10n+57
12 , by Theorem 4. As
13
16 t
A
2 ≤ tA3
we may invoke Lemma 4 to arrive at the inequality n
2−10n+57
12 ≤ tA2 ≤
8(n2−n+30)
135 . It follows that we necessarily have n ≤ 27. Using the results
obtained in [4], this completes the proof. 
For arrangements having multiplicity six, we can only prove finiteness
results if the number of double points is not too large. More precisely, we
will show that for  > 0 there are only finitely many isomorphism classes of
simplicial arrangements A with tA2 ≤ 2416+ tA3 .
Corollary 5. Assume that tA2 ≤ 2416+ tA3 for some  > 0. Then we have
n ≤ 2
√
254016−112−144+5+1008
 and  ≤ 7211(6
√
15− 1).
Proof. By Theorem 6 we have (n−5)
2+44
16 ≤ tA2 and tA3 ≤ n
2+116n−597
24 . By
assumption we obtain n
2+116n−597
16+ ≥ (n−5)
2+44
16 . This gives the result. 
Unfortunately, we are not able to prove an absolute bound for n if tA2 > tA3 .
However, let M denote the set of isomorphism classes of linear simplicial
arrangements whose multiplicities are at most six and whose characteristic
polynomials split over R. We can then relate the cardinality of M to the
following conjecture stated in [9]:
Conjecture. Let 5 ≤ k ∈ N be a natural number and let Ak denote the set of
all isomorphism classes of line arrangements in P2(R) having multiplicity at
most k. Then for any sequence of arrangements (Aν)ν∈N such that Aν ∈ Ak
and limν→∞ |Aν | =∞ we have
lim
ν→∞
tAνk
|Aν |2 = 0.
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Then Theorem 6 yields the following corollary, which closes this paper.
Corollary 6. If |M | =∞ then the above conjecture is false for k = 6.
Proof. By Theorem 6 we have |A|
2−46|A|+225
48 ≤ tA6 ≤ |A|
2+2|A|−47
48 , if A ∈M .
So if |M | =∞ we find a sequence (Aν)ν∈N such that limν→∞ |Aν | =∞ and
Aν ∈M for every ν ∈ N. But then limν→∞ t
Aν
k
|Aν |2 =
1
48 > 0. 
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