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A solution of the structure problem is obtained for Hilbert spaces of entire 
functions such that F(i - z) belongs to the space whenever F(x) belongs to 
the space and such that the identity, 
W - t> + @ - 3) [F(i - t) -W>l/(i + 9, G(t)) 
= (F(t), G(--i - t) + (h - $) [G(--i - t) -G(t)]@ - it)), 
holds for all elements F(z) and G(z) of the space. The parameter h is a given 
number with positive real part. A limiting case are the spaces such that the 
function [F(i - x) - F(z)]/($ - iz) belongs to the space whenever F(z) 
belongs to the space and such that the identity, 
([FF(i - t> -F(W(fr + it), G(t)) = (F(t), [G(--i - t> -G(t)]/& - it)}, 
holds for all elements F(z) and G(z) of the space. These results are stated 
within the theory [I] of Hilbert spaces whose elements are entire functions 
and which have these properties: 
(Hl) Whenever F(z) is in the space and has a nonreal zero w, the func- 
tion F(z) (z - u)/(z - w) belongs to the space and has the same norm as 
F(4* 
(H2) For each nonreal number w, the linear functional defined on the 
space by F(z) -+ F(w) is continuous. 
(H3) The function F*(x) = p(%) belongs to the space whenever F(z) 
belongs to the space, and it always has the same norm as F(z). 
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The theory of these spaces is related to the theory of entire functions E(z) 
which satisfy the inequality / E(x - zj~)[ < / E(x + @)I for y > 0. If E(z) 
is any such function, write E(z) = A(z) - B(z), where A(z) and B(z) are 
entire functions which are real for real z, and 
K(w, 2) = [B(z) ii(w) - A(z) B(w)]/[n(z - a)]. 
Let S(E) be the set of entire functions F(x) such that 
and such that 
llqt)l12 = I’” I F(t)/E(t)l2 dt < co 
-co 
for all complex z. Then X(E) is a Hilbert space of entire functions which 
satisfies (HI), (H2), and (H3). For each complex number w, K(w, z) belongs 
to the space as a function of z, and the identity 
F(w) = <F(t), qw, 0) 
holds for every element F(z) of the space. A Hilbert space, whose elements 
are entire functions, which satisfies the axioms (Hl), (H2), and (H3), and 
which contains a nonzero element, is equal isometrically to a space X’(E). 
The spaces now studied have previously been considered [l] under a 
symmetry condition about the origin. The spaces are characterized by an 
identity which implies a recurrence relation for the defining functions A(z) 
and B(z). 
THEOREM 1. Let h be a given number with positive real part. If X(E) is a 
given space, not one-dimensional, such that F(i - z) belongs to the space whenever 
F(z) belongs to the space and such that the identity, 
(F(i - t) + (h - 4) [F(i - t) -W>l/(B + it>, G(t)) 
= (F(t), G(-i - t) + (h - &) [G(-i - t) - G(t)]/($ - it)) 
holds for all elements F(z) and G(z) of the space, then 
A(i - z) + (h - &) [A(i - z) --A(z)]/(+ + iz) = A(z)p + B(z) T 
and 
B(i - x) + (h - +) [B(i - x) -B(z)]/($ + ix) = A(z) q + B(z) s 
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for a matrix (,” ,“) with zero trace and determinant minus one such that 
Re(qf - pi) > 1. 
A similar result holds in the limit of large h. 
THEOREM 2. If S(E) is a given space, not one-dimensional, such that 
[F(i - z) -F(z)]/(+ + iz) belongs to the space whenever F(z) belongs to the 
space and such that the identity, 
([F(i - t) -F(t)]/& -I it), G(t)) = (F(t), [G(-i - t) -G(t)]&* - it)), 
holds for all elements F(z) and G(z) of the space, then 
[A(i - z) -A(z)]/(& + iz) = A(z)p + B(x) r 
and 
[B(i - x) --B(x)]/(& + ix) = A(z) q + B(z) s, 
for a matrix (,” ,“) wit h zero trace and determinant minus one such that 
Re(@ - p?) > 1. 
An entire function E(x) is said to be of Polya class if it has no zeros in the 
upper half-plane, if 1 E(x - iy)j < 1 E(x + iy)j fory > 0, and if 1 E(x + iy)/ 
is a nondecreasing function of y > 0 for each real x. The Polya class theory 
applies to any space satisfying the axiom. 
THEOREM 3. If s(E) is a given space which satisfies the hypotheses of 
Theorem 1 OY Theorem 2, then E(z) = S(x) E,(x) where.X(E,J is a space which 
satisfies the hypotheses of the same theorem, E,,(z) is of Pdlya class, and S(z) is an 
entire function such that S*(x) = S(z) and S(i - z) = S(z). 
The axiom is hereditary in subspace. 
THEOREM 4. Let *(E(a)) and X(E(b)) begiven spaces uch that #(E(a)) is 
contained isometrically in H(E(b)) and E(a, x) has no real zeros. If #(E(b)) 
satisjes the hypotheses of Theorem 1 or Theorem 2, then *(E(a)) satisfies the 
hypotheses of the same theorem, and 
ReMa) f(a) - p(a) WI ,< Wdb) f(b) - p(b) V91. 
Subspaces are determined by a knowledge of coefficients in the recurrence 
relations. 
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THEOREM 5. If %‘(E(c)) is a given space which satisfies the hypotheses 
of Theorem 1 or 2, and if (T is a given number, 
1 < u f Re[q(c) F(c) - p(c) S(C)], 
then there exists a unique space Z(E(a)), which satisfies the hypotheses of the 
theorem and is contained isometrically in X(E(c)), such that 
o = Re[q(a) $a) -p(a) ?(a)]. 
A space satisfying the axiom is essentially determined by a knowledge of 
the coefficients in the recurrence relations. 
THEOREM 6. If Z(E,) and %(E,) are spaces which satisfy the hypotheses 
of Theorem 1 or Theorem 2, and if 
then there exists an entire function S(z) such that S*(z) = S(z) and 
S(i - z) = S(z), and such that the transformation F(x) + S(z)F(z) is an 
isometry of *(El) onto &‘(E,). 
A space X’(E) is said to be symmetric about the origin if F(-z) belongs to 
the space whenever F(z) belongs to the space and if it always has the same 
norm as F(x). Spaces satisfying the axiom have previously been studied [l] 
in the case of symmetry about the origin. This condition is essentially always 
satisfies when h is real. 
THEOREM 7. If A?(E) is a given space which satisfies the hypotheses of 
Theorem I for a reaZ number h, the-n E(z) = S(z) E,,(z) where &‘(I?,) is a space 
symmetric about the origin which satisjies the hypotheses of Theorem 1 for the 
same h, and where S(z) is an entire function such that S*(z) = S(z) and 
S(i - z) = S(z). 
The symmetry condition is essentially always satisfied in the limit of 
large h. 
THEOREM 8. If s(E) is a given space which satis$es the hypotheses of 
Theorem 2, then E(z) = S(z) E,(z) where X(E,) is a space symmetric about the 
origin which satisfies the hypotheses of Theorem 2, and where S(x) is an entire 
function such that S*(z) = S(z) and S(i - z) = S(z). 
It remains to determine the structure of spaces satisfying the hypotheses 
of Theorem 1 for a nonreal number h. Such a space exists with given coeffi- 
cients in the recurrence relations. 
409/44/2-10 
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THEOREM 9. Let h be a given number with positive real part. For each 
positive number a, a space H(E(a)) satisfying the hypotheses of Theorem 1 exists 
with 
i 
p(u) q(a) = cash(a) isinh(a) 
w 44 ) ( i sinh(a) ) cash(a * 
An entire function F(z) belongs to the space if, and only if, it is of bounded type 
and of mean type at most a in the upper and lower half-planes and 
where 
llF(t)l12 = Jtrn I F(t)/W(t)12 dt < co, 
-co 
G21’(# - iiz) r(&h + i - +iz) W(x) = r&h + $h) r(t - &iz) F($ - @z). 
For each complex number w, A(t, w) and B(t, w) are dsj’erentiable functions oft 
which satisfy the equations 
and 
B’(t, w) = wA(t, w) + &(h - h) A(t, w) sech(t) 
- +(h + h - 1) B(t, w) csch(t) 
-A’(t, w) = wB(t, w) - $i(h - h) B(t, w) sech(t) 
- &(h + h - 1) A(t, w) csch(t). 
At the point w = ih, the solutions are 
A(t, ih) = sinh*ch+h-l) ( t) cosh*‘h-z’(t) cosh($t) 
and 
B(t, ih) = i sinh f(h+h--l)(t) cosh+‘h-g’(t) sinh(@). 
The axiom is related to properties of the eigenfunction expansion. 
THEOREM 10. Let h be agiven number with positive realpart, de&e E(a, z) 
as in Theorem 9 for a > 0, and define E(-a, x) = E*(a, z). If f (x) is a square 
integrable function of real x which vanishes outside of (-a, a), its eigentransform 
F(z), dejned by 
2?rF(z) = SCrn f (t) E(t, z) dt, 
-03 
belongs to &‘(E(a)) and 
237 [I F(t)1j2 = /‘“O 1 f(t)j2 dt. 
--m 
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Every element of *(E(u)) is of this form. Let f(x) andg(x) be square integrable 
functions of real x which vanish outside of (-a, a), and let F(z) and G(z) be 
their eigentransfovms. The condition G(z) = F*(z) is necessary and su..cient that 
g(x) =A- > 1 t x a mos everywhere. The condition G(x) = zF(z) is necessary and 
su.cient that f(x) be (equivalent to) an absolutely continuous function of x # 0 
such that 
g(x) = -if’(x) - &i(h + h - I)f(-x) csch(x) 
- $(A - h)f(--x) sech(x) 
almost everywhere and such that 
likn[f(t) - f(-t)] sinhi(h+h-l)(t) = 0. 
The condition 
G(z) = F(i - z) + (h - 4) [F(i - z) - F(z)]/(& + iz) 
is necessary and suficient that g(x) = exp(-x) f(--x) almost everywhere. 
Proof of Theorem 1. The proof of the recurrence relations is similar to 
the proof of Theorem 52 of [l]. Replace z by i - z in the recurrence relations 
and eliminate A(i - z) and B(i - z) from the resulting equations. Since A(z) 
and B(z) are linearly independent, it follows that the matrix (r ,“) has zero 
trace and determinant minus one. If (“,I) is an eigenvector for the eigenvalue 
one, and if (z-) is an eigenvector for the eigenvalue minus one, then the func- 
tion S+(z) 2 A(z) u+ + B(z) PI+ satisfies the symmetry condition 
S+(i - z) = S+(z), and the function S-(z) = A(z) u- + B(z) v- satisfies 
the symmetry condition (h + ix) S-(i - z) = (h - 1 - iz) S-(z). The 
desired inequality Re(@ - ps) > 1 is proved by showing that 
. - zu+v+ - iv+@+ > 0 and iu-=D- - iv-U= > 0. 
The second inequality holds because S-(z) has a zero at the point ih, which 
lies above the real axis by hypothesis. Argue by contradiction, assuming that 
the first inequality is not satisfied. If it were true that iv+%+ - iu+6+ = 0, 
then S+(z) would have no zeros above the real axis, and hence no zeros by 
the symmetry condition. This is not possible because the space is then one- 
dimensional by Theorem 22 of [l]. If it were true that iv+ti+ - iu+@+ > 0, 
then the function S+(z) would satisfy the inequality 
I S+(x - N < I S+(x + iy>l fory>O. 
It this were the case, then the symmetry condition would again imply that 
S+(x) has no zeros. Since the recurrence relations imply that the functions 
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S+(.a + 2i)/S+(z) and S+(Z - 2i)/S+( z are bounded in the upper half-plane, ) 
they are bounded in the complex plane because of symmetry. It follows that 
these ratios are constants and that the functions S+(Z + 22) and S+(Z) are 
linearly dependent. Since these functions have the same value at the point 
--ii, they are identical. But this contradicts the inequality 
I S+(--ll < I S+(i)/ * 
Proof of Theorem 2. Th e proof is similar to the proof of Theorem 1. 
Proof of Theorem 3. Assume that E(z) is chosen so that the recurrence 
relations are satisfied with 
for a positive number a. Note that E(x) does not have a zero at any point w 
on the real axis. For otherwise every element of the space would vanish at 
the point w, and K(i - w, i - a) is an element of the space which has a 
nonzero value at w. It follows that the zeros of the function 
A(z) cosh(&) + iB(z) sinh($z) 
lie above the real axis. Since the recurrence relations imply that the function 
remains unchanged when z is replaced by i - a, the zeros of the function lie 
in the strip 0 < y < 1 and are symmetrically placed about the point +i. 
These zeros coincide with the zeros of the function 
[A(z) cosh(&z) + G?(Z) sinh(&)]/[A(z) cosh(&r) - G?(a) sinh(-&.r)], 
which is analytic and bounded by one in the upper half-plane. By Theorem 8 
of [l], the zeros (xJ satisfy the convergence condition 
~Ynl(Xn2 + Y,“) < a. 
Since the numbers (y,) are bounded, since the zeros of an entire function 
have no finite limit point, and since the zeros are symmetrically placed about 
the point ii, it follows that 
CYn/(l + x92”) = c (1 - YnN + %a21 < co* 
By Problem 9 of [l], there exists an entire function P(z) of P6lya class with 
no real zeros such that 
p*w A(z) cosh(&) + iB(z) sinh(&z) 
p(z)= A(z) cosh(&z) - iB(z) sinh(&) ’ 
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Since the zeros are symmetrically placed about the point $, P(Z) can be 
chosen so that P*(i - Z) = P*(Z). It follows that 
A(z) cosh(+a) + iB(x) sinh(+) = S(x) P*(Z) 
for an entire function S(Z), having no zeros, such that S*(Z) = S(Z) and 
S(i - Z) = S(Z). By Problem 34 of [l], the function E,(z) = E(z)/S(z) is of 
Polya class. A space S(E,,) exists and the transformation F(z) + S(x)F(z) 
is an isometry of the space onto Z(E). The desired properties of the space 
are easily verified. 
Proof of Theorem 4. Explicit proof is restricted to the case in which 
X(E(b)) satisfies the hypotheses of Theorem 1. A similar argument applies 
under the hypotheses of Theorem 2. Assume that the parameter b and the 
function E(b, x) are chosen so that the recurrence relations are satisfied with 
c 
N4 q(b) = cash@) 
1 i 
i sinh(b) 
m s(b) i sinh(b) - cash(b) 1 * 
Since E*(b, z)/E(b, Z) is bounded by one in the upper half-plane, and since 
(h - iz) E(b, i - 2) - (h - 4) E*(b, z) = exp(b) (+ - k) E(b, z), 
it follows that 
Elm E(b, iy + i)/E(b, I$) = exp(b). 
The mean type c of E(b, z)/E(a, Z) in the upper half-plane is nonnegative. 
The function exp(icz) E(b, x)/23( ) a, z is of bounded type and of zero mean 
type in the half-plane, and it has no zeros in the half-plane. By Problem 208 
of [ 11, these conditions imply that 
Ji?m I[E(h ir + iYE@, iy)ll[E(a, ir + ~)/JYQ, +)]I = exp(c). 
It follows that 
lim 1 E(a, iy + i)/E(u, iy)l = exp(b - c). y++m 
If L(z) is a linear combination of the functions A(a, Z) and B(a, x), then 
lim sup ] L(i - i~)/E(a, ~Y)I -=c 00 y*+m 
and 
lim sup ] L(i + iy)/E(u, iy)l < 00. 
y-‘+- 
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Since [F(z)L(w) - L(z)F(w)]/(z - w) belongs to .X(&z)) whenever F(z) 
belongs to Z(E(u)), it belongs to @(E(b)) w h enever F(z) belongs to X(,!?(b)). 
Since F(i - x) belongs to Z(E(b)) w enever F(z) belongs to &‘(E(b)), h 
[F(z) L(i - w) - L(i - z) F(w)]/(z - w) belongs to X(E(b)) whenever F(z) 
belongs to *(E(b)). By Th eorem 26 of [I] and the above estimates on the 
imaginary axis, [F(z) L(i - w) - L(i - z) F(w)]/(z - w) belongs to #(E(a)) 
whenever+) belongs to #(E(u)). It follows thatF(i - z) belongs to *(E(u)) 
whenever F(z) is a finite linear combination of the functions K(u, w, z). But 
such linear combinations are dense in #(E(u)), and the transformation 
F(x)+F(i- ) b z is ounded in #(E(b)) by the closed graph theorem. Since 
&(,3(u)) is a closed subspace of &(E(b)), F(i - z) belongs to #(E(u)) 
whenever F(z) belongs to #(E(u)). Since X(ZC(u)) is contained isometrically 
in #(E(b)), it satisfies the same axiom as @(E(b)). The function E(u, z) 
can be chosen so that the recurrence relations are satisfied with 
~(4 ( d4 ) ( = COW’ - 4 
i sinh(b - c) 
w 44 i sinh(6 - c) - cosh(b - c) 1 ’ 
The proof that X(E(u)) is not one-dimensional is given (independently) in 
the proof of Theorem 5. 
Proof of Theorem 5. Explicit proof is restricted to the case in which 
X(E(b)) satisfies the hypotheses of Theorem 1. A similar argument applies 
under the hypotheses of Theorem 2. Before starting the main argument, we 
show that the domain of multiplication by z is dense in any space which 
satisfies the hypotheses of the theorem. We do this by showing that there is 
no nonzero element S(z) of the space which is orthogonal to the domain of 
multiplication by x in the space. By Theorem 29 and Problem 85 of [I], such 
an element S(z) would span the orthogonal complement of the domain of 
multiplication by x, and S(z) = A(z) u + B(z) v for numbers u and e, such 
that &J = CW. The hypotheses of Theorem 1 imply that the identity 
(S(i - t) + (h - 4) [S(i - t) - S(t)]@ + it), G(t)> = <S(t), G(-i - t)), 
holds for every element G(z) of the space. It follows that 
S(i - z) + (h - $) [S(i - z) - S(z)]/@ + iz) 
is a constant multiple of S(z). In other words, the identity 
(h + iz) S(i - 4 = I@ - 8) + +I + 91 St4 
holds for a number h. Since the same identity holds with z replaced by i - z, 
h2 = 1. Such a function vanishes identically by the proof of Theorem 1. 
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We now determine the structure of the given space %‘(E(c)). By Theorem 
40 of [l], the space can be imbedded in a family of spaces #(E(t)), 0 < t < c, 
in such a way that E(t, w) is a continuous function of t for every w and the 
integral equation 
VW w), w, 4) 1 - (4, w), &, 4) 1 = w J” (44 w),B(t, w)) dm(t) a 
holds whenever 0 < a < b < c, where 
I= 0 -1 
i 1 1 0 and 
4) Iv> 
@) = (/3(t) y(t) 1 
is a nondecreasing, matrix valued function whose entries are absolutely 
continuous functions of t. The space #(E(u)) is contained in the space 
Z(E(b)) when a < b. A number b is said to be singular with respect to m(t) 
if it belongs to an interval (b- , b+) such that m(b-) # m(b), m(b) # m(b+), and 
[ol(b+) - a(bJ] [r(b+) - +)I = I$@+) - ~(b-)l”~ 
Otherwise a number b in the interval [a, c] is said to be regular with respect 
to m(t). If b is a regular point, then *(E(b)) is contained isometrically in 
&(E(c)). If (b- , b,) . IS an interval of singular point with regular end-points, 
then the domain of multiplication by z in H(E(b+)) is not dense in X’(E(b+)). 
Its closure is .#‘(E(b-)). By Theorem 40 of [l], the intersection of the spaces 
=@Wb)), b g 1 re u ar, is a space of dimension zero or one. The intersection of 
the spaces contains no nonzero element if the origin is not the left end-point 
of an interval of singular points. 
By the proof of Theorem 2, the function E(c, z) has no real zeros. By 
Theorem 40 of [l], the function E(b, z) has no real zeros when b < c. By 
Theorem 4, the space #(E(b)) satisfies the hypotheses of Theorem 1 if b 
is a regular point and if the space is not one-dimensional. So the space 
X(E(b)) satisfies the hypotheses of Theorem 1 whenever b is a regular point 
and the interval (0, b) is not an interval of singular points. By the first part of 
the proof, the domain of multiplication by z is dense in such a space X(E(b)). 
It follows that b is not the right end-point of an interval of singular points. 
From this we see that there is at most one interval of singular points. If such 
an interval exists, it has the origin as left end-point. 
When the space .X(E(b)) satisfies the hypotheses of Theorem 1, it is equal 
isometrically to a space *(E,(b)) such that A,(b, z) and B,(b, z) satisfy the 
recurrence relations of Theorem 1 with 
P(b) q(b) ( r(b) m 1 ( = 
cosh[T(b)] i sinh[r(b)] 
i sinh[T(b)] - cosh[r(b)] 1 
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for some positive number r(b). The function E,(b, a) with this property is 
uniquely determined except for sign. By the proof of Theorem 4, 7(b) - T(U) 
is equal to the mean type of E(b, z)/E(a, z) in the upper half-plane when a < b 
and X(E(a)) satisfies the hypotheses of Theorem 1. By Problems 127 and 
143 of [l], 7(b) is an absolutely continuous function of b and the derivative 
7’(b) exists whenever m’(6) exists. By Theorem 33 of [I], there exists a 
matrix P(b) with real entries and determinant one such that 
(4(h 4, Jw, z>> = (A(b, 4, w, 4) P(b). 
The notation 
P(b) q(b) w = (r(6) s(b) 1 
is now used for the entries of the matrix (not to be confused with the matrix 
in the recurrence relations). The recurrence relations can now be written 
where 
(h + iz) (A@, i - z), I@, i - z)) P(b) 
= (A - 8) (A(h 4, w, 4) P(b) 
+ (t + ix) (44 4, W, -4) P(b) expW@)l J 
We show that the entries of P(b) are absolutely continuous functions of b 
when the sign of E,(b, z) is suitably chosen. 
Consider the recurrence relations with z replaced by w, and also with z 
replaced by a, where w is any fixed nonreal number. Since 
we can solve for the entries of the matrix 
P(b) exp[&(b)] JP@)-l 
= cosh[@)] P(6) JP(b)-1 + i sinh[@)] P(b) IJP(b)-l 
in terms of the values of the functions A(b, z) and B(b, z) at the points w, a, 
i - w, and i - 9. It follows that the entries of the matrices P(6) JP(b)-1, 
P(b) IJP(b)-l, and the product matrix P(b) IP(b)-l are absolutely continuous 
functions of 6, and that their derivatives exist whenever m’(b) exists. Since 
P(b) IF(b) = I an d since the matrices I and J anticommute, we can conclude 
that the entries of the matrices P(b) P(b), P(b) Jp(b), and P(b) IJp(b) are 
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absolutely continuous functions of b whose derivatives exist whenever m’(b) 
exists. Since 
it follows that E,(b, z) E,(b, w) is absolutely continuous as a function of b 
for each fixed x and w, and that its derivative exists whenever m’(b) exists. So 
the sign of E,(b, 2) can be chosen in a consistent way so that it is a continuous 
function of b. Since E,(b, z) has no zeros in the upper half-plane, it follows 
that the entries of P(b) are absolutely continuous functions of b, and that 
their derivatives exist whenever m’(b) exists. 
We show that there are no singular points with respect to m(t). It is clearly 
sufficient to show that there is no least regular point a. If such a point existed, 
then P(a) = lim P(b) would exist as b L a, and the recurrence relations 
(h + ix) (A,(a, i - x), B&z, i - z)) 
= (h - 4) (4(4 z), w, 4) 
+ (4 + i.z> (4(u, 4 WY 4) expWG41 J 
would hold with 
(4(a, z), &(a, 4) = (4% 4, qa, 4) p(u) 
and Q-(U) = lim 7(b) as b L a. Since the space R(E(u)) is one-dimensional, the 
proofs of Theorems 3 and 4 show that 
It follows that T(U) = 0 and that the symmetry conditions 
and 
A,(u, i - x) = A&z, z) 
(h + iz) qu, i - 2) = (h - 1 - k) B&z, z) 
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are satisfied. A contradiction is obtained since Bl(a, z) cannot have a zero 
at the nonreal point ih. We can therefore conclude that all indices are regular 
with respect to m(t). So there is no one-dimensional space X(E) contained 
isometrically in X(E(c)) such that E(x) has no real zeros. 
We show that lim r(b) = 0 as b L 0. By Theorem 41 and Problem 157 
of [II, 
in -W 8 ev[kV) 4 
exists and is an entire function which is real for real z and has no zeros. It 
follows that 
A(c, 0) = l&A(b, i) and 0 = lip B(b, i). 
By the recurrence relations for A(b, z) and B(b, z), we can conclude that 
l$n( 1,O) P(b) exp[i1+)] JP(b)-l = (1,O). 
Since 7(b) is a nonnegative and nondecreasing function of b. r(O) = lim ~(6) 
exists as b \ 0. All we need show is that ~(0) is not positive. Since P(b) has 
real entries, we can conclude that 
li$l, 0) P(b) JP(b)-1 = (1,O) sech[r(O)] 
and that 
It follows that 
and that 
$rn(l, 0) P(b) IJP(b)-1 = 0. 
&,I244 $4 + db) WI = se4431 
Since p(b) s(b) - q(S) r(b) = 1, we obtain 
l&4p(b) p(b) y(b) s(b) = -tanhs[T(O)] 
and 
ljp$~(b) r(b) + q(b) s(b)la = -tanh2[r(0)]. 
Since the left side is nonnegative, ~(0) = 0. 
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When m’(b) exists, we can differentiate each side of the recurrence relations 
to obtain 
- (h + iz) (i - z) (A(b, i - z), B(b, i - z)) m’(b) P(b) 
+ (h + iz) (A(b, i - z), B(b, i - x)) P’(b) 
= -(h - 4) z(A(b, z), B(b, z)) m’(b) P(b) 
+ (h - 4) (A(b, 4, q-3 4) w.4 
- (4. + iz) z(A(b, z), B(b, z)) m’(b) P(b) exp[iIT(b)] J 
+ (4 + iz) (44 4, B(b, x)) P’(b) exp[W)l I 
+ (+ + iz) (A(b, z), B(b, z)) P(b) exp[ik(b)] ilJ~‘(b). 
We use the recurrence relations to eliminate functions of i - z in favor of 
functions of z. The result is 
- 2i(h - $) (A(b, z), B(b, z)) m’(b) P(b) 
- (i - z) (A(b, z), B(b, z)) P(b) exp[il7(b)] JP(b)-l m’(b) P(b) 
+ (W, 4, W, z)) P(b) expW(b)l JP(bY P’(b) 
= --z(A(b, z), B(b, z)) m’(b) P(b) exp[&(b)] J 
+ (NJ, 4, B(b, 4) WJ) q-W~(@l / 
+ (A(b, x), B(b, z)) P(b) exp[iA(b)] iIjT’(b). 
Since multiplication by z is densely defined in &(E(b)) by the first part of 
the proof, the space is not finite dimensional. By Problem 88 of [l], the 
functions A(b, z) and B(b, x) satisfy no nontrivial linear relation with poly- 
nomial coefficients. It follows that 
- 2i(h - 4) m’(b) P(b) - (i - z) P(b) exp[&(b)] JP(b)-l m’(b) IP(b) 
+ P(b) exp[&(b)] JP(b)-r P’(b) 
= --zm’(b) P(b) exp[&(b)] J 
+ P’(b) exp[&(b)] J + P(b) exp[ih(b)] iIj/(b). 
By comparing the coefficient of z on each side of the equation, we find that 
m’(b) I anticommutes with P(b) exp[&(b)] JP(b)-l. The equation now reduces 
to the commutator identiy 
exp[&(b)] JP(b)-l P’(b) - P(b)-l P’(b) exp[i&(b)] J 
= i exp[iA(b)] J’(b)-1 m’(b) P(b) 
+ exp[&(b)] iIjT’(b) + 2i(h - $) P(b)-1 m’(b) P(b). 
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Since m’(b) Z has real entries, it also anticommutes with 
P(b) exp[--iZT(b)] JP(b)-i. 
It follows that m’(b)Z commutes with the product P(b) exp[2k(b)] P(b)-1, 
and, hence, with the matrix P(b)ZP(b)-l, which also has zero trace. This 
implies that m’(b) Z is a scalar multiple of P(b) ZP(b)-i and that m’(b) is a 
scalar multiple of P(b) P(b). S’ mce m’(b) is nonnegative, and since m’(b) has 
determinant I’m by Problem 127 of [I], 
m’(b) = P(b) P(b) T’(b). 
The commutator identity can now be written 
Since 
exp[iZ+)] J’(b)-’ P’(b) - P(b)-l P’(b) exp[iZT(b)] J
= 2i(h - *> ZT’(6). 
exp[izT(b)] = cosh[T(b)] + iZ sinh[+)], 
it is equivalent to the pair of commutator identities 
JP(b)-l P’(b) - P(b)-l P’(b) J = i(h - h) 17’(b) sech[-r(b)] 
and 
ZJP(b)-l P’(b) - P(b)-l P’(b) ZJ = (h + h - 1) IT’(b) csch[T(b)]. 
It follows that 
- $i(h - h) sech[T(b)] 
- &(h + h - 1) csch[T(b)] T’(b) ) 
whenever m’(6) exists. The theorem now follows from Problem 153 of [I]. 
Proof of Theorem 6. By the proof of Theorem 5 and by Problem 164 of 
[1], there exists an entire function S(z) such that S*(z) = S(z) and such that 
the transformation F(z) + S(z)F(z) is an isometry of .#(E,) onto #(Es). 
The axiom implies that S(i - x) = S(z). 
Proof of Theorem 7. If E,(x) = E(x) and E,(z) = E*(--z), then spaces 
&‘(E,) and X(,9,) exist, and the transformation F(z) +F(-z) is an iso- 
metry of A?(&) onto %(Es). Since X(E,) satisfies the axiom for a given 
number h, H(E,) satisfies the axiom with h replaced by I;. The theorem now 
follows from Theorem 6. 
Proof of Theorem 8. The argument is the same as for the proof of 
Theorem 7. 
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Proof of Theorem 9. For each positive number a, define A(a) to be the 
set of entire functions F(x) such that F(x) and F*(z) are of bounded type and 
of mean type at most a in the upper half-plane and such that 
IIF(t) = j”+a 1 F(t)/W(t)12 dt < 00. 
--oc 
We show that A(a) contains a nonzero element. Note that W(Z) satisfies the 
identity 
(h - iz) w*(-i - z) = (4 - iz) W(z). 
If r is a positive integer such that Re h < Y + 4, then (.z + i)r W(Z) is 
bounded away from zero in the upper half-plane. Let P(x) be a polynomial 
of degree at least Y + 1, which is real for real .Z and has only real simple zeros, 
all of which are zeros of sin(az). ThenF(z) = sin(az)jP(z) is an entire function 
which is real for real z and (Z + i)T+l exp(iaz)F(z) is bounded in the upper 
half-plane. It follows that F(z) is an element of A(a). 
The proof that .&!(a) is a Hilbert space follows the proof of Theorem 21 of 
[l]. It is easily seen that &(a) is a vector space with a well-defined inner 
product. We verify completeness. By Theorem 19 of [l], the identity 
2ri exp(iaz)F(z)/W(z) = 1,: exp(iat)F(t)/W(t) (t - z)-’ dt 
holds for every element F(z) of A( ) a w h en a > 0. By the Schwarz inequality, 
the estimate 
477y IF(x + i>l” < exp(2ay) I Wx + iy)l” II F(t)l12 
is valid for y > 0. Since F*(z) belongs to A’(a) whenever F(z) belongs to 
A!(a), and since F*(x) has the same norm as F(z), the inequality 
4ny I F(x - +)I” d exp(2ay) I W(x + iy)!2 i!P(t)l12 
holds when y > 0. If (F,(x)) is a Cauchy sequence in A’(a), then 
F(z) = limF,( z exists when z is not real. If c is any given positive number, ) 
the limit 
(2” - c”)F(z) = lim(z2 - c2)F,(x) 
is uniform on the boundary of the disk j z I < c and hence uniform in the 
interior of the disk. By the arbitrariness of c, F(z) is an entire function and 
F(z) = limF&) uniformly on bounded sets. The proof of Theorem 21 of 
[l] will now show that F(z) belongs to A(a) and that F(z) = lim F,(x) in the 
metric of A(a). 
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It is easily verified that &Z(a) satisfies the axioms (HI), (H2), and (H3). By 
Theorem 23 of [I], ‘t ’ I is e ua isometrically to a space Z@(a)). The function q 1 
E(a, z) is clearly of bounded type and of mean type a in the upper half-plane. 
We verify that .#@(a)) satisfies the hypotheses of Theorem 1. Note that 
every element of X(E( a )) is of exponential type at most a by Krein’s theorem, 
Problem 37 of [l]. 
If F(z) belongs to Z@(u)), then 
P(.z) = F(i - x) + (h - &) [F(i - z) - F(z)]/($ + ix) 
is an entire function which is of bounded type and of mean type at most a 
in the upper and lower half-planes. We have seen that exp(iuz)F(z)/W(z) 
is represented by Cauchy’s formula in the upper half-plane. The formula 
can be written 
exp(iax)F(z)/W(z) = (y/n) /lrn 1 t - z jU2 exp(iut)F(t)/W(t) dt 
-03 
when y > 0. By the Schwarz inequality, 
I’m IF(t + i)/W(t + i)12 dt \< exp(2u) s’” 1 F(t)/W(t)12 dt < co. 
--m --m 
It follows that 
s 
+.=a IF(t + i)/W(t)l” dt < co. 
--m 
Since W*( - z)/ W( z is ) . b ounded in the upper half-plane, 
s +co IF(i - t)/W(t)j2 dt < co. -co 
It follows that 
I +m 1 P(t)/W(t)l2dt < a3 --m 
and that P(z) belong to .X(E(u)). 
A similar argument will show that 
Q(s) = G(-i - z) + (/i - +) [G(-i - z) - G(z)]/(& - iz) 
belongs to X(E(u)) whenever G(z) belongs to #(E(a)). The desired identity 
W), G(t)> = P’(t), Q(t)> 
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is equivalent to the identity 
j-+-)(t + 9&t> dt = j+hS + i) dt, 
-cc 
where 
f(z) = F(i - z)/W(z) and g(z) = G(z - i)/W*(-z) 
are functions which are analytic and of bounded type in the upper half-plane, 
which are of mean type at most a in the half-plane, which are continuous in 
the closed half-plane, and which are square integrable on the real axis. By 
Theorem 12 of [l], the formula 
exp(iaz)f(z) = (y/n) j’m 1 t - z /-2 exp(iat)f(t) dt 
-cc 
is valid for y > 0. By the Schwarz inequality, 
for y > 0. The inequalities 
and 
j’” I f(x + i)l” dx < exp(2q) jia I f(W dt --io -a 
jol_:” I f(x + ~r)l” dx 4 G exp(W 1’” I f(t)? dt --cc 
follow on integration with respect to x and y. A similar argument will show 
that the inequality 
holds. It follows that there exists an increasing sequence (x,J of positive 
numbers such that 
and 
iz jol I g(dzx, + +)I” dy = 0 
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and hence such that 
The desired identity now follows on applying Cauchy’s formula to the 
analytic function f(z)g(i + -) z in the rectangle with vertices -x, , X, , 
x, + i, -x, + i and letting n go to infinity. This completes the proof that 
*(E(a)) satisfies the hypotheses of Theorem 1. 
Choose E(a, z) so that the recurrence relations are satisfied with 
( 
PC4 4(4 = cw~wl 
) i 
i sinh[-r(u)] 
+> 44 i sinh[T(a)] - cosh[+z)] 1 
for a positive number a. Then 
(h + y) E(a, ti + i) - (h - i> &4 - 69 = (8 + Y) q-W &4 iy), 
where 
for y > 0. Since E(u, z) is of mean type a in the upper half-plane, 
exp(u) = ,‘$I I E(u, iy + i)/E(u, iy)l = exp[T(a)]. 
It follows that T(U) = ri. 
By the proof of Theorem 5, the functions E(u, a) can be chosen so that 
E(u, w) is a continuous funtion of a for every zu. The desired differential 
equations now follow from equations obtained in the proof of Theorem 5. 
The identities 
B(u, ih) sinh(&) = iA(u, ~2) cosh(&z) 
follow from the recurrence relations. The differential equations now imply 
that 
and 
A(t, ih) = K sinh+(h+h-l) t( ) cosh+‘h-h’(t) cash(@) 
B(t, ih) = ik sinh+(h+h-l)(t) cosh*(h-8)(t) sinh(&) 
for a constant k such that 
k = li~i A(t, W)/sinhf(h+h-l)(t) 
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for all complex w. Since A(t, s) is real for real z, k is real. By Theorem 51 
of [ll, 
1 W(ih)l = 9-z 1 exp(iht) E(t, ih)] . 
It follows that k has absolute value one. The choice of sign in E(a, x) can be 
made so that k = 1. 
Proof of Theorem 10. These results are obtained by making changes of 
variable in Theorems 44 and 45 of [l]. The recurrence relations can be written 
E(t, i - x) + (h - 5) [E(t, i - x) - E(t, a)]/(+ + ix) = exp(t) E(--t, z). 
Let f (x) be a square integrable function of real x which vanishes outside of 
(-a, a), and let F(z) be its eigentransform. Then 
exp(-t) f (-t) E(t, z) dt 
= 2m j-T exp(t)f W EC--t, 2) dt 
= F(i - z) + (h - ‘i-) [F(i - z) - F(z)]/(~ + iz). 
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