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CELL DECOMPOSITIONS OF CHARACTER VARIETIES
ANTON MELLIT
Faculty of Mathematics, University of Vienna,
Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria
Abstract. We establish curious Lefschetz property for generic character varieties
of Riemann surfaces conjectured by Hausel, Letellier and Rodriguez-Villegas. Our
main tool applies directly in the case when there is at least one puncture where
the local monodromy has distinct eigenvalues. We pass to a vector bundle over
the character variety, which is then decomposed into cells, which look like vector
bundles over varieties associated to braids by Shende-Treumann-Zaslow. These
varieties are in turn decomposed into cells that look like C∗d−2k×Ck. The curious
Lefschetz property is shown to hold on each cell, and therefore holds for the
character variety. To deduce the general case, we introduce a fictitious puncture
with trivial monodromy, and show that the cohomology of the character variety
where one puncture has trivial monodromy is isomorphic to the sign component of
the Sn action on the cohomology for the character variety where trivial monodromy
is replaced by regular semisimple monodromy. This involves an argument with the
Grothendieck-Springer sheaf, and analysis of how the cohomology of the character
variety varies when the eigenvalues are moved around.
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2 CELL DECOMPOSITIONS OF CHARACTER VARIETIES
1. Introduction
1.1. Character varieties. Let g ≥ 0, k > 0 be integers, and let C1, . . . , Ck be a
collection of elements of G = GLn(C). The corresponding character variety X is the
space which parametrizes local systems on the Riemann surface of genus g with k
punctures with local monodromies around the punctures required to be conjugate to
C1,. . . , Ck. Following [HLRV11], we restrict our attention to the case when Ci are
diagonal (i.e. semisimple), and the following genericity assumption holds (Definition
4.6.1):
(i) We have
∏k
i=1 detCi = 1. This is certainly a necessary condition for X to
be non-empty.
(ii) For any n′, 1 < n′ < n, and any choice of n′ eigenvalues λ
(i)
1 , . . . , λ
(i)
n′ of Ci
for each i, we have
∏k
i=1
∏n′
j=1 λ
(i)
j 6= 1.
This guarantees that the character variety is an affine non-singular algebraic variety.
One example is given by k = 1, C1 = ζn Idn, where ζn = e
2pii
n . This is the so-called
twisted character variety of genus g, studied in [HRV08]. Another example, perhaps
the most well-studied case, is g = 0, n = 2, k = 4, Ci =
(
λi 0
0 λ−1i
)
goes back
to Fricke (see [FK65]). Denote ai = λi + λ
−1
i . Then the character variety can be
presented by a single equation in 3 variables x, y, z:
(1.1.1) xyz + x2 + y2 + z2 − (a1a2 + a3a4)x− (a2a3 + a1a4)y − (a1a3 + a2a4)z
+ a1a2a3a4 + a
2
1 + a
2
2 + a
2
3 + a
2
4 − 4 = 0.
One can easily find this equation using computer algebra, and then verify that the
surface is singular in the following cases: λ1 = ±1, λ1λ2 = λ3λ4, λ1λ2λ3 = λ4,
λ1λ2λ3λ4 = 1, the complete list is obtained by permuting the indices. Cohomology
of this variety together with some interesting group action was studied in [GN05].
The analogous case with 5 punctures has been studied by Simpson ([Sim17]), by
Donagi and Pantev, and perhaps by many others.
1.2. Cohomology. Following [HRV08], we want to understand the mixed Hodge
structure on the cohomology ofX . We work with cohomology with compact supports,
but since the character varieties we study are smooth, cohomology can be obtained
from Poicare´ duality. One way to package the numerical information about this
mixed Hodge structure goes as follows. Let us define the weight polynomial of X by
W (X ; q, t) =
∑
i,j
(−1)j dimGrWi H
j
c (X,C)q
j
2 t
j−i
2 ∈ Q[q
1
2 , t
1
2 ].
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For instance, in the example with g = 0, n = 2, k = 4 above we have W (X ; q, t) =
q(q + t + 4). In [HLRV11], it was conjectured that the cohomologies of character
varieties are Hodge-Tate, i.e. all Hodge numbers hj,p,q(X) for p 6= q vanish. A
conjectural closed form expression forW of all semisimple generic character varieties
was suggested. The formula was proven for the specialization W (X ; q, q−1), which
gives the number of points of X over Fq and also the so-called Euler polynomial.
For fixed g and k the formula is
(1.2.1) − (q − 1)(t− 1) Log
∑
λ
∏
a,l
(
qa+
1
2 − tl+
1
2
)2g∏k
i=1 H˜λ[Xi; q, t]∏
a,l(q
a+1 − tl)(qa − tl+1)
=
∞∑
n=1
∑
|µ(1)|=···=|µ(k)|=n
q−
dim
2 W (Xg,n
µ(1),...,µ(k)
; q, t)
k∏
i=1
mµ(i)(Xi).
On the left hand side we have the plethystic logarithm of a sum over all partitions
λ. For each λ, a product over a, l means the products over the cells of λ, and for
each cell a is the arm length and l is the leg length. Then we have the modified
Macdonald polynomials H˜λ[Xi; q, t], each evaluated in its own set of variables Xi.
On the right hand side, we have a sum over k-tuples of partitions µ(1), . . . , µ(k) of
same size n. The monomial symmetric function corresponding to a partition µ is
denoted by mµ. The space X
g,n
µ(1),...,µ(k)
is the rank n character variety of the Riemann
surface of genus g with k punctures, where the multiplicities of the eigenvalues of
Ci are prescribed by µ
(i) and assumed to be generic. dim stands for the complex
dimension of the character variety.
The formula (1.2.1) has also been established for the specialization t = 1 by the
author in [Mel17].
Because of the symmetry H˜λ[X ; q, t] = H˜λ′ [X ; t, q] where λ
′ denotes the conjugate
partition, the left hand side of (1.2.1) is symmetric in q, t. This gives a non-trivial
implication that that q−
dim
2 W (Xg,n
µ(1),...,µ(k)
; q, t) is symmetric in q and t. For the
dimensions of cohomology groups this implies the curious Poincare´ duality
dimGrWi H
j
c (X,C) = dimGr
W
2 dim−iH
j−i+dim
c (X,C).
The cohomology ring of the twisted character variety is known to be generated
by certain tautological classes by a result of Markman [Mar02]. In particular, there
is certain tautological class ω ∈ H2(X,C). In [HRV08], it was suggested that the
curious Poincare´ duality would follow from the curious hard Lefschetz, which claims
that for each m, j ≥ 0, the operator (∩ω)m induces an isomorphism
GrWdim−2mH
j
c (X,C)
∼
−→ GrWdim+2mH
j+2m
c (X,C).
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It is believed that in the case with punctures, the cohomology also should be
generated by some tautological classes, but details on construction of these classes
and proof that the classes generate the cohomology have not been spelled out.
1.3. P =W conjecture. By Simpson’s non-abelian Hodge correspondence [Sim90],
the character variety is homeomorphic to a certain moduli space of stable Higgs
bundles. Assume that the eigenvalues of Ci have absolute value 1 for all i. Denote
the compact Riemann surface by Σ and the divisor of punctures by S = s1 + · · · sk,
si ∈ Σ. The corresponding moduli space is the moduli space of stable triples (E , θ,F)
where E is a holomorphic vector bundle on Σ, θ : E → E ⊗ Ω(S) is a linear map,
and F = (F (1), . . . ,F (k)) specifies an increasing filtration F (i) on the fiber E(si) for
each puncture si satisfying θ(si)F
(i)
j ⊂ F
(i)
j+1. The dimensions of the steps in F
(i)
match the multiplicities of the eigenvalues of Ci, and the eigenvalues themselves are
translated into a stability condition. Denote this moduli space by XD, where D
stands for “Dolbeault” to distinguish it from the character variety X = XB, where
B stands for “Betti”. The moduli space XD comes equipped with a C
∗-action which
scales θ, and a characteristic polynomial map (Hitchin’s map)
χ : XD → C
dim /2,
which is proper.
In [dCHM10], in the case of twisted character variety, it was conjectured for
arbitrary rank and proved in the rank 2 case that the weight filtration of H i(XB)
coincides with the perverse Leray filtration on H i(XD). The filtration is induced by
the map XD → C
dim /2.
The perverse Leray filtration is constructed using the decomposition Theorem of
[BBD82] as follows. The derived push-forward of the constant sheaf Rχ∗CXD admits
a decomposition
Rχ∗CXD
∼=
⊕
m
im∗jm∗!Lm[−wm],
where Lm is a local system on Um ⊂ Zm ⊂ C
dim /2 where Um is an affine Zariski open
subset of an irreducible Zariski closed subvariety Zm, jm : Um → Zm, im : Zm →
Cdim /2 are natural embeddings, and jm∗! is the intermediate extension functor. This
induces a decomposition
Hjc (XD,C)
∼=
⊕
m
IHj−wmc (Zm, Lm),
where IHc(Zm, Lm) is the intersection cohomology with compact supports of Zm
with coefficients in Lm. The perversity of each pair Lm, Zm is the number
pm = wm − codimZm.
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This is the cohomological degree of im∗jm∗!Lm[−wm] with respect to the perverse
t-structure. The perverse filtration is defined by
PiH
j
c (XD,C) =
⊕
m:pm≤i
IHj−wmc (Zm, Lm).
The P =W conjecture is the statement that under the identification Hjc (XD,C)
∼=
Hjc (XB,C) we have
PiH
j
c (XD,C)
∼= W2iH
j
c (XB,C).
The analogue of the curious hard Lefschetz property on the XD side is a direct
consequence of the relative hard Lefschetz theorem (see [BBD82], [dCM09]).
Theorem 1.3.1. Let ω be the Chern class of a relative ample line bundle for χ :
XD → C
dim /2. Then for each m, j ≥ 0, the operator (∩ω)m induces an isomorphism
GrPdim /2−mH
j
c (XD,C)
∼
−→ GrPdim /2+mH
j+2m
c (XD,C).
1.4. Cell decompositions. The standard approach to compute mixed Hodge struc-
tures is to compactify and resolve singularities. In [Tot96] it is explained that
sometimes even a bad compactification is good enough. In this paper we avoid
compactifications at all, and use cell decompositions instead.
The notion of a cell decomposition we use is a rather weak one. Suppose X is
a union of Zariski locally closed subsets Xα indexed by elements α of a partially
ordered set P. We call it a cell decomposition if for any α0 ∈ P the union
⋃
α≤α0
Xα
is closed.
The main ingredient in our results is a construction of a cell decomposition of the
character variety X under the following
Assumption. Suppose Ck has distinct eigenvalues.
In Sections 5 and 7 we show the following:
Theorem 1.4.1. Under the above assumption, there is a vector bundle X˜ → X
of rank
(
n
2
)
and a cell decomposition of X˜ such that each cell is isomorphic to
(C∗)dim−2i × Ci+(
n
2) for some i.
The main idea of the construction goes as follows. The character variety classifies
tuples of matrices α1, . . . , αg, β1, . . . , βg, γ1 . . . , γk satisfying
g∏
i=1
αiβiα
−1
i β
−1
i
k∏
i=1
γ−1i Ciγi = Id,
up to conjugation action of GLn on αi, βi and right action on γi. Since Ck has
distinct eigenvalues, we can use the eigenvectors to form a basis. So X is isomorphic
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to the variety classifying tuples α1, . . . , αg, β1, . . . , βg, γ1 . . . , γk−1 satisfying
g∏
i=1
αiβiα
−1
i β
−1
i
k−1∏
i=1
γ−1i Ciγi = Ck,
up to the action of diagonal matrices. Let X˜ be the variety obtained by replacing
the above condition with the condition(
g∏
i=1
αiβiα
−1
i β
−1
i
k−1∏
i=1
γ−1i Ciγi
)
− Ck is strictly upper-triangular.
It is not hard to see that X˜ is a vector bundle over X of rank
(
n
2
)
. The benefit of
passing from X to X˜ is that the difficult quotient GLn /adGLn is replaced by the
easier double quotient U\GLn /U/T where we can apply the Bruhat decomposition,
where U is the subgroup of unipotent upper-triangular matrices and T is the torus
of diagonal matrices. Passing from X to X˜ can be thought of as the horocycle
transform.
The cell decomposition of X˜ is performed in two steps. For each point of X˜ we
have a tuple of permutations πα1 , . . . , π
α
g , π
β
1 , . . . , π
β
g , π
γ
1 . . . , π
γ
k−1 telling us in which
Bruhat cell each of the matrices αi, βi, γi lies. This defines a cell decomposition of
X˜ indexed by the tuples of permutations
{πα1 , . . . , π
α
g , π
β
1 , . . . , π
β
g , π
γ
1 . . . , π
γ
k−1 : π
α
i , π
β
i ∈ Sn, π
γ
i ∈ Sn/Sµ(i)}.
Here Sn is the permutation group, µ
(i) is the partition specifying the multiplicities
of the eigenvalues of Ci, and Sµ = Sµ1 × · · ·Sµl . Elements in the quotient Sn/Sµ(i)
are represented by minimal representatives.
Each cell looks like the product of affine space and a certain variety associated to
the Artin braid b obtained by composing the positive lifts of the permutations
πα1 , π
β
1 , (π
α
1 )
−1, (πβ1 )
−1, . . . , παg , π
β
g , (π
α
g )
−1, (πβg )
−1, (πγ1 )
−1, πγ1 , . . . , (π
γ
k−1)
−1, πγk−1.
When g > 0 there are also certain genus corrections which only introduce factors of
the form C∗. These braid varieties are very similar to the varieties studied in [STZ17].
In particular, they admit cell decompositions that look like products (C∗)i ×Cj for
i, j ≥ 0. These cell decompositions are indexed by objects that we call walks. A
walk associated to a braid is a sequence of permutations where for each intersection
of the braid we can choose if we apply the corresponding transposition or we skip
it, satisfying the rule
if we would go up, we must go up, but if we would go down we can skip.
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Here “go up”, “go down” refers to the Bruhat order. The walk begins at the identity
permutation and must end in the identity. The details are explained in Section 5.
For example, in the case of g = 0, k = 4, n = 2, we have 8 possible triples of
permutations
(τ, τ, τ), (τ, τ, Id), (τ, Id, τ), (τ, Id, Id), (Id, τ, τ), (Id, τ, Id), (Id, Id, τ), (Id, Id, Id),
where τ ∈ S2 is the transposition. Because τ = τ
−1, from (τ, τ, τ) we obtain the
positive braid on 2 stings with 6 crossings. From the remaining tuples we obtain 3
braids with 4 crossings, 3 braids with 2 crossings, and 1 trivial braid. For each braid
we enumerate walks, for instance for a braid with 2 crossings there is only one walk
Id, τ, Id. For a braid with 4 crossings we have two walks:
(Id, τ, τ, τ, Id) (go up, stay, stay, go down),
(Id, τ, Id, τ, Id) (go up, go down, go up, go down).
For a braid with 6 crossings we have the following walks:
(Id, τ, τ, τ, τ, τ, Id) (go up, stay, stay, stay, stay, go down),
(Id, τ, τ, τ, Id, τ, Id) (go up, stay, stay, go down, go up, go down),
(Id, τ, τ, Id, τ, τ, Id) (go up, stay, go down, go up, stay, go down),
(Id, τ, Id, τ, τ, τ, Id) (go up, go down, go up, stay, stay, go down),
(Id, τ, Id, τ, Id, τ, Id) (go up, go down, go up, go down, go up, go down).
Each braid variety Xb naturally comes equipped with two structures: an action
of the torus T and a map to the torus f : Xb → T . The collection of matrices
C1, . . . , Ck gives a point t ∈ T , and to obtain the corresponding cell of X˜ we need
to take the fiber f−1(t), and divide by the T -action. The genericity assumption
on Ci translates into the condition that t ∈ T does not belong to certain natural
subtori. Some cells of the cell decomposition of the braid variety are mapped to
these subtori, so we can ignore them. For each walk we have a graph on vertices
1, 2, . . . , n. Each time we stay we connect the corresponding indices i, j which would
have been swapped. The walks producing disconnected graphs can be ignored.
In our running example, we can ignore all walks without stays. Thus we obtain
4 walks for the braid with 6 crossings and one walk for each of the 3 braids with 4
crossings. The first walk for the braid with 6 crossings produces a 3-dimensional cell
isomorphic to C∗×C∗×C. Each of the other six walks produces a 2-dimensional cell
isomorphic to C×C. So we obtain that a rank 1 vector bundle over X is isomorphic
to C∗ × C∗ × C ⊔ 6 C× C. In this case (and in all cases of rank 2) it is possible to
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cancel out C, and obtain
X ∼= C∗ × C∗ ⊔ 6 C.
It is not clear if the vector bundle X˜ → X can be “cancelled” with C(
n
2) to
obtain a cell decomposition for X . From the point of view of cohomology there is
no difference between X and X˜ .
A direct corollary of Theorem 1.4.1 and the long exact cohomology sequence is
Corollary 1.4.2. If Ck has distinct eigenvalues, the cohomology groups H
j(X,C)
are Hodge-Tate, i.e. the pure Hodge structure on GrWi H
j(X,C) has only p, q-parts
with p = q.
1.5. Main results. Before proceeding to the main results, we clarify the situation
with tautological classes for the character varieties with punctures. There is a tau-
tological PGLn-bundle E on X × Σ. The usual way to produce cohomology classes
on X is to integrate the characteristic classes of E along homology classes of Σ. This
works well for the twisted character variety. In [She16], Shende showed that the
tautological classes constructed in this way have expected Hodge weights. In the
situation with punctures, we have the following kinds:
(i) Each puncture produces a principal bundle with structure group Z(Ci)/C
∗,
where Z(Ci) denotes the centralizer of Ci. We can take the characteristic
classes of this bundle.
(ii) By computing the monodromy along a closed loop γ on Σ, we have a map of
stacks X → GLn /adGLn, and the cohomology classes on GLn are obtained
by transgression from the classifying space ∗/GLn. From the point of view
presented in Section 4, it makes sense to speak of a shifted map X [1] →
∗/GLn, and cohomology classes on X can be obtained by the pullback
H2i(∗/GLn,C)→ H
2i−1(X,C).
(iii) As explained in Section 4.4, there is a stack corresponding to the mapping
cone
BGpar := cone
(
k⊔
i=1
∗/Z(Ci)[1]→ ∗/GLn
)
together with a map X [2]→ BGpar. The cohomology of BGpar fits into the
exact sequence
0→
k⊕
m=1
H2i−2(∗/Z(Ci),C)→ H
2i(BGpar,C)→ H
2i(∗/GLn,C)→ 0
for each i. If we have split this sequence, for instance using the Hodge
filtration, we obtain a map H2i(∗/GLn,C)→ H
2i−2(X,C). This map does
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not have to preserve the mixed Hodge structure. So forms obtained in this
way do not need to have pure weight.
In Section 4 we follow the construction (iii) to obtain an explicit holomorphic closed
2-form ω on X , representing a tautological class in H2(X,C). Our expression for
the form is essentially the same as given in [GHJW97]. We show that its class lies
in F 2H2(X,C∗).
Most of the work done in Sections 5—7 is devoted to verification that the restric-
tion of ω to each cell in our cell decomposition is given by an expression∑
i,j
ωi,j
dti
ti
∧
dtj
tj
in some coordinates on (C∗)m, where the anti-symmetric matrix (ωi,j) is non-degenerate.
This is achieved by following the suggestion of Shende to compare this matrix with
the intersection matrix on H1 of a certain Seifert surface. We give a combinatorial
construction of this surface from the data of a tuple of permutations and a walk.
As explained in Section 2, this implies
Theorem 1.5.1 (Curious hard Lefschetz under Assumption). If Ck has distinct
eigenvalues, then for each m, j ≥ 0, the operator (∩ω)m induces an isomorphism
GrWdim−2mH
j
c (X,C)
∼
−→ GrWdim+2mH
j+2m
c (X,C).
In Section 8, we deduce the general case from the situation under the assumption
that Ck has distinct eigenvalues. In [Let15] Letellier studied theW -action (W = Sn)
on the cohomology of the unipotent character variety. So the monodromy around the
k-th puncture is unipotent and we have the extra data of a compete flag preserved by
this monodromy. Letellier’s conjectures imply that the cohomology of the character
variety for Ck = Id equals to the sign component of this action. We prove this
statement and deduce the curious hard Lefschetz in the general case. We consider
the family of character varieties X → T1, where for each t ∈ T1 = {t ∈ T : det t = 1}
the monodromy around the k-th puncture has eigenvalues prescribed by t. The main
observation (Proposition 8.4.1 is that each cell in our decomposition factors as a
direct product where one factor is T1 and the map to T1 is the projection. So the
derived !-pushforward of the constant sheaf from the cell to T1 is constant. Thus
the derived !-pushforward of the constant sheaf from X to T1 has locally constant
cohomology over the locus where the collection C1, . . . , Ck−1, t is generic, which
includes 1 if C1, . . . , Ck−1, 1 is generic.
We obtain
Theorem 1.5.2. For arbitrary generic semisimple C1, . . . , Ck, the cohomology groups
Hj(X,C) are Hodge-Tate.
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Theorem 1.5.3 (Curious hard Lefschetz). For arbitrary generic semisimple C1, . . . , Ck
and for each m, j ≥ 0, the operator (∩ω)m induces an isomorphism
GrWdim−2mH
j
c (X,C)
∼
−→ GrWdim+2mH
j+2m
c (X,C).
As an interesting corollary of the fact that ω ∈ F 2H2(X,C), we have (see Propo-
sition 2.6.5)
Corollary 1.5.4. The canonical filtration induced by the nilpotent operator ∩ω co-
incides with the Hodge filtration and splits the weight filtration. The mixed Hodge
structure splits, i.e. F iHjc (X,C) = F¯
iHjc (X,C) for all i, j, if and only if ω has pure
weight, i.e. ω ∈ F¯ 2H2(X,C) ∩ F 2H2(X,C).
It is clear from the way the class of ω was constructed as a pull back from BGpar,
that in the case when all the eigenvalues of Ci have absolute value 1 ω has pure
weight. We expect that this is not true in general, see Remark 4.5.3.
The proof of the curious hard Lefschetz property opens a way to the following
line of attack on the P = W conjecture: Suppose we have a proof of Pi ⊂ W2i or
W2i ⊂ Pi. Then the Lefschetz properties imply Pi = W2i.
2. Generalities
2.1. Any partially ordered set (poset) P is naturally endowed with a topology so
that
U ⊂ P is open if and only if x ∈ U, y > x⇒ y ∈ U,
Z ⊂ P is closed if and only if x ∈ Z, y < x⇒ y ∈ Z.
Note that continuous maps between posets are precisely order-preserving maps.
Definition 2.1.1. Let X be a topological space. A cell decomposition of X is a
pair (P, ϕ) where P is a finite poset and ϕ : X → P is a continuous map.
Explicitly, the data of a map ϕ : X → P is equivalent to a decomposition of X
into a union of subsets indexed by P. Denote
ϕσ = ϕ
−1(σ), ϕ≤σ =
⋃
α≤σ
ϕ−1(α), ϕ≥σ =
⋃
α≥σ
ϕ−1(α),
and similarly ϕ<σ, ϕ>σ. We have
Proposition 2.1.2. Let X be a topological space, let P be a finite poset, and let
ϕ : X → P be a map. The following conditions are equivalent:
(i) (P, ϕ) is a cell decomposition;
(ii) ϕ≤σ is closed for every σ ∈ P;
(iii) ϕ≥σ is open for every σ ∈ P.
CELL DECOMPOSITIONS OF CHARACTER VARIETIES 11
Suppose (P, ϕ) is a cell decomposition. Then sets of the form ϕ<σ are also closed,
and sets of the form ϕ>σ are open. The cells ϕσ are locally closed. Thus X is
decomposed into a disjoint union of locally closed cells. Note that we do not require
that ϕσ = ϕ≤σ, which is usually required from a cell decomposition. An example to
keep in mind when this is not true is given by
X = {(x, y) ∈ C2 : xy = 0}, P = {0 < 1}, ϕ0 = {(x, y) : x = 0}, ϕ1 = X \ ϕ0.
In this example ϕ1 = {(x, y) : y = 0} 6= X . It is also not true in general that
α ≤ β implies dimϕα ≤ dimϕβ. For an example with same P as above, take X the
union of the plane z = 0 and the line x = y = 0 in C3, take ϕ0 the plane and ϕ1 its
complement.
2.2. Given two cell decompositions (P, ϕ), (P ′, ϕ′) of X , we can construct their
common refinement as a product (P × P ′, ϕ× ϕ′).
Another useful construction goes as follows. Suppose (P, ϕ) is a cell decomposition
of X , and suppose each cell ϕα has a cell decomposition (P
(α), ϕ(α)). Let P˜ be the
poset of pairs (α, β) where α ∈ P, β ∈ P(α) with lexicographic order:
(α, β) ≤ (α′, β) ⇔ α < α′ or α = α′, β ≤ β ′.
There is a natural continuous map ϕ˜ : X → P˜ so that cells of the cell decomposition
(P˜, ϕ˜) are precisely the cells of the cell decompositions of the cells of (P, ϕ).
Note that we can always replace P by Im(ϕ) for a cell decomposition (P, ϕ). We
will consider the resulting cell decomposition indistinguishable from the original one.
Finally, we note that any partial order can be refined to a linear one, usually
in many ways. Let [n] denote the poset {1 < · · · < n}. Linear refinements are
continuous maps P → [|P|]. Each such map can be composed with ϕ to obtain a
cell decomposition indexed by [|P|]. The data of a cell decomposition indexed by
[n] is the same thing as the sequence of open subsets of X
U1 ⊂ U2 ⊂ · · · ⊂ Un = X,
where the successive complements Ui \ Ui−1 are the cells of (P, ϕ).
2.3. ForX an algebraic variety over C, U ⊂ X a Zariski open subset and Z = X\U ,
we have a long exact sequence in compactly supported cohomology (with coefficients
in C or Q:
· · · → H ic(U)→ H
i
c(X)→ H
i
c(Z)→ H
i+1
c (U)→ · · · .
For a cell decomposition indexed by [n] we can combine all these exact sequences
into a spectral sequence that looks as shown on Figure 1.
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...
...
...
...
H2c (ϕ1) H
3
c (ϕ2) H
4
c (ϕ3) · · ·
H1c (ϕ1) H
2
c (ϕ2) H
3
c (ϕ3) · · ·
H0c (ϕ1) H
1
c (ϕ2) H
2
c (ϕ3) · · ·
H0c (ϕ2) H
1
c (ϕ3) · · ·
H0c (ϕ3) · · ·
Figure 1. The spectral sequence
2.4. Weight filtration. Cohomology and compactly supported cohomology of a
complex algebraic variety is equipped with a mixed Hodge structure ([Del74], [PS08]).
Since we do not study any rationality questions here, all cohomologies are assumed
with complex coefficients. A pure Hodge structure of weight k is a C-vector space
V equipped with a direct sum decomposition
V × C =
∑
p+q=k
V p,q.
A mixed Hodge structure (MHS) is a C-vector space V equipped with an increasing
weight filtration W•V and two decreasing filtrations F
•V , F
•
V on V such that the
filtrations induced by F •, F¯ • on Wk/Wk−1 ⊗ C are k-opposed, i.e. Wk/Wk−1 is a
pure Hodge structure of weight k,
Wk/Wk−1 ⊗ C =
⊕
p+q=k
V p,q,
and we have
(Wk ∩ F
i +Wk−1)/Wk−1 =
⊕
p+q=k, q≥i
V p,q,
(Wk ∩ F¯
i +Wk−1)/Wk−1 =
⊕
p+q=k, p≥i
V p,q.
Note that we do not require that F¯ i is complex conjugate to F i. The main properties
of the category of mixed Hodge structure are summarized in
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Proposition 2.4.1. The category of MHSs, viewed as the full subcategory of the
category of vector spaces endowed with three filtrations, is abelian. The functors
V → V p,q are exact for all p, q.
Useful implications of this are
Corollary 2.4.2. If V, V ′ are MHSs and f : V → V ′ is a map preserving the three
filtrations such that f(WiV ) ⊂Wi−1V
′, then f = 0.
Corollary 2.4.3. If V, V ′ are MHSs and f : V → V ′ is a map which preserves the
three filtrations and is an isomorphism of vector spaces, then f is an isomorphism
of MHSs.
We are mostly interested in the following special case:
Definition 2.4.4. A MHS (V,W•, F
•, F
•
) is Tate if V p,q = 0 for p 6= q.
For such MHSs we have
Proposition 2.4.5. A vector space V with three filtrations W•V , F
•V , F
•
V is a
Tate MHS if and only if the following conditions are satisfied:
• The weights are even, i.e. W2k+1 = W2k for all k ∈ Z.
• The filtration F • splits the filtration W2•.
• The filtration F
•
splits the filtration W2•.
This motivates
Definition 2.4.6. A MHS (V,W•, F
•, F
•
) is split Tate if it is Tate and F • = F
•
.
We extend our definitions to algebraic varieties: If X is an algebraic variety,
we denote by Hk(X) resp. Hkc (X) the cohomology resp. compactly supported
cohomology with coefficients in C.
Definition 2.4.7. An algebraic variety X is Tate, resp. split Tate if Hkc (X) is Tate,
resp. split Tate for all k.
The category of Tate MHSs is a full abelian subcategory of the category of all
MHSs, and it is closed under extensions. This implies the following:
Proposition 2.4.8. If an algebraic variety X admits a cell decomposition such that
all cells are Tate, then X is Tate.
Note that if all cells are split Tate, X is not necessarily split Tate.
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2.5. An operator of degree 2 with a filtration. Here we recall linear algebra
results concerning pairs consisting of a filtered vector space and an operator of degree
2. Let V be a vector space. Let F• resp. F
• be a finite increasing resp. decreasing
filtration on V . Let ω : V → V be an operator of degree 2, i.e.
ωFi ⊂ Fi+2 resp. ωF
i ⊂ F i+2.
Definition 2.5.1. We say that ω : V → V satisfies Lefschetz property with middle
weight k with respect to an increasing resp. decreasing filtration F• resp. F
• if it
has degree 2 and for all i ∈ Z>0 we have an isomorphism
ωi : Fk−i/Fk−i−1 → Fk+i/Fk+i−1 resp. ω
i : F k−i/F k−i+1 → F k+i/F k+i+1.
Shifting degrees one can always assume that the middle weight is 0. Although
the definition in the increasing/decreasing case is essentially the same, the behavior
is completely different. For the decreasing case note that the operator must be
nilpotent since F i = 0 for i big enough. We have
Proposition 2.5.2. For a given finite dimensional vector space V and a nilpotent
operator ω : V → V there exists a unique decreasing filtration F •, called monodromic
filtration, of middle weight 0 with respect to which ω satisfies Lefschetz property.
Proof. For the uniqueness, notice that F i ⊂ Imωi for i ≥ 0. Thus for all i, j ≥ 0 we
have ωjF i−2j ⊂ Imωi, so for i ≥ j ≥ 0 we have F i−2j ⊂ Kerωj + Imωi−j. Hence
F i−j ⊂ Kerωj + Imωi (i, j ≥ 0).
Dually, we have Kerωj ⊂ F−j+1 for j ≥ 0, which implies ωiKerωj ⊂ F−j+1+2i for
i, j ≥ 0 and Kerωj−i ∩ Imωi ⊂ F−j+1+2i for j ≥ i ≥ 0. Hence
Kerωj ∩ Imωi ⊂ F i−j+1 (i, j ≥ 0).
For all m (we set Kerωj = 0 and Imωj = V for j ≤ 0) we obtain
Fm ⊂ (Kerω0+Imωm)∩ (Kerω1+Imωm+1) · · · = Imωm∩ (Kerω1+Imωm+1∩ (· · ·
= Imωm ∩Kerω1 + Imωm+1 ∩Kerω2 + · · · ⊂ Fm.
Thus uniqueness follows and we leave it to the reader to verify that
Fm =
⋂
i−j=m
(Imωi +Kerωj) =
∑
i−j=m
Imωi ∩Kerωj+1
satisfies Lefschetz property. 
So in the decreasing case the filtration is uniquely determined by the operator. In
the increasing case there can be many filtrations for a given operator. For instance,
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the filtration F−1 = 0, F0 = V always works with middle weight 0. However, one can
use ω to split the filtration. This is called Deligne splitting, see [dCM09], [dCHM10].
Proposition 2.5.3. Suppose F• is an increasing filtration on V and ω : V → V
satisfies the Lefschetz property with middle weight k. Then there is a unique direct
sum decomposition
V =
⊕
i≥j≥0
Qi,j with Fm =
⊕
k−i+2j≤m
Qi,j
satisfying
ωj : Qi,0
∼
−→ Qi,j (i ≥ j ≥ 0), ωi+r+1Qi,0 ⊆ Fk+i+r (i, r ≥ 0).
Proof. Note that given Qi,0, we can uniquely recover Qi,j as wjQi,0. The conditions
imply Qi,0 ⊂ Fk−i. The conditions also imply
ωFm =
∑
k−i+2j≤m+2
j≥1
Qi,j (mod Fm).
Hence abstractly, we have
(2.5.1) Qi,0 ∼= Fk−i/(Fk−i−1 + ωFk−i−2) (i ≥ 0).
In order to realize Qi,0 as a subspace of V , we have to provide a splitting of the
surjective map Fk−i → Q
i,0. First note that modulo Fk−i−1 + ωFk−i−3 = Fk−i−1 the
splitting exists and is determined uniquely by vanishing of ωi+1Qi,0 in Fk+i+2/Fk+i+1.
So we uniquely upgrade (2.5.1) to an embedding
Qi,0 ⊂ Fk−i/Fk−i−1 such that ω
i+1Qi,0 ⊂ Fk+i+1.
Then we continue to upgrade the embedding as follows. At step r = 0, 1, 2, . . . we
have an embedding
Qi,0 ⊂ Fk−i/Fk−i−r−1 such that ω
i+r+1Qi,0 ⊂ Fk+i+r+1.
Using the isomorphism
ωi+r+1 : Fk−i−r−1/Fk−i−r−2
∼
−→ Fk+i+r+1/Fk+i+r
we uniquely upgrade the embedding to
Qi,0 ⊂ Fk−i/Fk−i−r−2 such that ω
i+r+1Qi,0 ⊂ Fk+i+r.
Then we have ωi+r+2Qi,0 ⊂ Fk+i+r+2 and we can continue to step r + 1. 
If we start with any vector f ∈ Qi,0 and apply ω to it several times, then we see
that initially we will go up the filtration two steps at a time, and after i iterations
only one step at a time. If ωi+1f has a component 0 6= fi′,j′ ∈ Q
i′,j′, then we
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necessarily have ωi
′−j′fi′,j′ ∈ Fk+i+i′−j′, which implies k + i
′ ≤ k + i + i′ − j′, so
j′ ≤ i. Conversely, for any choice of vector spaces Qi,0 and maps
ωi : Q
i,0 →
⊕
0≤j′≤min(i,i′)
Qi
′,j′ ∼=
⊕
0≤i′
(
Qi
′,0
)⊕(min(i,i′)+1)
we can uniquely define ω on V =
⊕
i≥0 (Q
i,0)
⊕(i+1)
so that ωi+1|Qi,0 = ωi and the de-
composition of V satisfies the properties of Deligne splitting. Thus we have obtained
a complete classification of triples (V, F•, ω) such that V is a finite dimensional vector
space, F• is an increasing filtration and ω : V → V satisfies the Lefschetz property.
The following special case needs a separate name:
Definition 2.5.4. We say that ω : V → V satisfies split Lefschetz property with
middle weight k with respect to an increasing filtration F• if it satisfies Lefschetz
property and additionally one of the following equivalent conditions:
(i) The Deligne splitting (Proposition 2.5.3) satisfies ωi+1Qi,0 = 0 for all i ≥ 0.
(ii) There is a grading V =
⊕
iGi so that ωGi ⊂ Gi+2 and Fi =
⊕
j≤iGj .
(iii) The monodromic filtration of ω (Proposition 2.5.2) splits F•.
Equivalence of these conditions is clear from the above. Finally, we note the
following property, which is easy to prove:
Proposition 2.5.5. If ω : V → V satisfies Lefschetz property with middle weight k
with respect to two increasing filtrations F•, F
′
•, and if Fi ⊂ F
′
i holds for all i, then
F• = F
′
•.
2.6. Weight filtration and a two-form. Let X be an algebraic variety of dimen-
sion d over C. For k ∈ Z≥0 we have
0 = W0H
k
c (X) ⊂ · · ·WkH
k
c (X) = H
k
c (X).
Let ω ∈ H2(X) be any class. We know that (Theorem 5.39 in [PS08]) H2(X) =
W4H
2(X), andW4H
2/W3H
2 only can have non-trivial 2, 2-component, which means
W4 =W3 + F2, W4 = W3 + F 2.
Denote by [ω] the projection of the class of ω to W4/W3. It belongs to F2 and F 2.
There is a cup product (see Section 6.3 in [PS08]) that respects MHSs:
H2(X)⊗Hkc (X)→ H
k+2
c (X).
Thus we obtain that the map ∪ω acts as
∪ω : WiH
j
c (X)→Wi+4H
j+2
c (X).
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Passing to the associated graded with respect to W• we obtain a map of degrees
(2, 2, 2):
(2.6.1) ∪ [ω] : Hkc (X)
p,q → Hk+2c (X)
p+2,q+2.
We are going to apply theory developed in Section 2.5 to the situation of vector
space H•c (X) =
⊕2 dimX
k=0 H
k
x(X), filtration W• and operator ∪ω.
Definition 2.6.1. We say that ω ∈ H2(X) satisfies curious Lefschetz property with
middle weight 2d if all weights ofX are even and the operator ∪ω : H•c (X)→ H
•
c (X)
satisfies Lefschetz property with respect to the increasing filtration W2•, i.e. for all
k, i ≥ 0 we have an induced isomorphism
(∪ω)i : W2d−2iH
k
c (X)/W2d−2i−1H
k
c (X)
∼
−→W2d+2iH
k+2i
c (X)/W2d+2i−1H
k+2i
c (X).
If moreover ∪ω satisfies split Lefschetz property, then we say that ω satisfies split
curious Lefschetz property.
The property was discovered in [HRV08]. It is called curious because the action
on cohomological degrees is not like in the usual hard Lefschetz theorem.
Remark 2.6.2. Suppose we have a curious Lefschetz property. Let C∗ act on H•c (X)
by the degree k action on Hkc (X) for each k. Then ω is conjugated by degree 2
action. By uniqueness, Deligne splitting of Proposition 2.5.3 must be preserved by
the action. Thus we have direct sum decompositions
Hkc (X) =
⊕
0≤j≤i
Qi,j,k
for each k.
Remark 2.6.3. The operator ∪ω satisfies curious Lefschetz if and only if the operator
∪[ω] from (2.6.1) does.
In parallel to Proposition 2.4.8 we have
Proposition 2.6.4. Suppose an algebraic variety X has a cell decomposition (P, ϕ).
Let ω ∈ H2(X) be a class and let d be a number such that the restriction of ω to each
cell ϕσ satisfies curious Lefschetz property with middle weight 2d. Then ω satisfies
curious Lefschetz property on X with middle weight 2d.
Proof. It is enough to prove the statement in the situation of a space X and a closed
subspace Z with complement U . Then we have a commutative diagram with exact
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rows
Hk−1c (Z) H
k
c (U) H
k
c (X) H
k
c (Z) H
k+1
c (U)
Hk−1+2ic (Z) H
k+2i
c (U) H
k+2i
c (X) H
k+2i
c (Z) H
k+1+2i
c (U)
where the vertical arrows are given by (∪ω)i. The rows are formed by morphisms
of MHSs. If we apply the functor W2d−2i/W2d−2i−1 to the top row and the functor
W2d+2i/W2d+2i−1 to the bottom row, the diagram will remain commutative and by
Proposition 2.4.1 the rows will remain exact. Because the two left and the two right
vertical arrows are isomorphisms, the middle vertical arrow also is. 
Similarly to the property of being split Tate, it is not true that if we have split
curious Lefschetz for each cell of X then we have it for X . We have the following:
Proposition 2.6.5. Suppose X is Tate and ω ∈ H2(X) satisfies curious Lefschetz
property with middle weight 2d.
(i) If ω ∈ F 2H2(X), then ω satisfies split curious Lefschetz property on X. In
particular, the monodromic filtration for ω coincides with the Hodge filtra-
tion F • (up to the shift of indexing by d) and splits the weight filtration.
(ii) If ω ∈ F 2H2(X) ∩ F
2
H2(X), then X is split Tate.
An interesting consequence of this claim is that we can calculate the Hodge num-
bers of X from the dimensions of kernels of powers of ∪ω:
Proposition 2.6.6. Suppose ω ∈ F 2H2(X) satisfies the curious Lefschetz property
and X is Tate. For each i > 0 let
gi(u) =
2 dimX∑
k=0
uk dimKer
(
(∪ω)i : Hkc (X)→ H
k+2i
c (X)
)
and let gi(u) = 0 for i ≤ 0. For each i ∈ Z let
fi(u) = (u
2 + 1)gi+1(u)− gi(u)− u
2gi+2(u),
which is zero for all but finitely many values of i. Then the mixed Hodge polynomial
of X is given by
MHX(u, v) =
∑
k,i
ukvi dimHkc (X)
i,i =
∞∑
i=0
vd−ifi(u)
(uv)i+1 − 1
uv − 1
.
Proof. Let C∗ with coordinate u act on H•c (X) so that the action on H
i
c(X) is given
by multiplication by ui. Recall the Deligne decomposition Q•,• from Proposition
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2.5.3, which is preserved by u. Denote
fi(u) = Tr u|Qi,0 (i ≥ 0), so that Tr u|Qi,j = u
2jfi(u).
Then we have
MHX(u, v) =
∑
0≤j≤i
vd−i+2ju2jfi(u) =
∞∑
i=0
vd−ifi(u)
(uv)i+1 − 1
uv − 1
.
On the other hand, we have
gi(u) = Tr u|Ker(∪ω)i =
∑
0≤j′≤i′
j′+i>i′
u2j
′
fi′(u) (i ≥ 0),
from which we extract for all i ≥ 1
gi(u)− gi−1(u) =
∑
0≤j′≤i′
j′+i−1=i′
u2j
′
fi′(u) = fi−1(u) + u
2fi(u) + u
4fi+1(u) + · · ·
and
fi(u) = (1 + u
2)gi+1(u)− gi(u)− u
2gi+2(u) (i ≥ 0).

Simplest varieties satisfying the curious Lefschetz property are symplectic tori:
Proposition 2.6.7. Let X = (C∗)n be a torus and let ω be a log-canonical non-
degenerate 2-form, i.e. a form written in coordinates x1, . . . , xn as∑
i<j
ωijd log xi ∧ d log xj (ωij ∈ C
∗).
Then ω satisfies split curious Lefschetz property on X with middle weight n.
Proof. This should be well-known, so we only sketch the proof. The cohomology
of X is the exterior algebra over the character lattice Xˆ . The cohomology degrees
range from 0 to n, and the weights are all even and go from 0 to 2n, so that the
weight of H i is 2i. So, in order to establish the Lefschetz property on cohomology,
it is sufficient to show that
(∪ω)k : Λn/2−kXˆ → Λn/2+kXˆ
is an isomorphism for all k. In some coordinates on Xˆ ⊗C, the form can be written
as
ω =
n/2∑
i=1
ei ∧ fi.
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Let us view ei, fi as multiplication operators, and let us define the dual operators
ei, f i on monomials by by
ei(ei ∧ x) = x, e
i(x) = 0 if x does not contain ei,
and similarly f i. Then we have identities
eiei + eie
i = 1, f ifi + fif
i = 1.
Define
ω∗ =
n/2∑
i=1
eif i.
A direct computation gives
[ω, ω∗] = −n/2 + d,
where d is the degree operator. The triple (ω, ω∗,−n/2 + d) forms a representation
of the Lie algebra sl2. Decomposing the cohomology into irreducible representations
of sl2 makes the claim obvious. By duality, we obtain the corresponding statement
for the cohomology with compact supports. 
3. Differential forms on groups
3.1. Notations. We fix n and let G = GLn, B ⊂ G the subgroup of upper-
triangular matrices, and U ⊂ B the subgroup of unipotent upper-triangular ma-
trices, T ⊂ G is the torus of diagonal matrices. The Weyl group is the permutation
group Sn.
3.2. Bruhat decomposition. For a permutation π, we let
inv(π) = {(i, j) : i < j & π(i) > π(j)}, noinv(π) = {(i, j) : i < j & π(i) < π(j)},
then define the subgroups
U+π = Id+
∑
(i,j)∈noinv(π)
Cei,j , U
−
π = Id+
∑
(i,j)∈inv(π)
Cei,j.
We have decompositions1
U = U+π U
−
π = U
−
π U
+
π .
The Bruhat decomposition is
G =
⊔
π∈Sn
BπB,
it corresponds to a continuous function G → Sn, where Sn is viewed as a poset
with respect to the Bruhat order. Each cell BπB as an algebraic variety looks like
1The reader can easily reformulate all this in terms of roots
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T × Cl(π)+(
n
2), and can be explicitly parametrized using the decompositions
(3.2.1) BπB = U−π−1πTU = UπTU
−
π .
3.3. 2-forms. Let X be an algebraic variety. Given two morphisms f, g : X → G,
we define a 2-form on X by
(f |g) := Tr
(
f−1df ∧ dgg−1
)
.
Explicitly, in coordinates we have
(f |g) =
∑
i,j,k,l
(f−1)ij(g
−1)lidfjk ∧ dgkl.
The main property of this construction is the 2-cocycle property:
(3.3.1) (f |gh) + (g|h) = (fg|h) + (f |g),
which can be verified by equating both sides to
(f |g) + (g|h) + Tr
(
f−1dfg ∧ dhh−1g−1
)
using the matrix Leibnitz rule d(fg) = dfg + fdg and the cyclic property of the
trace. So we can define for any sequence f1, . . . , fk of maps X → GLn(C) a 2-form
(f1|f2| · · · |fk) := (f1|f2) + (f1f2|f3) + · · ·+ (f1f2 · · · fk−1|fk),
so that it has the property
(3.3.2) (f1|f2| · · · |fk) = (fi|fi+1) + (f1| · · · |fi−1|fifi+1|fi+2| · · · |fk).
It is straightforward to verify the following:
Proposition 3.3.1. The form (f |g) vanishes in all of the following cases:
(i) if f or g is constant;
(ii) if g = f−1;
(iii) if f ∈ U , g ∈ B or vice versa.
Furthermore, we have (f1|f2) = −(f
−1
2 |f
−1
1 ) for any two functions f1, f2.
Our main tool is to use (3.3.2) in situations when (fi|fi+1) vanishes by Proposition
3.3.1. In such a sitation we can remove | between fi and fi+1 or insert it. To illustrate
this, we prove
Proposition 3.3.2. Let f : X → G be a morphism whose image is contained in the
Bruhat cell BπB for some π ∈ Sn. Choose a factorization of f as u1πtu2, where
u1, u2 : X → U and t : X → T are algebraic morphisms and consider the 2-form
(u1|πtu2).
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This form does not depend on the choice of the factorization.
Proof. There is a unique factorization satisfying u1(X) ⊂ U
−
π−1 . Suppose u
′
1, t
′, u′2
gives another factorization. Using the isomorphism U = U−π−1U
+
π−1 , write u
′
1 = u
′′
1v.
So we have
f = u′′1vπt
′u′2 = u
′′
1πt
′v′u′2 for v
′ : X → U ,
which implies u′′1 = u1, t = t
′, v′u′2 = u2. So we have
(u′1|πtu
′
2) = (u1v|πtu
′
2) = (u1|v|π|t|u
′
2),
where we insert | between u1 and v because they are in U , then between π and tu
′
2
because π is constant, and then between t and u′2 because t is in B and u
′
2 is in U .
Now we can remove | between v and π, move v past π and reinsert | to obtain
(u1|π|
πv|t|u′2).
Now we have πv : X → U+π , t : X → T , so we can continue to move
πv past t and
obtain
(u1|π|t|v
′|u′2) = (u1|πtv
′u′2) = (u1|πtu2).

3.4. Differential. It will be useful to have an explicit formula for the differential
d(f |g) = −Tr(f−1df ∧ f−1df ∧ dg g−1)− Tr(f−1df ∧ dg g−1 ∧ dg g−1).
On the other hand, we have
Tr
((
(fg)−1d(fg)
)∧3)
= Tr
((
g−1 dg
)∧3)
+ Tr
((
f−1 df
)∧3)
+3Tr(f−1df ∧ f−1df ∧ dg g−1) + 3Tr(f−1df ∧ dg g−1 ∧ dg g−1).
Introduce the notation
{f} = Tr
((
f−1 df
)∧3)
.
Then we have
3d(f |g) = {g}+ {f} − {fg}, 3d(f1| · · · |fk) =
k∑
i=1
{fi} − {f1f2 · · · fk}.
Symbol {f} satisfies
{f} = −{f−1}.
4. Symplectic form on the character variety
In this section we write down an explicit formula for the symplectic form ω on the
parabolic character variety following [GHJW97]. Then we show that this symplectic
form can be obtained by a version of higher transgression from the characteristic
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class c2 and conclude that ω ∈ F 2 for the Hodge filtration. The main idea came from
an attempt to make the corresponding result of Shende [She16] in the non-parabolic
case more explicit.
4.1. Complexes of varieties and higher transgressions. In [Del74] Deligne
constructs mixed Hodge structure on the cohomology of a simplicial variety. We
need a mild generalization of this construction to the case of a complex of varieties.
This is probably well known to experts.
Definition 4.1.1. Let Var be the category of algebraic varieties over C. Let QVar
be the category whose objects are objects of Var and whose morphisms are defined
as follows. For any X, Y ∈ Var let HomQVar be the free Q-vector space on the set
of triples (X ′, Y ′, f) where X ′ is a connected component of X , Y ′ is a connected
component of Y and f : X ′ → Y ′ is a morphism in Var. The composition is defined
on basis elements by
(Y ′′, Z ′, g) ◦ (X ′, Y ′, f) =
(X ′, Z ′, g ◦ f) if Y ′′ = Y ′,0 otherwise .
Then QVar is an additive category where the direct sum is given by the disjoint
union.
In fact QVar is the additive envelope of the category of connected algebraic vari-
eties with morphisms formal linear combinations of morphisms.
Then we can consider homologically indexed complexes of varieties (X•, d•), un-
bounded in the positive direction that look like
· · ·
d3−→ X2
d2−→ X1
d1−→ X0,
we have di ∈ HomQVar(Xi, Xi−1) such that didi+1 = 0. The category of such com-
plexes will be denoted by CVar. Since QVar is additive, the category CVar is a
strongly pre-triangulated dg-category, which means that there are functorial con-
structions of shifts and mapping cones. The category CVar is more useful than the
category of simplicial varieties because any simplicial variety produces a complex
in a natural way, but there are more morphisms between complexes than there are
morphisms between simplicial varieties.
The definition of cohomology of a complex and the construction of functorial
mixed Hodge structure on the cohomology is done exactly like in the simplicial case.
We recall the main steps here. Having a complex of smooth varieties (X•, d•) as
above we go over i = 0, 1, 2, . . . and construct compactifications Xi ⊂ X˜i such that
X˜i\Xi is a simple normal crossing divisor in such a way that all the Var-components
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of di extend to morphisms X˜i → X˜i−1. Since di is a finite linear combination of
morphisms in Var, this is possible. Thus we obtain a complex of pairs
(4.1.1) · · ·
d˜3−→ (X2, X˜2)
d˜2−→ (X1, X˜1)
d˜1−→ (X0, X˜0),
where each d˜i is a linear combination of morphisms of pairs (Xi, X˜i)→ (Xi−1, X˜i−1).
Using the construction of logarithmic de Rham complex, composing it with any
functorial way to compute RΓ, e.g. using the Godement resolution, we obtain
a contravariant functor from pairs (X, X˜) to mixed Hodge complexes (X, X˜) →
MHC(X, X˜). We do not mention the definition of mixed Hodge complexes, which
the reader can find in [Del74] or [PS08]. Important point for us is that there is a
functorial construction of mapping cones in the category of mixed Hodge complexes
(see Section 3.4 in [PS08]). A reader interested in details is welcome to unravel the
definition and see that our constructions make sense, but to get the general idea one
can pretend that we are working with ordinary complexes in some additive category.
We apply the functor MHC to the complex (4.1.1) and obtain a double complex
· · ·
d˜∗3←− MHC(X2, X˜2)
d˜∗2←− MHC(X1, X˜1)
d˜∗1←− MHC(X0, X˜0),
To this double complex we associate the total complex Tot•MHC(X•, X˜•) by iterat-
ing the cone construction. More explicitly, let us start by setting C0 = MHC(X0, X˜0).
Then we set C1 = cone(d
∗
1)[−1], which fits into a short exact sequence of mixed
Hodge complexes
0→ MHC(X1, X˜1)[−1]→ C1 → C0 → 0.
The condition d∗2d
∗
1 = 0 implies that the map d
∗
2 extends to a map C1 → MHC(X2, X˜2)[−1].
So we take the cone of this map and shift it by [−1], and so on. Proceeding in this
way we obtain a sequence of mixed Hodge complexes together with maps
· · ·C2 → C1 → C0,
which stabilizes in each degree after finitely many iterations. So the limit is a
well-defined mixed Hodge complex which we denote by Tot•MHC(X•, X˜•). The
cohomology of a complex of varieties (which can be also computed using algebraic
de Rham complexes or complexes of singular chains as the total complex of the
double complex) is identified with the cohomology of this mixed Hodge complex, so
it naturally carries a mixed Hodge structure which does not depend on the choice
of compactifications,
H•(X•) = H
•(Tot•MHC(X•, X˜•)).
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For any morphism X• → Y• in CVar given by a commutative diagram of varieties
and formal linear combinations of maps
· · · X2 X1 X0
· · · Y2 Y1 Y0
we can choose compactifications Yi ⊂ Y˜i and then compactifications Xi ⊂ X˜i so that
we obtain a diagram of pairs. Then we apply MHC and Tot• to obtain morphisms
of mixed Hodge structures
H i(Y•)→ H
i(X•).
The category CVar has a shift functor (X•, d•) → (X•[k], d•[k]) for each k ∈ Z≥0
defined by
Xi[k] =
Xi−k (i ≥ k)∅ (i < k) , di[k] =
di−k (i > k)0 (i ≤ k) ,
and we have
H i(X•[k]) ∼=
H i−k(X•) (i ≥ k)0 (i < k) .
Thus a morphism of type f : X•[k] → Y• produces a map in cohomology which
preserves mixed Hodge structures, but shifts cohomological degrees:
f ∗ : H i+k(Y•)→ H
i(X•).
We call such maps higher transgressions.
Any usual variety X can be considered as a complex of varieties where we put X
in degree 0 and empty sets in other degrees with zero differentials.
4.2. Characteristic classes. Suppose an algebraic group G acts on an algebraic
variety X . Then the bar construction produces a complex of varieties as follows.
For k = 0, 1, 2, . . . let
(4.2.1) GkX = G×k ×X.
It is sometimes more convenient to write
(4.2.2) GkX = G\(Gk+1 ×X).
We will denote points on GkX by (g1, . . . , gk, x) when we use presentation (4.2.1)
and by [g0, . . . , gk, x] when we use presentation (4.2.2). The identification of the two
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notations is given by
[g0, g1, . . . , gk, x] = (g
−1
0 g1, g
−1
1 g2, . . . , g
−1
k−1gk, g
−1
k x)
and the inverse map is given by
(g1, . . . , gk, x) = [1, g1, g1g2, . . . , g1g2 · · · gk, g1g2 · · · gkx].
The morphisms dk : G
kX → Gk−1X for k ≥ 1 are defined by
dk =
k∑
i=0
(−1)idk,i, dk,i[g0, . . . , gk, x] = [g0, . . . , ĝi, . . . , gk, x]
using the presentation (4.2.2). Using (4.2.1) we have:
(4.2.3) dk,i(g1, . . . , gk, x) =

(g2, g3, . . . , gk, x) (i = 0)
(g1, . . . , gigi+1, . . . , gk, x) (0 < i < k)
(g1, . . . , gk−1, gkx) (i = k)
.
For instance, in small degrees we have
d1(g1, x) = (x)− (g1x), d2(g1, g2, x) = (g2, x)− (g1g2, x) + (g1, g2x).
This defines a complex of varieties G•X , which will be called the quotient stack.
The reader can recognize that our definition is simply the complex obtained from
the usual simplicial construction of the quotient stack.
Note that if G is reductive, the categorical quotientX/G is a well-defined algebraic
variety and we have a natural map G•X → X/G called the augmentation map.
If X is a principal G-variety, the augmentation map induces an isomorphism on
cohomology (see [Del74]).
In the case when X is a point we obtain the simplicial realization of the classifying
space ∗/G. Suppose G = GLn. Then the cohomology of ∗/G is the polynomial
ring in characteristic classes c1, c2, . . . , cn with ci ∈ H
2i(∗/G)i,i. There is a map
G[1]→ ∗/G:
G = G
∗/G = · · · G×2 G point
Id
0
which induces transgression maps tr : H i(∗/G)→ H i−1(G) preserving mixed Hodge
structures. It is well-known that the cohomology ring of GLn is the exterior algebra
on the images of the characteristic classes tr(ci).
CELL DECOMPOSITIONS OF CHARACTER VARIETIES 27
4.3. Character variety, character stack, and maps to ∗/G. We will be dealing
with the following kinds of objects. Let Σ be a triangulated topological space. The
main example is a surface of genus g with k boundary components. Let G be an
algebraic group. The main example is GLn. The space of homomorphisms from the
fundamental groupoid of the triangulation to G will be denoted X and called the
representation variety. Geometrically, points of X correspond to local systems on Σ
equipped with a choice of basis over each vertex of the triangulation. Then for each
vertex the group G acts on X by change of basis. The product of these groups G
will be called the gauge group. The quotient of X by the action of the gauge group
will be called the character stack. Details follow.
Let T nondegi denote the set of simplices of the triangulation of Σ of dimension i.
The elements of T nondegi will be called the non-degenerate simplices. Denote by [m]
the set {0, 1, . . . , m}. We assume for each simplex τ ∈ T nondegi a choice of numbering
of the vertices of τ by numbers from [i].
Then all simplices of Σ are defined as follows. The set ofm-simplices in Σ, denoted
Ti is the set of pairs (τ, f) where τ ∈ T
nondeg
i for some i ≤ m and f : [m] → [i] is
a surjective map. One should think of f as a map from the standard m-simplex
∆m to Σ whose image is τ ∼= ∆i, and the induced map ∆m → ∆i is an affine map
sending the vertices of ∆m to the vertices of ∆i as prescribed by f . In the usual
terminology, T• is a simplicial set and Σ is its topological realization.
The representation variety X is defined as the subvariety ofGT
nondeg
1 of assignments
e ∈ T nondeg1 → ge ∈ G satisfying the following condition. Note that any e ∈ T1 is
either mapped to a vertex, or to an edge of the triangulation. If it is mapped to
a vertex, we set ge = 1 ∈ G. If it is mapped to an edge e
′, we set ge = ge′ if the
orientations of e and e′ coincide, and ge = g
−1
e′ otherwise. The condition is that for
each triangle τ ∈ T nondeg2 whose boundary with the induced orientation consists of
e1, e2, e3 we have
ge1ge2ge3 = 1 for each
e1
e2e3 τ ∈ T
nondeg
2 .
Note that X is naturally a closed subvariety of GT1 . Thus X comes with natural
maps ge : X → G for e ∈ T1. The matrix function ge will be called the transfer
matrix along e. Each element τ ∈ Tm defines a map gτ : X → G
m as follows. Let
ei ∈ T1 for i = 1, 2, . . . , m denote the edge of τ going from the vertex i − 1 to the
vertex i. Then we define
g∆ = (ge1, . . . , gem).
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It is clear that the system of maps (gτ)τ∈T• , gτ : X → G
dim τ is compatible with
the natural face maps in the following sense. For each τ ∈ Tm and each i ∈ [m],
let τi ∈ Tm−1 denote the m − 1-simplex obtained from τ by removing the vertex i.
Then we have a commutative diagram
X Gm
Gm−1
gτ
gτi
dm,i
Geometrically, the representation variety of a single k-simplex is Gk, and gτ is the
restriction map. Using the presentation Gk = G\Gk+1, we can view this character
variety more symmetrically. Put a base point in the center of the standard k-
simplex. Then the transfer maps from the vertices to the center are encoded by a
k + 1-tuple (g0, . . . , gk) ∈ G
k+1. Changing the basis in the center amounts to the
diagonal multiplication on the left by elements of G.
We have T0 = T
nondeg
0 . The gauge group G
T0 acts on X by framing transformations
as follows. If h ∈ GT0 with hv ∈ G for all v ∈ T0, then for each edge e : v1 → v2 we
send ge to hv1geh
−1
v2
. In the presentation (4.2.2) the components of h at the vertices
h0, . . . , hk act as follows:
[g0, . . . , gk]→ [g0h
−1
0 , . . . , gkh
−1
k ].
The character stack is defined as the quotient stack of the representation variety
by the gauge group X /GT0 = (GT0)•X . The restriction maps gτ extend to the
quotient stack as follows:
Proposition 4.3.1. There exists a collection of QVar-morphisms gτ,r : (G
T0)rX →
Gm+r where τ ∈ Tm and r ∈ Z≥0 such that
(i) For r = 0 we have gτ,0 = gτ : X → G
m.
(ii) For any τ ∈ Tm and r ∈ Z≥0 we have
(4.3.1) dm+rgτ,r = gτ,r−1dr + (−1)
rg∂τ,r,
where ∂τ is the boundary of τ , i.e. the formal linear combination
∑m
i=0(−1)
iτi
where τi is obtained from τ by removing the vertex i, and g is extended to
formal linear combinations of simplices by linearity.
Proof. A point of X associates to τ an element of Gm represented by a sequence
(g0, . . . , gm), well-defined up to the left multiplication by G. A point in (G
T0)rX is
represented by a point in X and an r + 1-tuple of elements of G at each vertex, up
to an action of GT0 . So for each vertex i of τ we have an r + 1-tuple (h0,i, . . . , hr,i).
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This defines a framed local system on the product ∆r ×∆m by putting gihi,j in the
vertex (j, i) ∈ [r]× [m].
There is a standard way to triangulate the product ∆r×∆m into
(
m+r
m
)
simplices
of dimension m+ r. Simplices of this triangulation are given by lattice paths from
(0, 0) to (r,m) consisting of (1, 0) and (0, 1) steps. Denote such a path by p and let
pi ∈ [r]× [m], be the position after i steps, 0 ≤ i ≤ r+m. Let |p| be the number of
pairs 1 ≤ j <≤ j′ ≤ r+m such that the j-th step is (0, 1) and j′ step is (1, 0). The
simplex corresponding to p is denoted by ∆p. It has vertices p0, p1, . . . , pr+m, and it
is taken with sign (−1)|p|. So we write
∆r ×∆m =
∑
p
(−1)|p|∆p.
Then we have
(4.3.2) ∂(∆r ×∆m) = ∂(∆r)×∆m + (−1)r∆r × ∂(∆m).
Indeed, on the left hand side we go over all paths and remove one vertex from each
path in all possible ways. So we have a sum over all paths from (0, 0) to (r,m) where
one step is (2, 0), (1, 1) or (0, 2) and all the other steps are as before. The paths with
(1, 1) cancel out because each such path is obtained in two ways with opposite signs.
The paths with (2, 0) step bijectively correspond to the summands of ∂(∆r) ×∆m
and the paths with (0, 2) step correspond to the summands of (−1)r∆r × ∂(∆m).
Taking the formal sum over the simplices of ∆r × ∆m with signs we obtain a
morphism in QVar
(G×m+1)×r+1 ×G×m+1 → G×m+r+1,
which is G-equivariant with respect to the left G-action on G×m+1 and G×m+r+1,
and invariant under the action of G×m+1 on (G×m+1)×r+1×G×m+1. Thus we obtain
a well-defined morphism in QVar
gτ,r : (G
T0)rX → Gm+r.
Using (4.3.2) we obtain (4.3.1). 
Now we can construct morphisms X /GT0[m] → ∗/G by producing linear combi-
nations of m-simplices of Σ so that the contributions from g∂∆,r are annihilated. In
particular, we obtain
Corollary 4.3.2. For any m, elements of the simplicial homology group Hm(Σ,Q)
give well-defined up to homotopy maps X /GT0[m]→ ∗/G.
These maps induce higher transgression maps on the cohomology which are com-
patible with the mixed Hodge structure. Thus we recover results of [She16].
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4.4. Parabolic character stack. Let Σ be a Riemann surface of genus g with k
boundary components. Let p0 ∈ Σ be a point in the interior, and let pi be a point
on i-th boundary component. We can assume Σ is obtained by gluing sides of a
polygon whose vertices are mapped to p0, p1, . . . , pk. Choosing a triangulation of
the polygon we obtain a triangulation of Σ. We assume the edges of the polygon
are given by
• The boundary edges qi : pi → pi for i = 1, . . . , k.
• The edges γi : p0 → pi for i = 1, . . . , k.
• Loops αi, βi : p0 → p0 for i = 1, . . . , g.
Moreover, we assume that walking along the sides of the polygon we obtain the
following loop, which becomes contractible in Σ:
(4.4.1) [α1, β1] · · · [αg, βg]γ
−1
1 q1γ1 · · · γ
−1
k qkγk.
The X can be identified with the variety of 2k+2g tuples of matrices satisfying the
condition expressed by (4.4.1). Pick matrices C1, . . . , Ck ∈ G. Denote by Z(Ci) ⊂ G
the corresponding centralizer subgroups. Let the parabolic gauge group be
Gpar = G× Z(C1)× · · · × Z(Ck) ⊂ G
k+1.
The parabolic representation variety Xpar ⊂ X is the subvariety of collections
Xpar = {(ge)e∈Tnondeg1
∈ X : gqi = Ci for all i}.
Then Gpar preserves Xpar and we have for each i a closed embedding
GiparXpar ⊂ (G
k+1)iX .
In particular, constructions of Section 4.3 extend to the parabolic character stack
defined by Xpar/Gpar = G
•
parXpar.
We assume that the orientations of the 2-simplices of the triangulation coincide
with the orientations induced from Σ, and the orientation of qi is opposite to the
orientation induced from ∂Σ for each i. Let [Σ] be the sum of the 2-simplices of the
triangulation T nondeg2 . By Proposition 4.3.1, we have
∂Σ = −
k∑
i=1
qi, g[Σ],r : G
r
parXpar → G
r+2, dr+2g[Σ],r = g[Σ],r−1dr−(−1)
r
k∑
i=1
gqi,r.
So the obstruction for g[Σ],r to become a morphism of complexes is given by the
maps gqi,r. Since the element associated to qi is fixed to be Ci, the maps gqi,r factor
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as follows:
GrparXpar G
r+1
Z(Ci)
r
gqi,r
σi
where the morphism of complexes σi : ∗/Z(Ci)[1]→ ∗/G is given by
[h0, . . . , hr]→ [h0, . . . , hr, Cihr]− [h0, . . . , hr−1, Cihr−1, Cihr] + · · · .
We correct g[Σ],r to obtain a morphism of complexes as follows. Let
BGpar := cone
(
k⊕
i=1
σi :
k⊕
i=1
∗/Z(Ci)[1]→ ∗/G
)
,
or, more explicitly,
BGrpar = G
r ⊔ Z(C1)
r−2 ⊔ · · · ⊔ Z(Ck)
r−2,
and the differential is the sum of the usual differentials Gr → Gr−1, Z(Ci)
r−2 →
Z(Ci)
r−3 and the maps (−1)rσi : Z(Ci)
r−2 → Gr−1. Then the morphisms
g˜[Σ],r : G
r
parXpar → BG
r+2
par
given by the sum of g[Σ],r and the projection maps G
r
par → Z(Ci)
r form a morphism
of complexes, which we denote by g˜[Σ].
4.5. Cohomology classes on the stack. We can construct cohomology classes
on the stack Xpar/Gpar by pulling back from BGpar. So we need to understand the
cohomology of BGpar. We have a long exact sequence of mixed Hodge structures
(4.5.1)
· · · → Hr−1(∗/G)→
k⊕
i=1
Hr−2(∗/Z(Ci))→ H
r(BGpar)→ H
r(∗/G)→ · · · .
Suppose from now on thatG = GLn and the matrices Ci are diagonal, and the entries
of the Ci are ordered in such a way that if some eigenvalue repeats, its positions
form a contiguous interval. This corresponds to the condition that Z(Ci) is the
group of block-diagonal matrices of certain shape depending on the multiplicities
of the eigenvalues. The classifying space has only even cohomology. Therefore the
long exact sequence splits into short exact sequences. In particular, to obtain the
symplectic form we need to understand the following short exact sequence:
0→
k⊕
i=1
H2(∗/Z(Ci))→ H
4(BGpar)→ H
4(∗/G)→ 0.
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The Hodge filtration splits the sequence above in the sence that
H4(∗/G) = F 2H4(BGpar),
but it is not clear how to construct this splitting algebraically. So we will produce
an explicit element of H4(BGpar) and then show that it belongs to F
2.
In the following formulas, the letters x, y, z stand for varying elements in G. In
the algebraic de Rham realization, the cohomology H4(BGpar) is computed from
the cohomology of the total complex of the following tri-complex:
Ω2(G×G×G)
Ω1(G×G) Ω2(G×G) Ω3(G×G)
Ω2(G) Ω3(G) Ω4(G)
⊕k
i=1Ω
1(Z(Ci)× Z(Ci))
⊕k
i=1Ω
1(Z(Ci))
⊕k
i=1Ω
2(Z(Ci))
d d
(y,z)−(xy,z)+(x,yz)−(x,y)
d
(xy)−(x)−(y) (xy)−(x)−(y)
d
d
(xy)−(x)−(y)
The classes in H2(∗/Z(Ci)) are represented as follows. Denote by Ẑ(Ci) the group
of multiplicative characters. There is an isomorphism
k⊕
i=1
Ẑ(Ci)⊗ C
∼
−→
k⊕
i=1
H2(∗/Z(Ci)),
constructed as follows. For every multiplicative character f : Z(Ci) → C
∗ we have
a differential form df
f
∈ Ω1(Z(Ci)), which is closed and satisfies
df(xy)
f(xy)
−
df(x)
f(x)
−
df(y)
f(y)
= 0.
Thus we obtain an element in
⊕k
i=1Ω
1(Z(Ci)) which is annihilated by all the out-
going arrows. Classes obtained in this way belong to F 1 ∩ F
1
∩W2.
In the following calculations we often use the fact that for matrix-valued differ-
ential forms η1, η2 of degrees |η1|, |η2| we have
Tr(η1 ∧ η2) = (−1)
|η1|·|η2|Tr(η2 ∧ η1).
Define a class ω ∈ H4(BGpar) by ω = ω2 +
1
3
ω3 where
ω2 = Tr(x
−1dx ∧ dy y−1) ∈ Ω2(G×G), ω3 = Tr
(
(x−1dx)∧3
)
∈ Ω3(G).
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Proposition 4.5.1. The combination of differential forms ω = ω2 +
1
3
ω3 is closed
with respect to the total differential of the tri-complex and therefore defines a class
in H4(BGpar).
Proof. Using d(x−1dx) = −x−1dx ∧ x−1dx, we obtain
dω3 = Tr
(
(x−1dx)∧4
)
= 0,
dω2 = −Tr(x
−1dx ∧ x−1dx ∧ dy y−1)− Tr(x−1dx ∧ dy y−1 ∧ dy y−1).
Using (xy)−1d(xy) = y−1dy + y−1(x−1dx) y, we obtain
Tr
((
(xy)−1d(xy)
)∧3)
= Tr
(
(x−1dx)∧3
)
+ Tr
(
(y−1dy)∧3
)
+3Tr(x−1dx ∧ x−1dx ∧ dy y−1) + 3Tr(x−1dx ∧ dy y−1 ∧ dy y−1),
Tr(y−1dy ∧ dz z−1) + Tr(x−1dx ∧ d(yz) (yz)−1)
= Tr(y−1dy ∧ dz z−1) + Tr(x−1dx ∧ dy y−1) + Tr(x−1dx ∧ ydz z−1y−1)
= Tr(x−1dx ∧ dy y−1) + Tr((xy)−1d(xy) ∧ dz z−1).
This shows that ω = ω2+
1
3
ω3 is in the kernel of the total differential of the complex
Ω•(G•) and therefore defines a class in H4(∗/G). The map Ω2(G×G)→ Ω2(Z(Ci))
is given by the pull-back along x→ (x, Ci)− (Ci, x). So ω2 goes to zero. This shows
that ω also defines a class in H4(BGpar). 
Next we show
Proposition 4.5.2. The class ω lies in F 2H4(BGpar).
Proof. We use the splitting principle. The maps σi can be restricted to the subgroups
of Z(Ci) and G of upper-triangular matrices, which we denote by B(Ci), B with the
corresponding cone denoted by BBpar. Then we can project to the groups of diagonal
matrices which we denote by T (Ci) and T with the cone BTpar. The corresponding
long exact sequences (4.5.1) then form commutative diagrams, and in particular we
obtain a commutative diagram
0
⊕k
i=1H
2(∗/Z(Ci)) H
4(BGpar) H
4(∗/G) 0
0
⊕k
i=1H
2(∗/B(Ci)) H
4(BBpar) H
4(∗/B) 0
0
⊕k
i=1H
2(∗/T (Ci)) H
4(BTpar) H
4(∗/T ) 0
∼ ∼ ∼
The arrows pointing up are isomorphisms because the corresponding projection maps
Bm → Tm and similarly for Z(Ci) are homotopy equivalences. The arrows pointing
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down are injections because they are injections for the left arrow and for the right
arrow by the splitting principle, and therefore for the middle arrow by the snake
lemma.
Consider any torus of the form T = (C∗)a. Denote the coordinates by z1, . . . , za.
Denote by Ωrlog(T ) the vector space of logarithmic r-forms, i.e. forms of the form
dzi1
zi1
∧ · · · ∧
dzir
zir
.
For any compactification T˜ with simple normal crossings divisor D = T˜ \ T , loga-
rithmic forms extend to global sections of Ωr
T˜
(logD) because functions zi are mero-
morphic functions on T˜ with zeroes and poles along D. Remember that the Hodge
filtration is induced by the “stupid filtration” on Ω•
T˜
(logD). So when we have a com-
plex of varieties (X•, d•) all of whose connected components are tori, any logarithmic
r-form η ∈ Ωrlog(Xk) satisfying d
∗
k+1η = 0 produces a class in F
rHk+r(X•, d•).
Using these observations let us show that the class corresponding to ω inH4(BGpar)
belongs to F 2. When we restrict ω to BBpar, the component ω3 becomes zero and the
component ω2 becomes a pull-back of a logarithmic form in Ω
2(T×T ). Therefore the
corresponding class is in F 2H4(BTpar). Because the map H
4(BGpar)→ H
4(BTpar)
is an injective morphism of mixed Hodge structures, we have that F 2H4(BGpar) =
F 2H4(BTpar) ∩H
4(BGpar), so the class of ω is in F
2H4(BGpar). 
Remark 4.5.3. In the case without marked points we have H4(BGpar) = H
4(∗/G)
and H4(∗/G) is pure of weight (2, 2). Therefore ω ∈ F
2
H4(BGpar). This is not
true in general. For example, consider the case of rank 2 on P1 with four marked
points with generic semisimple monodromies. In this case the class of ω spans F 4H2.
Suppose F
4
H2 = F 4H2. Then the line F 4H2 ⊂ H2 depends on the eigenvalues both
holomorphically and anti-holomorphically, so it must be locally constant. On the
other hand, by computing the Picard-Fuchs equation satisfied by the class of ω we
can verify that this line is not locally constant. From a different point of view, we
can take complex conjugate ω¯ and try to relate it modulo coboundaries to ω using
relations of the form
dz1
z1
∧
dz2
z2
=
dz1
z1
∧
dz2
z2
− d
(
log |z1|
2dz2
z2
+ log |z2|
2dz1
z1
)
.
If Ci has eigenvalues whose absolute values are different from 1, we will see that the
class ω¯ is equivalent to ω plus a linear combination of classes coming from ∗/Z(Ci).
In the case of rank 2 on P1 with 4 marked points, the character variety is a union
of C∗ × C∗ and 6 copies of C. These C are attached to six points on P2 \ C∗ × C∗,
which is a union of three lines C. So we obtain 6 marked points on a triangle, 2 on
each side. This configuration is specified by three complex numbers, and we expect
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that the corresponding R-mixed Hodge structure “knows” absolute values of these
numbers.
All the classes constructed above by pullback along g˜[Σ] produce classes inH
2(Xpar/Gpar).
Note that ω3 vanishes under the pullback.
Corollary 4.5.4. We have the following classes in H2(Xpar/Gpar):
(i) For each i and each character f : Z(Ci)→ C
∗, we have the class represented
by df
f
∈ Ω1(Gpar × Xpar). This class belongs to F
1 ∩ F
1
∩W2.
(ii) The pullback of the class of ω = ω2 +
1
3
ω3 constructed above. This class
belongs to F 2 ∩W4 and is represented by the following form, which we also
denote by ω:
ω =
∑
τ∈Tnondeg2
Tr(g−1e1(τ)dge1(τ) ∧ dge2(τ) g
−1
e2(τ)
) ∈ Ω2(Xpar),
where e1(τ) resp. e2(τ) denote the edges 0− 1 resp. 1− 2 of the triangle τ
and ge1(τ), ge2(τ) are the functions Xpar → G corresponding to the transfer
matrices along these edges.
Remark 4.5.5. If the genus of Σ is positive, we can also construct classes using the
elements of H1(Σ,Z), but this construction is not different from non-parabolic case.
4.6. Cohomology classes on the character variety. Suppose G = GLn. Define
the parabolic character variety as the GIT quotient Xpar = Xpar  Gpar. It comes
with the augmentation map
Xpar/Gpar → Xpar.
Note that there is a diagonal embedding C∗ → Gpar which acts trivially on Xpar.
Recall the genericity assumption from [HLRV11]:
Definition 4.6.1. The tuple of matrices C1, . . . , Ck ∈ G is generic if
k∏
i=1
detCk = 1,
and for every 1 ≤ r < n and a choice of r eigenvalues αi,1, . . . , αi,r out of the list of
n eigenvalues of Ci for each i = 1, . . . , k we have
k∏
i=1
r∏
j=1
αi,j 6= 1.
It was shown in [HLRV11] that
Theorem 4.6.2. If C1,. . . ,Ck is generic, then
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(i) the representation variety Xpar is non-singular;
(ii) the stabilizer of each point on Xpar equals C
∗;
(iii) the GIT quotient Xpar is non-singular;
(iv) the map Xpar → Xpar is a principal Gpar/C
∗-bundle.
Remark 4.6.3. In [HLRV11] the setup was slightly different. The representation
variety was defined as consisting of k + 2g-tuples
α1, . . . , αg, β1, . . . , βg,M1, . . . ,Mk ∈ G
satisfying
[α1, β1] · · · [αg, βg]M1 · · ·Mk = Id, Mi ∈ C
G
i (i = 1, . . . , k).
Denote this representation variety by X ′par. Then G acted by conjugation, Xpar =
X ′par G, and it was shown that X
′
par → Xpar is a principal G/C
∗-bundle. To adopt
this to our approach, notice that the map G→ CGi sending g to gCig
−1 makes G into
a principal Z(Ci)-bundle over C
G
i . Thus our Xpar is a principal Z(C1)×· · ·×Z(Ck)-
bundle over X ′par, where Z(C1) × · · · × Z(Ck) is viewed as a normal subgroup of
Gpar/C
∗ with quotient group G/C∗. So we are in the situation of a tower of principal
bundles and therefore Xpar → Xpar is a principal bundle.
We have
Proposition 4.6.4. Suppose Ci are generic. Then the pullback maps H
•(Xpar) →
H•(Xpar/Gpar) are injective.
Proof. We factor the map in question as a composition of pullbacks
(4.6.1) H•(Xpar)→ H
•(Xpar/(Gpar/C
∗))→ H•(Xpar/Gpar).
By the genericity assumption and Theorem 4.6.2, Xpar is a principal homogeneous
space for the group Gpar/C
∗. Therefore the first arrow in (4.6.1) is an isomorphism.
Define a subgroup
SGpar = {(g0, . . . , gk) :
k∏
i=0
det gi = 1} ⊂ Gpar.
The composition of the two natural homomorphisms
(4.6.2) SGpar → Gpar → Gpar/C
∗
is surjective with kernel a finite subgroup Γ ⊂ SGpar. Clearly, SGpar is connected
and therefore Γ acts trivially on H•(SGpar). Hence (4.6.2) induces an isomorphism
on the cohomology. Therefore the composition of the following pullback maps is an
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isomorphism:
H•(Xpar/(Gpar/C
∗))→ H•(Xpar/Gpar)→ H
•(Xpar/SGpar).
This implies that the second arrow in (4.6.1) is injective. 
It is easy to identify which classes constructed in Corollary 4.5.4 come from classes
in H2(Xpar). For the first type of classes note that any character f :
∏k
i=1 Z(Ci)→
C∗ which vanishes on C∗ defines a line bundle on Xpar in a natural way. The first
Chern class of this line bundle can be represented on Xpar/Gpar by the form
df
f
. So
classes of the first type are Chern classes of these tautological line bundles. For the
second type of classes, note that d∗1ω = 0, dω = 0 implies that the form ω descends
to the quotient Xpar. We obtain
Theorem 4.6.5. Let Σ be a triangulated Riemann surface of genus g with k bound-
ary components. Suppose Ci ∈ GLn for i = 1, . . . , k is a generic tuple. Then we have
the following classes in the cohomology of the parabolic character variety H2(Xpar):
(i) For each i and each character f :
∏k
i=1 Z(Ci) → C
∗ which vanishes on C∗,
we have the first Chern class of the associated line bundle. This class belongs
to F 1 ∩ F
1
∩W2.
(ii) The class of the canonical holomorphic symplectic form on Xpar which is
obtained from the gauge-invariant form on the framed character variety Xpar
ω =
∑
τ∈Tnondeg2
Tr(g−1e1(τ)dge1(τ) ∧ dge2(τ) g
−1
e2(τ)
) ∈ Ω2(Xpar),
where the sum goes over the triangles of a triangulation of Σ, where e1(τ)
resp. e2(τ) denote the edges 0 − 1 resp. 1 − 2 of the triangle τ and ge1(τ),
ge2(τ) are the functions Xpar → GLn corresponding to the transfer matrices
along these edges. This class belongs to F 2 ∩W4.
Remark 4.6.6. Using notations of Section 3.3, we can write ω as follows:
(4.6.3) ω = (α1|β1|α
−1
1 |β
−1
1 | · · · |αg|βg|α
−1
g |β
−1
g |γ
−1
1 |q1|γ1| · · · |γ
−1
k |qk|γk),
where we denote the transfer matrices and the edges of triangulation by the same
letters. One can compare our expression for ω with the one given in [GHJW97] for
the canonical symplectic form on the parabolic character variety and see that they
coincide.
5. Twisted symplectic varieties
5.1. Geometric representation of positive braids. Here we associate varieties
to positive braids (for the monoid of positive braids see [Gar69]). We expect our
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construction to be essentially equivalent to [STZ17], but our motivation came from
an attempt to present certain natural U×B-equivariant sheaves on G in an effective
way suitable for computations of the 2-form and cell decompositions.
Definition 5.1.1. The monoid of positive braids on n strands is given by the fol-
lowing presentation:
Br+n = 〈σ1, . . . , σn−1 : σiσj = σjσi (|i− j| > 1), σiσi+1σi = σi+1σiσi+1〉 .
This monoid will have a representation in the following monoid:
Definition 5.1.2. A twisted symplectic variety over GLn (TSV) is a triple (X, f, ω)
where X is a smooth algebraic variety over C, f : X → GLn is a regular morphism
and ω ∈ Ω2(X) is a holomorphic 2-form satisfying
(5.1.1) dω = −
1
3
Tr
(
(f−1df)∧3
)
.
Two triples (X, f, ω) and (X ′, f ′, ω′) are isomorphic if there exists an isomorphism
ϕ : X → X ′ such that ϕ∗ω′ = ω and f = f ′ ◦ ϕ.
Definition 5.1.3. The convolution of two triples (X, f, ω) and (X ′, f ′, ω′) is defined
as the triple
(X, f, ω) ∗ (X ′, f ′, ω′) := (X ×X ′, ff ′, ω + ω′ + Tr(f−1df ∧ df ′ f ′−1)).
Using notations of Section 3.3, we write the form as
ω + ω′ + (f |f ′).
Using identities from the proof of Proposition 4.5.1, it is easy to check that the
convolution of two TSVs is again a TSV, and that the convolution is associative.
TSVs form a monoidal category.
We will sometimes denote a TSV by X , the underlying variety also by X and the
corresponding morphism and form by fX and ωX respectively.
For each i = 1, . . . , n− 1 let
σi = (C, fi, 0)
where fi(z) for each z ∈ C is the n×n matrix obtained from the identity matrix by
replacing the 2× 2 block at the intersection of rows i, i+ 1 and columns i, i+ 1 by
the matrix (
0 1
1 z
)
.
In other words, we can write
fi(z) = τi + zei+1,i+1 = τi(Id+zei,i+1),
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where τi ∈ Sn is the transposition and ei,j denotes the elementary matrix with 1 in
the row i and column j and 0 everywhere else. Then using the following identity it
is easy to check that the elements σi satisfy the relations of Br
+
n :
f1(z1)f2(z2)f1(z3) =
0 0 10 1 z1
1 z3 z2
 = f2(z3)f1(z2 − z1z3)f2(z1).
In this calculation the form can be ignored because on σiσi+1σi = σi+1σiσi+1 and
σiσj = σjσi for |i− j| > 1 the form is zero. So we obtain
Proposition 5.1.4. There exists a homomorphism of monoids ρ from Br+n to the
monoid of TSVs such that ρ(σi) = σi.
For a permutation π, we denote by inv(π) the set of inversions,
inv(π) = {(i, j) : i < j and π(i) > π(j)}.
Proposition 5.1.5. Let βπ ∈ Br
+
n be the positive lift of a permutation π ∈ Sn. Let
ρ(β) = (Cl(π), f, ω). Then
(i) f is an isomorphism with the subset πU−π ⊂ GLn(C),
(ii) ω = 0.
Proof. We prove the first claim by induction on the length l(π). Given that the claim
holds for π ∈ Sn let m be such that l(τmπ) > l(π). Let f = πu for u : C
l(π) → U−π .
Then we have
τm(Id+zem,m+1)πu = τmπ(Id+zeπ−1(m),π−1(m+1))u.
We have inv(τmπ) = inv(π) ∪ {(π
−1(m), π−1(m+ 1))}, so the claim follows.
To verify that ω = 0 we do the same induction step. So we have to verify that
(τm(Id+zem,m+1)|πu) = 0.
This is clear from the following manipulations:
(τm(Id+zem,m+1)|πu) = (τm|(Id+zem,m+1)|π|u) = (τm|(Id+zem,m+1)π|u)
= (τm|π(Id+zeπ−1(m),π−1(m+1))|u) = (τmπ|(Id+zeπ−1(m),π−1(m+1))u) = 0.

Example 5.1.6. The smallest example which is not a lift of a permutation is β = σ21,
n = 2. We have ρ(β) = (C2, f, ω) where f : C2 → GL2(C) is given by
f(z1, z2) =
(
1 z2
z1 1 + z1z2
)
,
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and
ω = Tr ((τ − z1e1,1)e2,2dz1 ∧ dz2e2,2(τ − z2e1,1)) = dz1 ∧ dz2.
Example 5.1.7. Another interesting kind of TSVs is constructed as follows. Let
1 ≤ i < i′ ≤ n. Let
si,i′ = (C
∗, fi,i′, 0),
where fi,i′ : C
∗ → T sends z to the diagonal matrix
fi,i′(z) = (1, · · · , z, · · · ,−z
−1, · · · , 1) z at position i, z−1 at position i′.
5.2. Torus equivariance. Let T ⊂ GLn denote the torus consisting of diagonal
matrices. Together with the inclusion map to GLn(C) and zero form it defines a
TSV. For any i ∈ Z, we denote by T i the TSV with the underlying space T , the
map fT i : T → GLn(C) given by t → t
i, and zero form. We have natural diagonal
embeddings T i+j → T i ∗ T j for any i, j ∈ Z. If t ∈ T , we denote its coordinates by
ti. The action of π ∈ Sn is denoted by
πt = πtπ−1.
If X is a TSV, and π ∈ Sn, we construct a TSV T ×π X as follows. Start by
taking the convolution
T ∗X ∗ T−1.
This comes with a map to GLn and a 2-form. We restict this data to the subvariety
T ×π X := {(t, x, t
′) ∈ T ×X × T : t = πt′}
and obtain a TSV. As a variety, it is simply T × X , and the map is given by
(t, x)→ πtxt−1.
Definition 5.2.1. A TSV X is called π-twisted torus equivariant, or simply π-
equivariant, if we have an action of T on X such that the corresponding map T ×π
X → X is a morphism of TSVs.
Proposition 5.2.2. If X and X ′ are respectively π, π′-equivariant TSVs, then
X ∗X ′ is ππ′-equivariant.
Proof. The action of T on X ∗X ′ is given by
(t, x, x′)→ (π
′
tx, tx′).
We have a sequence of embeddings
T ×ππ′ (X ∗X
′) ⊂ T ∗X ∗X ′∗T−1 ⊂ T ∗X ∗T 0∗X ′∗T−1 ⊂ T ∗X ∗T−1∗T ∗X ′∗T−1,
where the second embedding is given by
(t1, x, x
′, t2)→ (t1, x,
π′t2, x
′, t2).
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This allows us to view T ×ππ′ (X ∗X
′) as the sub-TSV of T ∗X ∗ T−1 ∗ T ∗X ′ ∗T−1
consisting of 6-tuples of the form
(ππ
′
t, x, π
′
t, π
′
t, x′, t).
Thus we have an inclusion of TSVs
T ×ππ′ (X ∗X
′) ⊂ (T ×π X) ∗ (T ×π′ X
′),
and since the actions T ×π X → X , T ×π′ X
′ → X ′ preserve the TSV structure, we
obtain that the action
T ×ππ′ (X ∗X
′)→ X ∗X ′
also does. 
We have
Proposition 5.2.3. The building block of the braid monoid representation σi is
τi-equivariant
Proof. We have (t ∈ T )
(5.2.1) τit τi(Id+zei,i+1)t
−1 = τi(Id+tit
−1
i+1zei,i+1).
So the action sends z to tit
−1
i+1z. Next we calculate the form on T ∗ σi ∗ T
−1 in
coordinates t, z, t′:
(t|τi(Id+zei,i+1)|t
′−1) = (tτi|(Id+zei,i+1)t
′−1) = (τi
τit|t′−1(Id+t′it
′−1
i+1zei,i+1))
= (τi|
τit|t′−1|(Id+t′it
′−1
i+1zei,i+1)) = (
τit|t′−1) + (τi|
τitt′−1|(Id+t′it
′−1
i+1zei,i+1)).
The second summand vanishes, so we are left with
(τit|t′−1) = −
n∑
k=1
d log tτi(k) ∧ d log t
′
k,
which clearly vanishes on T ×τi σi. 
The conclusion is
Corollary 5.2.4. Let β ∈ Br+n , and let π(β) ∈ Sn be the associated permutation.
Then the TSV ρ(β) is π(β)-equivariant.
Remark 5.2.5. The TSV si,i′ from Example 5.1.7 is not equivariant for the identity
permutation:
(t|fi,i′(z)|t
−1) = (d log ti − d log ti′) ∧ d log z + d log z ∧ (d log ti′ − d log ti)
= 2(d log ti − d log ti′) ∧ d log z 6= 0.
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On the other hand, for the transposition τ = τi,i′ = (i, i
′), we obtain
(τ t|fi,i′(z)|t
−1) = (d log ti′ − d log ti) ∧ d log z + d log z ∧ (d log ti′ − d log ti)
+d log ti′ ∧ d log ti + d log ti ∧ d log ti′ = 0.
So si,i′ is equivariant for the transposition τi,i′ .
5.3. Restriction to the torus.
Definition 5.3.1. Let X be a TSV. We denote by X0 ⊂ X the preimage f
−1
X (B),
where B is the subgroup of upper-triangular matrices. The composition X0 → B →
T is denoted by g.
The right hand side of (5.1.1) vanishes on T , so we obtain:
Proposition 5.3.2. The restriction of ωX to X0 is closed.
We also have
Proposition 5.3.3. Suppose X is π-equivariant. Then X0 is preserved by the T -
action, and ωX |X0 is T -invariant. The composition map X0 → B → T is T -
equivariant with respect to the action of T on itself given by (t, t′)→ πtt−1t′.
Proof. Let X = (X, f, ω). Clearly, X0 is preserved by the action. The pullback
along the action map a : T ×X0 → X0 must be given by the restriction of the form
on T ∗X0 ∗ T
−1, so we calculate this restriction. It is given in coordinates (t, x) by
ω|X0 + (
πt|f(x)|t−1).
Since f(X0) ⊂ B, this simplifies to
ω|X0 +
n∑
i=1
(
d log tπ−1(i) ∧ d log fi,i(x)− (d log tπ−1(i) + d log fi,i(x)) ∧ d log ti
)
.
So we obtain
(5.3.1) a∗ω|X0 = ω|X0 +
n∑
i=1
d log ti ∧ (d log fπ(i),π(i)(x) + d log fi,i(x)− d log tπ(i)).
In particular, we see that the form is invariant. The statement about equivariance
is clear. 
Remark 5.3.4. The triple (X0, g, ω|X0) can be viewed as a π-equivariant TSV over
T .
Remark 5.3.5. Equation (5.3.1) in the case π = Id, if we knew that the 2-form is
non-degenerate, would say that the logarithm of X0 → B → T is the moment map
for the T -action.
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Remark 5.3.6. Notice that when π 6= Id, the action of T on itself above is non-trivial.
So we can use this action to partially trivialize the family X0 → T . More precisely,
let
T π = Ker(π − Id), Tπ = Coker(π − Id),
where π : T → T is the homomorphism induced by π. Choose a splitting T ∼= T1×Tπ.
Then the T -action trivializes the family in the T1 direction. Restrict the family
X0 → T to Tπ. The resulting object is denoted X1. It is endowed with a map to Tπ
and a fiberwise action of T π. The dimension of Tπ equals that of T
π and equals to
the number of cycles in π. If the restriction of ω to X1 is non-degenerate, then the
map to Tπ can be interpreted as the moment map for the T
π-action. Furthermore,
we notice that C∗ ⊂ T π acts trivially, which is mirrored by the fact that the image
of the map to Tπ is contained in the subtorus
{t ∈ Tπ : det(t) = sign(π)}.
Definition 5.3.7. For t ∈ T satisfying det(t) = sign(π), we denote by Yβ(t) the
quotient stack g−1(t)/(T π/C∗), where T π = {t′ ∈ T : π(t′) = t′}.
In Proposition 6.6.4 we will show that for generic values of t, Yβ(t) coincides with
the affine GIT quotient.
5.4. Stratification. Let β ∈ Br+n . Let l = l(β) be the length of β and choose a
presentation
β = σil · · ·σi1 .
We denote the permutation group on n elements by W . Denote
πk = τikτik−1 · · · τi1 ∈ W (k = 0, 1, . . . , l),
so that the associated permutation of β is given by π(β) = πl.
The space ρ(β)0 is the closed subvariety of C
l consisting of tuples z1, . . . , zl such
that
fil(zl) · · · fi2(z2)fi1(z1) ∈ B,
where fi(z) = τi(Id+zei,i+1). Let ρ(β)0 → W
l+1 be the map that sends z =
(z1, . . . , zl) to the sequence p(z) = (p0, p1, . . . , pl) such that
fik(zk) · · ·fi1(z1) ∈ BpkB (k = 0, . . . , l).
For each point z we have p0 = pl = Id. Furthermore:
Proposition 5.4.1. For any point of ρ(β)0 and every k we have:
(5.4.1) pk+1 =
τik+1pk if τik+1pk > pk,τik+1pk or pk if τik+1pk < pk.
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A sequence p0, . . . , pm satisfying the conditions p0 = pm = Id and the conditions
(5.4.1) will be called a walk. If pk+1 > pk, we will say that we go up, if pk+1 < pk we
go down, and if pk+1 = pk we stay. Then the rules (5.4.1) say that
if we can go up, we must go up, otherwise we can stay.
This map z → p(z) is a continuous map when W is viewed as a poset with Bruhat
ordering. As explained in Section 2.1, we obtain a stratification of ρ(β)0
ρ(β)0 =
⊔
p
Cp
whose cells Cp correspond to walks p = (p0, . . . , pl). It turns out, every cell has a
simple shape. We denote by Up, Dp and Sp the sets of positions where we go up,
down and stay respectively. Note that |Up| = |Dp|, and therefore |Sp| = l(β)−2|Up|.
Proposition 5.4.2. For any walk p, the cell Cp is T -equivariantly isomorphic to
CUp × (C∗)Sp.
Before proving this statement, we give an explicit description of the action of T
on (C∗)Sp, of the map from (C∗)Sp to T , and the restriction of the 2-form on each
cell:
Proposition 5.4.3. Denote the coordinates on (C∗)Sp by ak for k ∈ Sp. For k ∈ Sp,
let ϕk : (C
∗)Sp → T be the map
ϕk((ak′)k′∈S) = (1, . . . , 1, ak
position p−1
k
(ik+1)
, 1, . . . , 1, −a−1k
position p−1
k
(ik)
, 1, . . . , 1).
(i) The map (C∗)Sp → T is given by
∏
k∈Sp
ϕk.
(ii) The action of T on (C∗)Sp is given as follows: (t1, . . . , tn) ∈ T acts by
multiplying each coordinate ak by tπ−1
k
(ik+1)
t−1
π−1
k
(ik)
.
(iii) The form ω is given by∑
k,k′∈Sp: k>k′
Tr(d logϕk ∧ d logϕk′).
Proof of Propositions 5.4.1, 5.4.2, 5.4.3. Consider the walk up to the position k.
Let Xk be the locally closed subset of C
k consisting of tuples z1, . . . , zk such that
for each j ≤ k we have
fij(zj) · · · fi1(z1) ∈ BpjB.
We will show our results by induction k. We factor the natural map Xk → BpkB
as the pointwise product ukpkt
(k)vk where uk : Xk → U
−
pk
, t(k) : Xk → T and
vk : Xk → U . We also decompose the 2-form on Xk as
ω = ωlog + (uk|pkt
(k)vk).
CELL DECOMPOSITIONS OF CHARACTER VARIETIES 45
Now let us see what happens when we pass toXk+1. Let i = ik+1, z = zk+1. Consider
(*) fi(z)uk(x)pkt
(k)(x)vk(x) = τi(Id+zei,i+1)uk(x)pkt
(k)(x)vk(x).
We have 2 cases:
Case 1. Suppose τipk > pk. Apply (3.2.1) to τi(Id+zei,i+1)uk(x) to write
(∗) = u′k(x, z)τi(Id+z
′(x, z)ei,i+1)pkt
(k)(x)vk(x).
Since τipk > pk, we have (i, i+ 1) /∈ inv(p
−1
k ). So
p−1
k (Id+z′(z, x)ei,i+1) ∈ U and we
obtain
(∗) = u′k(x, z)τipkt
(k)(x)v′k(x, z)
for u′k, v
′
k : X × C → U . We see that the new Bruhat cell is τipk (if we can go up
we go up), Xk+1 = Xk ×C, and the map to T did not change. The form on Xk+1 is
given by
ωlog+ (uk|pkt
(k)vk) + (τi(Id+zei,i+1)|ukpkt
(k)vk) = ωlog+ (τi(Id+zei,i+1)|uk|pkt
(k)vk).
ωlog + (τi|(Id+zei,i+1)uk|pkt
(k)vk) = ωlog + (u
′
k(x, z)|τi(Id+z
′(x, z)ei,i+1)|pkt
(k)vk),
where we used Proposition 3.3.2 to obtain the last equality. It is clear now that by
inserting and removing | we can move (Id+zei,i+1) past pk and t
(k) and arrive at
ωlog + (u
′
k(x, z)|τipkt
(k)(x)v′k(x, z)).
So ωlog on Xk+1 is the same as the one on Xk.
Case 2. Suppose τipk < pk. Write pk = τip
′ for p′ = τipk. Applying (3.2.1) to
ukτi, we obtain
uk(x)τi = (Id+z0(x)ei,i+1)τiu
′
k(x),
where u′k : Xk → U
+
τi
. We decompose C × Xk into an open and a closed set. The
closed set is
Z := {(z, x) ∈ C×Xk : z = −z0(x)}.
On Z we have
(∗) = τi(Id−z0(x)ei,i+1)(Id+z0(x)ei,i+1)τiu
′
k(x)p
′t(k)vk(x) = u
′
k(x)p
′t(k)vk(x).
So pk+1 = p
′, which means we are going down. On the complement of Z we have
(∗) = τi(Id+zei,i+1)(Id+z0(x)ei,i+1)τiu
′
k(x)p
′t(k)vk(x).
The product τi(Id+zei,i+1)(Id+z0(x)ei,i+1)τi is non-trivial only in the i-th and i+1-
th rows and columns where it looks like(
0 1
1 0
)(
1 z + z0(x)
0 1
)(
0 1
1 0
)
=
(
1 0
z + z0(x) 1
)
.
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Let a(z, x) = z + z0(x), this is a map C×Xk \ Z → C
∗. We Bruhat-decompose
(5.4.2)(
1 0
a 1
)
=
(
−a−1 1
0 a
)(
0 1
1 0
)(
1 a−1
0 1
)
=
(
−a−1 0
0 a
)(
1 −a
0 1
)
fi(a
−1).
We have τip
′ > p′, so, as shown in Case 1, (*) is in the Bruhat cell τip
′ = pk. Hence
outside Z we stay. At this point Proposition 5.4.1 has been proven. We split Case
2 into two subcases:
Case 2a. Suppose pk+1 = τk+1pk. Then Xk+1 = Z ∼= Xk. Clearly, the map to T
does not change. The new form is
ωlog + (τi(Id+zei,i+1)|uk|τkp
′t(k)vk) = ωlog + (τi(Id+zei,i+1)|uk|τk|p
′t(k)vk)
= ωlog + (τi(Id+zei,i+1)|(Id+z0(x)ei,i+1)|τiu
′
k(x)|p
′t(k)(x)vk(x))
= ωlog + (u
′
k(x)|p
′t(k)(x)vk(x)),
so ωlog did not change.
Case 2b. Suppose pk+1 = pk. Then Xk+1 = C × Xk \ Z ∼= C
∗ × Xk, where the
coordinate on C∗ is a = z + z0(x). Let t
′ : C∗ → T be the map that sends a to the
matrix with −a−1 at position i, a at position i + 1 and 1 at all the other diagonal
entries. Because of (5.4.2), the new map to T is given by
p−1
k t′(a)t(k)(x).
To calculate the new form, we begin as in Case 2a and obtain
ωlog + (τi(Id+aei,i+1)τi|u
′
k(x)|p
′t(k)(x)vk(x))
= ωlog + (t
′(a)(Id−aei,i+1)fi(a
−1)|u′k(x)|p
′t(k)(x)vk(x)).
Since (t′(a)(Id−aei,i+1)|fi(a
−1) = 0 (after expanding the definition, we only get
terms da ∧ da which are zero), we can continue as
(**) = ωlog + (t
′(a)(Id−aei,i+1)|fi(a
−1)|u′k(x)|p
′t(k)(x)vk(x)).
Let fi(a
−1)u′k(x)|p
′t(k)vk = u
′′
k(x)pkt
(k)v′k(x) be the Bruhat decomposition. As in the
proof of Case 1, we obtain
(fi(a
−1)|u′k(x)|p
′t(k)vk) = (u
′′
k(x)|pkt
(k)(x)v′k(x)).
So we obtain
(∗∗) = ωlog + (t
′(a)(Id−aei,i+1)|u
′′
k(x)|pkt
(k)(x)v′k(x))
= ωlog + (t
′(a)(Id−aei,i+1)u
′′
k(x)|pkt
(k)(x)v′k(x)).
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Let t′(a)(Id−aei,i+1)u
′′
k(x) = u
′′′
k (a, x)t
′(a). Then
(∗∗) = ωlog + (u
′′′
k (a, x)|t
′(a)|pkt
(k)(x)v′k(x)) = ωlog + (u
′′′
k (a, x)|t
′(a)|pk|t
(k)(x)|v′k(x))
ωlog + (u
′′′
k (a, x)|pk
p−1
k t′(a)t(k)(x)|v′k(x)) + (
p−1
k t′(a)|t(k)(x)).
So the new ωlog is given by
ωlog + (
p−1
k t′(a)|t(k)(x)).
Note that when we finally arrive at k = l, we have
ω = ωlog + (ul|plt
(l)vl),
where the second term is zero because pl = Id.
We have seen that in each case we have Xk+1 = Xk, Xk+1 = C × Xk or Xk+1 =
C∗×Xk. This implies Proposition 5.4.2. When we follow how the map to T and ωlog
is updated, we obtain claims (i) and (iii) of Proposition 5.4.3. To see how T acts
on (a1, . . . , am) we note that, in notations of Case 2b, the coordinate z is multiplied
by tπ−1
k
(i+1)t
−1
π−1
k
(i)
by (5.2.1). Since the walk stratification is invariant under T , the
critical value z0 must be also multiplied by the same factor. Hence the sum a = z+z0
is also multiplied by the same factor. This proves claim (ii) of Proposition 5.4.3. 
We recognize in Proposition 5.4.3 convolution of TSVs from Example 5.1.7.
Corollary 5.4.4. For any walk p, the torus component of the cell Cp, together with
the 2-form, the map to T , and the T -action is T -equivariantly isomorphic to the
convolution of TSVs of the form sp−1
k
(ik+1),p
−1
k
(ik)
where k goes over k ∈ Sp and the
convolution is performed from right to left.
Proof. Only the statement about T -action is not obvious from Proposition 5.4.3.
For each k ∈ Sp, we claim that the partial convolution∏
k′≤k, k′∈Sp
sp−1
k
(ik+1),p
−1
k
(ik)
is equivariant for the permutation p−1k πk. To show this, we go from k = 1 to k = l.
If k /∈ Sp, then both pk and πk are multiplied by the transposition τik , so that p
−1
k πk
does not change. If k ∈ Sp, it is multiplied by the transposition (p
−1
k (ik+1), p
−1
k (ik)),
as expected.
Hence the torus action for the convolution is given by multiplying the diagonal
matrix
(1, . . . , 1, ak
position p−1
k
(ik+1)
, 1, . . . , 1, −a−1k
position p−1
k
(ik)
, 1, . . . , 1)
48 CELL DECOMPOSITIONS OF CHARACTER VARIETIES
on the left by p
−1
k
πkt and on the right by p
−1
k−1πk−1t−1. So ak is multiplied by
(p
−1
k
πkt)p−1
k
(ik+1)
(p
−1
k
πkt)p−1
k
(ik)
=
tπ−1
k
(ik+1)
tπ−1
k
(ik)
.

5.5. Some examples.
Example 5.5.1 (T (2, 4)). As an example, consider n = 2 and β = σ41. The vari-
ety X = ρ(β) is C4 with coordinates z1, . . . z4. Multiplying the matrices
(
0 1
1 zi
)
produces (
z2z3 + 1 z1z2z3 + z1 + z3
z2z3z4 + z2 + z4 z1z2z3z4 + z1z2 + z1z4 + z3z4 + 1
)
.
So X0 is given by the equation z2z3z4 + z2 + z4 = 0. The map X0 → C
∗ ⊂ C∗2 is
given by z2z3 + 1. The action of λ ∈ C
∗ is given by
λ(z1, z2, z3, z4) = (λz1, λ
−1z2, λz3, λ
−1z4).
There are two possible walks:
• (1, τ1, 1, τ1, 1) (go up, go down, go up, go down). The second walk corre-
sponds to the closed subvariety z2 = z4 = 0 in X0. So it is isomorphic to
C2 with coordinates (z1, z3), the action is by scaling, and the map to C
∗ is
constant 1.
• (1, τ1, τ1, τ1, 1) (go up, stay, stay, go down) corresponds to the open subvari-
ety z2 6= 0 in X0. This condition implies z4 6= 0. Then z3 can be computed
by
z3 = −
z2 + z4
z2z4
.
So we obtain C × C∗2 with coordinates z1, z2, z4. The map to C
∗ is given
by −z2
z4
. We can gauge out the C∗-action by setting z4 = 1, so the quotient
is the variety C × C∗ with coordinates (z1, z2) mapped to C
∗ by the map
(z1, z2)→ −z2.
We see that the preimage of t ∈ C∗ \ {1} intersects only the open subvariety, the
intersection is isomorphic to C×C∗ and the quotient by the C∗-action is C. On the
other hand, the preimage of t = 1 consists of two irreducible components and the
quotient by the C∗-action is not a variety because of the fixed point (0, 0, 0, 0).
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6. Seifert surfaces
6.1. Construction. Vivek Shende explained to me that the stratification of Section
5.4 is equivalent to the stratification of the moduli space of sheaves with microlocal
support constructed in [STZ17] (in particular, see Proposition 6.31). Therefore, the
cells are related to the moduli space of rank 1 local systems on the corresponding
Seifert surface and the 2-form should arise from the intersection form on the surface.
Below we implement this idea in a precise combinatorial construction. We verify
that the data coming out of Proposition 5.4.3 can be conveniently encoded in terms
of the homology groups of the corresponding Seifert surface.
Definition 6.1.1. A marked surface (Σ, A, B) is a (not necessarily connected) topo-
logical oriented surface Σ with boundary, together with a finite sets of marked points
A and B on the boundary colored black and white respectively. We require that
each connected component has at least one boundary component, each boundary
component has at least two marked points, and the colors of the marked points on
each boundary component interchange.
The basic examples are presented on the following pictures:
(6.1.1)
a1
rot
a1 a2
rot
γ
Let Λ = H1(Σ, A), Λ
′ = H1(Σ, B). A crucial observation is that Thom duality
provides us with a perfect pairing
(6.1.2) Λ× Λ′ → Z.
Let rot be the rotation operator, defined up to homotopy, that rotates the boundary
components clockwise so that A goes to B and vice versa. There are actions
rot : Λ→ Λ′, Λ′ → Λ, A→ B, B → A.
Define π : A→ A by π = rot2. Define the operators ϕ : Λ→ ZA, ψ : ZA → Λ by
ϕ(γ) = ∂(γ), ψ(v) · rot(γ) = (v, ∂(γ)) (γ ∈ Λ, v ∈ ZA),
(·, ·) is the standard scalar product on ZA. Alternatively, ψ applied to the basis
vector corresponding to a ∈ A is the path which goes from a to π(a) by following
the boundary. In particular, we have
ϕ ◦ ψ = rot2−1 = π − 1.
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Thus, setting γ = ψ(v′), we obtain
ψ(v) · rot(ψ(v′)) = (v, π(v′))− (v, v′).
Another relation can be obtained by plugging in rot−2(γ):
(v, π−1ϕ(γ)) = (v, ∂(rot−2)(γ)) = ψ(v) · rot−1(γ) = rot(ψ(v)) · γ.
Introduce the following bilinear form on Λ
(6.1.3) ω(γ, γ′) = rot(γ) · γ′.
Then ϕ and ψ are related by
(6.1.4) ω(γ, ψ(v)) = −(v, ϕ(γ)), ω(ψ(v), γ) = (π(v), ϕ(γ)).
Example 6.1.2. In the picture on the left of (6.1.1), we have Λ = 0, so all the data
is trivial. In the picture on the right, we have Λ = Z with the generator γ = a1a2.
So we have
γ · rot(γ) = −1, ϕ(γ) = [a2]− [a1], ψ(a1) = γ, ψ(a2) = −γ.
6.2. Gluing. Suppose (Σ, A, B) is a marked surface, and let a, a′ ∈ A be two distinct
black marked points such that π(a) 6= a′. In such situation, we can glue (a, rot(a))
to (a′, rot−1(a′)):
a = a′ rot(a) = rot−1(a′)
π−1(a′)
π(a)
rot(a′)
rot−1(a)
Denote the resulting surface by Σ¯. Let Λ¯, ϕ¯ and so on denote the corresponding
invariants of Σ¯. We have a natural homomorphism
ι : Λ→ Λ¯,
which is surjective because every path on Λ¯ which intersects the line of gluing can
be deformed to make it pass through the point a and then broken into parts, all in
Σ. Similarly, there is a surjective homomorphism
ι′ : Λ′ → Λ¯′.
The existence of perfect pairing (6.1.2) implies that both ι and ι′ are injective:
ι(γ) = 0 ⇒ γ · γ′ = ι(γ) · ι′(γ′) = 0 for all γ′ ∈ Λ′ ⇒ γ = 0.
So we have Λ¯ = Λ, Λ¯′ = Λ′. The boundary operator ϕ remains unchanged, ϕ¯ = ϕ,
but the new operator rot is different from rot. For γ ∈ Λ, the value of rot(γ) differs
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from rot(γ) if the boundary of γ contains a. More precisely, we have
rot(γ) = rot(γ) + ([a], ϕ(γ)) rot−1 ψ([a′]) = rot
(
γ + ([a], ϕ(γ))ψ([π−1(a′)])
)
.
The new value of ψ is given by
ψ(v) = ψ(v) + (v, [a])ψ([a′]− [a]) + (v, [π−1(a′)])ψ([a]),
so it is convenient to identify A¯ = A/{a = a′} with A \ {a} to obtain a simpler
formula
(6.2.1) ψ¯(v) = ψ(v) + (v, [π−1(a′)])ψ([a]) = ψ
(
v + (v, [π−1(a′)])[a]
)
.
To verify, we compute
ψ¯(v) · rot(γ) =
(
v + (v, [π−1(a′)])[a], ϕ(γ + ([a], ϕ(γ))ψ([π−1(a′)]))
)
= (v, ϕ(γ)) + (v, [π−1(a′)]) ([a], ϕ(γ)) + ([a], ϕ(γ)) (v, ϕψ([π−1(a′)]))
+([a], ϕ(γ)) (v, [π−1(a′)]) ([a], ϕψ([π−1(a′)])).
The last term vanishes by the assumption a 6= a′, a 6= π−1(a′), and after cancellations
we obtain
ψ¯(v) · rot(γ) = (v, ϕ(γ)) + ([a], ϕ(γ))(v, [a′]) = (v, ϕ¯(γ)) ,
as expected. Finally, we compute
(6.2.2) ω¯(γ, γ′) = ω(γ, γ′) + ([a], ϕ(γ)) (rot−1 ψ([a′])) · γ′
= ω(γ, γ′) + ([a], ϕ(γ)) ψ([a′]) · rot(γ′) = ω(γ, γ′) + ([a], ϕ(γ)) ([a′], ϕ(γ′)).
6.3. Toric TSVs from surfaces.
Definition 6.3.1. A marked surface (Σ, A, B) is called labeled if the set A is iden-
tified with the set 1, . . . , n.
To the data of labeled marked surface (Σ, A, B) we associate a TSV whose under-
lying vector space is given by X = C∗ ⊗ Λ, the map to G factors through T and is
given by ϕ, the action of T is given by ψ. The form is given by the antisymmetriza-
tion of ω. We claim that the resulting TSV is π-equivariant. To verify this, we use
(6.1.4) as follows:
(6.3.1) ω(γ + ψ(v), γ′ + ψ(v′)) = ω(γ, γ′) + (π(v), ϕ(γ′ + ψ(v′)))− (v′, ϕ(γ)).
This should be compared with the form ω + (πt|ϕ|t−1) on T ×X , whose value on a
pair of cocharacters (γ, v), (γ′, v′) of T ×X is given by the antisymmetrization of
ω(γ, γ′) + (π(v), ϕ(γ′))− (ϕ(γ), v′)− (π(v), v′).
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Subtracting this expression from (6.3.1) produces
(π(v), ϕ(ψ(v′)) + v′) = (v, v′),
which is symmetric in v and v′, so the antisymmetrization sends it to zero.
Example 6.3.2. To obtain a TSV similar to si,i′ of Example 5.1.7, we take a disjoint
union of a disk with 2 black dots labeled i, i′, and n−2 copies of a disk with 1 black
dot distributing the remaining labels. The difference of this TSV from the one of
Example 5.1.7 is absence of the minus sign in the map C∗ → T . This difference is
not important.
The convolution of TSVs precisely corresponds to gluing of surfaces as follows.
Suppose two labeled marked surfaces (Σ, A, B) and (Σ′, A′, B′) are given. To distin-
guish A from A′, we write A = {1, . . . , n}, A′ = {1′, . . . , n′}. Applying the operation
of Section 6.2 with a = i, a′ = i′ for each i = 1, . . . , n to the disjoint union of Σ and
Σ′ produces a surface (Σ¯, A¯, B¯) with the following invariants:
(i) The set A¯ is identified with A ⊔ A′ \ A = A′.
(ii) The lattice Λ¯ is the direct sum of the corresponding lattices for Σ and Σ′.
(iii) The operator ϕ¯ is the sum of the corresponding operators ϕ and ϕ′.
(iv) By (6.2.1), the operator ψ¯ is given by
ψ¯(v) = ψ′(v) +
n∑
i=1
(v, [π′−1(i′)])ψ([i]) = ψ′(v) +
n∑
i=1
(π′(v), [i′])ψ([i])
= ψ′(v) + ψ(π′(v)) (v ∈ ZA
′
).
(v) The permutation π¯ sends π′−1(a′) to π(a)′, so it is given by the composition
ππ′.
(vi) Finally, by (6.2.2), the 2-form is given by ω¯ = ω + ω′ + (ϕ|ϕ′).
So we have
Proposition 6.3.3. Let (Σ, A, B) and (Σ′, A′, B′) be labeled marked surfaces with
corresponding TSVs denoted by X, X ′. Let (Σ¯, A¯, B¯) be the surface obtained by
gluing edge i rot(i) to edge i′ rot−1(i′) for each i = 1, . . . , n. Then the TSV associated
to the labeled marked surface (Σ¯, A¯, B¯) is isomorphic to the convolution X ∗X ′.
6.4. Non-degeneracy. Let (Σ, A, B) be a labeled marked surface. Similarly to
Definition 5.3.7, for t ∈ T in the image of ϕ consider the quotient Y (t) = ϕ−1(t)/T π.
This is a torus whose cocharacter lattice can be computed by taking the quotient of
Kerϕ by the image of ψ on π-invariant cocharacters. We have an exact sequence
(6.4.1) 0→ H1(Σ)→ H1(Σ, A)
ϕ
−→ H0(A)→ H0(Σ)→ 0,
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which implies that Kerϕ = H1(Σ). Since the rotation operator acts trivially on
H1(Σ), the restriction of ω to ϕ
−1(t) is given by the intersection form. The im-
age of ψ on π-invariant characters is precisely spanned by the classes of boundary
components, and we have an exact sequence
(6.4.2) 0→ H2(Σ¯)→ H1(∂Σ)→ H1(Σ)→ H1(Σ¯)→ 0,
where Σ¯ is obtained from Σ by attaching disks along the boundary components.
This shows that the cocharacter lattice of Y (t) is precisely given by H1(Σ¯), and ω
is given by the intersection form, which is non-degenerate. Therefore we obtain
Proposition 6.4.1. For any labeled marked surface, the corresponding variety Y (t)
together with the restriction of ω is a symplectic torus.
Proposition 2.6.7 implies
Corollary 6.4.2. The class of ω in H2(Y (t)) satisfies the curious Lefschetz property
with middle weight dimH1(Σ¯).
6.5. Connection to the stratification of braid varieties. For convenience, we
recall the main characters of the story. β = σil · · ·σi1 is a positive braid on n strands
with the associated permutation π = π(β). X = ρ(β) is an affine space equipped
with a map f to G and we defined X0 = ρ(β)0 = f
−1(B). X is equipped with
a holomorphic 2-form ω, which restricts to a closed form on X0. X0 is equipped
with a map g to T and a T -action that are compatible in the way prescribed by
the permutation π. For a point t ∈ T , we introduced the quotient stack Yβ(t) =
g−1(t)/(T π/C∗), where T π ⊂ T is the subtorus of π-invariant elements. Expression
(5.3.1) implies that ω induces a closed form on Yβ(t).
The space ρ(β)0 has a stratification so that each cell by Corollary 5.4.4, Exam-
ple 6.3.2 and Proposition 6.3.3 looks like a product of an affine space and a TSV
associated to a surface.
More explicitly, out of the data of a braid β and a walk p the corresponding
labeled marked surface Σ is constructed as follows. Begin by placing n half-disks
next to each other labeling them by numbers from 1 to n:
· · ·1 2 n
Then go from k = 1 to k = l(β). For each crossing σik of β which is not a stay of p,
we draw the following picture:
· · · · · ·
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If the crossing is a stay of p, we draw the following picture we call “the intersection”
instead:
· · · · · ·
We stack these pictures on top of each another, and then place half-disks on the
very top as follows:
· · ·
The main observation goes as follows:
Proposition 6.5.1. If we go from bottom to top starting at half-disk i always fol-
lowing the left side of the surface, after k steps we are at the horizontal position
πk(i). If we follow the right side instead, we are at pk(i).
The picture below shows how two paths following the left side look like around
the intersection followed by an analogous picture for paths following the right side.
It is not hard to see that the surface we obtain by this construction is homeomor-
phic to the surface obtained by gluing the surfaces of Example 6.3.2.
The surface without boundary Σ¯ is obtained from Σ by attaching a disk to each
boundary component. To summarize, we have:
Corollary 6.5.2. The cocharacter lattice of the torus component of the cell of Yβ(t)
corresponding to the walk p is isomorphic to H1(Σ), and the pairing induced by the
2-form ω on the cocharacter lattice is the intersection form on H1(Σ).
6.6. Connected case. The case when the surface Σ is connected is important:
Proposition 6.6.1. For a braid β and a walk p the following conditions are equiv-
alent:
(i) The surface Σ constructed in Section 6.5 is connected.
(ii) The stabilizer of each point in the corresponding cell Cp is C
∗.
(iii) The image of Cp → T is the full subtorus {t ∈ T : det(t) = sign(π)}.
Proof. Recall that Cp = C
Up × (C∗)Sp and the map to T factors through (C∗)Sp.
On the cocharacter lattice, this map is described by ϕ, which is the boundary map
H1(Σ, A) → H0(A). The image of this map is the kernel of the surjective map
H0(A) → H0(Σ) by (6.4.1). So the corank of the image equals to the number of
connected components. In particular, if the surface is connected, the image is given
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by vectors (x1, . . . , xn) satisfying
∑n
i=1 xi = 0. This proves equivalence of (i) and
(iii).
To analyze the stabilizers, it is enough to consider the subset {0} × (C∗)Sp which
is fixed by the T -action. The cocharacter lattice of the stabilizer is the kernel of
ψ : H0(A) → H1(Σ, A). Recall that ψ(a) is the path that connects a to the next
point in A by moving along the boundary. In particular, the kernel of ψ is contained
in the lattice of π-invariant vectors, which is mapped to closed paths. So the kernel
of ψ is the kernel of the map H1(∂Σ) → H1(Σ), which is isomorphic to H2(Σ¯) by
(6.4.2). So its rank is 1 precisely when the surface is connected. In the connected
case, the kernel is spanned by the sum of all the boundary components, which is
described by vector (1, 1, . . . , 1). This proves equivalence of (i) and (ii). 
It is clear that for generic values of t, the preimage g−1(t) only intersects cells
whose surfaces are connected. More precisely, we have
Definition 6.6.2. A point (t1, . . . , tn) ∈ T is said to be generic if we have
n∏
i=1
ti = sign(π),
but for any proper π-invariant subset S ⊂ {1, . . . , n} we have∏
i∈S
ti 6= sign(π|S).
Then we obtain
Proposition 6.6.3. If t ∈ T is generic, then g−1(t) intersects only cells whose
surfaces are connected.
Proof. If t ∈ T intersects a cell Cp, then t is contained in the subtorus g(Cp) ⊂ T .
The cocharacter lattice of g(Cp) is the kernel of H0(A)→ H0(Σ). Suppose Σ is not
connected, Σ = Σ′ ⊔ Σ′′. This produces a decomposition A = S ⊔ (A \ S) and the
cocharacter lattice of the subtorus is contained in
{(x1, . . . , xn) :
∑
i∈S
xi = 0.
So the subtorus is given by condition∏
i∈S
ti = const,
where the constant is ±1. Our construction of TSV from surface would produce 1,
but each si,i′ changes the sign (see Example 6.3.2). The total number of sign changes
is the number of intersections in Σ′ (see Section 6.5). The parity of the number of
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intersections up to step i is given by the parity of the permutation p−1i πi restricted
to S. In the end we have pm = Id, so the parity is the parity of π|S. 
Proposition 6.6.4. For a generic point t ∈ T , the affine GIT quotient
Y GITβ (t) = g
−1(t)  (T π/C∗)
is a geometric quotient and the projection g−1(t) → Y GITβ (t) is a Zariski locally
trivial fibration. Hence the stack Yβ(t) is represented by affine variety Y
GIT
β (t).
Proof. By Propositions 6.6.3 and 6.6.1, the stabilizers are trivial. This implies that
all orbits of Tw/C∗ acting on g−1(t) have the same dimension, and therefore all
orbits are closed. Each fiber of the projection g−1(t) → Y GITβ (t) contains a unique
closed orbit (see [Bri10]), therefore the fibers are precisely the orbits, which means
that the quotient is geometric.
Finally, we show local triviality. Pick a point x ∈ g−1(t). Recall that g−1(t) is a
closed subset of X0, which is a closed subset of C
l on which T acts linearly so that T
acts on each coordinate through a character of the form
tj
tj′
. Because the stabilizer is
trivial, we can choose a subset of coordinates I ⊂ {1, . . . , l} such that for any k ∈ I
we have xk 6= 0 and the induced action of T
π/C∗ on (C∗)I is free and transitive. Let
U = {x ∈ g−1(t) : xk 6= 0 for all k ∈ I}.
Then U is a T π/C∗-invariant Zariski open neighborhood of x such that the projection
morphism U → U  (T π/C∗) is a trivial fibration. 
Finally, we obtain
Theorem 6.6.5. For a generic point t ∈ T , the class of ω in H2(Yβ(t)) satisfies
curious Lefschetz property with middle weight l(β)− n− c(β) + 2.
Proof. By Proposition 2.6.4, it is enough to check the statement for each cell in the
cell decomposition of Yβ(t). Each cell looks like a product of a torus and affine
space, CUp. By Corollary 6.4.2, curious Lefschetz holds for the torus part with
middle weight equal to dimH1(Σ¯). By (6.4.1), the Euler characteristic of Σ is
χ(Σ) = dimH0(A)− dimH1(Σ, A) = n− |Sp|.
Since Σ¯ is obtained by attaching c(π) disks, we have
χ(Σ¯) = n− |Sp|+ c(π) ⇒ dimH1(Σ¯) = 2 dimH0(Σ¯)− n + |Sp| − c(π).
Since the surface is connected, we obtain that the middle weight equals
2− n + |Sp| − c(π).
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Multiplying by the affine space increases the weight by 2|Up|, and from |Sp|+2|Up| =
l(β) we obtain that all cells have curious Lefschetz with same weight middle weight
2− n+ l(β)− c(π). 
7. Decomposing character varieties
7.1. One puncture of maximal ramification. Recall the notations of Section
4.4: G = GLn, B ⊂ G consists of upper-triangular matrices, U ⊂ B consists of
unipotent matrices and T ⊂ B consists of diagonal matrices. W is the permutation
group on n elements. C1, . . . , Ck ∈ T are assumed to satisfy the genericity assump-
tion (Definition 4.6.1), and g ≥ 0. The framed character variety Xpar is the variety
consisting of k + 2g-tuples of elements
α1, . . . , αg, β1, . . . , βg, γ1, . . . , γk ∈ G
satisfying
[α1, β1] · · · [αg, βg]γ
−1
1 C1γ1 · · · γ
−1
k Ckγk = Id .
The gauge group is
Gpar = G× Z(C1)× · · ·Z(Ck),
which acts on Xpar so that G conjugates α-s and β-s, and multiplies γ-s on the right,
while Z(Ci) multiplies γi on the left. We have the categorical quotient
Xpar = Xpar/Gpar,
and Xpar → Xpar is a principal Gpar/C
∗-bundle.
As a first step, we gauge out the action of G ⊂ Gpar/C
∗ using the fact that G acts
freely on γk. Let X
0
par ⊂ Xpar be defined by the condition γk = Id. Then X
0
par → Xpar
is a principal bundle with structure group
G0par := (Gpar/C
∗)/G = (Z(C1)× · · · × Z(Ck))/C
∗.
The variety X 0par is described by the matrix equation
(7.1.1) [α1, β1] · · · [αg, βg]γ
−1
1 C1γ1 · · · γ
−1
k−1Ck−1γk−1 Ck = Id .
We proceed under the following assumption:
Assumption. Suppose Ck has distinct eigenvalues a1, . . . , an ∈ C
∗.
This implies that Z(Ck) = T . Further assume that the eigenvalues of all the Ci
are ordered nicely:
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Definition 7.1.1. We say that a diagonal matrix Ci is ordered nicely if its list of
diagonal entries x1, . . . , xn satisfies
xi = xj ⇒ xi = xi+1 = · · · = xj for any i < j.
This corresponds to the condition that Z(Ci) is formed by block-diagonal matrices.
7.2. Covering by a vector bundle. As a second step, we pass to X 1par := X
0
par×U .
The groupG0par acts on U through the conjugation action of T/C
∗. Form the quotient
X˜par = X
1
par/G
0
par.
The map X˜par → Xpar is a fiber bundle with fiber U . In particular, it is a homotopy
equivalence.
As a third step, we change the coordinates. Let u be the coordinate on U . We
conjugate α-s and β-s by u and multiply γ-s by u−1 on the right. This changes the
matrix equation (7.1.1) to
(7.2.1) [α1, β1] · · · [αg, βg]γ
−1
1 C1γ1 · · · γ
−1
k−1Ck−1γk−1 uCku
−1 = Id .
Let u′ = uCku
−1C−1k . Since Ck has distinct eigenvalues, the map u→ u
′ is invertible
on U , so we will use u′ instead of u. The new matrix equation is (we drop the ′ from
u′)
(7.2.2) [α1, β1] · · · [αg, βg]γ
−1
1 C1γ1 · · ·γ
−1
k−1Ck−1γk−1 u = C
−1
k .
We can view the above product as the convolution of equivariant TSVs (Definitions
5.1.2, 5.2.1). One type of TSVs comes from the factors γ−1i Ciγi, which correspond
to the punctures, another one from [αi, βi], which are the genus contributions. The
variable u corresponds to the TSV which we denote by U , corresponding to U ⊂ G
with the natural inclusion and zero form. Bruhat decompositions will produce a
stratification of each TSV, and we will obtain a stratification of X˜par whose strata
are related to the braid varieties.
7.3. Puncture contributions. Let C be a diagonal matrix with ordered entries
(Definition 7.1.1). The centralizer Z(C) is the group of block-diagonal matrices of
the corresponding shape. We consider the TSV
G/Z(C), x→ xCx−1, (x|C|x−1).
It is equivariant for the identity permutation.
Let P = Z(C)B be the parabolic subgroup containing Z(C). We use the Bruhat
decomposition of B\G/P . The cells are indexed by elements ofW/WC where WC =
Z(C)∩W . View W/WC as a subset ofW by representing each coset by the shortest
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permutation. For a fixed π ∈ W/WC, the cell can be parametrized by
x = vπp (p ∈ P, v ∈ U−π−1).
Notice that the group Z(C) acts only on p and can be gauged out by restricting to
the subset where p is in the unipotent radical of P , denoted by N . So the original
TSV is stratified by the TSVs of the form
U−π−1 ×N, (v, p)→ vπpCp
−1π−1v−1, (vπp|C|p−1π−1v−1).
Using Proposition 3.3.1, we rewrite the form as
(v|π|p|C|p−1|π−1|v−1).
It is convenient to describe TSV by a single expression, for example vπpCp−1π−1v−1,
provided we know the domain of each variable, and we follow the convention that
the form is obtained by inserting | between every two symbols. Let p′ = C−1pCp−1.
The map p→ p′ is an algebraic automorphism of N , so we can use p′ as a coordinate
instead of p. After performing the substitution, we drop ′ from p′. So we obtain
vπCpπ−1v−1.
Next we study what happens when we take convolution with U . The product looks
like
vπCpπ−1v−1u.
Note that π is the shortest representative of a coset of W/WC . This means that the
inversions of π can only appear between indices in different WC-orbits. Therefore
we have N ⊃ U−π and there is a decomposition
N = U−π (U
+
π ∩N).
So we can decompose p as a product p−p+ and pass p+ to the other side of the
permutation:
vπCp−π−1(πp+π−1)v−1u.
with πp+π−1 ∈ U . We make a change of variables u′ = πp+π−1vu and obtain2
vπCp−π−1u.
Note that the variable p+i does not participate in the equation anymore. Now we
notice that p−π−1u can be reparametrized using (3.2.1) and Proposition 5.1.5 to
arrive at
vπCufπ−1(z),
2we keep dropping ′ from u′ after each substitution
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where fπ−1 comes from the TSV associated to the positive lift of the permutation
π−1, and z ∈ Cl(π) is the coordinate. Performing the substitution u′ = CuC−1 we
obtain
vπuCfπ−1(z).
Remember that v is a coordinate on U−π−1 , so we can reparametrize again as follows:
ufπ(z
′)Cfπ−1(z).
We present our result symbolically as follows:
(7.3.1) xCx−1u ∼
⊔
π∈W/WC
ufπ(z
′)Cfπ−1(z)× (U
+
π ∩N).
It is clear that u can be moved to the next factor of (7.2.2) and so on. In the
case of genus zero, we obtain that X 1par is stratified by cells corresponding to tuples
π¯ = (π1, . . . , πk) (πi ∈ W/WCi). Each cell has equation of the form
u
k−1∏
i=1
fπi(z
′
i)Cifπ−1i
(zi) = C
−1
k .
We can move all Ci to the right because of equivariance, to arrive at an equivalent
equation
k−1∏
i=1
fπi(z
′
i)fπ−1i
(zi) = uCπ¯ (Cπ¯ = C
−1
k
k−1∏
i=1
πi(C
−1
i )).
Note that the genericity assumption of Definition 4.6.1 for Ci implies the genericity
assumption of Definition 6.6.2 for Cπ¯.
Theorem 7.3.1. Suppose g = 0, k ≥ 1, C1, . . . , Ck are diagonal matrices that
are ordered nicely (Definition 7.1.1) satisfying the genericity assumption (Defini-
tion 4.6.1), and suppose Ck has distinct eigenvalues. Let Xpar be the corresponding
character variety. Denote by Wi ⊂ W the stabilizer of Ci. Then Xpar carries a
vector bundle ǫ : X˜par → Xpar of rank
(
n
2
)
and a stratification Xpar =
⊔
π¯Xπ¯ indexed
by tuples π¯ = (π1, . . . , πk−1) with πi ∈ W/Wi in such a way that for any π¯ we have
the following diagram:
X˜π¯ = ǫ
−1(Xπ¯)
Xπ¯ Ybp¯i(Cπ¯),
ǫ
where the arrow on the right is a vector bundle of rank rπ¯, and the braid bπ¯ is given
by the product
bπ¯ = σπ1σπ−11 · · ·σπk−1σπ
−1
k−1
,
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where σπi is the positive lift of the shortest permutation representing πi. The rank
is given by
rπ¯ =
k−1∑
i=1
(li − l(πi)),
where li = dimNi, Ni is the radical of Z(Ci)B. The pullbacks of the 2-forms from
Xπ¯ and Ybp¯i(Cπ¯) to X˜π¯ agree.
The compactly supported cohomology does not change when we pass to a vector
bundle r, except that the weights increase by 2r. So by Theorem 6.6.5, we have
curious Lefschetz on Xπ¯ of middle weight
l(bπ¯)− n− c(bπ¯) + 2 + 2
(
k−1∑
i=1
(li − l(πi))
)
− 2
(
n
2
)
.
We have c(bπ¯) = n, l(bπ¯) = 2
∑k−1
i=1 l(πi) and 2li + dimZ(Ci) = n
2. So the weight
equals
(k − 2)n2 + 2−
k∑
i=1
dimZ(Ci),
which is precisely the dimension of the character variety. In particular, it does not
depend on π¯ and by Proposition 2.6.4 we obtain
Corollary 7.3.2. In the case of genus zero when Ck has distinct eigenvalues, the
form ω on the character variety satisfies curious Lefschetz with middle weight equal
to the dimension.
7.4. Genus contributions. We use notation conventions as above. We start with
an equivariant TSV
αβα−1β−1.
Use Bruhat decompositions for α and β as follows:
α = v1π1t1u1 (v1 ∈ U
−
(π1)−1
, t1 ∈ T, u1 ∈ U),
β = u2π2t2v2 (v2 ∈ U
−
π2
, t2 ∈ T, u2 ∈ U).
Using Proposition 3.3.1 we check that the form does not change if we insert | between
every two symbols. So each cell is described by
v1π1t1u1u2π2t2v2u
−1
1 t
−1
1 π
−1
1 v
−1
1 v
−1
2 t
−1
2 π
−1
2 u
−1
2 .
After multiplying by u on the right we see that u−12 can be absorbed into u to obtain
v1π1t1u1u2π2t2v2u
−1
1 t
−1
1 π
−1
1 v
−1
1 v
−1
2 t
−1
2 π
−1
2 u.
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Now u2 appears only once, so we use it to absorb u1, which will appear only once
after that, so that it can absorb v2:
v1π1t1u2π2t2u
−1
1 t
−1
1 π
−1
1 v
−1
1 v
−1
2 t
−1
2 π
−1
2 u.
Now v2 appears only once, namely in the parametrization of the Bruhat cell
v−12 t
−1
2 π
−1
2 u.
Reparametrizing it we obtain
v1π1t1u1u2π2t2v2u
−1
1 t
−1
1 π
−1
1 v
−1
1 ut
−1
2 fπ−12 (z2).
Now u can absorb v−11 and here is all that remains:
v1π1t1u1u2π2t2v2u
−1
1 t
−1
1 π
−1
1 ut
−1
2 fπ−12 (z2),
and all the non-torus variables appear only once. Decompose u1 = u
+
1 u
−
1 with
u±1 ∈ U
±
π1. Then (u
+
i )
−1 can be moved past the permutation and absorbed by u.
Then we reparametrize and obtain
v1π1t1u2π2t2ut
−1
1 fπ−11 (z1) t
−1
2 fπ−12 (z2).
We proceed in a similar fashion decomposing u2 = u
−
2 u
+
2 , absorbing u
+
2 and reparametriz-
ing. So we are left with
v1π1t1u · · · .
which can be reparametrized as
ufπ1(z
′
1)t1 · · · ,
and the total product looks like
(7.4.1) ufπ1(z
′
1)t1fπ2(z
′
2)t2t
−1
1 fπ−11 (z1)t
−1
2 fπ−12 (z2).
Using the equivariance property of fπ(z) (Corollary 5.2.4), we can group all the
t-symbols together, for instance we have
(fπ−11 (z1)|t
−1
2 ) = (
π−11 t−12 |
π−11 t2|fπ−11 (z1)|t
−1
2 ) = (
π−11 t−12 |fπ−11 (t2(z1))),
where t2(z1) comes from the action of T on z1, so the change of variables z1 → t
−1
2 (z1)
produces (π
−1
1 t−12 |fπ−11 (z1)). So we rearrange the product (7.4.1) as follows:
(7.4.2) ufπ1(z
′
1)fπ2(z
′
2)
π−12 t1 t2 t
−1
1
π−11 t−12 fπ−11 (z1)fπ
−1
2
(z2).
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The product π
−1
2 t1 t2 t
−1
1
π−11 t−12 is equivariant with respect to the permutation
π−12 π
−1
1 π2π1, so the complete product (7.4.2) is equivariant for the identity permu-
tation. As a result, we obtain a stratification
αβα−1β−1u ∼
⊔
π1,π2∈W
ufπ1(z
′
1)fπ2(z
′
2)
π−12 t1 t2 t
−1
1
π−11 t−12 fπ−11 (z1)fπ
−1
2
(z2) ×U
+
π1
×U+π2 .
It turns out, that the TSV corresponding to the product π
−1
2 t1 t2 t
−1
1
π−11 t−12 comes
form a surface in the sense of Section 6.3. To construct the surface, consider the
punctured torus
π1
π2
γ
γ′
rot
The torus is obtained by gluing the opposite sides of the rectangle above. The
puncture is in the middle. We use π1 and π2 to construct an unramified covering of
the punctured torus so that the monodromy along the paths γ, γ′ are given by π−12 ,
π1 respectively. The preimages of the black dot are numbered by {1, . . . , n}. The
pullbacks of γ, γ′ are denoted by γi,γ
′
i in such a way that we have
γi : i→ π
−1
2 (i), γ
′
i : π
−1
1 (i)→ i.
This produces a labeled marked surface (Σ, A, B).
Proposition 7.4.1. The TSV (X, f, ω) associated by Section 6.3 to (Σ, A, B) is
described as follows. The paths γi, γ
′
i for i = 1, . . . , n form a basis of H1(Σ, A),
which identifies H1(Σ, A) with Z
n × Zn. This identifies X with T × T , with coor-
dinates t1 ∈ T , t2 ∈ T . The map f and the form ω then come from the product
π−12 t1 t2 t
−1
1
π−11 t−12 .
Proof. Let γ¯i, γ¯
′
i denote the paths defined analogously to the paths γi, γ
′
i, but with
the picture reflected centrally. We can label them in such a way that
γi · γ¯j = 0, γ
′
i · γ¯
′
j = 0, γi · γ¯
′
j = ±δi,j , γ
′
i · γ¯j = ±δi,j.
In particular, it follows that the classes of γi and γ
′
i in Λ = H1(Σ, A) are linearly
independent and span a primitive sublattice of Λ. On the other hand, by (6.4.1)
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the rank of Λ is equal to 2n (χ(Σ) = −n). So we conclude that γ1, . . . , γn, γ
′
1, . . . , γ
′
n
form a basis of Λ.
The homomorphism ϕ is given by the boundary map ∂ : Λ → Zn, which we can
explicitly write as follows:
ϕ = (π−12 − 1, 1− π
−1
1 ).
This precisely matches the product π
−1
2 t1 t2 t
−1
1
π−11 t−12 .
We make sure that following the paths according to π−12 π
−1
1 π2π1 amounts to going
around the boundary component counter-clockwise, so we have
π = π−12 π
−1
1 π2π1.
To find ω, we compute
rot(γi) · γj = δi,j − δπ−12 (i),j , rot(γ
′
i) · γ
′
j = δi,j − δi,π−11 (j).
rot(γ′i) · γj = −δi,j , rot(γi) · γ
′
j = −δπ−12 (i),π
−1
1 (j)
+ δi,π−11 (j) + δπ
−1
2 (i),j
.
The terms δi,j in rot(γi) ·γj and rot(γ
′
i) ·γ
′
j disappear after anti-symmetrization, and
the remaining six terms match the six terms of the 2-form(
π−12 t1 | t2 | t
−1
1 |
π−11 t−12
)
.
The operator ψ is given by
ψ =
(
(π−11 − 1)π2π1
(π−12 − 1)π2π1
)
.
This matches the T -action implied by (7.4.2). Note that π2π1 is necessary because
fπ−11 (z1)fπ
−1
2
(z2) in (7.4.2) is π
−1
1 π
−1
2 -equivariant. As a sanity check, we compute the
composition:
ϕ ◦ ψ =
(
(π−12 − 1)(π
−1
1 − 1) + (1− π
−1
1 )(π
−1
2 − 1)
)
π2π1 = π
−1
2 π
−1
1 π2π1 − 1 = π− 1,
as it should be. 
Applying the procedure described above to each term [αi, βi], we obtain a strati-
fication of X 1par indexed by tuples
π¯ = (π1, . . . , πk, π
1
1, π
1
2, . . . , π
g
1 , π
g
2) (πi ∈ W/WCi , π
i
1, π
i
2 ∈ W ).
Denote the cell corresponding to π¯ by Xπ¯ and its quotient by T/C
∗ by Xπ¯. Then
we have
Xπ¯ = X
′
π¯ ×
g∏
i=1
U+
πi1
× U+
πi2
×
k−1∏
i=1
U+πi ∩Ni,
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where X ′π¯ has equation of the form
product of t-s and f -s = uCπ¯.
The left hand side is understood as the convolution of braid TSVs and torus TSVs.
Stratifying the braid TSVs we can ignore the torus TSVs. So X ′π¯ is stratified by
cells associated to walks for the braid bπ¯,
bπ¯ = σπ11σπ12σ(π11)−1σ(π12)−1 · · ·σπ
g
1
σπg2σ(π
g
1 )
−1σ(πg2 )−1 σπ1σπ−11 · · ·σπk−1σπ
−1
k−1
.
In the generic case, we can restrict our attention to connected surfaces, which means
in particular that there is not stabilizers. Let X ′π¯ = X
′
π¯/(T/C
∗). Similarly to
Theorem 6.6.5, taking into account contributions of torus TSVs, which increase
the weight by the dimension, we obtain that X ′π¯ together with the 2-form satisfies
curious Lefschetz of middle weight
l(bπ¯)− 2n+ 2 + 2gn.
The space Xπ¯ is a vector bundle over X
′
π¯ whose rank is given by (for some of the
notations, see Theorem 7.3.1)
k−1∑
i=1
dim(U+πi∩Ni)+
g∑
i=1
(dimU+
πi1
+dimU+
πi2
) =
k−1∑
i=1
(li−l(πi))+
g∑
i=1
(n(n−1)−l(πi1)−l(π
i
2)).
So Xπ¯ satisfies curious Lefschetz of middle weight
(2g − 2)n+ 2 +
k−1∑
i=1
2li + 2gn(n− 1) = 2gn
2 − 2n + 2 +
k−1∑
i=1
2li.
We have 2li + dimZ(Ci) = n
2, so the weight equals
(2g + k − 1)n2 − 2n+ 2−
k−1∑
i=1
Z(Ci).
In particular, the weights of all cells are equal, so by Proposition 2.6.4 we obtain
curious Lefschetz for X˜par of the same weight. Since X˜par is a vector bundle over
Xpar of rank
(
n
2
)
, we obtain that Xpar satisfies curious Lefschetz of weight
(2g + k − 2)n2 + 2−
k∑
i=1
Z(Ci),
which is the dimension of Xpar. We conclude with
Theorem 7.4.2. For arbitrary genus, suppose k ≥ 1, C1, . . . , Ck are diagonal ma-
trices that are ordered nicely (Definition 7.1.1) satisfying the genericity assumption
(Definition 4.6.1), and suppose Ck has distinct eigenvalues. Then the corresponding
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character variety Xpar satisfies curious Lefschetz with middle weight equal to the
dimension of Xpar.
Remark 7.4.3. If we enlarge the class of braid varieties to allow convolutions of
braid TSVs and TSVs associated to surfaces, we can formulate a statement similar
to Theorem 7.3.1 for arbitrary genus. We may think of the Seifert surfaces associated
to the cells of the stratification as covers of the surface of genus g ramified in one
point, somehow perturbed in the neighborhood of the ramification point using the
braid and the walk.
8. Monodromic W -action
In this section we will prove results without the assumption that Ck has distinct
eigenvalues. In particular, the case of twisted character variety of complete curve (no
punctures) studied in [HRV08] we be covered. Our plan is as follows. By introducing
extra puncture if necessary, we may assume Ck = Id. To deal with this situation we
perturb Ck, i.e. set Ck = λ for λ ∈ Uε,
Uε =
{
(λ1, . . . , λn) ∈ T :
n∏
i=1
λi = 1, λi 6= λj , |λi − 1| < ε
}
,
where ε > 0 is sufficiently small. The character variety does not depend on the order
of the eigenvalues, so we have a family XUε/W of character varieties over Uε/W . Let
x0 ∈ Uε be a base point and let Xx0 be the fiber over x0. Then the cohomology
spaces of fibers form local systems over Uε, so the cohomology of Xx0 comes with
an action of π1(Uε/W, x0). We show that this action comes from an action of W
via the natural homomorphism π1(Uε/W, x0) → W . We show that the class of the
2-form ω and the weight filtration are invariant under the W -action, which implies
that the curious Lefschetz holds for the anti-invariant part. Then we show that the
cohomology of the character variety for Ck = Id together with the weight filtration
and the action of ω is isomorphic to the anti-invariant part by identifying our action
with the W -action coming from the Grothendieck-Springer sheaf.
Below we denote by X=1 the character variety for Ck = 1, and if Y is has a map
to T we denote by Y t its fiber at t ∈ T .
8.1. Singular character variety. Suppose C1, . . . , Ck is a collection of diagonal
matrices satisfying Definitions 4.6.1 (generic) and 7.1.1 (ordered nicely), and further
satisfying Ck = Id. Define V ⊂ T by
V = {t = (t1, . . . , tn) ∈ T : (C1, . . . , Ck−1, t) is generic} .
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This subset is given by the condition det t = 1, and non-vanishing of a finite collec-
tion of functions on T . In particular, V is an affine variety. We need to consider
two versions of character and representation varieties.
The singular representation variety Xsing is defined by
Xsing =
{
α1, . . . , αg, β1, . . . , βg,M1, . . . ,Mk−1,Mk ∈ G :
[α1, β1] · · · [αg, βg]M1M2 · · ·Mk = Id, Mi ∼ Ci (i < k), χ(Mk) ∈ V/W
}
,
where χ is the characteristic polynomial map G/adG → T/W . Note that V ⊂ T is
W -invariant. This variety has an action of G by conjugation. The singular character
variety Xsing is the quotient Xsing = Xsing/G. The variety Xsing is a smooth affine
algebraic variety and Xsing/G is a good quotient, so Xsing is also smooth. The natural
map µ : Xsing → V/W induced by χ is however not smooth, and in particular its
fiber over 1 is usually singular.
Proposition 8.1.1. The affine GIT quotient Xsing = Xsing/(G/C
∗) is a geometric
quotient and the projection Xsing → Xsing is an e´tale locally trivial fibration.
Proof. The action does not have any fixed points, which implies that the affine GIT
quotient parametrizes G-orbits, so the quotient is geometric.
To construct a section Xsing → Xsing in a neighborhood of a point [x0] ∈ Xsing for
x0 ∈ Xsing, it is sufficient to construct an e´tale neighborhood Z → Xsing of [x0] and
a G/C∗-equivariant map
Z ×Xsing Xsing → G/C
∗.
We view points of Xsing as irreducible representations of the free non-commutative
algebra F2g+k on 2g+k generators. For a point x ∈ Xsing and an element P of F2g+k
denote the corresponding matrix by Px. By the density theorem (see [EGH
+11],
the map F2g+k → Matn×n is surjective for each representation. We can choose
a non-commutative polynomial P ∈ F2g+k such that Px0 has distinct roots. The
coefficients of the characteristic polynomial of Px are functions on Xsing. Let ∆ be
the locus where the discriminant of the characteristic polynomial vanishes, [x0] /∈ ∆.
Let Z → Xsing \∆ be the finite e´tale cover over which the characteristic polynomial
has a root given by a regular function f on Z. Let us pass to this cover and replace
x0 by one of its preimages in Z×Xsing Xsing. So Px−f(x) has one-dimensional kernel
K(x) for each x ∈ Z ×Xsing Xsing. Choose elements Q2, . . . , Qn of F2g+k so that
K(x0), Q2x0K(x0), . . . , Qnx0K(x0)
are linearly independent. Let Z ′ ⊂ Z be the Zariski open subset where
K(x), Q2xK(x), . . . , QnxK(x)
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are linearly independent. Given a non-zero local section k(x) of the line bundle
K(x), we construct a G-valued function by forming a matrix with columns
k(x), Q2xk(x), . . . , Qnxk(x).
Changing the section multiplies this matrix by a scalar function, so we obtain a
well-defined function Z ′×Xsing Xsing → G/C
∗, which is clearly G/C∗-equivariant. 
8.2. Smooth character variety. The smooth representation variety Xsm is defined
by
Xsm =
{
α1, . . . , αg, β1, . . . , βg,M1, . . . ,Mk−1,Mk ∈ G, F ∈ G/B :
[α1, β1] · · · [αg, βg]M1M2 · · ·Mk = Id, Mi ∼ Ci (i < k), Mk ∈ BF , χF (Mk) ∈ V
}
,
where F is a flag, BF ⊂ G is the subgroup of elements preserving F , χF : BF → T is
the natural projection. This variety has an action of G by conjugation. The smooth
character variety is the quotient Xsm = Xsm/G. We will see that this is a good
quotient. We have a map Xsing → G given by reading off Mk. This induces a map
Xsing ×T/W T → G×T/W T.
The Grothendieck-Springer resolution G˜ is the space of pairs
G˜ = {g ∈ G,F ∈ G/B : g ∈ BF}.
Forgetting F gives a map G˜→ G and it is clear that Xsm is the fiber product
Xsm = Xsing ×G G˜.
Note that Xsm is not affine.
Proposition 8.2.1. Each point of Xsm has a Zariski open neighborhood G-equivariantly
isomorphic to V × G/C∗ where V is a quasi-projective variety. Hence geometric
quotient Xsm = Xsm/(G/C
∗) exists as a scheme and Xsm → Xsm is a Zariski locally
trivial fibration. Moreover, Xsm is quasi-projective.
Proof. The proof of the first part is similar to the proof of Proposition 8.1.1, but
simpler because for K(x) we can use the one-dimensional subspace of the flag F . In
particular, we do not need to pass to a covering. We use notations F2g+k, Px from
the proof of Proposition 8.1.1.
Let us denote by K(x) the subspace mentioned above. Let x0 ∈ Xsing. Choose
elements Q2, . . . , Qn of F2g+k so that
K(x0), Q2x0K(x0), . . . , Qnx0K(x0)
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are linearly independent. Let Z ⊂ Xsm be the Zariski open subset where
K(x), Q2xK(x), . . . , QnxK(x)
are linearly independent. Given a non-zero local section k(x) of the line bundle
K(x), we construct a G-valued function by forming a matrix with columns
k(x), Q2xk(x), . . . , Qnxk(x).
Changing the section multiplies this matrix by a scalar function, so we obtain a
well-defined function f : Z → G/C∗, which is clearly G/C∗-equivariant. So we have
Z = V ×G/C∗ where V = f−1(Id).
To see that Xsm is quasi-projective, note that the determinant of the matrix with
columns k(x), Q2xk(x), . . . , Qnxk(x) is a G-equivariant morphism of G-equivariant
line bundles K⊗n → O. Let L0 be a G-equivariant very ample line bundle on
G/B. What we have shown means that for any point x0 ∈ Xsing there exists a
G-equivariant section s ∈ Γ(Xsing, K
⊗−n) such that s(x0) 6= 0, and the restriction
of L0 to Us embeds Us/G into a projective space, where Us is the set where s is
not zero. Cover Xsm by opens sets Usi corresponding to sections s1, . . . , sN . For
each i let fi1, . . . , fir be sections of L0 which give embedding of Us/G into P
r−1. For
sufficiently large m the product fijs
m
i can be extended to a section of L0 ⊗K
⊗−mn
on the whole of Xsm for all i, j. So the collection of sections fijs
m
i embeds Xsm into
PrN−1. 
8.3. Springer action. There are maps Xsing → V/W , Xsm → V , given by χ and
χF respectively and we need to understand how the cohomology groups of fibers of
these maps are related. We will be working with the following diagram:
(8.3.1)
Xsm Xsm G˜
Xsing Xsing G
πX πX π
Proposition 8.3.1. Both squares in the above diagram are cartesian.
Proof. The square formed by Xsm,Xsing, G˜, G is clearly cartesian. It remains to
show that the square formed by Xsm, Xsing,Xsm,Xsing is cartesian. Consider the
natural map Xsm → Xsm ×Xsing Xsing. This is an isomorphism locally e´tale on Xsing
by Propositions 8.1.1 and 8.2.1. Since e´tale covers are faithfully flat, this is an
isomorphism. 
Let Greg ⊂ G resp. Treg ⊂ T be the locus of semisimple regular elements in G
resp. T . The map π|π−1(Greg) is a Galois covering with structure group W . Thus
W acts on the direct image of the constant sheaf π∗Cπ−1(Greg). This action can be
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extended to the derived direct image Rπ∗CG˜ (see [AHJR14]). By base change, since
π is proper, the derived direct image RπX∗CXsm equals to the pull-back of Rπ∗CG˜
from G, so it also inherits a W -action. Both the sheaf RπX∗CXsm and its W action
are G/C∗-equivariant. Since Xsm and Xsing are principal homogeneous spaces, the
categories of equivariant sheaves are simply the categories of sheaves on the quotient,
so we obtain
Proposition 8.3.2. πX restricted to χ
−1
F (Treg) is a Galois covering with image
χ−1(Treg/W ), so πX∗CXsm restricted to χ
−1(Treg/W ) has a natural action of W .
This action extend to a W -action on RπX∗CXsm .
Denote X tsm = χ
−1
F (t), X
t
sing = χ
−1(t) and similarly for X tsm, X
t
sing. In particular,
X1sm and X
1
sing correspond to the condition that Mk is unipotent. We denote by
X=1sm , X
=1
sing,X
=1
sm ,X
=1
sing the corresponding varieties with Mk = 1. Note that X
=1
sing =
X=1 is the variety we are interested in. The diagram (8.3.1) base changes to the
following diagram:
(8.3.2)
X1sm X
1
sm N˜
X1sing X
1
sing N
πX πX π
Here N ⊂ G denotes the set of unipotent matrices and N˜ its preimage in G˜. The
last diagram further base changes to
(8.3.3)
X=1sm X
=1
sm G/B
X=1sing X
=1
sing 1
πX πX π
Let i, iX , iX denote the closed embedding of 1, X
=1
sing, X
=1
sing in N , X
1
sing, X
1
sing respec-
tively:
(8.3.4)
X=1sing X
=1
sing 1
X1sing X
1
sing N˜
iX iX i
There are Gysin maps
RπX∗CX=1sm → CX=1sing [−2 dimG/B], Rπ∗CG/B = H
∗(G/B,C)→ C[−2 dimG/B],
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pulling back the latter one along X=1sing → 1 produces the former one. Applying iX∗
to the Gysin map we obtain a map between complexes of sheaves on X1sing.
(8.3.5) R(iXπX)∗CX=1sm → iX∗CX=1sing [−2 dimG/B].
Notice that iXπX = πX iX , where on the right hand side we have also denoted by iX
the embedding of X=1sm into X
1
sm:
(8.3.6)
X=1sm X
1
sm
X=1sing X
1
sing
iX
πX πX
iX
We have a restriction map (adjunction morphism)
(8.3.7) CX1sm → iX∗CX=1sm .
Composing RπX∗ applied to (8.3.7) with (8.3.5), we obtain a natural map of sheaves
on X1sing
(8.3.8) RπX∗CX1sm → R(πX iX)∗CX=1sm = R(iXπX)∗CX=1sm → iX∗CX=1sing [−2 dimG/B].
Denote by (·)− the operation of projection to the sign representation of W and by
(·) 6=− the projection to the rest. We have
Proposition 8.3.3. The composition of maps (8.3.8) vanishes on
(
RπX∗CXunism
)6=−
and restricts to an isomorphism of sheaves on X1sing(
RπX∗CX1sm
)− ∼
−→ iX∗CX=1sing [−2 dimG/B].
Proof. We first convert the statement to the statement about equivariant sheaves
on X 1sing. There the map in question is the pullback from the corresponding map of
G-equivariant sheaves on N via the map X 1sing → N . So we have to show that the
corresponding map of sheaves on N is zero on (Rπ∗CN˜)
6=− and is an isomorphism
on (Rπ∗CN˜)
−:
(8.3.9) Rπ∗CN˜ → R(πi)∗CG/B = R(iπ)∗CG/B → i∗C[−2 dimG/B],
where π and i are given in the following diagram analogous to (8.3.6):
G/B N˜
1 N
i
π π
i
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We know that the direct image Rπ∗CN˜ has a decomposition as follows:
Rπ∗CN˜ =
⊕
λ
sλ ⊗ ICN¯λ[− codimNλ],
where λ is a partition, Nλ is the corresponding unipotent orbit, N¯λ its closure,
IC is its intersection cohomology sheaf, codimNλ the codimension, and sλ is the
corresponding irreducible W -representation. The sign representation corresponds to
the orbit 1, so we obtain
(Rπ∗CN˜)
− ∼= i∗C[−2 dimG/B],
Let us compute the stalks at 1 ∈ N . We obtain a decomposition
i∗Rπ∗CN˜ = H
∗(G/B,C) =
⊕
λ
sλ ⊗ i
∗ICN¯λ [− codimNλ].
Since dimN = 2dimG/B, we see that i∗(Rπ∗CN˜)
− can only be isomorphically
mapped to the top degree cohomology of G/B, which is one-dimensional. Hence
all the other W -representations are mapped to smaller cohomological degrees. Note
that the Gysin map in this case simply reads off the top degree cohomology.
The stalk at 1 of the map (Rπ∗CN˜)
6=− → i∗C[−2 dimG/B] is zero, and the other
stalks are zero automatically. Hence this map is zero. Both sheaves (Rπ∗CN˜)
−
and i∗C[−2 dimG/B] are supported at 1, and the map on the stalks at 1 is an
isomorphism, so the map (Rπ∗CN˜)
− → i∗C[−2 dimG/B] is an isomorphism. 
Note that the maps π and i are proper, so the direct image can be replaced by
the direct image with compact support. Applying the functor Rχ! for the map
χ : Xsing → T/W , we obtain:
Corollary 8.3.4. (i) The complex R(χπX)!CXsm on T/W has a W -action.
(ii) There is a natural morphism from the stalk of the above complex at 1 to
the cohomology of the character variety for Ck = 1: (R(χπX)!CXsm)1 →
H∗c (X
1,C)[−2 dimG/B].
(iii) The morphism above vanishes on (R(χπX)!CXsm)
6=−
1 and is an isomorphism
on the sign component (R(χπX)!CXsm)
−
1 .
8.4. Locally constant property. It is not clear how to describe the Springer
W -action explicitly. Instead we will use a special property of our situation which
guarantees that the W -action is unique.
Proposition 8.4.1. For the family χF : Xsm → V ⊂ T , the cohomology sheaves of
RχF !CXsm are locally constant. Also for any i, k ∈ Z the associated graded sheaves
for the weight filtration GrWk H
i(RχF !CXsm) are locally constant.
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Proof. By Proposition 8.2.1, the representation variety Xsm is a Zariski locally trivial
G/C∗-fibration over Xsm. Hence the subset
XBsm =
{
(α1, . . . , F ) ∈ Xsm : F = standard flag
}
is a Zariski locally trivial B/C∗-fibration overXsm. Hence the quotient X˜sm = X
B
sm/T
is an affine bundle over Xsm of relative dimension
(
n
2
)
. Denote the structure map by
ǫ : X˜sm → Xsm. In particular, ǫ is a smooth morphism and there is a morphism of
sheaves
Rǫ!CX˜sm → CXsm
[
−2 dim X˜sm/Xsm
]
.
It is an isomorphism locally on Xsm, hence an isomorphism everywhere. So we can
replace Xsm by X˜sm.
The space X˜sm has a description given by (7.2.2) and in Sections 7.3 and 7.4 we
explained how to decompose such space into cells which are vector bundles over
braid varieties, and these braid varieties are further decomposed into cells which
look like Z = Ca × C∗b ∩ χ−1F (V ) so that the map χF : Z → T is given by a
homomorphism C∗b → T . The genericity assumption 4.6.1 and Proposition 6.6.3
implies that only cells whose surfaces are connected have a non-empty intersection
with X˜sm. Proposition 6.6.1 implies that the image of C
∗b is the full subtorus
T1 = {t ∈ T : det t = 1}, and C
∗b can be factored as C∗(b−n+1) × T1 so that the
map to T is just the projection to T1. Therefore Z can be factored as a product
Z = Ca×C∗(b−n+1)× V so that χF |Z is a projection to V . So the pushforward with
compact supports has constant cohomology sheaves.
So the complex Rǫ!CX˜sm can be obtained by taking successive cones of complexes
whose cohomology sheaves are constant. Since the category of locally constant
sheaves is abelian and closed under extensions, we obtain that the resulting object
also has locally constant cohomology sheaves. The same holds for the associated
graded sheaves. 
The property is important because of the following
Lemma 8.4.2. Suppose a finite group Γ acts on a Hausdorff topological space X,
and suppose on an open dense Γ-invariant subset Xreg ⊂ X the action is free. Let F
be a locally constant sheaf on X endowed with a Γ-equivariant structure over Xreg.
Let p : X → X/W be the natural map. The direct image (p∗F)|Xreg has a natural Γ
action. We have a bijection between
(i) extensions of the equivariant structure to the whole F on X, and
(ii) extensions of the Γ action to the whole p∗F on X/Γ.
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In particular, since there is at most one extension of the equivariant structure, the
same is true for the extension of Γ-action.
Proof. Each extension of the equivariant structure clearly provides us with extension
of the action. To give the opposite construction, suppose the action extends to p∗F .
Let x ∈ X . Let U be a neighborhood of x such that gU = U if gx = x and
gU ∩ U = ∅ if gx 6= x for all g ∈ Γ. By making U smaller if necessary we can
assume that F is constant on ΓU . Let y ∈ U ∩Xreg. Let g1, . . . , gmΓ be such that
gix 6= gjx for i 6= j and {g1x, . . . , gmx} = Γx. Then we have a Γ-action on
F(ΓU) =
m⊕
i=1
F(giU).
This action respects the direct sum decomposition because the restriction map to
the stalks at Γy imply that there is a Γ-equivariant injective map
m⊕
i=1
F(giU)→
⊕
g∈Γ
Fgy,
and the action respects the decomposition on the right. So we obtain a Γ-equivariant
structure over ΓU . These structure clearly glue together to a Γ-equivariant structure
over X .
Since F is locally constant and Xreg is dense, any map F → g
∗F is uniquely
determined by its restriction to Xreg. So the uniqueness statement follows. 
Over Vreg = V ∩ Treg the natural maps Xsm → Xsing ×T/W T and G˜→ G×T/W T
become isomorphisms, so the Spinger action coincides with the action coming from
the equivariant structure obtained by W -action on T . So the above Lemma applies.
Corollary 8.4.3. There exists aW -equivariant structure on the cohomology sheaves
H i(RχF !CXsm) extending the natural structure over Vreg.
The action of w ∈ W on a local section f of F = H i(RχF !CXsm) over a value t ∈ V
can be explicitly computed as follows. Choose a point t0 ∈ Vreg and γ : [0, 1] → V
be a path from t to t0. Parallel transport along γ gives a map Ft → Ft0 . Then we
use isomorphism of X t0sm with X
wt0
sm to obtain a map Ft0 → Fwt0. Finally, we trace
wγ backwards to obtain a map Fwt0 → Fwt. The result is a composition
Ft → Ft0 → Fwt0 → Fwt.
Parallel transport maps preserve the weight filtration. The Hodge filtration varies
continuously and the point t0 can be chosen arbitrarily close to t, so we obtain
Corollary 8.4.4. The action H ic(X
t
sm)→ H
i
c(X
wt
sm) preserves the mixed Hodge struc-
ture for any w ∈ W , t ∈ V .
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In particular, we have a well-defined action on the associated graded:
GrWk H
i
c(X
t
sm)→ Gr
W
k H
i
c(X
wt
sm).
Setting t = 1 we obtain an action of W on H∗c (X
1
sm) which preserves the mixed
Hodge structure. We have the restriction map
H∗c (X
1
sm)→ H
∗
c (X
=1
sm )
followed by the Gysin map
H∗c (X
=1
sm )→ H
∗−2 dimG/B
c (X
=1)
coming from the fact that X=1sm is a relative flag variety over X
=1. The restriction
map preserves the mixed Hodge structure, while the Gysin map shifts weights, so
we obtain a morphism of mixed Hodge structures
H ic(X
1
sm)→ H
i−2dimG/B
c (X
=1)(− dimG/B).
By (iii) of Corollary 8.3.4 this is a surjective map. Hence the mixed Hodge structure
on H
∗−2dimG/B
c (X=1)(− dimG/B) is induced from the mixed Hodge structure on
H∗c (X
1
sm). On the other hand since theW -action respects the mixed Hodge structure,
the direct sum decomposition H ic(X
1
sm) = H
i
c(X
1
sm)
−⊕H ic(X
1
sm)
6=− is compatible with
the mixed Hodge structures, so the mixed Hodge structure induced on
H ic(X
1
sm)
− ∼= H i−2dimG/Bc (X
=1)(− dimG/B)
viewed as a quotient coincides with the filtration obtained by viewing H ic(X
1
sm)
− as
a sub.
Corollary 8.4.5. The isomorphism H ic(X
1
sm)
− ∼= H
i−2dimG/B
c (X=1)(− dimG/B)
respects the mixed Hodge structures and we have an isomorphism
(GrWk H
i
c(X
1
sm))
− ∼= GrWk−2dimG/B H
i−2dimG/B
c (X
=1).
8.5. Flatness of the 2-form. As another ingredient, we need to check that the
operator of multiplication by the cohomology class of the 2-form commutes with
W . The W -action is given by a composition of parallel transport and the isomor-
phism Xsm,t0
∼= Xsm,wt0 for t0 ∈ Vreg. The latter preserves ω because the form on a
semisimple orbit does not depend on the choice of order of eigenvalues. In notations
of Section 3.3 we have:
(g|wCiw
−1|g−1) = (g|w|Ci|w
−1|g−1) = (gw|Ci|(gw)
−1),
for g a variable with values in G, Ci constant diagonal matrix and w ∈ W . So the
only problem is to verify that operator of multiplication by ω is flat with respect
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to the Gauss-Manin connection. It turns out, ω is only flat modulo W2, the second
step in weight filtration, which is sufficient for our purposes.
We explicitly compute the covariant derivative of ω. The form ω in the fibers of
χF can be represented by the following form on X
B
sm:
ω = (α1|β1| · · · |α
−1
g |β
−1
g |γ
−1
1 |C1|γ1| · · · |γ
−1
k−1|Ck−1|γk−1||ut)
Using formulas from Section 3.4, we see that the form is closed. On the other hand,
the form is equivariant in the fibers, but not globally, because for a variable b on B
we have
b∗ω = (bα1b
−1|bβ1b
−1| · · · |bγ−1k−1|Ck−1|γk−1b
−1|butb−1)
= (b|α1|b
−1|b|β1|b
−1| · · · |b|γ−1k−1|Ck−1|γk−1|b
−1|b|ut|b−1)− (b|ut|b−1)
= ω − (b|ut|b−1),
(b|ut|b−1) =
n∑
i=1
d log bii ∧ d log ti −
n∑
i=1
d log ti ∧ d log bii = 2
n∑
i=1
d log bii ∧ d log ti.
We obtain
b∗ω = ω + 2
n∑
i=1
d log ti ∧ d log bii,
which means that the covariant derivative of the cohomology class of ω is given by
∇[ω] = 2
n∑
i=1
d log ti ⊗ c1(Li),
where Li = Fi/Fi−1 is the canonical line bundle on Xsm. Since characteristic classes
are pure, we obtain ∇[ω] belongs to W 2, and therefore parallel transport preserves
the class of ω in GrW4 H
2(X tsm,C). We have established
Corollary 8.5.1. The action of w ∈ W sends the class of ω in GrW4 H
2(X tsm,C) to
the class of ω in GrW4 H
2(Xwtsm,C).
For t = 1 we obtain that ω is preserved by the W -action. The form ω when
restricted to X=1sm equals to the pullback of the corresponding form from X
1, so we
have a commutative square
GrWk H
i
c(X
1
sm) Gr
W
k−2dimG/BH
i−2 dimG/B
c (X1)
GrWk+4H
i+2
c (X
1
sm) Gr
W
k−2dimG/B+4H
i−2 dimG/B+2
c (X1)
∪ω ∪ω
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which induces a commutative square
(GrWk H
i
c(X
1
sm))
− GrWk−2dimG/BH
i−2 dimG/B
c (X1)
(GrWk+4H
i+2
c (X
1
sm))
− GrWk−2dimG/B+4H
i−2 dimG/B+2
c (X1)
∼
∪ω ∪ω
∼
It is clear now that curious Lefschetz property for X1sm with middle weight d implies
curious Lefschetz for X1 with middle weight d− 2 dimG/B.
The curious Lefschetz property for X1sm can be proved in two ways. In one way,
as explained in the proof of Proposition 8.4.1, we can cover X1sm by affine bundle
of dimension
(
n
2
)
, and then use the cell decomposition, as we did in the proof in
the case when Ck is regular semisimple, Theorem 7.4.2. Another approach is to use
parallel transport to a point t ∈ Vreg. The parallel transport (solving Picard-Fuchs
differential equations) preserves the weight filtration, and by flatness of the class of
the form in GrW4 H
2(X tsm,C), the action of ω on the associated graded is preserved
by parallel transport.
Note that the difference of dimensions dimX1sm − dimX
1 is n2 − n = 2dimG/B.
So the proof of the following is complete:
Theorem 8.5.2. For arbitrary genus and any k ≥ 0, any tuple of diagonal matrices
C1, . . . , Ck satisfying the genericity assumption, the corresponding character variety
satisfies curious Lefschetz with middle weight equal to the dimension.
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