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We propose a scheme to realize optical quantum memories in an ensemble of nitrogen-vacancy
centers in diamond that are coupled to a micro-cavity. The scheme is based on off-resonant Raman
coupling, which allows one to circumvent optical inhomogeneous broadening and store optical pho-
tons in the electronic spin coherence. This approach promises a storage time of order one second
and a time-bandwidth product of order 107. We include all possible optical transitions in a 9-level
configuration, numerically evaluate the efficiencies and discuss the requirements for achieving high
efficiency and fidelity.
PACS numbers:
Quantum memories for optical photons [1–3] are es-
sential elements for photonic quantum information pro-
cessing. Long-distance quantum communication based
on quantum repeaters [4, 5] requires optical quantum
memories. They can also be used in conjunction with
probabilistic photon pair sources in order to realize de-
terministic single-photon sources [6], which are necessary
for linear optical quantum computation [7]. The cur-
rently leading physical realizations of quantum memo-
ries include vapor cells, rare-earth ion doped crystals and
cold atoms [8–12], where the use of ensembles [13] facil-
itates efficient coupling to photons. However, because
of the physical dimensions or complexity of the trapping
mechanism, these implementations do not seem to be well
suited for miniaturization, which will be required for inte-
grated on-chip photonic quantum information processing
architectures [14].
Negatively charged nitrogen-vacancy (NV−) centers in
diamond are attractive systems for implementing micron-
scale optical quantum memories. NV− centers demon-
strate strong coupling to optical photons, which can be
further enhanced via optical microcavities [15]. Entan-
glement between an optical photon and the electronic
spin of a single NV− center [16], and between electronic
spins of two distant NV− centers [17] have recently been
demonstrated. Ground state electronic spin coherence
times of 0.6 s have been shown using dynamical decou-
pling [18]. The electronic spin coherence in NV− ensem-
bles has been used for storage and retrieval of microwave
photons, see [19]. However, storing quantum states of
optical photons remains challenging. In contrast to rare-
earth ion doped crystals [8, 20], NV− centers exhibit
a relatively short excited state lifetime, which prevents
long-lived storage based on optical coherences. Electro-
magnetically induced transparency (EIT), which is based
on application of a resonant control beam in a Λ-level
configuration, has been implemented [21, 22]. This could
be an approach to use the ground state spin coherence to
store optical photons. However, optical inhomogeneous
broadening and interference due to closely-spaced excited
states make it difficult to achieve high EIT contrasts [22],
and the resulting loss prevents quantum storage of opti-
cal photons.
In this letter, we propose to use an off-resonant Raman
coupling approach [9, 23] that allows one to circumvent
the excited state inhomogeneous broadening, see Fig. 1.
In our scheme, we consider an ensemble of NV− centers
coupled to an optical microcavity. The NV− ensemble
is initialized in a ground state and interacts with a cav-
ity field and a control field pulse. For storage, the input
field is coupled to the cavity and the control field pulse
is simultaneously applied to the ensemble. This results
in storing the optical photon and generating a collective
spin excitation. For retrieval, one can apply a similar
control field pulse to read out the spin excitation and
generate a photon in the cavity’s output. The NV− en-
semble is considered under a very high external static
electric field and a low magnetic field in order to achieve
the desired optical polarization selection rules.
We now describe the level structure of NV− centers.
Each NV− center consists of six contributing electrons
in the C3v symmetry that is imposed by the diamond
crystal lattice [1, 25]. The electronic configuration con-
sists of six excited states and one ground state triplet.
Neglecting hyperfine coupling with the nuclear spin, the
ground eigenstates under external electric and magnetic
fields can be shown to be
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FIG. 1: (Color online) Raman quantum memory scheme.
The figure shows the 9-level configuration of the electronic
ground and excited states for a NV− center. Initially, a mi-
crowave π-pulse transfers the population from |0〉 to |+〉. An
xˆ-polarized signal photon is coupled into a cavity to be stored.
For storage, a collective spin excitation is generated through
off-resonant coupling to the xˆ-polarized cavity field and the
yˆ-polarized control field. For retrieval, a similar control field
pulse is applied to read out the stored excitation. ∆ is the
cavity and control field detuning from the excited state.
√
Egsx
2
+ Egsy
2
, see [26]. Egsx,y and B
gs
z are the ground-
state energy shifts due to electric and magnetic fields
according to the relevant dipole moments and g-factors
[27]. The energy splitting between |±〉 states is given by
2
√
Egs⊥
2
+Bgsz
2
. In the above description |S = 1,ms =
0,±1〉 are the NV− center’s ground configuration states
ΦcA2,1,{0,±1}, where S = 1 shows the total spin for the
NV− center’s ground state triplet, see Table 1 in [1].
Likewise, one needs to consider the effect of external
static electric and magnetic fields on the excited states.
For this purpose, we derive spin-orbit and spin-spin in-
teraction Hamiltonians in the configuration basis for the
excited state triplets, see the supplementary information
[28].
Originally, an ensemble of oriented NV− centers, see
below, are prepared in the ΦcA2;S=1,ms=0 ground state us-
ing off-resonant optical pumping [29]. As shown in Fig.
1, a preparation microwave π-pulse prepares all NV− cen-
ters in the |+〉 (with mI = 0) ground state. An imper-
fect preparation may result in either exciting some of the
NV− centers to the |−〉 state or addressing multiple hy-
perfine levels corresponding to the |+〉 state. Since our
regime of parameters will result in electronic spin split-
tings larger than the hyperfine splitting, the bandwidth
of the preparation π-pulse should be narrow compared
with the hyperfine splitting of 2.2 MHz to avoid coupling
TABLE I: The following table shows coupling ratios
|gx(j, k)/gx(+, 9)| for coupling to an xˆ-polarized light.
The electric and magnetic field splittings are, Eesx =
120GHz,Besz = 10kHz and E
es
y,z = B
es
x,y = 0.
k=4 k=5 k=6 k=7 k=8 k=9
j = 1, |0〉 < 10−4 < 10−4 0.0006 1.0003 < 10−4 0.0585
j = 2, |+〉 < 10−4 < 10−4 0.0253 0.0585 0.0015 1
j = 3, |−〉 0.0050 0.0182 < 10−4 0.0001 1.0019 0.0015
to multiple hyperfine levels. At the same time, the mi-
crowave pulse bandwidth should at least be comparable
with the spin inhomogeneous broadening of 200 kHz (see
below).
It is crucial to determine polarization selection rules
in order to study all active transitions in the light-NV−
interaction Hamiltonian. We consider ground eigenstates
in Eq. (1) and excited states that are derived from Eqs.
(S1,S2) in the supplementary information [28]. Taking
into account that 〈a1|xˆ·~r|ex〉 and 〈a1|yˆ ·~r|ey〉 are non-zero
[25], where a1,2 and ex,y denote single electron orbital ba-
sis given by linear combination of the dangling orbitals,
we find all possible optical transitions for xˆ, yˆ polarized
light from ground eigenstates to any of the excited states,
see Table I and [28]. At a very low magnetic field, an ex-
ternal electric field mixes ΦcA2;1,±1 ground states to |±〉
states that are shown in Eqs. (1). In addition, the ex-
ternal electric field (in the x direction, where the z di-
rection is defined by orientation of the NV− centers and
x is along one of the reflection planes) results in split-
ting of the excited states to the Ex and Ey branches,
[1, 25, 30]. As a result, one can couple transitions from
|±〉 states to the excited states through linearly polar-
ized photons. This is crucial to avoid complications in
coupling NV− centers to laterally confined cavities such
as micro-ring and photonic crystal cavities that generally
lack polarization degeneracy in their modes (in contrast
with planar Fabry-Perot-type cavities which can have po-
larization degeneracy).
Let us describe the dynamics of this system. First,
free evolution of the system is given by H0 =
~ωca
†a +
∑N
i=1
∑
j=1..9 e
i
jσˆ
i
jj , where ωc is the cavity’s
central frequency, a(a†) is the cavity photon’s annihila-
tion(creation) operator and σˆiµν = |µ〉i〈ν|. The eigenen-
ergies of the ith NV− center eij are given by ground and
excited state Hamiltonians, where j = 1 . . . 3 refers to |0〉,
|+〉 and |−〉 ground states, respectively. j = 4 . . . 9 de-
note the excited eigenstates, where j = 4 and j = 9 refer
to the lowest and highest energy excited states. In the
present scheme, NV− centers interact with x-polarized
cavity and y-polarized control fields. The interaction
Hamiltonian is given by,
Hint = −~
N∑
i=1
∑
j=1..3
∑
k=4..9
EˆG(j, k)σˆikje−iωct (2)
+Ω(j, k)σˆikje
−iω2t + h.c.,
3where Eˆ = aeiωct, G(j, k) = gx(j, k)dzpl
√
ωc
2~ǫV and
Ω(j, k) = dzplgy(j, k)
E2
2~ . E2 and ω2 are amplitude and
frequency of the control field, and gx,y(j, k) =
~µjk·xˆ,yˆ
|µjk| ,
where ~µjk = 〈j|~r|k〉. The transition dipole moment of the
zero phonon line (zpl) is given by dzpl =
√
3π2ǫ0~c3γzpl
ndω30
,
where nd is diamond’s refractive index and ω0 is the tran-
sition frequency that is associated with λ = 637 nm. The
above definition of dzpl is based on γzpl = 0.035γ, where γ
is the radiative decay rate [27]. This takes into account
that only few percent of the emission from the excited
state is associated with the zero-phonon line. Note that
the broad phonon sidebands do not affect the proposed
process as they are a few nanometers detuned from the
inhomogeneously broadened zero phonon line.
One can rewrite the total Hamiltonian in terms
of collective optical polarization operators σˆ(1,2)k =∑N
i=1 σˆ
i
(1,2)ke
iωct, σˆ3k =
∑N
i=1 σˆ
i
3ke
iω2t and σˆµµ =∑N
i=1 σˆ
i
µµ, where N is the total number of NV
− centers,
k = 4 . . . 9 and µ = 1 . . . 9. Using the Heisenberg equa-
tion,
˙ˆO = i
~
[H, Oˆ]+ ∂Oˆ∂t , we find the dynamics of the cav-
ity field operator and the collective operators describing
the spin and optical polarizations and populations, see
the supplementary information [28]. In our model, we in-
clude relevant decay and decoherence rates. Specifically,
optical inhomogeneous broadening (γe), spin inhomoge-
neous broadening (γs) and excited state radiative decay
(γ) are included in the dynamics of the optical polariza-
tions, spin polarization and level populations. Nonlinear
contributions in these dynamical equations for collective
operators can be ignored if the number of NV− centers
is much larger than the number of input photons [2, 32].
Due to linearity of the dynamics, one can solve the same
dynamical equations to find solutions to the single exci-
tation wavefunctions of the corresponding collective op-
erators [2, 13], see below. For example, the single spin
excitation wavefunction is given by the dynamics of σˆ23.
One can also derive the dynamics of the cavity field
operator. Given that the cavity decay rate is the fastest
rate in the system, we can use adiabatic elimination to
simplify the cavity field dynamics [32]. This leads to
Eˆ(t) = 1
κ
{
√
2κEˆin(t) + i
∑
j=1,2
∑
k=4..9
G∗(j, k)σˆjk (3)
+i
∑
k=4..9
G∗(3, k)σˆ3ke−i(ω2−ωc)t},
where Eˆin(t) is the annihilation operator corresponding
to the input signal. The cavity input-output equation,
Eˆout(t) = −Eˆin(t) +
√
2κEˆ(t), in combination with the
above considerations allows one to analyze the proposed
memory scheme and study its performance, see [2, 32] for
similar treatments.
The total efficiency is found based on ηtot =∫ |Eout(t)|2dt∫ |Ein(t)|2dt , where Ein,out(t) = 〈0|Eˆin,out(t)|1〉 is the sin-
gle photon wave function. Here |1〉 is the single photon
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FIG. 2: (Color online) Simulation results of storage and re-
trieval of input pulse (black dashed line). The blue solid
line presents the cavity output field. Simulation parame-
ters: pulse bandwidth ∆ω=110 MHz, excited state inhomo-
geneous broadening, γe=1 GHz, spin inhomogeneous broad-
ening γs=200 kHz. The detuning from the excited state,
∆ = 0.8 GHz (other parameters are provided in the main
text). This results in 91% absorption efficiency and 81% to-
tal efficiency. The red dash-dotted line is associated with the
noise intensity (multiplied by 10 for clarity), corresponding to
1% total noise probability. This gives 99% conditional fidelity,
see text for more details.
input state. One can also find the storage efficiency by
using ηs = 1−
∫
dt|Esout(t)|2∫
dt|Ein(t)|2 , where Esout(t) is the field that
is lost during storage. This is justified as there will be
almost no population in the excited states during the
storage process and therefore the radiative decay does
not introduce a significant loss channel.
We consider generated noise at the output that is due
to non-zero coupling of the control field to |+〉 → |k〉
transitions, where |k〉 refers to any of the excited states.
Note that contributions from the lower branch of the ex-
cited states are suppressed due to a significant splitting
of 240 GHz (see below). We calculate the noise by finding
the output field in the absence of input field, which gives
rise to a non-zero probability of detecting a photon at the
output. This results in reduction of the storage fidelity.
Using total probabilities for reading out the signal and
the noise we can estimate the conditional fidelity based
on 1− PnoisePsig , see [3].
In Fig. 2, we show the results of our numerical so-
lution to the differential equations for single collective
excitation wavefunctions and Eq. (3) based on the as-
sumption that all of the NV− centers are initially in the
|+〉 state. We show a Gaussian input signal intensity,
|Ein(t)|2, which has pulse duration of τ =40 ns at 1/e
of the maximum of the intensity. We find that this 40
ns input pulse is being stored with a storage efficiency
of ηs ≈ 91%. For retrieval, the state of the stored spin
excitation is used as the initial state of the dynamics
with no input field present. Using the control field, Ω(t),
4we can read the stored excitation out. For the above
mentioned parameters we calculate the total efficiency
of ηtot = 81%. The total efficiency can be enhanced by
increasing the control field strength. However, in the
regime where Ω
2
∆ τ ≈ 1 the AC Stark shift affects the out-
put field shape. The AC Stark shift can be compensated
by a proper phase modulation on the control pulse [9, 33].
This allows one to approach the ideal retrieval efficiency
[2]. In practice, a non-ideal fiber-to-cavity coupling could
result in another source inefficiency. Recently, a highly
efficient optical fiber to cavity coupling has been shown,
see [34].
Our results in Fig. 2 depend on several physical param-
eters including the external electric and magnetic fields,
which determine the transition dipole moments, in addi-
tion to the characteristics of the ensemble and the cavity.
The performance of the quantum memory scheme also
depends on the detuning, ∆, because of the coupling to
neighboring excited states. The large number of parame-
ters and complications due to the level structure make a
systematic optimization very difficult. Below, we explain
physical requirements for achieving the shown results.
Coupling of the control field to the |+〉 → |k = 8〉 tran-
sition, see Table I in [28], may result in noise through off-
resonant scattering of a xˆ-polarized photon via |k = 8〉 →
|−〉 transition. In order to suppress this effect, ∆ can-
not be much larger than the energy splitting of these two
excited states (j = 8, 9) that is about 1.5 GHz. Here,
we assume ∆ = 0.8 GHz (as shown in Fig. 1) and an
optical inhomogeneous broadening of 1 GHz. In [35], au-
thors present a sample with NV− density of about 8000
NV/(µm)3 that have an optical linewidth at FWHM of
10 GHz. Here, we require a minimum NV ensemble den-
sity of about 50 NV/(µm)3 oriented NV− centers (this
is based on number of NV− centers that are assumed for
the simulation that are given below). One can employ
spectral hole burning techniques [36] to reduce the opti-
cal inhomogeneous broadening down to the 1 GHz range.
In [37], production of ensemble of preferentially oriented
NV− centers has been shown. Further development of
this work will allow to suppress one of the two preferen-
tial orientations, see [37]. In addition, in the high electric
field (strain) regime that we are interested in, an appro-
priately chosen electric field direction may allow one to
suppress contributions from the unwanted orientations of
the NV− centers.
For the numerical simulation in Fig. 2, we setN = 100,
and for this size of an ensemble, only a relatively mod-
erate cavity quality factor of Q = 1100 is required. The
correspondingly modest density of NV− centers is com-
patible with achieving low optical and spin inhomoge-
neous broadening. Our choice of the cavity quality factor
is well-justified as higher cavity quality factors have been
achieved for a single NV− center in a cavity; see [38, 39].
The assumed cavity quality factor results in a cavity am-
plitude decay rate of κ/2π = ωc2Q = 210 GHz, which is by
far the fastest rate in the system and justifies the adia-
batic elimination in the derivation of Eq. (3). The mode
volume is V = 100( λnd )
3. A maximum Rabi frequency
of (Ω0/2π)
2 = 1 (GHz)2 per 1mW of control field power
can be achieved for a beam waist of 8 µm. Here we con-
sidered maximum control field powers of 0.8 mW and
6.7 mW for read-in and read-out, respectively, and the
control field pulse shape for storage and retrieval are set
to be identical to the signal. The cavity must efficiently
couple to xˆ-polarized light (polarization of input/output
signals). The yˆ-polarized control field is simultaneously
applied from a different direction. Having opposite po-
larizations for the signal and control fields is beneficial for
the scheme as it prevents excessive noise that depends on
the power of the control field and lowers the conditional
fidelity.
The polarization selection rules are determined by the
external electric and magnetic fields. Here, Eesy = E
gs
y =
0 and Eesx =120 GHz, with corresponding E
gs
x = 3.4
MHz. A low magnetic field strength is assumed such
that it causes Besz = 10 kHz and B
gs
z = 9.9 kHz split-
tings. These give the splitting of approximately 6.8 MHz
between |+〉 and |−〉 ground states, see Eqs. (1). En-
ergy shifts of 17 Hz/(V/cm) and 2.8 MHz/G are expected
for non-axial electric field and axial (parallel to the NV
axis) magnetic field. The non-zero magnetic field is ad-
vantageous because of creating an imbalance between
couplings to the two highest-energy (competing) excited
states, see Table 1 and 2 in the supplementary informa-
tion [28], which is in favor of storage with high efficiency
and fidelity. According to these coupling coefficients, a
magnetic field of about 3.5 mG and an electric field of 20
V/µm will be required to achieve the above-mentioned
energy shifts. It has to be noted that the energy shift due
the electric field can be applied by employing a properly
oriented external strain.
Here we assumed the spin inhomogeneous broadening
of 200 kHz, see [22]. This relatively narrow spin inho-
mogeneous broadening provides a storage time of 200 ns
without a significant impact on the retrieval efficiency
(reduced by a factor of 0.96) without application of any
rephasing π-pulse. Applying a dynamical decoupling
pulse sequence, such as a series of rephasing π-pulses,
can extend the storage time by many orders of magnitude
[32, 40]. The longest spin coherence lifetime measured to
date using dynamical decoupling is 0.6 s [18]. Thus, a
time-bandwidth product up to 107 may be possible in
our scheme.
In conclusion, we proposed a scheme based on off-
resonant Raman coupling for storage of optical photons
in an ensemble of NV− centers that are coupled to a
microcavity. High efficiencies are possible with realistic
parameters, and using dynamical decoupling techniques,
we expect that long storage times can simultaneously be
achieved. The realization of an on-chip, efficient and
long-storage-time optical quantum memory is therefore
feasible owing to recent advances in NV technology. Re-
cent results on coupling the ground-state electronic spin
of NV ensembles to superconducting flux qubits in com-
bination with the present proposal might provide a foun-
5dation for a hybrid architecture [41] that is capable of
quantum communication and information processing us-
ing photons, NV− centers and superconducting circuits
[42–44].
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1Supplemental Material for “Raman quantum memory based on an ensemble of
nitrogen-vacancy centers coupled to a microcavity”
I. NV− CENTERS IN HIGH STRAIN REGIME
In this section we present the Hamiltonian for NV− centers under external static electric and magnetic fields. We
use the Hamiltonian to derive optical transitions for xˆ and yˆ polarizations.
Table 1 in [SI1] shows the spin-orbit and configuration basis states for a negatively charged NV. Using table 2 and 3
in [SI1], we derive the spin-orbit and spin-spin interaction Hamiltonian in the configuration basis for the excited state
triplets that is represented by {Φci}i=1..6 = {ΦcE,x;1,0,ΦcE,x;1,1,ΦcE,x;1,−1,ΦcE,y;1,0,ΦcE,y;1,1,ΦcE,y;1,−1}. The following
Hamiltonian is the resulting spin-orbit and spin-spin Hamiltonian.
Hso,ss =


−2D2A1 D2E2√2 −
D2E2√
2
0 − iD2E2√
2
− iD2E2√
2
D2E2√
2
D2A1 D2E1
iD2E2√
2
iλ‖ −iD2E1
−D2E2√
2
D2E1 D2A1
iD2E2√
2
iD2E1 −iλ‖
0 − iD2E2√
2
− iD2E2√
2
−2D2A1 −D2E2√2
D2E2√
2
iD2E2√
2
−iλ‖ −iD2E1 −D2E2√2 D2A1 −D2E1
iD2E2√
2
iD2E1 iλ‖
D2E2√
2
−D2E1 D2A1


(S1)
where D2A1 = 1.42/3GHz, D2E2 = 0.2/
√
2GHz, D2E1 = 1.55/2GHz and λ‖ = 5.3GHz are representing the spin-spin
and spin-orbit interactions. Note that there are differences between some of the coefficients in this Hamiltonian and
Eq. (19) in [SI1]. Despite having similar eigen-energies, differences in eigenstates can be crucial for deriving the
correct optical polarization selection rules.
In this basis the Hamiltonian for external electric and magnetic fields acquires the following simple form
Helec,mag =


−Eesx 0 0 Eesy 0 0
0 −Eesx +Besz 0 0 Eesy 0
0 0 −Eesx −Besz 0 0 Eesy
Eesy 0 0 E
es
x 0 0
0 Eesy 0 0 E
es
x +B
es
z 0
0 0 Eesy 0 0 E
es
x −Besz


(S2)
where Besz is the energy shift due to the axial magnetic field and E
es
x,y are the excited-state energy shifts associated
with external electric field components in the x − y plane perpendicular to the NV axis . We diagonalize the total
Hamiltonian (Hso,ss +Helec,mag) in order to find the energies of the excited levels and their states as a superposition
of the spin-orbit states (the basis).
II. OPTICAL TRANSITION (SELECTION RULES)
Based on all of the above considerations and the results in Eq. (1) in the paper, we find the polarization selection
rules from ground states to the excited states in the high electric field and low magnetic field condition, such that the
|S = 1,ms = ±1〉 states are mixed, i.e. Egs⊥ ≫ Bgsz . This approach allowed us to include all optical transitions due
to the coupling to cavity and control fields in the present scheme.
For this purpose, we find excited eigenstates from the total Hamiltonian for the excited states of NV− centers that
includes Hso,ss and Helec,mag , see Eqs. (S1,S2). The k
th excited eigenstate can be represented as |k〉 =∑i=1..6 ckiΦci ,
where Φci denotes the configuration states shown above. In [SI1], these states are shown in terms of |a1a¯1exe¯xeye¯y〉
states, where {a1, ex, ey} are single electron orbitals and the overbar denotes spin-down. Using this representation
for the ground and excited eigenstates and 〈a1|xˆ · rˆ|ex〉 = 〈a1|yˆ · rˆ|ey〉, we examine all possible optical transitions
from ground to excited states. The following table show coupling ratios |gy(j, k)/gy(−, 6)| for transitions from ground
states |0,±〉 to excited states |k〉 for coupling to y-polarized light. Similar results for coupling ratios |gx(j, k)/gx(+, 6)|
for x-polarized light are presented in Table I in the paper.
The significant splitting of 240 GHz between the upper and lower branches of the excited suppresses off-resonant
couplings to the lower branch due the relatively small detuning of 0.8 GHz.
2TABLE I: The following table shows coupling ratios |gy(j, k)/gy(−, 9)|, where gy(j, k) =
~µjk·yˆ
|µjk|
and ~µjk = 〈j|~r|k〉. The electric
and magnetic field splittings are, Eesx = 120GHz,B
es
z = 10kHz and E
es
y,z = B
es
x,y = 0.
|k = 4〉 |k = 5〉 |k = 6〉 |k = 7〉 |k = 8〉 |k = 9〉
j = 1, |0〉 38.5440 9.3371 < 10−4 < 10−4 0.0229 < 10−4
j = 2, |+〉 9.3350 38.5372 0.0584 < 10−4 0.7473 0.0015
j = 3, |−〉 0.0137 0.0567 39.6461 0.0827 0.0011 1
III. DYNAMICAL EQUATIONS FOR OPTICAL POLARIZATIONS AND SPIN EXCITATION
The following shows examples from a larger set of dynamical equations that are derived from the Heisenberg
equations. Here, we include the spin and optical inhomogeneous broadenings in the equations. A similar approach
in [SI2] has been used to analyze storage in a 3-level configuration. The dynamics of the optical polarization for
|+〉 → |k = 9〉 transition is as follows
˙ˆσ29 = (i∆− γ/2− γe)σˆ29 + iG(2, 9)N Eˆ + iG(3, 9)Eˆ σˆ23eiδgt + iΩ(2, 9)Ne−iδgt + iΩ(3, 9)σˆ23, (S3)
where δg = ω2 − ωc. This approach is adequate for treating the inhomogeneous broadening in the present context
[SI2]. For treatment of echo rephasing pulses, inhomogeneous broadening must be modeled by explicitly including
distribution of frequencies. Similarly, the spin polarization dynamics is given by
˙ˆσ23 = −γsσˆ23 − iΣk=4..9G(2, k)Eˆ σˆk3 +Ω(2, k)σˆk3e−iδgt − Eˆ†G∗(3, k)σˆ2ke−iδgt − Ω∗(3, k)σˆ2k. (S4)
For finding the single photon wavefunction of the cavity field based on the Eq. (3) in the paper, we require to find
a solution to single excitation wavefunctions of spin and optical polarizations. This is performed through integrating
over all dynamical equations in a this 9-level configuration and assuming that all of the NV− centers are initialized
in the |+〉 ground state.
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