In this paper we investigate the problem of searching on d-dimensional arrays with partial order. We generalize Linial and Saks' search algorithm [2] for 3 dimension to arbitrary dimension d. Our new algorithms require at most
Introduction
In this paper, we investigate the problem of searching on multi-dimensional arrays with partial order. Suppose we are given a d-dimensional array ′ . Given a real number x, we want to search the array by comparing x with certain entries to decide whether x is in A n,d . The search complexity, denoted by τ (n, d), is the number of comparisons needed in the worst case.
In [2] Linial and Saks studied the above search problem. They observed for the case d = 2, it had been known that τ (n, 2) = 2n − 1 [1] . For general case d ≥ 2, they showed that the order of the search complexity is O(n d−1 ). More specifically, they proved that ( [2] , theorem 5.1) for d ≥ 2, n ≥ 1, . The upper bound function c 1 (d) was obtained by a straightforward search algorithm (which partitions A n,d into n isomorphic copies of A n−1,d and search each copy separately). Then they described a more efficient algorithm for 3-dimensional arrays and proved tight bounds on search complexity for d = 3 that τ (n, 3) = 3n 2 
+ O(n ln n).
An open problem left is whether the search algorithm for 3-dimensional arrays can be generalized to higher dimensions.
In this paper, we present new search algorithms on d-dimensional arrays for d ≥ 4, by generalizing the techniques in [2] to higher dimension. Our algorithms require at most
comparisons in the worst case. This implies that the upper bound on the search complexity can be explicitly expressed as
This bound is tight for d = 4, ignoring the lower order term O(n d−2 ). The rest of the paper is devoted to presenting the new algorithms. We start with the case where d = 4, which best illustrates the main idea in the algorithm, also it is easier to visualize the subspaces in this case. Then we describe the general algorithm for arbitrary d.
Searching On 4-Dimensional Arrays
We first prove a lower bound on the search complexity τ (n, 4). Let
It is easy to see that Q(n, 4) is a section of A n,4 (see the definition of section in [2] ), and there is no ordered chain in Q(n, 4) with more than two elements. Thus the search complexity is lower bounded by |Q(n, 4)|. Using simple combinatorial calculation, we can obtain that
In what follows, we present a 4 3 n 3 + O(n 2 ) search algorithm for the 4-dimensional array. The algorithm is optimal given the above lower bounds.
The main idea in the algorithm is to first search the "surfaces" (3-dimensional arrays) of A n,4 and then the problem reduces to searching a "smaller" array A n−2,4 . At a high level, searching the surface consists of two major steps:
• Step 1: Select 8 special 2-dimensional arrays and partition each into two subsets U and D where elements in U are greater or equal to x and elements in D are less then x. (The partition algorithm is described in Section 2.1.)
• Step 2: Search the 8 "surfaces" of A n,4 . The subsets U, D obtain in Step 1 help to "cut" each surface into a sequence of matrices that allow searching with less comparisons.
An Algorithm for Partitioning 2-Dimensional Arrays
A simple algorithm to search an m×n matrix with at most m+n−1 comparisons was described in [2] , we refer to this algorithm Matrix Search Algorithm. Based on this algorithm, we can design an algorithm to partition a 2-dimensional array A n,2 using at most 2n − 1 comparisons, since A n,2 is isomorphic to an n × n matrix. The partition algorithm returns either an entry (i 1 , i 2 ) if x = a i 1 ,i 2 or two arrays of length n representing the "boundary" of the partition. Below, we give the precision definition of input and output.
-Else output two arrays of integers A[n] and B[n] with the property:
Note that when x / ∈ A n,2 , the algorithm Partition 2-Dimension Array outputs two boundary arrays that together divide A n,2 into two subsets D and
. Similarly with B[n]. Therefore, we can represent the sets D and U using the boundary arrays A and B as follows:
The following lemma regarding the Matrix Search Algorithm will also be useful later.
Lemma 1 For a, b ≥ 0, an "a × b" matrix can be searched using at most a + b comparisons.
The Lemma still holds when a = 0 or b = 0 (this could be a 0 × 0 matrix so without minus one).
Searching the 4-Dimensional Array
Now we are ready to present our algorithm for d = 4. We first describe the two steps. Then we calculate the number of comparisons needed by the algorithm.
Step 1. Apply the algorithm Partition 2-Dimensional Array to the following eight 2-dimensional arrays. (The arrays are defined by fixing two of the subscripts to either 1 or n, thus reducing the number of dimensions by two.)
The partition algorithm outputs 8 pairs of mutually complementary sets
. . ,4) 1 such that:
For each pair, at most 2n − 1 comparisons are needed for the partition. For instance, with the pair {D 1,2 , U 1,2 } we have A 1,2 [n] and B 1,2 [n] with the property that if
Similarly other pairs have the same property. Totally we obtain 8 pairs of integer arrays
. At most 8×(2n−1) comparisons are needed in this step.
Step 2. Search the following eight 3-dimensional surfaces of A n,4 . (The eight surfaces are defined by setting one of the i k 's to either 1 or n, thus reducing the number of dimensions by one.) ,i 2 ,i 3 ,1 |i 1 , i 2 , i 3 = 1, 2, . . . , n}
Because of symmetry, we only need to show the search algorithm for the pair of 3-dimensional arrays
. Thus for fixed i 3 = k, only when a < i 2 ≤ n and b < i 4 ≤ n, a 1,i 2 ,k,i 4 possibly equal to x. From lemma 1 searching this (n − a) × (n − b) matrix needs at most (n − a) + (n − b) comparisons (this could be a 0 × 0 matrix). Notice that n − a is the number of elements
For all i 3 = 1, 2, . . . , n, the total comparisons needed to search q 1 is at most S(q 1 ) = |U 
1,2 , i 3 = k}|, the total comparisons needed to search q 1 ′ is at most S(q 1 ′ ) = |D 4,1 | + |D ′ 1,2 |. Similarly, we can search all the eight 3-dimensional arrays and the number of comparisons needed for each array is:
Therefore, searching the eight 3-dimensional arrays needs at most
Steps 1 and 2 leave an (n − 2) 4 4-dimensional array
From this recursion we can get 
Using algorithm Partition 2-Dimensional Array, at most 2n − 1 comparisons are needed for each fixed i k+1 , . . . i k+d−4 . Thus with at most n d−4 · (2n − 1) comparisons we can get two integer arrays of length n d−3 , denoted by A k−2,k−1 and
Thus m k can be divided into two subsets D k−2,k−1 and U k−2,k−1 with the following properties:
Similarly with B k−2,k−1 .
Step 1. For k = 1, 2, . . . , d, use the algorithm above for all the following (d − 2)-dimension arrays (totally 2d)
We get 2d pairs of mutually complementary sets
For each pair, there are two (d − 3)-dimensional arrays. For instance, with the pair D k−2,k−1 and U k−2,k−1 we have A k−2,k−1 and
Step 2. Search the 2d (d − 1) arrays which are defined by fixing one of the subscripts to either 1 or n.
By symmetry, we only consider the (d − 1)-dimension array
From (3), if an element in q 1 equals to x it must have (i 3 , . . . , i d ) ∈ U 1,2 and (i 2 , . . . all (i 3 , . . . , i d−1 )'s, the total comparisons needed searching q 1 is at most S( 1, 2, ...d, the 2d (d − 1) -dimension arrays can be defined and the number of comparisons can be computed similarly. for n > 2
From the recursion we can get
The following theorem summarizes our main results. 
Discussions
In this paper we give an algorithm searching d-dimensional (d ≥ 4) array with a partial order. Our algorithm uses . To the best of our knowledge, it is the best lower bound. However, applying the techniques in this paper, an algorithm with complexity meet this lower bound hasn't been found (Our algorithm takes 5 4 n 4 + O(n 3 ) comparisons). So it is still interesting to give a complete answer to this problem.
