Climate model simulations of changes to Earth's energy budget are fundamental to improve understanding of both historical and future climate change. However, coupled models are prone to ''drift'' (i.e., they contain spurious unforced trends in state variables) due to incomplete spinup or nonclosure of the energy budget. This work assesses the globally integrated energy budgets of 25 models in phase 5 of CMIP (CMIP5). It is shown that for many of the models there is a significant disagreement between ocean heat content changes and net top-of-atmosphere radiation. The disagreement is largely time-constant and independent of forcing scenario. Furthermore, most of the nonconservation seems to occur as a result of energy leaks external to the ocean model realm. After drift correction, the time-varying energy budget is consistent at decadal time scales, and model responses to climate forcing are not sensitive to the magnitude of their drift. This demonstrates that, although drift terms can be significant, model output can be corrected post hoc without biasing results.
Introduction
Anthropogenic climate change is essentially an energy balance problem. The planet receives incoming shortwave solar radiation (SW in ), some of which is reflected back to space (SW out ), and the remainder is absorbed and reemitted as longwave thermal radiation (LW out ). A sustained nonzero sum of these three radiative components (netTOA) indicates disequilibrium (i.e., a net loss or gain of heat into the planet). Increased greenhouse gas concentrations impede LW out , causing the tropospheric temperatures to increase and thus increase LW out following the Stefan-Boltzmann law, in order to restore radiative equilibrium. It takes a considerable time period to restore equilibrium, and in the meantime there is a positive netTOA and the Earth system is absorbing heat. The observed 2006-13 netTOA was 0.4-0.6 W m 22 averaged over the planet's surface (Roemmich et al. 2015) . The ocean is by far Earth's largest heat sink, and it is estimated that .90% of this excess trapped energy is absorbed by the oceans (Rhein et al. 2013) , increasing ocean heat content and leading to thermosteric sea level rise (Kuhlbrodt and Gregory 2012; Church et al. 2013) . Climate model simulations of changes of Earth's energy budget are fundamental to improving our understanding of both historical and future climate change. One of the essential characteristics of the climate system is the close correspondence between changes in the netTOA and global ocean heat content (OHC), which represents Earth's primary energy store (Palmer et al. 2011) . Climate model simulations suggest that the ocean becomes the dominant term in Earth's energy budget on a time scale of about 12 months (Palmer and McNeall 2014) .
A separate but related issue is the question of model ''drift,'' where drift is a spurious trend in any state variable that generally persists throughout the length of a model simulation (Sen Gupta et al. 2013) . Drift may occur in part because of insufficient spinup, when a model is still adjusting from its initialized state to its preferred equilibrium climate. Preindustrial control (piControl) simulations from phase 5 of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012 ) are run using a common equilibrium solar forcing. Data resulting from the spinup procedure are rarely submitted to the CMIP5 archive by the modeling groups, although in practice spinup may take many centuries and even millennia for coupled models, and because of computational expense models may retain some drift due to spinup. Driftlike characteristics may also arise due to errors or missing terms in the model's energy budget, which we refer to here as energy leaks. As we will demonstrate, even relatively small energy leaks, when integrated over century scales, can cause significant spurious trends to appear. Since the ocean is the dominant inertial term in Earth's energy budget, these energy imbalances accumulate in the ocean, causing drift in ocean variables, especially temperature and its related quantity, ocean heat content. Although drifts can be accounted for by methods of varying degrees of complexity, there may be some ambiguity as to whether a control run trend is drift or a valid long-term mode of variability (Sen Gupta et al. 2013) . Analysis of the global energy budget, and any associated energy leaks, may provide a more physically based insight into the most appropriate form of climate model drift correction, at least for globally integrated quantities; at regional scales there may be spurious redistributions of energy that are not evident in global integrals.
The purpose of the current work is to assess the representation of this first-order balance between netTOA and OHC in state-of-the-art climate model simulations conducted under CMIP5. We will discuss the implications for energy conservation in the models and the associated model drift characteristics (Sen Gupta et al. 2013) , which must be corrected for in simulations with imposed external climate forcings.
Method
The model output are taken from the CMIP5 archive, and unless stated otherwise are from the piControl experiment. This simulation represents an estimate of unforced equilibrium climate and includes variability on a range of time scales arising from the emergent properties of the coupled climate system (e.g., ENSO). The 25 CMIP5 climate models included in this study are summarized in Table 1 . All variables were obtained from the CMIP5 archive at monthly temporal resolution and were converted to annual means. To avoid any seasonal biasing of the results, a time weighting based on each model calendar month was used to calculate the annual means.
In addition to the piControl simulations, the sensitivity of model energy imbalances to the presence of external forcings was tested using data from the CMIP5 historical and representative concentration pathway 8.5 (RCP8.5) experiments (Meinshausen et al. 2011) . The historical simulations were run by forcing the models with estimates of the observed anthropogenic (greenhouse gas, ozone depletion, and anthropogenic aerosols) and natural (solar and volcanic) forcing agents, and represents a simulation of climate for the period 1850-2005. The RCP8.5 experiments were run from the end of the historical simulations to the year 2300, using projected anthropogenic emissions under a ''business as usual'' scenario (i.e., no societal attempt to reduce greenhouse gas emissions over the twenty-first century). This represents the strongest forcing scenario in the CMIP5 suite. We used one ensemble member from each model for all the experiments.
The relationship between drift and model climate sensitivity was explored using output from the 1% yr 21 increasing CO 2 experiment (1pctCO2). The transient climate response (TCR; Cubasch et al. 2001 ) was estimated for each model by calculating the increase in global mean surface air temperature (CMIP5 variable name tasga) between the 20-yr mean centered on year 70 of the 1pctCO2 (at 70 yr is equivalent to a doubling of CO 2 at 1% yr 21 ), and the piControl 20-yr mean immediately prior to the branch off of the 1pctCO2 experiment from the piControl mean. The difference was drift corrected using a first-order linear trend of the complete piControl simulation. The analysis presented here compares the temporal evolution of three globally integrated energy budget variables. The netTOA was calculated by summing the model SW in , SW out , and LW out at a grid point, and then calculating the areal integral. The net ocean surface heat flux (netSFC) was calculated by integrating the model output net surface heat flux (hfds in the CMIP5 variable nomenclature), where available. We did not attempt to calculate this flux from components because each model has a subtly different surface energy balance formulation, which becomes a complicating factor (and possible source of error) when dealing with large numbers of different models. OHC was calculated by integrating the seawater potential temperature over the complete ocean volume, and multiplying by constant values of density r o and specific heat capacity c po . This implicitly assumes that the mass of the simulated oceans is fixed, which is not the case since almost all of the models have some ocean mass drift (see Fig. S1 in the supplemental material). To demonstrate that this assumption is valid, Fig. S2 ing r o and c p , using the same uniform distributions of temperature T, salinity S, and pressure P in the ranges 358 $ T $ 08C, 40 $ S $ 0 psu, and 5000 $ P $ 0 dbar (1 dbar 5 10 4 Pa), and taking the extreme values of r o c p . This range results in an uncertainty of ocean heat content of just 3%. Figure 1 shows the evolution of the piControl annualmean OHC (blue), the OHC induced the by timeintegrated netTOA (assuming that all netTOA energy were absorbed by the ocean, red), and where available the OHC implied by the net heat flux into the ocean (orange); anomalies were calculated with respect to the initial value of each time series. Recall that for an equilibrium climate (i.e., one with no external climate forcing) we would expect all three quantities to fluctuate around a mean value of zero. This is clearly not the case for any of the models, all of which show significant net gains or losses of energy over the length of the piControl runs. For some of the models the magnitude of this imbalance is equal to or greater than the current observed energy imbalance of 0.5 W m 22 (black dashed lines; Roemmich et al. 2015) . For most of the models shown, the gain or loss of energy is linear, implying a constant netTOA imbalance over time. IPSL-CM5B-LR has a significant curvature in the net energy gain, with the rate of gain decreasing over time. This curvature may be indicative of incomplete spinup (i.e., the model is still moving toward its preferred equilibrium state from its initialized state).
Results

a. Control run energy imbalance
Recall that for an energy-conserving climate model we would expect the ocean to absorb almost all of the energy input to the system, and hence the OHC change should account for 90%-100% of the netTOA (Palmer and McNeall 2014) . As Fig. 1 shows, there are often significant differences between the rate of OHC change and the netTOA. In most cases the rate of OHC change is less than that implied by the netTOA imbalance, although two models (GFDL CM3 and IPSL-CM5B-LR) have oceans that absorb more heat than is put into the system. In a few cases (CanESM2, GFDL-ESM2M, and MIROC-ESM) the OHC change has opposite sign of the netTOA. For the models that supplied surface heat flux, the agreement between OHC and netSFC is much better than between OHC and netTOA. In fact, the difference between dOHC/dt and netSFC is generally less than 10% of the total imbalance (Table 2 , column 2), although there are some outliers with relatively poor agreement between netSFC and dOHC/dt. This suggests that for most of the models, the majority of ocean temperature drift is due to surface flux forcings, and the greater part of difference between netTOA and dOHC/dt is explained by energy leaks in other components of the coupled models (e.g., atmosphere, land surface). The agreement between dOHC/dt and netSFC is not perfect, however, and there appear to be some energy leaks in the ocean models, albeit much smaller than elsewhere in the coupled models.
The time evolution of the nonconservation term (i.e., netTOA 2 dOHC/dt) is shown in Fig. 2 . To allow easier comparison between the models, which have a large spread in their mean nonconservation term, the results are shown as anomalies. Although Fig. 1 shows that the nonconservation term is time-constant for most of the models, Fig. 2 shows some interesting time-varying behavior in a few of the models. Several of the models have a trend in the nonconservation term. In some cases this trend acts to decrease the magnitude of the nonconservation (ACCESS1.0, CCSM4, CSIRO Mk3.6.0, HadGEM2-ES, and IPSL-CM5B-LR); that is, energy balance improves over time. However, a similar number of models have nonconservation terms that grow over time (BCC_CSM1.1, IPSL-CM5A-LR, MIROC-ESM, and MIROC5). We should note that the trends are too large to be explained by uncertainty in the ocean heat content parameter (r o c p ). It is also worth noting that compared to both the mean values and the variance of netTOA and dOHC/dt indicated in Fig. 1 , the trend and variance of the nonconservation term are small, and constant to a first-order approximation.
Although there are significant time-mean nonconservation terms in the models, this nonconservation is relatively stable over time; Fig. 1 shows that the nonconservation is dominated by a constant linear trend, and the variability of the nonconservation in Fig. 2 is small compared to the mean shown in Table 2 . This means that after consideration of this bias, the timevarying energy balance seems to be reasonably well represented in the models (Palmer and McNeall 2014) . Table 2 shows the regression coefficients between netTOA and ocean heat content change based on 10-yr averages. (At shorter time scales the netTOA and dOHC/dt may not be in equilibrium due to interannual redistributions of heat). Almost all of the models have regression coefficients that are greater than 0.8 (i.e., 80% of the ocean heat content change is explained by netTOA), close to what is expected in the real climate. This shows that after removal of the time-mean bias in netTOA, the models have a realistic energy balance.
(Note that the time-mean netTOA bias is physically equivalent to the first-order linear drift in OHC).
b. Nonconservation in forced simulations
Typically, the effect of energy nonconservation is accounted for in forced simulations by calculating the nonconservation (i.e., nonzero term) in piControl, and removing that value from the forced simulation. This assumes that nonconservation is not sensitive to external forcings, and in this section we test that assumption. As we have shown in Table 2 , after bias correction there is a good agreement between netTOA and dOHC/dt in the piControl run. However, it is possible that under different forcing conditions the energy imbalance characteristics may be amplified, bringing in to question the use of a control run for energy flux corrections. Because of the close relationship between energy imbalances and drift, this would also bring into question the use of control simulations for drift correction. Figure 3 compares the time-mean piControl nonconservation term with the same quantities for two forced experiments: historical and RCP8.5. If the piControl run represents the imbalance under all forcing scenarios, we expect the values in Fig. 3 to lie on the oneto-one line, and this certainly holds for the historical simulation (Fig. 3a) . The RCP8.5 is a much stronger radiative forcing than the historical simulation (indeed it is the strongest sustained forcing experiment in the CMIP5 design). Reassuringly, for the majority of the models the nonconservation term is the same in RCP8.5 as for their respective piControl runs, but a few models have small departures from the one-to-one relationship. This shows that for these models, the nonconservation term is sensitive to the imposed forcing scenario. This has implications for drift correction, since uncorrected nonconservation could potentially impact those models' responses to future forced climate change. For all three , the observed late-twentieth-century netTOA (Roemmich et al. 2015) . Annual-mean flux contributions were calculated by integrating monthly mean fluxes. experiments, the difference between the netSFC and dOHC/dt is at least an order of magnitude smaller than the netTOA 2 dOHC/dt term (Figs. 3c,d) , with no discernible change under the historical and RCP8.5 forcings. This further supports the hypothesis that the most important energy leaks occur outside the ocean component in most of the models.
For the three models that show differences in their nonconservation under forced scenarios (BCC_CSM1.1, CNRM-CM5, and IPSL-CM5A-LR), the time evolution of the imbalance is shown in Fig. 4 , concatenated across all three experiments (i.e., piControl-historical-RCP8.5). The change in energy imbalance under the historical forcing conditions is relatively modest compared to RCP8.5, with the only significant change being for IPSL-CM5A-LR, so it is perhaps not surprising that there is good agreement between the historical and piControl simulations. Under the stronger forcing conditions the nonconservation term starts changing in the early twenty-first century and does not stabilize for the length of the simulations. In all cases, whether positive or negative, the nonconservation term increases in magnitude. The maximum values of the nonconservation terms that are not accounted for by the respective piControl simulation are 20.22, 0.39, and 1.0 W m 22 for BCC_CSM1.1, CNRM-CM5, and IPSL-CM5A-LR, respectively (Table 2 , column 5), which are significant compared to the increase in netTOA due to the RCP8.5 forcing. These extra nonconservation terms persist after the climate forcing reaches its maximum in 2200, and because of the length of the RCP8.5 simulation we cannot see whether or how long the nonconservation terms would return to their piControl values. While it is beyond the scope of this paper to diagnose the models' energy budgets, it is interesting to consider possible sources of the change in nonconservation. A plausible and real response to strong climate forcing could be an increase in ocean stratification in regions of deepwater formation (e.g., the high-latitude North Atlantic) due to warming of the near-surface waters. This would reduce the downwelling of surface waters into the deep ocean and thereby reduce the deep ocean heat TABLE 2. The second column shows the percentage of total control run nonconservation term (i.e., netTOA 2 dOHC/dt) that can be explained by energy leaks in the ocean component, for models where the netSFC variable is available. Column 3 shows the piControl mean nonconservation term. Column 4 shows the regression coefficients between the control run netTOA and change in ocean heat content (dOHC/dt), after a 10-yr moving average was applied to each time series. Uncertainty ranges are derived from the standard error of the residuals, as well as the uncertainty in using fixed values of c p and r. Column 5 shows the maximum 10-yr mean nonconservation term in RCP8.5 that is not explained by the piControl mean [i.e., max(netTOA 2 dOHC/dt)j RCP8.5 2 mean(netTOA 2 dOHC/ dt)j piControl ]. uptake (Gregory 2000) , so the response shown by IPSL-CM5A-LR and CNRM-CM5 could be physically reasonable. However, the other models all show a modest intensification of the nonconservation term under the RCP8.5 forcing (Table 2) , whereas if the rate of ocean heat uptake were reducing across all models we would expect netTOA 2 dOHC/dt to increase in all the models, regardless of the sign of their uncorrected nonconservation term. It is also not clear under this scenario whether the climate response would absorb the heat elsewhere in the climate system or would act to increase outgoing longwave radiation (hence reducing netTOA). For example, an atmospheric absorption of approximately 0.4 W m 22 (as for CNRM-CM5) is equivalent to a rather drastic atmospheric warming of 1.2 K yr
21
, which is not the case in this particular simulation. On the other hand, a known response to climate forcing is the intensification of the global hydrological cycle and increased atmospheric humidity. The hydrological cycle is a particular and problematic source of energy leaks in climate models; atmospheric moisture imbalances of the order of 0. For example water freezes as snow in the atmosphere's cloud scheme, releasing latent heat; this snow ''falls'' into the separate land surface model where it melts, absorbing latent heat. Not only must each component track these energy terms, but also a coupler must balance them. Under a forced intensification of the hydrological cycle, these energy leaks could well be magnified. This is just one example of the many transfers of mass and energy between different model components, and serves to highlight the difficulties of achieving a closed energy budget in a coupled framework.
Another question is whether the magnitude of energy imbalances in the models can impact the magnitude of forced response for variables that are indirectly related to the energy budget. Figure 5 compares the model piControl run energy biases with the TCR. None of the energy balance variables (netTOA, dOHC/dt, and the nonconservation term) seems to be a useful predictor for a model's TCR, and this was confirmed by performing a cross-correlation between TCR and the energy balance variables. Visual inspection of Figs. 5a and 5c might suggest that the strong netTOA biases in the CNRM-CM5 and MIROC-ESM models could mask relationships between netTOA or the nonconservation term and TCR. However, cross-correlations remain statistically insignificant even after removal of these models.
c. Relationship with drift
We have shown that after applying a simple linear correction for energy leaks, the CMIP5 models have a reasonable energy balance at the global scale. Furthermore, the majority of models in this study have energy leaks that are relatively insensitive to changes in the external forcing used. This is useful because it formally shows that control run data, in which any longterm nonzero energy imbalance is a bias, can be used to correct for the effects of nonconservation in perturbed simulations. The next question is this: What is the appropriate drift model to apply? The simplest approach is to calculate a linear trend over the length of a control run for the state variable of interest, and remove that trend from all experiments of interest. Applying this approach to the globally integrated ocean temperature is equivalent to removing the time-mean ocean heat content flux. However, as shown in Fig. 2 the energy leaks resulting in drift may not be constant (i.e., they may have trends or cyclical behavior), and previous studies suggest that linear drift correction is insufficient (Gleckler et al. 2012 ). Higher-order drift models (e.g., FIG. 4 . Time series of annual-mean netTOA (red), dOHC/dt (blue), and nonconservation (black), concatenated across the piControl, historical, and RCP8.5 simulations, for (a) BCC_CSM1.1, (b) CNRM-CM5, and (c) IPSL-CM5A-LR. Where available, netSFC (orange) and netSFC 2 dOHC/dt (gray) are also plotted. quadratic or cubic trends) are sometimes employed (Gleckler et al. 2012; Sen Gupta et al. 2013) , but in order to use these models to ''dedrift'' a perturbed simulation it is necessary to know the time period in the control simulation that parallels the forced simulation.
(That is to say, CMIP5 historical simulations are initialized from a time step in the piControl simulation, referred to as the branch time; to remove a cubic or quadratic drift from the historical simulation one must know this branch time, which may or may not be supplied accurately as metadata.) Another approach to dedrifting control run data is to apply a long time scale high-pass filter (Palmer and McNeall 2014) , but this is computationally intensive and not easily applied to perturbed simulations. Given the ambiguity in appropriate drift correction procedures, it is useful to consider the actual sensitivity to the choice of drift correction procedure. Figure 6 shows the relationship between netTOA and ocean heat content change, after dedrifting using the different methods outlined above. As expected from Table 2 , to a greater or lesser extent the models all show an approximately one-to-one relationship between netTOA and dOHC/dt. Importantly, none of the models shows a strong dependence on the method of drift correction; the results are largely the same regardless of the method used. Given its computational efficiency and ease of application to perturbed experiments, this suggests that a simple linear drift removal is an appropriate choice for global quantities, and more complex methods do not offer significant advantages. Furthermore, the simple linear drift correction does not perform appreciably worse than the more involved techniques used in Fig. 6 . Where suspicious long-term variability is evident in the control run, researchers may be wise to perform the comparison that we make in Fig. 6 to guide choice, and here the concept of agreement between dOHC/dt and netTOA can be a useful guide. Whether the validity of the simple first-order correction holds true for regional variables is not assessed here, and we note that Sen Gupta et al. (2013) showed that there may be considerable spatial variations in model drift. ; x axes) against TCR, where TCR is the change in decadal-mean surface air temperature following a doubling of atmospheric CO 2 after a 1% yr 21 increase.
FIG. 6. Control run decadal-mean dOHC/dt (x axis) against netTOA (y axis), after drift correction using a linear trend (black markers), quadratic trend (blue), cubic trend (red), or a high pass filter with 100-yr cutoff (yellow).
Discussion and conclusions
We have presented an analysis of global energy balance and model drift in a range of coupled climate and Earth system models in the CMIP5 archive. Although we have considered only globally integrated quantities, the analysis demonstrates a number of insights that will be useful to researchers interpreting coupled model output. All the models analyzed have significant spurious top-of-atmosphere energy imbalances, and in some cases the imbalance is at least as large as the observed late-twentieth-century netTOA (i.e., the true climate forcing signal). In a model with a realistic energy balance, we would expect changes in ocean temperature to account for almost the entire energy imbalance, and indeed all the models analyzed have some spurious ocean heat content trend (i.e., drift). However, this rate of ocean heat content change is generally very different from the 90% of netTOA expected in the real climate, which implies significant nonconservation in the models. For most of the models that provided the net ocean surface flux variable, more than 80% of the nonconservation occurs between the ocean surface and the top of the atmosphere. This implies that 1) ocean model drift is largely (but not entirely) a physically valid response to surface heat flux, and 2) in most of the models, 80% or more of the energy leaks that lead to the nonconservation are outside the ocean, but a few of the models have a much greater proportion of drift due to internal ocean processes.
Consistent with previous work (Palmer and McNeall 2014) , we show that on decadal time scales there is a close relationship between top-of-atmosphere energy balance and ocean heat content. This indicates that the models are energy conserving once their long-term nonconservation terms are accounted for. Furthermore, for most models the response to climate forcing does not seem to be affected by the magnitude of its energy bias or nonconservation term.
The nonconservation in these models is overwhelmingly characterized by a time-constant bias (i.e., the nonconservation is stationary). Some of the models have nonconservation terms with some organized variability (trends or multidecadal oscillations), with the magnitude of these nonstationarities being small compared to the mean (although for IPSL-CM5B-LR the nonstationarity is large enough to induce a ''curvature'' in the drift). As well as being constant in time, the energy biases are largely insensitive to changes in the models' forcing regimes (i.e., the nonconservation is the same for all experiments). This has a number of useful practical implications for the correction of model energy balances (e.g., in the calculation of equilibrium climate sensitivity) or for drift correction of global-mean state variables (e.g., ocean or surface air temperature). First, this result formally demonstrates that nonzero energy balances or drifts in a model's control run can be safely used to correct variables in the same model's perturbed experiments, as is commonly the case in studies requiring drift or energy balance correction. Second, it suggests that the simplest form of drift correction-the removal of a time-constant linear trend derived from the control run-is adequate, and that more complicated procedures add little improvement to the drift correction procedure. From a philosophical standpoint, we also argue that this approach reduces the risk of overfitting a drift correction term, since it may not be clear whether a significant curvature term in the control run time series due to drift or a valid mode of climate variability (Sen Gupta et al. 2013 ). However, this also raises the interesting question, which we have not addressed here, of why the transient energy balance is unaffected by time-mean energy leaks.
Finally, the comparison of globally integrated energy balance terms is a useful first-order diagnostic that can provide insight into model behavior as we have demonstrated here, and also as a first-pass check on postprocessed model output. Submission of formatted model output to the CMIP5 archive, and the upcoming CMIP6 (Meehl et al. 2014) , represents an enormous effort by the participating modeling groups, and inevitably errors will be present in the archive, some of which may be subtle and hidden by the sheer number of output files. The expected good agreement between global netTOA and OHC changes (drift notwithstanding) provides a simple and effective quality assurance and can highlight errors in the postprocessed model output, such as missing or overlapping time periods. For CMIP6, all the core variables used in this study (globalmean ocean temperature, net heat flux into the ocean, and net top-of-atmosphere radiation) have been given the highest priority, and the archiving of model reference density and specific heat capacity has been recommended (Griffies et al. 2015) . These steps should make global energy-balance analyses significantly easier, and we recommend that researchers employ these tools for understanding, model verification, and output quality control.
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