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Abstract
The mixture of factor analyzers model, which has been used successfully for the
model-based clustering of high-dimensional data, is extended to generalized hyperbolic
mixtures. The development of a mixture of generalized hyperbolic factor analyzers
is outlined, drawing upon the relationship with the generalized inverse Gaussian dis-
tribution. An alternating expectation-conditional maximization algorithm is used for
parameter estimation, and the Bayesian information criterion is used to select the num-
ber of factors as well as the number of components. The performance of our generalized
hyperbolic factor analyzers model is illustrated on real and simulated data, where it
performs favourably compared to its Gaussian analogue and other approaches.
1 Introduction
Finite mixture models assume that a population is a convex combination of a finite number
of densities; therefore, they are a natural choice for classification and clustering applications.
A random vector X follows a (parametric) finite mixture distribution if its density can be
written f(x | ϑ) =∑Gg=1 πgfg(x | θg), where πg > 0, such that∑Gg=1 πg = 1, is the gth mixing
proportion, fg(x | θg) is the gth component density, and ϑ = (π, θ1, . . . , θG) is the vector of
parameters, with π = (π1, . . . , πG). The component densities f1(x | θ1), . . . , fG(x | θG) are
usually taken to be of the same type and, until quite recently, the Gaussian mixture model has
dominated the model-based clustering and classification literature (e.g., McLachlan and Peel,
2000; McLachlan et al., 2003; Bouveyron et al., 2007; McNicholas and Murphy, 2008, 2010;
Baek et al., 2010; Montanari and Viroli, 2011; Bhattacharya and McNicholas, 2014; Browne and McNicholas,
2014; Wei and McNicholas, 2014). The density of a Gaussian mixture model is f(x | ϑ) =∑G
g=1 πgφ(x | µg,Σg), where φ(x | µg,Σg) is the multivariate Gaussian density with mean µg
and covariance matrix Σg. The use of mixture models for clustering is known as model-based
clustering, and model-based classification is the semi-supervised analogue.
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Over the past few years, non-Gaussian model-based clustering techniques have gained
popularity because Gaussian mixtures do not necessarily yield satisfactory results when clus-
ters are asymmetric and/or have longer tails. The vast majority of non-Gaussian model-based
clustering work to date has taken place over the past few years (e.g., Karlis and Santourian,
2009; Lin, 2009, 2010; Browne et al., 2012; Vrbik and McNicholas, 2012, 2014; McNicholas et al.,
2013; Lee and McLachlan, 2013b; Morris et al., 2013; Morris and McNicholas, 2013; Franczak et al.,
2014; Murray et al., 2014a,b; Subedi and McNicholas, 2014; O’Hagan et al., 2014). The first
non-Gaussian analogue of the mixture of factor analyzers model (Ghahramani and Hinton,
1997) was an extension to multivariate t-mixtures (McLachlan et al., 2007), and this work
was subsequently built on, remaining within the t-mixture framework (Andrews and McNicholas,
2011a,b, 2012; Steane et al., 2012; Lin et al., 2014). Very recently, the mixture of factor an-
alyzers model has been extended to mixtures of skew-t distributions (Murray et al., 2013,
2014a), mixtures of skew-normal distributions (Lin et al., 2013), and mixtures of shifted
asymmetric Laplace distributions (Franczak et al., 2013). In this paper, we outline a more
general case, i.e., their extension to generalized hyperbolic mixtures.
The generalized hyperbolic distribution has the advantage of being very flexible; in fact,
with specific (or limiting) values of the parameters, it can lead to other well known distribu-
tions. It can detect clusters with non-elliptical form because it contains a skewness parame-
ter; in addition, there are concentration and index parameters (cf. Browne and McNicholas,
2015). The flexibility of this model comes at a modest cost — one additional parameter per
component — relative to the mixture of skew-t factor analyzers of Murray et al. (2014a).
In addition to the skew-t distribution, other distributions that have been used for model-
based clustering can be obtained as a special or limiting case of the generalized hyperbolic
distribution, e.g., the t distribution, the multivariate normal-inverse Gaussian distribution
(cf. Karlis and Santourian, 2009), the variance-gamma distribution (cf. McNicholas et al.,
2013), and the asymmetric Laplace distribution (cf. Franczak et al., 2014).
The remainder of this paper is laid out as follows. In Section 2, we describe the mixture
of generalized hyperbolic distributions. In Section 3, we outline the extension of the mixture
of factor analyzers model to generalized hyperbolic mixtures. Our approach is illustrated in
Sections 4 and 5. We conclude with a summary and suggestions for future work (Section 6).
2 Background
The density of a p-dimensional random variable X from a generalized hyperbolic distribution
is
fH(x | ϑ) =
[
χ+ δ(x,µ|Σ)
ϕ+α′Σ−1α
]λ−p/2
2 (ϕ/χ)
λ
2 Kλ− p
2
(√
[ϕ+ α′Σ−1α][χ+ δ(x,µ|Σ)]
)
(2π)
p
2 |Σ| 12Kλ
(√
χϕ
)
exp
{
(µ− x)′Σ−1α} , (1)
where p is the number of variables, δ(x,µ | Σ) = (x − µ)′Σ−1(x − µ) is the squared
Mahalanobis distance between x and µ, Kλ is the modified Bessel function of the third kind
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with index λ, and ϑ denotes the vector of parameters. The parameters have the following
interpretation: λ is an index parameter, χ and ϕ are concentration parameters, α is a
skewness parameter, µ is a location parameter, and Σ is a scale matrix.
Let Y ∼ GIG(ψ, χ, λ), where GIG indicates the generalized inverse Gaussian distri-
bution (Good, 1953; Barndorff-Nielsen and Halgreen, 1977; Blæsild, 1978; Halgreen, 1979;
Jørgensen, 1982) with density given by
h(y | ξ) = (ψ/χ)
λ/2yλ−1
2Kλ(
√
ψχ)
exp
{
−ψy + χ/y
2
}
, (2)
where ξ = (ϕ, χ, λ). Consider Y and a random variable V ∼ N (0,Σ). Then, a generalized
hyperbolic random variable X, cf. (1), can be generated via
X = µ+ Yα+
√
YV, (3)
and it follows that X | Y ∼ N (µ+ yα, yΣ).
Parameter estimation for the mixture of generalized hyperbolic distributions can be car-
ried out via the expectation maximization (EM) algorithm (Dempster et al., 1977). Note
that the parameterization used in (1) requires the constraint |Σ| = 1 to ensure identifiabil-
ity. Of course, this constraint is not practical for clustering and classification applications.
Therefore, an alternative parameterization, setting ω =
√
ψχ and η =
√
χ/ψ, with η = 1,
is used. Under this parametrization, which is used by Browne and McNicholas (2015), the
density of the generalized hyperbolic distribution is
fH(x | ϑ) =
[
ω + δ(x,µ|Σ)
ω +α′Σ−1α
]λ− p2
2
Kλ− p
2
(√
[ω +α′Σ−1α][ω + δ(x,µ|Σ)]
)
(2π)
p
2 |Σ| 12Kλ(ω) exp {−(x− µ)′Σ−1α}
. (4)
See Browne and McNicholas (2015) for further details.
3 Methodology
3.1 A Mixture of Generalized Hyperbolic Factor Analyzers
Consider the number of free parameters in a p-dimensional, G-component mixture of gen-
eralized hyperbolic distributions. The scale matrices Σ1, . . . ,ΣG contain Gp(p + 1)/2 free
parameters, i.e., a number that is quadratic in p; otherwise, the number of free parameters
is linear in p. For larger values of p, it is typically not viable to estimate p(p + 1)/2 free
parameters for each component scale matrix. Introducing lower dimensional latent vari-
ables can help to resolve this problem. Given p-dimensional data x1, . . . ,xn, factor analysis
finds uncorrelated q-dimensional latent factors u1, . . . ,un that explain a great deal of the
variability in the data. The factor analysis model can be written
Xi = µ+ΛUi + ǫi, (5)
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for i = 1, . . . , n, whereUi ∼ N (0, Iq), with q ≪ p, and ǫi ∼ N (0,Ψg). Note thatU1, . . . ,Un
are distributed independently, and independently of the errors ǫ1, . . . , ǫn, which are also
distributed independently. The matrix Λg is a p× q matrix of factor loadings, and Ψg is a
p × p diagonal matrix with strictly positive entries. The marginal distribution of Xi from
model (5) is N (µg,ΛgΛ′g +Ψg). Ghahramani and Hinton (1997) and McLachlan and Peel
(2000) consider a mixture of factor analyzers model, where
Xi = µg +ΛgUig + ǫig with probability πg, (6)
for i = 1, . . . , n and g = 1, . . . , G.
To extend this model to the generalized hyperbolic distribution, first consider that V in
(3) can be decomposed using a factor analysis model, i.e.,
V = ΛU+ ǫ,
where U ∼ N (0, Iq) and ǫ ∼ N (0,Ψ). The resulting model can be represented as
X = µ+ Yα+
√
Y (ΛU + ǫ), (7)
and it follows that X | y ∼ N (µ + yα, y(ΛΛ′ + Ψ)). Then, in analogous fashion to the
mixture of skew-t factor analysis (MSTFA) model of Murray et al. (2014a), we arrive at a
mixture of generalized hyperbolic factor analyzers (MGHFA) model with density
g(x | π1, . . . , πg,ϑ1, . . . ,ϑG) =
G∑
g=1
πgfH(x | µg,ΛgΛ′g +Ψg,αg, λg, ωg). (8)
3.2 Parameter Estimation
Use zig to denote component membership labels, where zig = 1 if xi is in component g and
zig = 0 otherwise, for i = 1, . . . , n and g = 1, . . . , G. The alternating expectation-conditional
maximization (AECM) algorithm (Meng and Van Dyk, 1997) can be useful when there are
multiple sources of missing data and one wishes to find maximum likelihood estimates. The
AECM algorithm is a variant of the EM algorithm and, like the EM algorithm, it is based on
the complete-data log-likelihood, i.e., the likelihood of the observed data together with the
unobserved (missing and / or latent) data. In our mixture of generalized hyperbolic factor
analyzers model, the complete-data consist of the observed xi as well as the missing labels
zig, the latent yig, and the latent factors uig. The AECM algorithm allows specification of
different complete-data at each stage of the algorithm.
In each E-step, the expected value of the complete-data log-likelihood is computed. As
usual, the expected values of the Zig are given by
E[Zig | xi] = πgfH(xi | ϑg)∑G
h=1 πhfH(xi | ϑh)
=: zˆig.
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We also need the following expected values (cf. Browne and McNicholas, 2015):
E[Yig | xi, Zig = 1] =
√
ωg + δ(xi,µg|Σg)
ωg +αg ′Σg
−1αg
×
Kλ− p
2
+1
(√
[ωg +αg′Σg
−1αg][ωg + δ(xi,µg|Σg)]
)
Kλ− p
2
(√
[ωg + αg′Σg
−1αg][ωg + δ(xi,µg|Σg)]
) =: aig,
E[1/Yig | xi, Zig = 1] = − 2λg − p
ωg + δ(xi,µg|Σg)
+
√
ωg +αg ′Σg
−1αg
ωg + δ(xi,µg|Σg)
Kλ− p
2
+1
(√
[ωg +αg ′Σg
−1αg][ωg + δ(xi,µg|Σg)]
)
Kλ− p
2
(√
[ωg +αg ′Σg
−1αg][ωg + δ(xi,µg|Σg)]
) =: big,
E[log Yig | xi, Zig = 1] = log
√
ωg + δ(xi,µg|Σg)
ωg +αg ′Σg
−1αg
+
∂
∂t
log
{
Kt
(√
[ωg +αg ′Σg
−1αg][ωg + δ(xi,µg|Σg)]
)} ∣∣∣∣
t=λg−
p
2
=: cig.
For convenience, set ng =
∑n
i=1 zˆig, Ag = (1/ng)
∑n
i=1 zˆigaig, Bg = (1/ng)
∑n
i=1 zˆigbig, and
Cg = (1/ng)
∑n
i=1 zˆigcig. When the latent factors Uig are part of the complete-data, we will
also need the following expectations:
E[Uig | xi, Zig = 1] = βg(xi − µg − aigαg) =: E1ig,
E[(1/Yig)Uig | xi, Zig = 1] = βg[big(xi − µg)−αg] =: E2ig,
E[(1/Yig)UigU
′
ig | xi, Zig = 1] = big[Iq − βgΛg + βg(xi − µg)(xi − µg)′β′g]
− βg[(xi − µg)α′g +αg(xi − µg)′]β′g + aigβgαgα′gβ′g =: E3ig,
where βg = Λ
′
g(ΛgΛ
′
g +Ψg)
−1.
At the first stage of the AECM algorithm, the complete-data comprise the observed xi,
the missing labels zig, and the yig, and we update the mixing proportions πg, the component
means µg, the skewness αg, the concentration ωg, and the index parameter λg. The complete-
data log-likelihood is
logL1 =
n∑
i=1
G∑
g=1
zig[log πg + logφ(xi | µg + yigαg, yig(ΛgΛ′g +Ψg)) + log h(yig | ξg)].
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After forming the (conditional) expected value of logL1, we find that the updates for πg, µg,
and αg are given by:
πˆg =
ng
n
, µˆg =
∑n
i=1 zˆigxi(Agbig − 1)∑n
i=1 zˆig(Agbig − 1)
, and αˆg =
∑n
i=1 zˆigxi(big −Bg)∑n
i=1 zˆig(Agbig − 1)
,
respectively. The parameters ωg and λg are estimated by maximizing the following function,
qg(ωg, λg) = − logKλ(ωg) + (λg − 1)Cg − ωg
2
(Ag +Bg),
and the associated updates are:
λˆg = Cgλˆ
prev
g
[
∂
∂t
logKt
(
ωˆprevg
) ∣∣∣
t=λˆprevg
]
−1
,
ωˆg = ωˆ
prev
g −
[
∂
∂t
qg
(
t, λˆg
)∣∣∣∣
t=ωˆprevg
][
∂2
∂t2
qg
(
t, λˆg
)∣∣∣∣
t=ωˆprevg
]
−1
,
where the superscript ‘prev’ is used to distinguish the previous estimate from the current
one — see Browne and McNicholas (2015) for details.
At the second stage of the AECM algorithm, the complete-data comprise the observed
xi, the missing labels zig, the yig, and the uig. At this stage, we update Λg and Ψg, and the
complete-data log-likelihood can be written
logL2 =
n∑
i=1
G∑
g=1
zig
[
log πg + logφ(xi | µg + yigαg +Λguig, yigΨg)
+ logφ(uig | 0, yigIq) + log h(yig | ξg)
]
= C − 1
2
n∑
i=1
G∑
g=1
zig log |Ψg| − 1
2
n∑
i=1
G∑
g=1
zig
[
1
yig
tr{(xi − µg)(xi − µg)′Ψ−1g }
− 2 tr{(xi − µg)α′gΨ−1g }+ yig tr{αgα′gΨ−1g } −
2
yig
tr{(xi − µg)′Ψ−1g Λguig}
+ 2 tr{α′gΨ−1g Λguig}+
1
yig
tr{Λguigu′igΛ′gΨ−1g }
]
,
where C is constant with respect to Λg and Ψg. As shown in in Appendix A, the updates,
which follow from the (conditional) expected value of logL2, are given by:
Λˆg =
{ n∑
i=1
zˆig
[
(xi − µˆg)E′2ig − αˆgE′1ig
] }{ n∑
i=1
zˆigE3ig
}
−1
,
Ψˆg =
1
ng
diag
{ n∑
i=1
zˆig
[
big(xi − µˆg)(xi − µˆg)′ − 2αˆg(xi − µˆg)′ + aigαˆgαˆ′g
− 2(xi − µˆg)E′2igΛˆ′g + 2αˆgE′1igΛˆ′g + ΛˆgE3igΛˆ′g
]}
.
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Note that the inversion of the matrix (ΛgΛ
′
g+Ψg) requires the inversion of a p×p matrix,
which can be slow for larger values of p. The Woodbury identity (Woodbury, 1950) gives
the formula
(ΛgΛ
′
g +Ψg)
−1 = Ψ−1g −Ψ−1g Λg(Iq +Λ′gΨ−1g Λg)−1Λ′gΨ−1g , (9)
which requires the inversion of diagonal p × p matrices and a q × q matrix, resulting in a
significant speed-up when q ≪ p.
The algorithm can be initialized using randomly generated weights zˆig. One of the most
commonly used initialization techniques in the literature is k-means clustering, and many
clustering packages for R (R Core Team, 2014) use this method as a default starting criterion
(e.g., Berge´ et al., 2013; Lee and McLachlan, 2013a; McNicholas et al., 2014).
3.3 Model Selection and Convergence
In addition to parameter estimation, we need to choose the number of components G and
the number of factors q. The Bayesian information criterion (BIC; Schwarz, 1978) is used
to select G and q, and is defined as BIC = 2l(x | ϑˆ) − ρ log n, where l(x | ϑ) is the maxi-
mized log-likelihood, ϑˆ is the vector of parameters that maximize the log-likelihood, ρ is the
number of free parameters, which is (G− 1) +G[3p+ 2 + pq − q(q − 1)/2] for the MGHFA
model, and n is the number of units. The BIC is often used for model selection in model-
based clustering, and arguments for its use in this context are given by Campbell et al.
(1997) and Dasgupta and Raftery (1998). Simulation results supporting the use of the BIC
for selecting the number of factors in a factor analysis model are given by Lopes and West
(2004). More recent accounts of the advantages and drawbacks of the BIC and some alter-
natives are given by Maugis et al. (2009), Hennig (2010), Wei and McNicholas (2014), and
Bhattacharya and McNicholas (2014). A simulation study on the sensitivity of the BIC to
the number of components is presented in Section 5.
For the analyses reported herein, convergence of the AECM algorithm is determined
using an approach based on the Aitken acceleration (Aitken, 1926). Let l(k) be the value of
the log-likelihood at the iteration k. The Aitken acceleration is given by
a(k) =
l(k+1) − l(k)
l(k) − l(k−1) ,
and an asymptotic estimate of the log-likelihood at iteration k + 1 is
l(k+1)
∞
= l(k) +
1
1− a(k) (l
(k+1) − l(k)).
The algorithm can be considered to have converged if l
(k)
∞ − l(k) < ǫ, where ǫ is a positive
small value (Bo¨hning et al., 1994; Lindsay, 1995).
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3.4 Model-Based Classification
Model-based classification is a semi-supervised analogue of model-based clustering. If we
suppose that k of the n samples are labelled, then we can use model-based classification to
classify the other n−k samples within a joint likelihood framework. Ordering the n samples
so that it is the first k that are labelled, the model-based classification likelihood for the
generalized hyperbolic factor analyzers model is
Lclass =
k∏
i=1
G∏
g=1
πgfH(xi | ϑg)
n∏
j=k+1
H∑
h=1
πhfH(xj | ϑh), (10)
where H ≥ G. Note that it is very often assumed that H = G. Parameter estimation
for model-based classification proceeds in a similar fashion to model-based clustering; see
McNicholas (2010) for details in the case of the mixture of factor analyzers model and
parsimonious extensions thereof.
4 Applications
In this section, we illustrate the MGHFA for model-based clustering and classification
using real data sets. The software we use for the analyses herein is available via the
MixGHD package (Tortora et al., 2015) for R. We compare our method with its Gaussian
analogue, i.e., the mixture of factor analyzers model (MFA), which is fitted using the
pgmm package (McNicholas et al., 2014) for R, and the MSTFA model. We also compare
with the mixture of high-dimensional Gaussian mixture models (HD-GMM), which per-
formed well in a survey of mixture model-based approaches for high-dimensional data (cf.
Bouveyron and Brunet-Saumard, 2014). This method is available via the HDclassif pack-
age (Berge´ et al., 2013) for R. MSTFA and HD-GMM are families of models and, to facilitate
comparison, we will use the most general model in each case. As a fourth competitor, we use
an approach based on the famous k-means clustering method. Several extensions of k-means
clustering for high-dimensional data sets have recently been proposed (Vichi and Kiers, 2001;
Rocci et al., 2011; Timmerman et al., 2013); among them, factorial k-means (FKM) is avail-
able in the clustrd package (Markos et al., 2013) for R. We use FKM in our clustering
comparisons, but it cannot be used for classification.
We use the adjusted Rand index (ARI; Hubert and Arabie, 1985) to evaluate the clas-
sification performance of the methods. The ARI is the Rand index (Rand, 1971) corrected
for agreement by chance. The ARI is equal to 1 when there is perfect class agreement, and
its expected value under random classification is 0.
In the following real and simulated examples, all of the methods have been initialized
using the k-means algorithm. For each approach, we used twenty different starts and reported
the result from the best model.
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Table 1: Cross-tabulation of the true versus predicted class labels for model-based clustering
on the wine data set using MGHFA.
MGHFA
1 2 3
Barolo 59 0 0
Grignolino 10 60 1
Barbera 0 1 47
Table 2: Cross-tabulation of the true versus predicted class labels for model-based clustering
on the wine data using MSTFA, MFA, HD-GMM, and FKM, respectively.
MSTFA MFA
1 2 3 1 2 3
Barolo 58 0 1 59 0 0
Grignolino 0 65 6 4 58 9
Barbera 0 11 37 0 0 48
HD-GMM FKM
1 2 3 1 2 3
Barolo 17 9 33 23 14 22
Grignolino 18 20 33 18 33 20
Barbera 4 7 37 18 13 17
4.1 Model-Based Clustering
4.1.1 Italian Wine Data
These data are the result of physical and chemical analysis of wines grown in the same
region in Italy but derived from three different cultivars: Barolo, Grignolino, and Barbera
(Forina et al., 1986). There are 178 samples of 27 physical and chemical measurements
available in the pgmm package for R. We set the number of components G = 3 and the
number of factors q is selected based on the BIC. A q = 2 factor model is selected, and the
associated MGHFA model gives very good classification performance (Table 1; ARI = 0.800).
Our approach is compared with the MSTFA, MFA, HD-GMM, and FKM approaches. The
BIC criterion selects q = 2 latent factors for MSTFA and HD-GMM; however, the associated
models give relatively poor classification performance, with ARI values of 0.741 and 0.284,
respectively (Table 2). The BIC selects q = 3 for MFA and it gives a better classification
performance than MSTFA or HD-GMM (ARI = 0.792). Note that the number of factors for
FKM is fixed at q = G − 1, as suggested by the authors, and the classification results are
similar to what would be expected from a random classification (ARI ≈ 0).
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Table 3: Cross-tabulation of the true versus predicted class labels for model-based clustering
on the liver data set using MGHFA, MFA, HD-GMM, and FKM, respectively.
MGHFA MSTFA MFA HD-GMM FKM
1 2 1 2 1 2 1 2 1 2
HCC 97 7 13 91 13 91 13 91 52 52
Non-tumour 9 66 8 67 8 67 8 67 33 42
4.1.2 Liver Data
Chen et al. (2002) study gene expression microarray data to compare patients with hepato-
cellular carcinoma (HCC) to those with healthy (non-tumour) liver tissue. The data contain
179 samples — 104 from patients with HCC and 75 non-tumour samples — for 85 genes. We
set G = 2 components for the MGHFA, MSTFA, and HD-GMM models, and the BIC selects
q = 2 latent factors. The associated MGHFA model gives good classification performance,
misclassifying only 16 of the 179 samples (Table 3, ARI = 0.672). The MSTFA, MFA,
HD-GMM, and FKM approaches give worse results, with 80, 80, 80, and 85 misclassified
samples, respectively (ARI ≈ 0).
4.2 Model-Based Classification
4.2.1 Sonar Data
Gorman and Sejnowski (1988) report the patterns obtained by bouncing sonar signals at
various angles and under various conditions. There are 208 patterns in all, 111 obtained by
bouncing sonar signals off a metal cylinder and 97 obtained by bouncing signals off rocks.
Each pattern is a set of 60 numbers (variables) taking values between 0 and 1. These
data are sourced from the UCI machine learning repository. We use a familiar approach (cf.
McNicholas, 2010) to designate some of the patterns as unlabelled. Specifically, a probability
is specified a priori : 0.3 in this case. Then, for each xi, a random number ri is generated
from a uniform distribution on [0,1]. If ri < 0.3, then xi is taken as unlabelled; otherwise, xi
is taken as labelled. Applying this approach to the sonar data leads to a data set where 54
of the 208 patterns are unlabelled.
Applying the MGHFA model to this data set leads to the selection of a model with
q = 2 factors. The results are compared with HD-GMM, MSTFA, and MFA. The MGHFA,
MSTFA, and HD-GMM approaches give reasonable classification performance, each with
an associated ARI value of 0.339 (Table 4). This classification performance is better than
the MFA model (ARI = 0.217). Although no approach gives particularly good classification
performance, these data are notoriously difficult to classify. To put this point in context, we
can compare our results to those of Tan and Dowe (2005), who report classification accuracy
of 76.0±9.2 in an analysis where 10% of the patterns are unlabelled. The MGHFA, MSTFA,
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Table 4: Cross-tabulation of the true versus predicted class labels, for the unlabelled obser-
vations, for model-based classification of the sonar data set using MGHFA, MSTFA, MFA,
and HD-GMM respectively.
MGHFA MSTFA MFA HD-GMM
1 2 1 2 1 2 1 2
Rock 18 5 18 5 21 2 15 8
Metal 6 25 6 25 12 19 3 28
Table 5: ARI values, based on predicted classifications for the unlabelled observations, for
the MGHFA, MSTFA, MFA, and HD-GMM models for model-based classification on the
olive oil data.
MGHFA MSTFA MFA HD-GMM
By regions (G = 3) 1 1 1 0.800
By areas (G = 9) 0.913 0.911 0.906 0.875
and HD-GMM approaches give 79.6% classification accuracy (Table 4) in an analysis where
26% of the patterns are unlabelled.
4.2.2 Italian Olive Oil Data
Forina and Tiscornia (1982) and Forina and Armanino (1982) report the eight fatty acids
found by lipid fraction of 572 italian olive oils. The oils come from three regions of Italy
— Southern Italy, Sardinia, and Northern Italy — and these regions can be further divided
into nine different areas. The data are available in the pgmm package for R. We use the same
procedure as in Section 4.2.1 to generate a data set where 171 of the 572 oils are taken to be
unlabelled. The selected number of factors for the MGHFA model is q = 2 and, as for the
MSTFA and MFA models, perfect classification results are obtained for the three regions as
well as very good results (ARI ≈ 0.91) for the nine areas (Table 5). The HD-GMM approach
gives similar, but slightly inferior, classification performance on these data.
5 Simulation studies
In addition to the real data applications of Section 4, our MGHFA model and the same
comparator approaches are applied to simulated data. We consider data from three differ-
ent mixture distributions: a mixture of Gaussian distributions, a mixture of skew-normal
distributions, and a mixture of generalized hyperbolic distributions. Within each mixture
component, ng p-dimensional vectors xi are generated. The mixing proportions πg are equal
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across components. Each mixture component is centred on a different point, with the loca-
tions uniformly distributed on a hypercube of side length 200. The p× p covariance / scale
matrices are generated by first generating an identity matrix and then adding diagonal ele-
ments in the interval [−0.9, 0.9]. When applicable, the skewness parameter αg is randomly
generated in ±[10, 20], and the values of the other parameters for the mixture of generalized
hyperbolic distributions are ω = 1, λ = 0.5. In the following simulation study, we consider
such mixtures with G = 2, 3 and p = 10, 100, 500. The Gaussian data sets are generated via
the R function rnorm, the skew-normal data using the rdmsn function from the EMMIXskew
package (Wang et al., 2013) for R, and the generalized hyperbolic data using our own code.
For clustering, all five methods give good performance when dealing with data from
Gaussian and skew-normal mixtures; however, FKM performs poorly when G = 3 (Table 6).
As one would expect, MGHFA works better than its competitors when the data are generated
from generalized hyperbolic mixtures.
Table 6: ARI values for the MGHFA, MSTFA, MFA, HD-GMM, and FKM models for
clustering on simulated data.
Data p G n MGHFA MSTFA MFA HD-GMM FKM
Gaussian 10 2 200 1 1 1 1 1
Gaussian 100 2 200 1 1 1 1 1
Gaussian 500 2 200 1 1 1 1 1
Gaussian 10 3 300 1 1 1 1 0
Gaussian 100 3 300 1 1 1 1 0.12
Gaussian 500 3 300 1 1 1 1 0.12
Skew-normal 10 2 200 1 1 1 1 0
Skew-normal 100 2 200 1 1 1 1 1
Skew-normal 500 2 200 1 1 1 1 1
Skew-normal 10 3 300 1 1 1 1 0
Skew-normal 100 3 300 1 1 1 1 0.21
Skew-normal 500 3 300 1 1 1 1 0.21
GHD 10 2 200 1 1 1 1 0.02
GHD 100 2 200 1 1 1 1 0.06
GHD 500 2 200 1 0.72 0.96 0.06 0.70
GHD 10 3 300 0.99 1 0.92 0.92 0.02
GHD 100 3 300 1 0.91 1 1 0.06
GHD 500 3 300 1 0.72 1 1 0.81
For classification, we randomly select 30% of the points and treat them as unlabelled.
All four methods gave perfect or near perfect performance for all cases (Table 7).
Finally, we conduct a simulation to study the performance of the BIC in model selection.
In Section 3.3, we suggest using the BIC to select the number of components; however,
many authors (e.g., Hennig, 2010; Bhattacharya and McNicholas, 2014) have pointed out
that the BIC may suggest a larger number of mixture components than what seems to be
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Table 7: ARI values for the MGHFA, MSTFA, MFA, HD-GMM, and FKM models for
classification on the simulated data sets.
Data p G n MGHFA MSTFA MFA HD-GMM
Gaussian 10 2 200 1 1 1 1
Gaussian 100 2 200 1 1 1 1
Gaussian 500 2 200 1 1 1 1
Gaussian 10 3 300 1 0.82 1 1
Gaussian 100 3 300 1 1 1 1
Gaussian 500 3 300 1 1 1 1
Skew-normal 10 2 200 1 1 1 1
Skew-normal 100 2 200 1 1 1 1
Skew-normal 500 2 200 1 1 1 1
Skew-normal 10 3 300 1 1 1 1
Skew-normal 100 3 300 1 0.91 1 1
Skew-normal 500 3 300 1 1 1 1
GHD 10 2 200 1 1 0.80 0.80
GHD 100 2 200 1 1 1 1
GHD 500 2 200 1 1 1 1
GHD 10 3 300 1 1 0.93 0.93
GHD 100 3 300 1 1 1 1
GHD 500 3 300 1 1 1 1
a reasonable number of clusters. For this reason, we carry out an empirical study for the
sensitivity of the BIC to the number of components for each model-based method used
in our analyses. Specifically, using the same scheme as in Section 5, we consider data from
three different mixture distributions: a mixture of Gaussian distributions, a mixture of skew-
normal distributions, and a mixture of generalized hyperbolic distributions, with p = 10 and
G = {2, 3, 4, 5}. We apply each method, i.e., MGHFA, MSTFA, MFA, and HD-GMM, with
G ∈ [2, 10]. Table 8 shows the selected number of components according to the BIC. For
each approach, we used twenty different starts and reported the result from the best model.
When using the MGHFA, the BIC always finds the true number of components. When
using methods based on the Gaussian distribution, the BIC fails to detect the true number
of components on non-Gaussian distributed clusters; specifically, it overestimates the number
of components, as expected. In fact, the methods based on the Gaussian distribution also
overestimate the number of components in some cases where the data are generated from
Gaussian mixtures.
6 Summary
The MFA model has been extended to the generalized hyperbolic distribution. Parameter es-
timation was outlined via an AECM algorithm and the BIC was used for model selection. Our
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Table 8: The number of selected components using the BIC for the MGHFA, MSTFA, MFA,
and HD-GMM models on the final simulation study.
Data p G n MGHFA MSTFA MFA HD-GMM
Gaussian 10 2 200 2 2 2 2
Gaussian 10 3 300 3 3 3 3
Gaussian 10 4 400 4 6 5 4
Gaussian 10 5 500 5 5 6 4
Skew-normal 10 2 200 2 2 2 3
Skew-normal 10 3 300 3 3 3 4
Skew-normal 10 4 400 4 5 5 4
Skew-normal 10 5 500 5 5 6 7
GHD 10 2 200 2 2 4 8
GHD 10 3 300 3 3 6 9
GHD 10 4 400 4 4 8 10
GHD 10 5 500 5 5 8 10
MGHFA model was applied to real and simulated data for clustering and classification, where
its performed favourably when compared to several other approaches. Looking forward, fur-
ther parsimony can be achieved by considering a generalized hyperbolic analogue of the
family of models introduced by McNicholas and Murphy (2008, 2010). It will also be inter-
esting to consider an analogue of LASSO-penalized BIC that Bhattacharya and McNicholas
(2014) used for the mixture of factor analyzers model and a family of Gaussian mixture
models based thereon. Variational Bayes approximations will be investigated as an alterna-
tive to the AECM algorithm for parameter estimation (cf. Subedi and McNicholas, 2014).
Finally, trimming approaches will be considered (cf. Ritter, 2014).
A Updates for component covariance parameters
At the second stage for our AECM algorithm, the (conditional) expected value of complete-
data log-likelihood is given by
Q2 = C − 1
2
n∑
i=1
G∑
g=1
zˆig log |Ψg| − 1
2
n∑
i=1
G∑
g=1
zˆig
[
big tr{(xi − µˆg)(xi − µˆg)′Ψ−1g } − 2 tr{(xi − µˆg)αˆ′gΨ−1g }
+ aig tr{αˆgαˆ′gΨ−1g } − 2 tr{(xi − µˆg)′Ψ−1g ΛgE2ig}+ 2 tr{αˆ′gΨ−1g ΛgE1ig}+ tr{ΛgE3igΛ′gΨ−1g }
]
,
where C is constant with respect to Λg and Ψg. Differentiating Q2 with respect to Λg gives
S1(Λg,Ψg) =
∂Q2
∂Λg
= −1
2
n∑
i=1
zˆig
[−2Ψ−1g (xi − µˆg)E′2ig + 2Ψ−1g αˆgE′1ig +Ψ−1g Λg(E′3ig +E3ig)]
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Note that E3ig is a symmetric matrix. Now, solving S1(Λˆg,Ψg) = 0 gives the update:
Λˆg =
{ n∑
i=1
zˆig
[
(xi − µˆg)E′2ig − αˆgE′1ig
]}{ n∑
i=1
zˆigE3ig
}
−1
.
Differentiating Q2 with respect to Ψ
−1
g gives
S2(Λg,Ψg) =
∂Q2
∂Ψ−1g
=
1
2
n∑
i=1
zˆigΨg − 1
2
n∑
i=1
zˆig
[
big(xi − µˆg)(xi − µˆg)′ − 2αˆg(xi − µˆg)′ + aigαˆgαˆ′g
− 2(xi − µˆg)E′2igΛ′g + 2αˆgE′1igΛ′g +ΛgE3igΛ′g
]
.
Now, solving diag{S2(Λˆg, Ψˆg)} = 0 gives the update:
Ψˆg =
1
ng
diag
{ n∑
i=1
zˆig
[
big(xi − µˆg)(xi − µˆg)′ − 2αˆg(xi − µˆg)′ + aigαˆgαˆ′g
− 2(xi − µˆg)E′2igΛˆ′g + 2αˆgE′1igΛˆ′g + ΛˆgE3igΛˆ′g
]}
.
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