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ABSTRACT 
We outline a program to phase transformations by utilizing only the traditional con- 
cepts of mechanics together with the new notion of "normal" and "excited" atoms. 
The meaning of phase transformations is used here in a broad sense to cover pheno- 
mena ranging from liquid-vapor transitions and spinodal decomposition to the for- 
mation of slip and shear bands, plastic zones and necks, liquid crystal 
transitions, damage localization, and crack nucleation. In principle, all these 
phenomena are interpreted within the same theoretical framework by identifying the 
"excited" atoms and their motion with the predominant microstructure which is 
responsible for the transformation. For simplicity, we present the basic ideas in 
one dimension and assess only qualitatively the appropriateness of the model. 
Roughly speaking, transformations are occurences of a certain instability in the 
variables defining the body before the transformation. In our approach we retain 
the same variables but we introduce non-local interactions, usually in the form of 
gradients, in order to stabilize the behavior and trace the evolution of the system 
during the transformation. 
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INTRODUCTION 
Phase transformations occur when certain 
atoms or molecules in the system arrange 
themselves to form patterns of a speci- 
fic orientation and density. In other 
words a particular microstructure loca- 
lizes in space and time and, broadly 
speaking, this localization can be iden- 
tified with the phase transformation 
occured. During this localization the 
molecular confiquration changes drasti- 
cally and long-range interatomic forces 
should be reflected in the constitutive 
equations used to define the system away 
from the critical state (i.e. the state 
where the transformation occurs). Math- 
ematically, the onset of the transforma- 
tion is usually identified with an in- 
stability occuring in the equations used 
to describe the system before the trans- 
formation. Thus, for a van der Waals 
fluid the instability occurs when in the 
pressure-density diagram ap/ap < 0, i.e. 
in the spinodal domain. Many investiga- 
tors, among which van der Waals himself, 
were able to deduce conclusions for the 
post-instability phenomenon by retaining 
the same structure (basic laws and vari- 
ables) as those used before the instabi- 
lity occurs but allowing for non-local 
effects (usually the gradients of some 
of the previous variables) to enter into 
the constitutive equations. Such correc- 
tions were usually made within a ther- 
modynamic structure which,does not differ 
from that adopted for non-spinodal sta- 
tes. A different point of view was 
discussed by Aifantis and Serrin [l] who 
questioned the use of classical thermo- 
dynamic structure within the spinodal 
and‘described one-component equilibrium 
phase transitions by using the prin- 
ciples of mechanics alone. They found 
that the mechanical theory is more 
general than the thermodynamic one and 
conditions were established under which 
the two approaches are equivalent. A 
similar philosophy has been adopted 
even earlier by Aifantis [Z] in dif- 
fusion problemswith ambiguous definition 
of chemical potentials. The afforemen- 
tiond thermodynamic approach was based 
on minimization of a free energy func- 
tional but it has been shown by Hart [3] 
that irreversible thermodynamics or 
a proper extension of the thermodynamic 
approach of Gibbs can be applied to non- 
uniform systems leading essentially to 
the same results as the variational 
approach. Moreover, the recent approach 
of modern continuum thermodynamics pro- 
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perly generalized to include non-local 
interactions (see, for example, Aifantis 
[4]) can be utilized to provide another 
ad-hoc thermodynamic framework of the .- 
mechanical theory. If special represen- 
tations of the non-local terms are 
adopted, then the structure of [4] can 
lead to the conclusions of the more tradi. 
tional thermodynamic approaches as 
sketched for the one-dimensional case by 
Aifantis [5]. For brevity, we do not 
elaborate here on thermodynamic issues 
hut concentrate on mechanical aspects and 
on the attempt of showing the univer- 
sality of the approach of distinguishing 
among "normal" and "excited" atoms in 
describing an uncommonly large class of 
physical phenomena. 
For simplicity we confine attention to 
one-dimension and we often omit detailed 
proofs of various claims and statements. 
A more elaborate discussion in three 
dimensions with detailed derivations is 
postponed until a forthcoming article. 
In this connection, we refer the reader 
to recent papers by Aifantis [6]-[8] 
where most of the ideas presented here 
were first i nt reduced. 
BASIC FRAMEWORK 
In systems undergoing general phase 
transformations we distinguish among two 
types of atoms: "excited" participating 
in the nucleation and evolution of the 
transformed regions and "normal" syp- 
porting these changes to come about. 
On restricting attention to one dimension 
the following laws of balance are assumed 
to hold for the transforming body in the 
absence of external mass and momentum 
supplies 
. 
P + PV X = 0 (or P = P,/F) , 
. (1) 
TX = P v , 
with p denoting density, v velocity, T 
stress, F deformation gradient, superim- 
posed dot time differentiation and sub- 
script x space differentiation. The 
symbols appearing in (1) denote average 
values of quantities supported by both 
"excited" and "normal" atoms. 
Similar balance laws are assumed to hold 
for the excited atoms (or state 1) alone 
as follows 
b.’ +P 1 v; =ql , 
T; + f' = 0 , 
where the source terms q1 and f' 
denote respectively the exchange of mass 
and momentum between excited and normal 
states and inertia effects associated 
w'th the excited atoms are included in 
fl . If two types of excited atoms need 
he distinguished, another set of balance 
laws similar to (21 is introduced and the 
corresponding quantites are designated by 
an index 2, etc. 
The point of view is taken here that one 
should trace the motion of excited atoms 
in order to accomplish an adequate 
description of the transforming system. 
This motion can be traced through the 
internal balance laws (2) andlappropriate 
cpnstitutive equations for T , f , and 
q * Another point that should he empha- 
sized here is the internal order and 
topology that characterizes the excited 
atoms which participate in the formation 
and evolution of the various microstruc- 
tures developinq during transformation. 
Indeed, in most cases the excited atoms 
arrange themselves according to an inter- 
nal geometric rule (governed by the sym- 
metries of the material) which we will 
assume here to be given at the outset. 
Thus, in nematic liquid crystals the 
internal orientation is specified by a 
second order tensor, in a dislocated 
crystal (with only one slip system) by 
two mutually perpendicular unit vectors 
defining the slip plane and the slip 
direction, in a cracked medium (with only 
one family of flat microcracks) also by a 
set of mutually perpendicular unit vec- 
tors defining the crack plane and the 
direction of growth, and in a medium with 
voids (with no preferred orientations for 
nucleation and growth) by directions 
associated with the principal directions 
of the stress tensor. Orientation 
aspects, however, cannot rigorously be 
considered within the present discussion 
which is restricted to one dimension 
only. Nevertheless, the basic concepts 
can still be illustrated since Ihe actual 
density of the excited atoms p in (2) 
can always he related directly (through a 
completely determined molecular constant 
of proportionality) to measurable quan- 
tities such as birefringence, dislocation 
density, crack density and length, and 
void density and radius. We thus have 
Solutes: p1 = const. c , 
Dislocations: p1 = const. n , 
Cracks: p1 = consr. na , (3) 
Voids: P1 = const.. nr , 
Pores: p1 = const. (pa . 
In all of the above relations p1 deno- 
tes the density of excited atoms, c con- 
centration of solute species (e.g. ppm) , 
n number of dislocations, cracks or 
voids per unit volume, a crack length, r 
void radius, and .+ porosity. The pro- 
portionality coefficient is a molecular 
constant which can he calculated expli- 
citly for a given situation. The last 
relationship in (3) is appropriate for 
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the degenerate case of a system of inter- 
connected pores with X specified by 
their geometry. The calculation of the 
constants in (3) can be accomplished-by 
assuming that the excited atoms are con- 
fined into a thin layer around the geo- 
metric boundary of the various micro- 
structures. 
Two important features are embodied in 
(3). First the proper internal variables 
of the system are naturally defined 
rather than a priori postulated. Second, 
with appropriate constitutive equation? 
for T and f the divergence term p vi 
can be eliminated from (2) to yield a 
complete balance law for the internal 
variables containing both a rate and a 
flux term, in contrast to the traditional 
evolution laws for the internal variables 
which contain only the rate term. Thus, 
on neglecting inertia, we can obtain 
under certain circumstances the equation 
. 
a + Oxa = q , (4) 
where a is an internal variahle and 
D a spatial differential operator which 
cguld involve spatial derivatives of F , 
v and other constitutive variahles, and 
whose specific form is determined 
according to the details of the par- 
ticular structure in consideration. 
While the form of (4) was essentially 
suqqested as early as 1978 bv Aifantis 
[4]-and more explicitly consjdered later 
by the same author [g], it was only 
recently that its significance has been 
appreciated by others e.g. Perzyna [lo], 
Rice [Ill. Indeed, it is the flux term 
in (4) which makes possible the study of 
localization of microstructures and 
macroscopic deformation within a physi- 
cally and mathematically appealing fra- 
mework. 
If the constitutive variables, for 
example, are the deformation gradient F 
and the internal variable a , it turns 
out that,for steady-states,inteqration of 
(4) can lead to the following constitu- 
tive equation for T 
: = T(F) + 3 t-F(c)1 , (5) 
where ? is a function and F a func- 
tional with B denoting the portion of 
the line occupied by the body. This is a 
non-local constitutive equation, the 
starting point of non-local stress analy- 
sis (see, for example, Eringen [12]). 
Equation (5) can be written in terms of 
integrals with appropriate kernels either 
computed via statistical mechanics or 
treated as constitutive properties. 
Moreover'a Taylor's series expansion can 
lead to the following differential form 
T = T(F) + ?(F)F~~ + ?(F)F~ + . . . ,(6) 
1 2 
where T and T are one-to-one func- 
tions of F but f is a function of F 
with a single loop. For a van der Waals 
fluid (6) becomes 
T = -P(P) + A(P) pxx + B(P) P’, s (7) 
which was the starting point of the ana- 
lysis of Aifantis and Serrin [l], while 
for solids (6) becomes 
T = T(E) + A(&)cXX + R(E) c; , (8) 
where the coefficients A and R are 
different in (7) and (8). For 
equilibrium situations (7) (or (8)) can he 
inserted into (l)$ with pv E 0 to yield 
a differential eq ation of the form 
ApXX + BP; = P -p s 
with p the constant equilibrium pressure 
of the bulk phases (in the case of solids 
p is replaced by T‘, the constant tension 
or compression applied at the ends of the 
specimen). It was shown in Cl] that for 
the infinite line (9) admits only three 
types of bounded solutions: transitions, 
reversals, and oscillations, For fluids 
these solutions correspond respectively to 
liquid-vapor interfaces, thin films, and 
layered structures. For solids these 
solutions can be qualitatively related to 
necks and shear bands. These issues will 
be discussed in detail in a forthcoming 
article where stability aspects will be 
reported and physically substantiated more 
general considerations than (6) will be 
shown to lead to a differential equation 
similar to (9) but with a more general 
dependence on the density gradient p,, 
which can be solved in a manner analogous 
to that adopted for (9) and reported in 
Cl], leading to similar profiles and 
interpretation. In passing, we also men- 
tion that within a variational formulation 
of the problem it can be shown that tran- 
sitions are minimizers of a corresponding 
free energy functional, while the other 
two types of solutions are not. The for- 
mulation of dynamic problems for (7) and 
(8) is quit;;st:;iT$ forward by retaining 
the term ’ . Moreover, (7) 
and (8) can be slight?y modified to 
include a small viscosity correction but 
the basic behavior of the equations is not 
drastically altered. Travelling waves are 
expected to exist for the dynamic case, in 
qualitative agreement with observations. 
Also for finite problems, the boundary 
conditions need to be considered with 
care. Within a variational formulation it 
the natural boundary conditigns. 
can be shown easily that (p = O)Fo;re 
linear prohlems with higher spatial deriva- 
tives of the form shown in (6) some uni- 
queness theorems were established by the 
PEASE TlUK.FORHATIOBS 309 
author with classical methods when both 
(P and P ) or (P and P 1 or (P 
and P ') and other physi@lly reasoz 
nable &%ditions are specified at the 
boundary. More careful consideration of 
these issues should be emphasized however 
in future research on the subject. 
SPECIAL CASES 
In this section we briefly discuss the 
form of certain equations that arise in 
considering phase transformation problems 
within the proposed framework. In order 
to retain again some generality in our 
discussion we assume that the independent 
variables of the system under con- 
sideration are E and a . Moreover, we 
assume that the strain c is made up by 
two parts 
e a 
E=E +c , (10) 
where for simplicity we assume that ce 
is related linearly to the applied stress 
(e.g. Hooke's law) and co linearly to 
the internal variable a , i.e., 
a 
E = const. a . (11) 
But a is specified in accordance with 
the complete balance law (4). For the 
microstructures listed in (3) it can be 
shown via (4) that for steady-states 
the evolution of a is determined by the 
non-linear equation 
A(a)axx + B(a)a: = u(a) -u , (12) 
with u(a) being a single loop and u a 
constant. Roughly speaking the quantity 
p(a) can be identified with the driving 
force or chemical potential for the evo- 
lution of the internal variable a . The 
bounded solutions of (12) for the infi- 
nite line are again in the form of tran- 
sitions reversals or oscillations. 
These m/crostructural patterns manifest 
themselves at the macroscale through (11) 
and (10) leading to banding and necking 
phenomena which are apparent through 
observations on E . 
Within a more general setting, non-local 
interactions may cause spatial derivati- 
ves of the strain itself to appear 
directly in the constitutive equations. 
Then it turns out that equilibrium is 
defined by the following set of coupled 
differential equations 
A(c)c xx + B(t)Ei = T(c,a) - 7, 
(13) 
A(a)axx + B(a)a: = p(c,a) - E , 
where (A,B) in (13) are different than 
(A,B) in (13) . 
(13) and thei? 
OJr conclusions for 
comparison with observations will be 
reported in a forthcoming article, where 
dynamic considerations will also be 
discussed and various special cases of 
(13) will be detailed. 
Even thouqh the non-linearities are the 
most important features of the present 
models,suitable linearizations may provide 
considerable insiqht to the initial 
stages of the transformation. For 
example, it can be shown without 
difficulty that the initial stages of 
spinodal decomposition are governed by the 
equation [2,5] 
. . . 
c + MC = DC,, - EC 
xxxx ’ (14) 
with D < 0 and E > 0 . Usually inertia 
effects can be neqlected in this case 
yielding the well-known equation 
. 
c = DC - EC 
xx xxxx ’ (15) 
which is the linearized counterpart of the 
non-linear equation [5] 
;: = [M(n - Acxx - Bc;)~], , (16) 
with M, A, B being one-to-one functions 
of c and II a function of c with a 
single loop. The flux corresponding to 
(16) is given by the expression [S] 
j = - M(r - AC 
xx - Bc;)~ . (17) 
It is well-known that the stability of 
(15) 1s qoverned by the condition 
D t BLE > 0 where B is related to the 
wave lenqth of an initial fluctuation. 
This conclusion does not alter drastically 
when (14) is considered instead of (15). 
The stability conditions change drasti- 
cally however when one considers a coupled 
theory for spinodal decomposition 
(essentially the dynamic linear 
counterpart of the theory summarized by 
equations (lo)-(12)). Such a theory has 
been qiven by the author for three 
dimensions in [8] and dynamic stability 
conditions for a special form of this 
theory were reported in [13]. A similar 
situation has been analyzed-by the author 
r5i for one dimensional solids with or 
wifhout viscosity (of the form of equation 
(5)). Finally, we wish to remark that all 
the above results can be derived within a 
variational formulation which assumes the 
existence of a free energy whose 
minimization leads to the differential 
equations presented here. In this case, 
however, certain coefficients of the 
derived equations relate to each other and 
an elaborate discussion of the related 
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consequences for one-component fluid 
systems was given by Aifantis and Serrin 
[I]. In general, variational principles 
do not exist for dissipative phenomena. 
Thus, one should be reluctant in adopting 
this approach to consider the dynamics of 
microstructures and phase transfor- 
mations. An alternative approach for 
providing an appropriate thermodynamics 
to the above mechanical structure is to 
adopt the approach of irreversible ther- 
modynamics or modern continuum ther- 
modynamics. Here again one has to 
disoense with the difficultv of postu- 
lating the existence of entropy and tem- 
perature for spinodal regions. 
Nevertheless, a thermodynamic framework 
consistent with the present non-local 
mechanical theories can, at least for- 
mally, be constructed. This, for 
example, can be done within the genera- 
lized thermodynamics outlined by the 
author in [4]. General forms of the non- 
local terms E and n entering 
equations (5) and (6) of [4] can be 
assumed consistently with the mechanical 
theory and specialization of these forms 
can lead to the conclusions of the 
variational theory. It is a matter of an 
exercise to show that this can explicitly 
be done within a Gibbsian thermodynamics 
as illustrated by Hart [3]. It can also 
be seen easily within the structure of 
modern continuum thermodynamics of [4] as 
discussed in a related problem by Dillon 
and Kratochvil [14] and also illustrated 
in a different form by the author in [5]. 
The applicability of the present concepts 
to the'modeling of plasticity, formation 
of slip and shear bands, and more 
generally to the localization of damage, 
dislocations, voids, and other 
microstructures has also been discussed 
by the author earlier in [6]-[8]. 
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