Abstract. In the paper I study the gradient eld of a harmonic function f in R 3 in a neighbourhood of a critical point 0. I show that the ow of ∇f , as a mapping between level sets of f , is a stratied mapping that gives, in our case, an answer to the problem of stratifying the space of orbits of the eld ∇f posed by R. Thom. I also show that the trajectories of ∇f having 0 as a limit point satisfy the niteness conjecture and have generalized tangents at 0.
Introduction
Take f : U ⊂ R n → R an analytic function; I will additionally suppose that 0 ∈ U , f (0) = 0 and ∇f (0) = 0.
I study the trajectories of a gradient systeṁ
and the gradient ow of ∇f considered as a mapping between level sets of f :
The mapping h is dened as follows: as a consequence of thm. 3.1, for ε suciently small a trajectory γ x of (1.1) originating in x ∈ V −ε either intersects V 0 in a single point, or the limit set ω(γ x ) consists of a single point we set h(x) to be this intersection point, see g. 1 . Figure 1 . Denition of h.
In the paper I suppose that f is a harmonic function in R 3 with respect to the Euclidean metric (∆f = 0).
The study of analytic gradient vector elds originates in the work of Stanisªaw ojasiewicz and René Thom around 1960 . ojasiewicz proved theorem 3.1 showing that if a trajectory of (1.1) has a limit point in U , then its length is nite. An easy consequence of this fact is ( [20] , [14] ) that, if additionally f is non-positive in the neighbourhood of 0, the ow of ∇f gives us a retraction of a suciently small neighbourhood V ⊂ U of 0 onto Singf ∩ V . These two theorems show the two directions that the study of system (1.1) took: one of them is the study of a behaviour of a single trajectory of (1.1), the other is analysis of the ow of ∇f .
Analysis of behaviour of a single trajectory has long history and it is centered mostly around the so-called Thom's gradient conjecture ([22] , [2] , [16] ):
Conjecture 1 (Thom's gradient conjecture).
Let x(t) be a trajectory of (1.1) such that x(t) → x 0 ∈ U . Then x(t) has a tangent in x 0 , i.e. there exists a limit of secants This conjecture has been proved in 1996 by K. Kurdyka and T. Mostowski ( [10] ); they published a much simplied proof, with A. Parusi«ski, in 2000 ( [11] ). Partial results have been obtained earlier by X. L. Hu ( [8] ) and R. Thom, J. Martinet and N. Kuiper (see [17] ).
A by-product of the study of Thom's conjecture is a whole hierarchy of conjectures on trajectories of (1.1), including Conjecture 2 (Generalized Thom's gradient conjecture ( [9] )).
Suppose the hypotheses of conjecture 1 hold. Then there exists a limit of tangents to x(t) in x 0 , i.e. 
(t) |ẋ(t)| .
Conjecture 3 (Existence of iterated tangents ( [19] , [12] , [11] )).
Suppose the hypotheses of conjecture 1 hold. Then for every sequence of blowing-ups of the point x 0 the lifting (strict transform) of the trajectory x(t) has exactly one limit point.
If a trajectory satises the above conjecture, we say that it possesses all iterated tangents.
Conjecture 4 (Analytic niteness conjecture for gradient ([9])).
Let A be an analytic subset of R n . Then x(t) either stays in A, or intersects it in a nite number of points.
If a trajectory of a vector eld satises the thesis of conjecture 4, we say that it is non-oscillating with respect to A; we call it non-oscillating if it is non-oscillating with respect to any analytic A.
Conjecture 4 implies conjecture 3, which in turn implies conjecture 2. Any of them implies Thom's gradient conjecture. In the case of n = 2 all these conjectures are true (an easy proof of Finiteness Conjecture (conj. 4) is given in [11] ). In dimension 3, as it has been proved by P. Fortuny and F. Sanz, the conjectures 4 and 3 are equivalent ( [5] ).
In 1998 F. Sanz proved ( [19] , [12] ) that conjecture 4 is true for n = 3 if corankD 2 f (x 0 ) ≤ 2. The main theorem of his paper is quoted in section 3. The behaviour of the ow of ∇f and of mapping h is much less studied. Easy examples show that h is not, in general, injective, nor it is Hölder continuous; such examples might be constructed even in the special case we deal with in this paper when f is a harmonic function in R 3 . It suces to take f (x, y, z) = f 1 (x, y, z) = x 3 − y 2 − z 2 (3x − 1) for the rst property, f (x, y, z) = −f 1 (x, y, z) for the second.
A principal motivation for the study of the ow of ∇f is a question posed by R. Thom on Nuc Summer School on Manifolds in 1970 ( [21] ): to give a stratication of the set of orbits of a dynamical system given by (1.1), or, equivalently, a stratication of a stable set of a given critical point of f (i.e. the set of all points in U that the ow transports into that critical point), with, possibly, some regularity conditions on the stratication.
R. Moussu has proved ( [17] ) the existence of ow-invariant analytic curves, passing through critical points of f . An interesting result has been obtained by A. Nowel and Z. Szafraniec ( [18] ) they proved that for a given critical point P the set of trajectories having P as a limit point has the same ech cohomology as the Milnor bre of f in P .
T. Mostowski has specied Thom's question in a following manner: is the function h, dened above, a morphism of stratied spaces? In other words: do there exist such stratications of level sets V −ε and V 0 that h transforms strata to strata and on a given stratum of V −ε it is either a dieomorphism, or a projection onto a stratum of smaller dimension? What are the natural regularity conditions for these stratications?
This problem remains unsolved in the general case, there are no partial results either. The paper gives a construction of the desired stratication in the case of f harmonic in R 3 with respect to Euclidean metric. I prove also that in this case all the conjectures 2 4 hold.
This particular case might be of special interest: rst, the ow of a harmonic function in R 3 is conformal thus it preserves volume. Second, it admits nice physical interpretation: the trajectories of (1.1) are the current lines in a given electrostatic potential f . The geometric properties of such electrostatic elds near their critical points have been recently studied by e.g. F. Gonzales-Gascon and D. Peralta-Salas ( [6] ).
Results
I will denote the set of critical points of f in V 0 by S 0 : S 0 = {x ∈ U : f (x) = 0, ∇f (x) = 0} ⊂ V 0 , its counterimage with respect to h in V −ε by S −ε :
The mapping h :
is, of course, a dieomorphism (the gradient vector eld is locally rectiable between V −ε and V 0 ). In section 4.1 I show that S 0 is an analytic set of dimension at most 1, with the following stratication:
where Γ 0,i strata of dimension 1 are semianalytic arcs, P α strata of dimension 0 are isolated points.
In sections 4.24.3 I construct the following stratication of S −ε :
with Γ −ε,k being smooth arcs (strata of dimension 1), Q β isolated points (strata of dimension 0). The ow h acts on S −ε and S 0 as a mapping of stratied spaces,
and h : Γ −ε,k → Γ 0,i is a dieomorphism;
The arcs Γ −ε,k do not form border cycles in V −ε (c.f. g. 2). Two such arcs may have innite order of contact an example of such a behaviour is given in section 5.1.
In all the cases we analyze the local behaviour of S −ε by showing the
Figure 2. Excluded behaviour of the arcs Γ −ε,k existence of appropriate invariant manifolds, showing that (in adequate coordinates) the gradient system (1.1) for a harmonic f has a non-vanishing linearization and that it satises the hypotheses of theorem of Sanz (thm. 3.6) . This proves that the niteness conjecture (conj. 4) is satised for the trajectories of (1.1), thus implying that conjectures 3 and 2 are satised as well.
3. Tools 3.1. ojasiewicz Theorem.
S. ojasiewicz proved around 1960 the following theorem( [13] , [14] ):
Theorem 3.1. Let f : U ⊂ R n → R be an analytic function, x(t) a trajectory of the systemẋ = ∇f . If x(t) has a limit point x 0 , i.e. x(t k ) → x 0 for some sequence {t k } → ∞ (we denote it by x 0 ∈ ω(x)), then the length of x(t) is nite. Thus
It is clear that x 0 is a critical point of f , otherwise one could prolong the trajectory x(t) beyond x 0 .
I will use the following easy generalization of ojasiewicz theorem:
Theorem 3.2. Suppose that x(s) is a arc-length parameterized curve in some
, and that the angle betweenẋ(s) and ∇f (x(s)) is for all s less than some constant α < π/2. Then the length of x is nite.
The proof of this theorem is almost identical to that of theorem 3.1 and it is widely known. One can nd it for example in [11] .
Horns.
By γ(r) = (γ 1 (r), γ 2 (r), r) we will denote a semianalytic arc tangent to the r axis. The set
will be called a horn around γ. The width of H is the exponent N = w(H) (N ∈ Q, N > 1). For r suciently small H carries a natural coordinate system. We introduce it as follows: we choose in the (x, y) plane (orthogonal to the r axis) an orthonormal basis v 1 , v 2 . The coordinates are dened by the blowing up to a cylinder:
The expressions for ∇ and ∆ in these coordinates depend on whether γ is the r axis, or an arc with non-zero order of contact with this axis.
3.2.1. A horn around straight line. Consider an arc of width N around the positive semiaxis (0, 0, r). We have
where v 1 , v 2 form an orthonormal basis in the (x, y) plane. Next 
As before,
Invariant manifolds.
We consider a (real) system of equationṡ If a trajectory y(t) of (3.6) falls into 0, then for t suciently large we have (t, y(t)) ∈ M s . By reversing the time ow we prove the existence of the unstable manifold M u .
3.4. Wa»ewski theorem.
The following theorem has been proved by T. Wa»ewski (c.f. [7] , theorem 3.1, p. 282):
Consider a system of equationsẏ
with f (t, y) continuous on an open set Ω ⊂ R × R n , with the following properties:
• There exist functions u j and v i continuous on Ω and
• Denote
Let L be the Lie derivative along the solutions of (3.7). Suppose that Lu α > 0 on U α , Lv β < 0 on V β . This means that in the points of V β the trajectories of (3.7) enter Ω 0 , while in the points of U α they leave
• The solutions of (3.7) are uniquely determined in Ω by their initial conditions.
is not a retract of S, but is a retract of Ω 0 e , then there exists a solution y(t) of (3.7) with an initial condition (t 0 , y 0 ) ∈ S such that the arc {(t, y(t))}, prolonged rightwards (i.e. for t ≥ t 0 ) onto the maximal interval on which y(t) is dened, is contained in Ω 0 .
3.5. Theorem of F. Sanz. In the paper [19] F. Sanz has given a list of sucient conditions for all the trajectories of an analytic vector eld that tend to a critical point P to be non-oscillating, under a condition that the vector eld has a nonvanishing linearization in P (see conj. 3). Let M be a three-dimensional real analytic manifold. We denote by SR(M, P ) the set of all the analytic vector elds w on M such that w(P ) = 0, with all the eigenvalues of the linearization of w at P real and not all equal to 0. We have Thanks to the result of Kurdyka, Mostowski and Parusinski mentioned in the introduction, for analytic gradient vector elds we may simplify condition C.:
Stratification of the flow
This section, containing the main results, is divided into several parts. The rst one describes the required stratication of V 0 the 0level set of f . The second part is devoted to the study of counterimages of strata of V 0 , at rst of the 1-dimensional strata Γ 0,i , then of the 0-dimensional strata P j . In all the cases the main idea is to introduce analytic coordinates, in which the gradient system does possess invariant manifolds. This is done with the use of the so-called éclate divisée (divided blow-up, see e.g. [17] ). A more detailed study of the stable or centralstable manifold shows that the set of points in such a manifold attracted by 0 can intersect with a nearby regular level-set of f (V −ε ) either in a point, or along a C ∞ arc. The analysis of h −1 (P j ) requires an inductive procedure, which is described in further detail at the beginning of the proper subsection. Proof. Suppose the opposite that S 0 has a two-dimensional component E. Then in a small neighbourhood of a given point e ∈ E we have f = ug N , with u invertible, N ≥ 2 and g a local generator of E in the neighbourhood of e (thus ∇g = 0).
Easy calculation shows that
By the above lemma the analytic set S 0 = {f = 0, ∇f = 0} is a locally nite (in fact nite, as our study of the ow is local) family of analytic arcs and points. The subset of singular points S 0,sing is of dimension < 1, so it consists of isolated points.
The decomposition of V 0 :
is a stratication of V 0 , with (V 0 −S 0 ) as stratum of dimension 2, S 0,reg as 1-dimensional strata (semianalytic arcs) and S 0,sing as 0-dimensional strata (isolated points). For our needs this stratication must be further decomposed. The two-dimensional stratum remains unchanged. Take a single arc
, where m is the maximal ideal in the local ring O p ). The function m(p) is locally constant on Γ, so it might change its value only in a nite number of points. These points, together with the points of S 0,sing , form the 0-dimensional strata of our stratication; we denote them by {P 1 , . . . , P ν }. The set S 0 − {P 1 , . . . , P ν } is a nite sum of disjoint semianalytic arcs the 1-dimensional strata of our stratication, denoted by {Γ 0,1 , . . . , Γ 0,µ }.
Description of
Let us denote the natural (arc length) parameter on Γ 0 = Γ 0,i by s. We choose a coordinate system in a neighbourhood of 0 ∈ Γ parameterized by s = 0 in a following way: we x an orthonormal basis u 1 , u 2 in the normal space to Γ in 0 and use its parallel transport along Γ for s suciently small. This gives a coordinate system (s, u) in a neighbourhood of 0. The multiplicity of f along Γ 0 is constant and equal to m.
We develop f into a homogeneous series with respect to the u variables:
where f j (s, u) is j-homogeneous polynomial of u 1 and u 2 . Easy calculation shows that
The leading order term f m (s, u), being both homogeneous of degree m and harmonic, is of the form
The gradient system in ρ, θ, s coordinates is:
(only leading order terms are displayed). We may reparameterize the trajectory by introducing τ such that dτ = ρ m−2 dt. For simplicity, dierentiation with respect to τ is also denoted by a dot. The system (4.3) after reparameterization becomes:
This is the so-called divided blow-up, or éclate divisée. What are the critical points of this system? On Γ 0 we have A > 0 (the multiplicity of f is constant), thus ρ 0 = 0, sin(mθ 0 + α(s 0 )) = 0, so cos(mθ 0 + α(s 0 )) = ±1. If cos(mθ 0 + α(s 0 )) = 1, then for ρ suciently smallρ > 0 and no trajectory tends to a point on Γ 0 , therefore we may take cos(mθ 0 + α(s 0 )) = −1. By a rotation of the u basis we may assume α(s 0 ) = 0. Putting θ for θ − θ 0 we get in these critical points the following linearization:
In each of these points we obtain thus invariant manifolds: one dimensional stable W s (due to the negative eigenvalue
, and a two-dimensional centralstable W cs (negative and zero eigenvalue). The situation satises hypothesis B-2. of theorem 3.6.
Any trajectory that stays, for t > 0, in a small neighbourhood of 0 ∈ Γ 0 lies in W cs . ojasiewicz theorem (3.1) implies that such a trajectory falls into a critical point, thus into a point of Γ 0 . In particular all the points of Γ 0 suciently close to 0, being constant trajectories, are in W cs . The manifold W cs intersects a regular level set V −ε transversally (it is transversal to V 0 ) along a curve Γ 0 −ε . We also have in any point x ∈ Γ 0 a one-dimensional stable manifold W 
. This implies that the centralstable manifold (at least the interesting part the grey area on g. 3) is unique, thus it is a C ∞ manifold. The curve Γ 0 −ε , being a transversal intersection of two C ∞ manifolds, is also of class C ∞ . A standard prolongation argument (0 is an arbitrary point of Γ 0 ) allows us to describe the counterimage of the whole Γ 0 (the curves Γ 
This section is divided into two parts. The rst one, easier, deals with the case when the behaviour of the system can be determined by analysis of the leading homogeneous term of f (case a)). The second part, in which we need to analyze the impact of the higher order homogeneous terms on the behaviour of the trajectory, needs a kind of inductive procedure. The induction is terminated when (after a series of blowing-ups) the leading-order term of the gradient equations dominates the remaining terms and thus it is sucient to analyze its behaviour in order to nd invariant manifolds. The cases I.VI. deal with dierent situations in which such a condition can be satised. The niteness of the blow-up procedure is given by the fact that the order of homogeneity of this leading-order term decreases, ultimately leading to one of the cases I.VI. or a Morse singularity (which is a special case of I.).
As before, for the sake of simplicity, we suppose that P j = 0. We develop f in a homogeneous series
and notice that F 0 is a harmonic function (and so are the F k terms). In spherical coordinates (r, θ) we may write
By harmonicity of F 0 we know thatF 0 = const (otherwise F 0 would have a local extremum at 0), unless we deal with the trivial case of f ≡ 0. By the same reason no other homogeneous term can be of the form r k . We may thus write the gradient system as:
which, after reparameterization, gives (c.f. (4.3) and (4.4))
In the points where ∇ θF0 (θ) is a dominating term on the right hand side of (4.7b), the equation for θ coordinate is a perturbed gradient equation, thus, by the generalization of ojasiewicz theorem (thm. 3.2), θ tends to the critical points of F 0 (θ).
There are two possibilities: a) either, on a given trajectory, the term ∇ θF0 (θ) dominates in (4.7b) for all t, b) or the trajectory of 4.7 falls into a region, where for some l > 0
that is into a region where ∇ θF0 (θ) does not dominate the higher order terms.
Note: by writing a(r, θ) b(r, θ) I denote that there exist such
In particular the condition (4.8) implies that if θ 0 is an isolated critical point ofF 0 and 
Case a)
Suppose θ 0 is a critical point ofF 0 (θ) (for simplicity we set θ 0 = (0, 0)). IfF 0 (0) > 0, we have f (r, θ 0 ) > 0 and no trajectory originating in the neighbourhood of (r, θ 0 ) tends to the points of V 0 , because f is increasing on trajectories. We may thus suppose thatF 0 (0) ≤ 0.
In the neighbourhood of θ 0 = (0, 0) we havẽ
and
In the (ρ, φ) coordinates we have
φ , therefore (4.9) can be written as
By developing the left hand side into a series in ρ I obtain
I may, of course, choose the ρ, φ coordinates in such a way as to ensure φ 0 = 0, which gives Φ(φ) = A cos(kφ), with A ≥ 0, thusF 0 (ρ, φ) = Aρ k cos(kφ) + . . . and the gradient system (4.7) has the forṁ
One would wish to reparameterize the trajectories and get rid of the recurring term Aρ k−2 , but in order to do so, we must be sure that all the remaining (contained in . . .) terms are divisible by ρ k−2 . This is clear for the terms that appeared due to the development ofF 0 (ρ, φ) in ρ. The remaining terms originate in the development of functions F l (r, θ) = r m+lF l (θ) and their gradients. As I have already mentioned though, in the case a) the orders of vanishing of |∇ θFl | at 0 are not less than the order of ∇ θF0 . Thus the only terms that could pose a problem in (4.11a) are the terms independent on ρ (they have no eect on ∇ θFl ). If such a term would exist on the right hand side of (4.11a), it would mean that one of the F l functions does not depend on θ, thus it is of the form Cr m+l . This cannot happen though, as F l is harmonic.
After reparameterization we obtaiṅ
This system has critical points in φ = φ 0 = κπ/k for κ ∈ {0, 1, . . . , 2k − 1}, ρ = 0, r arbitrary. In the neighbourhood of the k critical points, for which cos(kφ) = 1, the linearization of (4.12) isṙ
In the remaining k critical points the linearization has the forṁ
In both cases we obtain a centralstable manifold W cs and a central manifold W c that is tangent to the r axis. The system satises the B-2. hypothesis of theorem 3.6. What points in W cs are transported by the ow into P j = 0?
• Either nothing (if, for example,ṙ > 0 for r < r 0 ), • or a single trajectory then its (transversal) intersection with V −ε is a single point, • or at least 2 trajectories, but then the whole area of W cs bounded by these trajectories is transported by the ow into P j (c.f. g. 3 and 4), intersecting with V −ε along an arc. The set of points that fall into P j is a subset of a C ν manifold W cs for any ν, thus it is C ∞ smooth and so is the arc along which it intersects V −ε .
IfF 0 (0) = 0, this case is the same as the preceding one (k > 2), only the reparameterization (4.11) ⇒ (4.12) is unnecessary.
IfF 0 (0) < 0, the gradient system takes the forṁ
This system has critical points in φ ∈ {0, π/2, π, 3π/2}, ρ = 0, r = 0. Each of these points is hyperbolic (all eigenvalues of linearization are non-zero), thus it satises condition A. of theorem 3.6. For φ = 0 and φ = π this linearization is equal toṙ
therefore only a one-dimensional stable manifold, tangent to ρ = 0, is attracted to 0 (outside itρ > 0 and the trajectories leave the neighbourhood of the critical point). This stable manifold intersects V −ε in a single point Q i .
In φ = π/2 and φ = 3π/2 the linearization iṡ
In each of these points we have thus a two-dimensional (smooth) stable manifold attracted to 0. This manifold intersects V −ε transversally along a smooth arc Γ −ε,i .
The remaining part of this section will deal with Case b)
In this part of the proof I construct a series of horns, in which the gradient equations are analyzed. It turns out that either the ow does possess, in a horn, invariant manifolds (cases II. and V.), which allows us to determine h −1 (P j ), or the movement in the transversal (u) direction is gradient-like (cases I., III., IV. and VI.), withu ≈ ∇F (u) for a certain 2-dimensional harmonic function F , thus u tends to the neighbourhood of critical points of F . Again, we meet the same question as before: is it sucient to analyze the leading order terms in the equation foru, or do we need to take into account higher order terms? In the latter case, we pass into smaller horns around critical arcs of F . This leads to a possibly innite series of horns, in which we need to analyze higher order terms. Luckily, this procedure is innite only in one particular case, called in the suite case X, which needs to be dealt with separately. It turns out, nally, that in a series of subsequent horns the order of vanishing of F at its critical points decreases, showing thus that the procedure is nite.
First, suppose thatF 0 has in θ = (0, 0) a non-isolated critical point. In other words, let ∇F 0 vanish along an arc Λ on the sphere, with Λ passing through θ = (0, 0); for the sake of simplicity suppose that Λ is tangent to the θ 1 direction. This means that ∇F 0 is orthogonal to the sphere (and equal mr m−1F 0 (0)) along Λ.
IfF 0 (0) = 0, then on the whole cone over Λ (that is on the set {rΛ : r > 0}) both F 0 and ∇F 0 vanish. This is, however, impossible, because F 0 is a harmonic function and the set {F 0 = 0, ∇F 0 = 0} has no 2-dimensional components (lemma 1).
What ifF 0 (0) = 0?
The only interesting case for us isF 0 (0) < 0 (otherwise, by (4.7a), r is increasing along the trajectories in the neighbourhood of θ = 0, therefore no point from the neighbourhood of θ = 0 is attracted by P j ).
Moreover,
On the other hand, ∇F 0 vanishes along Λ, so the direction tangent to Λ is an eigendirection of D 2F 0 (0) with eigenvalue 0, hence the other eigenvalue must be positive.
Developing the right hand side of (4.7b) in a power series of θ I obtaiṅ
. . , with dots containing all the non-linear terms in r and θ. The gradient system (4.7) has the following form:
The linearization of this system does not vanish, it has one negative (r), one zero and one positive eigenvalue; although the eigendirections do depend on ∇F 1 (0), the eigenvalues do not. Hence, the system has a two-dimensional centralstable manifold, with either a single point (the intersection of the stable manifold with V −ε ), or a whole arc in V −ε attracted by the ow into 0; this situation is analogous to the one on gure 4. We may therefore suppose thatF 0 has an isolated critical point in θ 0 = 0. In this case the set given by condition (4.8) is contained in a horn (see section 3.2) along a (semi-)line {rθ 0 : r > 0}. To show that, take α and χ ∈ Q, α > 0, χ ≥ 0, such that
(by ∼ and I denote respectively equality and inequality up to a multiplicative constant). In order to satisfy the condition (4. 
and in each of these horns I shall study the gradient ow in the horn coordinates (r, u). Each generation of horns arises by analyzing further homogeneous terms in the series development of f . The rst step in the construction is already done the rst horns are the horns {H i } around critical lines ofF 0 .
I shall study the behaviour of the gradient ow in a xed horn H i , either around a semi-line (4.3.1), or a semi-analytic arc (4.3.5). The harmonicity of f implies strong conditions on the leading terms of the gradient system. These conditions give rise to several cases, in which we can describe the ow in a horn by showing the existence of invariant manifolds. Cases IV, V and VI of subsection 4.3.5 are counterparts of cases I, II and III of subsection 4.3.1, respectively, but due to the dierence in metric in these two types of horns we need to discuss them separately.
If the leading order terms are not sucient, we pass to smaller horns, in which, again, we encounter one of the cases IVI. The niteness of this construction is discussed in section 4.3.10. To have any points of the horn (for r suciently small) attracted into P = 0, we must have c ≥ 0 (otherwise f is positive for small r, while f (0) = 0).
In the series (4.14) we set the following convention: either c > 0 and p < m, or the terms independent on u are treated as u-dependent and we write
This implies that
We have thus three cases, with the following form of the gradient system (the equations are already reparameterized, in order to get rid of excess powers of r):
with F harmonic and
with F harmonic.
4.3.2.
Case I. The function F , being harmonic, has only isolated critical points. As before, the generalization of ojasiewicz theorem (thm. 3.2) shows that the trajectories of (4.16b) fall into small neighbourhoods of these critical points. I assume, for simplicity, that the critical point to be studied isȗ = (0, 0) (otherwise I introduce a new variableũ = u−ȗ into (4.16b)). Let us write out the omitted terms in (4.16b):
There are two possibilities: either the term ∇F is dominating in the right hand side of (4.19) in the neighbourhood of u = (0, 0) (for r suciently small), or for some l there is
The latter case is studied in subsection 4.3.10. Let us suppose thus that this rst term is dominating in the neighbourhood of (0, 0). I develop F into a homogeneous series:
As in section 4.2, we see that F 0 is harmonic, and, being both harmonic and homogeneous, is of the form F 0 = a (z k ) with z = u 1 + iu 2 = ρe iθ . We can rewrite (4.16) in the coordinates (r, ρ, θ):
Let us introduce a new variable s = r −χ . We have 
This means that
where denotes dierentiation with respect to s. Like in (4.4), I obtain a system with non-degenerate linear part in its critical points. This system is, however, a non-autonomous one. It has 2k critical points satisfying ρ = 0, sin kθ = 0. If cos kθ = 1, ρ → ∞ and the trajectory leaves the horn. In the remaining k critical points cos kθ = −1 and ρ → 0. Denoting such a critical point by θ 0 we have
we have thus (in the space (s, ρ, θ)) a stable and unstable manifold (see subsection 3.3, the non-autonomous case). As before, the stable manifold, invariant to the gradient ow, cuts the nearby level sets of f orthogonally, therefore it cuts V −ε along a smooth curve Γ −ε , transformed by h into P = 0. Does the system (4.21) satisfy the hypotheses of theorem 3.6? Clearly it does for k = 2 (hypothesis B-2.), because the linearization of the system is non-vanishing, with eigenvalues 0 (in the direction of r), ±2a (ρ) and ∓4a (θ).
What if k > 2? In the area where r ρ (k−2)/χ , we blow up the r variable: r = sρ (k−2)/χ . In the coordinates (s, ρ, θ) the system (4.21) takes the forṁ 
This system has critical points in
• r = 0, w = 0, θ arbitrary; the eigenvalues of the linearization are −cp (r), cp χ k−2 (w) and 0 (θ), thus the hypothesis B-2. of theorem 3.6 is satised;
Whatever sign we choose for ±, this polynomial has only single roots, so the system (4.24) is hyperbolic in these points (hypothesis A. of theorem 3.6).
4.3.3. Case II. The fact that ∆G > 0 implies that the vector eld ∇G has nonvanishing linearization in its critical points, with at least one of its eigenvalues positive. Thus the equation (4.17b) has non-vanishing linearization in any of its critical points, with one-or two-dimensional central-stable manifold W cs . If none of the eigenvalues of the linearization is zero, W cs is in fact a stable manifold; as before, it intersects the level set V −ε either in a point, or along a curve Γ −ε,i . The system is hyperbolic, thus it satises hypothesis A. of theorem 3.6.
If one of the eigenvalues is zero, I use the same argument I have already applied in subsection 4.2 the manifold W cs intersects V −ε along a curve Λ. The system (4.17) has one negative eigenvalue (in the r direction), thus there exists a onedimensional stable manifold transformed by h into P = 0, then, by invariance of W cs , all the points of Λ lying between x 0 and x 1 are mapped into 0 as well. This shows that either the whole Λ, or its closed subinterval containing x 0 , with endpoints x 1 , x 2 (see g. 4) , possibly degenerate to the point x 0 , is mapped by h to 0.
The area of W cs mapped by h into 0 (depicted on g. 4 in dark-grey shade) is a subset of W cs of class C k for any k, thus its interior is a C ∞ manifold. This shows that Γ −ε,i , being a transverse intersection of two smooth manifolds, is a C ∞ curve. The system has one positive, one negative and one zero eigenvalue it satises the hypothesis B-2. of theorem 3.6. 4.3.4. Case III. Function F , being harmonic, has only isolated critical points. Denote such a critical point byȗ, with F (ȗ) = a. The sign of a determines the sign of the leading order term on the right hand side of 4.18a in the neighbourhood ofȗ. As in case I, the coordinate u on a trajectory tends to a small neighbourhood ofȗ (as long, as ∇F dominates inu, the movement in u is gradient-like, thus u tends to critical points of F ). If F (ȗ) = a > 0, we have r → ∞ and all the trajectories in this neighbourhood quit the horn. If a < 0, then in fact we have in the neighbourhood ofȗ the situation described as case I. We can assume thus that a = 0.
There are two possibilities: either in (4.18b) the term ∇F dominates all the remaining terms, or not. The latter case is analyzed in subsection 4.3.10, here we assume that indeed this term is dominating, more precisely
where the indices j form an increasing sequence of positive rational numbers tending to ∞,
u . At rst suppose that ∀ j F j (ȗ) = 0. We can set, of course,ȗ = 0. Equation (4.18a) implies that
Let us denote by σ the natural (arc-length) parameter on the integral curve L of the equationu = ∇F + . . ., i.e. on the projection of a (given) trajectory of (4.18) onto the u-plane. Such a trajectory falls into a neighbourhood ofȗ = 0, we have thus along it
On the other hand, theorem 3.2 implies that L has nite length (it is an integral curve of a gradient-like system), therefore r cannot tend to 0 on the trajectory of (4.18). This trajectory falls thus into a critical point of f dierent than 0, which is not an isolated critical point in this case therefore it is an endpoint of one of the arcs Γ 0,j (g. 5).
As I have mentioned before, F = (cz k+1 + . . .); by rotating the original (u 1 , u 2 ) basis I can have c ∈ R (c.f. (4.4) ). Passing in (4.18) to polar coordinates (ρ, θ) in place of u (z = u 1 + iu 2 = ρe iθ ) we geṫ
reparameterizing the trajectories in order to get rid of excess (k + 1)ρ k−1 term we see that the linearization of (4.28) has the forṁ
We have thus a two-dimensional centralstable manifold W cs . In fact we describe again the non-isolated case (section 4.2); no point of the analyzed horn is transported by the ow into 0 (except for the point 0 itself).
Let us now consider the case when F j (ȗ) = 0 for some j (as before, for the sake of simplicity, I takeȗ = 0). By j 0 I shall denote the smallest of all such j; n = m + j 0 . As before, after, possibly, rotating the u coordinate, we may take
In the coordinates (r, ρ, θ) the system (4.18) takes the forṁ
If n > k, let us take M = 2N − 1; in this case we shall blow up r: r = ρξ:
After a reparameterization (in order to get rid of A(k + 1)ρ k−1 ) I geṫ
and in the critical points of this system (ξ = 0,ρ = 0, kθ = lπ for l = 0, 1, . . . , 2k−1) we have a non-vanishing, hyperbolic linearization:
thus there is a stable manifold consisting of all the points transported into the critical point. As before, this manifold intersects the level set V −ε transversally, along a curve Γ −ε,i . This system, of course, does satisfy hypothesis A. of theorem 3.6.
After a reparameterization (to get rid of A(k + 1)r n−1 ) we havė 
In this case in the critical point sin kθ = 0, thus cos kθ = ±1. The polynomial ±ξ k −cξ has only simple roots, therefore it has a non-degenerate linearization in any of them. As I mentioned before, we are interested only in the case B < 0, which implies c < 0. The number of real solutions (with ξ = 0) to the system sin kθ = 0, ξ k cos kθ − cξ = 0 is 2k, each one giving a non-degenerate, hyperbolic critical point (r, ξ, θ) = (0, ξ j , θ j ). Writingξ = ξ − ξ j ,θ = θ − θ j , we have the linearization of the form
There is thus a two-dimensional manifold of points transported by the ow into this critical point (which, in the original, not blown-up coordinates is mapped, of course, to point P ); in intersects V −ε transversally, along Γ −ε,i . This system satises hypothesis A. of theorem 3.6.
• ξ = 0. In its critical points (r, ξ, θ) = (0, 0, θ 0 ) the system has the following linearization:ṙ = Br (4.36a)
These critical points are non-isolated. We have in this case a two-dimensional central-stable manifold W cs ; for every θ (suciently close to θ 0 ) there also exists a stable manifold W c θ a trajectory contained in W cs , falling into (0, 0, θ 0 ). Similarly to the situation in section 4.2 (c.f. g. 5) all the area of W cs that lies between two trajectories falling into (0, 0, θ 1 ) and (0, 0, θ 2 ) is transported by the ow into the arc Λ = {r = 0, ρ = 0, θ ∈ (θ 1 , θ 2 )}; this arc, in turn, is blown down (when we return to the original, cartesian coordinates) into the point P j = 0. The set of points transported into Λ lies in a manifold W cs of any smoothness, thus it is C ∞ ; it intersects transversally V −ε along an arc Γ −ε,i .
In each of the points the system does satisfy the hypothesis B-2. of theorem 3.6. 4.3.5. Horns around an arc. The case of a horn around an arc diers little from the case of a horn around a semiline, therefore lots of arguments from the previous part work here as well.
Consider a horn around an arc γ(r) = (ar λ + . . . , br µ + . . . , r), of width N , with coordinates (r, u). Let us develop f in these coordinates:
with the same condition on m, p, and c, as before. We have (see subsection 3.2.2)
This, similarly to the case of a horn around a line, implies that
As before, we analyze 3 cases:
The gradient system takes the forṁ
We can ask which term inṙ is dominating? Depending on the answer, we divide this case into 3 subcases:
with, as before,
In this case p − 1 < m − N + λ − 1, thus the gradient system has the following formṙ
VI. c = 0
We obtain the following form of the gradient system:
with ∆F (u) = 0. This is exactly the same system as in the case (IVc).
4.3.6. Case (IVa). In this case the gradient system (and thus its dynamics) is exactly the same, as in the case I. (subsection 4.3.2).
4.3.7. Case (IVb). Analysis of this case essentially repeats the arguments of case I. Suppose that ∇F (u) dominates in the right hand side of (4.44) in the neighbourhood of a critical point (u 1 , u 2 ) = (0, 0). I develop F in a homogeneous series: F = F 0 + F 1 + . . .; as before, F 0 is a harmonic function, thus of the form Az k , with z = u 1 + iu 2 = ρe iθ ; by proper choice of v 1 and v 2 (i.e. by proper revolution of the radial coordinate system (ρ, θ)) I can ensure that A ∈ R, A > 0. I obtaiṅ
Again, repeating the ideas used in case I., I introduce a new variable s = r −χ .
The above system is exactly the same as obtained in case I., and we have already shown the existence of invariant manifolds for it. Also the argument that the above system does satisfy the hypotheses of theorem 3.6 is analogous to the reasoning in case I. Let us look back at the system (4.56). If k = 2, it does possess a non-vanishing linearization at its critical points (thus theorem 3.6 holds). For k > 2 we use the same blow-ups, as we did in case I (r = sρ k−1 χ and ρ = wr χ k−2 ) to obtain systems with non-vanishing linear parts, for which the hypotheses of thm. 3.6 are satised.
4.3.8. Cases (IVc.) and (VI.). The analysis of these two cases follow the reasoning in case III. In the same way, as in previous cases we can assume that the term ∇F (u) does dominate in the right hand side of (4.49b) (if not, we pass to a smaller horn, using lemma 2). We have thus
if we denote the natural (arc-length) parameter on the projection of a trajectory of (4.49) onto the u-plane by σ, we can write
and, like in case III., we see that the trajectories do not tend to 0, but to some other critical point. Passing in (4.49) to radial coordinates (ρ, θ) in u I geṫ
Reparameterizing I obtain a situation analogous to the one in III.: linearization with eigenvalues 0, ±c, and ∓ck thus there exists a 2-dimensional central-stable manifold; also the hypotheses of thm 3.6 are satised.
Suppose now that c = 0 (i.e. case IVc.), or that for some j we have F j (ȗ) = B = 0 and set j 0 to be the smallest of all such j. We havė
with n = m + j 0 . Exactly as in case III., using the same blow-ups, we analyze two possibilities: n > k and n ≤ k.
If n > k, we blow up r: r = ρξ, obtaininġ
This system is the same as (4.31) and further analysis is the same, as in case III. Similarly, when n ≤ k, we blow up ρ: ρ = r n−1 k−1 ξ and geṫ
this system is the same as (4.35) and has already been analyzed. Lemma 2. Let f : U → R be a harmonic function, H ⊂ U a horn of width N (either around a line, or an arc). Let the gradient system for f in the horn coordinates in H take the form I., IV., III. or VI.: 4.58b) and suppose that u = 0 is a critical point for F (u), F (0) = 0 and the order of vanishing of F in 0 is equal to α + 1 (in other words: set
.).
Suppose additionally that in a neighbourhood of u = 0 the term ∇F (u) ceases to dominate in (4.58b) , that is for some k we have Proof. Let L denote the set of all the indices l, for which (4.59) holds. Let
In order for (4.59) to hold, we must have, of course, γ l < α. We set κ = min l∈L l α−γ l (it is the minimal slope in the Newton diagram with respect to r and ρ = |u| of the right hand side of (4.58b), see g. 6).
Passing in (4.59) to coordinates (r, v), u = r κ v, we get
This inequality describes a horn H of width
Let us develop F in a homogeneous series:
by L 0 we shall denote all the l ∈ L, for which
it is a nite set). Let us also develop in homogeneous series the elds ξ l for l ∈ L 0 :
An easy calculation shows that
This proves that the development of ∇F (v) in a homogeneous series is nite and the term with highest homogeneity degree is Φ(v), thusF (v) is a polynomial of degree α + 1.
The orders of vanishing of ζ l (v) at 0 are equal to γ l < α, γ l1 = γ l2 for l 1 = l 2 , thus the order of vanishing if ∇F (v) at 0 is equal
Now, if δ = 1, then 0 is not a critical point ofF (v). Nevertheless,F (v) is a polynomial of degree α + 1, so the order of vanishing ofF (v) in its critical point v is not greater than α + 1 and it is equal α + 1 only in the case whenF (v) is homogeneous of degree α + 1 with Lemma 2 shows that the only case in which the order of vanishing at the critical point of the leading (gradient) term in (4.58b) does not decrease when we pass to a smaller horn, is the case, when in this smaller hornF (v) is a homogeneous function of v −v, of the same homogeneity order, as the order of vanishing of F (u) at 0. In the suite I shall refer to this case as to case X. Can this case occur an innite number of times in a row?
Let us suppose that F (u) is a homogeneous function of u (it will be so after the rst occurence of case X). For the simplicity of notation I shall identify point u (v etc.) with the complex number u 1 + iu 2 . What should be the form of F , so that the case X would occur again?
We have (after, possibly, a turn in the u coordinate)
In order for the case X to occur again, we must have (4.62) equal to r
α+1 , thus A = A 1 and Figure 7 shows a Newton diagram of the right hand side of (4.58b) in the case when case X occurs on the line corresponding to L 0 for every ν = 0, 1, . . . , α + 1 there exists a term with the rst coordinate equal to ν. Repeating the same argument for the smaller horn and for v we obtain that in order for the case X to occur twice in a row we must have
with 1st and 2nd generation being the terms competing with the gradient term when we pass to respectively for the rst and for the second time to a smaller horn. In order for case X to occur an innite number of times in a row we must thus have
terms that can compete with ∇F (u)
that is whenu
Let us denote w = u + a 1 r κ1 + a 2 r κ1+κ2 + . . . (as before, I identify the point w with the complex number w 1 + iw 2 ). Passing to this new variable corresponds to analyzing our gradient system in a horn around the arc w = 0 of width N . We haveẇ
The form ofṙ depends on the type of horn corresponding to (r, u) coordinates on whether the gradient system is of the type analyzed in case IVa., IVb. or IVc. We do not need to consider cases I., II. or III., because we may suppose that the case X has already occured at least once (and so our horn is no longer a horn around a straight line, but around an arc In this case the Newton diagram is shown on g. 8, therefore, when we pass to a smaller horn, it will not be case X (the Newton diagram for case X is shown of g. 7)
. Thus the order of vanishing of the leading term inu in its critical point will decrease in the next step if we need to pass to a smaller horn. In a horn of type IVb. thuṡ
What powers of r accompany the in (4.69) the terms of homogeneity degree (with respect to w) equal to ν, ν = 0, 1, . . . , α? An easy calculation gives that for ν = 0 the smallest exponent of r is equal to κ 1 + χ, while for ν = 1, 2, . . . , α it is equal to (α − ν + 1)κ 1 + χ. In this case the Newton diagram looks as shown on g. 9; as before we see that case X cannot occur again and the order of vanishing of F in its critical points will, after passing to a smaller horn, decrease. We are left with the IVc. type of horn:
As in the previous case, the terms of homogeneity order (with respect to w) equal ν (ν = 0, 1, . . . , α) appear with powers of r with exponents starting from (α − ν + 1)κ 1 + χ. The Newton diagram for this case diers (in its important features) from the one on g. 9 only by the lack of term with coordinates (0, κ 1 + χ). Also in this case, when passing to a smaller horn, we shall not encounter case X thus the order of vanishing of F in its critical points will decrease. The above analysis shows that • either after a nite number of steps blow-ups (i.e. passing to smaller horns) and, possibly, passing to a new coordinate w = u + a 1 r κ 1 + . . . we arrive at a situation, when the leading, gradient term inu does dominate all the other terms inu (thus L = ∅). This situation is analyzed as cases I.,III.,IV. and VI., • or at a certain moment we arrive in a horn of type II. or IV., • or, after a nite number of steps, the order of vanishing of F at its critical point is equal 2. In this case the equatioṅ
has a non-vanishing, hyperbolic (because F is harmonic) linearization in this critical point therefore ∇F (u) does dominate the remaining terms; in fact this case has already been analyzed as one of the cases I., III., IV. or VI. (depending on the form ofṙ in that horn). As it has been mentioned in every case, the system 1.1 does satisfy, in proper coordinates, the hypotheses of theorem of Sanz (thm 3.6), therefore its trajectories satisfy the niteness conjecture (conj. 4) and the other conjectures mentioned in the introduction.
Properties of Γ −ε,k
As I have mentioned in the introduction, the ow of a gradient of a harmonic function does preserve volume. This is a consequence of a well known theorem of Liouville:
Theorem 5.1. Letẋ = H(x) be a system of dierential equations, such that its solutions can be prolonged for all t > 0; by g t let us denote the ow of the eld H(x). If divH(x) ≡ 0, then the ow of g t does preserve volume.
A proof of this theorem can be found for example in [3] . In our case
This shows that the arcs Γ −ε,i cannot form a cycle in V −ε that would be homotopytrivial (i.e. retractible in V −ε , see g. 2). If there was such a cycle, then the set obtained by the ow-images of the interior of the cycle (phase tube), which clearly does have positive volume, would be transformed by the ow into S 0 , of volume 0. This is illustrated, for an isolated critical point P , by g. 10.
5.1. Example of a ow with an innite order of tangency of strata.
In this section I present a construction of a function, for which two arcs Γ −ε,i and Γ −ε,j have an innite order of tangency. To start with, I seek a homogeneous, harmonic polynomial with the phase portrait on (a piece of) the unit sphere S as the one shown on g. 11.
N P Q Figure 11 The interval N P is a segment of the y = 0 circle, while the interval P Q a segment of x = 0. I want to have non-degenerate saddle points in P and Q and a semi-degenerate saddle-node point in N degenerate in the direction N P , non-degenerate in the orthogonal direction.
Let us notice that a polynomial F of degree 2n that is homogeneous and even with respect to all the coordinates can be written as We may notice that ∇p(x, y, z) has a positive x component in Q. Moreover, the second derivative of p in P does vanish, so the perturbation τ p has no impact on the principal directions in the critical point P . The phase portrait for the perturbed function is shown on g. 12. The existence of a trajectory from N (with t → −∞) toQ (t → ∞), shown on g. 12, needs some explanation. Its existence is a consequence of Wa»ewski theorem (thm 3.5). The argument is illustrated on g. 13. The U α sets are the two straight Q Q Figure 13 semi-lines, through which the trajectories go outwards, while any transversal section of the ow between these semi-lines can serve as V β . Taking S to be this section together with the intersection points with V β we notice that the two points in Ω 0 e ∩ S are a retract of Ω 0 e , but not of S so there exists a trajectory that stays between the two semi-lines. This, in fact, is a generic use of Wa»ewski's theorem.
In the area denoted as II the ow is a dieomorphism between the sections transversal to the eld (i.e. the grey segments separating areas I, II and III) we may thus, reversing the time direction, prolong the trajectory found in the area I to the border of area III. In this last area, with time reversed, all the trajectories fall into N .
On the other hand there still exists a trajectory from N to P , lying on the circle {y = 0}, because the function m(x, y, z) + τ p(x, y, z) is even in y, so this circle is invariant with respect to the ow of ∇(m + τ p), and there are no other critical points between N and P . I shall show that the two trajectories from N toQ and from N to P are innitely tangent at N . (5.15) with δ small (in (5.15) I separated the terms omitted in the rst line into terms dependent on y and terms dependent only on u, then, using the fact that both y and u are small, I estimated both sums by a small, common δ).
We may thus suppose that along the analyzed trajectory from N toQ (fromQ to N with time reversed) we have y/x < M . This allows us to write the following estimate: In the neighbourhood of (r, u) = rQ this system has a two-dimensional stable manifold (m(Q) < 0, thus for τ suciently small we have G(Q) < 0, moreover the two eigenvalues of ∇G(u) inQ are of dierent sign there is a saddle point inQ on S. We may conclude that the trajectories from rN to rQ for r ∈ [0, 1] span a manifold invariant with respect to ∇g (the ow of ∇g is a dieomorphism away from the critical points of g), that has an innite order of tangency with (also invariant) plane {y = 0, x ∈ (−1/4, 0)} along the segment {rN }. Take r 0 such that g(r 0 N ) = −ε. Both these invariant manifolds are, in the neighbourhood of r 0 N , transversal to the level set V −ε = {g = −ε}, their intersections the arcs ΓQ and Γ P have in r 0 N an innite order of tangency. These are the strata of my stratication, corresponding to the trajectories falling into (0, 0, 0) that are tangent to rQ and rP , respectively.
