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Ce travail consiste à l’étude d’une nouvelle technique de représention des images 
fixes permettant de capturer la régularité géométrique le long des contours et la régularité de 
zones, appelée  bases de bandelettes. 
Les bases de bandelettes sont construites à partir d’ondelettes bidimensionnelles 
déformées le long du flot géométrique dans chaque région de l’image. Le flot géométrique 
indique la direction où l’image est régulière dans une région. L’optimisation de la géométrie 
est effectuée par un algorithme rapide de meilleure base qui permet d’obtenir des résultats de 
compression plus satisfaisants. 
Finalement, une étude comparative a été menée dans le but du rôle d’extraire les 
techniques ont plus performance conduisant aux  meilleurs résultats possibles (signale/bruit 
"PSNR" et taux de compression "RC") pour la compression des images. 
 
Mots clés : Compression, Images fixes, Ondelettes géométriques, Bandelettes, Ridgelets, 







This work consists of the study of a new technique of fixed images, making it 
possible to capture both the geometrical regularity along the contours and the regularity the 
proposed zone.   
  The bandelets bases are built through wavelets two-dimensional deformations along 
the geometrical flow in each area of the image.  This geometric flow indicates directions in 
which the image has regular variations. The geometric flow is optimized with a fast best 
basis algorithm, which leads better image compression results. 
Finally, a comparative study is performed in order to extract the techniques which 
have more performance leading to the best possible results (signale/noise " PSNR " and 
compression ratio " RC").  
 
Key words: Compression, fixed images,  geometrical regularity, wavelets, bandelets, PSNR, 
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Introduction générale 
La recherche d’une bonne représention est un problème central du traitement d’images. 
On cherche dans la plupart des cas, des bases permettant une représentation creuse des images 
c’est-à-dire permettant de bien les approcher avec peu de coefficients. Typiquement, ces 
représentations sont réalisées par l’intermédiaire d’une transformation orthogonale non-
redondante. Actuellement, les choix les plus populaires à cette fin sont la transformée en 
ondelettes discrètes (DWT) ou la transformation en cosinus discrète (DCT). 
La transformée en ondelettes est un outil très efficace dans l’analyse et débruitage de 
signaux 1D non stationnaires présentant des discontinuités ponctuelles. En 2D, la base 
d’ondelettes est obtenue par le produit tensoriel de deux ondelettes monodimensionnelles. Les 
bases obtenues ainsi sont appelées bases d’ondelettes séparables. Elles ne sont cependant pas 
optimales pour les images. Bien que très efficaces pour les zones régulières, les textures 
homogènes et les singularités ponctuelles, elles ne peuvent exploiter la régularité de nature 
géométrique des contours. 
De nombreuses approches récentes tentent de résoudre ce problème en filtrant l’image le 
long des contours ; on peut citer : les Ridgelets, les Curvelets et les Bandelettes. L’idée des 
ridgelets est de tracer une singularité de type ligne à partir d’une singularité de type point 
utilisant la transformée de Radon. Puis, la transformée en ondelettes est utilisée pour représenter 
effectivement la singularité de type point dans le domaine de Radon. 
Dans le cas des images naturelles, les contours ne sont pas généralement des droites et les 
Ridgelets dans ce cas ne peuvent pas apporter des représentations efficaces. L’idée de la 
transformation en Curvelets est de décomposer l’image en sous-bandes, c'est-à-dire décomposer 
les objets de l’image dans une série d’échelles disjointes. Chaque échelle est alors analysée au 
moyen d’une transformation Ridgelet locale. 
Pour décrire des images naturelles, il faut un modèle où les contours de l’image ne sont 
pas nécessairement des singularités, car ils peuvent être lissés. Les bases des Bandelettes 
proposées par Le Pennec et Mallat, ont un ordre d’approximation optimal pour cette classe plus 
complexe d’images géométriques. Les bases de bandelettes sont construites à partir d’ondelettes 
bidimensionnelles déformées le long du flot géométrique dans chaque région de l’image. Le flot 
géométrique indique la direction de régularité de l’image dans une région. Dans ce cas, il n’est 
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plus nécessaire de représenter l’image par des singularités ; cependant, une partition de l’image 
en régions où le flot est régulier et utile.    
Le premier chapitre décrit rapidement des bases d’ondelettes, leurs caractéristiques, leurs 
succès et leurs limitations. Quelques transformées redondantes telles que Ridgelets et Cuvelets 
sont décrites. Enfin, une étude détaillée sur  la construction des bases de Bandelettes (première 
génération et seconde génération) est menée. 
Le second chapitre decrit la transformée en bandelettes par groupement utilisée dans la 
compression d’images. Nous démontrons  la construction du dictionnaire de ces bases. La 
meilleure transformée en bandelettes sur chaque bloc est sélectionnée parmi un dictionnaire de 
transformées possibles par minimisation d’un critère débit-distorsion (Lagrangien).  
Le troisième chapitre présente les simulations réalisées et les résultats obtenus. Une 
présentation détaillée sur les étapes de l’algorithme de la transformée en bandelettes est 
effectuée. Deux versions de la transformée en bandelettes sont réalisées, la première version est 
la transformée en bandelettes d’ordre zéro et la seconde version est la transformée en bandelettes 
par groupements. 
Une application du codeur en bandelettes sur plusieurs types d’images et les résultats 
obtenus ainsi que des commentaires sont présentés dans ce chapitre. 
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1.1  Introduction  
Les représentations actuellement utilisées en traitement des images sont basées sur des 
transformées séparables. Celles-ci ne capturent pas la régularité géométrique des images le 
long des contours, bien que ceci soit un aspect essentiel des images. Nous proposons ici la 
construction d'une nouvelle représentation permettant de capturer à  la fois cette régularité le 
long des contours et la régularité de zones. Elle est basée sur une nouvelle famille de bases, 
les bandelettes, vivant le long de contours et permettant de capturer les singularités le long de 
ceux-ci. Un rappel  des bases d’ondelettes et leurs propriétés montrent les limitations de ces 
bases pour l’approximation de structures géométriques. 
1.2 Succès et échecs des bases d’ondelettes : 
     1.2.1 Meilleure approximation orthogonale : 
L’approximation d’une fonction    ou d’un vecteur   ℓ se calcule de façon simple 
dès lors que l’on dispose d’une base orthonormée    	
μµ  de  ou ℓ. Il suffit en effet 
d’imposer un seuil T  0  et de rejeter les coefficients de la décomposition de  dans  
d’amplitude inférieure à T [22]. 
  
   , 
,    
                 avec           M  Card%& \ , 
  T(              )1.1, 
où ., .  est le produit scalaire canonique sur  ou ℓ. 
La fonction - ainsi obtenue est la meilleure approximation de  avec M coefficients 
dans la base B. Cette approximation est non linéaire puisque les coefficients , 
 pris en 
compte pour approcher  sont choisis en fonction de  . Pour obtenir une approximation 
efficace en norme , il s’agit donc de trouver une base exploitant au mieux les propriétés de 
la classe de fonctions considérée. 
Pour les fonctions uniformément régulières, la base de Fourier est optimale pour 
effectuer de telles approximations. Pour les fonctions de ).0,1/ , ayant des discontinuités, 
les bases d’ondelettes, décrites au prochain paragraphe, permettent de pallier au problème de 
l’analyse de Fourier en exploitant pleinement l’adaptivité qu’autorise le choix des coefficients 
à garder. 
   1.2.2 Bases d’ondelettes 1D 
Une base d`ondelettes B de ²).0,1/², est obtenue en dilatant et translatant une fonction  ψ  
[1]. 
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   B  %234 \ 5 6 0, 7  0 … . 2:3 ; <1<          Avec      234)=,  2:3 > 2)2:3= ; 7, 
avec une légère modification pour les fonctions  dont le support intersecte le bord de [0, 1] 
pour obtenir une base orthonormée. 
 La fonction 2 possède principalement deux propriétés : 
• Elle est oscillante. La fonction 2  a ainsi un nombre ? suffisamment élevé de 
moments nuls. 
@ A 6 ? ; 1,               B 2)=,
C
D
 =E  F=  0                     )1.2, 
Si  une fonction  est régulière, par exemple de classe  GH   sur un intervalle contenant  le 
support d’une fonction, alors le produit scalaire , 234 va être quasiment nul. 
• Elle a un support compact, de taille I. Ainsi une fonction 23,4 a un support de taille 
J23 et est localisée autour du point237   .0,1/. 
Ces deux propriétés font de la base d’ondelettes un outil efficace pour analyser les fonctions 
1D ayant des singularités ponctuelles. 
 
Figure 1.1 : Fonction 1D, transformée en ondelettes, et approximation obtenue en gardant 
10% des coefficients. 
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La figure (1.1) montre une telle fonction, ainsi que les coefficients de la décomposition en 
ondelettes , 234 associés. On peut constater que les grands coefficients sont peu nombreux 
et localisés au voisinage des singularités. On peut alors prouver que si la fonction est CH par 
morceaux et que l’ondelette 2 a ? K L moments nuls, alors la meilleure approximation  
dans la base d’ondelettes M vérifié: 
                                                   
M ; MNO  
 6 CM:H                            )1.3, 
où C est une constante qui ne dépend que de . Cette décroissance asymptotique est optimale 
pour les fonctions régulières par morceaux. 
     1.2.3 Bases d’ondelettes 2D   
Les bases d’ondelettes de ).0, 1/, sont obtenues par translations et dilatations de 3 
ondelettes élémentaires 	2H, 2V, 2D qui oscillent dans les directions horizontale, verticale, 
et diagonale. Ces ondelettes bidimensionnelles s’obtiennent par un produit séparable 
d’ondelettes monodimensionnelles. La figure 1.2 montre un exemple d’ondelettes 2D. 
 
 
Figure 1.2 : Exemple d’un triplet de fonctions ondelettes en 2D. 
La transformée en ondelettes analyse une fonction    ²).0,1/, en calculant la 
décomposition de  dans une base d’ondelettes. Pour chaque échelle 23 et orientation   J  	T, U, V , 
      3E.7C, 7/  , 234E      Avec     234E )=C, =,  2:32E)2:3=C ; 7C, 2:3= ; 7, 
On peut interpréter cet ensemble de coefficient comme une image 3E contenant les 
coefficients d’ondelettes de   pour chaque échelle 23 et orientation A. la fonction 234E  est 
localisée au voisinage du point 237  sur un carré de taille 23A . 
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La figure (1.3) montre les coefficients en ondelettes d’une image selon les 3 orientations. 
Ces coefficients ont été seuillés afin de ne garder que 15% et 2% des plus grands coefficients 
en (b) et (c). Le zoom effectué sur la reconstruction  - montre qu’avec seulement 15% des 
coefficients, on obtient une reconstruction précise de l’image, mais qui se dégrade lorsque ce 
pourcentage diminue. Le standard de compression d’images JPEG2000 décompose l’image 
dans une base d’ondelettes et effectue une quantification et un codage entropique des 
coefficients afin d’optimiser le code binaire. 
Figure.1.3 : Approximation d’une image dans une base d’ondelettes. 
Pour une fonction  ayant une régularité géométrique CH, la meilleure approximation 
 avec M coefficients dans une base d’ondelettes satisfait: 
M ; <MM<NO).D,C/O,
 6 CM‐1                              )1.4, 
où C est une constante qui ne dépend que de , ce taux d’approximation n’est pas optimal et 
la  qualité de l’approximation est complètement dirigée par la présence de discontinuités. 
Les bases d’ondelettes orthogonales sont capables de résoudre un problème essentiellement 
1D, celui de l’analyse des singularités ponctuelles. En 2D, le problème devient beaucoup plus 
complexe, à cause de la présence de singularités curvilignes. Les ondelettes classiques ne sont 
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pas capables de représenter de telles singularités de façon efficace à cause de leur support 
carré. 
La figure (1.4) montre les coefficients d’ondelettes d’une image régulière par morceaux. On 
voit que les grands coefficients en ondelettes sont le long des contours (coefficients blancs et 
noirs) et le nombre de ces coefficients est donc proportionnel à la longueur des contours. Ce 
sont ces coefficients qui déterminent la précision de l’approximation[17]. 
 
    Figure1.4 : Image avec de la régularité géométrique et ses coefficients en ondelettes. 
L’enjeu des représentations géométriques est d’utiliser la régularité géométrique des « 
singularités » de l’image afin d’améliorer le résultat d’approximation obtenu avec des 
ondelettes. En particulier, on voudrait obtenir des approximations qui satisfont                                              
M ; -M  CM:Y , (Où C est une constante qui ne dépend que de  ) comme s’il n’y avait 
pas de singularité dans l’image. C’est en effet le résultat obtenu en 1D. 
   1.2.4  Succès des bases d’ondelettes 
Bien que non optimale pour l’approximation d’images géométriques, les bases 
d’ondelettes sont en pratique un outil très efficace. 
Les ondelettes sont également employées en compression d’images avec succès. Elles 
sont en effet à la base du nouveau standard de compression d’image JPEG2000.   
1.3  Représentations géométriques des images : 
    1.3.1 Géométrie : 
La géométrie est une des caractéristiques essentielles des images naturelles : elle 
constitue un élément de régularité qui n’est pas pris en compte par les bases classiques. 
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L’exploitation de cette régularité géométrique est ainsi une direction prometteuse pour la 
compression d’image et plus généralement pour le traitement des images.  
 1.3.2 Approches non-adaptatives : 
Ces approches dans la décomposition ne dépendent pas du signal à analyser  et la 
plupart de ces transformées ont l'inconvénient d'être redondantes, ce qui est désavantageux 
pour leur application en compression d'images [6]. 
1.3.2.1 Transformée de Radon : 
La transformée de Radon [4] consiste à projeter l'image sur un certain nombre 
d'orientations en intégrant l'image le long de la direction orthogonale à la projection (Figure 
1.5), puis à réaliser la transformée de Fourier de ces projections. La reconstruction s'obtient en 
plaçant, pour chaque orientation de projection choisie, les coefficients de Fourier obtenus le 
long de cette même orientation, dans le domaine fréquentiel. On obtient l'image reconstruite 










Figure 1.5 : Transformée de Radon. 
1.3.2.2 Ridgelets : 
Les ridgelets [2] forment une extension naturelle de la transformée de Radon pour un 
nombre limité de directions, en se basant sur des fonctions d'ondelettes pour contrôler la 
précision en orientation et garantir la reconstruction parfaite. 
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L’idée des ridgelets est de tracer une singularité de type ligne à partir d’une singularité 
de type point utilisant la transformée de Radon. Puis, la transformée en ondelettes est utilisée 













Figure1.6 : Transformée en Ridgelet. 
)=, est une fonction, sa transformée en ridgelet continue (CRT) dans Zest définie par : 
G[\)], ^, _,  `ZO2a,b,c)=,)=,F=                  )1.5, 
où les ridgelets 2a,b,c )=, dand 2D sont définies par des ondelettes 1D 2)=,  via la relation 
suivante : 
                       2a,b,c)=,  ]:C ⁄ 2))=Cfgh_ i =hj7_ ; ^, ]⁄ ,                           )1.6,. 
la fonction de ridgelets qui est orientée par un angle _ est constante le long des lignes 
=Cfgh_ i =hj7_  fg7hl. 
           Pour la comparaison, la transformée d’ondelettes continues (séparables) (CWT) dans 
Z de )=, est définie par:  
Gm\)]C, ], ^C, ^,  `ZO2an,aO,bn,bO)=,)=,F=                           )1.7, 
où les ondelettes dans 2D sont de produits tensoriel: 
                                      2an,aO,bn,bO)=,  2an,bn)=,2aO,bO)=,                           (1.8) 
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de  1D ondelettes 2a,b)l,  ]:C ⁄ 2))l ; ^, ]⁄ ,. 
On peut observer que CRT est similaire de 2D CWT sauf que les paramètres points 
)^C, ^, ont remplacés par les paramètres lignes )^, _,. Ces 2D transformées multiéchelles 
sont reliées par : 
Ondelettes p 2éfrstts, ?gj7l ; ?ghjljg7. 
Ridgelets  p 2éfrstts, tj
7s ; ?ghjljg7. 
 En conséquence, les ondelettes sont très efficaces pour représenter les objets avec des 
singularités de type point, tandis que  les ridgelets sont très efficaces pour représenter les 
objets avec des singularités de type ligne. 
 En 2D, les Ondelettes et les Ridgelets sont reliées par la transformée de Radon[4], 
figure(1.7). Plus précisément, on dénote la transformée de Radon par : 









Figure 1.7 : Relations entre les différentes transformées. 
Donc, la transformée en ridgelets est une application de la transformé en ondelettes 1D 
vers la transformée de Radon. 
                               G[\)], ^, _,  `Z2a,b)l,[)_, l,Fl.                                   (1.10) 
L’application de la transformée de Fourier 1D le long de l sera d’une résultat de la 
transformée de fourier 2D. plus précisément  v)w, est la transformée de fourier 2D de )x,, 
alors  
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                        v)yfgh_, yhj7_,  `Zs:3z{ [)_, l,Fl.                                    (1.11) 
1.3.2.3 Curvelets : 
 Les curvelets [3,5] sont construites à partir d’une décomposition en sous-bandes de 
l’image, une segmentation dyadique par blocs de ces sous-bandes est effectuée avec une taille 
de bloc dépendant de la sous-bande, une transformée en ridgelets [2] est appliquée sur ces 
blocs. La transformée en ridgelets consiste en une transformée de Radon suivie d’une 
transformée en ondelettes 1D. La décomposition en sous-bandes et la segmentation par blocs 
permettent la localisation fréquentielle et spatiale ainsi que la multirésolution et la 
transformée de Radon permet la multi-directionnalité. Les contours mis en évidence dans les 
sous-bandes hautes fréquences sont détectés dans toutes les directions par la transformée de 
Radon et représentés par la transformée en ondelettes 1D. 
Cette transformée améliore donc la prise en compte des singularités d'une image, par contre, 
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1.3.3 Approches adaptatives 
Ces approches sont dépendantes du signal à analyser, ce qui offre en général une plus 
grande flexibilité que les approches non adaptatives. 
1.3.3.1  Bandelettes 
A.  Base de bandelettes première génération: 
Les premières bases de bandelettes construites par E. Le Pennec et S. Mallat [12] ont 
permis d’obtenir des résultats d’approximation asymptotiquement optimaux pour des 
fonctions géométriquement régulières [10, 11]. 
Les bandelettes sont construites à partir d'ondelettes bidimensionnelles déformées le 
long du flot géométrique. 
Dans une région Ω, le flot géométrique est un champ de vecteur  }~)=C, =,  qui donne 
une direction dans laquelle la fonction  est régulière dans un voisinage. Pour construire des 
bases orthonormées, une condition de parallélisme doit être imposée sur le flot. Celui-ci est 
choisi soit parallèle verticalement, } ~)=C, =,  }~ )=C,, soit parallèle horizontalement,  
} ~)=C, =,  }~ )=,. Pour permettre plus de flexibilité, cette condition de parallélisme n'est 
imposée que dans des sous-régions Ω de  Ω. La région Ω est donc partitionnée en des régions 
Ω munies d'un flot parallèle soit verticalement soit horizontalement (figure (1.9)). 
On définit alors une base pour chaque région Ω. Si aucun flot n'est défini, on utilise une base 
d'ondelettes bidimensionnelles de )Ω,. Sinon, cette base est remplacée par une base de 
bandelettes. La construction de cette base est maintenant présentée dans le cas où le flot est 
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Figure 1.9 : -(a)  Exemple de flot dans une région    -(b)  Exemple d’une segmentation en 
quadtree adaptée d’une image et son flot géométrique. 
 
Le flot s'écrit donc }~)=C, =,  }~)=C,, on peut l'écrire sous la forme }~)=C,  1, G)=C,. On 
pose alors =4  j7n	=C, =   Ω et on définit la ligne de flot comme une courbe intégrale 
du flot. Celle-ci satisfait l'équation =  f)=C, i fD  
        où                             f)=,  ` f ),F                                      )1.13,              
et  fD est un paramètre de translation. Par construction, l'image a une variation régulière le 
long de ces lignes. Afin d'exploiter cette régularité, les ondelettes bidimensionnelles sont 
déformées pour suivre le flot (figure (1.10)). L'image déformée  m)=C, =,  =C, = if)=C,  est régulière le long des lignes horizontales (x2 fixé). On utilise alors pour la région 
déformée  
                      Ω  mΩ  )=C, =,   =C ,= i f)=C,  Ω                             )1.14,                
 
Figure 1.10 : (a) Image originale . (b) Coefficients d’ondelettes de . (c) déformation du flot 
géométrique. 
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la base d'ondelettes bidimensionnelles de )Ω, : 
                                       3,n)=C, 23,O)=,  23,n)=C, 3,O)=, 23,n)=C, 23,O)=,  )3, n, O,  Ω                         
)1.15,                         
L'opérateur de déformation m étant orthogonal, l'application de son inverse à ces ondelettes 
donne une base orthonormée de )Ω, que l'on appelle base d'ondelettes déformées : 
                               3,n)=C, 23,O= ; f)=C,  23,n)=C, 3,O= ; f)=C, 23,n)=C, 23,O= ; f)=C,  )3, n, O,  Ω
                      )1.16,              
Afin d'exploiter la régularité de la fonction  selon le flot, on remplace les ondelettes 
déformées de la forme (la fonction d’échelle   ,), n’a pas des moments nuls): 
                             %  ,), 23,O= ; f)=C,(n,O                                        )1.17,                       
par la famille de fonctions engendrant le même espace qui ont des moments nuls le long de =C  
                            % ,), 23,O= ; f)=C,(3,n,O                                    )1.18,                  
Cette opération est appelée bandeléttisation et on vérifie qu'elle s'implémente par une simple 
transformée en ondelettes monodimensionnelles discrètes. Les fonctions: 
                                      ,), ,   ; ¡),                                           )1.19,                        
sont appelées bandelettes du fait de leur support allongé selon les lignes de flots. La base 
orthonormée de bandelettes du domaine Ω  est donc définie par : 
                                 2,n)=C, 23,O= ; f)=C,  23,n)=C, 3,O= ; f)=C, 23,n)=C, 23,O= ; f)=C, 3,3,n,O
                         )1.20,                      
Pour une partition donnée  Ω £ Ω et les flots géométriques correspondants, on 
définit ainsi une base orthonormée de bandelettes ou d'ondelettes (si il n'y a pas de flots) pour 
chaque Ω. L'union de ces bases forment une base par blocs de )Ω, . L'orthogonalité des 
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bandelettes et des ondelettes peut-être relâchée : en utilisant une ondelette biorthogonale 
monodimensionnelle 2 et sa fonction d’échelle, la même construction donne une base 
biorthogonale pour chaque )Ω, et donc une base biorthogonale par blocs de )Ω,.  
B.  Base de bandelettes de seconde génération 
 La seconde génération de bandelettes est développée par Gabriel Peyré dans sa thèse 
[14] pour obtenir des bases orthonormées adaptées aux fonctions géométriques régulières. 
Contrairement à la transformée en bandelettes de premeière génération, il a adapté les 
directions de filtrage à l’image. Une approximation polynomiale est effectuée sur des bandes 
qui suivent la géométrie. Pour capturer la régularité géométrique, Peyré a employé la théorie 
des multi-ondelettes de Alpert [8 ,9]: il a utilisé des polynômes déformés 2D à la place des 
polynômes 1D. 
Là où Alpert effectue une subdivision dyadique des intervalles, Peyré effectue une 
subdivision dyadique de bandes déformées (figure1.11). Il construit ainsi les bandelettes de 
seconde génération qui permettent l’approximation multirésolution de fonctions dans des 
bandes à partir de fonctions polynomiales par morceaux (figure1.12). 
Deux versions de la transformée en bandelettes de seconde génération sont réalisées dans 
notre travail. La première version de cette transformée en bandelettes est la transformée en 
bandelettes d’ordre zéro [14,15]. Ici, les géométries considérées sont linéaires c’est-à-dire des 
morceaux de droites. La seconde version est la transformée en bandelettes par groupements 
[14]. Une autre stratégie est effectuée sur cette transformée. Plus de détail sur cette version 
























       






Figure 1.12 : (a) Coefficients en ondelettes d’une image. (b) Exemple de segmentation 
dyadique d’une image géométriquement régulière. (c) Un flot adapté est calculé sur chaque 
carré. 
1.4 Bases de bandelettes orthonormales : 
La transformée en ondelettes est factorisable en un produit d’opérateurs orthogonaux 
élémentaires, obtenus par dilatation de filtres « miroirs en quadratures » [23]. Les bases 
orthonormées de bandelettes s’obtiennent à partir des bases d’ondelettes, en introduisant une 
nouvelle cascade d’opérateurs orthogonaux, paramétrés par la géométrie locale de l’image. 
Pour une image géométriquement régulière, la figure (1.13) montre qu’à chaque échelle, les 
grands coefficients sont localisés au voisinage des courbes le long desquelles l’image est 
singulière. Si K est la taille du support des ondelettes 2E, les grands coefficients sont localisés 
dans des tubes de largeur K, comme l’illustre le zoom de la figure (1.13(c)). Ces coefficients 
sont comprimés par un opérateur de « bandeléttisation » orthogonal qui exploite la régularité 
géométrique sous-jacente. 
(c) 
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Les coefficients en ondelettes de  peuvent s’écrire comme un échantillonnage uniforme de 
 régularisée par une ondelette  23E dilatée par un facteur 23 : 
                                 
, 234E    ¤ 23E237  où  23E)=,  C¥ 2E 
:
¥  
Supposons que l’on définisse un champ de vecteurs approximativement parallèle au contour 
comme l’illustre la figure (1.14). La fonction  ¤ 23E)=,  hérite de la régularité de 23E)=, et de 
la régularité géométrique de )=, parallèlement au flot, comme le montre la surface sur la 
droite de la figure (1.13).  
Figure 1.13 : Les coefficients en ondelettes à une échelle 23 sont un échantillonnage 
uniforme d’une fonction régularisée  ¤ 2E)=, illustrée sur la droite. 
  
Figure 1.14 : Déformation de l’échantillonnage des coefficients d’ondelettes afin d’obtenir un 
flot géométrique constant (ici horizontal). 
On rectifie le flot pour qu’il devienne horizontal grâce à une déformation régulière du plan. 
Cette déformation modifie la grille carrée de l’´echantillonnage des coefficients d’ondelettes 
orthogonaux, comme le montre la figure (1.14). Dans le domaine déformé, le fait que le flot 
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soit horizontal indique que la fonction  23E  a des variations régulières le long de droites 
horizontales. Cette régularité est capturée par une transformée d’Alpert orthogonale [9], 
construite avec des polynômes séparables horizontalement et verticalement, et définie sur 
l’échantillonnage obtenu après déformation de la fonction [17]. 
La transformée d’Alpert [9] peut s’interpréter comme une transformée en ondelettes 
polynomiales adaptée à des échantillonnages irréguliers. Elle s’obtient par orthogonalisation 
d’espaces multirésolutions de polynômes définis sur l’´echantillonnage irrégulier. Les 
vecteurs résultants ne sont pas réguliers mais ont des moments nuls sur la grille 
d’échantillonnage. Un signal provenant d’un échantillonnage d’une fonction anisotrope 
régulière se représente ainsi par un petit nombre de ces vecteur de Alpert. Cette « 
bandeléttisation » par transformée d’Alpert sur les coefficients d’ondelettes définit des 
fonctions appelées bandelettes, qui peuvent s’écrire 
3^,ℓ,4E )=,   ]ℓ,4
¦
.§/23,¦E )=,                               )1.21, 
Les ]ℓ,4.§/ sont les coefficients de la transformée d’Alpert, qui dépendent du flot 
géométrique local, pour chaque échelle 23 et orientation k = H,V,D de la transformée en 
ondelettes. Cette transformée d’Alpert introduit un facteur d’échelle 2ℓqui définit l’élongation 
de la bandelette parallèlement au flot et un paramètre de position 7. Ainsi la fonction 
bandelette 3^,ℓ,E)=, hérite de la régularité de l’ondelette 23,¦E )=,. 
1.4.1 Segmentation en quadtree : 
Une segmentation en quadtree de .0,1/ est obtenue par subdivisions successives du 
carré initial en quatre carrés de tailles égales. La figure (1.15) montre les étapes de 
subdivision menant à la construction d’un quadtree, ainsi que l’arbre quaternaire permettant 
de représenter cette subdivision. 
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Figure 1.15 : Construction d’un quadtree par subdivisions successives. 
Ceci mène à une segmentation de .0,1/ en des carrés de tailles dyadiques. On cherche une 
segmentation qui encapsule les courbes de singularité par un ensemble de carrés de taille ^ et 
qui remplissent les zones restantes par des grands carrés. Pour une segmentation ¨3E de 
.0,1/ en carrés de largeurs dyadiques plus grandes que 23 , nous répartissons ces carrés en 
plusieurs groupes : 
• L’ensemble des carrés de largeur ^ contenant un contour. Par définition, un carré 
contenant un contour est un carré distant de moins de J©3 d’une et une seule courbe de 
contour.  
• L’ensemble des carrés contenant un contour de largeur inférieure à ^. 
• L’ensemble des carrés contenant un coin. Par définition, un tel carré contient une 
jonction de deux courbes. 
• L’ensemble des carrés réguliers, qui sont les carrés restants. 
Idéalement, nous souhaiterions n’avoir que des carrés réguliers ainsi que des carrés de taille ^ 
contenant une jonction. Mais des contraintes topologiques (comme des croisements de 
contours et des jonctions) et les variations de courbures (par exemple un contour horizontal 
qui devient vertical) nous obligent à subdiviser certains carrés de taille ^ en des carrés plus 
petits. Cependant, comme montré par Le Pennec et Mallat [21], on peut construire un 
quadtree possédant un faible nombre de carrés de petite taille. La figure (1.16) montre un 
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Figure 1.16 : Un exemple de quadtree adapté. 
 
1.4.2 Meilleure approximation en bandelettes : 
La base de bandelettes dépend de la géométrie du flot définie par une segmentation 
des coefficients d’ondelettes et un choix de flot polynomial dans chaque segment (ou pas de 
flot). Le but étant d’optimiser l’approximation de chaque image, la meilleure géométrie du 
flot est celle qui produit la meilleure approximation  de  avec M paramètres. 
Soit Mª le nombre de paramètres qui spécifient la géométrie Γ du flot définit une base de 
bandelettes%^ℓ,3,4E (E,ℓ,3,4 de ).0,1/,, M© est le nombre de paramètres de segmentation 
nécessaire pour la description des quadtrees %¨3E(3,E et M¬ le nombre de coefficients de 
bandelettes vérifiant , ^ℓ,3,4E   T pour un seuil T. L’approximation:    , ^ℓ,3,4E ­,bℓ,¥,® ­ ^ℓ,3,4
E                                )1.22,                
est déterminée par M  M¬ i Mª i M©  paramètres. Pour un seuil T fixé, parmi toutes les 
géométries et donc toutes les bases de bandelettes possibles, il faut trouver une base qui 
induise une erreur M ; M petite pour un petit nombre M  M¬ i Mª i M© de paramètres. 
Ceci est un problème de recherche de « meilleure base orthogonale », qui se résout en 
minimisant le lagrangien : 
                      ¯), °)Γ,,T,   , ^ℓ,3,4E ­,bℓ,¥,® ­ i MT                       )1.23, 
Un théorème d’approximation [14,17] montre que si  est uniformément CH  en dehors d’un 
ensemble de courbes qui sont CH alors la meilleure base de bandelettes qui minimise le 
lagrangien (1.4) définit une approximation  qui satisfait 
                                                    M ; MNO 6 CM:H                                  )1.24, 
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Ce résultat reste valable si  est régularisée par un noyau de lissage correspondant aux effets 
de diffraction lors de l’acquisition de l’image. Il est à noter que l’approximation par 
bandelettes ne nécessite pas de connaître la valeur de α tant que α < p, où p est le nombre de 
moments nuls de la base d’ondelettes orthogonales et de la transformée d’Alpert. Cette 
adaptivité est la clef de l’efficacité des bandelettes pour des images naturelles. 
Un algorithme de recherche de meilleure base permet de calculer la meilleure base bandelettes 
associée à une image  en ±NT)¦:C,O opérations où N est le nombre total de pixels de 
l’image [15,17].  
 
1.4.3 Construction du dictionnaire de bandelettes : 
Soit 23 une orientation et A une orientation fixée. Le dictionnaire ³3E  de bandelettes 
discrètes est composé des bases °ΓE3 obtenues à l’aide de toutes les segmentations possibles 
en quadtree ¨3E et de toutes les géométries approchées 	 µ´© à l’intérieur des carrés de la 
segmentation. 
En forçant les géométries µ´© à appartenir à ¶O)S,, on définit un dictionnaire fini ³3,OE  de 
bases de bandelettes discrètes 
                    ³3,OE  %°ΓE3  ³3E   ¸  ΓE3  ¨3E, 	 µ´©  et  @S   ¨3E,     µ´©   ¶O)S,(. 
On peut transformer un ensemble %°ΓE3(E,3ºD de bases de bandelettes discrètes en une 
unique base de bandelettes de ).0,1/,. L’union de toutes ces bases forme un dictionnaire 
de base de ).0,1/,. Pour obtenir un dictionnaire de taille finie, on impose de plus que, pour 
toutes les échelles 23 » T, on ait °ΓE3 , T  ∆3).0,1/,, où ∆3).0,1/, est la base de Dirac 
définie à l’équation (1.20). Le dictionnaire résultant ³O  est ainsi défini par: 
³O  ½°)T,  ¸ @23 » T,     °ΓE3  ∆3).0,1/, @23 K T,         °ΓE3  ³3,O         E <  
On note que l’on a ajouté un symbole Ξ à l’ ensemble de géométries dans le but de prendre en 
compte d’une manière transparente le cas où le carré S ne contient pas de géométrie. Dans ce 
cas, on fixe °)S, Ξ,  Δ3)S, comme étant la base de Dirac définie par 
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1.4.4 Compression dans une meilleure base de bandelettes : 
Soit T un pas de quantification fourni par l’utilisateur. Plus T est élevé, plus le nombre 
de coeﬃcients de bandelettes mis à zéro lors de l’approximation va être grand et plus la 
compression sera agressive. 
Pour compresser une fonction  dans une base de bandelettes °)Γ,  %ΨÅÆ(Æ  ³ÇO, on 
quantifie et code ses  coeﬃcients transformés et on  code également les  paramètres 
géométriques Γ  %Γ3E( qui décrivent la base, où Γ3E  ¨3E, 	 µ´s. Ceci donne lieu à une 
fonction reconstruite [17 ,21] 
È   ¨Ç, ΨÅÆÆ ΨÅÆ                                     )1.26, 
 
où ¨ le quantificateur uniforme est défini par ¨)=,  ÉT,             si          É ; 1 2>  T 6 = 6 É i 1 2> T                       )1.27, 
 et  
R  RB i RS i RG  R3BE i R3SE i R3GE 3,E                                 )1.28, 
est le nombre de bits nécessaire pour le codage de R , 
• ÌBÍ   est le nombre de bits nécessaire pour coder les coeﬃcients de bandelettes  , ΨÅÆ  3E, ΨÆ 
     pour une seule échelle 23  et orientation A, 
• ÌÎÍ  est le nombre de bits nécessaire pour coder la segmentation en quadtree ¨3E 
• ÌÏÍ  est le nombre de bits nécessaire pour coder la géométrie approchée quantifiée µ´Ð à 
l’intérieur de chaque carré S d’un quadtree  ¨3E. 
On obtient le résultat de compression suivant 
                                           
M ; ÈMLO 6 C log)R,HR:H                                )1.29, 
 
où RRBiRSiRG  est le nombre de bits nécessaire au codage de È et G est un constante, qui 
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1.5 Conclusion  
 Dans ce chapitre, on a décrit la construction des bases de bandelettes première et 
seconde génération. 
 La géométrie utilisée dans la construction des bandelettes est basée non pas sur la 
notion de contours mais sur celle d'un champ de vecteur indiquant une direction de régularité 
locale des images. Ce flot géométrique est simplifié par une segmentation adaptative en carré 
et des conditions de parallélisme. L'optimisation de cette géométrie pour une application 
donnée s'obtient par un algorithme rapide de recherche de meilleure base et conduit à une 
amélioration dans le cadre du codage par rapport aux ondelettes. 
La construction de bandelettes de seconde génération améliore la construction 
originale des bases de bandelettes de Le Pennec et Mallat [11] car elle est construite 
directement sur le domaine des coeﬃcients d’ondelettes. 
Enfin, l’étape de bandelétisation est implémentée par une cascade d’opérateurs 
orthogonaux. Ceci permet d’obtenir des bases à la fois orthogonales et formées de fonctions 
régulières. L’orthogonalité permet de contrôler de façon exacte l’erreur d’approximation et la 
régularité des fonctions assure une reconstruction plus agréable pour l’œil. 
Toutes ces propriétés sont importantes dans de nombreuses applications, comme par exemple 
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2.  Transformée en bandelettes par groupements (blocs) 
2.1 Introduction 
Plutôt que d’utiliser une transformée en bandelettes orthogonales classique, qui 
transforme tous les coefficients instantanément, Gabriel Payré [14] a développé une stratégie 
qui consiste à transformer chaque groupe de coefficients de manière indépendante. Ainsi, 
l’information n’est pas diffusée à travers les groupes, ce qui garantit une meilleure 
compression, la transformée en bandelettes par groupements ou blocs. Dans ce chapitre, nous 
décrivons en détail toutes les étapes de cette transformée. 
2.2  Géométrie de 16 coeﬃcients d’ondelettes  
 La géométrie des images naturelles est complexe. il y a beaucoup d’eﬀets chaotiques 
dûs aux interactions entre la grille d’échantillonnage et une géométrie courbe et variable 
comme on peut le voir sur l’image de le figure (2.1).  
Figure 2.1 : Configurations complexes de coeﬃcients d’ondelettes. 
La difficulté rencontré dans cette nouvelle transformée est le choix de la taille de blocs qui 
permet d’obtenir les meilleurs résultats en compression. Les corrélations entre les coefficients 
d’ondelettes voisins sont différentes selon les sous bandes, il est rare de pouvoir exploiter, 
dans une image typique, une régularité géométrique sur une longueur de plus d’une dizaine de 
pixels. Pour résoudre se problème, Plusieurs tailles de blocs ont été proposées dans [24] : des 
blocs de taille (4 × 8), (4 × 16), (8 × 8), (8 × 16), (16 × 16) et (4 × 4).  
Selon les résultats obtenus dans [24], on constate que la meilleure taille des blocs transformés 
est (4 × 4). 
Le traitement des coeﬃcients d’ondelettes en groupes de 4  4 comporte plusieurs 
avantages : 
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 Ils contiennent les corrélations typiques que l’on trouve dans les images naturelles. 
 Le fait de ne pas avoir de quadtree simplifie la procédure de codage. 
 La  concentration  sur 16 coeﬃcients, permet de mieux comprendre la nature des 
redondances des coeﬃcients d’ondelettes.  
2.3  La transformée en bandelettes par blocs ou groupements  
Le principe de la transformée en bandelettes par groupements est de décomposer les 
sous bandes de coefficients d’ondelettes en blocs de (4×4) coefficients. Un choix de 
groupements est défini(un dictionnaire). Chaque bloc de coefficients d’ondelettes est 
transformé par ce choix de groupements. La meilleure représentation de ce bloc en termes de 
débit-distorsion est retenue pour la compression. 
2.3.1 Construction du dictionnaire de bases 
A. Bases de bandelettes par groupements directionnels 
La construction d’un ensemble de groupement optimale est un problème ouvert. Ainsi, 
Gariel Peyré a utilisé empiriquement un groupement présenté sur la figure (2.2). 
Douze directions discrètes sont définies sur une grille de (4 × 4) pixels dans le tableau (2.1). 
La projection des coefficients d’ondelettes de chaque bloc est effectuée sur une de ces 
directions. La meilleure direction désirable est celle qui donne un terme débit-distorsion 
minimal. Certains pixels de la grille (4 × 4) se retrouvent isolés. Ils sont regroupés  suivant la 
direction horizontale ou verticale la plus proche de la direction des autres groupes. 
Configuration     #1 #2 #3 #4 #5 #6 
Angle (rad) atan1 3⁄  atan1 2⁄   4⁄  atan2 atan3  2⁄  
Angle (°) 18,4 26,6 45 63,4 71,6 90 
 
Configuration     #7 #8 #9 #10 #11 #12 
Angle (rad) atan3 atan2   4⁄  atan1 2⁄  atan1 3⁄  0 
Angle (°) -71,6 -63,4 -45 -26,6 -18,4 0 
                  
Tableau 2.1 : Angles correspondant aux diﬀérentes directions des groupes. 
 










Figure 2.2 :12 Configurations de groupes directionnels. 
Plus précisément, la géométrie est décrite par un ensemble de groupes , constitué de 
 groupes    . chaque groupe  contient  pixels. 
Les nouvelles bases de bandelettes directionnelles sont définies avec de polynômes de 
Legendre discrets de degré 0 à   1. On .La figure(2.3) représente les bases de polynômes 










Figure 2.3 : Bases de polynômes discrets de Legendre.  
 
Les groupes peuvent contenir de un à quatre pixels, alors quatre bases orthonormales de 
polynômes discrets sont définies.  
Par exemple, dans le cas où     1, le groupe n’est constitué que d’un pixel. Il n’existe 
évidemment qu’une seule base dans  . Dans le cas où    2, on obtient la base de Haar. 
Elle correspond à la moyenne et à la diﬀérence des pixels (les deux vecteurs normalisés de 
cette base sont! 1 √2 ⁄  , 1 √2 ⁄  $  et  !1 √2 ⁄   ,  1 √2⁄  $ . Les cas où  & 2 sont plus 
 
 
#1 #2 #6 #5 #4 #3 
#7 #8 #12 #11 #10 #9 
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diﬃciles à interpréter bien qu’il y ait toujours une composante continue correspondant à la 







Figure 2.4 : Base de bandelettes directionnelles sur '. 
La figure(2.4) représente les bases de bandelettes directionnelles  ,  ( et  ) sur l’espace 
 ' correspondantes aux directions #1, #2 et #3 présentées sur la figure(2.2). 
Donc, Comme 12 directions discrètes sont définies pour des blocs de taille (4 × 4) sur la 
figure(2.2), on obtient 12 bases directionnelles, chaque base est constituée de 16 vecteurs 
représentés sous forme de blocs (4 × 4). 
 
 B. Bases complémentaires : 
L’utilisation d’un dictionnaire composé seulement de 12 bases directionnelles n’est 
plus suffisante vu que des configurations ne sont  pas prises en compte. On doit ajouter donc 
des bases supplémentaires. La base de DCT et deux bases de Haar notées H0 et H1 sont 
utilisées comme le montre la figure(2.5). 
Le dictionnaire de bandelettes est donc composé de 15 bases : 12 bases directionnelles et 3 
bases complémentaires. A ce dictionnaire s’ajoute la base canonique de  '. La transformée 
dans cette base est l’identité. Elle correspond en fait à une absence de transformée. 
Alors, le dictionnaire de bases de bandelettes * contient  +  15 bases notées -. avec 
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Figure 2.5 : Bases complémentaires sur  '. 
 
2.3.2 Transformée en bandelettes d’un bloc de coeﬃcients d’ondelettes : 
Pour obtenir les coefficients de bandelettes, on fait la projection de chaque bloc de 
coefficients d’ondelettes sur les vecteurs de la base de bandelettes. 
Soit un dictionnaire * contient 2 4 1 bases -., M est la dimension de l’espace. On note  56.  
les M vecteurs de la base -. avec 7 0 11 , 83. 
Alors, on cherche dans le dictionnaire * la base -. qui permet d’obtenir la meilleure 
représentation du vecteur 9 des coefficients d’ondelettes pour la compression. La transformée 
en bandelettes du bloc de coeﬃcients d’ondelettes 9 est eﬀectuée par la relation suivante : 
9.  : ;9, 56. <56.
=
6
                          2.1 
avec 9. sont les différentes représentations du vecteurs 9 dans les 2 4 1 bases -. du 
dictionnaire*. On note >.173 les coefficients de bandelettes obtenus par le produit scalaire 
entre le vecteur 9 et les vecteurs de la base -.. 
>.173  ;9, 56. <                      2.2 
La figure(2.6) représente un exemple de la transformée d’un bloc de (4×4) coefficients 
d’ondelettes dans la base directionnelle #3. 
 








Figure 2.6 : Exemple de transformée en bandelettes dans la base #3. 
2.3.3 Sélection de la meilleure base de bandelettes : 
La figure (2.7) illustre les étapes principales de la transformée d’un bloc de 
coefficients d’ondelettes 9. Ce bloc est d’abord représenté dans toutes les bases -. du 
dictionnaire *. Ensuite, l’opération de la quantification scalaire du blocs transformées 9. est 
effectuée. Enfin, la meilleure transformée du blocs de coefficients quantifiés 9?.@ en terme de 
























C. Bloc de coefficients 
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L’indice t@ est transmis afin que le codeur puisse correctement inverser la transformée en 
bandelettes. Le bloc de coefficients d’ondelettes qui ne nécessite pas la transformée en 
bandelettes 9D est présenté dans la base d’identité (t  0). 
 Quantification scalaire :   
A cette étape, les coefficients de bandelettes  >.173 sont quantifiés par un 
quantificateur scalaire uniforme de pas E: 
 
F?G  H 0                                                          si |G|  L E             signe GN 4 1 2⁄ E        si   NE O |G| O N 4 1E.P                  2.3 
 
Cette quantification est ordinairement employée pour la compression en ondelettes. Comme la 
distribution des coeﬃcients de bandelettes est proche de la distribution des coeﬃcients 
d’ondelettes, cette quantification est aussi presque optimale pour les coeﬃcients de 
bandelettes (la figure (2.8)).  On note 9?.  F?9. la représentation quantifiée du bloc 9 dans 
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 Compromis débit-distorsion : 
Pour effectuer une transformée en bandelettes efficace du point de vue de la compression, 
chaque bloc de coefficients d’ondelettes doit être transformé dans la base -. du dictionnaire * 
de bandelettes qui permet la minimisation d’un critère de débit-distorsion, un Lagrangien est 
employé. 
                          BQ9?.R  SQ9?.R 4 TUQ9?.R                                    2.4 
 
où VQWYR est l’erreur quadratique due à la quantification de la transformée en bandelettes 9., 
elle est donnée par : 
  
SQ9?.R  : Z>.173  F?>.173Z(
=
6
                     2.5, 
 
[ est le multiplicateur du Lagrangien optimisé pour la compression. Dans [11], Le Pennec et 
Mallat donnent une expression théorique du multiplicateur de Lagrangien λ qui ne dépend que 
du pas de quantification utilisé :    
                      T  )\]^ E
(
    avec       _D  7.                                   2.6 
 
 bQWYR est une estimaion du débit nécessaire au codage des coeﬃcients quantifiés de 9?. , Le 
débit UQ9?.R s’exprime par : 
                                                UQ9?.R  UcQ9?.R 4 U.                         2.7 
 
où  UcQ9?.R est le débit nécessaire au codage des coeﬃcients quantifiés de la représentation 9?. 
et U. est le débit nécessaire à la signalisation de la base de bandelettes sélectionnée parmi les 
2 4 1 bases du dictionnaire. 
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Le terme UcQ9?.R est estimé par le débit des coeﬃcients de bandelettes quantifiés : 
                          




Les probabilités Pr F?>.173i sont estimées à partir de l’histogramme des coeﬃcients 
d’ondelettes dans chaque sous-bande de la transformée en ondelettes mais les probabilités des 
coeﬃcients de bandelettes ne peuvent se faire qu’après l’estimation du débit UQ9?.R puisque 
les coeﬃcients de bandelettes dépendent de la sélection de la meilleure représentation de 










Figure 2.9 : Histogrammes de la transformée en ondelettes et en bandelettes. 
 
Le second terme U. est estimé par : 
         U.   log( Prt  avec  Prt  H 0,5             si  t  00,5 2        si⁄   t 0 11, 23                      2.9
P
 
La base identifiée par l’indice t  0 est la base canonique. Cet indice permet d’identifier les 
blocs de coeﬃcients d’ondelettes qui non pas transformés en bandelettes. Les autres indices 
t 0 11, 23 identifient les bases de bandelettes utilisées pour transformer les autres blocs de 
coeﬃcients d’ondelettes. 
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2.3.4 Calcul théorique et empirique du multiplicateur de Lagrangien optimal 
 Le recherche d’un multiplicateur optimal d’un Lagrangien est un problème central de 
la compression des images. Le Pennec et Mallat [11] ont fourni une approximation théorique 
du multiplicateur de lagrangien T en fonction du pas de quantification E permettant de 
minimiser SU 4 TU pour tout pas de quantification. Pour  un Lagrangien minimal 




lE  0                                      2.10 
Une expression de la variation de la distorsion en fonction de la variation du pas de 
quantification est montrée dans [11] dépend essentiellement de la variation du nombre M des 






lE                                      2.11 
Le Pennec et Mallat ont utilisé une estimation du débit [13] valable pour la plupart des images 
transformées dans une base de cosinus discrets ou ondelettes. Cette estimation montre que 
pour la plupart des images, le nombre total de bit R nécessaire pour coder les coefficients 
quantifiés est quasiment proportionnel au nombre de coefficients quantifiés non nuls M. 
  
U m _D8                avec         _D  7                                2.12 
où M est le nombre de coefficients quantifiés non nuls. Cette expression est aussi valable pour 
les images transformées dans la base de bandelettes [11]. 
Finalement, l’expression du multiplicateur de Lagrangien est obtenue par la combinaison des 
expressions (2.10), (2.11) et (2.12) 
                                 
T  34_D E
(                                     2.13 
 
3
4_D  0,10714                            pour     _D  7. 
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Cette expression théorique du multiplicateur de Lagrangien est optimale pour la compression 
des images [11,14,15].   
DELAUNAY dans ses travaux [24] a cherché empiriquement une valeur optimale 
pour le multiplicateur de Lagrangien. Il déduit une formule empirique à partir des résultats 
données par la recherche exhaustive des multiplicateurs de Lagrangien optimales sur plusieurs 
images et pour diﬀérents pas de quantification.  
DELAUNAY trouve que λ est proportionnel à E( mais avec un coeﬃcient multiplicatif 
diﬀérent de celui donné dans l’équation (2.13). La nouvelle formule empirique du 
multiplicateur de Lagrangien est :             
                                                                      T m 0,15E(                                 2.14 
Dans le chapitre suivant nous mènerons une comparaison entre le Lagrangien obtenu par une  
formule théorique et celui obtenu par une formule empirique dans le but d’améliorer les  
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2.4 Conclusion 
La transformée en bandelettes par groupements permet d’améliorer les résultats en 
compression par rapport à la transformée en ondelettes. 
Dans ce chapitre, on a décrit les principales étapes de la transformée en bandelettes par 
groupements, un dictionnaire de 15 bases est défini, chaque bloc  de coefficients d’ondelettes 
est présenté dans ces bases du dictionnaire, le choix de la base de bandelettes utilisée pour 
transformer chaque bloc est issu d’un critère débit-distorsion obtenu par la minimisation d’un 
Lagrangien.    
Deux expressions (2.13) et (2.14) du multiplicateur du Lagrangien sont présentées, une 
formule est théorique et l’autre est empirique. Ces deux expressions sont différentes mais 
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3.1 Introduction  
Dans ce chapitre nous expliquons l’algorithme  de la transformée en bandelettes et 
pour rendre l’explication plus claire, on expose une description générale de l’algorithme, puis 
on explique en détails chaque étape individuellement. 
L’algorithme inverse en découle immédiatement, puisqu’il ne nécessite pas la recherche de la 
meilleure base et qu’il consiste à inverser les transformées en bandelettes ainsi que les 
transformées en ondelettes sur les carrés des quadtrees. 
Enfin, pour tester l’efficacité de cet algorithme dans la compression,  cet algorithme est 
appliqué sur quelques types d’images, et pour justifier ses performances,  les résultats obtenus 
sont comparés avec ceux obtenus par algorithmes d’ondelettes classiques et le standard JPEG 
2000.   
Avant détaillé l’algorithme, on présente les étapes nécessaires de la compression de chaque 
système de compression d’images fixes. 
3.2 Compression d’images fixes  
3.2. Etapes de compression : 
Le schéma d’un système de compression classique est représenté sur la figure (3.1). La 
première étape est la Transformation (Décorrélation). Elle permet d’exploiter les redondances 
statistiques de l’image. Ensuite vient l’étape de quantification. C’est dans cette étape que la 
perte d’information a lieu. Enfin, le codage entropique des données quantifiées constitue la 
dernière étape. Elle permet d’organiser le train binaire en compressant les données sans altérer 
l’information. 
Transformation (Décorrélation) : 
La décorrélation a pour objectif de réduire le volume d’information, elle consiste à 
transformer les pixels initiaux en un ensemble de coefficients moins corrélés, c’est une 
opération réversible. 
Quantification : 
La quantification des coefficients a pour but de réduire le nombre de bits nécessaires 
pour leurs représentations. Elle représente une étape clé de la compression. Elle approxime 
chaque valeur d’un signal par un multiple entier d’une quantité q, appelée quantum 
élémentaire ou pas de quantification. Elle peut être vectorielle ou scalaire. 
 

















Figure 3.1 : Schéma général d’un système de compression. 
 
Le codage entropique : 
Le codage entropique permet la compression des coeﬃcients quantifiés en générant un 
train binaire de longueur proche de la limite basse théorique de Shannon[27]. Plusieurs types 
de codage entropique existent. Le codage par Run-Length. Le codage par dictionnaire comme 
LZW (Lempel-Ziv-Welch) est utilisé dans le format d’image GIF. Le codage par statistique 
comme le codage de Huﬀman est utilisé dans le format JPEG. Enfin, un codage arithmétique 
est eﬀectué dans le standard JPEG2000 et les Bandelettes. 
3.2.2 Mesurer les performances en compression 
 Taux de compression : Le taux de compression est le rapport entre la taille de l’image 
originale et la taille de l’image compressée en bits. 
 Compromis débit-distorsion et critères de qualité : Le taux de compression n’est pas le 
seul critère de performance d’un système de compression. Dans le cas d’une compression 
avec pertes, la qualité de l’image reconstruite doit aussi être prise en compte. Il y a donc un 
compromis à trouver entre le taux de compression et la qualité. On parle de compromis 
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et l’image reconstruite. Pour les mesures de distorsion, on utilise l’erreur quadratique 
moyenne EQM  entre l’image originale IO et l’image compressée IC de taille M × N : 
   






                    3.1 
Pour les mesures de qualité, on utilise le PSNR (Peak Signal to Noise Ratio) en décibels 
défini à partir de l’ EQM par : 
                                             !"#$	 ,    20 log* + ,-./0123,245                 3.2 
où 6 est la résolution numérique de l’image. 
 Complexité : Un troisième critère de performance d’un système de compression est la 
complexité. La complexité calculatoire peut être mesurée par le temps d’exécution du 
processus de compression ou en nombre d’opérations par pixel : c’est le nombre moyen 
d’opérations qui sont nécessaires à la compression de l’image. 
3.3 Algorithme de transformée en bandelettes : 
Le but principal de la transformation en bandelettes est la compression d’images. On 
commence par effectuer une transformée en ondelettes de l’image et on analyse à chaque 
niveau les trois matrices de composantes obtenues : 789 , 8: , 8;< au niveau j. 
La première étape consiste à subdiviser la matrice à analyser en carrés dyadiques, afin 
d’étudier les différentes zones. On divise donc l’image en quatre carrés, qu’on redivise en 
quatre et ainsi de suite, jusqu’à la taille  minimale désirée (4 éléments au minimum). 
On commence par analyser les carrés de taille minimale, puis on remonte jusqu’à la 
taille maximale définie par l’utilisateur. Pour chaque carré, on effectue la projection suivant 
différente directions (1ère étape de bandelétisation). Pour évaluer la meilleure   direction, on 
utilise un facteur de type Lagrangien, permettant de diminuer l’erreur résiduelle. 
Le but étant de conserver le moins de coefficients possibles, on se fixe un seuil T, 
valeur minimale pour les coefficients. Une fois la projection effectuée, on effectue la 
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transformation en ondelettes 1D (2ème étape de bandelétisation), et récupère les coefficients 
dans la matrice =. On cherche ensuite les m coefficients de = dont la valeur est supérieure 
à T (quantification), ce qui nous donne la matrice =>. La formule suivante nous permet de 
calculer le lagrangien : 
?  @=  =>@ A B  C … … … … … … … … 3.3 
La meilleure direction est celle qui nous donnera le lagrangien minimal. On vérifiera à 
chaque fois si le lagrangien du carré étudié est inférieur à la somme des lagrangien des carrés 
qui le composent, à un facteur de compression près. (Le coefficient de compression à utiliser 
pour le calcul du meilleur lagrangien entre les différents carrés est  E  3 28G  donné par E. 
Pennec). 
Si c’est le cas, on conserve le grand carré, sinon on garde les quatre petits. (On voit ici 
l’intérêt pour la compression : on ne garde qu’une zone et une direction au lieu de quatre). 
Après la 2ième bandelétisation on code les coefficients quantifiés par un codage entropique, la 
figure (3.2) présente l’organigramme qui décrit les étapes principales de l’algorithme de la 
transformée de bandelettes et la figure (3.3) montre les étapes principales de la chaine de 






































Transformée en ondelettes 2D 
Subdivision en carrés dyadiques 
Analyse de chaque carré dyadique 
Sélection la meilleure géométrie d dans chaque carré 
dyadique 
H  HIJK 
Projection des points d’échantillonnage (fixe un seuil T) 
(1ère étape de bandelétisation) 
Transformée en  ondelettes 1D (Transformée de Haar) 
(2ème étape de bandelétisation) 
Quantification et Codage entropique 
Image compressée 
Fin 


















Nous expliquons maintenant en détails les différentes étapes de l’algorithme de 
transformée en bandelettes (figure (3.4)). 
(1) Paramètres de l’algorithme : On fournit une image discrétisée L de taille N  N pixels, 
et un seuil T qui contrôle le taux de compression de l’algorithme.  
(2) Transformée en ondelettes 2D : On calcule la transformée en ondelettes discrète 2D de 
l’image d’origine L. Ceci produit un ensemble de vecteurs de coefficients MLNON,PJ. Les 
vecteurs LN, pour chaque échelle 2 et orientation R S TU, V, WX peuvent être stockés dans une 
unique image ayant la même taille que l’image d’origine L. Les étapes suivantes (3)-(7) 
implémentent la bandelétisation, qui est répétée pour chaque échelle et orientation. 
(3) Sélection de chaque carré dyadique : Un carré dyadique est obtenu en subdivisant de 
façon récursive le carré Y0; 1[en quatre carrés de même taille. Pour chaque carré S, on 
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regroupe les coefficients en ondelettes MLN\]^O_`Sa dans un vecteur noté La. Les étapes 
suivantes (4)-(7) sont répétées pour chaque carré dyadique S à chaque échelle 2 et 
orientation R d’une transformée en ondelettes. 
(4) Sélection de chaque géométrie : Nous devons maintenant trouver la meilleure géométrie 
approchée quantifiée bca à l’intérieur d’un carré S. Nous devons donc considérer toutes les 
directions d joignant un couple de points 2],   2]e S S. potentielles est moins de 2L (L  
est largeur de carré dyadique S). Les étapes suivantes (5)-(7) sont répétées pour chaque 
direction potentielle. 
 (5) Projection des points d’échantillonnage : Pour construire le réordonnancement, on 
sélectionne chaque point h` i 2] S S sur la grille d’échantillonnage des coefficients LS et 
on le projette orthogonalement sur la droite dj perpendiculaire à d. Ceci donne un nouveau 
point hc` repéré par son abscisse sur la droite dj . 
 (6) Signal 1D résultant : La projection orthogonale des points d’échantillonnage sur la 
droite dj  donne  un signal discret Lk.  
(7) transformation en ondelette 1D : on calcule la transformée en ondelette discrète 1D du 
signal discret Lk résultant. 
(8) Sélection de la meilleure géométrie : Pour sélectionner la meilleur géométrie, il faut 
choisir la direction d qui minimise le Lagrangien 
?Lk, R  @Lk  Lkm@ A λTRp A Rq A Ra 
où Lkm est le signal reconstruit de coefficients quantifiés, Rp est le nombre de bits nécessaires 
pour coder le paramètre géométrique d par un codage entropique, Rq est le nombre de bits 
nécessaires pour coder les coefficients d’ondelettes quantifiés TrstNX et Ra le nombre de 
bits nécessaires pour coder la segmentation dyadique. Pour coder le quadtree, on utilise 1 bit 
pour chaque segmentation.   En prenant λ  3/28, voir[11]. 
(9) Récupération des coefficients : les ceofficients TtNX d’ondelettes 1D résultants 
correpondants de la meilleur géométrie d peuvent être stockés dans une image 2D ayant la 
même taille que le carré S. on utilise un balayage en ZigZag pour faciliter le codage 
entropique, alors les coefficients d’ondelettes tN correspondants au échelles basses sont 
Chapitre 3                                            Simulations et Résultats                                                     P a g e  | 43 
 
stockés dans le coin en haut à gauche du carré et les grands coefficients correspondants de ces 
échelles sont exploités par un codage arithmétique pour coder les coefficients de bandelettes.  
 
 (10) Construction du quadtree : Une fois que l’on a calculé l’approximation dans chaque 
carré dyadique, on doit choisir la meilleure segmentation en carré. Ceci revient à conserver 
uniquement un sous-ensemble de carrés dyadiques de façon à obtenir une segmentation en 
quadtree. Une telle segmentation peut s’obtenir à partir de la segmentation complète en petits 
carrés, suivi d’une phase de regroupement par quatre des carrés. Grâce à l’additivité du 
Lagrangien et à la structure hiérarchique du quadtree, la minimisation de ? s’effectue à l’aide 
d’un algorithme rapide parcourant l’arbre de bas en haut. 
A l’étape (8), on a enregistré, pour chaque carré dyadique S la valeur ?S i ?LS, vS, bc,T 
et la meilleure géométrie quantifiée bcs. Alors, pour chaque échelle 2 et orientation R, on 
calcule la structure de quadtree à l’aide de l’algorithme suivant : 
 Initialisation du quadtree : chaque carré S de taille t  2  est une feuille. Enregistrer 
les géométries optimales bcs et initialiser ?* , le Lagrangien cumulatif du sous-arbre à 
?*S  ?S. 
 Commencer avec des carrés S de taille t  2  2 . 
 Pour chaque carré S, on note S;S;Sx;Sy ses quatre sous-carrés et 
                              ?zS i ?*S A ?*S A ?*Sx A ?*Sy A ET 
Le Lagrangien du sous-arbre (le terme additionnel λT est dû au coût de un coefficient pour la 
subdivision $S  1). Les sous-carrés doivent être rassemblés si ?S { ?zS. Si c’est le cas, 
déclarer S comme une feuille, enregistrer la géométrie optimale bcs. Mettre à jour ?*S 
B]?S, ?zS. 

























3.4 Codeur en bandelettes orthogonales  
    3.4.1 Transformée en bandelettes d’ordre Zéro : 
 Dans cette sous-section, nous détaillons la première version de la transformée en 
bandelettes pour la compression est la transformée en bandelettes d’ordre zéro. L’algorithme 
précédent consiste à utiliser une géométrie approchée linéaire, c’est-à-dire des morceaux de 
droites. Ainsi, dans chaque carré S de la segmentation, l’algorithme d’ordre 0 va déterminer 
la meilleure direction pour approcher l’ensemble de coefficients en ondelettes dans S. La 
transformée de Haar monodimensionnelle est eﬀectuée sur les coeﬃcients d’ondelettes de 
chaque bloc réordonnancés selon la direction de la géométrie. Cette transformée est 




               
             
(5) Projection des Points 
d’échantillonnage 
 
(6) Signale 1D 
correspondant
(7) Transformée en   
ondelettes 1D 
(8) coefficients de 
bandelettes récupérées 
(2) transformée en ondelettes         
2D 
(1) image d’origine (3) Extraction  du 
 Carré dyadique 
 
(4) sélection de la meilleure 
géométrie d 
Figure 3.4 : Etapes de l’algorithme de transformée de bandelettes 
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 Réordonnancement des points de la grille (étape 1 de la bandelétisation) : 
 On considère un carré S de taille t dans le domaine des coefficients d’ondelettes à une 
échelle 2 et orientation R, comme on peut le voir sur la figure (3.5(b)).  
Nous considérons toutes les directions d joignant un couple de points 2], 2]z S
S, le nombre de telles directions d quantifiées est de l’ordre de }NS où NS i ~2 tG 

 est 
le nombre de coefficients dans S.  
 
Figure 3.5 : Réordonnancement discret des points d’échantillonnage. 
Pour construire le réordonnancement, comme montré sur la figure (3.5 (c)), on sélectionne 
chaque point h` i 2] S S sur la grille d’échantillonnage des coefficients LS et on le projette 
orthogonalement sur la droite dj perpendiculaire à d. Ceci donne un nouveau point hc` repéré 
par son abscisse sur la droite dj . On peut ensuite classer les abscisses de tous les points et la 
valeur de k\]^ est l’ordinal de  hc`  dans ce classement. 
 Transformée de Haar 1D (étape 2 de la bandelétisation) 
  Si la direction d suit bien une courbe de discontinuité passant à travers S (figure 3.5(c)), 
alors ce réordonnancement sera capable de transférer la régularité directionnelle 2D de LS dans 
une régularité isotrope 1D de LS. C’est pour cela qu’une transformée de Haar 1D est efficace 
pour capturer cette régularité. 
 L’étape (8) de l’algorithme de transformée en bandelettes compare toutes les directions 
d possibles pour trouver celle qui minimise le Lagrangien. La figure (3.6) montre comment 
cette minimisation permet de choisir à la fois une direction admissible et une taille des carrés 
correcte. Sur la première ligne ; on peut voir différents carrés S extraits autour d’une 
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singularité dans le domaine en ondelettes. Sur la ligne du milieu, on peut voir le signal discret 
réordonné 1D LS. Sur la ligne du bas, on peut voir l’amplitude des coefficients de Haar LS. 
 
Figure 3.6 : Influence de la taille de S et de la direction d. 
a) Le carré est trop petit, puisque on peut étendre un peu S sans produire de coefficients 
Haar au-dessus du seuil T. 
b) Le carré est trop grand et il y a trop de coefficients de Haar au-dessus du seuil T. Ceci 
           provient du fait que la vraie géométrie a un peu de courbure et que la direction d   
            dévie trop de cette géométrie. 
c) Le carré a la bonne taille et le signal 1D est régulier. On remarque qu’il y a beaucoup 
plus de coefficients de Haar vérifiant LS\R^ { T que de coefficients d’ondelettes 
vérifiant |LS\]^| { T. 
d) La direction d dévie trop de la vraie géométrie. 
Mathématiquement, ce choix de la meilleure direction correspond à minimiser le Lagrangien 
?LS, d,T(étape (8) de l’algorithme ). Il convient de noter que ce choix de taille b et de 
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3.4.2 Transformée en bandelettes par groupements ou blocs 
     3.4.2.1.  Algorithme de compression en bandelettes par groupements (blocs) : 
 La figure (3.7) représente le schéma de compression en bandelettes par groupements. 
D’abord, l’image est  transformée en ondelettes. Ensuite, la subdivision de la sous bande en 
blocs de (4×4) coefficients d’ondelettes. Ces blocs de (4×4) coeﬃcients d’ondelettes sont 
transformés en bandelettes et quantifiés. Enfin, les coeﬃcients de bandelettes quantifiés sont 






Figure 3.7 : Schéma de compression par transformée en bandelettes par groupements.  
 
L’algorithme suivant permet le calcul de la transformée en bandelettes par groupements. Son 
principe est  décrit de la manière suivante :  
• Pour chaque échelle 2 et chaque orientation k, on subdivise en carrés Sm de (4 × 4) 
coeﬃcients LN de la transformée en ondelettes. 
• L’algorithme calcule le meilleur groupement G(d) tel que la transformée des 
coeﬃcients La dans la base vGk, S minimise le Lagrangien et stocke N\B^  d 
l’indice de ce regroupement (en posant N\B^  Ξ  si il n’y a pas de géométrie 
convenable).  
• L’algorithme stocke en même temps les coeﬃcients de la transformée en bandelettes.  
• Ces coeﬃcients sont quantifiés à l’aide du quantificateur uniforme décrit à l’équation 
(2.3). 
• Ces coeﬃcients quantifiés sont codés à l’aide d’un codeur arithmétique, ce qui produit 












Transformée en bandelettes 
& Quantification 
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• Les paramètres de géométrie N\B^ sont également codées à l’aide d’un codeur 
arithmétique, ce qui crée un flot de bits de coeﬃcients de géométrie. 
L’organigramme de la figure (3.8) suit les étapes principales de l’algorithme de la transformée 

























Transformée en ondelettes 
Subdivision en carrés de 4×4 coefficients 
Stockage des coefficients de la transformée en bandelettes 






Calcule le meilleur groupement G(d) 
 ?  ?>` 




  Algorithme  : Compression d’image par la transformée en bandelettes par groupements. 
    Entrées : Une image et un seuil T qui contrôle le taux de compression de l’algorithme 
    Sorties : Le train binaire compressé 
    Transformée en ondelettes de l’image ; 
    Quantification et codage entropique de la sous-bande LL ; 
   pour chaque sous-bande de la transformée en ondelettes exceptée la 
     sous-bande LL  faire 
          Calcul de l’histogramme de la sous-bande pour évaluer 
           les probabilités  \I^ utilisées dans l’équation (2.8) ; 
           Partition de la sous-bande en blocs de (4 × 4) coeﬃcients ; 
          pour chaque bloc L faire 
               pour chaque base  du dictionnaire   faire 
                   Transformée du bloc L en utilisant la base de bandelettes  
                    comme décrit dans l’équation (2.1) ; 
                    Quantification des coeﬃcients de bandelettes  T\I^XI  de la 
                    représentation  avec le quantificateur scalaire de l’équation (2.3) ; 
                    Évaluation du coût débit-distorsion H  défini dans l’équation (2.4) ; 
               fin 
              Mémorisation de la représentation qui minimise (Lagrangien) le critère 
              débit-distorsion H  ; 
              Mémorisation de la géométrie \I^   correspondante de la base utilisée pour  
              obtenir cette représentation ; 
          fin 
          Codage entropique des paramètres de la géométrie \I^ des bases utilisées 
          sur chaque bloc de la transformée en bandelettes ; 
          Codage entropique des coeﬃcients de bandelettes ; 
   Fin. 
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3.5 Résultats et Discussions 
3.5.1 Comparaison avec un codeur arithmétique en ondelettes : 
Dans nos tests de compression, on compare le codeur en bandelettes par groupements 
décrit à la section précédente à un codeur en ondelettes  biorthogonales 7/9 CDF (Cohen, 
Daubechies et Feauveau) et à un codeur en bandelettes 1ère génération réalisés dans [11] 















La figure (3.9.a) illustre l’image reconstruite de Lena avec la méthode de bandelettes par 
groupements comparée avec celle d’image reconstruite par deux méthodes, bandelettes 1ère 
génération et ondelettes réalisées dans [11]. 
Le taux de compression est exprimé par la relation suivante : 
$%  100  1  = d zB ¡6è£ ¤¥d  ]=6¥¡¦§= d zB  ¥6 ] ¨                  3.3 
$t¡¡  8  ©1  $%100 ª                        3.4 
Taux de compression (RC%) 98,37 
Taux de compression (RC « bpp ») 0,13 
Ondelettes (PSNR en décibel) 30,3 
Bandelettes 1G (PSNR en décibel) 30,8 
Bandelettes (2G) par groupements  (PSNR en 
décibel) 
31,1 
Figure 3.9 : Image lena reconstruite au taux de compression de  98.37%  (RC =0.13 bits/ pixel). 
  
a) Bandelettes par groupements  
PSNR=31 ,1db 
         
b) Bandelettes 1ère génération  
PSNR=30,8db 
                   c) Ondelettes      
                    PSNR=30,3db 
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On peut observer un gain typique de bandelettes (2ième génération) par groupements de 
l’ordre 0.8db par rapport aux ondelettes et un gain de bandelettes 1ère génération de l’ordre 
0.5db par rapport aux ondelettes. L’interprétation de cette observation est que la transformée 
en bandelettes 1ère génération ou 2ième génération détecte la géométrie des images par rapport 
aux ondelettes grâce à leur support déformé et allongé qui permet de suivre la régularité 
géométrique le long des contours et les zones régulières des images. 
Les tests effectués utilisent des images naturelles. On peut appliquer le codeur en 
bandelettes sur d’autres types d’images fixes, telles que les images biomédicales [28] (figure 
(3.10)). C’est un travail de magister réalisé en 2002 dan laboratoire de recherche LESIA, 




















Bandelettes Ondelettes  
PSNR(db) RC(%) PSNR(db) RC(%) 
radiologique 36,88 93,79 34,15 93,79 
échographie 34,96 93,66 33,49 93,66 
cellulaire 25,56 93,27 25,20 93,27 
Scanner IRM 33,17 93,36 31,21 93,36 
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   Image radiologique originale 
            256×256 pixels 
 
 
   Image échographie originale 
            256×256 pixels 
 
   Image cellulaire originale 
            256×256 pixels 
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Les images de la figure (3.10) du codeur montrent que les performances du codeur en 
bandelettes sont meilleures que celles en ondelettes alors, un gain en PSNR de l’ordre 2,73 db 
pour l’image radiologique, 1,47 db pour l’image échographie, 0,36 db pour l’image cellulaire 
et 1,96 db pour l’image scanner IRM. 
L’efficacité du codeur en bandelettes est due au fait qu’on utilise un support d’ondelettes 
déformées le long du flot géométrique qui indique des directions de régularité de l’image. 
 La figure (3.11) représente un gain perceptuel important par rapport aux ondelettes, les 
images obtenues avec les bandelettes restent régulière le long de la géométrie utilisée tandis 
que celle obtenues avec les ondelettes présentent des effets oscillants associés à la grille carré 
des ondelettes. 
  
   Figure 3.10 : Illustration d’images fixes biomédicales avec  le codeur en   bandelettes  et le       
codeur en ondelettes. 
   
   Image IRM originale 
            256×256 pixels 
Image reconstruite par bandelettes 
   
Image reconstruite par ondelettes 
   
Image originale Images reconstruite par 
bandelettes à 0.2 bpp 
Images reconstruite par 
ondelettes à 0.2 bpp 












L’impression visuelle est nettement meilleure avec les bandelettes.
sont très faibles par rapport aux ondelettes.
3.5.2 Comparaison entre un codeur arithmétique en bandelettes d’ordre 
bandelettes par groupements:
On a effectué des tests de compression sur les images Lena et Barb en utilisant un 
codeur en bandelettes par groupement et un codeur en bandelettes d’ordre zéro (figure (
Figure 3.12 : Comparaison entre un codeur arithmétique en bandelettes par groupement et 
bandelettes d’ordre zéro. 
 
  
Figure 3.11 : Images reconstruites par 
orthogonales à 0.2 
Image originale 
 




le codeur en ondelettes et le codeur en bandelettes                
bit/pixel. 
Image reconstruite par 
Bandelettes à 0.2 bpp 
 
Image reconstruite par
ondelettes à 0.2 bpp
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98,75 97,5 96,25 95 93,75 90,625 87,5 81,25 
RC (bpp) 0,05 0,1 0,2 0,3 0,4 0,5 0,75 1 1,5 
PSNR "db" (Bandelettes 
par groupement) 
23,28 25,93 27,73 29,60 30,74 31,88 34,03 35,91 38,86 
PSNR "db" (Bandelettes 
d’ordre zéro)  
22,18 24,53 27,36 29 30 31,17 33,19 34,87 37,88 
 




98,75 97,5 96,25 95 93,75 90,625 87,5 81,25 
RC (bpp) 0,05 0,1 0,2 0,3 0,4 0,5 0,75 1 1,5 
PSNR "db" (Bandelettes 
par groupement) 
24,20 25,66 27,73 29,09 30,37 31,43 33,71 35,76 39,0 
PSNR  "db" (Bandelettes 
d’ordre zéro)  
23,74 25,09 27,21 28,88 30,29 31,22 33,13 34,65 37,40 
 
Tableau 3.4 : Résultats de PSNR et RC obtenus pour l’image Barb. 
 
D’après le figure (3.12), on peut observer un gain de l’ordre 0,86db par les bandelettes par 
groupement par rapport aux bandelettes d’ordre zéro pour l’image Lena et 0,6db pour l’image 
Barb. 
Le codeur en bandelettes par groupement est mieux performant que le codeur en bandelettes 
d’ordre zéro parce que l’utilisation des groupes de (4×4) coefficients permet de mieux 
comprendre la nature géométrique des coefficients d’ondelettes. Aussi, l’absence du quadtree 
simplifie la procédure du codage et minimiser l’erreur de distorsion.  
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3.5.3 Comparaison avec JPEG 2000: 
La figure (4.13) montre la comparaison entre un codeur arithmétique en bandelettes et 
un codeur arithmétique en JPEG 2000. Les résultats de test sont résumés dans les tableaux 
suivants : 
RC (%) 99,375 98,75 97,5 96,25 95 93,75 90,625 87,5 81,25 
RC (bpp) 0,05 0,1 0,2 0,3 0,4 0,5 0,75 1 1,5 
PSNR "db" 
Bandelettes 
29,75 31,57 33,66 34,45 35,51 36,24 38,64 40,22 42,8 
PSNR "db" 
JPEG2000 
28,1 30,1 32,4 34,1 35,3 36,5 38,7 40,3 43 
 
Tableau 3.5 : Résultats de PSNR et RC obtenus pour l’image Guesswho. 
RC (%) 99,375 98,75 97,5 96,25 95 93,75 90,625 87,5 81,25 





28,70 31,13 31,78 32,73 35,26 37,13 40,38 
PSNR "db"   
JPEG2000 
21,9 24,7 27,8 29,8 31,2 32,4 35,2 37,1 40,4 
 
Tableau 3.6 : Résultats de PSNR et RC obtenus pour l’image IRM. 
On constate que ces deux codeurs font quasiment un jeu égale sur les faibles taux de 
compression (inférieurs à 95%). 
L’interprétation de ce fait est que ces deux codeurs exploitent la géométrie des images, et ils 
fonctionnent sur des petits groupes des coefficients dans le domaine des ondelettes, mais 
emploient des stratégies différentes pour capturer les corrélations typiques qui existent dans 
des coefficients d’une transformée en ondelettes. 
Pour les taux plus agressifs ou large (supérieurs à 95%), les bandelettes apportent un 
léger gain par rapport au codeur JPEG 2000.  
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Figure 3.13 : Comparaison entre la transformée en bandelettes et JPEG 2000. 
L’interprétation de ce fait est que les bandelettes utilisent des ondelettes déformées le 
long des contours qui suivent bien la variation de l’orientation des textures locales dans 
l’image, cette propriété permet de capturer la  régularité géométrique de l’image et garder un 
nombre très important des textures c’est pour ça la transformée en bandelettes est adaptable 
dans ces cas , tandis que les textures sont perdues lorsqu’on utilise JPEG 2000 avec large taux 
de compression[7]. 
Nous avons effectué d’autres tests sur plusieurs images (figure (3.14)) pour des taux 
de compression plus élevés (supérieurs à 95% ou  inférieurs 0.4 bits/pixel) pour justifier les 
résultats obtenus précédemment. Les résultats obtenus sont résumés dans le tableau suivant. 
Image 
Bandelettes JPEG2000  
PSNR(db) RC(%) PSNR(db) RC(%) 
Barb 25,5 98,75 24,5 98,75 
Lena 29,80 98,75 29,50 98,75 
Boat 29,95 97,5 29,5 97,5 
peppers-bw 29,63 98,75 29,3 98,75 
FRUIT_LUMI 31,21 97,5 31 97,5 
 
Tableau 3.7 : Résultats de PSNR et RC obtenus pour différentes images. 




Image Barb reconstruite par bandelettes et JPEG 2000 avec 0.1 bits/pixel (98,75%).  
 
Bandelettes  JPEG 2000  
  
Image Lena reconstruite par bandelettes et JPEG 2000 avec 0.1 bits/pixel (98,75%).  
  
Image Boat reconstruite par bandelettes et JPEG 2000 avec 0.2 bits/pixel (97,5%).  
Bandelettes  JPEG 2000  
Bandelettes  JPEG 2000  
 























3.5.4 Comparaison entre le multiplicateur de  lagrangien théorique et le multiplicateur  
de lagrangien empirique : 
On a utilisé   deux types du  multiplicateurs de lagrangiens,  théorique [11] (E 
3/28 ¬ 0,107 ) et empirique [24] (E  0,15 ). 
  
  
Image peppers-bw reconstruite par bandelettes et JPEG 2000 avec 0.1 bits/pixel (98,75%).  
  
Image FRUIT_LUMI reconstruite par bandelettes et JPEG 2000 avec 0.2 bits/pixel (97,5%)  
Figure 3.14 : Comparaison entre la transformée en bandelettes et JPEG 2000 pour 
différentes types d’images. 
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Figure 3.15 : Comparaison de la transformée en bandelettes utilisant un multiplicateur 
théorique et un multiplicateur empirique. 
Les résultats sont résumés dans les tableaux suivants : 
RC(bpp) 0,05 0,1 0,2 0,3 0,4 0,5 0,75 1,0 1,5 
PSNR "db" 
mult-théorique  
24,17 25,65 27,77 29,09 30,13 30,98 33,65 35,77 39 
PSNR "db" 
mult-empirique  
24,20 25,67 27,82 29,12 30,44 31,37 33,86 35,81 39,0 
 
Tableau 3.8 : Résultats de PSNR et RC obtenus pour l’image Barb. 
RC(bpp) 0,05 0,1 0,2 0,3 0,4 0,5 0,75 1,0 1,5 
PSNR db" 
mult-théorique 
23 25,44 27,18 29,24 30,61 31,17 33,34 35,11 37,94 
PSNR "db" 
mult-empirique  
23,30 26,18 27,63 29,68 30,64 31,37 33,46 35,20 37,90 
 
Tableau 3.9 : Résultats de PSNR et RC obtenus pour l’image Lena. 
On constate que la transformée en bandelettes utilisent un multiplicateur empirique a un léger 
gain en PSNR (de l’ordre 0,12db pour l’image Barb et 0,26db pour l’image Lena par 
exemple) par rapport à la transformée en bandelettes utilisent un multiplicateur théorique. 
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Conclusion 
En général, on peut dire que l’approche étudié permet d’atteindre de très bons résultats 
des points de vue qualité des images d’une part et taux de compression d’autre part. Elle peut 
atteindre même des taux de compression très élevés pour une bonne qualité de l’image 
reconstruite. 
Généralement, la forte concentration d’énergie de coefficients était située le long des 
contours,  les bases de bandelettes  sont l’une  des  meilleures approches qui peuvent résoudre 
ce problème. Elles se basent sur le flot géométrique déformé qui indique des directions  de 
régularité de l’image.  
L’application de bandelettes dans la compression d’images fixes améliore les résultats 
par rapport aux ondelettes classiques, cette amélioration ouvre d’autres applications pour les 
bandelettes telles que la compression des surfaces, images couleurs, vidéo … 
Enfin, la base de bandelettes est une approche moderne, on s’attend à de grandes 
améliorations dans le domaine de la compression. 
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Conclusion et perspectives 
Dans ce travail, nous avons effectué une étude sur la technique de compression 
d’images fixes utilisant les ondelettes géométriques : les  bandelettes. 
Nous avons vu que la théorie de la transformée en bandelettes est relativement assez 
complexe mais, permet d’améliorer les résultats de compression par rapport aux ondelettes. 
Deux versions de transformées en bandelettes sont décrites dans ce mémoire, la 
transformée en bandelettes d’ordre zéro et la transformée en bandelettes par groupements ou 
blocs. La première version est un  cas particulier qui consiste à utiliser  une géométrie 
approchée linéaire, c'est-à-dire des morceaux de droites. Elle dépend sur la transformée de 
Haar monodimensionnel. 
La seconde version utilise des groupements de (4×4) coefficients, elle se base sur 
deux étapes fondamentales : la constitution du dictionnaire de bases de bandelettes et 
l’optimisation du critère de choix de la base de bandelettes utilisées pour transformer chaque 
bloc. 
Le choix de la meilleure base de bandelettes est un problème qui peut être résolu par 
minimisation du Lagrangien et se résume à la recherche d’un multiplicateur du lagrangien 
optimal. Deux multiplicateurs sont utilisés dans notre application, un multiplicateur théorique 
introduit dans [11] et l’autre empirique introduit dans [24]. 
Le calcul du multiplicateur de lagrangien par une formule empirique [24] permet 
d’améliorer très légèrement les résultats en compression par rapport à la formule théorique 
[11]. 
Dans la construction du dictionnaire  des bandelettes on a utilisé 15 bases de 
bandelettes, 12 bases directionnelles et 3 bases complémentaires utilisées dans [14].  
Les bases de bandelettes directionnelles proposées par Péyré dans ses travaux  ne 
permettent pas d’exploiter toutes les redondances entre les coefficients d’ondelettes dans les 
blocs (4×4). Ceci peut s’expliquer par le fait que les corrélations entre les coefficients non 
adjacentes dans les directions autres que l’horizontale et la verticale sont faibles. A partir de 
ces observations, nous proposons de poursuivre ce travail en essayant  de chercher une 
nouvelle classe de regroupements c'est-à-dire nouvelles bases de bandelettes afin de mieux 
décorréler les coefficients d’ondelettes.  
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La transformée en bandelettes est une méthode basée sur les ondelettes déformées le 
long des contours, donc elle est compatible avec JPEG2000[7] qui base sur la transformée en 
ondelettes. Par conséquent les résultats obtenus avec les bandelettes, on peut dire que les 
bandelettes peuvent donner une certaine amélioration du JPEG2000 ce point pourrait être un 
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