In this paper we obtain an improved asymptotic formula on the frequency of k-free numbers with a given difference. We also give a new upper bound of Barban-Davenport-Halberstam type for the k-free numbers in arithmetic progressions.
Introduction
In this paper, we give some new results on the average behaviour of the remainder terms of the k-free numbers in arithmetic progressions. Such result is analogous to the Barban-DavenportHalberstam theorem for the primes in arithmetic progressions.
Let μ k (n) be the characteristic function of the k-free numbers, then we have 
where the product is over prime numbers. This formula can be obtained as Hooley had done in [8, 9] . When a and q are positive integers, define E(x; q, a) by the relation
Also, define
When k = 2, Warlimont [15] obtained the following bounds for S(x, Q):
He also proved that
+ε , for 1 2 α 1.
In [16] , Warlimont improved the above results for x 3/4 Q x, namely
Later, Croft [4] improved these results for
When k > 2, Brüdern and others [2, 3] obtained
In this paper, we obtain the following:
Theorem 2. Suppose that Q and x are positive real numbers greater than 1, and that k is an integer with k > 2. Then
where the -constant will depend at most on k.
This theorem improves (1.5), for x k 2 +2k−4 2(k−1)(k+2) < Q < x. Theorem 2 also improves Theorem 1.2 of Vaughan [13] in the case a n = μ k (n). It should be noticed that we cannot use (1.6) to the case k = 2 directly. When k > 2, we cannot obtain asymptotic formula of Montgomery-Hooley type as in the prime numbers in arithmetic progressions [5, 7, 14] .
We insert the definition of E(x; q, a) in (1.4) and square out. Thus
where
We shall prove Theorem 1 in Section 2, and Theorem 2 in Section 5. 
Notation.
where 
where t is any integer, and uc 0 − vd 0 = r. We need to count the number of t that satisfy the following conditions:
Then, we have
the number of such t is 
Proof. By (1.1), we have
By Lemma 2.1, we have
and the lemma follows. 2
Lemma 2.3. For y 2, we have
Proof. Write
We need to estimate the sums of a and b more carefully. We have
We estimate I 1 , I 2 and I 3 separately. We have
Similarly, we have
By (2.5)-(2.7), we obtain the first part of the lemma.
If k 3, then
Lemma 2.4. For y 2, we have
Proof. This is a trivial result, we give a proof for completeness. We have 
Proof. By Lemmas 2.2-2.4, we have
and the first part of the lemma follows. We may obtain the second part similarly. 2
Lemma 2.6. For positive integer r, we have
Proof. By the definition of f (r), we have
this is the first part of the formula. We continue in this fashion obtaining
Combining Lemma 2.5 and the method of Atkinson and Cherwell [1] gives
Lemma 2.7. For fixed positive integer r and positive real number z, we have
Proof. By (1.1),
and
We have
Now, we have
E j , say,
2 , say,
For j = 2, 3, 10) so that by choosing z = ((x + r) log log 3r) 1 k+1 in (2.10), this completes the proof of Theorem 1.
The formula for T q
From now on we make the assumption: 2 y x 2 k , k > 2. By Lemma 2.5 and (2.4), we have
Lemma 3.1. We have
Proof. By noting that ω(
By Dirichlet's formula for divisor function, we have
and Proof. By the definition of C, we have
again, by Dirichlet's formula for the divisor function and noting that q Q q −1 log Q, we have
and the lemma follows. 
The formula for J 1
In this section we will give the formula for J 1 .
Lemma 4.1. Suppose that f (t) and g(t)
are defined by (2.8) and (2.9), respectively, that u > 0 and that
Proof. By Lemma 2.6, we have
By (2.9), we have g(t) t −k , and
Lemma 4.2. We have
Proof. By Lemma 4.1, we have
The error term is
Therefore, Proof. We refine the argumentation in [4] .We have B J (x), where We write
By the Cauchy inequality and Dirichlet's formula for the divisor function
By (4.2) and (4.3),
Again, by Dirichlet's formula for the divisor function, we have 
Proof. By (2.1)-(2.3), we have
By (3.1), (4.1), Lemmas 3.2, 4.2 and 4.3, we have
Proof. By (1.1)-(1.3) and (1.8), 
