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TEICHMU¨LLER CURVES, TRIANGLE GROUPS, AND LYAPUNOV
EXPONENTS
IRENE I. BOUW AND MARTIN MO¨LLER
Abstract. We construct a Teichmu¨ller curve uniformized by the Fuchsian triangle
group ∆(m,n,∞) for every m < n ≤ ∞. Our construction includes the Teichmu¨ller
curves constructed by Veech and Ward as special cases. The construction essentially
relies on properties of hypergeometric differential operators. For small m, we find bil-
liard tables that generate these Teichmu¨ller curves. We interprete some of the so-called
Lyapunov exponents of the Kontsevich–Zorich cocycle as normalized degrees of a natu-
ral line bundle on a Teichmu¨ller curve. We determine the Lyapunov exponents for the
Teichmu¨ller curves we construct.
Introduction
Let C be a smooth curve defined over C. The curve C is a Teichmu¨ller curve if there exists
a generically injective, holomorphic map from C to the moduli spaceMg of curves of genus
g which is geodesic for the Teichmu¨ller metric. Consider a pair (X,ωX), where X is a
Riemann surface of genus g and ωX is a holomorphic 1-form on X. If the projective affine
group, Γ, of (X,ωX) is a lattice in PSL2(R) then C := H/Γ is a Teichmu¨ller curve. Such
a pair (X,ωX) is called a Veech surface. Moreover, the curve X is a fiber of the family of
curves X corresponding to the map C → Mg. We refer to §1 for precise definitions and
more details.
Teichmu¨ller curves arise naturally in the study of dynamics of billiard paths on a polygon
in R2. Veech ([Ve89]) constructed a first class of Teichmu¨ller curves C = Cn starting from a
triangle. The corresponding projective affine group is commensurable to the triangle group
∆(2, n,∞). Ward ([Wa98]) also found triangles which generate Teichmu¨ller curves, with
projective affine group ∆(3, n,∞). Several authors tried to find other triangles which
generate Teichmu¨ller curves, but only sporadic examples where found. Many types of
triangles were disproven to yield Veech surfaces ([Vo96],([KeSm00], [Pu01]).
In this paper we show that essentially all triangle groups ∆(m,n,∞) occur as the projec-
tive affine group of a Teichmu¨ller curve C(m,n,∞). (Since Teichmu¨ller curves are never
complete ([Ve89]), triangle groups ∆(m,n, k) with k 6=∞ do not occur.) We use a differ-
ent construction from previous authors; we construct the family X of curves defined by C
rather than the individual Veech surface (which is a fiber of X). However, starting from
our description, we compute an algebraic equation for the corresponding Veech surface.
The family X is given as the quotient of an abelian cover Y→ P1 by a finite group.
Under the simplifying assumption that m < n < ∞ and n is odd, we relate the Veech
surface corresponding to the Teichmu¨ller curve C(m,n,∞) to a rational polygon. This
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polygon has (m+ 3)/2 edges if m if odd and (m+ 4)/2 edges if m is even. This polygon
does not have self-crossings if and only if m ≤ 5. Therefore, for m ≤ 5 we obtain the
Veech surface by unfolding a polygon.
From our construction we obtain new information even for the Teichmu¨ller curves found
by Veech and Ward. Namely, we determine the complete decomposition of the relative de
Rham cohomology R1f∗CX and the Lyapunov exponents, see below.
There exist Teichmu¨ller curves whose projective affine group is not a triangle group. Mc-
Mullen ([McM03]) constructed a series of such examples in genus g = 2. It would be
interesting to try and extend our method to other Fuchsian groups than triangle groups.
This would probably be much more involved due to the appearance of so-called accessory
parameters.
We now give a more detailed description of our results. Suppose that m ≥ 4 and m < n ≤
∞ or that m ≥ 2 and 3 ≤ n <∞. We consider a family of N -cyclic covers
Yt : y
N = xa1(x− 1)a2(x− t)a3
of the projective line branched at 4 points. Note that Y defines a family over C = P1t −
{0, 1,∞}. It is easy to compute the differential equation corresponding to the eigenspaces
L(i) of the action of Z/N on the relative de Rham cohomology of Y (§3). These eigenspaces
are local systems of rank 2, and the corresponding differential equation is hypergeometric.
Cohen and Wolfart ([CoWo90]) showed that we may choose N and ai in terms of n and
m such that the projective monodromy group of at least one of the eigenspaces L(i) is the
triangle group ∆(m,n,∞).
First consider the case that m and n are finite and relatively prime. Here we show that
the particular choice of N and the ai implies that, after replacing C by a finite unramified
cover, the automorphism group of Y contains a subgroup isomorphic to Z/N ⋊H, where
H ≃ Z/2 × Z/2. If n is infinite the group H has order 2. This case corresponds to
half of Veech’s series of Teichmu¨ller curves (§4). If m and n are not relatively prime we
replace Y by a suitable G0-Galois cover of the projective line, where G0 is some subgroup
of Z/N × Z/N . The description of Y in this case is just as explicit (§5).
Theorem 4.2 and 5.2: The quotient family X := Y/H is the pullback to C of the
universal family over the moduli space of curves. The curve C is an unramified cover of
a Teichmu¨ller curve.
The proof of this result relies on a Hodge-theoretical characterization of Teichmu¨ller curves
([Mo¨06]). Another key ingredient of the proof is the characterization of the vanishing of
the Kodaira–Spencer map in terms of invariants of the hypergeometric differential equa-
tion corresponding to L(i0) (Proposition 2.2). Here i0 is chosen such that the projec-
tive monodromy group of L(i0) is the triangle group ∆(m,n,∞). The statement on the
Kodaira–Spencer map translates to the following geometric property of X. A fiber Xc of
X is singular if and only if the monodromy around c of the local system induced by L(i0)
is infinite (Proposition 3.2). This is one of the central observations of the paper. This is
already apparent in our treatment of the relatively straigthforward case of Veech’s families
of Teichmu¨ller curves in §4.
Theorem 5.12: Suppose that n is finite and m is different from n. Then the projective
affine group of X is the triangle group ∆(m,n,∞).
We determine the projective affine group of our Teichmu¨ller curves directly from the
construction of the family X and do not need to consider the corresponding Veech surfaces,
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as is done by Veech and Ward. For example, we determine the number of zeros of the
generating differential of a Veech surface corresponding to C(m,n,∞) in terms of n and
m by algebraic methods (Theorem 5.14).
In §7 we change perspective, and discuss the question of realizing our Teichmu¨ller curves
via unfolding of rational polygons (or: billiard tables). This section may be read inde-
pendently of the rest of the paper. For m ≤ 5 we construct a billiard table T (m,n,∞)
and show that it defines a Teichmu¨ller curve, via unfolding. For m = 2, 3 this gives the
triangles considered by Veech ([Ve89]) and Ward ([Wa98]). For m = 4, 5 we find new
billiard tables which are rational 4-gons. We interpret the Veech surfaces corresponding
to these billiard tables as fiber of the family X → C of curves. A key ingredient here is a
theorem of Ward ([Wa98], Theorem C’) which relates a cyclic cover of the projective line
to a polygon, via the Schwarz–Christoffel map. We then use that certain fibers of X are a
cyclic cover of the projective line (Theorem 5.15).
For m ≥ 6 the same procedure still produces rational polygons T (m,n,∞), but they
have self-crossings and therefore do not define billiard tables. In principle, one could still
describe the translation surface corresponding to T (m,n,∞), but these would be hard to
visualize.
Our last main result concerns Lyapunov exponents. Let V be a flat normed vector bundle
on a manifold with flow. The Lyapunov exponents measure the rate of growth of the
length of vectors in V under parallel transport along the flow. We refer to §8 for precise
definitions and a motivation of the concept. We express the Lyapunov exponents for an
arbitrary Teichmu¨ller curves in terms of the degree of certain local systems.
Let f : X→ C be the universal family over an unramified cover of an arbitrary Teichmu¨ller
curve. The relative de Rham cohomology R1f∗CX has r local subsystems L(i) of rank two.
The associated vector bundles carry a Hodge filtration (Theorem 1.1). The (1, 0)-parts of
the Hodge filtration are line bundles L(i) and the ratios
λi := 2deg(L(i))/(2g(C) − 2 + s), s = card(C r C)
are unchanged if we pass to an unramified cover of C.
Theorem 8.2: The ratios λi are r of g non-negative Lyapunov exponents of the Kont-
sevich–Zorich cocycle over the Teichmu¨ller geodesic flow on the canonical lift of a Teich-
mu¨ller curve to the 1-form bundle over the moduli space.
A sketch of the relation between the degree of f∗ωX/C and the sum of all Lyapunov
exponents already appears in [Ko97].
Now suppose that C is an unramified cover of C(m,n,∞) ( Theorems 4.2 and 5.2), and let
f : X → C be the corresponding family of curves. In Corollaries 4.3 (Veech’s series), 4.6
and 5.9 we give an explicit expression for all Lyapunov exponents of C. For Veech’s series
of Teichmu¨ller curves and for a series of square-tiled coverings the Lyapunov exponents
were calculated independently by Kontsevich and Zorich (unpublished). They form an
arithmetic progression in these cases. Example 5.10 shows that this does not hold in
general.
It is well-known that the largest Lyapunov exponent λ1 = 1 occurs with multiplicity one.
We interpret 1 − λi as the number of zeros of the Kodaira–Spencer map of L(i), counted
with multiplicity (§1), up to a factor. For the Teichmu¨ller curves constructed in Theorems
4.2 and 5.2 we determine the position of the zeros of the Kodaira–Spencer map. These
zeros are related to elliptic fixed points of the projective affine group Γ (Propositions 2.2
3
and 3.4). For an arbitrary Teichmu¨ller curve it is an interesting question to determine
the position of the zeros of the Kodaira–Spencer map. Precise information on the zeros
of the Kodaira–Spencer map might shed new light on the defects 1− λi of the Lyapunov
exponents.
The starting point of this paper was a discussion with Pascal Hubert and Anton Zorich
on Lyapunov exponents. The second named author thanks them heartily. Both authors
acknowledge support from the DFG-Schwerpunkt ‘Komplexe Mannigfaltigkeiten’. We
thank Frits Beukers for suggesting the proof of Proposition 7.4 and Silke Notheis for
cartographic support.
1. Teichmu¨ller curves
A Teichmu¨ller curve is a generically injective, holomorphic map C → Mg from a smooth
algebraic curve C to the moduli space of curves of genus g which is geodesic for the
Teichmu¨ller metric. A Teichmu¨ller curve arises as quotient C = H/Γ, where H → Tg is
a complex Teichmu¨ller geodesic in Teichmu¨ller space Tg. Here Γ is the subgroup in the
Teichmu¨ller modular group fixing H as a subset of Tg (setwise, not pointwise) and C is
the normalization of the image H→ Tg →Mg.
Veech showed that a Teichmu¨ller curve C is never complete ([Ve89] Prop. 2.4). We let
C be a smooth completion of C and S := C r C. In the sequel, rather than consider
Teichmu¨ller curves themselver, it will be convenient to consider finite unramified covers
of C that satisfy two conditions: the corresponding subgroup of Γ is torsion free and the
moduli map factors through a fine moduli space of curves (e.g. with level structure M
[n]
g ).
We nevertheless stick to the notation C for the base curve and let f : X → C be the
pullback of the universal family over M
[n]
g to C. We will use f : X → C for the family of
stable curves extending f . See also [Mo¨06] §1.3.
Teichmu¨ller curves, or more generally geodesic discs in Teichmu¨ller space, are generated
by a pair (X, q) of a Riemann surface and a quadratic differential q ∈ Γ(X, (Ω1X)⊗2). These
pairs are called translation surfaces. If a pair (X, q) generates a Teichmu¨ller curve, the
pair is called a Veech surface. Any smooth fiber of f together with the suitable quadratic
differential is a Veech surface. Theorem 1.1 below characterizes Teichmu¨ller curves where
q = ω2 is the square of a holomorphic 1-form ω ∈ Γ(X, (Ω1X )). The examples we construct
will have this property, too. Hence:
From now on the notion ‘Teichmu¨ller curve’ includes ‘generated by a 1-form’.
For a pair (X,ω) we let Aff+(X,ω) be the group of orientation preserving diffeomorphism
of X that are affine with respect to the charts provided by integrating ω. Associating to
an element of Aff+(X,ω) its matrix part gives a well-defined map to SL2(R). The image
of this map in SL(X,ω) is called the affine group of (X,ω). The matrix part of an element
of Aff+(X,ω) is also called its derivative. The stabilizer group Γ of H →֒ Tg coincides,
up to conjugation, with the affine group SL(X,ω) ([McM03]). We denote throughout by
K = Q(tr(γ, γ ∈ Γ)) the trace field and let r := [K : Q]. We call the image of SL(X,ω) in
PSL2(R) the projective affine group and denote it by PSL(X,ω).
We refer to [KMS86] and [KeSm00] for a systematic description of Teichmu¨ller curves in
terms of billiards.
We recall from [Mo¨06] Theorem 2.6 and Theorem 5.5 a description of the variation of
Hodge structures (VHS) over a Teichmu¨ller curve, and a characterization of Teichmu¨ller
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curves in these terms.
Let L be a rank two irreducible C-local system on an affine curve C. Suppose that the
Deligne extension E of L⊗C O ([De70] Proposition II.5.2) to C carries a Hodge filtration
of weight one L := E(1,0) ⊂ L. We denote by ∇ the corresponding logarithmic connection
on E. The Kodaira–Spencer map (also: Higgs field, or: second fundamental form) with
respect to S is the composition map
(1) Θ : L→ E ∇→ E⊗Ω1
C
(log S)→ (E/L) ⊗ Ω1
C
(log S).
A VHS of rank 2 and weight one whose Kodaira–Spencer map with respect to some S
vanishes nowhere on C is called maximal Higgs in [ViZu04]. The corresponding vector
bundle E is called indigenous bundle. See [BoWe05b] or [Mo99] for appearances of such
bundles with more emphasis on char p > 0.
Theorem 1.1. (a) Let f : X → C be the universal family over a finite unramified
cover of a Teichmu¨ller curve. Then we have a decomposition of the VHS of f as
(2) R1f∗Q =W⊕M and W⊗Q C =
r⊕
i=1
Li.
In this decomposition the Li are Galois conjugate, irreducible, pairwise non-isomorphic,
C-local systems of rank two. The Li are in fact defined over some field F ⊂ R that
is Galois over Q and contains the trace field K. Moreover, L1 is maximal Higgs.
(b) Conversely, suppose f : X → C is a family of smooth curves such that R1f∗C
contains a local system of rank two which is maximal Higgs with respect to the set
S = C r C. Then f is the universal family over a finite unramified cover of a
Teichmu¨ller curve.
Note that ‘maximal Higgs’ depends on S. We will encounter cases where L extends over
some points of S and becomes maximal Higgs with respect to a smaller set Su ⊂ S, but it
is not maximal Higgs with respect to S. See also Proposition 3.2 and Remark 3.3.
2. Local exponents of differential equations and zeros of the
Kodaira–Spencer map
In this section we provide a dictionary between local systems plus a section on the one side
and differential equations on the other side. In particular, we translate local properties
of a differential operator into vanishing of the Kodaira–Spencer map. In the §§4 and
5 we essentially start with a hypergeometric differential equation whose local properties
are well-known. Via Proposition 2.2 the vanishing of the Kodaira–Spencer map of the
corresponding local system is completely determined. This knowledge is then exploited in
a criterion (Proposition 3.2) for a family of curves f : X → C to be the universal family
over a Teichmu¨ller curve.
Let L be a irreducible C-local system of rank 2 on an affine curve C, not necessarily a
Teichmu¨ller curve. Let C →֒ C be the corresponding complete curve, and let E be the
Deligne extension of L (§1). We suppose that L carries a polarized VHS of weight one
and choose a section s of (L ⊗C OC)(1,0). Let t be a coordinate on C. We denote by
D := ∇(∂/∂t). Since L is irreducible, the sections s and Ds are linearly independent.
Hence s satisfies a differential equation Ls = 0, where
L = D2 + p(t)D + q(t),
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for some meromorphic functions p, q on C. Note that we may interprete L as a second
order differential operator L : OC → OC , by interpreting D as derivation with respect to
t.
Conversely, the set of solutions of a second order differential operator L : OC → OC forms
a local system Sol ⊂ OC . If L is obtained from L then Sol ∼= L∨ ([De70] §1.4). The
canonical map
ϕ : Sol ⊗C OC → OC , f ⊗ g 7→ fg
hence defines a section s = sϕ of L⊗C OC .
A point c ∈ C is a singular point of L if p or q has a pole at c. In what follows, we always
assume that L has regular singularities. Let t be a local parameter at c ∈ C. Recall that
L has a regular singularity at c if (t − c)p and (t − c)2q are holomorphic at c, by Fuchs’
Theorem. Note that there is a difference between the notions ‘singularity of the Deligne
extension of the local system L’ and ‘singularities of the differential operator L’. We refer
to [Ka70], §11 for a definition of the notion regular singularity of a flat vector bundle.
(The essential difference between the two notions is that the basis of [Ka70] (11.2.1),
need not be a cyclic basis ([Ka70] §11.4).) Unless stated explicitly, we only use the notion
of singularity of the differential operator.
The local exponents γ0, γ1 of L at c are the roots of the characteristic equation
t(t− 1) + tp−1 + q−2 = 0,
where p =
∑∞
i=−1 pi(t − c)i and q =
∑∞
i=−2 qi(t − c)i. The table recording singularities
and the local exponents is usually called Riemann scheme. See e.g. [Yo87] §2.5 for more
details.
Note that L and the local exponents not only depend on L but also on the section chosen.
Replacing s by αs shifts the local exponents at c by the order of the function α at c.
The exponentials e2piit1 and e2piit2 of the local exponents are the eigenvalues of the local
monodromy matrix of L at c. The following criterion is well-known (e.g. [Yo87] §I.2.6).
Lemma 2.1. All local monodromy matrices of Sol are unipotent if and only if both local
exponents are integers for all c ∈ C.
In the classical case that C ∼= P1 the differential operator L is determined by the local
exponents exactly if the number of singularities is three; this is the case of hypergeometric
differential equations. We will exploit this fact in the next sections. If the number of
singularities is larger than three, L is no longer determined by the local exponents and the
position of the singularities, but also depends on the accessory parameters ([Yo87] §I.3.2).
In the rest of this section we suppose that all local monodromy matrices of L are unipotent.
We define Su = C−C as the set of points where the monodromy is nontrivial. Let S ⊂ C
be a set containing the singularities of the Deligne extension of L. The reader should think
of S being the set of singular fibers of a family of curves over C. In particular S ⊃ Su.
The following proposition expresses the order of vanishing of the Kodaira–Spencer map
(1) at c ∈ C in terms of the local exponents at c. If c ∈ C we suppose that the section s
is chosen such that the local exponents are (0, nc) with nc ≥ 0. This is always possible,
multiplying s with a power of a local parameter if necessary.
Proposition 2.2. (a) Let c ∈ C. Then nc ≥ 1.
(b) Suppose that c 6∈ S. The order of vanishing of Θ at b is nc − 1.
(c) Suppose that c ∈ S r Su. The order of vanishing of Θ at b is nc.
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(d) If c ∈ Su then Θ does not vanish at c.
Proof: Suppose that c ∈ C. Our assumptions imply that the local exponents (0, nc) at c
are nonnegative integers. Since L is a local system on C, it has two linearly independent
algebraic section in a neighborhood of c. This implies that nc ≥ 1 ([Yo87] §I.2.5). This
proves (a).
If c 6∈ S the differential operator L has solutions s1, s2 with leading terms 1 and tnc ,
respectively ([Yo87] I, 2.5). We want to determine the vanishing order of D(s) in E/(s⊗C
OC). By the above correspondence between the local system and the differential equation
we may as well calculate the vanishing order of D(ϕ) in (Sol∨⊗COC)/(ϕ⊗C OC). A basis
of Sol∨ ⊗C OC around c is
s∨i : s1 ⊗ g1 + s2 ⊗ g2 7→ sigi (i = 1, 2).
By definition of the dual connection and the flatness of si one calculates that D(ϕ) is the
class of
s1 ⊗ g1 + s2 ⊗ g2 7→ g1s′1 + g2s′2
in (Sol∨⊗COC)/(ϕ⊗C OC). Since both ϕ and s1 do not vanish at c, we conclude that the
order of vanishing of D(ϕ) at c is n− 1. This proves (b).
In the case that c ∈ S we should consider the contraction against t∂/∂t. This increases
the order of vanishing of Θ by one. This proves (c).
We now treat the case that c ∈ C r C. Consider the residue map Resc(∇) ∈ End(Ec).
Suppose the Kodaira–Spencer map vanishes at c. This implies that Resc(∇) is a diagonal
matrix in a basis consisting of an element from Lc and an element from its orthogonal
complement. But Resc(∇) is nilpotent ([De87] Proposition II.5.4 (iv)), hence zero. This
implies that two linearly independent sections of L extend to c. This contradicts the
hypothesis on the monodromy around c. This proves (d). ✷
The ratios λ(L, S) := 2deg(L)/Ω1
C
(log S) will be of central interest in the sequel. The
factor 2 is motivated by §8, where we interprete the λ(L, S) as Lyapunov exponents.
Therefore we call the λ(L, S) from now on Lyapunov exponents. We will suppress S if it
is clear from the context.
Remark 2.3. We will only be interested in local C-systems L that arise as local subsys-
tems of R1f∗C for a family of curves f : X→ C. In this case a Hodge filtration exists on
L and is unique ([De87] Prop. 1.13). Therefore we only have to keep track of the local
system, but not of the VHS.
The following lemma is noted for future reference. The proof of straightforward.
Lemma 2.4. The ratio λ(L, S) does not change by taking unramified coverings.
3. Cyclic covers of the projective line branched at 4 points
Let N > 1 be an integer, and suppose given a 4-tuple of integers (a1, . . . , a4) with 0 < aµ <
N and
∑4
µ=1 aµ = (k+1)N , for some integer k. We denote by P
1 the projective line with
coordinate t, and put P∗ = P1 − {0, 1,∞}. Let P ≃ P1 × P∗ → P∗ be the trivial fibration
with fiber coordinate x. Let x1 = 0, x2 = 1, x3 = t, x4 = ∞ be sections of P → P∗. We
fix an injective character χ : Z/N → C∗. Let g : Z → P∗ be the N -cyclic cover of type
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(xµ, aµ) ([Bo04] Definition 2.1). This means that Z is the family of projective curves with
affine model
(3) Zt : z
N = xa1(x− 1)a2(x− t)a3 .
We suppose, furthermore, that gcd(a1, a2, a3, a4, N) = 1. This implies that the family is
connected. The genus of Zt is N + 1− (
∑4
µ=1 gcd(aµ, N))/2.
In this section, we collect some well-known facts on such cyclic covers. We write
σµ(i) = 〈iaµ/N〉 = aµ(i)/N,
where 〈·〉 denotes the fractional part. Let k(i) + 1 = ∑4µ=1 σµ(i). We fix an injective
character χ : Z/N → C∗ such that h ∈ Gal(Z/P) ∼= Z/N acts as h · z = χ(h)z.
Lemma 3.1. For 0 < i < N , we let s(i) be the number of aµ unequal to 0 mod
N/ gcd(i,N). Put L(i) = H1dR(Z/P
∗). Then
(a) dimC L(i) = s(i)− 2,
(b) rank g∗(Ω
1
Z/P∗)χi = s(i)− 2− k(i), rank(R1g∗OZ)χi = k(i).
(c) If k(i) = 1 then
ωi :=
zi dx
x1+[iσ1](x− 1)1+[iσ2](x− t)1+[iσ3]
is a non-vanishing section of g∗(Ω
1
Z/P∗)χi. It is a solution of the hypergeometric
differential operator
L(i) := ∇
(
∂
∂t
)2
+
(A(i) +B(i) + 1)t− C(i)
t(t− 1) ∇
(
∂
∂t
)
+
A(i)B(i)
t(t− 1) ,
where A(i) = 1− σ3(i), B(i) = 2− (σ1(i) + σ2(i) + σ3(i)), C(i) = 2− (σ1(i) +
σ3(i)).
Proof: The second statement of (b) is proved in [Bo01] Lemma 4.3. The first statement
follows from Serre duality and [Bo01] Lemma 4.5. Part (a) follows immediately from (b).
The statement that ωi is holomorphic and non-vanishing is a straightforward verification.
The statement that L(i)ωi = 0 in H
1
dR(Z/P
∗)χi is proved for example in [Bo05], Lemma
1.1.4. ✷
The differential operator L(i) corresponds to the local system L(i) = H1dR(Z/P
∗)χi together
with the choice of a section ωi via the correspondence described at the beginning of §2.
It has singularities precisely at 0, 1 and ∞. Its local exponents are summarized in the
Riemann scheme
(4)
 t = 0 t = 1 t =∞0 0 A(i)
γ0 := 1− C(i) γ1 := C(i)−A(i)−B(i) B(i)
 .
A (Fuchsian) (m,n, p)-triangle group for m,n, p ∈ N∪{∞} satisfying 1/m+1/n+1/p < 1
is a Fuchsian group in PSL2(R) generated by matricesM1,M2,M3 satisfyingM1M2M3 = 1
and
tr(M1) = ±2 cos(π/m), tr(M2) = ±2 cos(π/n), tr(M3) = ±2 cos(π/p).
A triangle group is determined, up to conjugation in PSL2(R), by the triple (m,n, p). It
is well-known that the projective monodromy groups of the hypergeometric differential
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operators L(i) are triangle groups under suitable conditions on A(i), B(i), C(i). These
conditions are met in the cases we consider in §4 and 5.
We are interested in determining the order of vanishing of the Kodaira–Spencer map. Note
that if k(i) = 0 or k(i) = 2 then the Hodge filtration on the corresponding eigenspace is
trivial and hence the Kodaira–Spencer map is zero.
Let π : C → P1 a finite cover, unbranched outside {0, 1,∞}, such that the monodromy of
the pullback of Z via π is unipotent for all c ∈ C.
Let Su = Su(i) ⊂ π−1(0, 1,∞) be the set of points such that L(i) has nontrivial local
monodromy. Our assumption implies that the monodromy at c ∈ Su is infinite. In what
follows, the set Su will be nonempty. It is therefore no restriction to suppose that π
−1(∞)
is contained in Su. In terms of the invariants aµ this means that a3(i)+ a4(i) ≡ 0 mod N .
It follows that A(i) = B(i). Let b0 (resp. b1) be the common denominator of the local
exponents γ0(i) (resp. γ1(i)) for 1 ≤ i < N . Write |γ0(i)| = n0(i)/b0 and |γ1(i)| = n1(i)/b1.
Note that π−1(t = µ) ⊂ Su(i) if and only if γµ(i) = 0. Therefore Su(i) = π−1({0, 1,∞}) if
and only if γ0(i) = γ1(i) = 0 . It easily follows that the set Su is in fact independent of i.
The following proposition is the basic criterion we use for constructing Teichmu¨ller curves.
Proposition 3.2. Consider a family of curves Z → P∗t as in (3). Let 0 < i0 < N be an
integer such that
(5) γµ(i0) = 1/bµ for all µ ∈ {0, 1} with γµ(i0) 6= 0.
There is a finite cover π : C → P1t branched of order exactly bµ at t = µ ∈ {0, 1} for all
µ such that γµ(i0) 6= 0. Moreover, we require that the local monodromy of the pullback of
L(i0) to C is unipotent, for all c ∈ C. Write ZC for the pullback of Z to C.
Choose a subgroup H of Aut(ZC) and define X := ZC/H. Suppose that
• X extends to a smooth family over C˜ := C r Su,
• there is a local system L isomorphic to L(i0) which descends to X.
Then the moduli map C˜ →Mg is an unramified cover of a Teichmu¨ller curve.
This criterion will be applied to subgroups H that intersect trivially with Gal(ZC/PC).
Proof: If γµ(i0) 6= 0 the monodromy of g at t = µ becomes trivial after pullback by a
cover which is branched at t = µ of order b if and only if bµ|b. Hence if the cover π is
sufficiently branched at points over Su, the local monodromy of the pullback of L(i0) to
C is unipotent by Lemma 2.1.
The local exponents of the pullback of L(i0) to C are the original ones multiplied by the
ramification index. Hence, for all c ∈ C˜, the local exponents are (0, 1). By definition, the
same holds for the local exponents of the bundle L. The hypothesis on the singular fibers
of X implies that c ∈ C˜ is not a singularity of the flat bundle L ([Ka70] §14). Therefore we
may apply Proposition 2.2 (b) and (d) to L with S = Su. We conclude that the Kodaira–
Spencer map of L vanishes nowhere. The proposition therefore follows from Theorem 1.1.
✷
Remark 3.3. The structure of the stable model gC of the family gC : ZC → C is given in
the next subsection. It implies that all fibers of preimages of {0, 1,∞} are singular. Hence
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applying Proposition 3.2 to gC with H = {1}, we find that gC defines a Teichmu¨ller curve
if and only if Su = π
−1({0, 1,∞}). This happens for example for the families
y2 = x(x− 1)(x − t) and y4 = x(x− 1)(x− t).
Here C = P1t , and the uniformizing group is the triangle group ∆(∞,∞,∞). Clearly, this
is a very special situation.
Proposition 3.4. Let 0 < i < N be an integer with k(i) = 1. Denote by L(i) the
(1, 0)-part of the local system L(i) over C. Then
degL(i) =
deg(π)
2
(
1− n0(i)
b0
− n1(i)
b1
)
with the convention that 1/bµ = 0 if nµ = 0. In particular, the Lyapunov exponent
λ(L(i), Su) =
(
1− n0(i)
b0
− n1(i)
b1
)
/
(
1− 1
b0
− 1
b1
)
is independent of the choice of π.
Proof: We only treat the case that both n0(i) and n1(i) are non-zero, leaving the few
modifications in the other cases to the reader. One checks that
degΩ1
C
(log Su) = deg(π)
(
1− 1
b0
− 1
b1
)
is independent of the ramification order of g over t =∞. It follows from the definition (1)
of the Kodaira–Spencer map Θ that 2 degLχi − degΩ1c(log Su) is the number of zeros of
Θ, counted with multiplicity. Therefore the proposition follows from Proposition 2.2. ✷
3.1. Degenerations of cyclic covers. We now describe the stable model of the degen-
erate fibers of Z. For simplicity, we only describe the fiber Z0 above t = 0. The other
degenerate fibers may be described similarly, by permuting {0, 1, t,∞}. A general refer-
ence for this is [We98] §4.3. However, since we consider the easy situation of cyclic covers
of the projective line branched at 4 points, we may simplify the presentation.
As before, we let P→ P∗ be the trivial fibration with fiber coordinate x. We consider the
sections x1 = 0, x2 = 1, x3 = t, x4 =∞ of P→ P∗ as marking on P. We may extend P to
a family of stably marked curves over P(= P1t ), which we still denote by P. The fiber P0
of P at t = 0 consists of two irreducible components which we denote by P 10 and P
2
0 . We
assume that x1 and x3 (resp. x2 and x4) specialize to the smooth part of P
1
0 (resp. P
2
0 ).
We denote the intersection point of P 10 and P
2
0 by ξ. It is well known that the family of
curves f : Z→ P over P∗ extends to a family of admissible covers over P1t . See for example
[HaSt99] or [We99]. For a short overview we refer to [BoWe05a] §2.1.
The definition of type ([Bo04] Definition 2.1) immediately implies that the restriction of
the admissible cover f0 : Z0 → P0 to P 10 (resp. P 20 ) has type (x1, x3, ξ; a1, a3, a2+a4) (resp.
(x2, x4, ξ; a2, a4, a1+a3)). (Admissibility amounts in our situation to (a1+a3)+(a2+a4) ≡
0 mod N .) Let Zj0 be a connected component of the restriction of Z0 to P
j
0 . Choosing
suitable coordinates, Z10 (resp. Z
2
0 ) is a connected component of the smooth projective
curve defined by the equation zN = xa1(x− 1)a3 (resp. zN = xa2(x− 1)a4).
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Denote by Hj = Gal(Zj0 , P
j
0 ) ⊂ H ≃ Z/N the subgroups obtained by restricting the
Galois action. Then Z0 is obtained by suitably identifying the points in the fiber above ξ
of IndHH1 Z
1
0 and Ind
H
H2 Z
2
0 .
Proposition 3.5 follows from the explicit description of the components of Z0. Put β1 =
gcd(a1, a3, N) and β2 = gcd(a2, a4, N).
Proposition 3.5. (a) The degree of Z10 → P 10 (resp. Z20 → P 20 ) is N/β1 (resp. N/β2).
(b) The genus of Z10 (resp. Z
2
0) is (N−gcd(a1, N)−gcd(a3, N)−gcd(a1+a3, N))/2β1
(resp. (N − gcd(a2, N)− gcd(a4, N)− gcd(a1 + a3, N))/2β2).
(c) The number of singular points of Z0 is gcd(a1 + a3, N).
4. Veech’s n-gons revisited
In this section we realize the (n,∞,∞)-triangle groups as the affine groups of a Teichmu¨ller
curves. This result is due to Veech, but our method is different. An advantage of our
method is that we obtain the Lyapunov exponents in Corollary 4.3 with almost no extra
effort. The reader may take this section as a guideline to the more involved next section.
In this section the family of cyclic covers we consider has only one elliptic fixed point. A
(Z/2Z)-quotient of this family is shown to be a Teichmu¨ller curve. In the next section
there are two elliptic fixed points and we need a (Z/2Z)2-quotient. Moreover, common
divisors of m and n in the next section make a fiber product construction necessary that
does not show up here.
Let n = 2k ≥ 4 be an even integer and fix a primitive nth root of unity ζn. We specialize
the results of §3 to the family g : Z→ P∗ of curves of genus n− 1 given by the equation
Zt : z
n = x(x− 1)n−1(x− t),
i.e. we consider the case that N = n, a1 = a3 = 1 and a2 = a4 = n− 1. Let
ϕ(x, y) = (x, ζny)
be a generator of Gal(Z/P). The geometric fibers of g admit an involution covering x 7→ t/x
P . We choose this involution to be
σ(x, y) =

(
t
x
,
t2/n(x− 1)(x− t)
xy
) if k is even,
(
t
x
, ζn
t2/n(x− 1)(x− t)
xy
) if k is odd.
Lemma 4.1. The exponents ai are chosen such that
(a) condition (5) is satisfied for i = (n+ 1)/2,
(b) the projective monodromy group of the local systems L((n−1)/2)) and L((n+2)/2)
is the triangle group ∆(n,∞,∞).
Proof: Part (a) follows by direct verification. Part (b) is proved in [CoWo90]. ✷
Let π : C → P∗ be defined by s = tn/2. Then σ extends to an automorphism of the family
of curves gC : ZC → C. As before, we let π : C → P1 be the extension of π to a smooth
completion. Moreover, the local monodromy matrices of the pullback of the local systems
L(i) to C are unipotent.
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We let f : X = Z/〈σ〉 → C. Let f : X→ C be the stable model of f . Our goal is to show
that the fibers Xc of f are smooth for all c ∈ C˜ := π−1(P1 r {1,∞}). This allows us to
apply the criterion (Proposition 3.2) for C˜ to be the cover of a Teichmu¨ller curve.
Theorem 4.2. Let g = (n− 2)/2. The natural map m : C˜ →Mg induced by f exhibits C˜
as the unramified cover of a Teichmu¨ller curve.
Proof: We first determine the degeneration of gC at c ∈ C with π(c) ∈ {0, 1,∞}. Our
assumption on the local monodromy matrices implies that the fiber Zc is a semistable
curve, and we may apply Proposition 3.5. For π(c) ∈ {1,∞} the fiber Zc consists of two
irreducible components, which have genus 0. The local monodromy matrices of L(i) at c
are unipotent and of infinite order for all i, as can be read off from the local exponents.
Similarly, the local monodromy at c with π(c) = 0 is finite. The definition of C implies
therefore that it its trivial. The set Su ⊂ C (notation of §3) consists exactly of π−1{1,∞}.
One checks that σ acts on the holomorphic 1-forms ωi (Lemma 3.1.(c)) as follows:
(6) σ∗ωi = (−1)id(i)ωn−i for i 6= n/2, σ∗ωn/2 = −ωn/2,
where d(i) = t2i/n−1 if k is odd and d(i) = t2i/n−1ζ in if k is even. This implies that the
generic fiber of X has genus n/2− 1.
We claim that Xc is smooth for all c ∈ C − Su. We only need to consider c ∈ C such that
π(c) = 0. Proposition 3.5 implies that the degenerate fiber Zc consists of two components
of genus n/2− 1. Note that σ acts as the permutation (0∞)(1 t) on the branch points of
Z → P. Hence σ interchanges the two components of Zc. We conclude that the quotient
Xc of Zc by ρ is a smooth curve of genus n/2− 1.
Consider the local systemM = L((n−2)/2)⊕L((n+2)/2) in R1(gC)∗C on C. It is invariant
under σ. The part of M on which σ acts trivially is a local subsystem L ⊂ M. This L
is necessarily of rank 2, since ω(n−2)/2 + d((n − 2)/2)ω(n+2)/2 is σ-invariant (resp. anti-
invariant), if k is odd (resp. even) and ω(n−2)/2 − d((n − 2)/2)ω(n+2)/2 is σ-anti-invariant
(resp. invariant) for k odd (resp. even). This also implies that the compositions
L→ L((n− 2)/2) ⊕ L((n + 2)/2) → L((n− 2)/2)
and
L→ L((n− 2)/2) ⊕ L((n + 2)/2) → L((n+ 2)/2)
are non-trivial. Since the monodromy group, Γ, of both L((n − 2)/2) and L((n + 2)/2)
contains two non-commuting parabolic elements, we conclude that L((n − 2)/2) is an
irreducible local system, and hence that
L ∼= L((n− 2)/2) ∼= L((n+ 2)/2).
From Proposition 3.2 and Lemma 4.1.(a) we conclude that X is the universal family over
an unramified cover of a Teichmu¨ller curve as claimed. ✷
Corollary 4.3 follows from Proposition 3.4:
Corollary 4.3. The VHS of the family f : X→ C decomposes as
R1f∗C ∼=
(n−2)/2⊕
j=1
Lj,
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where Lj is a rank 2 local system isomorphic to L((n− 2j)/2). Moreover,
λ(Lj) =
k − j
k − 1 .
Anton Zorich has communicated to the authors that he (with Maxim Kontsevich) inde-
pendently calculated these Lyapunov exponents.
Remark 4.4. The trace field of ∆(n,∞,∞) is K = Q(ζn + ζ−1n ), hence r = [K : Q] ≤
φ(n/2). Corollary 4.3 allows to decomposes the VHS of X completely into rank two pieces.
This is much finer than Theorem 1.1 that predicts only r pieces of rank two plus some
rest.
Each fiber Zt admits an extra isomorphism, namely
τ(x, y) =
(
x− t
x− 1 , y
t− 1
(x− 1)2
)
It extends to an automorphism of the family gC˜ : ZC˜ → C˜. One checks that τ and σ
commute. Hence τ descends to an automorphism of X, which we also denote by τ . Let
p : U = (X|
C˜
)/〈τ〉 → C˜ the quotient family. One calculates that
τ∗ωi = (−1)i+1ωi.
From this we deduce that the fibers of X are Veech surfaces that cover non-trivially Veech
surfaces of smaller genus, the fibers of the fibers of p.
Theorem 4.5. (a) The moduli map C˜ →Mg(U) of the family of curves p : U → C˜ is
an unramified covering of Teichmu¨ller curve. Its VHS decomposes as
R1p∗C ∼=
t(n)⊕
j=0
L(1 + 2j),
where L(j) is the local system appearing in the VHS of f and t(n) = (n − 6)/4 if
k is odd (resp. t(n) = (n− 4)/4 if k is even).
(b) The genus of U is t(n) + 1 and
λ(L(1 + 2j)) =
k − (1 + 2j)
k − 1
Proof: Both for k odd and k even the generating holomorphic 1-form in L(1) is τ -
invariant. Hence this local system descends to U. The property of being a Teichmu¨ller
curve now follows from Proposition 3.2. The remaining statements are easily deducted
from Corollary 4.3. ✷
Let U be a fiber of U. We denote by ωX ∈ Γ(X,Ω1X) (resp. ωU ∈ Γ(U,Ω1U )) the differential
that pulls back to ω(n−2)/2 ± d(i)ω(n+2)/2 on Zc, where the sign depends on the parity of
n and refer to it as the generating differential of the Teichmu¨ller curve.
Corollary 4.6. The Teichmu¨ller curve X is the one generated by the regular n-gon studied
in [Ve89].
Proof: Let c be a point of C with π(c) = 0. The fiber Zc consists of two components
isomorphic to
X0 : y
n = x(x− 1)
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which are interchanged by σ. The generating differential ωX specializes to the differential
ω0 = y
(n−2)/2 dx/x(x− 1)
on X0. There is an obvious isomorphism between the curve w
n − 1 = z2 and X0 such that
ω0 pulls back to the differential dw/z considered by Veech ([Ve89] Theorem 1.1). ✷
Actually the family X is isomorphic (after some base change) to
y2 = pt(z) =
n∏
i=1
(x− ζ in − tζ−1n ).
This was shown by Lochak ([Lo05], see also [McM04]).
The following proposition is shown in [Ve89] Theorem 1.1. We give an alternative proof
in our setting.
Proposition 4.7. The projective affine group of a fiber of X together with the generating
differential contains the (n,∞,∞)-triangle group. The same holds for the fibers of U.
Proof: We first consider X. We have to show that the moduli map C → Mg given by X
factors through π : C → P∗. That is, we have to show that two generic fibers Xc and Xc˜
with c, c˜ ∈ C such that π(c) = π(c˜) are isomorphic. Equivalently, we have to show that
for c, c˜ as above there is an isomorphism i0 : Zc → Zc˜ which is σ-equivariant. It suffices to
show the existence of i0 after any base change π : C
′ → P∗ such that σ is defined on YC′ .
We may suppose that π : C ′ ∼= P1s → P1t is given by t = sn/2. The hypothesis π(c) = π(c˜)
implies that c = ζ2jn c˜, for some j. It follows that the canonical isomorphism i : Zc → Zc˜,
given by (x, y) 7→ (x, y), satisfies
σ ◦ i = ϕ2j ◦ i ◦ σ.
Hence i0 = ϕ
j ◦ i is the isomorphism we were looking for.
The proof for the family U is similar. ✷
We record for completeness:
Corollary 4.8. All (n,∞,∞)-triangle groups for n ≥ 4 arise as projective affine groups.
Remark 4.9. For n odd the same construction works with N and ai chosen as above. The
local exponents of (L(i), ωi) at t = 0 are then 1 − 2i/n. The local system L(i0) becomes
maximal Higgs for i0 = (n + 1)/2, after a base change π : C → P∗ whose extension to
C → P1 is branched of order n at 0. The quotient family f : X = Z/〈σ〉 → C may be
constructed in the same way as above. Its moduli map yields as above a Teichmu¨ller
curve C˜ →Mg where g = (n− 1)/2. The corresponding translation surfaces are again the
ones studied in [Ve89]. Veech also determines that the affine group is not ∆(n,∞,∞) but
the bigger group ∆(2, n,∞), containing ∆(n,∞,∞) with index two. We obtain the same
family of curves also as a special case of the construction in §5, by putting m = 2. For
this family we calculate, using Proposition 3.4, that
λ(L(i)) =
2i
n− 1 , i = 1, . . . , (n− 1)/2.
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5. Realization of ∆(m,n,∞) as projective affine group
Let m,n > 1 be integers with mn ≥ 6. We let
σ1 =
nm+m− n
2mn
, σ2 =
nm−m+ n
2mn
, σ3 =
nm+m+ n
2mn
, σ4 =
nm−m− n
2mn
.
and we let N be the least common denominator of these fractions. We let ai = Nσi and
consider the family of curves g : Z→ P∗ given by
Zt : y
N = xa1(x− 1)a2(x− t)a3 .
The family g cyclically covers the constant family P ∼= P1x × P∗ → P∗(= P1t − {0, 1,∞}).
The plan of this section is as follows. We construct a cover Y→ Z such that the involutions
σ(x) = (t(x− 1)/(x − t)) ,
τ(x) = (t/x)
(7)
of P → P∗ lift to involutions of the family YC → C obtained from Y → P∗ by a suitable
unramified base change π : C → P∗. We denote these lifts again by σ and τ . If m and n
are relatively prime then in fact Y equals Z.
Remark 5.1. The exponents ai are chosen such that the local system Lχ has as projective
monodromy group the triangle group ∆(m,n,∞), see again e.g. [CoWo90]. We modify
the lifts τ and σ by appropriate powers of a generator of Aut(Z/P) such that the group
H = 〈τ, σ〉 is still isomorphic to (Z/2)2 and such that σ and τ and στ =: ρ have ‘as many
fixed points as possible’.
We consider the quotient family f : X = Y/H → C. Its stable model f : X → C has
smooth fibers over C˜ = π−1(P1 r {∞}), where π : C → P1 extends π.
Together with an analysis of the action of H on differentials we can apply Proposition 3.2
to produce Teichmu¨ller curves.
Theorem 5.2. Via the natural map m : C˜ → Mg induced from f the curve C˜ is an
unramified cover of a Teichmu¨ller curve. The genus g is given in Corollary 5.6.
As corollaries to this result we calculate the precise VHS of f and the projective affine
group of the translation surfaces corresponding to f . In §5.1 we show that for m = 3 we
rediscover Ward’s Teichmu¨ller curves ([Wa98]).
Remark 5.3. The notation in the proof of Theorem 5.2 is rather complicated, due to the
necessary case distinction. We advise the reader to restrict to the case that m and n are
odd and relatively prime on a first reading. This considerably simplified the notation, but
all main features of the proof are already visible. In this case Y = Z, and m = m′, n = n′,
γ = β = 1, and N = N¯ = Nˆ .
We start with some more notation. We write Z (resp. P , X, Y ) for the geometric generic
fiber of Z (resp. P, X, Y). We choose a primitive Nth root of unity ζN ∈ C and define the
automorphism ϕ1 ∈ Aut(Y/P) by
ϕ1(x, y) = (x, ζNy).
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We need to determine the least common denominator N of the σi, i = 1, . . . , 4, precisely.
Let m = 2µm′, n = 2νn′ with m′, n′ odd. We may suppose that µ ≥ ν. Define
γ1 = gcd(2mn,mn+m− n), γ2 = gcd(2mn,mn+m+ n), γ = gcd(m,n)
and write γ = 2νγ′. We distinguish four cases and determine N = 2mn/ gcd(γ1, γ2),
accordingly.
Case O: odd µ = ν = 0, N = 2mn/γ, N̂ = N/γ = 2δm′n′/γ′2,
Case OE: m odd, n even µ > ν = 0, N = 2mn/γ, N̂ = N/γ = 2δm′n′/γ′2,
Case DE: different 2-val., even µ > ν > 0, N = 2mn/γ, N̂ = 2N/γ = 2δm′n′/γ′2,
Case S: same 2-valuation, even µ = ν 6= 0, N = mn/γ, N̂ = N/γ = mn/γ2.
It is useful to keep in mind that γ = gcd(γ1, γ2), except in case S where 2γ = gcd(γ1, γ2).
We let δ := 0 in case S, and δ := min{µ − ν + 2, µ + 1}, otherwise.
Our first goal is to determine the maximal intermediate covering of Z → P to which τ
lifts. This motivates the definition of N̂ . Let 0 < α¯ < N̂ be the integer satisfying
α¯ ≡ 1 mod m′/γ′, α¯ ≡ −1 mod n′/γ′, α¯ ≡
 1 mod 2
δ cases O, OE, S,
n′ + 2µ−νm′
n′ − 2µ−νm′ mod 2
δ case DE.
For convenience, we lift α¯ to an element α in Z/NZ such that α2 = 1.
Recall that for a rational number σ, we write σ(i) := 〈iσ〉 (the fractional part). Similarly,
for an integer a we write a(i) = a(i; ν) = ν〈ia/ν〉, where ν is mostly clear from the context.
For each integer 0 < i < N which is prime to N , we write
z(i) =
zi
x[iσ1](x− 1)[iσ2](x− t)[iσ3] , hence z(i)
N = xa1(i)(x− 1)a2(i)(x− t)a3(i).
Lemma 5.4. (a) In the cases O, OE and DE the covering Z → P has ramification
order γN/γ1 (resp. γN/γ2) in points of Z over x = 0, 1 (resp. x = t,∞). In case
S the ramification orders are γN/2γ1 (resp. γN/2γ2). Therefore
g(Z) =
{
1 +N − γ1 + γ2/2γ case S,
1 +N − γ1 + γ2/γ (other cases).
(b) The automorphism σ of P lifts to an automorphism σ of Z of order 2.
(c) The automorphism τ of P lifts to an automorphism τ of order 2 of Ẑ := Z/〈ϕN̂1 〉.
Moreover, we may choose the lifts such that σ, τ commute as elements of Aut(Ẑ).
(d) We may choose the lifts σ, τ such that, moreover, τ has 4m/γ fixed points (resp.
2m/γ in case S) and such that ρ := στ has 4n/γ fixed points on Ẑ (resp. 2n/γ in
case S).
(e) With σ and τ chosen as in (d) the automorphism σ has no (2 in case S) fixed
points both on Z and on Ẑ.
Proof: The statements in (a) are immediate from the definitions. For (b) and (c) we
choose once and for all elements t1/n, (t− 1)1/m ∈ C(t). Define
(8) c = (t− 1)σ2+σ3 , d = tσ1+σ3 .
Then
σ(z) = cd
x(x− 1)
z(x− t) = cd
z(−1)
(x− t)2
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defines a lift of σ to Z, since σ1 + σ2 = σ3 + σ4 = 1. Moreover, this lift has order 2. We
denote it again by σ. The quotient curve Ẑ is defined by the equation
z¯N̂ = xa¯1(x− 1)a¯2(x− t)a¯3 ,
where a¯i denotes ai mod N̂ . One computes that α satisfies:
(9) (a¯1(α), a¯2(α), a¯3(α), a¯4(α)) = (a¯4, a¯3, a¯2, a¯1).
This implies that
τ(z¯) = dγ
z¯(α)
x2γ
defines a lift of τ to Ẑ which has order 2. It is easy to check that τ commutes with the
image of σ on Ẑ. This proves (b). Furthermore, one checks that σ is an involution and
that
τϕ1τ = ϕ
α
1 ∈ Aut(Ẑ) and σϕ1σ = σ−1 ∈ Aut(Z).
This proves (c).
We start with the proof of (d). Let x1 =
√
t be one of the fixed points of τ on P and let R
be a point in the fiber of Ẑ → P over x1. We may describe the whole fiber by Ra := ϕa1R
for a = 0, . . . , N̂ − 1. Suppose that τR = Ra0 , hence τRa = Ra0+αa. Since τ is an
involution, a0 satisfies necessarily a0 ≡ 0 mod m′/γ′ and 2a0 ≡ 0 mod 2δ. Furthermore,
Ra is a fixed point of τ if and only if
(10) a0 ≡ 2a mod n′/γ′ and a0 ≡ 2µ−ν+1a −m
′
n′ − 2µ−νm′ mod 2
δ.
Hence if τ has a fixed point in this fiber it has precisely 2(µ−ν+1)m′/γ′ fixed points in this
fiber (m′/γ′ = m/γ in case S). Since τ and σ commute, σ bijectively maps fixed points
of τ over x1 to fixed points of τ over x2 = −
√
t. Hence, if τ has a fixed point, then the
number of fixed points is as stated in (d).
Similarly, let x3 = 1+
√
1 + t be one the fixed points of ρ on P and let S be a point in the
fiber over x3. Write Sb = ϕ
b
1S for the whole fiber. Write ρS = Sb0 . As above we deduce
that b0 ≡ 0 mod m′/γ′ and 2µ−ν+1b0 ≡ 0 mod 2δ. Then Sb is a fixed point of ρ if
(11) b0 ≡ 2b mod m′/γ′ and b0 ≡ 2b n
′
n′ − 2µ−νm′ mod 2
δ .
Analogously to the argument for τ , one checks that if ρ has a fixed point then it has as
many fixed points as claimed in (d).
Note that we may replace σ by ϕiσ and τ by ϕjτ without changing the orders of these
elements and such that they still commute if the following conditions are satisfied:
(12) j ≡ 0 mod m′/γ′, j ≡ i mod n′/γ′ and 2j ≡ 2µ−ν+1i mod 2δ.
The only obstruction for τ and ρ to have fixed points consists in the condition modulo
2δ. We check in each case that we can modify τ and ρ respecting (12) such that this
obstruction vanishes.
In case S there is nothing to do, since δ = 0. In case O we might have to change the
parity of a0 and b0 or both, since δ = 1. This is possible since (12) imposes no parity
condition in this case: we replace σ by ϕiσ and τ by ϕjτ such that j ≡ a0 mod 2 and
i + j ≡ b0 mod 2. In case OE the conditions for τ to have fixed points are satisfied. We
might have to change the parity of b0 which can be achieved since (12) imposes no parity
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conditions on i in this case. In case DE we can solve equations (10) (resp. (11)) for a
(resp. b) using the conditions imposed on a0 and b0 from the assumptions that τ and ρ
are involutions. This proves (d).
For (e) we check with the same argument as above that σ has 0 or 4 (resp. 0 or 2 in
case S) fixed points. Checking case by case one finds that Ẑ → P is totally ramified over
{0, 1, t,∞}. Hence g(Ẑ) = N̂ − 1. The Riemann–Hurwitz formula implies that σ does not
have fixed points on Ẑ, hence also not on Z in case O, D and DE. The number of fixed
points of σ in case S may be checked directly by counting fixed points of τ on Ẑ. ✷
Let Zτ be the conjugate of Z under τ . Define Y as the normalization of Z ×
Ẑ
Zτ . As
remarked above, the definition of N̂ implies that Ẑ → P is the largest subcover of Z → P
such that τ lifts to Ẑ. In other words, Y → P̂ := P/〈σ, τ〉 is the Galois closure of Z → P̂ .
This implies that Y is connected. I.e., the particular choice of N̂ is used precisely to
guarantee that the Veech surfaces constructed in Theorem 5.2 are connected.
By construction, σ lifts to Z acting on both Z and Zτ and τ lifts to Z by exchanging the
two factors of the fiber product. These two involutions commute and ρ := στ also has
order 2. We have defined the following coverings. The labels indicate the Galois group of
the morphism with the notation introduced in the following lemma.
Y
〈ψ2〉
~~
~~
~~
~ 〈ψN̂1 ψ
−1
2 〉
  
BB
BB
BB
BB
Z
〈ϕN̂1 〉 
??
??
??
??
Zτ
〈ϕN̂2 〉~~}
}}
}}
}}
}
Ẑ
〈ϕ1 mod N̂〉=〈ϕ2 mod N̂〉

P
〈σ,τ〉

P̂
Lemma 5.5. (a) We may choose a generator ϕ2 of Aut(Z
τ/P ) such that the Galois
group, G0, of Y/P is
G0 ∼= {(ϕi1, ϕj2), i, j,∈ Z/NZ, i ≡ j mod N̂} ⊂ 〈ϕ1〉 × 〈ϕ2〉 ∼= (Z/NZ)2.
We fix generators ψ1 = (ϕ1, ϕ2) and ψ2 = (0, ϕ
N̂
2 ) of G0. The Galois group, G, of
the covering Y/P̂ is generated by ψ1, ψ2, σ, τ , satisfying
ψN1 = ψ
β
2 = σ
2 = τ2 = 1, [ψ1, ψ2] = [σ, τ ] = 1,
σψiσ = ψ
−1
i (i = 1, 2), τψ1τ = ψ
α
1 , τψ2τ = ψ
αN
1 ψ
−α
2 (= (ϕ
αN
1 , 0)).
(b) The genus of Y is g(Y ) = 1 +Nβ − 2β, where β = γ/2 in case DE and β = γ in
the other cases.
(c) The number of fixed points of τ on Y is 4mβ/γ (resp. 2m in case S).
(d) The number of fixed points of ρ on Y is 4nβ/γ (resp. 2n in case S).
(e) The involution σ has no fixed points on Y .
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Proof: The presentation in (a) follows from the above construction. To prove (b), we
remark that Zτ is given by the equation
z˜N = xa4(x− 1)a3(x− t)a2 ,
compare to (9). Recall that Ẑ → P is totally ramified over {0, 1, t,∞}. Hence at each of
the γ1/γ points (resp. γ1/2γ in case S) over 0 and 1 in Z the map Z → Ẑ is branched of
order γ2/γ1 (resp. 2γ
2/γ1 in case S and γ
2/2γ1 in case DE). The other covering Z
τ → Ẑ
is branched at the corresponding γ1/γ (resp. γ1/2γ in case S) points of order γ
2/γ2 (resp.
2γ2/γ2 in case S and and γ
2/2γ2 in case DE). Over t and ∞ instead of 0 and 1 the roles
of γ1 and γ2 are interchanged.
It follows from Abhyankar’s Lemma that Y → Ẑ is ramified in all cases at each point over
0, 1, t,∞ of order β. Hence these fibers of Y → P consist of β points in each case.
For (c), (d) and (e) note that Z → P is unramified over the fixed points of τ , σ and ρ.
Hence Y is indeed the fiber product in neighborhoods of these points. Since τ interchanges
the two factors, exactly β of the β2 preimages in Y of a fixed point of τ on Z will be fixed
by the lift of τ to Y . This completes the proof of (c).
For (d) note that id× σ : Z ×Ẑ Zτ → Z ×Ẑ Zσ is an isomorphism and we may now argue
as in (c).
If σ has a fixed point on Y it has a fixed point on Z. This implies (e) for cases O, OE
and DE. In case S we argue as in the proof of Lemma 5.4, and conclude that σ has 0
or two fixed points in Y above each fixed point in Ẑ. We deduce the claim from the
Riemann–Hurwitz formula applied to Y → Y/H . ✷
Corollary 5.6. The genus of X = Y/H is g(X) = (mn−m− n− γ)β/2γ +1 in case O,
OE and D and g(X) = (mn−m− n− γ)/4 + 1 in case S.
Notation 5.7. Until now we have been working on the geometric generic fiber of g :
Y → P∗ etc. Let π : C → P∗ be the unramified cover obtained by adjoining the elements
c, d defined in (8) to C(t). Then H = 〈σ, τ〉 is a subgroup of Aut(YC). Passing to a
further unramified cover, if necessary, we may suppose that the VHS of the pullback
family hC : YC → C is unipotent. We write π : C → P1t for the corresponding (branched)
cover of complete curves. Then hC extends to a family hC : YC → C of stable curves over
this base curve.
The following lemma describes the action of H on the degenerate fibers of hC .
Lemma 5.8. Let c ∈ C be a point with π(c) ∈ {0, 1}. The quotient Xc := (YC)c/H is
smooth and
g(Xc) =
{
(mn−m− n− γ)β/2γ + 1 cases O, OE and DE,
(mn−m− n− γ)/4 + 1 case S.
Proof: Choose c ∈ π−1(0). The case that c ∈ π−1(1) is similar, and left to the reader.
By Proposition 3.5 the fiber (ZC)c consists of two irreducible components which we call
Z10 and Z
2
0 ; we make the convention that the fixed points x = 0, t of ϕ1 on ZC specialize
to Z10 . Choosing suitable coordinates, the curve Z
1
0 is given by
(13) zN0 = x
a1
0 (x0 − 1)a3 .
The components Z10 and Z
2
0 intersect in 2m/γ points (resp. m/γ in case S). We write P
j
0
for the quotient of Zj0 by 〈ϕ1〉 ∼= Z/N .
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We claim that the fiber (YC)c consists of 2 irreducible components Y
1
0 , Y
2
0 , as well. Let N
be the normalization of the fiber product (ZC)c ×(Z¯C)c (ZC)τc . By Abhyankar’s Lemma,
N → (ZC)c is e´tale at the preimages of the intersection point of the two components of
(PC)c. Hence N consists of two curves: the fiber products over Z
j
0/〈ϕN̂1 〉 of Zj0 with its
τ -conjugate, for j = 1, 2. These two curves intersect transversally in 2mβ/γ points. This
implies that N is a stable curve and indeed the fiber (YC)c.
One computes that g(Y j0 ) = 1 +mn − mβ/γ − β in cases O, OE and DE and g(Y j0 ) =
mn −m/2 + 1 − γ in case S. Since ρ acts on the points {0, 1, t,∞} as the permutation
(0 t)(1∞) we conclude that ρ fixes the components Y j0 while σ and τ interchange them.
Clearly, for a coordinate x0 as in (13) we have that ρ(x0) = 1− x0, i.e. ρ fixes the points
1/2. This is a specialization of one of the two fixed points 1 ± √1− t ∈ P . Since by
Lemma 5.5 the automorphism ρ fixes 2n (n in case S) points in Y above each of these
points of P it follows that ρ fixes 2n (resp. n) points of Y j0 with x0 = 1/2. It remains to
compute the number, r∞, of fixed points of ρ over x0 =∞.
Suppose we are not in case S. Then by the Riemann–Hurwitz formula
g(Xc) = g(Y
j
0 /〈ρ〉) = (mn−m− n− γ)β/2γ + 1− r∞/4.
Applying the Riemann–Hurwitz formula to the quotient map Zj0 → Zj0/〈ρ〉, we conclude
that r∞ ≡ 0 mod 4. Represent the fiber of Zj0 over ∞ as ϕb1R, for b = 1, . . . , 2m/γ. As in
the proof of Lemma 5.4, we conclude that r∞ equals zero or two. It follows that r∞ = 0.
In case S we have
g(Xc) = (mn−m− n− γ)/4 + 1− r∞/4.
and we conclude as above that r∞ = 0.
Genus comparison shows that the fiber (ZC)c is smooth. ✷
Proof of Theorem 5.2: We have shown in Lemma 5.8 that Xc is smooth for c 6∈ Su =
π−1(∞). We have to show that the VHS of f : X→ C contains a local subsystem of rank
2 which is maximal Higgs.
We decompose the VHS of g into the characters
χ(i, j) :

G0 → C
ψ1 7→ ζ iN
ψ2 7→ (ζN̂N )j .
We let L(i, j) ⊂ R1h∗C be the local system on which G acts via χ(i, j). Local systems with
j = 0 arise as pullbacks from Z. By Lemma 3.1 the local systems L(i, 0) are of rank two
if i does not divide N . Using the presentation of G one checks that σ∗L(i, j) = L(−i,−j)
and τ∗L(i, j) = L(−αi, α(i − j)).
The local exponents of (L(1, 0), ω1) at t = 0 (resp. t = 1) are (0, 1/n) (resp. (0, 1/m)).
Therefore, the definition of π : C → P1t (Notation 5.7) implies that condition (5) is satisfied
for L(1, 0).
Consider the local system
M := L(1, 0) ⊕ L(−1, 0) ⊕ L(−α,α) ⊕ L(α,−α)
on ZC . Since H permutes the 4 factors of M transitively, we conclude that for each
character ξ of H there is a rank two local subsystem ofM on which H acts via ξ. Moreover
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the projection of the subsystem L := MH to each summand is non-trivial. Since the 4
summands of M are irreducible by construction, this implies that
L ∼= L(1, 0) ∼= L(−1, 0) ∼= L(−α,α) ∼= L(α,−α).
Hence L descends to X and is maximal Higgs with respect to Su. Proposition 3.2 implies
that the extension of f to π−1(P1 r {∞}) is the pullback of universal family of curves to
an unramified cover of a Teichmu¨ller curve. ✷
The proof of Theorem 5.2 contains more information on the VHS of f and on the Lyapunov
exponents λ(Li). We work out the details in the most transparent case that m, n are
odd integers which are relatively prime. The interested reader can easily work out the
Lyapunov exponents in the remaining cases, too. In this case the curves Z and Y coincide
(Remark 5.3) and the local system L(i, j) is L(i) in the notation of Lemma 3.1.
We deduce from the arguments of the proof of Theorem 5.2 that, for each i not divisible
by m or n, there is an H-invariant local system Li with
Li ∼= L(i) ∼= L(αi) ∼= L(−αi) ∼= L(−i).
Since those i fall into (m − 1)(n − 1)/2 orbits under 〈±1,±α〉, we have the complete
description of the VHS of h. Let cj(i) = σj(i) + σ3(i)− 1.
Corollary 5.9. Let m and n be odd integers which are relatively prime.
(a) The VHS of f splits as
R1f∗C ∼=
⊕
j∈J
L(j),
where L(j) is an irreducible rank two local system and j runs through a set of
representatives of
J = {0 < i < N,m ∤ i, n ∤ i}/ ∼, where i ∼ −i ∼ αi ∼ −αi.
(b) The Lyapunov exponents are
λ(L(i)) =
mn− e1(i)m − e2(i)m
mn−m− n , where e1(i) = n|c1(i)| and e2(i) = m|c2(i)|.
Proof: This follows directly from Proposition 3.4. ✷
Example 5.10. We calculate the Lyapunov exponents explicitly for m = 3 and n = 5.
Then N = 2nm = 30 and hence α = 19. We need to calculate the λ(L(i)) only up to the
relation ‘∼’ and hence expect at most 4 different values. One checks:
λ(L(i)) =

7/7 if i ∼ 1,
4/7 if i ∼ 2,
2/7 if i ∼ 4,
1/7 if i ∼ 7.
In particular, we see that the λ(L(i)) do in general not form an arithmetic progression as
one might have guessed from studying Veech’s n-gons.
Remark 5.11. Note thatK := Q(cos(π/n), cos(π/m)) is the trace field of the ∆(m,n,∞)-
triangle group. Hence r = [K : Q] ≤ φ(mn)/4 ≤ (m − 1)(n − 1)/4. Here again the
decomposition of the VHS is finer than predicted by Theorem 1.1, compare the remark
after Corollary 4.3.
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Let X be any fiber of f . We denote by ωX ∈ Γ(X,Ω1X) a generating differential, i.e. a
holomorphic differential that generates (1, 0)-part of the maximal Higgs local system when
restricted to the fiber X. This condition determines ωX uniquely up to scalar multiples.
Theorem 5.12. The projective affine group of the translation surface (X,ωX) is
(a) the (m,n,∞)-triangle group, if m 6= n.
(b) the (m,m,∞)-triangle group or the (2,m,∞)-triangle group, if m = n.
Proof: We first show that the triangle group ∆(m,n,∞) is contained in the projective
affine group of (X,ωX). As in the proof of Proposition 4.7, we take two fibers Yc and Yc˜
with π(c) = π(c˜). We need to show the existence of an isomorphism i0 : Yc → Yc˜ which is
equivariant with respect to H. By construction of σ and τ , it suffices to find i0 : Zc → Zc˜
which is equivariant with respect to σ and ϕ1, and such that the quotient isomorphism
î0 : Ẑc → Ẑc˜ is equivariant with respect to τ .
Denote by i : Yc → Yc˜ the canonical isomorphism and try i0 := ϕj ◦ i, for a suitably chosen
j. Then i0 is automatically ϕ1-equivariant. Let π1 (resp. π2) denote the maps from C
to the intermediate cover given by sn = t (resp. sm = (t − 1)). By hypothesis we have
π1(c) = ζ
e1
n π1(c˜) and π2(c) = ζ
e2
m π2(c˜), where ζm (resp. ζn) is an m-th (resp. n-th) root of
unity. We have
τ ◦ î = ϕ2me1 ◦ î ◦ τ, σ ◦ i = ϕ2ne2+2me1 ◦ i ◦ σ.
The equivariance properties for i0 = ϕ
j ◦ i impose the condition
(α− 1)j + 2me1 ≡ 0 mod N/γ, and − 2j + 2ne2 + 2me1 ≡ 0 mod N
on j. These conditions are equivalent to
−2j + 2me1 ≡ 0 mod 2n/γ and − 2j + 2ne2 ≡ 0 mod 2m.
We can solve j, since gcd(m,n/γ) = 1.
To see that the projective affine group is not larger than ∆(m,n,∞) for m 6= n we note
that a larger projective affine group is again a triangle group. Singerman ([Si72]) shows
that any inclusion of triangle groups is a composition of inclusions in a finite list. The
case ∆(m,m,∞) ⊂ ∆(2,m,∞) is the only one case that might occur here. ✷
Corollary 5.13. All (m,n,∞)-triangle groups form,n > 1 andmn ≥ 6 arise as projective
affine groups of translation surfaces with ∆(m,m,∞) as possible exception.
We determine the basic geometric invariant of the Teichmu¨ller curves constructed in The-
orem 5.2.
Theorem 5.14. In case S and DE the generating differential ωX has γ/2 zeros and in
the cases O and OE the generating differential ωX has γ zeros.
Proof: We only treat the cases O and OE. The cases S and DE are similar. We calculate
the zeros of the pullback ωY of ωX to the corresponding fiber Y of Y. The differential ωi
on Z has zeros of order a1(i)γ/γ1− 1 (resp. a2(i)γ/γ1− 1) at the γ1/γ points over 0 (resp.
1). It has zeros of order a3(i)γ/γ2−1 (resp. a4(i)γ/γ2−1) at the γ2/γ points over t (resp.
∞). Therefore, the pullback of ωi to Y has zeros of order aµ(i) − 1 at the γ preimages
of µ = 0, 1, t,∞. The differential ωY is a linear combination with non-zero coefficients of
ω1, ω−1 and two differentials that are pulled back from Z
τ . The vanishing orders of these
differentials on Zτ are obtained from those of ω1 and ω−1 on Z by replacing a1 by a4, a2
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by a3, and conversely. Since the aµ are pairwise distinct, we conclude that ωY vanishes at
the (in total) 4γ preimages of {0, 1, t,∞} of order min{a1, a2, a3, a4} − 1 = a4 − 1. Since
ωY vanishes also at the 4m+4n ramification points of Y → X we deduce that it vanishes
there to first order and nowhere else. The 4γ zeros at the non-ramification points yield
the γ zeros of X. ✷
5.1. Comparison with Ward’s results. In this section we compute an explicit equa-
tion for one particular fiber of the family f = f(m,n) : X → C. This fiber, Xc, is chosen
such that Xc is a cyclic cover of a projective line. This result is used in §7 to realize Xc via
unfolding a billiard table, for small m. In this section we show moreover that for m = 3,
the family f : X→ C coincides with the family of curves constructed by Ward [Wa98].
The assumptions on m and n in the following theorem are not necessary. We include them
to avoid case distinctions. The reader can easily work out the corresponding statement
in the general situation, as well. We use the same notation as in the rest of this section.
In particular, π : C → P1t denotes the natural projection of C to the t-line defined in
Notation 5.7. One may of course interchange the role of m and n in the theorem. In that
case one should consider the fiber of X in a point of C above t = 1, instead.
Theorem 5.15. Suppose that m and n are relatively prime and n is odd. Then a fiber of
f : X → C over a point of π−1(0) is a 2n-cyclic cover of the projective line branched at
(m+ 3)/2 points if m is odd and (m+ 4)/2 points if m is even.
(a) For m odd this cover is given by the equation
X0 : y
2n = (u− 2)
(m−1)/2∏
k=1
(
u− 2 cos
(
2kπ
m
))2
.
The generating differential of the Teichmu¨ller curve is
ω0 =
y du
(u− 2)∏(m−1)/2k=1 (u− 2 cos(2kπ/m)) .
(b) For m even this cover is given by the equation
X0 : y
2n = (u− 2)n
m/2∏
k=1
(
u− 2 cos
(
(2k − 1)π
m
))2
.
The generating differential of the Teichmu¨ller curve is
ω0 =
y du
(u− 2)∏m/2k=1 (u− 2 cos((2k − 1)π/m)) .
(c) For m = 3 the surface (X0, ω0) is the translation surface found by Ward.
Proof: Our simplifying assumptions imply that γ = 1 and Z ∼= Y (Remark 5.3). Let c be
a point of C with π(c) = 0. Then the fiber Yc of Y consists of two isomorphic irreducible
components, Y j0 , given by the affine equation y
N = xa1(x − 1)a3 . Note that Y 10 → P1x is
branched at x =∞ of order m. The fiber X0 := Xc of X is the quotient of Y 10 by ρ.
From the presentation of G (Lemma 5.5) we deduce that ϕk1 commutes with ρ if and only
if k is a multiple of m. We denote by A the abelian subgroup of Aut(Y 10 ) generated by ρ
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and ϕm1 . One computes that the quotient of Y
1
0 by 〈ϕm1 〉 has genus zero. We denote this
quotient by P1z. Here z is a parameter on P
1
z such that P
1
z → P1x is given by
zm =
(
x− 1
x
)n
.
Let P1u be the quotient of Y
1
0 by A. The subscript u denotes a coordinate which is defined
below. We obtain the following diagram of covers
Y 10
〈ϕm1 〉
p2

??
??
??
?
〈ρ〉
p1
~~
~~
~~
~~
~
X0
q1
  
@@
@@
@@
@@
P1z
q2



 〈ϕ1 mod m〉

??
??
??
?
P1u P
1
x
Suppose that m is odd. After replacing y by z(n+1)/2/y, we find that Y 10 → P1z is given by
(14) y2n =
(zm − 1)2
zm
.
Here we use that n is odd. Recall that ρ ∈ Aut(P1x) is given by ρ(x) = 1 − x. It follows
from Lemma 5.4 that ρ lifts to an automorphism of order 2 of P1z which has one fixed point
in the fiber above x = 1/2. Without loss of generality, we may assume that ρ(z) = 1/z.
Therefore, u := z + 1/z is an invariant of ρ; it is a parameter on P1u. We find an equation
for X0 by rewriting (14) in terms of y and u. Noting that
u− (ζ im + ζ−im ) =
(z − ζ im)(z − ζ−im )
z
,
we find the equation in (a). The differential form ω0 in (a) is a holomorphic differential
form with a zero only in u = 0. Therefore Theorem 5.14 implies that ω0 is a generating
differential form.
Specializing to m = 3, we find the equation found by Ward ([Wa98] §5). This proves (c).
Suppose now that m is even. After replacing y by zm/2/y, we find that Y 10 → P1x is given
by
y2n =
(zm − 1)2
zm+n
.
In this case the automorphism ρ of P1x lifts to an automorphism of P
1
z with two fixed points
in the fiber above x = 1/2. Without loss of generality, we may suppose that ρ(z) = ζm/z.
Therefore, u := ζ−12mz + ζ2m/z is an invariant of ρ which we regard as parameter on P
1
u.
Here ζ2m is a square root of ζm. One computes that
u− (ζ2i−12m + ζ−2i+12m ) = ζ−12m
(z − ζ im)(z − ζ1−im )
z
, u− 2 = ζ−12m
(z − ζ2m)2
z
.
After replacing y by c(z − ζ2m)/y for a suitable root of unity c, we find the equation for
X0 which is stated in (b). The expression for ω0 follows as in the proof of (a). ✷
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6. Primitivity
A translation covering is a covering q : X → Y between translation surfaces (X,ωX)
and (Y, ωY ) such that ωX = q
∗ωY . A translation surface (X,ωX) is called geometrically
primitive if it does not admit a translation covering to a surface Y with g(Y ) < g(X).
A Veech surface (X,ω) is called algebraically primitive if the degree r of the trace field
extension over Q equals g(X). Algebraic primitivety implies geometric primitivety, but
the converse does not hold ([Mo¨04]). In loc. cit. Theorem 2.6 it is shown that a translation
surface of genus greater than one covers a unique primitive translation surface.
Obviously the Veech examples (p : U→ C˜ in the notation of Theorem 4.5) for n = 2ℓ and
ℓ prime and those for (2, n,∞) (compare to Remark 4.9) are algebraically primitive. We
will not give a complete case by case discussion of primitivity of the (m,n,∞)-Teichmu¨ller
curves, but restrict to the case that m and n are odd and relatively prime. Comparing
the degree of the trace field [Q(ζm + ζ
−1
m , ζn + ζ
−1
n : Q] = r ≤ φ(m)φ(n)/4 with the genus
(Corollary 5.6), we deduce that the fibers of X → C are never algebraically primitive.
Nevertheless, we show that there are infinitely many geometrically primitive ones.
Theorem 6.1. Let m, n distinct odd primes. Then the Veech surfaces arising from the
(m,n,∞)-Teichmu¨ller curve f : X→ C of Theorem 5.2 are geometrically primitive.
Proof: Let (X,ωX) be such a Veech surface and suppose there is a translation covering
q : X → Y . Then g(Y ) ≥ r, by [Mo¨04] Theorem 2.6. Theorem 5.14 implies that the
generating differential has only one zero on Xc. Therefore the cover q is totally ramified
at this zero, and nowhere else. This contradicts the Riemann–Hurwitz formula. Namely,
a degree two cover cannot be branched in exactly one point. If the degree d of q is larger
than 2, we obtain a contradiction with g(Y ) ≥ r. ✷
Remark 6.2. At the time of writing the authors are aware of the following series of
examples of Teichmu¨ller curves: The triangle constructions in [Ve89] and [Wa98] and the
Weierstrass eigenform or Prym eigenform constructions in [McM03] and [McM05]. Besides
them there is a finite number of sporadic examples.
Corollary 6.3. The Veech surfaces arising from the case (m,n,∞) with m, n sufficiently
large distinct primes are not translation covered by any of the Veech surfaces listed is
Remark 6.2.
Proof: Recall that translation coverings between Veech surfaces preserve the affine group
up to commensurability. In particular, they preserve the trace field.
Choose m and n sufficiently large such that the trace field K of the (m,n,∞)-triangle
group is none of the trace fields occurring in the sporadic examples and such that the
genus is of the Veech surface is larger than 5. This implies that the surface cannot be one
of examples in [McM03] and [McM05]. There is only a finite list of arithmetic triangle
groups ([Ta77]). We choose m > 3 and n > 5 such that K is not one of the trace fields
in this finite list. Non-arithmetic lattices have a unique maximal element ([Ma91]) in its
commensurability class and the (m,n,∞)-triangle groups are the maximal elements in
their classes. Since the (2, n,∞)- and (3, n,∞)-triangle groups are the maximal elements
in the commensurability classes of the examples of [Ve89] and [Wa98], these examples
cannot be a translation cover of the examples given by Theorem 5.2 for (m,n) chosen as
above. ✷
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Remark 6.4. Even in the cases that the Veech surfaces with affine group ∆(m,n,∞)
are geometrically primitive, Theorem 2.6 of [Mo¨04] does not exclude that there are other
primitive Veech surfaces with the same affine group. Such examples are provided by
Theorem 3’ of [HuSc01] for n = ∞. By Remark 2.3 we know a rank 2r subvariation of
Hodge structures of the family of curves generated by such a Veech surface. In particular,
we know r of the Lyapunov exponents λ(Li).
7. Billiards
In this section we approach Teichmu¨ller curves uniformized by triangle groups in the
way Veech and Ward did in [Ve89] and [Wa98]. We start by presenting two series of
billiard tables T (m,n,∞), for m = 4, 5. These tables are (rational) 4-gons in the complex
plane. We show that the affine group of the translation surface X(m,n,∞) attached to
T (m,n,∞) is the (m,n,∞)-triangle group, for m = 4, 5. This part is independent of
the previous sections, and requires only elementary notions of translation surfaces (see
[MaTa02] or §1). The proof we give that these billiard tables define Teichmu¨ller curves is
combinatorically more complicated than the analoguous proof for the series of Teichmu¨ller
curves found by Veech and Ward. This suggests that it would have been difficult to find
these billiards by a systematic search among 4-gons.
In §7.3 we relate these explicitly constructed billiard tables to our main realization result
(Theorem 5.2). Denote by f = f(m,n) : X → C the family of curves constructed in §5.
This family defines a finite map from C to Mg, for a suitable integer g ≥ 2. The image of
this map is a Teichmu¨ller curve whose (projective) affine group is the (m,n,∞)-triangle
group. We have shown in Theorem 5.15 that a suitable fiber Xc of X is a 2n-cyclic cover of
the projective line which we described explicitly. In this situation, one may use a result of
Ward to find the corresponding billiard table T [m,n,∞]. We show that T [m,n,∞] may
be embedded in the complex plane (i.e. without self-crossings) if and only if m ≤ 5. For
m = 2, 3 we find back the billiard tables found by Veech and Ward. We show that the
tables we obtain for m = 4, 5 are the ones we already constructed.
Consider a compact polygon P ⊂ R2 ∼= C in the plane whose interior angles are rational
multiples of π. The linear parts of reflections along the sides of the polygon generate a
finite subgroup G ⊂ O2(R). If s is a side of P we write σs for the linear part of the
reflection in the side s. One checks that for sides s and t of P we have
σσs(t) = σsσtσs.
We define an equivalence relation on G as follows. We write σ1 ∼ σ2 if the reflected poly-
gons σ1(P ) and σ2(P ) differ by a translation in C. Let G0 ⊂ G represent the equivalence
classes of this relation. By gluing copies of P we obtain a compact Riemann surface
X =
∐
g∈G0
gP
 / ≈,
where ≈ denotes the following identification of edges: if gP is obtained from g˜P by a
reflection σ along a side s of g˜P , then s is glued to the edge σ(s) of gP by a translation.
The holomorphic one-from dz on P and its copies is translation invariant, hence defines
a 1-form ω on X. We say that the translation surface (X,ω) is obtained by unfolding P .
The trajectories of a billiard ball on P correspond to straight lines on X. In [McM03] X
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is called the small surface attached to P . The translation surface has a finite number of
points where the total angle exceeds 2π. These are called singular points. They correspond
to the zeros of ω.
7.1. The tables T (5, n,∞). Let n ≥ 7 be an odd integer which is not divisible by 5.
We define a billiard table T (5, n,∞) as follows (Figure 1). The billiard table T (5, n,∞)
is a 4-gon in the complex plane with angles α = β = π/n and γ = π/2n, as indicated in
the picture. We denote by I1, . . . , I4 the vectors corresponding to the sides of the polygon
Figure 1. Billiard table T (5, n,∞), for n = 9
which we regard as complex numbers. We rotate and scale the billiard table such that
I4 = 1 and
|Re(I3)| = cos(π/n) + cos(π/5).
In particular, I4 points in the direction of the positive x-axis. This determines the table
uniquely.
We now construct the translation surface obtained by unfolding the table T (5, n,∞) (Fig-
ure 2). Reflecting the billiard table 2n times in the (images of the) sides I2 and I3 yields
the upper star; it consists of alternating long and short points. The second star is obtained
by reflecting the first star in the side I4 of the billiard table (this is the side marked by 15
in Figure 2). The two stars can be glued together to a translation surface X := X(5, n,∞):
sides denoted by the same letters or numbers are glued by translations. Note that the tips
of the ‘long points’ (resp. the ‘short points’) of the stars correspond to one point of the
translation surface X; both points of X are not singularities, since the total angle is 2π.
There is one singularity; it corresponds to the angle δ. The genus of X is g = 2(n− 1).
Theorem 7.1. Let n ≥ 7 be odd and not divisible by 5. Then the affine group of X(5, n,∞)
contains the elements
R =
(
cos(π/n) − sin(π/n)
sin(π/n) cos(π/n)
)
and T =
(
1 2 cos(pi/n)+cos(pi/5)sin(pi/n)
0 1
)
.
The elements R,T ∈ PSL2(R) generate the Fuchsian triangle group ∆(5, n,∞). In partic-
ular, X(5, 9,∞) is a Veech surface.
Proof: Rotation around the center of the stars defines an affine diffeomorphism of the
surface X(5, n,∞). Its derivative is R.
We rotate X(5, n,∞) as in Figure 1 and Figure 2, i.e. such that the edge I4 resp. the one
with label 15 is horizontal and to the left of the center of the star.
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Figure 2. Cylinder decomposition of X(5, 9,∞)
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We now consider the horizontal foliation defined by ω. Recall that a saddle connection is
a leaf of the foliation that begins and ends in a singularity. In a dense set of directions,
the saddle connections divide X into metric cylinders, see for example [MaTa02], §4.1. We
claim that in the horizontal direction X decomposes into g = 2(n − 1) metric cylinders.
We distinguish two types of cylinders. Each cylinder corresponds to one shading style in
Figure 2.
The cylinders of type 1, denoted by Ci, are those that are glued together from pieces from
both stars. An example is the checkered cylinder. Since the second star is obtained from
the first by reflection, the cylinders Ci appear in pairs, as can be seen from Figure 2.
There is a bijection between the cylinders of type 1 and pairs of long points. For example,
the checkered cylinder corresponds to the long points 17-18 and 5-6. Here a ‘pair’ consists
of an orbit of length 2 of long points under the reflection in the vertical axis. The two
vertical long points correspond to orbits of length one, and hence do not correspond to a
cylinder of type 1. We conclude that the number of cylinders of type 1 is n− 1.
The cylinders of the type 2, denoted by C˜i, are those that consist of pieces of one star.
An example is the black cylinder. These cylinders also come in pairs. There is a bijection
between cylinders of type 2 and pairs of short points. Therefore the number of cylinders
of type 2 is also n− 1.
The width and the height of a pair of cylinders of type 1, for an appropriate numbering,
is given by
wk = 2|I3| cos (n− 2k)π
2n
and
hk = |I4|
(
sin
(n+ 1− 2k)π
2n
− sin (n− 1− 2k)π
2n
)
= 2|I4| sin π
2n
cos
(n− 2k)π
2n
(15)
for k = 1, . . . , (n − 1)/2. This is seen by cutting the points of the stars into pieces, and
translating these pieces so that one obtains 2(n − 1) connected cylinders, one for each
shading style. One then uses the rotation and reflection symmetries of the original star.
Similarly, the widths and heights of pairs of cylinders C˜i, for an appropriate numbering,
are given by
w˜k = 2|I2| cos (n− 2k)π
2n
and
h˜k = |I1|
(
sin
(n+ 2− 2k)π
2n
− sin (n− 2− 2k)π
2n
)
= 2|I1| sin 2π
2n
cos
(n− 2k)π
2n
(16)
for k = 1, . . . , (n− 1)/2.
The moduli of these cylinders are
mk := hk/wk = |I4| sin π
2n
/|I3| and m˜k := h˜k/w˜k = |I1| sin 2π
2n
/|I2|.
Note that mk and m˜k are independent of k.
We claim that mk/m˜k = |I4||I2| sin(π/n)/|I3||I1| sin(π/2n) = 1, that is that the moduli of
all the cylinders are identical. This is equivalent to
(17)
|I2|
|I1| =
|I3|
|I4|
sin(π/n)
sin(π/2n)
.
Since we assumed that I4 = 1, the right hand side is equal to 2|Re(I3)|.
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Using the geometry of the billiard table one shows that
|I2| cos(3π/2n) − |I1| cos(5π/2n) = |Re(I3)| − |I4| = |Re(I3)| − 1,
|I2| sin(3π/2n) − |I1| sin(5π/2n) = Im(I3) = Re(I3) tan(π/2n).
This implies that
(18)
|I2|
|I1| =
−(Re(I3)− 1) sin(5π/n) + Re(I3) tan(π/2n) cos(5π/n)
−(Re(I3)− 1) sin(3π/n) + Re(I3) tan(π/2n) cos(3π/n) .
The minimal polynomial of Re(I3) over Q(cos(π/n)) is
(19) X2 − (2 cos(π/n) + 1/2)X + (cos2(π/n) + cos(π/n)/2 − 1/4).
One deduces (17) from (18), (19) and the addition laws for sines and cosines.
From the claim (17), we deduce that T is contained in the affine group of X. Namely,
fixing the horizontal lines and postcomposing local charts of the cylinders by T defines an
affine diffeomorphism whose derivative is T (compare to [Ve89] Proposition 2.4 or [McM03]
Lemma 9.7).
It remains to prove that R and T generate the (5, n,∞)-triangle group. One constructs
the hyperbolic triangle in the extended upper half plane with corners i∞, i and
z0 =
cos(π/n) + cos(π/5)
sin(π/n)
+ i
sin(π/5)
sin(π/n)
bounded by the vertical axes through i and z0 and the circle around cot(π/n) with radius
1/ sin(π/n). The interior angles at i and z0 are indeed π/n and π/5. By Poincare´’s
Theorem this triangle plus its reflection along the imaginary axis is a fundamental domain
for the group generated by R and T .
The last claim follows now from the standard criterion to detect Teichmu¨ller curves, see
e.g. [McM03] Corollary 3.3. ✷
Remark 7.2. Assuming the comparison results which will be proved in Section 7.3 below,
the number of cylinders in, say, the horizontal direction is already determined by results
of the previous sections.
Consider the family of translation surfaces diag(et, e−t) · (X0, ω0), where (X0, ω0) is as
in Theorem 5.15. This family converges for t → ∞ to a singular fiber of f : X → C
and by [Ma75] the number of cylinders in the horizontal direction equals the number of
singularities of the singular fiber X∞.
Since all the local systems Li as in the proof of Theorem 5.2 have non-trivial parabolic
monodromy around points in π−1(∞) the arithmetic genus of X∞ is zero. Since ω0 has
only one zero, X∞ is irreducible and hence the number of singularities of the fiber X∞
equals g(X∞).
7.2. The tables T (4, n,∞). Let n ≥ 5 be odd. We define a billiard table T (4, n,∞) as
follows. The billiard table is a again a 4-gon in the complex plane with angles α = π/2 and
β = γ = π/n, as indicated in Figure 3. We denote by I1, . . . , I4 the vectors corresponding
to the sides of the polygon. We regards these vectors as complex numbers. We scale and
rotate the billiard table such that I4 = 1 and such that |I3| = 2(cos(π/n) + cos(π/4)).
This determines the table uniquely.
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Figure 3. Billiard table T (4, n,∞), for n = 9
The translation surface X := X(4, n,∞) obtained by unfolding T (4, n,∞) looks similar
to the one obtained from T (5, n,∞). It can be obtained by identifying parallel sides of
two stars. The first star is illustrated in Figure 4. The second star is obtained from
the first by reflection in the horizontal axis. The translation surface X(4, n,∞) has one
Figure 4. Billiard table T (4, 9,∞), partially unfolded
singularity which corresponds to the vertex of the billiard table with angle δ. Its genus is
g = 3(n− 1)/2.
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Theorem 7.3. Let n ≥ 5 be odd. Then the affine group of X(4, n,∞) contains the
elements
R =
(
cos(π/n) − sin(π/n)
sin(π/n) cos(π/n)
)
and T =
(
1 2 cos(pi/n)+cos(pi/4)sin(pi/n)
0 1
)
.
The elements R,T ∈ PSL2(R) generate the Fuchsian triangle group ∆(4, n,∞). In partic-
ular, X(4, 9,∞) is a Veech surface.
Proof: Rotation around the center of each of the stars defines an affine diffeomorphism
of X(4, n,∞) whose derivative is R, as in the case (5, n,∞).
We describe the cylinders in the horizontal direction. As for X(5, n,∞), we distinguish
two types of cylinders. The cylinders of type 1, denoted by Ci, are those that are glued
together from pieces of both stars. They correspond to pairs of sides which connect two
points. Here a pair of sides consist of two distinct sides which are interchanged by reflection
in the vertical axis. There are (n − 1)/2 such cylinders. The widths and heights of these
cylinders, in an appropriate numbering, are given by
wk = 4|I2| cos
(
(n− 2k)π
2n
)
and hk = 2|I1| sin
(
kπ
n
)
, k = 1, . . . , (n − 1)/2.
There are two cylinders with the same width and height, due to the symmetry.
The cylinders of type 2, denoted by C˜i, are those that consist of pieces of one star only.
They correspond to pairs of points of the stars. Here we use the same convention for pairs
as above. The number of such cylinders is also (n− 1)/2. The widths and heights of these
cylinders are are
w˜k = 2|I3| cos
(
(n− 2k + 2)π
2n
)
and
h˜k = 2|I4| cos
(
(n− 2k + 2)π
2n
)
sin
(π
n
)
, k = 1, . . . , (n − 1)/2.
The moduli of the cylinders are
mk := hk/wk = |I1|/2|I2| and m˜k = h˜k/w˜k = |I4| sin π
n
/|I3|.
As in the proof of Theorem 7.1, one checks that mk/m˜k = |I1||I3|/2|I2||I4| sin (π/n) = 1,
by using the geometry of the billiard table and the minimal polynomial of 2(cos(π/n) +
cos(π/4)) over Q(cos(π/n)). The rest of the proof is analogous to the proof of Theorem 7.1.
✷
7.3. Comparison with Theorems 5.2 and 5.15. In this section we relate the billiard
tables constructed in §§7.1 and 7.2 to the families of curves constructed in §5. For simplicity
we suppose that 1 < m < n are relatively prime integers such that n is odd. This
assumption avoids a case distinction. It is easy to work out the general statement.
In Theorem 5.2 we constructed a Teichmu¨ller curve with projective affine group ∆(m,n,∞).
We constructed a concrete finite cover, C, of this Teichmu¨ller curve. We denote by C the
corresponding projective curve. Over C there exists a universal family f : X → C of
semistable curves. In Theorem 5.15 we showed that there exist points c of C such that the
fiber X0 := Xc is a smooth curve which is a 2n-cyclic cover of the projective line branched
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at (m + 3)/2 (resp. (m + 4)/2) points if m is odd (resp. even). There also exist fibers
of X which are 2m-cyclic covers of the projective line branched at (n + 3)/2, but we do
not regard these here since it is convenient to have as few branch points as possible, for
our purposes. One may check that this is the most efficient way to represent a fiber of X
as an abelian cover of the projective line. This representation allows us to use Schwarz–
Christoffel maps ([Wa98] Theorem C’) to represent the fiber X0 of X as the unfolding of
a billiard table, under certain conditions (see below).
We first suppose that m is odd. The 2n-cyclic cover X0 → P1u of Theorem 5.15.(a) is
branched at the real points 2 cos(2kπ/m). The Schwarz–Christoffel map is defined as
SC(w) =
∫ w
0
(u− 2) 12n−1
(m−1)/2∏
k=1
(u− 2 cos(2kπ/m)) 1n−1 du.
The integrand is the generating differential form ω0.
The Schwarz–Christoffel map maps the real axis to a (m + 3)/2-gon which we denote
by T [m,n,∞]. If T [m,n,∞] has no self-crossings then SC maps the upper half-plane
bijectively to the interior of this (m+3)/2-gon. The interior angles of T [m,n,∞] are (m−
1)/2 times π/n and once π/2n, in this order. The remaining angle is 2π−mπ/2n mod 2π
(resp. π −mπ/2n) if m ≡ 1 mod 4 (resp. m ≡ 3 mod 4). The number of self-crossings is
therefore (m − 5)/4 if m ≡ 1 mod 4 and (m − 3)/4 if m ≡ 3 mod 4. In particular, this
number is zero if and only if m = 3, 5. For m ≥ 7 it therefore unclear whether one can
obtain (X0, ω0) by unfolding a billiard table. However, it follows from our results that one
cannot do this via the usual theory of Schwarz–Christoffel maps. Namely, for m ≥ 7 one
cannot represent a smooth fiber of X as a cyclic cover of the projective line, such that the
corresponding polygon does not have self-crossings.
If m = 3 or 5, Theorem C’ of [Wa98] implies that the Veech surface (X0, ω0) is obtained
by unfolding the billiard table T [m,n,∞]. For m = 3, we obtain Ward’s family (compare
to Theorem 5.15.(c)). For m = 5, the angles of the 4-gon T [5, n,∞] coincide with those
of the billiard table T (5, n,∞) which we constructed in §7.1. We show below that both
4-gons are similar.
The case that m even is analogous. The Schwarz–Christoffel map
SC(w) =
∫ w
0
(u− 2) 12−1
m/2∏
k=1
(u− 2 cos((2k − 1)π/2m)) 1n−1 du
maps the real axis to a (m + 4)/2-gon T [m,n,∞]. The interior angles of T [m,n,∞] are
once π/2 and m/2 times π/n, in this order. The remaining angle is (3n − m)π/2n if
m ≡ 0 mod 4 and ((n −m)π/(2n) if m ≡ 2 mod 4. We conclude that the number of self-
crossings is (m − 4)/4 (resp. (m − 2)/4) if m ≡ 0 mod 4 (resp. m ≡ 2 mod 4). Therefore
the number of self-crossings is zero if and only if m = 2, 4. The case m = 2 corresponds
to Veech’s family [Ve89] (§4). We show below that the case m = 4 corresponds to the
billiards constructed in §7.2.
We leave it to the reader to use Theorem 5.2 and the techniques of Theorem 5.15 to
construct billiard tables with projective affine group ∆(4, n,∞) and ∆(5, n,∞) also in the
case that n even or divisible by 5, or both.
Proposition 7.4. Let m be either 4 or 5. The billiard table T [m,n,∞] is similar to the
billiard table T (m,n,∞).
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Proof: Suppose that m = 5. The case that m = 4 is similar, and left to the reader.
Recall that the interior angles of the 4-gons T (5, n,∞) and T [5, n,∞] are the same, and
also occur in the same order. Therefore we only have to compare the lengths of the sides
of T [5, n,∞] to those of T (5,m,∞). Since the sides of T [5, n,∞] are expressed in terms
of the Schwarz–Christoffel map, it suffices to show that
(20)
|SC(2 cos(2π/5)) − SC(2)|
|SC(∞)− SC(2)| =
|I3|
|I4| =
cos(π/n) + cos(π/5)
cos(π/2n)
.
Here I3, I4 are the vectors corresponding to the sides of the 4-gon T [5, n,∞] as indicated
in Figure 1.
We first express the length of the vector I4 in terms of Beta integrals:
|I4| =
∫ ∞
2
(u− 2) 12n−1(u− 2 cos(2π/5)) 1n−1(u− 2 cos(4π/5)) 1n−1 du
=
∫ ∞
1
z1−
5
2n (z5 − 1) 1n−1(z + 1) dz.
(21)
Here we used the substitution u = z + 1/z, compare to the proof of Theorem 5.15. Sub-
stituting z = 1/t, we recognize this integral as the sum of two Beta integrals:
(22) |I4| = 1
5
(
B(
2
5
− 1
2n
,
1
n
) + B(
3
5
− 1
2n
,
1
n
)
)
.
Similarly, one finds that
(23) |I3| = 1
5
(
(−1 + ζ25ζ−12n )B(
2
5
− 1
2n
,
1
n
) + (−1 + ζ35ζ−12n )B(
3
5
− 1
2n
,
1
n
)
)
.
Equation (20) follows from (22) and (23) by expressing the Beta integrals in terms of
Gamma functions, using that Γ(z)Γ(1 − z) = π/ sin(πz), and applying the addition for-
mulas for sines and cosines. ✷
One may give an alternative proof for the statement that the 4-gons T [5, n,∞] and
T (5, n,∞) are similar by showing the following. Let P be any 4-gon with the prescribed
angles, and let X be the corresponding translation surface. Suppose that the affine group
of X contains R and T . Then P is similar to T (5, n,∞). This can be shown by first
deducing from the geometry of P that an affine diffeomorphism with derivative R has to
fix each saddle connection.
Remark 7.5. Several authors ([Wa98], [Vo96], [KeSm00], [Pu01]) have classified the
Teichmu¨ller curves that are obtained by unfolding a rational triangle, under certain condi-
tions on the angles of the triangle. We have obtained the translation surfaces X(m,n,∞)
for m = 4, 5 by unfolding 4-gons. The corresponding families of Teichmu¨ller curves have
not been found by Ward et. al. This suggests that the translation surfaces X(m,n,∞) for
m = 4, 5 may not be obtained by unfolding triangles, but of course we have not shown
this.
Remark 7.6. For n > m ≥ 6 we have not been able to obtain the translation surface
X(m,n,∞) by unfolding a billiard table, since the corresponding polygon T [m,n,∞] may
not be embedded in the complex plane. However, it should in principle be possible to give
a concrete description of X(m,n,∞) as obtained by gluing certain cylinders, analoguous
to the description in the case of m = 4, 5 (§§7.1, 7.2). As for m = 4 and 5, it follows from
Corollary 5.9 that we would need g(X0) cylinders, which is approximately (m−1)(n−1)/2:
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it will be difficult to visualize the result. Therefore it seems more natural to us to represent
these Teichmu¨ller curves via the algebraic description from §5.
8. Lyapunov exponents
Roughly speaking, a flat normed vector bundle on a manifold with a flow, i.e. an action of
R+, can sometimes be stratified according to the growth rate of the length of vectors under
parallel transport along the flow. The growth rates are then called Lyapunov exponents.
In this section we will relate Lyapunov exponents to degrees of some line bundles in case
that the underlying manifold is a Teichmu¨ller curve.
For the convenience of the reader we reproduce Oseledec’s theorem ([Os68]) that proves
the existence of such exponents. We give a restatement due to [Ko97] in a language closer
to our setting.
8.1. Multiplicative ergodic theorem. We start with some definitions. A measurable
vector bundle is a bundle that can be trivialized by functions which only need to be
measurable. If (V, || · ||) and (V ′, || · ||) are a normed vector bundles and T : V → V ′, then
we let ||T || := sup||v||=1 ||T (v)||. A reference for notions in ergodic theory is [CFS82].
Theorem 8.1 (Oseledec). Let Tt : (M,ν)→ (M,ν) be an ergodic flow on a space M with
finite measure ν. Suppose that the action of t ∈ R+ lifts equivariantly to a flow St on some
measurable real bundle V on M . Suppose there exists a (not equivariant) norm || · || on V
such that for all t ∈ R+ ∫
M
log(1 + ||St||)ν <∞.
Then there exist real constants λ1 ≥ · · · ≥ λk and a filtration
V = Vλ1 ⊃ · · ·Vλk ⊃ 0
by measurable vector subbundles such that, for almost all m ∈ M and all v ∈ Vm r {0},
one has
||St(v)|| = exp(λit+ o(t)),
where i is the maximal value such that v ∈ (Vi)m.
The Vλi do not change if || · || is replaced by another norm of ‘comparable’ size (e.g. if one
is a scalar multiple of the other).
The numbers λi for i = 1, . . . , k ≤ rank(V ) are called the Lyapunov exponents of St. Note
that these exponents are unchanged if we replace M by a finite unramified covering with
a lift of the flow and the pullback of V . We adopt the convention to repeat the exponents
according to the rank of Vi/Vi+1 such that we will always have 2g of them, possibly
some of them equal. A reference for elementary properties of Lyapunov exponents is e.g.
[BGGS80].
If the bundle V comes with a symplectic structure the Lyapunov exponents are symmetric
with respect to 0, i.e. they are ([BGGS80] Prop. 5.1)
1 = λ1 ≥ λ2 ≥ · · · ≥ λg ≥ 0 ≥ −λg ≥ · · · ≥ −λ1 = −1.
We specialize these concepts to the situation we are interested in. Let ΩM∗g be the bundle
of non-zero holomorphic 1-forms over the moduli space of curves. Its points are translation
surfaces. The 1-forms define a flat metric on the underlying Riemann surface and we let
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Ω1Mg ⊂ ΩM∗g be the hypersurface consisting of translation surfaces of area one. As usual
we replace Mg by an appropriate fine moduli space adding a level structure, but we do
not indicate this in the notation. This allows us to use a universal family f : X→Mg.
Over Ω1Mg, we have the local system VR = R
1f∗R, whose fiber over (X,ω) is H
1(X,R).
We denote the corresponding real C∞-bundle by V . This bundle naturally carries the
Hodge metric
H(α, β) =
∫
X
α ∧ ∗β,
where classes in H1(X,R) are represented by R-valued 1-forms, and where ∗ is the Hodge
star operator. We denote by || · || := || · ||T the associated metric on V .
There is a natural SL2(R)-action on Ω1Mg obtained by post-composing the charts given
by integrating the 1-form with the R-linear map given by A ∈ SL2(R) to obtain a new
complex structure and new holomorphic 1-form (see e.g. [McM03] and the reference there).
The geodesic flow Tt on Ω1Mg is the restriction of the SL2(R)-action to the subgroup
diag(et, e−t). Since V carries a flat structure, we can lift Tt by parallel transport to a
flow St on V . This is the Kontsevich–Zorich cocycle. The notion ‘cocycle’ is motivated by
writing the flow on a vector bundle in terms of transition matrices.
Lyapunov exponents can be studied for any finite measure ν on a subspaceM of Ω1Mg such
that Tt is ergodic with respect to ν. Starting with the work of Zorich ([Zo96]), Lyapunov
exponents have been studied for connected components of the stratification of Ω1Mg by
the order of zeros of the 1-form. The integral structure of ΩM∗g as an affine manifold can
be used to construct a finite ergodic measure µ. Lyapunov exponents for (Ω1Mg, µ) may
be interpreted as deviations from ergodic averages of typical leaves of measured foliations
on surfaces of genus g. The reader is referred to [Ko97], [Fo02] and the surveys [Kr03] and
[Fo05] for further motivation and results.
8.2. Lyapunov exponents for Teichmu¨ller curves. We want to study Lyapunov ex-
ponents in case of an arbitrary Teichmu¨ller curve C or rather its canonical liftM to Ω1Mg
given by providing the Riemann surfaces parameterized by C with the normalized gener-
ating differential. The lift π : M → C is an S1-bundle. We equip M with the measure
ν which is induced by the Haar measure on SL2(R), normalized such that ν(M) = 1.
Locally, ν is the product of the measure νC coming from the Poincare´ volume form and
the uniform measure on S1, both normalized to have total volume one.
We can apply Oseledec’s theorem since νM is ergodic for the geodesic flow ([CFS82] The-
orem 4.2.1).
We start from the observation that the decomposition (2) of the VHS in Theorem 1.1 is
SL2(R)-equivariant and orthogonal with respect to Hodge metric. This implies that the
Lyapunov exponents of V are the union of the Lyapunov exponents of the Li with those
of M.
Let Li := (Li)
1,0 be the (1, 0)-part of the Hodge filtration of the Deligne extension of Li
to C. Denote by di := deg(Li) the corresponding degrees. Recall from Theorem 1.1 that
precisely one of the Li, say the first one L1 is maximal Higgs. Recall that S = C r C is
the set of singular fibers.
Theorem 8.2. Let νM be the finite SL2(R)-invariant measure with support in the canon-
ical lift M of a Teichmu¨ller curve to Ω1Mg. Then r of the Lyapunov exponents λi satisfy
λi = di/d1 = λ(Li, S).
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In particular, these exponents are rational, non-zero and their denominator is bounded by
2g − 2 + s, where s = |S|.
Proof: We write (Li)R for the local subsystem of R
1f∗R such that (Li)R ⊗R C = Li and
let Li be the C
∞-bundle attached to (Li)R. We apply Oseledec’s theorem to Li. Then
λi = lim
t→∞
1
t
log ||St(vi)||,
for vi ∈ Li r (Li)−λi . By averaging, we have
λi = lim
t→∞
1
t
∫
G(Li)
log ||St(vi)||dνG(Li)(vi),
where τ : G(Li)→M is the (Grassmann) bundle of norm one vectors in Li. This bundle
is locally isomorphic to S1 ×M . The measure νG(Li) is locally the product measure of ν
with the uniform measure on S1.
Following the idea of Kontsevich ([Ko97]) also exploited in Forni ([Fo02]), we estimate the
growth of the length of vi not only as a function on the Tt-ray through τ(vi) (given as the
parallel transport of the corresponding vector) but as a function on the whole (quotient
by a discrete group of a) Poincare´ disc Dτ(vi) in M . For this purpose we write z = e
iθr
(θ ∈ [0, 2π)) for z in the unit disc D and lift it to ρθ diag(et, e−t) ∈ SL2(R), where ρθ is
the rotation matrix by Θ and t = (1/2) log((1 + r)/(1 − r)). Using this lift D → SL2(R)
we obtain our disc Dτ(vi) in M using the (left) SL2(R)-action on M .
Consider the following functions
fD := fD,i :
{
(π∗Li r {0}) ×D −→ R
(vi, z) 7→ log ||z · vi||,
where z ·vi is the parallel transport of vi over the disc Dτ(vi). This is well-defined since the
monodromy of Li acts by matrices in SL2(Z) = Sp2(Z) and symplectic transformations do
not affect the Hodge length. Note that by definition
(24) fD(vi, z) = fD(z · vi, 0).
On the discs Dτ(vi) we may apply the (hyperbolic) Laplacian ∆h to the functions fDτ(vi)
with respect to the second variable, i.e. consider
hD := hD,i :
{
(π∗Li r {0}) ×D −→ R
(vi, z) 7→ (∆hfD(vi, ·))(z).
Using (24) and the invariance of ∆h under isometries one deduces that there is a function
h : π∗Li r {0} → R, such that
(25) hD(vi, z) = h(z · vi).
Since obviously
∫
G(Li)
h(Stvi)dνG(Li)(vi) =
∫
G(Li)
h(vi)dνG(Li)(vi) for any t, we can apply
[Kr03] Equation (3) (see also [Fo02] Lemma 3.1) to obtain
(26) λi =
∫
G(Li)
h(vi)νG(Li)(vi).
We want to relate this expression to the degree di of the line bundles Li. Suppose si(u)
is a holomorphic section of Li over some open U ⊂ C. Recall that Li has unipotent
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monodromies, by assumption. Therefore [Pe84] Proposition 3.4 implies that the Hodge
metric grows not too fast near the punctures and we have
(27) di =
1
2πi
∫
C
∂∂ log(||si||).
Here as usual, if there is no global section of Li the contributions of local holomorphic
sections are added up using a partition of unity.
Instead of considering a holomorphic section si, we now consider a flat section vi(u) of Li
over U . Then, in (∧2(Li)C)⊗2(U) one checks the identity
(28) (vi ∧ ∗vi)⊗ (si ∧ si) = 1
2
(vi ∧ si)⊗ (vi ∧ si).
We integrate this identity over the fibers Xc of f : X → C, take logarithms and the
Laplacian 12pii∂∂. Note that
(29)
1
2πi
∂∂ log
1
2
(vi ∧ si)⊗ (vi ∧ si) = 0.
Let F be a fundamental domain for the action of the affine group Γ in a Poincare´ discs
D →֒M . Then (27) and (29) implies that for any flat section vi of Li we have
di =
−1
2πi
∫
F
∂∂ log(||vi||).
The differential operator ∂∂ coincides, up to a scalar, with ∆h(·)ωP , where ωP is the
Poincare´ area form. Therefore we obtain for each vi ∈ (π ◦ τ)∗(Li r {0}) that
di =
1
4π
∫
F
∆h log ||vi(z)||ωP (z),
where vi(z) is obtained from vi via parallel transport. Hence by integrating over all G(Li)
and taking care of the normalization of νG(Li) we find that
(30) di =
1
4π
vol(C)
∫
G(Li)
∆h log ||vi||νG(Li)(vi)
The statement of the theorem now follows by comparing (30) with (26). ✷
Corollary 8.3. At least r of the Lyapunov exponents are non-zero.
Proof: By Theorem 8.2, it is sufficient to show that for Li := (Li)
(1,0) the degree deg(Li) 6=
0. If Li = 0 then, by Simpson’s correspondence ([ViZu04] Theorem 1.1), Li would be a
reducible local system. But since Li is Galois conjugate to L1, this is a contradiction. ✷.
Remark 8.4. If r ≥ g − 1 all the Lyapunov exponents are known. In fact in this case
we can identify the remaining Lyapunov exponent by the formula ([Ko97], [Fo02] Lemma
5.3)
g∑
i=1
λi =
deg(f∗ωX/C)
2g − 2 + s
In the case of Teichmu¨ller curves associated with triangle groups constructed in §4 and
§5, the proof of Theorem 8.2 yields more. Since for these curves the VHS decomposes
completely into subsystems of rank two (Remark 5.11) we can determine all the Lyapunov
exponents.
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Proposition 8.5. Suppose the local system M as in Theorem 1.1 contains a rank two local
subsystem Fi, whose (1, 0)-part is a line bundle, which denote by Fi. Then the Lyapunov
spectrum contains (in addition to the di/d1) the exponents
deg(Fi)/d1.
By Theorem 8.2 and Proposition 8.5 it is justified to call λ(Li) Lyapunov exponents.
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