Abstract. We present almost sure central limit theorems for weakly dependent random variables. The presented theorems generalize the results obtained by Peligrad and Shao (1995) .
Introduction
Let {X n , n > 1} be a sequence of independent and identically distributed random variables with continuous symmetric distribution function and let S n = X! + ... + X n , n > 1. Then, for every n > 1, P(S n > 0) = 1/2, but n liminfn -i y I (Si > 0) = 0 a.s.
71-• OO
i = 1 and n limsupn -1 > 0) = 1 a.s., n-*oo .
i=l where I denotes the indicator function. However, by the result of Erdos and Hunt (1953) , we have n (1.1) lim (logn)" 1 y -IiSi > 0) = 1/2 a.s.
n-»oo ' % t=l Thus, it is not true that the random walk {S n , n > 1} spends half of the time on the positive and half of the time on the negative axis in the sense that the asymptotic density, in Cesaro mean, where N(0,1) is the standard normal distribution on 1R and the convergence is weak converegence of the measures on ]R. For general sequences {an, n > 1} and {bn, n > 1} the situation is different and more interesting, cf. Berkes (1995 and 1998), Berkes and Dehling (1994) .
In this paper we present almost sure central limit theorems for weakly dependent random variables. A general result of this kind is presented in Theorem 1. This result extends Theorem 1 of Peligrad and Shao (1995) to sequences without assuming finite variances. The next result, Theorem 3, gives the almost sure central limit theorem for associated sequences of random variables. Theorem 3 generalize Theorem 2 of Peligrad and Shao (1995) and related results of Matula (1996) . The main results presented in this paper also extend, to the case of weakly dependent random variables, the related almost sure central limit theorems for independent nonidentically distributed random variables given by Atlagh (1993) , Rychlik (1994, 1996) . In the proofs we shall also follow the ideas of Lacey and Phillip (1990) , Peligrad and Shao (1995) , Rychlik (1994, 1996) .
Results
Denote by BL = BL(R, || • || B L) the class of functions / : R-»R with \\f\\BL = ll/lli + ll/lloo < 00, where 
Let us observe that if for x G R we denote by 6(x) the probability measure on R which assigns its total mass to x, then (2.4) can be restated in this way. Let the random variables Xn, n > 1, be defined on a probability space (ii, A, P). Then there is a P-null set N C 0, such that for all w e N c n (logBl)' 1 Y,{*k/Bl)8{S k {w)/B k ) iV(0, l),asn-» oo. fc=i A sequence {Xn, n > 1} of random variables is called associated if for any n > 2 and any coordinatewise increasing functions /, g : R" -• R we have (2.5) Cov(/(X!,..., X n ),g(X lt ...,X n )) > 0, whenever the left hand side of (2.5) exists.
In many respect, associated sequences of random variables behave like sequences of independent random variables, cf. Esary, Proschan, Walkup (1967) , Dabrowski and Dehling (1988) and the references therein.
Let, for every n>\, 1 < m, < n -1,
The function u(m) introduced Cox and Grimmett (1984) . Of course, for every n > 1 and 1 < m < n -1, we have u n (m) < u{m). On the other hand, if {X n , n > 1} is associated, then
for every 1 < m < n and, for every n > 1, u n (m) >u n (m + 1) for every 1 < m < n -2. 
Proofs
Proof of Theorem 1. We first note that (2.4) is equivalent to the following statement: For each f € BL
This fact follows from Theorem 7.1 of Billingsley (1968), Theorem 11.3.3 (b=>c) of Dudley (1989) and Section 2 of Lacey and Philipp (1990) . Let / € BL be a bounded Lipschitz function on E. Let us put f + = max(0,/) and f~ = max(-/, 0). Clearly f + and f~ are nonnegative bounded Lipschitz functions on R. By (2.2) and Theorem 2.1 of Billingsley (1968) ( 3.2) lim Ef + (Sn/Bn) = Ef + (N(0,1) and for every e > 0 there exists no so that for every n > no (3.4) j2(ak/Bl) = 1 + j^iBU/BDia./BU) Jt=l fc=2
Thus, by (3.3) and (3.4), we get (3.5) lim(logB2)-^(afc/B2) = l. n-»oo >» fc=l By Toeplitz Lemma 7.1.2 of Ash (1972) and statements (3.2) and (3.5), proved above, we have
Define an increasing sequence of integers {iVfc, k > 1} by
where e = e(/ + ) is as in (2.3). Thus, by Chebyshev's inequality and (2.3), for every 8 > 0 we get
Hence, by Borel-Cantelli Lemma, we have
Now (3.6) and (3.7) yield
On the other hand, for Nk < n < Nk+i, we have 71-» OO ' t = l The same proof works for f~, so that we also have n (3.12) lim (logBlr'Tiai/B^riSi/Bi) = Ef~(N(0,1)) a.s. n-»oo L -* ¿=1 Combining (3.11) with (3.12) we can assert that, for every / 6 BL, (3.1) holds. Thus the proof of (2.4) is ended.
Proof of Theorem 2. We have
Clearly, 0 < o¿/V? < 1, i > 1, so that (3.5) yields (3.14) h(n) < 11/11 L¿>A?)
where C is an absolute constatnt.
On the other hand, since {X n , n > 1} is a sequence of associated random variables, n > 1} is a sequence of associated random variables, too. Therefore the function
is non-negative for every x,y G R, cf. Esary, Proschan and Walkup (1967) . Thus, by Hoeffding-Lehman's types arguments, cf. Lehmann (1966) , Peligrad and Shao (1995) , we have
ZMlCoviSi/ViiSj/Vi).
This implies
n-1 ¿=1 fe=1 fc=l i=k Consequently, by (3.13), (3.14), (3.15), (3.17) and (3.19) we get (2.8), as desired.
Proof of Theorem 3. By Theorem 2 and (2.10) we get (2.3) with some e > 0. Of course (2.3) follows from (2.8) and (2.10). Thus Theorem 3 is now consequence of Theorem 1, so we omit details.
