Abstract. Let ∆ ⊆ C be the open unit disc and let Σ ⊆ ∆ × ∆ be a compact set such that K = Σ ∪ (∂∆ × ∆) is a connected set. It is a classical result by Hartogs that if Σ is an analytic variety over ∆ with the boundary in ∂∆ × ∆, then every function holomorphic in a connected neighbourhood of K extends holomorphically to a neighbourhood of ∆ × ∆. It is proved that the same conclusion holds if Σ is a 'continuous' variety over ∆. In adition, the extension property is also proved in some cases where Σ is not connected, but one can not directly use previously known results for any connected component of Σ.
Introduction
Let ∆ ⊆ C be the unit disc and let f be a holomorphic function in a connected neighbourhood of the set K = (∆ × {0}) ∪ (∂∆ × ∆) in C 2 . It is a well known result by Hartogs [10] that f extends holomorphically to a neighbourhood of ∆ × ∆. It is also a classical result and an easy consequence of the Continuity Principle that the conclusion of the Hartogs' lemma stays the same if in K the set ∆ × {0} is replaced by the graph of a holomorphic function ϕ : ∆ → ∆ or even a finitely sheeted analytic variety Σ ⊆ ∆ × ∆ over ∆.
In our first theorem the extension result is proved in the case where ∆ × {0} is replaced by a finitely sheeted 'continuous' variety over ∆. Theorem 1.1. Let a 0 , . . . , a n−1 be continuous functions on ∆ such that the set Σ = {(z, w) ∈ ∆ × C ; w n + a n−1 (z)w n−1 + . . . a 0 (z) = 0}
is a subset of ∆×∆. Then every function holomorphic in a connected neighbourhood of the set K = Σ ∪ (∂∆ × ∆) extends holomorphically to a neighbourhood of the bidisc ∆ × ∆.
In the case n = 1, that is, in the case where Σ is the graph of a continuous function ϕ : ∆ → ∆, the theorem was proved by Chirka [2] (see also [3] and [6] ). The higher dimensional analog of Chirka's theorem in which one observes the graphs of two or more continuous functions on ∆ in general does not hold. Rosay [11] constructed two smooth functions ϕ j : ∆ → ∆, j = 1, 2, such that there exists a connected pseudoconvex neighbourhood of the set K = {(z, ϕ 1 (z), ϕ 2 (z)) ; z ∈ ∆} ∪ (∂∆ × ∆ 2 ) which does not contain ∆ 3 . For a result in a positive direction see [1] but the class of functions ϕ j for which the extension property holds is quite restrictive. Our result is related to the results on the envelope of holomorphy of a neighbourhood of a real surface in a complex surface and indeed in some special cases where the degree n of the 'Weierstrass polynomial' P is larger than the genus of (a uniformly small smooth perturbation of) Σ it already follows from Theorem 4.3 in [9] . See also results in [5, 6] .
The next theorem is motivated by an example from [2] . The important difference from Theorem 1.1 is that the Σ-part of the set K is not connected and that for each connected part of Σ one can not directly use any of the previous theorems. Theorem 1.2. For ε > 0, let Σ ε be given by
Then, there exist constants γ > 1 and 0 < ε 0 < 1 such that for any 0 < ε < ε 0 , every holomorphic function in a connected ε γ -neighbourhood (in the w-direction) of
Let K ⊆ ∆ × ∆ be a compact set. An obvious necessary condition that every function holomorphic in a neighbourhood of K extends holomorphically to a neighbourhood of ∆ × ∆ is that the rational hull of K equals ∆ × ∆. In this context Chirka [2] asked the following still unanswered question.
Question.(Chirka) Let K ⊂ ∆ × ∆ be a connected compact set containing ∂∆ × ∆ and such that its rationally convex hull coincides with ∆ × ∆. Is it true that every function holomorphic in a connected neighbourhood of K extends holomorphically to ∆ × ∆?
Smooth varieties
In this section we give the proof of Theorem 1.1. Let us recall the most important part of the proof of Chirka's extension theorem, [2] . A very nice and clever idea, which was first used by Ivashkovich and Shevchishin [6] , is to move the graph Σ of the given continuous function to ∆ × {0} so that as soon as the perturbed graph comes out of the starting neighbourhood of Σ it becomes holomorphic. The Continuity Principle [4, 6] then finishes the proof. To realize this idea one has to solve a nonlinear ∂-equation on the ∆. On the other hand, it is known [3, 11] that systems of this kind of ∂-equations are not solvable in general. Hence the idea to lift our 'variety' problem into the 'space of coefficients' of the 'Weierstrass polynomial' P has to fail in general. To overcome this difficulty we construct a bordered Riemann surface S, a proper holomorphic function a : S → ∆ and a smooth function ϕ : S → C such that (a, ϕ) : S → ∆ × C is a smooth embedding whose image lies arbitrarily close to the initial variety Σ. In this setting the problem becomes one dimensional again.
Let us proceed with the proof. Without loss of generality we may assume that a 0 , . . . , a n−1 are smooth functions defined on a neighbourhood of ∆ and that 0 is a regular value of the function P : ∆ × C → C. Hence Σ is a smooth compact surface with the boundary in ∂∆ × ∆ whose defining function is P (z, w). Let D(z) be the discriminant of the polynomial P (z, ·). Using uniformly small perturbations of the coefficients a 0 , . . . , a n−1 we may also assume that D is nonzero on ∂∆ and that it has only finitely many nondegenerate zeros on ∆. See the Appendix for the details. In particular, there are only finitely many points z ∈ ∆ such that the equation (1) P (z, w) = w n + a n−1 (z)w n−1 + . . . a 0 (z) = 0 has geometrically less than n zeros and every zero of the polynomial P (z, w), z ∈ ∆, is of at most second order. We would like to make Σ a bordered Riemann surface. More precisely, we would like to define a smooth (almost) complex structure J on Σ so that the projection π : Σ → C, π(z, w) = z, becomes holomorphic, that is,
where J 0 is the standard complex strucuture on C.
The form of the variety Σ implies that the derivative dπ : T (z,w) (Σ) → C is either an isomorphism or equal to 0 for every point (z, w) ∈ Σ. The complex structure J is uniquely defined at the points (z, w) ∈ Σ where dπ is an isomorphism:
To take care of the points (z, w) ∈ Σ where dπ = 0, we consider the following model situation.
Lemma 2.1. Let α, β be real numbers such that |α| = |β| and let
There exists a smooth complex strucutre J on V such that π : (V, J) → (C, J 0 ) is holomorphic if and only if either α = 0 or β = 0.
Proof. Let z = x + iy and w = u + iv. Then a parametrization of V is
The vector fields
form a basis of every tangent space of V . The derivative of the map π : V → C is an isomorphism at every point (z, w) = (0, 0). Therefore the complex structure J on V \ {(0, 0)} such that π is holomorphic is uniquely determined. A short computation gives
where λ(u, v) and µ(u, v) solve the system of linear equations
Smooth extendability of J into a neighbourhood of the point (0, 0) implies that also λ(u, v) and µ(u, v) can be smoothly extended into a neighbourhood of u = v = 0. Using polar coordinates u = r cos(ϕ), v = r sin(ϕ) we get
Thus, λ can be smoothly extended to the point u = v = 0 if and only if α β = 0 which means that either α = 0 or β = 0.
One can now easily check that this condition is also sufficient for the existence of a smooth (almost) complex structure J on V such that π :
Let (z 0 , w 0 ) ∈ Σ be a point where dπ = 0. This condition is equivalent to the fact that w 0 is a zero of the second order of the polynomial P (z 0 , w). Without loss of generality we may assume z 0 = 0, w 0 = 0, and that in a small neighbourhood of the point (0, 0) surface Σ is given by the equation
Here, p and q are smooth functions defined in a neighbourhood of the disc ∆(0, r)
be the discriminant of the equation (2). By our assumptions on a general position of the variety Σ, it follows that D has an isolated zero at z = 0 and that its winding number about 0 on the circle |z| = r is either +1 or −1. Rewriting the equation (2) in the form
we easily see that in the first case we can perturb p and q so that they stay the same for |z| > r, that they equal p(z) = 0 and q(z) = −z for |z| < r 2 and that the only zero of D(z) on ∆(0, r) is z = 0. In the second case we can perturb p and q so that they stay the same for |z| > r, that they equal p(z) = 0 and q(z) = −z for |z| < r 2 and that z = 0 is the only zero of the discriminant on ∆(0, r). The same procedure is done in a neighbourhood of any point (z 0 , w 0 ) ∈ Σ such that dπ = 0. Now we are in a position to define a complex sturcture on a uniformly small perturbation Σ 0 of Σ so that the map π : Σ 0 → C becomes holomorphic.
Proposition 2.2. Let a 0 , . . . , a n−1 be continuous functions on ∆ and let
Then there exist arbitrarily C 0 small perturbations a 0 0 , . . . , a 0 n−1 of a 0 , . . . , a n−1 such that
is a smooth compact surface with boundary on which there exists a complex structure J so that the projection π : (Σ 0 , J) → (C, J 0 ), π(z, w) = z, is holomorphic.
Corollary 2.3. There exist a bordered Riemann surface S, a proper holomorphic function a : S → ∆ and a smooth function ϕ : S → C such that
is a smooth embedding whose image is arbitrarily close to Σ in Hausdorff topology.
Our goal is to push ϕ to the zero function so that as soon as the graph of the perturbed function comes out of the initial neighbourhood of the graph of ϕ it becomes holomorphic. In this way we will push the starting smooth variety Σ to ∆ × {0} so that as soon as the perturbed variety comes out of the initial neighbourhood of Σ it becomes analytic. The Continuity Principle [4, 6] then finishes the proof of Theorem 1.1. In the remainder of the proof we closely follow Chirka's [2] approach to the problem. However, since we are working on a general bordered Riemann surface some modifications are necessary.
We denote the coordinates on C by w = u + iv. Let J 0 be the standard (product) complex structure on S × C. We will find a smooth family {J t } t∈[0,1] of almost complex structures on S × C such that J t = J 0 outside the given neighbourhood of the graph of ϕ and such that the graph of ϕ is a J 1 -holomorphic curve in S × C, that is, all its tangent spaces are J 1 invariant.
Let X 0 be a vector field on S with no zeros. We define the vector fields At each point (z, w) ∈ S × C we define J an almost complex structure on S × C as the linear isomorphism of the tangent space T (z,w) (S × C) such that J 2 = −I and
This condition is equivalent to
Recall that ∂ operator on (S, J 0 ) is defined as ∂ϕ = 1 2 (dϕ + i dϕ • J 0 ). Let λ : R → [0, 1] be a smooth function whose support is contained in an arbitrarily small neighbourhood of 0 and such that λ(0) = 1. We define a family {J t } t∈[0,1] of almost complex structures on S × C so that
Observe that J 1 = J on the graph of ϕ, J t = J 0 outside the given neighbourhood of the graph of ϕ and that we get the standard complex structure at t = 0. We will find a smooth family {ϕ t } t∈[0,1] of smooth functions on S such that ϕ 1 = ϕ, ϕ 0 = 0 and that the graph of the function ϕ t is a J t -holomorphic curve in S × C for each t ∈ [0, 1]. From the previous argument we see that ϕ t should be selected so that
holds on S. Therefore it is enough to find a function ϕ t on S which solves the nonlinear ∂-equation
where q(z, ϕ t (z)) = 4 λ(|ϕ t (z) − ϕ(z)| 2 ) (∂ϕ)(z) is a (0, 1) form on S. Every bordered Riemann surface S can be embedded in the (Shottky) double S which is obtained by gluing two copies of S with the opposite orientations along ∂S, [12] . Without loss of generality we may assume that ϕ = 0 on S \ S.
Let 0 < α < 1 and set p = 2/(1 − α). Recall, [7, p.31] , that there exists K(ξ, z) a smooth mapping from S into the space of (1, 0)-forms on S with meromorphic coefficients, that is, for each z ∈ S we get a linear meromorphic differential on S with a simple pole of residue 1 at ξ = z, such that for every h ∈ L p (0,1) (S) the function Kh ∈ C α ( S):
solves the ∂-equation ∂u = h on S and is holomorphic on S \ S. The regularity part of the result follows from [13] . Let z 0 be any point from S \ S. In addition, we may assume that (Kh)( z 0 ) = 0 for every h ∈ L (4) for each t ∈ I. In adition, these solutions will depend continuously on the parameter t. Hence the set of t's for which we have a solution of (4) is open in [0, 1] . In the second step we will show that this set is also closed in [0, 1] and hence it is in fact equal to [0, 1] .
Fredholm operator of index 0 (the derivative of the q-term with respect to h is a compact operator). Therefore to prove that the set of t's for which we have a solution of equation (4) is open in [0, 1] it is enough to show that the partial derivative D h Q is an injective linear operator at every point.
Let h ∈ L p (0,1) (S) be in the kernel of any of these operators. Writing ϕ = Kh we get a linear ∂-equation in A ∂ϕ + aϕ + bϕ = 0, where a and b are bounded (0, 1) forms on S whose supports are in S. We define ω = a + b (ϕ/ϕ) where ϕ = 0 and ω = 0 where ϕ = 0. Then ω is a bounded (0, 1) form on S and hence Kω ∈ C α ( S). The function ϕ e Kω is holomorphic outside its zero set ∂(ϕ e Kω ) = ∂ϕ e Kω + ϕ ω e Kω = (∂ϕ + aϕ + bϕ) e Kω = 0 and hence by Radó's theorem holomorphic on S. Since ϕ( z 0 ) = 0, we get ϕ = 0. Finally we will show that the set of parameters t ∈ [0, 1] for which we have a solution of (4) is closed. Let {(t n , h n )} ∞ n=1 be a sequence of solutions of the equation (4) (4) is in fact a smooth function.
We have proved that there exists a continuous family {ϕ t } t∈[0,1] of solutions of the equation (3) from the space A. In particular, every solution ϕ t has a zero at the point z 0 and so ϕ 0 = 0 on S. By our construction are the graphs {(z, ϕ t (z)) ; z ∈ S} holomorphic with respect to the usual complex structure J 0 on S × C whenever they come out of the initial given neighbourhood of the graph of ϕ.
It remains to be seen that the sup-norms of ϕ t , t ∈ [0, 1], stay below 1. Let N ⊆ S × ∆ be a small closed neighbourhood of the graph of ϕ so that as soon as the graph of ϕ t , t ∈ [0, 1], comes out of N , the function ϕ t becomes holomorphic. Let Z t be the preimage of N by the map z → (z, ϕ t (z)) from S into S × C. Then ϕ t is holomorphic on Ω t = S \ Z t .
We consider two cases. If the boundary of Ω t is empty, then ϕ t is holomorphic on S and hence identically equal to 0. If the boundary of Ω t is nonempty, then it is taken by the map z → (z, ϕ t (z)) into N and hence ϕ t takes the boundary of Ω t into ∆. By the maximum principle is |ϕ t | below 1 on Ω t and by definition it is below 1 on Z t . This concludes the proof of Theorem 1.1.
The above proof can be repeated over any bordered Riemann surface R.
Theorem 2.5. Let R be a bordered Riemann surface and let a 0 , . . . , a n−1 be continuous functions on R such that the set
is a subset of R×∆. Then every function holomorphic in a connected neighbourhood of the set K = Σ ∪ (∂R × ∆) extends holomorphically to a neighbourhood of R × ∆.
Proof of Theorem 1.2
Let Ω be a connected neighborhood of K ε and f a holomorphic function in Ω. Since K ε is invariant under the transformation (z, w) → (−z, −w), shrinking Ω if necesary we may assume that Ω is invariant under such transformation as well and hence f can be decomposed into its even and odd part. Therefore, to extend f , we can further assume that f is even (for the odd part the reasoning being the same).
Let ρ ± , defined in a smooth neighborhood D ± of ±Re(z) ≥ −1/2 and |z| ≤ 1, be the radius of convergence of the Taylor expansion of f
Since f is holomorphic and even in Ω, the functions u ± := log 
where α = γη < 1. Thus, there is 0 < ε 0 < 1 so that u + (it) < log 1 ε for all 0 < ε < ε 0 and t ∈ [−1, 1]. But, by the symmetry mentioned above that u ± satisfy, this clearly means that f has a holomorphic extension to a domain Ω that contains a graph of a continuous function to which Chirka's Theorem [2] can be applied. This finishes the proof.
Remark 3.1. We should mention that there is a big gap in theorem 1.2 with respect to Chirka's question in the introduction since, in our theorem, we tacitly assume that the neighbourhood from which we have the extension must be 'fat' enough near the faces Σ ε as specified in the hypothesis. We do not know if this restriction can be removed.
Appendix
We will show that using C 0 small perturbations of the coefficients a 0 , . . . , a n−1 of P (z, w), we can put Σ in a general position as claimed in section 2.
First, by a small perturbation of a 2 (Sard's theorem, [8] ) we may assume that 0 is a regular value of P ww : ∆ × C → C. Let Σ 2 = {(z, w) ∈ ∆ × C ; P ww (z, w) = 0}.
Second, by a small perturbation of a 1 we may assume that 0 is a regular value of the map P w (z, w) on ∆ × C and on Σ 2 . Let Σ 1 = {(z, w) ∈ ∆ × C ; P w (z, w) = 0}.
Hence the intersection of smooth surfaces Σ 1 and Σ 2 is transversal and Σ 1 ∩ Σ 2 is a finite set.
Finally, by a C 0 small perturbation of a 0 we can achive that 0 is a regular value of P (z, w) on ∆ × C and on Σ 1 , and that Σ ∩ Σ 1 ∩ Σ 2 = ∅. Here, Σ = {(z, w) ∈ ∆ × C ; P (z, w) = 0}.
Therefore, there are only finitely many points z ∈ ∆ such that the equation P (z, w) = w n + a n−1 (z)w n−1 + . . . a 0 (z) = 0 has geometrically less than n zeros and every zero of the polynomial P (z, w), z ∈ ∆, is of at most second order. In a neighbourhood of a point (z 0 , w 0 ) ∈ Σ, where P w (z 0 , w 0 ) = 0, is Σ the graph of a smooth function on ∆(z 0 , r), r > 0. On the other hand, in a neighbourhood of a point (z 0 , w 0 ) ∈ Σ where P w (z 0 , w 0 ) = 0, we can write Σ as the zero set of a quadratic 'Weierstrass polynomial', that is, there exist smooth functions p and q defined in ∆(z 0 , r), r > 0, such that in a neighbourhood of (z 0 , w 0 ) we have Σ = {(z, w) ; w 2 + 2p(z)w + q(z) = 0}.
The discriminant D = p 2 −q has an isolated zero at z 0 by our previous construction. Let k ∈ Z be the winding number of D about z 0 on the circle |z − z 0 | = r. Using uniformly small perturbation of q with support in ∆(z 0 , r 2 ) we can get that D has |k| isolated zeros on ∆(z 0 , r) and that the winding number of p 2 − q about each of them is either +1 or −1.
