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Abstract
In the present thesis we study the distance function to the cut locus of a subman-
ifold.
We explain the basic notions for a given Finsler manifold (M, F ) and a submanifold
M˜. Roughly speaking, for a given point x0 on the submanifold M˜ and any unit vector
y0 which is normal to M˜ we define the cut point as the first point on the geodesic
starting at x0 in direction y0 such that this geodesic fails to be minimising distance
to M˜ for any point that lies beyond the cut point. The set of all cut points is called
the cut locus of M˜ and is denoted by CutfM. The distance function to the cut locus,
i.e. the function that measures distance from x0 to the cut point, depends on (x0, y0)
and is denoted by ifM. See Definition 2.15 for precise terminology.
We prove that the distance function to the cut locus of a submanifold M˜ is locally
Lipschitz continuous. For technical reasons, we have to presume the absence of con-
jugate points, i.e. points at which the derivative of the exponential map is singular.
This is the main result of the present thesis and the precise statement can be found in
Theorem 3.2. We remark, that the hypothesis on conjugate points is always satisfied
in Finsler manifolds of nonpositive flag curvature.
In [LN05] Y.Y. Li and L. Nirenberg establish local Lipschitz continuity of the
distance function to the cut locus in a more restrictive setting. They consider a
particular geometric situation in which the ambient manifold M is assumed to be
RN and the submanifold M˜ is the boundary of a C2,1 domain Ω ⊂⊂ RN . Hence,
their setting is of codimension 1 and allows for a distinction between inner and outer
normals of M˜ = ∂Ω. Thus, our result clearly extends the existing theory for Finsler
manifolds.
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Introduction
The present thesis is concerned with the distance function to the cut locus of a
submanifold.
In order to illustrate the basic notions we study an introductory example. We
consider a circular curve in the x1 x2 plane, centred at the origin, of the Euclidean
space R3 and a straight line segment starting at some fixed point on the curve in some
direction normal to the curve. Depending on the starting direction, there might exist
a point z0 on this segment at which the segment ends up to be a distance minimising
curve joining the point with the curve. We may call this point a cut point of the curve
and call the union of all cut points the cut locus. Here, it is easy to observe that the
cut locus coincides with the x3 axis. Now we are interested in the distance function
to the cut locus. It is the function that measures distance from the starting point to
the cut point z0 along the line segment. Clearly, the distance function to the cut locus
depends on the starting point and the starting direction. In the situation described
above the distance function to the cut locus is constant for any starting direction in
the x1 x2 plane, whereas it is defined as ∞ whenever there is no cut point on the
segment. In general one might ask for the regularity of this function.
In the present thesis we give an answer to this question in a far more general setting.
Instead of a curve in a Euclidean space we consider a submanifold M˜ of a Finsler
manifold (M, F ) without restrictions on dimension and codimension. The definition
of a cut point of M˜ corresponds to the definition in the introductory example. Roughly
speaking, for a given point x0 on the submanifold M˜ and any unit vector y0 which is
normal to M˜ we define the cut point as the first point on the geodesic starting at x0
in direction y0 such that this geodesic fails to be minimising distance to M˜ for any
point that lies beyond the cut point. The set of all cut points is called the cut locus of
M˜ and is denoted by CutfM. The distance function to the cut locus, i.e. the function
that measures distance from x0 to the cut point, depends on (x0, y0) and is denoted
by ifM. See Definition 2.15 for precise terminology.
In what follows, we prove that the distance function to the cut locus ifM is locally
Lipschitz continuous. For technical reasons, we have to presume the absence of con-
jugate points, i.e. points at which the derivative of the exponential map is singular.
This is the main result of the present thesis and the precise statement can be found in
Theorem 3.2. We remark that in a Euclidean setting the derivative of the exponential
map is the identity and hence the situation described in the introductory example is
clearly covered by our result.
Since it might be inconvenient to verify the absence of conjugate points directly
we provide more manageable conditions in two corollaries. Our result is applicable to
1
Introduction
Finsler manifolds with nonpositive flag curvature since this condition implies that no
geodesic can contain any conjugate point. In a further, less restrictive, corollary we
show that a positive upper bound on the flag curvature of (M, F ) yields the existence of
a constant such that ifM is locally Lipschitz continuous whenever it is strictly bounded
by this constant.
Regularity results of this type have been proven before. Firstly, in the case of
a Riemannian manifold J. Itoh and M. Tanaka established local Lipschitz continuity
under general assumptions, see [IT01, Theorem B]. In particular, their result does
not require any conditions on the regularity of the derivative of the exponential map.
However, a main ingredient for their proof is a corresponding Lipschitz continuity
result for the distance function to the focal locus of M˜. In Riemannian geometry,
focal points of a submanifold M˜ coincide with points at which the derivative of the
restriction of the exponential map to the normal bundle of M˜ is singular. We remark
that whenever the submanifold reduces to a single point the notions of focal points
and conjugate points agree. However, to the best of our knowledge the theory of focal
points of submanifolds in Finsler geometry is far less developed than in Riemannian
geometry.
Secondly, in [LN05] Y.Y. Li and L. Nirenberg derived local Lipschitz continuity
for ifM in a special Finsler setting. They consider a particular geometric situation in
which the ambient manifold M is assumed to be RN and the submanifold M˜ is the
boundary of a C2,1 domain Ω ⊂⊂ RN . Hence, their setting is of codimension 1 and
allows for a distinction between inner and outer normals of M˜ = ∂Ω.
The objective of the present thesis is to analyse to what extent the approach of
Y.Y. Li and L. Nirenberg can be extended to a less restrictive setting. We are able to
generalise their method to allow for arbitrary dimension and codimension but require a
condition that guarantees regularity of the derivative of the exponential map at certain
points. Thus, our result is not as general as the corresponding one for Riemannian
manifolds, but clearly extends the existing theory for Finsler manifolds.
Before we explain the structure of this thesis we proceed with a few remarks on
important differences between Riemannian and Finsler geometry. Although S.S. Shen
stated that ’Finsler geometry is just Riemannian geometry without the quadratic
restriction’ there are deep conceptual differences between Riemannian and Finsler
geometry. We highlight two of these differences that play a vital role throughout the
present thesis.
The most popular difference is probably the fact that the Finsler distance function
is not symmetric. Randers spaces provide easy examples of such Finsler manifolds,
see Example 1.2. Consequently, for any distance minimising curve c : [a, b] → M
and some fixed t0 ∈ [a, b] the backward curve c¯(t) := c(t0 − t) fails to be distance
minimising. Accordingly, we have a corresponding statement for geodesics. However,
we observe that for any given geodesic c : [a, b]→M of the Finsler manifold (M, F )
the backward curve is a geodesic with respect to the Finsler manifold (M, F¯ ) where
F¯ : TM→ [0,∞) denotes the Finsler structure defined by F¯ (x, y) := F (x,−y). We
will frequently make use of this interrelation in Chapters 2 and 3.
As second difference we note that we merely have exp ∈ C1(TM) for the ex-
ponential map of a Finsler manifold (M, F ) compared to exp ∈ C∞(TM) in the
Riemannian case. This statement is sharp in the sense that exp ∈ C2(TM) if and
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only if the Finsler structure is of a special type, called Berwald type, see [BCS00, Sec-
tion 5.3]. Since a main ingredient for our approach is Taylor expansions for the Finsler
distance function, the regularity of exp and its inverse are of paramount importance
for this thesis.
This thesis is organised as follows. In the first chapter we provide a brief summary
of those aspects of Finsler geometry that are relevant for the thesis. We omit a
detailed discussion of the various curvature notions of Finsler manifolds and suggest the
interested reader to consult [BCS00] or [She01] for more information on this topic. In
this chapter, we omit proofs whenever we are able to refer to one of the aforementioned
books. However, sometimes we need minor refinements of standard results. In these
cases, we include complete proofs. As mentioned before, Taylor expansions of the
Finsler distance function are a key tool in the proof of the main theorem. Therefore,
we place an emphasis on results concerning the differentiability of the distance function
in Section 1.5.
The objective of the second chapter is to give precise definitions of the cut value
and the cut locus of a submanifold. Moreover, we provide a characterisation of CutfM
as the boundary of the so called cut domain DfM and show, by virtue of this character-
isation, that under reasonable hypotheses the distance function to the submanifold M˜
is smooth in DfM\M˜. This will be accomplished in Section 2.3. To this end we require
some preparations in the preceding sections of Chapter 2. In Section 2.1 we introduce
the notion of a normal vector to a submanifold M˜ and compute the first variation of
the length functional to motivate this definition. Subsequently, we discuss the notion
of normal curvature of a submanifold and establish estimates for the normal curvature
when the submanifold is touched by a metric sphere. As a special case, we consider a
situation in which a metric sphere is touched by another metric sphere with a smaller
radius. These considerations are based on results presented in [She01].
The third chapter is dedicated to the proof of the main result of the present thesis.
In Section 3.1, we give a precise formulation of our Lipschitz continuity theorem for
the distance function to the cut locus and establish the aforementioned corollaries. In
the course of the proof of Theorem 3.2 we distinguish between three different cases.
Sections 2 and 3 of this chapter are dedicated to these cases. The final proof can be
found in Section 3.4.
In the appendix we provide a proof for a merely technical lemma which is needed
in Chapter 3.
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Chapter 1
Finsler Geometry
In the first chapter we provide an introduction to Finsler geometry. The standard
reference for this subject is [BCS00] and we will frequently refer to this book. Oc-
casionally, we will also make use of some of the material presented in [She01]. Since
general vector bundles play a vital role in Finsler geometry we will commence with a
brief review of the basic notions.
Throughout the present thesis MN = M will always be an N -dimensional C∞
manifold. Consider a further C∞ manifold E and a map pi ∈ C∞(E,M). The
preimage Ep := pi−1(p) of p ∈ M is called the fiber of pi over E. Assuming that the
fibers are equipped with an R-vector space structure, the triple (pi,E,M) is called an
R-vector bundle overM of rank k if for any p ∈M there exists an open neighbourhood
U ⊂M of p and a diffeomorphism Φ : U × Rk → pi−1(U) such that
(i) pi ◦ Φ = pi1, where pi1 : U × Rk → U is the projection to the first factor, and
(ii) for q ∈ U fixed, Φ(q, ·) is a linear isomorphism.
Usually, we speak of the vector bundle E as an abbreviation for the R-vector bundle
of rank k (pi,E,M). A well-known example for a vector bundle is the tangent bundle
E := TM ofM, i.e.
TM := ∪p∈MTpM
is the union of all tangent spaces TpM at p ∈ M. In that case pi : TM→M is the
projection to the first factor.
A section of a vector bundle E is a map S : M → E such that S ◦ pi = id, i.e.
S(p) ∈ Ep for p ∈ M. By Γ(E) we denote the space of smooth sections of E. In
particular, smooth sections of the tangent bundle are called vector fields.
A local frame of E is a k-tuple (S1, · · · , Sk), Si ∈ Γ(E), such that for p ∈ U ⊂M(
S1(p), . . . , Sk(p)
)
forms a basis of Ep. Given a smooth curve c : I →M, where I ⊂ R
is some interval, a frame of E along c is a k-tuple (S1(t), . . . , Sk(t)) of sections along
c such that for all t ∈ I (S1(t), . . . , Sk(t)) is a basis of Ec(t).
1.1 Finsler Manifolds
We proceed with some introductory remarks. Given an open subset U ⊂ M a
chart x : U → x(U) ⊂ RN is a diffeomorphism whose components define a system of
local coordinates x(p) = (xi(p)). Usually, we will identify p ∈ M with its coordinate
representation x = x|p. Evaluated at p ∈ M local coordinates give rise to a basis
5
1 Finsler Geometry
{ ∂
∂xi
∣∣
p
} of TpM. Thereby, we also obtain coordinates for y ∈ TpM via the formula
y = yi ∂
∂xi
.
The set
TM\ 0 := TM\ {(x, 0);x ∈M}
is called the slit tangent bundle. For (x, y) ∈ TM, i.e. x ∈ M and y ∈ TpM, the
natural projection pi : TM → M is given by pi(x, y) := x. The local coordinates
(xi, yi) of the manifold TM \ 0 yield a local frame for T (TM \ 0). We denote the
frame in question by { ∂
∂xi
, ∂
∂yi
}, knowing full well that the use of the symbol ∂
∂xi
is
somewhat inaccurate. However, since it both simplifies notation and agrees with the
notation of the standard reference [BCS00] we continue using it here.
The dual space of TpM is called the cotangent space and denoted by T ∗pM. The
dual basis of T ∗pM is denoted by {dxi
∣∣
p
}. The cotangent bundle T ∗M is the union of
all cotangent spaces. Local coordinates (xi, yi) of the manifold TM\ 0 give rise to a
local coframe of T ∗(TM\ 0) which will be denoted by {dxi, dyi}.
We intend to pull back the slit tangent bundle via pi and denote the pulled-back
bundle by pi∗TM. More precisely,
pi∗TM :=
⋃
(x,y)∈TM\0
Tpi(x,y)M
which is a vector bundle over the manifold TM\0. The fiber at a point (x, y) ∈ TM\0
is pi∗TM|(x,y) := {(x, y, v); v ∈ TxM} ∼= TxM.
Following these preparatory remarks we now introduce the notion of a Finsler
manifold.
Definition 1.1. A function F : TM→ [0,∞) is called a Finsler structure ofM if
1. F ∈ C∞(TM\ 0) ∩ C0(TM)
2. F (x, λy) = λF (x, y) for all λ > 0 and (x, y) ∈ TM
3. For each (x, y) ∈ TM\ 0, the symmetric bilinear form
g(x,y)(w1, w2) :=
1
2
∂2
∂s∂t
(F 2(x, y + sw1 + tw2))
∣∣∣∣
s,t=0
where w1, w2 ∈ TxM is positive definite.
The pair (M, F ) is called a Finsler manifold whenever M is a manifold and F is a
Finsler structure.
Example 1.2. (i) Riemannian Manifolds: A family {gx} of inner products defines
a Finsler structure by F (x, y) :=
√
gx(y, y). In this case the Finsler structure is
called Riemannian.
(ii) Randers Spaces: Provided that we add a y-linear term to a Riemannian Finsler
structure we obtain a so called Randers metric. A Randers metric F (x, y) =√
gx(y, y) + bi(x)yi is a Finsler structure whenever b(x) ∈ TxM satisfies
sup
y∈TxM
bi(x)yi√
gx(y, y)
< 1.
Furthermore, the tuple (M, F ) is called Randers space.
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A detailed discussion of Randers spaces and further examples of Finsler manifolds
can be found in [BCS00].
A Finsler structure is said to be absolutely homogeneous if F (x, y) = F (x,−y).
In general, a Finsler structure does not have this property. Randers metrics provide
a family of examples of not absolutely homogeneous Finsler structures since these
metrics are absolutely homogeneous if and only if b = 0, i.e. they are Riemannian.
Remark 1.3. Given a Finsler structure F it is an easy exercise to observe that
F¯ : TM→ [0,∞), defined by F¯ (x, y) := F (x,−y) is again a Finsler structure.
The bilinear form g satisfies the following Cauchy-Schwarz inequality. See [She01,
Lemma 1.2.3] for a proof of the next lemma.
Lemma 1.4. Let (M, F ) be a Finsler manifold and x ∈M. Then
g(x,y)(y, v) ≤ F (x, y) F (x, v)
for y, v ∈ TxM. Moreover, equality holds if and only if v = λy for some λ ≥ 0.
Distances in the tangent space TxM are measured by using the Finsler structure.
The Finslerian length of y ∈ TxM is defined by
‖ y ‖F :=
√
g(x,y)(y, y) = F (x, y).
Accordingly, we make use of the Finslerian length of the tangent field to measure the
length of a curve in a Finsler manifold. Let c : [a, b]→M be a (piecewise) C2 curve.
Its integral length is measured by
L(c) :=
∫ b
a
‖ c˙(t) ‖F dt =
∫ b
a
F (c(t), c˙(t))dt. (1.1)
For x, x0 ∈M let the distance d :M×M→ [0,∞) between x and x0 be defined by
d(x, x0) := inf {L(c); c : [a, b]→M, a piecewise C∞ curve, c(a) = x, c(b) = x0} .
The distance function d satisfies
(i) d(x0, x1) > 0 provided that x0 6= x1 and d(x0, x0) = 0
(ii) d(x0, x1) ≤ d(x0, x2) + d(x2, x1)
where x0, x1, x2 ∈ M. However, d is not a metric in the classic sense since it is,
in general, unsymmetric. For example, d is symmetric if the Finsler structure is
absolutely homogeneous. Therefore it is reasonable to distinguish between
d−x0(x) := d(x, x0) and d
+
x0(x) := d(x0, x) (1.2)
when we are interested in the distance towards or from a fixed point x0 ∈ M. Given
some subset A ⊂M we set accordingly
d−A(x) := infa∈A
d(x, a) and d+A(x) := infa∈A
d(a, x). (1.3)
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Next, we introduce gradients of functions. Let f :M→ R be differentiable. The
differential df |x of f at x ∈M is a linear functional on TxM. The gradient grad f |x
of f at x is the vector that satisfies
df(y) = g(x,gradf |x)(grad f |x, y). (1.4)
The existence of grad f can be shown by using Legendre transformations, see [She01,
Section 3.2] for details. Furthermore, in [She01, Lemma 3.2.3] one finds a proof for
the following result on the gradient of the distance function.
Lemma 1.5. Let (M, F ) be a Finsler manifold, x0 ∈ M and set ρ : M → R either
ρ := d+x0 or ρ := −d−x0.
Given that ρ is differentiable at some x ∈M and under the additional assumption
that there exists a neighbourhood U ⊂M of x such that for each z ∈ U there exists a
smooth curve c : [0, |ρ(z)|]→M with c(0) = z and c(|ρ(z)|) = x0 we have
F (x, grad ρ|x) = 1.
1.2 The Chern Connection and Covariant Derivatives
Given a Finsler manifold (M, F ) we introduce two important tensors. By applying
the bilinear form g(x,y) induced by F to standard basis sections we obtain components
gij of a symmetric covariant 2-tensor g = gij on TM, the fundamental tensor of F .
More precisely, the coefficients gij are defined by
gij(x, y) :=
(
1
2
F 2(x, y)
)
yiyj
= g(x,y)
(
∂
∂yi
,
∂
∂yj
)
.
By gij we denote the inverse of gij . Likewise, the components of the Cartan tensor
Aijk, a totally symmetric, covariant 3-tensor are defined by
Aijk(x, y) :=
F
2
∂
∂yk
gij(x, y) =
F
4
(
F 2(x, y)
)
yiyjyk
.
We collect some properties of the Cartan tensor in the following Lemma.
Lemma 1.6. Let (M, F ) be a Finsler manifold. Then for (x, y) ∈ TM\ 0 the com-
ponents Aijk of the Cartan tensor have the following properties:
(i) Aijk(x, y) is symmetric in all its indices.
(ii) Aijk(x, y) yi = Aijk(x, y) yj = Aijk(x, y) yk = 0
(iii) Aijk(x, y) = 0 for all (x, y) ∈ TM\ 0 if and only if the Finsler structure F is
Riemannian
Proof. The first assertion is an immediate consequence of the definition of Aijk. Fur-
thermore, the definition implies Aijk(x, y) = 0 for all (x, y) ∈ TM\ 0 if and only if
gij is independent of y. Thus, F is Riemannian and the third assertion is proven.
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As to a proof of the second assertion it suffices to consider one of these identities.
We compute
yi Aijk(x, y) = yi
F
4
(
F 2(x, y)
)
yiyjyk
= yi
F
4
(
∂
∂yi
F
∂2
∂yj∂yk
F
+
∂
∂yk
F
∂2
∂yi∂yj
F + F
∂3
∂yi∂yj∂yk
F
)
and observe that the positive homogeneity assumption on the Finsler structure F yields
F (x, y) = yi ∂
∂yi
F (x, y), yi ∂
2
∂yi∂yj
F (x, y) = 0, and yi ∂
3
∂yi∂yj∂yk
F (x, y) = − ∂2
∂yj∂yk
F (x, y).
Hence, yiAijk(x, y) = 0.
Regarding (iii) in the previous Lemma we obtain a characterisation of Riemannian
Finsler structures by vanishing coefficients of the Cartan tensor.
We continue with the introduction of formal Christoffel symbols of the second kind
γijk =
(
γijk
)
(x,y)
:=
1
2
gis(x, y)
(
∂
∂xk
gsj(x, y)− ∂
∂xs
gjk(x, y) +
∂
∂xj
gks(x, y)
)
and the coefficients N ij of the Ehresmann connection
N ij = (N
i
j)(x,y) :=
(
γijk
)
(x,y)
yk − 1
F
Aijk(x, y)
(
γkrs
)
(x,y)
yrys,
which is a nonlinear connection on TM\ 0.
Remark 1.7. By g¯ij and A¯ijk we denote the fundamental tensor and the Cartan
tensor related to the Finsler structure F¯ introduced in Remark 1.3. Similarly we
denote by γ¯ijk and N¯
i
j the corresponding Christoffel symbols of the second kind and
the coefficients of the Ehresmann connection respectively. One can quickly verify the
following identities for these quantities
g¯ij(x, y) = gij(x,−y),
A¯ijk(x, y) = −Aijk(x,−y),(
γ¯ijk
)
(x,y)
=
(
γijk
)
(x,−y) ,(
N¯ ij
)
(x,y)
= − (N ij)(x,−y) .
In order to obtain a more convenient behaviour under transformations induced by
coordinate changes onM we replace ∂
∂xi
by
δ
δxi
:=
∂
∂xi
−N ji
∂
∂yj
(1.5)
and dyi by
δyi := dyi +N ijdx
j .
We remark that { δ
δxi
, F ∂
∂yi
} on T (TM\ 0) is the natural dual basis to {dxi, 1F δyi} on
T ∗(TM \ 0). We also obtain a decomposition of T (TM \ 0) into subbundles, more
precisely into a horizontal part spanned by { δ
δxi
}, and a vertical part spanned by
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{F ∂
∂yi
}. More precisely, we have that these subspaces are orthonormal with respect
to the metric
gij(x, y) dxi ⊗ dxj + gij(x, y) δy
i
F
⊗ δy
j
F
(1.6)
which is a Riemannian metric on T (TM\0). The metric (1.6) is called Sasaki metric.
See [BCS00, Section 2.3] for further explanation.
The existence of a linear connection on the pull-back bundle was proven by S.-S.
Chern in 1948. We state the result in the following theorem whose proof can be found
in [BCS00, Theorem 2.4.1].
Theorem 1.8 (Chern). Let (M, F ) be a Finsler manifold. There exists a unique
linear connection ∇ on the pull-back bundle pi∗TM which is determined by
∇ : Γ(T (TM))× Γ(pi∗TM)→ Γ(pi∗TM)
∇(Xˆ,W ) = ∇XˆW =
(
dW i(Xˆ) +W jωij(Xˆ)
)
⊗ ∂
∂xi
where Xˆ ∈ Γ(T (TM)), W = W i ∂
∂xi
is a smooth section of pi∗TM and the connection
coefficients ωij are given by
ωij = Γ
i
jkdx
k
where Γijk are symmetric in the lower indices, i.e. Γ
i
jk = Γ
i
kj and defined by
(Γijk)(x,y) := (γ
i
jk)(x,y) − gis(x, y)
(
Asjl
N lk
F
−AjklN
l
s
F
+Aksl
N lj
F
)∣∣∣∣∣
(x,y)
,
or equivalently (Γijk)(x,y) = g
is(x, y)
(
δgsj
δxk
− δgjkδxs + δgksδxj
)∣∣∣
(x,y)
.
The first condition on the connection coefficients in the previous theorem char-
acterises the connection as being torsion-free whilst the second as being almost g-
compatible. In the succeeding Lemma we rephrase the fact that ∇ is torsion free by
using a notation from [She01].
Lemma 1.9. Let (M, F ) be a Finsler manifold. Given an arbitrary section Xˆ ∈
Γ(T (TM)) we write Xˆ = X˜i ∂
∂xi
+Xi ∂
∂yi
and set X˜ = X˜i ∂
∂xi
. Then
∇Xˆ Y˜ −∇Yˆ X˜ − [˜Xˆ, Yˆ ] = 0
where Xˆ, Yˆ ∈ Γ(T (TM)), and the Lie bracket [·, ·] : Γ(T (TM)) × Γ(T (TM)) →
Γ(T (TM)) is defined by [Xˆ, Yˆ ] := XˆYˆ − Yˆ Xˆ.
Proof. Firstly, we compute
∇Xˆ Y˜ = ∇Xˆ
(
Y˜ j
∂
∂xj
)
=
(
dY˜ j
)
(Xˆ)
∂
∂xj
+ Y˜ j∇Xˆ
(
∂
∂xj
)
=
(
X˜i
∂
∂xi
Y˜ j +Xi
∂
∂yi
Y˜ j
)
∂
∂xj
+ Y˜ jωij(Xˆ)
∂
∂xi
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and similarly, ∇Yˆ X˜ =
(
Y˜ i ∂
∂xi
X˜j + Y i ∂
∂yi
X˜j
)
∂
∂xj
+ X˜jωij(Yˆ )
∂
∂xi
. Since ∇ is torsion-
free we derive
X˜jωij(Yˆ ) = X˜
j
(
Y˜ kωij(
∂
∂xk
) + Y kωij(
∂
∂yk
)
)
= X˜j Y˜ kΓijk = X˜
j Y˜ kΓikj = X˜
j Y˜ kωik(
∂
∂xj
) = Y˜ jωij(Xˆ)
and conclude
∇Xˆ Y˜ −∇Yˆ X˜ =
(
X˜i
∂
∂xi
Y˜ j +Xi
∂
∂yi
Y˜ j − Y˜ i ∂
∂xi
X˜j − Y i ∂
∂yi
X˜j
)
∂
∂xj
= [˜Xˆ, Yˆ ].
We consider a smooth, regular curve c : [a, b] →M and set cˆ(t) := ddt (c(t), c˙(t)).
For W ∈ Γ(pi∗(TM)) we compute
∇cˆ(t)W
∣∣
(c(t),c˙(t))
=
(
d W i
∣∣
(c(t),c˙(t))
(cˆ(t)) + W j
∣∣
(c(t),c˙(t))
ωij(cˆ)
∣∣
(c(t),c˙(t))
)
⊗ ∂
∂xi
∣∣∣∣
(c(t),c˙(t))
=
(
d
dt
(
W i ◦ (c, c˙)) (t) + W j∣∣
(c(t),c˙(t))
(
Γijk
)
(c(t),c˙(t))
c˙k(t)
)
⊗ ∂
∂xi
∣∣∣∣
(c(t),c˙(t))
This observation motivates the subsequent definition of covariant derivatives of
vector fields along smooth curves.
Definition 1.10. Let (M, F ) be a Finsler manifold and c : [a, b] →M be a smooth,
regular curve. For a given vector field W = W i ∂
∂xi
∣∣
c
along c the covariant derivative
of W along c is defined by
Dc˙W (t) :=
(
d
dt
W i(t) +W j(t) c˙k(t) (Γijk)(c(t),c˙(t))
)
∂
∂xi
∣∣∣∣
c(t)
.
Remark 1.11. Since one might replace (Γijk)(c(t),c˙(t)) in the above definition by
(Γijk)(c(t),W (t)) there exist two distinct notions of a covariant derivative along a given
curve. In order to distinguish between both notions one usually mentions the reference
vector c˙ or W respectively. See [BCS00, Section 5.2] for further details. However, in
the present thesis we will only make use of covariant derivatives with reference vector
c˙ as defined in Definition 1.10. Consequently, in what follows we will continue to
suppress the reference vector.
Definition 1.12. Let (M, F ) be a Finsler manifold and c : [a, b] →M be a smooth,
regular curve. A vector field V along c is called parallel if
Dc˙V (t) = 0 for t ∈ (a, b).
A map Pc : Tc(a)M → Tc(b)M is called parallel transport of v ∈ Tc(a)M along c,
provided that Pc(v) = V (b) where V is a parallel vector field along c with V (a) = v.
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We conclude this section with a brief introduction to Finslerian curvature notions.
The curvature tensor Ω : Γ(T (TM)) × Γ(T (TM)) × Γ(pi∗TM) → Γ(pi∗TM) of the
Chern connection is given by
Ω(Xˆ, Yˆ )W := ∇Xˆ∇YˆW −∇Yˆ∇XˆW −∇[Xˆ,Yˆ ]W (1.7)
where Xˆ, Yˆ ∈ Γ(T (TM)), W ∈ Γ(pi∗TM). For W = W j ∂
∂xj
we write
Ω(Xˆ, Yˆ )W = W jΩ(Xˆ, Yˆ )
∂
∂xj
=: W jΩj(Xˆ, Yˆ ) =: W jΩij(Xˆ, Yˆ )
∂
∂xi
.
By successively choosing horizontal, vertical and mixed basis sections of T (TM\ 0)
for Xˆ, Yˆ we obtain so called hh-, vv-, and hv-curvature tensors . We refer to [BCS00,
Chapter 3] for a detailed discussion of these curvature notions. Here we merely prove
a representation for the components Rij kl := Ω
i
j(
δ
δxk
, δ
δxl
) of the hh-curvature tensor
in local coordinates.
Lemma 1.13. Let (M, F ) be a Finsler manifold and, like in Theorem 1.8 and (1.7),
denote the Chern connection by ∇ and its curvature tensor by Ω. In local coordinates,
the components Rij kl of the hh-curvature tensor are given by
Rij kl :=
δΓijl
δxk
− δΓ
i
jk
δxl
+ ΓihkΓ
h
jl − ΓihlΓhjk.
Proof. Following (1.7) we initially compute ∇ δ
δxk
∇ δ
δxl
∂
∂xj
and ∇ δ
δxl
∇ δ
δxk
∂
∂xj
by using
Theorem 1.8 and the duality of dxi and δ
δxj
. Thereby, we obtain
∇ δ
δxl
∇ δ
δxk
∂
∂xj
= ∇ δ
δxl
(
ωij(
δ
δxk
)
∂
∂xi
)
= d
(
ωij(
δ
δxk
)
)
(
δ
δxl
)
∂
∂xi
+ ωij(
δ
δxk
)∇ δ
δxl
(
δ
δxi
)
= dΓijk(
δ
δxl
)
∂
∂xi
+ Γijk ω
r
i (
δ
δxl
)
∂
∂xr
=
(
δ
δxl
Γijk + Γ
r
jk Γ
i
rl
)
∂
∂xi
,
and similarly ∇ δ
δxk
∇ δ
δxl
∂
∂xj
=
(
δ
δxk
Γijl + Γ
r
jl Γ
i
rk
)
∂
∂xi
. Hence, it remains to show that
∇[ δ
δxk
, δ
δxl
]
∂
∂xi
vanishes. In view of Theorem 1.8 this is especially true in case the Lie
bracket [ δ
δxk
, δ
δxl
] is only vertical. From (1.5) we derive
[
δ
δxk
,
δ
δxl
] =
δ
δxk
δ
δxl
− δ
δxl
δ
δxk
= N jkN
i
l
∂
∂yj
∂
∂yi
−N ikN jl
∂
∂yi
∂
∂yj
which concludes the proof.
Using the coefficients of the hh-curvature tensor we define a curvature tensor R :
Γ(TM\ 0)× Γ(TM\ 0)× Γ(TM\ 0)→ Γ(TM\ 0) for vector fields onM by
R(V, T )T := (T jRij klT
l)V k
∂
∂xi
(1.8)
where V, T ∈ Γ(TM\ 0). We will make use of this tensor in the following section.
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We consider a Finsler manifold (M, F ) and x, z ∈M. When seeking for a distance
minimising curve from x to z one usually performs the first variation of the length
functional (1.1). In what follows we work with piecewise smooth, regular curves c,
i.e. c˙ 6= 0 whenever the derivative exists. Such a curve may be parametrised to have
constant Finslerian speed F (c, c˙) = const and hence we simply consider constant speed
curves. As a consequence of the variational approach mentioned above one obtains
the following Proposition.
Proposition 1.14. Let (M, F ) be a Finsler manifold, x, z ∈ M and c : [a, b] → M
with c(a) = x and c(b) = z a constant speed, piecewise C∞ curve. If c minimises
distance from x to z then c ∈ C∞([a, b]) and c satisfies the following system of ordinary
differential equations
d2
dt2
ci(t) +Gi(c(t), c˙(t)) = 0, (1.9)
where c˙ = c˙i ∂
∂xi
and Gi(x, y) := yjyk
(
γijk
)
(x,y)
.
See [BCS00, Section 5.1] or [She01, Section 5.1] for a proof of the preceding Propo-
sition. In view of this result we give the following definition.
Definition 1.15. Let (M, F ) be a Finsler manifold. A smooth, constant speed curve
c : [a, b]→M is called a geodesic if
d2
dt2
ci(t) +Gi(c(t), c˙(t)) = 0.
The coefficients Gi are called geodesic coefficients.
Combining the first condition on the connection coefficients in Theorem 1.8 with
(ii) in Lemma 1.6 one can show that unit speed geodesics are equivalently characterised
by
d2
dt2
ci(t) +
d
dt
cj(t)
d
dt
ck(t)
(
Γijk
)
(c(t),c˙(t))
= 0,
or equivalently Dc˙ c˙(t) = 0, i.e constant speed geodesics are auto-parallel curves. For
later application we prove an equivalent implicit formulation of the system (1.9).
Lemma 1.16. Let (M, F ) be a Finsler manifold and c : [a, b] → M be a constant
speed geodesic, i.e. a solution of the system (1.9). Then c is equivalently characterised
by the following system of ordinary differential equations
∂
∂xj
(
1
2
F 2
)
((c(t), c˙(t)) =
d
dt
(
∂
∂yj
(
1
2
F 2
)
(c(t), c˙(t))
)
(1.10)
for 1 ≤ j ≤ N and t ∈ (a, b).
Proof. We compute
∂
∂xj
(
1
2
F 2
)
((c(t), c˙(t)) =
d
dt
(
∂
∂yj
(
1
2
F 2
)
(c(t), c˙(t))
)
13
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=
∂
∂xk
∂
∂yj
(
1
2
F 2
)
(c(t), c˙(t))c˙k(t) +
∂
∂yi
∂
∂yj
(
1
2
F 2
)
(c(t), c˙(t))c¨i(t)
=
∂
∂xk
∂
∂yi
(
1
2
F 2
)
(c(t), c˙(t))c˙k(t) + gij(c(t), c˙(t))c¨i(t).
Since F is positively homogeneous we conclude ∂
∂yj
(
1
2F
2(x, y)
)
yj = F 2(x, y) and
F 2(x, y) = ∂
2
∂yk∂yj
(
1
2F
2(x, y)
)
yjyk = gij(x, y)yiyj from which we derive
∂
∂xk
∂
∂yj
(
1
2
F 2(x, y))yk =
∂
∂xk
glj(x, y)ykyl,
∂
∂xj
(
1
2
F 2(x, y)) =
1
2
∂
∂xj
gkl(x, y)ykyl.
By inserting these identities we obtain
1
2
∂
∂xj
gkl(c(t), c˙(t))c˙k(t)c˙l(t)− ∂
∂xk
glj(c(t), c˙(t))c˙k(t)c˙l(t) = gij(c(t), c˙(t))c¨i(t).
We have ∂
∂xk
glj(c(t), c˙(t))c˙k(t)c˙l(t) = ∂∂xl gjk(c(t), c˙(t))c˙
k(t)c˙l(t) and hence
gij(c(t), c˙(t))c¨i(t)
= −1
2
(
∂
∂xk
glj(c(t), c˙(t))− ∂
∂xj
gkl(c(t), c˙(t)) +
∂
∂xl
gjk(c(t), c˙(t))
)
c˙k(t)c˙l(t).
Consequently, c¨i(t) = (γikl)(c(t),c˙(t))c˙
k(t)c˙l(t) and the claim is proven.
Standard existence results for systems of ordinary differential equations yield exis-
tence and uniqueness for solutions of (1.9) for given initial data. The precise statement
reads as follows.
Lemma 1.17. Let (M, F ) be a Finsler manifold and x ∈ M. Then there exists
 > 0 such that for all y ∈ TxM satisfying |y| <  there exists a unique geodesic
c = c(x, y, ·) : [0, 1]→M such that c(0) = x and c˙(0) = y.
Given a geodesic c on a Finsler manifold (M, F ) one can easily show that the
backward curve is a geodesic on the Finsler manifold (M, F¯ ). The precise statement
reads as follows.
Lemma 1.18. Let (M, F ) be a Finsler manifold and c : [a, b] → M be a geodesic.
For t0 ∈ R let c¯ : [t0 − b, t0 − a]→M, c¯(s) := c(t0 − s) be the backward curve. Then
c¯ is a geodesic with respect to the Finsler structure F¯ defined in Remark 1.3. More
precisely, one obtains
d2c¯i
ds2
+ G¯i(c¯(s), ˙¯c(s)) = 0 for s ∈ (t0 − b, t0 − a),
where G¯i(x, y) := yjyk
(
γ¯ijk
)
(x,y)
are the geodesic coefficients of F¯ .
In the subsequent Lemma we provide product rules for derivatives of vector fields
along geodesics.
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Lemma 1.19. Let (M, F ) be a Finsler manifold, c : [a, b]→M be a geodesic and V ,
W be vector fields along c. Then
d
dt
g(c,c˙)(V (t),W (t)) = g(c,c˙)(Dc˙V,W ) + g(c,c˙)(V (t), Dc˙W (t)),
and
d
dt
g(c,V )(V (t),W (t)) = g(c,V )(Dc˙V (t),W (t)) + g(c,V )(V (t), Dc˙W (t))
for t ∈ [a, b].
Proof. For the sake of improved readability we suppress the t-dependence of vector
fields occurring in the following computations. Given a frame ∂
∂xi
∣∣
c(t)
along c we write
V = V i ∂
∂xi
and c˙ = c˙i ∂
∂xi
and compute
d
dt
g(c,c˙)(V,W ) =
d
dt
(
gij(c, c˙)V iW j
)
=
d
dt
gij(c, c˙)V iW j + gij(c, c˙)V˙ iW j + gij(c, c˙)V iW˙ j
=
∂
∂xk
gij(c, c˙)c˙kV iW j +
∂
∂yk
gij(c, c˙)c¨kV iW j + gij(c, c˙)V˙ iW j + gij(c, c˙)V iW˙ j
and similarly
d
dt
g(c,V )(V,W ) =
∂
∂xk
gij(c, V )c˙kV iW j +
∂
∂yk
gij(c, V )V˙ kV iW j + gij(c, V )V˙ iW j
+gij(c, V )V iW˙ j .
Next, we utilise the identity ∂
∂xk
gij = gsjΓsik + gisΓ
s
jk + 2AijsN
s
k
1
F which is taken from
[BCS00, Page 40]. Therewith we obtain after relabeling some indices
d
dt
g(c,c˙)(V,W ) = gij(c, c˙)Γ
i
sk c˙
kV sW j + gij(c, c˙)Γ
j
sk c˙
kV iW s
+
2
F (c, c˙)
Aijs(c, c˙) (N sk)(c,c˙) c˙
kV iW j +
2
F (c, c˙)
Aijk(c, c˙)c¨kV iW j
+gij(c, c˙)V˙ iW j + gij(c, c˙)V iW˙ j
= g(c,c˙)(Dc˙V,W ) + g(c,c˙)(V,Dc˙W )
+
2
F (c, c˙)
Aijs(c, c˙) (N sk)(c,c˙) c˙
kV iW j +
2
F (c, c˙)
Aijk(c, c˙)c¨kV iW j
and
d
dt
g(c,V )(V,W ) = g(c,V )(Dc˙V,W ) + g(c,V )(V,Dc˙W ) +
2
F (c, V )
Aijk(c, V )V˙ kV iW j
+
2
F (c, V )
Aijs(c, V ) (N sk)(c,V ) c˙
kV iW˙ j .
It remains to show that the additional terms in both equations vanish. As to the
first equation we initially remark (N sk)(c,c˙)c˙
k = (γskl)(c,c˙)c˙
k c˙l which is a straightforward
consequence of the definition of N sk and (ii) in Lemma 1.6. Since c is a geodesic
we further conclude (N sk)(c,c˙)c˙
k = −c¨s. Regarding the second identity, Lemma 1.6
immediately yields that the additional terms vanish.
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Corollary 1.20. Let (M, F ) be a Finsler manifold, c : [a, b]→M be a geodesic and
V , W be parallel vector fields along c. Then g(c,c˙)(V (t),W (t)) is constant for t ∈ [a, b].
We proceed with the definition of the exponential map and a summary of its
properties.
Definition 1.21. Let (M, F ) be a Finsler manifold and U ⊂ TM be an open neigh-
bourhood of the zero section of TM such that c(1, x, y) exists for any (x, y) ∈ U \ 0 :=
U \ {(x, 0);x ∈M}. Then the exponential map exp : U →M is defined by
exp(x, y) :=
{
c(x, y, 1) for y 6= 0,
x for y = 0.
The existence of the neighbourhood U of TM\ 0 is assured by Lemma 1.17. We
collect main properties of the exponential map in the following proposition.
Proposition 1.22. Let (M,F ) be a Finsler manifold and U , U \ 0 be the sets from
Definition 1.21. Then
(i) exp ∈ C∞(U \ 0,M),
(ii) Dy exp(·, 0) = id,
(iii) given x0 ∈M and an open neighbourhood V ⊂⊂M of x0 there exists a constants
C0 = C0(x0) > 0 and C1 = C1(x0) > 0 such that∣∣∣∣ ∂∂yj expi(x, y)− δij
∣∣∣∣ ≤ C0 F (x, y) ≤ C1 |y|
and ∣∣∣∣ ∂∂xj expi(x, y)− δij
∣∣∣∣ ≤ C0 F (x, y) ≤ C1 |y|
for (x, y) ∈ U with x ∈ V,
(iv) exp ∈ C1(U,M).
Proof. Assertions (i), (ii) and (iv) are standard. Their proofs can be found in [BCS00,
Section 5.3]. Moreover, assertion (iii) may be regarded as an intermediate step in the
proof of (iv). The following proof of (iii) is just a minor refinement of the proof for
(iv) given in [BCS00].
For x ∈ M let v ∈ IxM := {y ∈ TxM; F (x, y) = 1} ⊂ TxM. Choose δ > 0 such
that (x, λv) ∈ U for 0 ≤ λ ≤ δ and observe exp(x, λv) = c(x, λv, 1) = c(x, v, λ). Thus,
in local coordinates we have
∂
∂vj
(
expi(x, λv)
)
=
∂
∂yk
expi(x, λv)λ δkj =
∂
∂yj
expi(x, λv)λ =
∂
∂yj
ci(x, v, λ)
and
∂
∂xj
expi(x, λv) =
∂
∂xj
ci(x, v, λ).
16
1.3 Geodesics, the Exponential Map and Jacobi Fields
Since c(x, y, 0) = x for all (x, y) ∈ U \0 we obtain ∂
∂yj
ci(x, y, 0) = 0 and ∂
∂xj
ci(x, y, 0) =
δij . Consequently, the Taylor expansions for
∂
∂yj
ci(x, y, ·) and ∂
∂xj
ci(x, y, ·) are
∂
∂yj
ci(x, y, λ) =
∂2
∂t∂yj
ci(x, y, 0)λ+O(λ2) = δijλ+O(λ
2)
where we applied Schwartz’s Theorem to derive the last equation and
∂
∂xj
ci(x, y, λ) = δij +
∂2
∂t∂xj
ci(x, y, 0)λ+O(λ2).
Hence,∣∣∣∣ ∂∂yj expi(x, λv)− δij
∣∣∣∣ ≤ C(x, v)λ and ∣∣∣∣ ∂∂xj expi(x, λv)− δij
∣∣∣∣ ≤ C(x, v)λ (1.11)
where the constant C depends continuously on (x, v). The set IxM is compact and
hence, the constant in (1.11) can be chosen independently of v.
To conclude the proof we consider x0 ∈M and an open neighbourhood V ⊂⊂M of
x0. For (x, y) ∈ U with x ∈ V we derive from (1.11) and the simple fact 1F (x,y)y ∈ IxM
that ∣∣∣∣ ∂∂yj expi(x, y)− δij
∣∣∣∣ ≤ C(x)F (x, y) ≤ C0 F (x, y) = C0 F (x y|y|) |y| ≤ C1 |y|
where C1 := C0 sup
z∈V
sup
v∈TzM
|v|=1
F (z, v) and C0 := sup
z∈V
C(z). The second estimate follows
similarly.
The remainder of this section is dedicated to the theory of Jacobi fields in Finsler
manifolds. To begin with we recall (1.8) in which we defined the R-curvature tensor.
Definition 1.23. Let (M, F ) be a Finsler manifold and c : [0, r]→M be a constant
speed geodesic. A vector field J along c is called a Jacobi field whenever it satisfies the
equation
Dc˙Dc˙J(t) +R(J(t), c˙(t))c˙(t) = 0
for t ∈ [0, r].
Lemma 1.24. Let (M, F ) be a Finsler manifold, x ∈ M, c : [0, r] → M be a
constant speed geodesic with c(0) = x, and J be a Jacobi field along c. Furthermore,
let (E1(t), . . . , En(t)) be a g(c,c˙) orthonormal frame along c¯ where each vector field Ej
is assumed to be parallel and set J = J iEi. Then the component functions J i satisfy
the following scalar Jacobi field equation
J¨ i(t) +Rij(t)J
j(t) = 0 (1.12)
where R(Ej(t), c˙(t))c˙(t) =: Rij(t)Ei(t). Provided that we additionally assume J(0) = 0
the following Taylor expansion holds
J i(t) = J˙ i(0)t− 1
6
Rij(0)J˙
j(0)t3 +O(t4).
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Proof. Since Ei is a parallel vector field we have Dc˙Ei(t) = 0. Thus, Dc˙
(
J i(t)Ei(t)
)
=
J˙ i(t)Ei(t) and Dc˙Dc˙
(
J i(t)Ei(t)
)
= J¨ i(t)Ei(t) and the first assertion follows. Further-
more,
J i(t) = J i(0) + J˙ i(0)t+
1
2
J¨ i(0)t2 +
1
6
d3
dt3
(
J i(0)
)
t3 +O(t4).
From the hypothesis we obtain J i(0) = 0 and J¨ i(0) = −Rij(0)J j(0) = 0. Finally, the
second assertion is a consequence of ddt J¨
i(t) = − ddt
(
Rij(t)J
j(t)
)
= − ddtRij(t)J j(t) −
Rij(t)
d
dtJ
j(t).
Again we derive existence and uniqueness for solutions of the system (1.12) for
given initial data J i(0) and J˙ i(0) from standard theorems on ordinary differential
equations. Natural examples for Jacobi fields arise from geodesic variations.
Definition 1.25. Let (M, F ) be a Finsler manifold, r,  > 0 and c : [a, b] → M a
geodesic. A map H : (−, )× [a, b]→M is called geodesic variation of c if H(0, t) =
c(t) and H(s, ·) is a geodesic for each s ∈ (−, ).
Before we can give the precise statement on Jacobi fields arising from geodesic
variations we need the following technical lemma.
Lemma 1.26. Let (M, F ) be a Finsler manifold, c : [a, b] → M be a geodesic, and
H : (−, )× [a, b]→M be a geodesic variation. Then
D ∂
∂t
H
(
∂
∂s
H(s, t)
)
= D ∂
∂s
H
(
∂
∂t
H(s, t)
)
.
Proof. We set Tˆ := ∂∂t
(
H(s, t), ∂∂tH(s, t)
)
and Sˆ := ∂∂s
(
H(s, t), ∂∂tH(s, t)
)
and obtain
from Lemma 1.9
∇SˆT˜ −∇Tˆ S˜ = [˜Tˆ , Sˆ] =
(
∂2
∂t∂s
Hj(s, t)− ∂
2
∂s∂t
Hj(s, t)
)
∂
∂xj
= 0
which concludes the proof.
Lemma 1.27. Let (M, F ) be a Finsler manifold. For x0 ∈M, y ∈ Tx0M we consider
the geodesic c : [0, r]→M, c(t) := exp(x0, ty).
(i) Suppose that H : (−, ) × [0, r] → M is an arbitrary geodesic variation of c.
Then
J(t) :=
∂
∂s
H(s, t)
∣∣∣∣
s=0
is a Jacobi field along c.
(ii) Consider a so called ’wedge-shaped’ geodesic variation H : (−, )× [0, r]→M,
H(s, t) := exp(x0, t(y + sv)) where v ∈ Tx0M. Then the corresponding Jacobi
field J(t) := ∂∂sH(s, t)
∣∣
s=0
has initial data J(0) = 0 and Dc˙J(0) = v.
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Proof. For a proof of (i) we refer to [BCS00, Section 5.4]. Regarding (ii) we compute
J(t) = dy exp(x0, ty)(tv) and thus J(0) = 0. Furthermore, Lemma 1.26 yields
Dc˙J(0) = D ∂
∂t
H
(
∂
∂s
H(s, t)
)∣∣∣∣
s,t=0
= D ∂
∂s
H
(
∂
∂t
H(s, t)
)∣∣∣∣
s,t=0
= D ∂
∂s
H(·,0) (y + sv)
∣∣∣
s=0
= v.
Definition 1.28. Let (M, F ) be a Finsler manifold and c : [0, r]→M be a constant
speed geodesic. We say that p := c(0) is conjugate to q := c(t0) along c if there exists
a nonzero Jacobi field J along c such that J(0) = J(t0) = 0.
Lemma 1.29. Let (M, F ) be a Finsler manifold. Fix x ∈ M, y ∈ TxM and set
c(t) := exp(x, ty) for t ∈ [0, r]. Assume that for some t0 ∈ [0, r], z := c(t0) is the first
point conjugate to c(0) = x along c. Then Dy exp(x, ty) is nonsingular for t ∈ [0, t0).
Moreover, Dy exp(x, t0y) is singular.
Proof. Let w ∈ TxM such that Dy exp(x, t˜y)(w) = 0 for some 0 ≤ t˜ < t0 and set
J(t) := Dy exp(x, t˜y)(tw). We have that J is a Jacobi field along c and J(0) = 0 =
J(t˜). Since x and c(t˜) are not conjugate along c we obtain J(t) = 0 for all t ∈ [0, t˜].
Consequently, Dc˙(0) = w implies w = 0.
Given that x and z are conjugate along c there exists a Jacobi field Y 6≡ 0 such that
Y (0) = 0 = Y (t0). Setting w := Dc˙Y (0) we obtain Y (t) = J(t) := Dy exp(x, t˜y)(tw)
by uniqueness. Thus, J(t0) = Dy exp(x, t˜y)(t0w).
1.4 Metric Aspects of Finsler Manifolds
We already introduced the distance function d on a Finsler manifold (M, F ) in
Section 1.1 and emphasised that it is in general unsymmetric. In the present section
we will compare the metric topology with the topologies induced by d+ and d− re-
spectively and observe that they coincide. The blue print for this section is [BCS00,
Chapter 6].
Of particular interest are metric spheres at which we have to distinguish between
forward metric spheres
S+(x0, r) :=
{
x ∈M; d+x0(x) = r
}
and backward metric spheres
S−(x0, r) :=
{
x ∈M; d−x0(x) = r
}
.
By replacing = in the above definition with < we arrive at the notion of forward
metric balls and backward metric balls which we will denote by B+(x0, r) and B−(x0, r)
respectively.
Lemma 1.30. Let (M, F ) be a Finsler manifold. Then the manifold topology coincides
with the topology generated by the forward metric balls, i.e.
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(i) Every metric ball is an open set.
(ii) Every open set is a union of forward metric balls.
A similar statement holds for the topology generated by backward metric balls.
Definition 1.31. Let (M, F ) be a Finsler manifold. A sequence {xi}i∈N ⊂ M is
called a forward Cauchy sequence provided that for  > 0 there exists N = N() ∈ N
such that N ≤ i < j implies d(xi, xj) < .
A sequence {xi}i∈N ⊂ M is called a backward Cauchy sequence provided that for
 > 0 there exists N = N() ∈ N such that N ≤ i < j implies d(xj , xi) < .
Lemma 1.32. Let (M, F ) be a Finsler manifold, {xi}i∈N ⊂ M, and x0 ∈ M. Then
the following are equivalent
(i) {xi} converges to x0 in the manifold topology.
(ii) d+x0(xi)→ 0 as i→∞.
(ii) d−x0(xi)→ 0 as i→∞.
Definition 1.33. A Finsler manifold (M, F ) is called forward complete with respect
to d provided that every forward Cauchy sequence converges inM.
A Finsler manifold (M, F ) is called backward complete with respect to d provided
that every backward Cauchy sequence converges inM.
The following Hopf-Rinow theorem provides several characterisations of the com-
pleteness of a Finsler manifold. See [BCS00, Theorem 6.6.1] for a proof.
Theorem 1.34 (Hopf-Rinow). Let (M, F ) be a connected Finsler manifold. Then the
following are equivalent.
(i) M is forward complete with respect to d.
(ii) (M, F ) is forward geodesically complete, i.e. every constant speed geodesic c :
[0, r] :→M can be extended to a geodesic defined on [0,∞).
(iii) For every x ∈M, exp(x, ·) is defined on all of TxM.
(iv) Every closed and forward bounded, i.e. contained in a forward metric ball with
finite radius, subset ofM is compact.
Furthermore, given that the Finsler manifold is complete, each pair of points in M
can be joined by a minimising geodesic.
Aside from metric balls and spheres we also have tangent balls B(x, r) := {y ∈
TxM; F (x, y) < r} and tangent spheres S(x, r) := {y ∈ TxM; F (x, y) = r}. The
relationship between these and metric balls (spheres) is explained by the following
proposition whose proof can be found in [BCS00, Theorem 6.3.1].
Proposition 1.35. Let (M, F ) be a Finsler manifold and fix x0 ∈ M. Suppose that
expx0 := exp(x0, ·) : TxM → M is a C1-diffeomorphism from B(x0, r + ) onto its
image, where r,  > 0. Then
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(i) For y ∈ Tx0M satisfying F (x0, y) = 1 the radial geodesic c : [0, r] → M,
c(t) := exp(x0, ty) minimises distance among all C∞ curves inM that share its
endpoints.
(ii) Any piecewise C∞ curve in M that agrees in arc length and endpoints with the
radial geodesic in (i) is a reparametrisation of that geodesic.
(iii) We have exp(x0, B(x0, r)) = B+(x0, r) and exp(x0, S(x0, r)) = S+(x0, r).
1.5 The Differentiability of the Distance Function
In this section we prove several results on the smoothness of the distance function d.
Initially, we remark that Proposition 1.35 implies that d+x0 is smooth in a punctured
neighbourhood of x0, see [BCS00, Proposition 6.4.2]. Since this neighbourhood is
possibly small the objective of the present subsection is to establish conditions under
which d+ is differentiable at points that are more distant. Furthermore, we give
corresponding differentiability results for d−.
Definition 1.36. Let (M, F ) be a Finsler manifold, (x, y) ∈ TM with F (x, y) = 1,
and c : [0, r]→M be a unit speed geodesic with c(0) = x and c˙(0) = y. The cut value
i(x, y) of y at x is defined by
i(x, y) := sup{t; t ∈ [0, r], d+x (c(t)) = t}.
Given that i(x, y) < ∞ the point c(i(x, y)) is called the cut point of x along c. The
union of all cut points of x is called cut locus and is given by
Cutx := {c(i(x, y)); y ∈ TxM, F (x, y) = 1, i(x, y) <∞}.
The two subsequent Lemmata provide crucial properties of i which are needed
to prove smoothness of the distance function. See [BCS00, Proposition 8.2.1] and
[BCS00, Proposition 8.4.1] for proofs.
Lemma 1.37. Consider a forward geodesically complete Finsler manifold (M, F ),
(x, y) ∈ TM with F (x, y) = 1, and a unit speed geodesic c : [0, r]→M with c(0) = x
and c˙(0) = y. Then
(i) assuming that x = c(0) and c(t0) are conjugate and that no point c(t) for t < t0
is conjugate to x along c we have i(x, y) ≤ t0, i.e. the cut point comes either
before or precisely at the first conjugate point on c,
(ii) for any t0 < i(x, y) the geodesic c is the unique minimiser of arc length among
all curves with startpoint x and endpoint c(t0),
(iii) given that x = c(0) and c(t0) are conjugate and that no point c(t) for t < t0
is conjugate to x along c, the inequality i(x, y) < t0 implies the existence of a
geodesic cˆ which is not a reparametrisation of c, but has startpoint x, endpoint
c(t0) and arc length t0.
Lemma 1.38. Let (M, F ) be a forward geodesically complete Finsler manifold. For
IM := {(x, y) ∈ TM;F (x, y) = 1}, the function i : IM→ (0,∞] is continuous.
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Given that the Finsler manifold is forward geodesically complete the following
lemma provides a characterisation of the cut locus as boundary of the cut domain.
Lemma 1.39. Let (M, F ) be a forward geodesically complete Finsler manifold. Given
x ∈M we consider the domain
Dx := {ty; y ∈ TxM, F (x, y) = 1 and t ∈ [0, i(x, y))} ⊂ TxM.
Then
(i) the exponential map exp(x, ·) is a diffeomorphism from Dx onto the cut domain
Dx := exp(x,Dx),
(ii) ∂Dx = Cutx,
(iii) given thatM is connected,M is the disjoint union of Dx and Cutx.
See [BCS00, Proposition 8.5.2] for a proof. As an immediate consequence we obtain
differentiability of d+x0 in Dx0 .
Corollary 1.40. Let (M, F ) be a forward geodesically complete Finsler manifold and
x0 ∈M. Then d+x0 ∈ C∞(Dx0 \ {x0}).
Proof. Let x ∈ Dx0 \ {x0}. From (i) in Lemma 1.39 we obtain the existence of
y = y(x) ∈ Dx0 ⊂ Tx0M with exp(x0, y(x)) = x. The definition of Dx0 implies
F (x0, y(x)) < i(x0, y(x)) and hence Lemma 1.37 yields that c : [0,∞) →M, c(t) :=
exp(x0, ty(x)) is the unique minimising geodesic from x0 to x, i.e c(0) = x0 and
c(1) = x. Consequently,
d+x0(x) =
∫ 1
0
F (c(t), c˙(t))dt = F (x0, y(x)).
Since Lemma 1.39 implies a C∞ correspondence between x and y(x) the corollary is
proven.
Next, we want to establish conditions under which d− is differentiable. Before we
can give the precise statement we need a preparatory lemma.
Proposition 1.41. Let (M, F ) be a Finsler manifold. Then the map EXP : TM→
M×M defined by EXP(x, y) := (x, exp(x, y)) has the following properties
(i) EXP ∈ C∞(U \ 0,M×M)∩C1(U,M×M) where U is the set from Definition
1.21,
(ii) DEXP is nonsingular at (x0, y0) ∈ TM if and only if Dy exp(x, ·)|y0 is nonsin-
gular,
(iii) in local coordinates, the derivative of EXP at (x0, 0) ∈ TM is of the form id 0
id id

where id denotes the identity map in Tx0M.
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(iv) Suppose that for (x0, y0) ∈ TM we have that Dy exp(x0, ·) is nonsingular at
y0. Then there exists a neighbourhood V ⊂ TM of (x0, y0) such that EXP
is a diffeomorphism from V onto its image. Moreover, in local coordinates we
have for (x, z) ∈ EXP(V ), 1 ≤ i, j, k ≤ N and the inverse mapping EXP−1 :
EXP(V )→ V
∂
∂zj
(
EXP−1
)k (x, z) = 0
∂
∂xj
(
EXP−1
)k (x, z) = δkj
∂
∂zj
(
EXP−1
)N+k (x, z) = Ekj(x, z)
∂
∂xj
(
EXP−1
)N+k (x, z) = −Eki(x, z) ∂
∂xj
expi(EXP−1(x, z))
where (Elm(x, z))Nl,m=1 denotes the inverse of
(
∂
∂yk
expi(EXP−1(x, z))
)N
i,k=1
.
(v) For x0 ∈ M there exists a neighbourhood V ⊂ TM of (x0, 0) such that EXP
is a diffeomorphism from V onto its image. Moreover, in local coordinates
D(EXP−1) at (x0, x0) is of the form id 0
−id id
 .
(vi) Given x0 ∈M there exists an open neighbourhood U ⊂M of x0 and a constant
C = C(x0) > 0 such that∣∣∣∣ ∂∂zj (EXP−1)N+k (x, z)− δkj
∣∣∣∣ ≤ C F (EXP−1(x, z))∣∣∣∣ ∂∂xj (EXP−1)N+k (x, z) + δkj
∣∣∣∣ ≤ C F (EXP−1(x, z))
for x, z ∈ U .
Proof. Proposition 1.22 yields exp ∈ C∞(U \0,M×M)∩C1(U,M×M) from which
we conclude (i). Next, we observe that in local coordinates
∂
∂xj
EXPi(x, y) = δij and
∂
∂yj
EXPN+i(x, y) =
∂
∂yj
expi(x, y)
for 1 ≤ i, j ≤ N . The second assertion follows easily. To prove (iii) we initially
observe ∂
∂yj
EXPi(x0, 0) = 0. Moreover, we utilise that exp(x0, 0) = x0 implies
∂
∂xj
EXPi(x0, 0) = δij for 1 ≤ i, j ≤ N . Combining these results with (ii) in Proposition
1.22 we derive (iii).
From (ii) we derive that DEXP is nonsingular at (x0, y0) from which we obtain
the first part of assertion (iv). Let (x, z) ∈ EXP(V ). From (EXP−1)k(x, z) = xk
for 1 ≤ k ≤ N we easily derive the first two derivative formulas. Next, we utilise
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exp(EXP−1(x, z)) = z. By differentiating this identity with respect to z we obtain for
1 ≤ i, j, k ≤ N and (x, z) ∈ EXP(V )
∂
∂zj
(
expi(EXP−1(x, z))
)
=
∂
∂xk
expi(EXP−1(x, z))
∂
∂zj
(
EXP−1
)k (x, z)
+
∂
∂yk
expi(EXP−1(x, z))
∂
∂zj
(
EXP−1
)N+k (x, z)
=
∂
∂yk
expi(EXP−1(x, z))
∂
∂zj
(
EXP−1
)N+k (x, z)
= δij .
Similarly, we compute
∂
∂xj
(
expi(EXP−1(x, z))
)
=
∂
∂xk
expi(EXP−1(x, z))δkj
+
∂
∂yk
expi(EXP−1(x, z))
∂
∂xj
(
EXP−1
)N+k (x, z)
= 0
and hence
∂
∂yk
expi(EXP−1(x, z))
∂
∂xj
(
EXP−1
)N+k (x, z) = − ∂
∂xj
expi(EXP−1(x, z)).
We recall that we denote the inverse of the matrix
(
∂
∂yk
expi(EXP−1(x, z))
)N
i,k=1
by
(Elm(x, z))
N
l,m=1. Using this notation, the computations above read as follows
∂
∂zj
(
EXP−1
)N+k (x, z) = Ekj(x, z)
∂
∂xj
(
EXP−1
)N+k (x, z) = −Eki(x, z) ∂
∂xj
expi(EXP−1(x, z))
and (iv) is proven. Assertion (v) is an immediate consequence of (ii) in Proposition
1.22 and (iv).
It remains to prove (vi). For this purpose we firstly observe E(x, x) − E(x, z) =
id−E(x, z) = E−1(x, z)E(x, z)−E(x, z) = (E−1(x, z)− id)E(x, z) for x, z ∈ U where
E = (Elm)Nl,m=1 is the matrix defined in (iv). Denoting the operator norm by ‖ · ‖
we have that E(x, x) = id and continuity of E imply the existence of a constant
C > 0 such that ‖ E(x, z) ‖≤ C for all z ∈ U provided the neighbourhood U is chosen
sufficiently small. Therewith, we derive the first part of (vi) from (iii) in Proposition
1.22.
In order to prove the second estimate in (vi) we consider the matrixB = (Blm)Nl,m=1
where Blm(x, z) := ∂∂xm exp
l(EXP(x, z)) and recall B(x, x) = id. Therewith we
compute E(x, x)B(x, x) − E(x, z)B(x, z) = id − E(x, z)B(x, z) = (id − E(x, z)) +
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E(x, z)(id − B(x, z)) = (E−1(x, z) − id)E(x, z) + E(x, z)(id − B(x, z)). Using this
identity and again (iii) in Proposition 1.22 the proof of the second part of (vi) is
similar to the proof of the first part.
Lemma 1.42. Let (M, F ) be a forward geodesically complete Finsler manifold and
x0, z0 ∈M.
Given that x0 ∈ Dz0 there exists an open neighbourhood V ⊂ M of x0 such that
for each (fixed) x ∈ V there exists an open neighbourhood Ux ⊂M of z0 such that for
z ∈ Ux
d−x (z) = F (z, y(z, x))
where in local coordinates y(z, x) ∈ TzM is given by yi(z, x) = (EXP−1)N+i(z, x).
Furthermore, d−x ∈ C∞(Ux).
Proof. Set r0 := d(z0, x0) and let c : (0,∞) → M, c(t) = exp(z0, ty0) where y0 ∈
Tz0M with F (z0, y0) = 1 is chosen such that c(r0) = x0, i.e. c is minimising the
distance from z0 towards x0. Consider the map EXP : TM→M×M from Propo-
sition 1.41. Lemma 1.29 and (i) in Lemma 1.37 yield that Dy exp(z0, ·) is nonsingu-
lar at r0 y0 and hence (ii) in Proposition 1.41 yields that D EXP is nonsingular at
(z0, r0 y0) ∈ TM. Consequently, there exists an open neighbourhood U˜ ⊂ TM of
(z0, r0 y0) such that EXP is a diffeomorphism from U˜ onto its image V˜ := EXP(U˜).
Since EXP(z0, r0 y0) = (z0, x0) we conclude that there exists an open neighbour-
hood V ⊂ M of x0 such that for each x ∈ V there exists an open neighbour-
hood Ux ⊂ M of z0 such that for all z ∈ U there exists y(x, z) ∈ TzM with
x = exp(z, y(x, z)). Clearly, y(z, x) is the projection of EXP−1(z, x) onto its sec-
ond component. For each x ∈ V we assure x 6∈ Ux by choosing Ux sufficiently
small and hence y(x, ·) ∈ C∞(Ux, TxM). Furthermore, (z, y(z, x))→ (z0, y(z0, x0)) as
(z, x)→ (z0, x0).
Lemma 1.38 yields continuity of the function i and thus i(z, y(z, x)) ≥ r0 + /2
after shrinking the neighbourhoods U, V if necessary. By further shrinking of these
neighbourhoods we also have d(z, x) < r0 + /2 due to the continuity of the distance
function. Hence, (ii) in Lemma 1.37 yields that c(t) := exp(z, ty(z, x)) is the unique
minimising geodesic which joins z and x. Consequently,
d−x (z) =
∫ 1
0
F (c(t), c˙(t))dt = F (z, y(z, x))
from which we conclude the assertion.
We intend to conclude this section with a third differentiability result for the
distance function which is based on [BCS00, Exercise 6.3.3]. However, we need a
preparatory Lemma in advance.
Lemma 1.43. Let (M, F ) be a Finsler manifold. Then F 2 ∈ C∞(TM\0)∩C1(TM)
and d
(
F 2
)∣∣
(x,0)
= 0 for x ∈ M. Moreover, given any x0 ∈ M and an open neigh-
bourhood V ⊂⊂M of x0 there exists a constant C = C(M, F, x0) such that∣∣∣∣ ∂∂yi (F 2) (x, y)
∣∣∣∣ ≤ C |y|
for (x, y) ∈ TM with x ∈ V.
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Proof. Given (x, y) ∈ TM \ 0 we have F 2(x, λy) = λ2 F 2(x, y) for λ > 0 and
F 2(x, λy) = λ2 F 2(x,−y) for λ < 0. Consequently, we derive in local coordinates
∂
∂yj
(
F 2
)
(x, y)
∣∣∣∣
y=0
= 0.
We recall ∂
2
∂yi ∂yj
(
1
2F
2
)
(x, y) = gij(x, y) and ∂∂yj
(
1
2F
2
)
(x, y) = yi gij(x, y) and observe
∂2
∂yi ∂yj
(
1
2
F 2
)
(x, λy) =
∂2
∂yi ∂yj
(
1
2
F 2
)
(x, y).
Consequently, ∂
∂yj
(
F 2
)
(x, λy) = λ yigij(x, y) from which we derive the claim.
Lemma 1.44. Let (M, F ) be a Finsler manifold and x0 ∈ M. Then there exists
r = r(M, F, x0) > 0 such that for Ur := B+(x0, r) ∩ B−(x0, r) ⊂M and x, z ∈ Ur, we
have
d(x, z) = F (EXP−1(x, z)),
d ∈ C∞ ((Ur × Ur) \ {(x, x); x ∈ Ur}) and
d2 ∈ C1(Ur × Ur) ∩ C∞ ((Ur × Ur) \ {(x, x); x ∈ Ur}) .
Moreover, for x, z ∈ Ur we have for the minimising geodesic c : [0, 1]→M from x to
z that c([0, 1]) ⊂ B+(x0, 3r).
Proof. Initially, we recall (ii) in Proposition 1.22 which states that the derivative of
exp(x0, ·) is is nonsingular at 0 ∈ Tx0M. Consequently, (ii) in Proposition 1.41 yields
that the derivative of EXP is nonsingular at (x0, 0) ∈ TM and hence there exists an
open neighbourhood V ⊂ TM of (x0, 0) such that EXP is a diffeomorphism from V
onto its image.
Next, we observe that for each x ∈ B+(x0, r)∩B−(x0, r) we have (x,B(x, 2r)) ⊂ V
provided that r > 0 is chosen sufficiently small. Thus, we infer from (iii) in Proposition
1.35 that exp(x, ·) is a diffeomorphism from B(x, 2r) onto B+(x, 2r). Furthermore,
the triangle inequality for d yields
B+(x0, r) ∩ B−(x0, r) ⊂ B+(x, 2r). (1.13)
Given z ∈ B+(x0, r)∩B−(x0, r)\{x} we obtain the existence of a unique y = y(x, z) ∈
B(x, 2r) ⊂ TxM such that z = exp(x, y(x, z)) and hence, by (ii) in Proposition, 1.35,
d(x, z) =
∫ 1
0
F (c(t), c˙(t))dt = F (x, y(x, z))
where c : [0, 1] → M is the unique geodesic with defined by c(t) := exp(x, t y(x, z)).
Moreover, since (x, z) ∈ EXP(V ) we have that y is the projection of EXP−1(x, z) onto
its second component. Hence, in view of Lemma 1.43 the differentiability assertions
follow easily.
Finally, given x, z ∈ Ur (1.13) combined with (ii) in Proposition 1.35 yields that
the minimising geodesic from x to z is contained in B+(x, 2r). Since d(x0, x) < r we
have B+(x, 2r) ⊂ B+(x0, 3r) and thus the lemma is proven.
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Chapter 2
The Distance Function From a
Submanifold
The objective of this chapter is to analyse the regularity of the distance function
d+fM from a submanifold M˜. For that purpose we consider geodesics which start on
the submanifold in normal direction and therewith generalise the notion of cut points.
However, we need some preparations in advance.
We introduce Finsler submanifolds in the first section as well as the notion of a
normal direction. Thereafter we define the normal curvature of a submanifold and
prove some estimates on the normal curvature that will be needed in the third sec-
tion. In that section we introduce the cut locus of a submanifold and discuss the
aforementioned regularity of d+fM.
2.1 Submanifolds
Let (M, F ) be a Finsler manifold, and M˜ = M˜n where n ≤ N be a Ck,α subman-
ifold, i.e. M˜ is a manifold and the inclusion ϕ ∈ Ck,α(M˜,M) is an embedding. The
Finsler structure onM induces a Finsler structure on M˜.
Lemma 2.1. Let (M, F ) be a Finsler manifold, M˜ a C1 submanifold and ϕ : M˜ →
M a differentiable embedding. Consider the map ϕ∗ : TM˜ → TM, ϕ∗(x˜, y˜) :=
(ϕ(x˜), dϕ(x˜)y˜). Then
F˜ := F ◦ ϕ∗
is a Finsler structure on M˜, i.e. (M˜, F˜ ) is a Finsler manifold. The function F˜ is
called the Finsler structure induced by F .
Proof. Conditions 1 and 2 of Definition 1.1 are immediate consequences of the defini-
tion of F˜ . Furthermore,
g˜(x˜,y˜)(w1, w2) =
1
2
∂2
∂s∂t
(F˜ 2(x˜, y˜ + sw1 + tw2))
∣∣∣∣
s,t=0
= g(ϕ(x˜),dϕ(x˜)y˜)(dϕ(x˜)w1, dϕ(x˜)w2)
is positive definite.
Regarding the previous Lemma, we will denote submanifolds by (M˜, ϕ) and keep in
mind that the pair (M˜, F˜ ) is a Finsler manifold. Although this notation is somewhat
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inconsistent we hope that is neither confusing nor misleading since we strictly denote
Finsler structures by the letter ’F’.
Let x˜ = (x˜1, . . . , x˜n) be a local coordinate system in M˜ and x = (x1, . . . , xN ) :=
ϕ(x˜). Given y˜ ∈ Tx˜M˜ we set dϕ(x˜)y˜ =: y ∈ TxM and thus consider the tangent space
Tx˜M˜ as a subspace of TxM. To simplify notation we set TxM˜ := dϕ(x˜)
(
Tx˜ M˜
)
.
Next, we introduce the notion of a normal vector to a submanifold M˜. The following
lemma is considered a motivation for the subsequent definition.
Lemma 2.2. Let (M, F ) be a Finsler manifold, (M˜, ϕ) a C1 submanifold, and z0 ∈
M \ M˜. Assume that x˜0 ∈ M˜ satisfies d+fM(z0) = d+x0(z0) =: r where x0 := ϕ(x˜0)
and that there exists an open neighbourhood U˜ ⊂ M˜ of x˜0 such that for every x˜ ∈ U˜
there exists a minimising geodesic ξ = ξ(ϕ(x˜), ·) : [0, r]→M that joins ϕ(x˜) with z0.
Moreover, we assume F (ξ(ϕ(x˜0), t), ξ˙(ϕ(x˜0), t)) = 1. Then
g(ϕ(x˜0),ξ˙(ϕ(x˜0),0))(ξ˙(ϕ(x˜0), 0), v) = 0
for each v ∈ Tx0M˜.
Proof. Initially we compute the first derivative of
L(x˜) :=
∫ r
0
F (ξ(ϕ(x˜), t), ξ˙(ϕ(x˜), t)) dt.
Recall that the smoothness of L is a consequence of the smooth dependence of the
geodesics ξ from the initial data. We set F (ξ(ϕ(x˜), t), ξ˙(ϕ(x˜), t)) = F (ξ, ξ˙) as abbre-
viation in the following computations.
∂
∂x˜α
L(x˜) =
∫ r
0
∂
∂xi
F (ξ, ξ˙)
∂
∂x˜α
ξi +
∂
∂yi
F (ξ, ξ˙)
∂
∂x˜α
ξ˙i dt
=
∫ r
0
1
2F (ξ, ξ˙)
∂
∂xi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi +
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξ˙i dt
=
∫ r
0
1
2F (ξ, ξ˙)
∂
∂xi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi − d
dt
(
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
)) ∂
∂x˜α
ξi dt
+
[
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi
]r
0
=
∫ r
0
(
1
2F (ξ, ξ˙)
∂
∂xi
(
F 2(ξ, ξ˙)
)
− d
dt
(
1
2F (ξ, ξ˙)
)
∂
∂yi
(
F 2(ξ, ξ˙)
)
− 1
2F (ξ, ξ˙)
∂2
∂yi∂xk
(
F 2(ξ, ξ˙)
)
ξ˙k − 1
2F (ξ, ξ˙)
∂2
∂yi∂yj
(
F 2(ξ, ξ˙)
)
ξ¨j
)
∂
∂x˜α
ξi dt
+
[
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi
]r
0
=
∫ r
0
1
2F (ξ, ξ˙)
(
∂
∂xi
(
F 2(ξ, ξ˙)
)
− ∂
2
∂yi∂xk
(
F 2(ξ, ξ˙)
)
ξ˙k − 2gij(ξ, ξ˙)ξ¨j
)
∂
∂x˜α
ξi dt
−
∫ r
0
d
dt
(
1
2F (ξ, ξ˙)
)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξidt
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+
[
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi
]r
0
Now we compute similar to the proof of Lemma 1.16 and obtain
∂
∂x˜α
L(x˜) = −
∫ r
0
1
F (ξ, ξ˙)
gij(ξ, ξ˙)
(
ξ¨j +Gj(ξ, ξ˙)
) ∂
∂x˜α
ξi dt
−
∫ r
0
d
dt
(
1
2F (ξ, ξ˙)
)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξidt
+
[
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi
]r
0
= −
∫ r
0
d
dt
(
1
2F (ξ, ξ˙)
)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξidt
+
[
1
2F (ξ, ξ˙)
∂
∂yi
(
F 2(ξ, ξ˙)
) ∂
∂x˜α
ξi
]r
0
since ξ = ξ(ϕ(x˜), ·) are geodesics. The geodesic ξ(ϕ(x˜0), ·) has constant speed and
hence ddt
(
1
2F (ξ(ϕ(x˜0),t),ξ˙(ϕ(x˜0),t))
)
= 0. Moreover, ξ(ϕ(x˜), r) = z0 for x˜ ∈ U˜ implies
∂
∂x˜α ξ
i(ϕ(x˜0), r) = 0. Now, since L attains its minimum at x˜ = x˜0 we obtain
0 =
∂
∂x˜α
L(x˜0)
=
1
2F (ξ(ϕ(x˜0), 0), ξ˙(ϕ(x˜0), 0))
∂
∂yi
(
F 2(ξ(ϕ(x˜0), 0), ξ˙(ϕ(x˜0), 0))
) ∂
∂x˜α
ξi(ϕ(x˜0), 0)
=
1
2F (ξ(ϕ(x˜0), 0), ξ˙(ϕ(x˜0), 0))
g(x0,ξ˙(ϕ(x˜0),0))(ξ˙(ϕ(x˜0), 0),
∂
∂x˜α
ξi(ϕ(x˜0), 0))
where we made use of the formula g(x,y)(y, v) = ∂∂yi (F
2(x, y))vi.
Definition 2.3. Let (M, F ) be a Finsler manifold, (M˜, ϕ) a C1 submanifold, x˜ ∈ M˜
and x := ϕ(x˜). A vector n ∈ TxM is called a normal vector of M˜ at x˜ provided
that g(x,n)(n, y) = 0 for all y ∈ TxM˜. By T⊥x M˜ ⊂ TxM we denote the space of all
normal vectors of M˜ at x˜ whilst I⊥x M˜ denotes the set of all unit normal vectors, i.e
I⊥x M˜ := {v ∈ T⊥x M˜;F (x, v) = 1}. Finally, we define the unit normal bundle by
I⊥M := ∪
x˜∈fM I⊥ϕ(x˜)M˜ ⊂ TM.
See [She01, Section 2.3] or [Run59, Section 5.2] for more on the notion of a normal
vector.
Remark 2.4. In the special case of a N − 1 dimensional C1 submanifold (M˜, ϕ) we
consider x˜0 ∈ M˜ and set x0 = ϕ(x˜0). One can show that there exist precisely two unit
normal vectors n1, n2 ∈ Tx0M of M˜. Since the tangent space Tx0M˜ is a hyperplane
in Tx0M this statement follows from the considerations in [She01, Section 2.3].
Given that the distance function is differentiable we may easily compute a normal
vector of a metric sphere.
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Corollary 2.5. Let (M, F ) be a Finsler manifold, x0 ∈ M, and r > 0. Consider
the backward metric sphere S−(x0, r) and assume that for x1 ∈ S−(x0, r) there ex-
ists an open neighbourhood U(x1) ⊂ M such that d−x0 ∈ C1(U). Then the vector
n := grad (−d−x0)
∣∣
x1
is normal to S−(x0, r) at x1. Moreover, n is a unit vector, i.e.
F (x1, n) = 1.
Proof. Since d−x0 is constant on S−(x0, r) we conclude d(d−x0)
∣∣
x1
(w) = 0 for w ∈
Tx1S−(x0, r). Now, the first part of the assertion follows from (1.4) while the second
part of the assertion is a consequence of Lemma 1.5.
Lemma 2.6. Let (M, F ) be a Finsler manifold and x0 ∈ M. For r > 0 we consider
the backward metric sphere S−(x0, r). Suppose that x1 ∈ S−(x0, r) and additionally
x0 ∈ Dx1. Then there exists an open neighbourhood U ⊂ S−(x0, r) of x1 such that for
x ∈ U
exp(x, r grad ρ|x) = x0
where ρ := −d−x0.
Proof. Like in the proof of Lemma 1.42 x0 ∈ Dx1 yields the existence of an open
neighbourhood U of x1 such that for each x ∈ U there exists a unique y = y(x) ∈ TxM
such that
exp(x, y(x)) = x0. (2.1)
Consequently, c : [0, 1]→M defined by c(t) := exp(x, t y(x)) is the unique minimising
geodesic with c(0) = x and c(1) = x0. We have
r =
∫ 1
0
F (c(t), c˙(t))dt = F (x, y(x))
and hence c1(t) := c( tr ) is a unit speed geodesic with c1(0) = x and c1(r) = x0.
Moreover, c1 satisfies ρ(c1(t)) = t− r and by differentiating this identity with respect
to t we obtain
d ρ(c˙1(t)) = g(c1(t),grad ρ|c1(t))(grad ρ|c1(t) , c˙1(t)) = 1
which is, by virtue of Lemma 1.5, equivalent to
g(c1(t),grad ρ|c1(t))(grad ρ|c1(t) , c˙1(t)) = 1 = F (c1(t), grad ρ|c1(t)) F (c1(t), c˙1(t))
Thus,
c˙1(t) = grad ρ|c1(t)
by application of Lemma 1.4 and hence we may replace y(x) in (2.1) by grad ρ|x.
For later reference we show in the subsequent lemma how to compute a normal
vector field from a given vector field which is normal in its starting point only. The
proof of the following lemma is motivated by the considerations in [Run59, Section
5.2]. However, since the notation in this section is somewhat misleading it should be
read with care.
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Lemma 2.7. Let (M, F ) be a Finsler manifold and (M˜, ϕ) a C1 submanifold. Given
x˜0 ∈ M˜ we set x0 := ϕ(x˜0) and consider a smooth curve c˜ : [0, r]→ M˜ starting at x˜0
and set c := ϕ ◦ c˜. For any vector field V along c with g(x0,V (0))(V (0), y) = 0 for all
y ∈ Tx0M˜ there exists t0 > 0 and a vector field V ⊥ along c satisfying V ⊥(0) = V (0)
as well as
g(c(t),V ⊥(t))(V
⊥(t), y) = 0
for all y ∈ Tc(t)M˜ and 0 ≤ t < t0.
Proof. Let (E1, . . . , EN ) be a g(c,V ) orthonormal frame along c with E1 = c˙. Moreover,
we assume that (E1(t), . . . , En(t)) forms a basis of Tc(t)M˜. We introduce components
of a covariant vector field W along c by
Wi(t) := gij(c(t), V (t))V j(t)−
n∑
α=1
g(c(t),V (t))(V (t), Eα(t)) gij(c(t), V (t))E
j
α(t) (2.2)
for 0 ≤ t < r and intend to introduce the vector field V ⊥ as the unique solution of
gij(c(t), V ⊥(t)) (V ⊥)j(t) = Wi(t). (2.3)
In order to assure that this equation is uniquely solvable we initially observe Wi(0) =
gij(c(0), V (0))V j(0) and recall gij(x, y)yj = ∂∂yi (
1
2F
2)(x, y) for (x, y) ∈ TxM. Fur-
thermore, we observe that the derivative with respect to y of ∂
∂yi
(
1
2F
2
)
(x, y) is non-
singular at every (x, y) ∈ TM\0 and hence the implicit function theorem is applicable
and yields the existence of t0 > 0 such that (2.3) is uniquely solvable for 0 ≤ t < t0.
From (2.3), we easily derive that V ⊥ is normal to M˜ and V ⊥(0) = V (0).
2.2 Normal Curvature of Submanifolds
In this section we introduce the notion of normal curvature for Finsler submani-
folds and prove estimates for the normal curvature in some special geometric situations.
Although some results are taken from [She01, Chapter 14] we repeat and sometimes
rephrase the proofs here for the sake of completeness. In addition to the notation
introduced at the beginning of this section we denote by G˜i the induced geodesic coef-
ficients. More precisely, G˜i(x, y) = yjyk
(
γ˜ijk
)
(x,y)
where γ˜ijk are the formal Christoffel
symbols of the induced Finsler structure.
Definition 2.8. Let (M, F ) be a Finsler manifold and (M˜, ϕ) be a C2 submanifold.
For y ∈ TxM˜, choose a geodesic c˜ : (−, )→ M˜ such that c := ϕ◦ c˜ satisfies c(0) = x,
and c˙(0) = y. Then
A
fM
x (y) = Ax(y) := −Dc˙c˙(0)
is called the normal curvature of M˜ in the direction y ∈ TxM˜. Given any normal
vector n of M˜, the normal curvature in the direction n at x˜ ∈ M˜ is defined by
ΛfM(x,n) = Λ(x,n)(y) := g(x,n)(n,Ax(y))
for y ∈ TxM˜.
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We proceed with the representation of A in local coordinates.
Lemma 2.9. Let (M, F ) be a Finsler manifold and (M˜, ϕ) be a C2 submanifold. For
y ∈ TxM˜, choose a geodesic c˜ : (−, ) → M˜ such that c := ϕ ◦ c˜ satisfies c(0) = x,
and c˙(0) = y. Then, in local coordinates, the normal curvature Ax(y) is given by
Ax(y) = −
(
∂2ϕi
∂x˜α∂x˜β
(x˜) ˙˜cα(0) ˙˜cβ(0)− ∂ϕ
i
∂x˜α
(0)G˜α(c˜(0), ˙˜c(0)) +Gi(c(0), c˙(0))
)
∂
∂xi
∣∣∣∣
x
Proof. Let x˜ be a system of local coordinates in M˜ and x = ϕ(x˜). We compute
Dc˙c˙(0) =
(
d2ci
dt2
(0) +Gi(c(0), c˙(0))
)
∂
∂xi
∣∣∣∣
x
=
(
∂2ϕi
∂x˜α∂x˜β
(x˜) ˙˜cα(0) ˙˜cβ(0) +
∂ϕi
∂x˜α
(0)¨˜cα(0) +Gi(c(0), c˙(0))
)
∂
∂xi
∣∣∣∣
x
=
(
∂2ϕi
∂x˜α∂x˜β
(x˜) ˙˜cα(0) ˙˜cβ(0)− ∂ϕ
i
∂x˜α
(0)G˜α(c˜(0), ˙˜c(0)) +Gi(c(0), c˙(0))
)
∂
∂xi
∣∣∣∣
x
.
In the case of level hypersurfaces such as metric spheres we may compute the
normal curvature with the help of the distance function. Before we can give the
precise statement we have to introduce the Hessian of a function f :M→ R.
Definition 2.10. Let (M, F ) be a Finsler manifold and f ∈ C2(M). For y ∈ TxM
let c : (−, )→M be a geodesic such that c(0) = x, and c˙(0) = y. The Hessian of f
is defined by D2f : TM→ R,
D2f(y) :=
d2
dt2
(f ◦ c)
∣∣∣∣
t=0
.
It is easy to check that, in local coordinates, the Hessian is given by
D2f(y) =
∂f(x)
∂xi∂xj
yiyj − ∂f(x)
∂xi
Gi(x, y). (2.4)
Lemma 2.11. Let (M, F ) be a Finsler manifold and U ⊂ M be an open subset. Let
ρ ∈ C2(U) satisfy F (x, grad ρ|x) = 1 for x ∈ U and set M˜ := ρ−1(r)∩U where r > 0.
The normal curvature of M˜ at x ∈ M˜ in direction of n = grad ρ|x where satisfies
Λ(x,n)(y) = D
2ρ(y)
for y ∈ TxM˜.
Proof. Let ϕ : M˜ → M be an embedding. For y ∈ TxM˜ choose a geodesic c˜ :
(−, ) → M˜ such that c := ϕ ◦ c˜ satisfies c(0) = x and c˙(0) = y. We observe
ρ(c(t)) = r for t ∈ (−, ). Two times differentiation of this identity and evaluation at
t = 0 yields
∂2ρ(x)
∂xixj
yiyj +
∂ρ(x)
∂xi
c¨i(0) = 0.
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Furthermore,
c¨(0) =
∂ϕ(x)
∂xi∂xj
˙˜ci(0) ˙˜cj(0) +
∂ϕ(x)
∂xi
¨˜ci(0)
=
∂ϕ(x)
∂xi∂xj
˙˜ci(0) ˙˜cj(0)− ∂ϕ(x)
∂xi
G˜i(x˜, ˙˜c(0)).
Combining equation (2.4) with the two equations above we finally arrive at
D2ρ(y) = dρ(Ax(y)) = g(x,n)(n,Ax(y)) = Λ(x,n)(y).
Lemma 2.12. Let (M, F ) be a Finsler manifold and (M˜, ϕ) be a C2 submanifold.
Suppose that for some x0 ∈M, r > 0 we have d−x0(ϕ(x˜)) ≥ r for x˜ ∈ M˜ where equality
holds for some point z˜ ∈ M˜. We assume d−x0 ∈ C2,1(U) where U ⊂ M is an open
neighbourhood of z := ϕ(z˜) and set ρ := −d−x0. Then
ΛfM(z,n)(y) ≥ ΛS−(x0,r)∩U(z,n) (y)
for y ∈ TzM˜ where n := grad ρ|z.
Proof. Let ψ : S−(x0, r) → M be the natural embedding. For y ∈ TzM˜ choose
geodesics c˜fM : (−, ) → M˜, c˜S− : (−, ) → S−(x0, r) such that cfM := ϕ ◦ c˜fM
satisfies cfM(0) = z, and c˙fM(0) = y and cS− := ψ ◦ c˜S− satisfies cS−(0) = z, and
c˙S−(0) = y. From the assumptions we deduce
ρ ◦ cfM(t) < ρ ◦ cS−(t) for t 6= 0 (2.5)
and ρ ◦ cfM(0) = ρ ◦ cS−(0). We observe
d
dt
(
ρ ◦ cfM(t))∣∣t=0 = ddt (ρ ◦ cS−(t))|t=0
and compute
d2
dt2
(
ρ ◦ cfM(t))∣∣t=0 = ∂2ρ(z)∂xi∂xj yiyj + ∂ρ(z)∂xi c¨ifM(0)
d2
dt2
(ρ ◦ cS−(t))|t=0 =
∂2ρ(z)
∂xi∂xj
yiyj +
∂ρ(z)
∂xi
c¨iS−(0).
Using Taylor expansion and inequality (2.5) we get
1
2
∂ρ(z)
∂xi
c¨ifM(0) t2 +O(t3) ≤ 12
∂ρ(z)
∂xi
c¨iS−(0) t
2 +O(t3)
which yields ∂ρ(z)
∂xi
c¨ifM(0) ≤ ∂ρ(z)∂xi c¨iS−(0). From this inequality we derive
∂
∂xi
ρ(z)
(
∂ϕi(c˜fM(0))
∂xk∂xl
˙˜ckfM(0) ˙˜clfM(0)− ∂ϕ
i(c˜fM(0))
∂xk
G˜k(c˜fM(0), ˙˜cfM(0))
)
≤ ∂
∂xi
ρ(z)
(
∂ψi(c˜S−(0))
∂xk∂xl
˙˜ckS−(0) ˙˜c
l
S−(0)−
∂ψi(c˜S−(0))
∂xk
GkS−(c˜S−(0), ˙˜cS−(0))
)
where GS− denotes the geodesic coefficients of the submanifold S−(x0, r). Finally, we
add d (ρ)|z G(z, y) on both sides of the last inequality to conclude the proof.
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In the remainder of this section we prove results on the normal curvature of back-
ward metric spheres. We start with a Taylor expansion for the normal curvature of
backward metric spheres. See [She01, Proposition 14.4.4] for the corresponding result
for forward metric spheres. For this purpose we recall the notation from Remark 1.3
and Lemma 1.18. Additionally, in what follows we will indicate with an overbar when
a certain geometric quantity depends on the Finsler structure F¯ .
Proposition 2.13. Let (M, F ) be a forward geodesically complete Finsler manifold
and consider the backward metric sphere S−(x0, r) where x0 ∈ M, and r > 0. Let
x ∈ S−(x0, r) and assume additionally that x0 ∈ Dx := exp(x,Dx) as defined in
Lemma 1.39. Suppose that c : [0, r| → M is the unit speed geodesic with c(0) = x and
c(r) = x0 and define c¯(t) := c(r − t). We set ρ := −d−x0.
Then there exists an open neighbourhood U ⊂ M of x such that ρ ∈ C∞(U) and
we have the following expansion
Λ(x,n)(v) = −
1
r
g¯(c¯(0), ˙¯c(0)) (v¯(0), v¯(0)) + g¯(c¯(0), ˙¯c(0))(T¯ ˙¯c(0)(−v¯(0)), v¯(0))
+
(
g¯(c¯(0), ˙¯c(0))
(
D¯ ˙¯cT¯ ˙¯c(0)(−v¯(0)), v¯(0))
)
− 1
3
g¯(c¯(0), ˙¯c(0)) (R(v¯(0), ˙¯c(0)) ˙¯c(0), v¯(0))
)
r
+O(r2)
where n := grad ρ|x, v ∈ TxS−(x0, r) and v¯(0) ∈ Tx0M is chosen such that for
v¯(t) := P¯c¯(t)(v¯(0)) we have v¯(r) = v. Finally, the vector field T¯ ˙¯c(r)(y) = T¯ ic¯(r)(y) ∂∂xi is
given by T¯ ic¯(r)(y) = ˙¯cj(r)yk
(
(Γ¯ijk)(x,y) − (Γ¯ijk)(x, ˙¯c(r))
)
.
Proof. For y ∈ TxS−(x0, r) we consider a geodesic ξ : (−, )→M such that ξ(0) = x,
ξ˙(0) = −y and compute by virtue of Lemma 2.11
Λ(x,n)(−y) = D2ρ(−y) =
d2
ds2
ρ(ξ(s))
∣∣∣∣
s=0
=
d
ds
(
d ρ(ξ(s))ξ˙(s)
)∣∣∣∣
s=0
=
d
ds
(
g(ξ(s),grad ρ|ξ(s))
(
grad ρ|ξ(s) , ξ˙(s)
))∣∣∣∣
s=0
= g(x,n)
(
Dξ˙
(
grad ρ|ξ(s)
)∣∣∣
s=0
,−y
)
(2.6)
where we made use of Lemma 1.19 to obtain the last equation. We set Dˆξ˙W (t) :=(
d
dtW
i(t) +W j(t)ξ˙k(t)(Γijk)(ξ(t),grad ρ|ξ(t))
)
∂
∂xi
∣∣∣
ξ(t)
for a vector fieldW = W i ∂
∂xi
along
ξ and decompose equation (2.6) in the following way
Λ(x,n)(−y) = g(x,n)
(
Dˆξ˙
(
grad ρ|ξ(s)
)∣∣∣
s=0
,−y
)
+g(x,n)
(
Dξ˙
(
grad ρ|ξ(s)
)∣∣∣
s=0
− Dˆξ˙
(
grad ρ|ξ(s)
)∣∣∣
s=0
,−y
)
=: g(x,n)(S¯(−y),−y) + T¯ (grad ρ|x)(y). (2.7)
Here we may regard the previous equations as definitions for the operators S¯, and
T¯ respectively and refer to [She01] for precise definitions and a detailed exposition.
For the sake of completeness we remark that S¯ is the shape operator and T¯ is called
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T-curvature or tangent curvature in [She01]. Once more we recall that the overbar
indicates that these quantities are related to the Finsler structure F¯ .
In order to analyse the r-dependence of S¯ and T¯ we consider the geodesic c :
[0, r] → M from the assumptions. From Lemma 1.18 we infer that the backward
curve c¯ : [0, r]→M, c¯(t) := c(r− t) is a geodesic with respect to the Finsler structure
F¯ . Moreover, we have ρ(c¯(t)) = −t and by differentiating this identity with respect
to t we obtain
−1 = d ρ( ˙¯c(t)) = g(c¯(t),grad ρ|c¯(t))(grad ρ|c¯(t) , ˙¯c(t))
which is equivalent to
1 = g(c¯(t),grad ρ|c¯(t))(grad ρ|c¯(t) ,− ˙¯c(t)) = F (c¯(t), grad ρ|c¯(t)) F (c¯(t),− ˙¯c(t)).
Thus,
−c˙(r − t) = − ˙¯c(t) = grad ρ|c¯(t) (2.8)
by virtue of Lemma 1.4 and in particular, n = − ˙¯c(r). Therewith, we obtain
T¯(grad ρ|x)(y) = g(x,n)(
(
(grad ρ|ξ(0))j ξ˙k(0)
(
(Γijk)(ξ(0),ξ˙(0))
−(Γij,k)(ξ(0),grad ρ|ξ(0))
)) ∂
∂xi
∣∣∣∣
ξ(0)
,−y)
= g¯(c¯(r), ˙¯c(r))
((
(− ˙¯cj(r)yk
(
(Γ¯ijk)(x,y) − (Γ¯ij,k)(x, ˙¯c(r))
)) ∂
∂xi
∣∣∣∣
c¯(r)
, y
)
= g¯(c¯(r), ˙¯c(r))
(
T¯ ˙¯c(r)(y),−y
)
which enables us to give a Taylor expansion for T¯ at y = −v¯(r)
T¯(grad ρ|x)(−v¯(r)) = g¯(c¯(r), ˙¯c(r))(T¯ ˙¯c(r)(−v¯(r)), v¯(r)) (2.9)
= g¯(c¯(0), ˙¯c(0))(T¯ ˙¯c(0)(−v¯(0)), v¯(0)) +
d
dt
(
g¯(c¯(t), ˙¯c(t))(T¯ ˙¯c(t)(−v¯(t)), v¯(t))
)∣∣∣∣
t=0
r +O(r2)
= g¯(c¯(0), ˙¯c(0))(T¯ ˙¯c(0)(−v¯(0)), v¯(0)) + g¯(c¯(0), ˙¯c(0))
(
D¯ ˙¯cT¯ ˙¯c(0)(−v¯(0)), v¯(0))
)
r +O(r2)
where in the last equation we made use of Lemma 1.19 and the fact that v¯ is parallel
along c¯.
Regarding the analysis of the r-dependence of S¯ we fix t0 ∈ [0, r) and consider
a geodesic η : (−, ) → S−(x0, r − t0) with η(0) = c(t0) and η˙(0) = w for some
w ∈ Tc(t0)S−(x0, r − t0). Let H : (−, )× [t0, r]→M be defined by
H(s, t) := exp(η(s), (t− t0) grad ρ|η(s)).
Then H(0, t) = exp(c(t0), (t− t0) c˙(t0)) = c(t) for t ∈ [t0, r] and furthermore for each
s ∈ (−, ) we have that H(s, ·) is a geodesic onM. Thus, H is a geodesic variation
of c. Moreover, H satisfies H(s, t0) = η(s) and since x0 ∈ Dx Lemma 2.6 yields
H(s, r) = x0.
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Consequently, d−x0(H(s, t)) = r − t for s ∈ (−, ). One immediately observes that
H¯ : (−, )× [0, r − t0]→M defined by H¯(s, t) := H(s, r − t) is a geodesic variation
of c¯ with H¯(s, r − t0) = η(s), H¯(s, 0) = x0 and ρ(H¯(s, t)) = −t for s ∈ (−, ).
Consequently, we obtain similarly to the proof of (2.8)
grad ρ|H¯(s,r−t0) = −
∂
∂t
H¯(s, r − t0). (2.10)
Furthermore, the corresponding Jacobi field J¯ := ∂∂sH¯(s, ·)
∣∣
s=0
satisfies, since H¯(s, 0)
is constant,
J¯(0) =
∂
∂s
H¯(s, 0)
∣∣∣∣
s=0
= 0
and J¯(r − t0) = η˙(0). We compute by virtue of (2.10)
D¯ ˙¯cJ¯(r − t0) =
(
˙¯J i(r − t0) + J¯ j(r − t0) ˙¯ck(r − t0)(Γ¯ijk)(c¯(r−t0), ˙¯c(r−t0))
) ∂
∂xi
=
(
∂
∂t
(
∂
∂s
H¯ i(s, t)
)∣∣∣∣s=0
t=r−t0
+ η˙j(0)
∂
∂t
H¯k(0, r − t0)(Γijk)(η(0),− ˙¯c(r−t0))
)
∂
∂xi
=
(
− ∂
∂s
(
grad ρ|H¯(s,r−t0)
)i∣∣∣∣
s=0
−η˙j(0)
(
grad ρ|H¯(0,r−t0)
)k
(Γijk)(η(0),grad ρ|c¯(r−t0))
)
∂
∂xi
= −
(
d
ds
(
grad ρ|η(s)
)i∣∣∣∣
s=0
+
(
grad ρ|η(0)
)k
η˙j(0) (Γikj)(η(0),grad ρ|η(0))
)
∂
∂xi
= −Dˆη˙
(
grad ρ|η(s)
)∣∣∣
s=0
= −S¯(J¯(r − t0)). (2.11)
Since in the previous computations t0 ∈ [0, r) is arbitrary we have
D¯ ˙¯cJ¯(t) = −S¯(J¯(t)) (2.12)
for t = r − t0 ∈ (0, r]. We utilise this equation to derive an expansion for the shape
operator of S−(x0, r− t) from a Taylor expansion for J¯ . For this purpose we consider
a g¯(c¯, ˙¯c) orthonormal frame (E¯1, . . . , E¯N ) along c¯ spanning Tc¯(t)M where each vector
field Ei is assumed to be parallel. We set J¯(t) = J¯ i(t)E¯i(t) and get by linearity of the
shape operator and (2.12)
S¯(J¯(t)) = J¯ i(t)S¯(E¯i(t)) = J¯ i(t)S¯
j
i (t)E¯j(t) = −D¯ ˙¯cJ¯(t) = − ˙¯J j(t)E¯j(t)
and hence
S¯ji (t)J¯
i(t) = − ˙¯J j(t).
By application of Lemma 1.24 we derive
S¯ji (t)
(
˙¯J i(0)t− 1
6
R¯ik(0)
˙¯Jk(0)t3 +O(t4)
)
= −
(
˙¯J j(0)− 1
2
R¯jk(0)
˙¯Jk(0)t2 +O(t3)
)
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which implies
S¯ji (t) = −
1
t
δji −
1
3
R¯ji (0)t+O(t
2) (2.13)
for t ∈ (0, r]. Now we choose t = r and obtain for v = v¯(r) =: v¯i(r)E¯i(r)
S¯(v) = S¯(v¯(r)) = v¯i(r)S¯ji (r)E¯j(r)
= −1
r
v¯(r)− 1
3
(
v¯i(r)R¯ji (0)E¯j(r)
)
r +O(r2). (2.14)
We insert (2.9) and (2.14) into (2.7) and obtain
Λ(x,n)(v) = Λ(x,n)(v¯(r)) = g(x,n)
(
S¯(v¯(r)), v¯(r)
)
+ T¯(grad ρ|x)(−v¯(r))
= g¯(c¯(r), ˙¯c(r))
(
−1
r
v¯(r)− 1
3
(
v¯i(r)R¯ji (0)E¯j(r)
)
r +O(r2), v¯(r)
)
+g¯(c¯(0), ˙¯c(0))(T¯ ˙¯c(0)(−v¯(0)), v¯(0)) + g¯(c¯(0), ˙¯c(0))
(
D¯ ˙¯cT¯ ˙¯c(0)(−v¯(0)), v¯(0))
)
r +O(r2)
= −1
r
g¯(c¯(r), ˙¯c(r)) (v¯(r), v¯(r))−
1
3
rg¯(c¯(r), ˙¯c(r))
((
v¯i(r)R¯ji (0)E¯j(r)
)
, v¯(r)
)
+g¯(c¯(0), ˙¯c(0))(T¯ ˙¯c(0)(−v¯(0)), v¯(0)) + g¯(c¯(0), ˙¯c(0))
(
D¯ ˙¯cT¯ ˙¯c(0)(−v¯(0)), v¯(0))
)
r +O(r2)
Since v¯, E¯ are parallel along c¯ we have for v¯(t) = v¯i(t)E¯i(t)
0 = D¯ ˙¯cv¯(t) = D¯ ˙¯c
(
v¯i(t)E¯i(t)
)
= ˙¯vi(t)E¯i(t)
from which we conclude ˙¯vi(t) = 0. Thus
D¯ ˙¯c
(
v¯i(t)R¯ji (0)E¯j(t)
)
=
d
dt
(
v¯i(t)R¯ji (0)
)
E¯j(t) = 0.
Finally, we obtain by virtue of Corollary 1.20
Λ(x,n)(v) = −
1
r
g¯(c¯(0), ˙¯c(0)) (v¯(0), v¯(0)) + g¯(c¯(0), ˙¯c(0))(T¯ ˙¯c(0)(−v¯(0)), v¯(0))
+
(
g¯(c¯(0), ˙¯c(0))
(
D¯ ˙¯cT¯ ˙¯c(0)(−v¯(0)), v¯(0))
)
− 1
3
g¯(c¯(0), ˙¯c(0))
(
R¯(v¯(0), ˙¯c(0)) ˙¯c(0), v¯(0)
))
r
+O(r2)
The methods we applied in the previous proposition allow for a stronger version of
Lemma 2.12 provided that M˜ equals a backward metric sphere with a smaller radius
r − .
Proposition 2.14. Let (M, F ) be a Finsler manifold and consider the backward met-
ric sphere S−(x0, r) where x0 ∈ M, and r > 0. Let x ∈ S−(x0, r) and assume that
x0 ∈ Dx. Set n := grad ρ|x, where ρ := −d−x0 and let c : [0, r| → M be the geodesic
that joins x and x0.
Then there exist constants 0 > 0 such that for each 0 <  < 0 there exists a
constant C(M, F, ) > 0 such that
ΛS
−(x,r−)
(x,n) (v)− Λ
S−(x0,r)
(x,n) (v) ≤ −C(M, F, )
for v ∈ TxS−(x0, r) where x := c(r − ).
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Proof. We proceed similar to the proof of Proposition 2.13 and will also make use of
the notation introduced in this proof. Initially we recall (2.7) which states for the
normal curvature of the sphere S−(x0, r)
ΛS
−(x0,r)
(x,n) (−y) = g(x,n)(S¯S
−(x0,r)(y), y) + T¯ (grad ρ|x)(y)
where y ∈ TxS−(x0, r) and S¯S−(x0,r) denotes of shape operator of backward metric
sphere S−(x0, r). In order to derive a similar formula for the normal curvature of
the sphere S−(x, r − ) we consider ρ := −d−x and set n := grad ρ|x. For y ∈
TxS−(x, r−) and a geodesic ξ : (−, )→ S−(x, r−) such that ξ(0) = x, ξ˙(0) = −y
we obtain similar to the proof of (2.7)
ΛS
−(x,r−)
(x,n) (−y) = g(x,n)(S¯S
−(x,r−)(y), y) + T¯ (grad ρ|x)(y)
where S¯S−(x,r−) denotes of shape operator of S−(x, r − ).
We recall that the curve c¯ : [0, r] → M, c¯(t) := c(r − t − ) is a geodesic with
respect to the Finsler structure F¯ . There holds ρ(c¯(t)) = −t and by differentiating
this identity with respect to t we obtain similar to (2.8)
− ˙¯c(t) = grad ρ|c¯(t)
and in particular, we observe n = − ˙¯c(r − ). Hence, since c¯(r − ) = c¯(r)
T¯(grad ρ|x)(y) = g¯(c¯(r−), ˙¯c(r−))
(
T¯ ˙¯c(r−)(y), y
)
= g¯(c¯(r), ˙¯c(r))
(
T¯ ˙¯c(r)(y), y
)
= T¯(grad ρ|x)(y).
Consequently,
ΛS
−(x,r−)
(x,n) (v)− Λ
S−(x0,r)
(x,n) (−y) = g(x,n)(S¯S
−(x,r−)(y)− S¯S−(x0,r)(y), y),
i.e. it remains to analyse the difference between the shape operators S¯S−(x,r−) and
S¯S−(x0,r). For this purpose we recall (2.11) which states
−D¯ ˙¯cJ¯x0(r − t) = S¯S
−(x0,r−t)(J¯x0(r − t)) (2.15)
for t ∈ [0, r). In order to derive a corresponding formula for S¯S−(x,r−−t) we pro-
ceed similarly to the previous proof and fix t0 ∈ [0, r − ). We consider a geodesic
η : (−δ, δ) → S−(x, r −  − t0) with η(0) = c(t0) and η˙(0) = w for some w ∈
Tc(t0)S−(x, r − − t0). Let H : (−δ, δ)× [t0, r − ]→M be defined by
H(s, t) := exp(η(s), (t− t0) grad ρ|η(s)).
Then H(0, t) = exp(c(t0), (t − t0) c˙(t0)) = c(t) for t ∈ [t0, r − ] and furthermore for
each s ∈ (−δ, δ) we have that H(s, ·) is a geodesic on M. Thus, H is a geodesic
variation of c on [t0, r−]. Moreover, H satisfiesH(s, t0) = η(s) and since x ∈ Dc(t0)
Lemma 2.6 yields
H(s, r − ) = x.
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Consequently, ρ(H(s, t)) = t− (r−) for s ∈ (−δ, δ). One immediately observes that
H¯ : (−δ, δ)× [0, r − − t0]→M defined by H¯(s, t) := H(s, r − − t) is a geodesic
variation of c¯ with H¯(s, r −  − t0) = η(s), H¯(s, 0) = x and ρ(H¯(s, t)) = −t for
s ∈ (−δ, δ). Consequently, we obtain similarly to the proof of (2.8)
grad ρ|H¯(s,r−−t0) = −
∂
∂t
H¯(s, r − − t0).
Furthermore, the corresponding Jacobi field J¯x :=
∂
∂sH¯(s, ·)
∣∣
s=0
satisfies, since
H¯(s, 0) is constant,
J¯x(0) =
∂
∂s
H¯(s, 0)
∣∣∣∣
s=0
= 0
and J¯x(r− − t0) = η˙(0). By a computation similar to the one in the previous proof
we obtain for t ∈ [0, r − )
−D¯ ˙¯c J¯x(r − − t) = S¯S
−(x,r−−t)(J¯x(r − − t)). (2.16)
We return to (2.15) and consider a g¯(c¯, ˙¯c) orthonormal frame (E¯1, . . . , E¯n) along
c¯ where each vector field is assumed to be parallel and set J¯x0(t) = J¯ ix0(t)E¯i(t).
Therewith we obtain
(S¯S
−(x0,r−t))ji (r − t)J¯ ix0(r − t) = − ˙¯J jx0(r − t)
where S¯S−(x0,r−t)(E¯i(r− t)) =: (S¯S−(x0,r−t))ji (r− t)E¯j(r− t). Using the scalar version
of the Jacobi equation from Lemma 1.24 we compute
R¯ij(r − t)J¯ jx0(r − t) = ¨¯J ix0(r − t) = −
d
dt
(
(S¯S
−(x0,r−t))ij(r − t)J¯ jx0(r − t)
)
= −( ˙¯SS−(x0,r−t))ij(r − t)J¯ jx0(r − t)− (S¯S
−(x0,r−t))ij(r − t) ˙¯J jx0(r − t)
= −( ˙¯SS−(x0,r−t))ij(r − t)J¯ jx0(r − t)
+(S¯S
−(x0,r−t))ij(r − t)(S¯S
−(x0,r−t))jk(r − t)J¯kx0(r − t).
We successively choose J¯x0(r − t) = E¯l(r − t), i.e. J¯ jx0(r − t) = δjl and obtain the
following first order system of ordinary differential equations for (S¯S−(x0,r−t))ji
R¯il(r − t) = −( ˙¯SS
−(x0,r−t))il(r − t) + (S¯S
−(x0,r−t))ij(r − t)(S¯S
−(x0,r−t))jl (r − t).
In order to perform a similar computation for S¯S−(x,r−−t) we need a g(c¯, ˙¯c) orthonor-
mal frame ((E¯)1, · · · , (E¯)N ) along c¯ where again each vector field is assumed to be
parallel. Since c¯(t) = c¯(t + ) for t ∈ [0, r] we choose (E¯)i(t) := E¯i(t + ). We
set S¯S−(x,r−−t)((E¯)i(r −  − t)) =: (S¯S−(x,r−−t))ji (r −  − t)(E¯)j(r −  − t) and,
according to Lemma 1.24, (R¯)ij(t)(E¯)i(t) := R¯((E¯)j(t), ˙¯c(t)) ˙¯c(t) and derive
(R¯)il(r − − t) = −( ˙¯SS
−(x,r−−t))il(r − − t)
+(S¯S
−(x,r−−t))ij(r − − t)(S¯S
−(x,r−−t))jl (r − − t).
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We easily observe (R¯)ij(t)(E¯)i(t) = R¯
i
j(t + )E¯i(t + ) and consequently f
i
j(t) :=
(S¯S−(x,r−−t))ji (r − − t)), gij(t) := (S¯S
−(x0,r−t))ji (r − t) satisfy for 0 < t < r − 
f˙ il (t)− f ij(t)f jl (t) = −R¯il(r − t),
g˙il(t)− gij(t)gjl (t) = −R¯il(r − t),
i.e. f ij , g
i
j satisfy the same initial value problem with initial data f
i
j(0) and g
i
j(0)
respectively. Given initial data at t = 0 this system is uniquely solvable. However,
here the initial data is unknown and moreover we we are interested in the difference
of the initial data f ij(0) − gij(0) = (S¯S
−(x,r−))ji (r − ) − (S¯S
−(x0,r))ji (r). In order to
analyse this difference we recall (2.13) which states
gij(t) = −
1
r − tδ
i
j −
1
3
R¯ij(0)(r − t) +O((r − t)2)
as t↗ r. Since Proposition 2.13 is applicable to S−(x, r − ) as well we also have
f ij(t) = −
1
r − − tδ
i
j −
1
3
(R¯)ij(0)(r − − t) +O((r − − t)2)
as t↗ r − . Clearly, the index  at (R¯)ij indicates the dependence on the centre x
of the sphere S−(x, r− ). Here our notation is a somewhat imprecise since the error
term O((r −  − r)2) contains derivatives of (R¯)ij and hence it also depends on x.
However, since the R-curvature tensor is smooth, we have (R¯)ij(0) − R¯ij(0) = O()
and we can deal with the remaining terms carrying an x dependence in a similar way.
Consequently,
f il (t)− gil(t) = −
(
1
r − − t −
1
r − t
)
δil +O(1) = −

(r − − t)(r − t)δ
i
l +O(1)
as t↗ r− provided that  < 0 for some 0 > 0. By choosing r−−t sufficiently small
we get f il (t)−gil(t) ≤ −C for some C > 0. In particular, there exists t ∈ [0, r− ) with
f ij(t) 6= gij(t) and hence f ij(0) 6= gij(0). Furthermore, the assumption f ij(0) > gij(0) is
a contradiction to Lemma 2.12. Consequently, there exists a constant C(M, F, ) > 0
such that
(S¯S
−(x,r−))ji (r − )− (S¯S
−(x0,r))ji (r) = f
i
j(0)− gij(0) ≤ −C(M, F, )
which implies the claim.
2.3 The Cut Locus of a Submanifold
Let (M, F ) be a Finsler manifold and (M˜, ϕ) be a submanifold. In order to avoid
confusion we recall that our notation of submanifolds is a little inconsistent since
ϕ : M˜ → M is an embedding. We have shown in Lemma 2.1 that the embedding
induces a Finsler structure F˜ on M˜, i.e. (M˜, F˜ ) is a Finsler manifold.
As defined in Section 1.1 we consider the distance function
d+fM := infx˜∈fM d(ϕ(x˜), ·).
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For x˜ ∈ M˜ we consider unit speed geodesics c(ϕ(x˜), y, ·) : [0, r] → M starting at
ϕ(x˜) =: x ∈ M in some unit normal direction y ∈ I⊥x M˜. Henceforth, we denote
geodesics starting on M˜ in unit normal direction by ξ. More precisely, given (x˜, y) ∈
I⊥M˜ we set ξ(x˜, y, ·) := c(ϕ(x˜), y, ·). We generalise the notions ’cut value’, ’cut point’,
and ’cut locus’ introduced in Subsection 1.5.
Definition 2.15. Let (M, F ) be a Finsler manifold, (M˜, ϕ) be a submanifold, and
(x˜, y) ∈ I⊥M˜. Then the cut value of M˜ at (x˜, y) is defined by
ifM(x˜, y) := sup
{
t; d+fM(ξ(x˜, y, t)) = t
}
.
Given that ifM(x˜, y) < ∞ the point ξ(x˜, y, ifM(x˜, y)) is called a cut point of M˜. The
union of all cut points is called cut locus of M˜ and is given by
CutfM :=
{
ξ(x˜, y, ifM(x˜, y)); (x˜, y) ∈ I⊥M˜, ifM(x˜, y) <∞
}
.
We easily observe the following consequence of the preceding definition.
Corollary 2.16. Let (M, F ) be a Finsler manifold, (M˜, ϕ) be a submanifold, and
(x˜, y) ∈ I⊥M˜. Then
ifM(x˜, y) ≤ i(ϕ(x˜), y).
By G ⊂ M we denote the largest open set such that for every z ∈ G there is a
unique closest point x˜ on M˜ in the sense that
d+fM(z) = d+ϕ(x˜)(z).
The following result is a generalisation of [LN05, Lemma 4.10].
Proposition 2.17. Let (M, F ) be a forward geodesically complete Finsler manifold,
(M˜, ϕ) be a compact C2 submanifold, and (x˜0, y0) ∈ I⊥M˜. Then
ξ(x˜0, y0, t) ∈ G
for 0 ≤ t < t0 := ifM(x˜0, y0).
Proof. Assume that the assertion is false, i.e. there exists 0 > 0 such that
z0 := ξ(x˜0, y0, t0 − 0) ∈M \ G.
Hence, there exists {zk}k∈N ⊂M\G such that zk → z0 and {(x˜1)k}k∈N, {(x˜2)k}k∈N ⊂
M˜ with
d(ϕ(x˜1)k, zk) = d(ϕ(x˜2)k, zk) = d+fM(zk) =: lk.
Since M˜ is compact there exist x˜1, x˜2 ∈ M˜ and subsequences, which we still denote by
{(x˜1)k}k∈N, {(x˜2)k}k∈N, such that (x˜1)k → x˜1 and (x˜2)k → x˜2. Clearly, the continuity
of the distance function d+fM yields d(ϕ(x˜1), z0) = d(ϕ(x˜2), z0) = t0 − 0.
In the next step we show that in fact x˜1 = x˜2 = x˜0. For 0 < δ < 0 the triangle
inequality for d yields
d(ϕ(x˜1), ξ(x˜0, y0, t0 − 0 + δ))
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≤ d(ϕ(x˜1), ξ(x˜0, y0, t0 − 0)) + d(ξ(x˜0, y0, t0 − 0), ξ(x˜0, y0, t0 − 0 + δ)) (2.17)
= t0 − 0 + δ.
However, from the hypotheses we obtain d(ϕ(x˜1), ξ(x˜0, y0, t0 − 0 + δ)) ≥ t0 − 0 + δ
such that we may replace ’≤’ in (2.17) by ’=’. We construct a curve η which consists
of a minimising geodesic from ϕ(x˜1) to ξ(x˜0, y0, t0 − 0) and the arc {ξ(x˜0, y0, t); t ∈
[t0 − 0, t0 − 0 + δ]}. Clearly, η is a piecewise C∞ curve and moreover (2.17) yields
that η minimises distance from ϕ(x˜1) to ξ(x˜0, y0, t0 − 0 + δ). Thus, Proposition
1.14 yields that η is in fact a geodesic. Since η agrees with ξ(x˜0, y0, ·) on the arc
{ξ(x˜0, y0, t); t ∈ [t0 − 0, t0 − 0 + δ]} standard uniqueness results for solutions of
ordinary differential equations yield η = ξ(x˜0, y0, ·) everywhere and thus x˜1 = x˜0. A
similar reasoning yields x˜2 = x˜0.
Let %k : M˜ → [0,∞) defined by %k(x˜) := ρk(ϕ(x˜)) := −d(ϕ(x˜), zk) = −d−zk(ϕ(x˜))
for k ∈ N0. Since t0− < ifM(x˜0, y0) ≤ i(ϕ(x˜0), y0) we have z0 ∈ Dx0 from Lemma 1.39.
Given that k is sufficiently large, we infer from Lemma 1.42 the existence of a neigh-
bourhood Uk ⊂M of x0 := ϕ(x˜0) such that ρk ∈ C∞(Uk). Since ϕ ∈ C2,1(M˜,M) we
get the existence of an open neighbourhood U˜k ⊂ M˜ with %k ∈ C2(U˜k). Furthermore,
for an arbitrary geodesic c˜ : (−, )→ M˜ with c˜(0) = x˜0 and ˙˜c(0) = y˜ ∈ Tx˜0M˜ we set
y := ddtϕ(c˜(t))
∣∣
t=0
and compute
d2
dt2
(%0 ◦ c˜) (t)
∣∣∣∣
t=0
=
∂2
∂xl∂xj
ρ0(x0)
d
dt
ϕl(c˜(t))
∣∣∣∣
t=0
d
dt
ϕj(c˜(t))
∣∣∣∣
t=0
+
∂
∂xl
ρ0(x0)
∂2
∂x˜α∂x˜β
ϕl(x˜0) ˙˜cα(0) ˙˜cβ(0) +
∂
∂xl
ρ0(x0)
∂
∂x˜α
ϕl(x˜0)¨˜cα(0)
=
∂2
∂xl∂xj
ρ0(x0)
d
dt
ϕl(c˜(t))
∣∣∣∣
t=0
d
dt
ϕj(c˜(t))
∣∣∣∣
t=0
− ∂
∂xl
ρ0(x0)Gl(x0, y)
+
∂
∂xl
ρ0(x0)
(
∂2
∂x˜α∂x˜β
ϕl(x˜0) ˙˜cα(0) ˙˜cβ(0)− ∂
∂x˜α
ϕl(x˜0)G˜α(x˜0, ˙˜c(0)) +Gl(x0, y)
)
= D2ρ0(y)− d ρ0 (A(y))
= ΛS
−(z0,t0−0)
n (y)− ΛfMn (y)
≤ ΛS−(z0,t0−0)n (y)− ΛS
−(ξ(x˜0,v0,t0−0+δ),t0−0+δ)
n (y)
≤ −C(M, F, δ)
where we made use of Lemma 2.11, Lemma 2.12, and Proposition 2.14. The last
inequality implies that for all y˜ ∈ Tx˜0M˜ we have D˜2%0(y˜) ≤ −C(M, F, δ) at x˜0 where
D˜2%0 denotes the Hessian of % with respect to the Finsler structure F˜ of M˜, see
Definition 2.10. We conclude that there exists r0 > 0 such that for all x˜ ∈ B˜+(x˜0, r0)
we have D˜2%0(y˜) ≤ −12C(M, F, δ) at x˜ for all y˜ ∈ Tx˜M˜. Clearly, B˜+ denotes the
forward metric ball in M˜.
In order to get the same estimate for D˜2%k it is necessary to show %k → %0
in C2(B˜+(x˜0, r0)). For this purpose we derive from Lemma 1.42 that derivatives
of d−z = d(·, z) of arbitrary order are locally uniformly bounded in both variables
and hence d−zk → d−z0 in C2(U) where U is an open neighbourhood of x0. Since
ϕ ∈ C2,1(M˜,M) we conclude by first shrinking r0 if necessary and then choosing k
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sufficiently large
D˜2%k(y˜) < 0 (2.18)
at x˜ for all x˜ ∈ B˜+(x˜0, r0) and y˜ ∈ Tx˜M˜. Since
%k((x˜1)k) = %k((x˜2)k) = min
x˜∈fM %k(x˜) (2.19)
we will derive a contradiction from (2.18). For this purpose it is necessary to ensure
that any minimising geodesic from (x˜1)k to (x˜2)k is contained in B˜+(x˜0, r0). At first
we may choose r0 smaller such that Lemma 1.44 is applicable. Then we choose k larger
to obtain (x˜1)k, (x˜2)k ∈ U˜r0/3 = B˜+(x0, r0/3) ∩ B˜−(x0, r0/3) and hence Lemma 1.44
yields that any minimising geodesic from (x˜1)k to (x˜2)k is contained in B˜+(x0, r0).
Finally, we consider a minimising geodesic c˜k from (x˜1)k to (x˜2)k and observe that
(2.18) implies that %k ◦ c˜k is strictly concave which is a contradiction to (2.19)
In the following lemma we introduce the cut domain of the submanifold M˜ and
characterise its boundary as the cut locus of M˜. The statement is similar to that of
Lemma 1.39 and also the proofs of both results are analogous.
Lemma 2.18. Let (M, F ) be a forward geodesically complete, connected Finsler man-
ifold and (M˜, ϕ) be a compact submanifold. We consider the domain
DfM :=
{
(x˜, ty); (x˜, y) ∈ I⊥M˜, 0 ≤ t < ifM(x˜, y)
}
.
Then
(i) the exponential map exp is a diffeomorphism from DfM onto its image DfM :=
exp(DfM). The set DfM is called the cut domain of M˜.
(ii) ∂DfM = CutfM.
(iii) M is the disjoint union of DfM and CutfM.
Proof. Regarding the proof of (i) we show that exp is injective on DfM. For this
purpose we suppose that there exist (x˜1, t1y1), (x˜2, t2y2) ∈ DfM with
exp(ϕ(x˜1), t1y1) = z = exp(ϕ(x˜2), t2y2).
Since t1 < ifM(x˜1, y1) and t2 < ifM(x˜2, y2) we obtain from Definition 2.15
t1 = d+fM(ξ(x˜1, y1, t1)) = d+fM(z) = d+fM(ξ(x˜2, y2, t2)) = t2
and hence both x˜1 and x˜2 minimise distance from M˜ towards z. However, Proposition
2.17 yields x˜1 = x˜2 and since ifM(x˜1, y1) < i(ϕ(x˜1), y1) we derive y1 = y2 from (ii) in
Lemma 1.37.
As to a proof of (ii) we initially observe CutfM ⊂ ∂DfM. Indeed, in each neigh-
bourhood of a cut point z := exp(ϕ(x˜), ifM(x˜, y) y) where (x˜, y) ∈ I⊥M˜ there exists a
point exp(ϕ(x˜), (ifM(x˜, y) − ) y) ∈ DfM where  > 0. Since z ∈ M \ DfM we obtainCutfM ⊂ ∂DfM. It remains to show the reverse inclusion. For z ∈ ∂DfM we consider
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x˜ ∈ M˜ with r := d+fM(z) = d(ϕ(x˜), z). From Theorem 1.34 we obtain the existence of a
minimising geodesic c(t) := exp(x, t yz) where x := ϕ(x˜) and yz ∈ I⊥x M˜ with c(0) = x
and c(r) = z. We immediately observe ifM(x˜, yz) ≥ r since the geodesic c is supposed
to be minimising. Assuming ifM(x˜, yz) > r we conclude (x˜, ryz) ∈ DfM and therewith,
since DfM is open, a contradiction. Hence, r = ifM(x˜, yz) and thus z ∈ CutfM.
To prove (iii) we consider z ∈ M. Let x˜ ∈ M˜, x := ϕ(x˜) with r := d+fM(z) =
d(x, z). Once again, we obtain from Theorem 1.34 the existence of a minimising
geodesic c(t) := exp(x, t yz) where yz ∈ I⊥x M˜ with c(0) = x and c(r) = z. Moreover,
ifM(x˜, yz) ≥ r since c is minimising. Now, in case ifM(x˜, yz) > r we conclude z ∈ DfM
and if ifM(x˜, yz) = r we obtain z ∈ CutfM.
Corollary 2.19. Let (M, F ) be a connected, forward geodesically complete Finsler
manifold and (M˜, ϕ) a compact submanifold. Then d+fM ∈ C∞(DfM \ M˜).
Proof. Let z ∈ DfM \ M˜. Lemma 2.18 implies that there exists a unique x = x(z)
where x(z) := ϕ(x˜(z)) for x˜(z) ∈ M˜ and a unique y = y(z) ∈ T⊥x M˜, y(z) 6= 0, such
that z = exp(x(z), y(z)). Moreover, the same lemma yields a C∞ correspondence
between z and (x(z), y(z)). Since ifM(x˜(z), y(z)) ≤ i(x(z), y(z)) we obtain that the
geodesic c : [0, 1] :→M defined by c(t) := exp(x(z), t y(z)) is the unique minimising
curve from x to z. Hence,
d+fM(z) =
∫ 1
0
F (c(t), c˙(t))dt = F (x(z), y(z))
from which we conclude the assertion.
Similarly to the definition of G we now define G∗ ⊂ M as the largest open set
such that for each x ∈ G there exists a unique (z˜, yz˜) ∈ T⊥M˜ such that ξ(z˜, yz˜, ·)
minimises distance from M˜ to ξ(z˜, yz˜, 1) = x. Clearly, we have G∗ ⊂ G and observe
ξ(x˜0, y0, t) ∈ G∗ for 0 ≤ t < t0 := ifM(x˜0, y0) by virtue of (i) in Lemma 2.18. Next, we
show ξ(x˜0, y0, t0) ∈ ∂G∗. See [LN05, Corollary 4.11] for the corresponding result.
Lemma 2.20. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) a compact C2,1 submanifold. For (x˜0, y0) ∈ I⊥M˜ satisfying t0 :=
ifM(x˜0, y0) <∞ we have ξ(x˜0, y0, t0) ∈ ∂G∗.
Proof. Let t∗ > 0 be chosen such that ξ(x˜0, y0, t∗) ∈ ∂G∗ and ξ(x˜0, y0, t) ∈ G∗ for
0 ≤ t < t∗. As we have already mentioned, (i) in Lemma 2.18 yields t∗ ≥ t0. Thus,
the lemma is proven if we show t0 ≥ t∗.
We argue by contradiction and assume 0 < t0 < t∗. From the definition of G∗ we
obtain the existence of an open neighbourhood U ⊂ G∗ of ξ(x˜0, y0, t0). Moreover, for
each x ∈ U there exists a unique (z˜(x), yz˜(x)) ∈ T⊥M˜ such that ξ(z˜(x), yz˜(x), 1) = x
and hence we may introduce the map Φ : U → T⊥M˜ defined by Φ(x) := (z(x), yz˜(x)).
Clearly, Φ is continuous and one-to-one and hence Φ is an open map, see [Dei85,
Theorem 4.1].
We have Φ(ξ(x˜0, y0, t0)) = (x˜0, t0 y0) and since Φ is open we conclude (x˜0, (1 +
) t0 y0) ∈ Φ(U) provided that  > 0 is chosen sufficiently small. Hence, ξ(x˜0, (1 +
) t0 y0, ·) minimises distance from M˜ to ξ(x˜0, (1 + ) t0 y0, 1) = ξ(x˜0, y0, (1 + ) t0)
which contradicts t0 = ifM(x˜0, y0).
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Chapter 3
Local Lipschitz Continuity of iM˜
In the present chapter we show that, in the absence of conjugate points, the dis-
tance function to the cut locus of a submanifold
ifM : I⊥M˜ → [0,∞).
is locally Lipschitz continuous. Here, (M, F ) is a Finsler manifold and (M˜, ϕ) is a C2,1
submanifold. Therewith we generalise results from [LN05]. The underlying idea of the
following proof is taken from the same paper. However, the generalisation of the ideas
and techniques in this paper is non-trivial. Before we give the precise formulation of
the theorem and explain the idea of its proof we introduce distance functions on the
slit tangent bundle TM\ 0 of the Finsler manifold (M, F ) and on I⊥M˜.
For this purpose we recall the Sasaki metric (1.6) on T (TM \ 0) introduced in
Section 1.2. The unit normal bundle I⊥M˜ is understood as a submanifold of TM\ 0
and the restriction of the Riemannian metric (1.6) to tangent vectors of I⊥M˜ yields a
Riemannian metric G
I⊥fM over I⊥M˜. Using these metrics we may define the integral
length of curves on TM \ 0 and I⊥M˜ in the usual way and therewith Riemannian
distance functions on TM\ 0 and I⊥M˜.
Definition 3.1. Let (M, F ) be a Finsler manifold. Then the map D : (TM \ 0) ×
(TM\ 0)→ [0,∞] is defined by
D((x, y), (x0, y0)) :=
inf
{∫ b
a
gij(C(t)) C˙i(t)C˙j(t) + gij(C(t))C˙N+i(t)C˙N+j(t)dt;
C : [a, b]→ S⊥M˜ a piecewise C∞curve, C˙ = C˙i δ
δxi
+ C˙N+i F
∂
∂yi
,
C(a) = (x˜, y), C(b) = (x˜0, y0)
}
.
Given a C1 submanifold (M˜, ϕ), the map D
I⊥fM : I⊥M˜ × I⊥M˜ → [0,∞) is given by
D
I⊥fM((x˜, y), (x˜0, y0)) := inf
{∫ b
a
G
I⊥fM(C(t), C˙(t))dt; C : [a, b]→ I⊥M˜
a piecewise C∞ curve, C(a) = (x˜, y), C(b) = (x˜0, y0)
}
.
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3.1 Statement of the Main Result
In this section we give a precise formulation of our main result and establish some
corollaries.
To begin with, we recall a notion from Section 2.3. Given (x˜0, y0) ∈ I⊥M˜ we
denote the geodesic starting at ϕ(x˜0) in direction y0 by ξ(x˜0, y0, ·). Now, the precise
statement reads as follows.
Theorem 3.2. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) be a compact C2,1 submanifold. Assume that for (x˜0, y0) ∈ I⊥M˜ we
have ifM(x˜0, y0) <∞ and that for t ∈ (0, t0] no point ξ(x˜0, y0, t) is conjugate to ϕ(x˜0)
along ξ(x˜0, y0, ·). Then there exist constants δ0 > 0 and K ≥ 1 such that
|ifM(x˜1, y1)− ifM(x˜2, y2)| ≤ KDI⊥fM((x˜1, y1), (x˜2, y2))
for all (x˜1, y1), (x˜2, y2) ∈ I⊥M˜ satisfying DI⊥fM((x˜0, y0), (x˜i, yi)) < δ0 for i ∈ {1, 2}.
The constants K and δ0 depend onM, F , M˜, ϕ, and t0 provided that ξ(x˜0, y0, ·) does
not contain conjugate points. Otherwise, let ξ(x˜0, y0, t1) be the first point which is
conjugate to ϕ(x˜0) along ξ(x˜0, y0, ·). In this case, the constant δ0 additionally depends
on t1 − t0 > 0.
Subsequently, we collect conditions which imply the absence of conjugate points
required in Theorem 3.2.
Corollary 3.3. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold whose flag curvature is bounded from above by κ > 0 and (M˜, ϕ) be a compact C2,1
submanifold. Assume that for (x˜0, y0) ∈ I⊥M˜ we have ifM(x˜0, y0) < pi√κ . Then there
exist constants δ0 = δ0(M, F,M˜, ϕ, t0, t0 − pi√κ) > 0 and K = K(M, F,M˜, ϕ, t0) ≥ 1
such that
|ifM(x˜1, y1)− ifM(x˜2, y2)| ≤ KDI⊥fM((x˜1, y1), (x˜2, y2))
for all (x˜1, y1), (x˜2, y2) ∈ I⊥M˜ satisfying DI⊥fM((x˜0, y0), (x˜i, yi)) < δ0 for i ∈ {1, 2}.
Proof. We have that for t ∈ (0, pi√
κ
] no point ξ(x˜0, y0, t) is conjugate to ϕ(x˜0) along
ξ(x˜0, y0, ·) by virtue of [She01, Theorem 13.1.2]. Hence, Theorem 3.2 is applicable and
the Corollary is proven.
Corollary 3.4. Let (M, F ) be a connected, forward geodesically complete Finsler
manifold of nonpositive flag curvature and (M˜, ϕ) be a compact C2,1 submanifold.
Assume that for (x˜0, y0) ∈ I⊥M˜ we have ifM(x˜0, y0) <∞. Then there exist constants
δ0 > 0 and K ≥ 1 depending onM, F , M˜, ϕ, and t0 such that
|ifM(x˜1, y1)− ifM(x˜2, y2)| ≤ KDI⊥fM((x˜1, y1), (x˜2, y2))
for all (x˜1, y1), (x˜2, y2) ∈ I⊥M˜ satisfying DI⊥fM((x˜0, y0), (x˜i, yi)) < δ0 for i ∈ {1, 2}.
Proof. Since the flag curvature of (M, F ) is nonpositive, no geodesic can contain any
conjugate points, see [BCS00, Proposition 9.1.2] or [She01, Theorem 13.1.2]. Hence,
Theorem 3.2 is applicable and the Corollary is proven.
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Clearly, Theorem 3.2 is applicable in a Euclidean setting since there are no conju-
gate points.
Corollary 3.5. Let M˜ ⊂ RN be a compact C2,1 submanifold. Assume that for
(x˜0, y0) ∈ I⊥M˜ we have ifM(x˜0, y0) < ∞. Then there exist constants δ0 > 0 and
K ≥ 1 depending onM, F , M˜, ϕ, and t0 such that
|ifM(x˜1, y1)− ifM(x˜2, y2)| ≤ KDI⊥fM((x˜1, y1), (x˜2, y2))
for all (x˜1, y1), (x˜2, y2) ∈ I⊥M˜ satisfying DI⊥fM((x˜0, y0), (x˜i, yi)) < δ0 for i ∈ {1, 2}.
Next, we explain the underlying idea of the proof of Theorem 3.2. We fix (x˜0, y0) ∈
I⊥M˜, set t0 := ifM(x˜0, y0) and show that there exist constants K ≥ 1 and δ0 > 0
such that for all (x˜, y) ∈ I⊥M˜ satisfying D
I⊥fM((x˜0, y0), (x˜, y)) =: δ < δ0 there exists
z˜ ∈ M˜ such that
d(ϕ(z˜), ξ(x˜, y, t0 +KDI⊥fM((x˜0, y0), (x˜, y))) < t0 +KDI⊥fM((x˜0, y0), (x˜, y)).
This inequality implies
ifM(x˜, y) ≤ t0 +KDI⊥fM((x˜0, y0), (x˜, y)) = ifM(x˜0, y0) +KDI⊥fM((x˜0, y0), (x˜, y))
and by switching the roles of (x˜0, y0) and (x˜, y) we obtain∣∣ifM(x˜, y)− ifM(x˜0, y0)∣∣ ≤ KDI⊥fM((x˜0, y0), (x˜, y)).
To prove that a given z˜ has the desired property we set s := KD
I⊥fM((x˜0, y0), (x˜, y))
and observe
d(ϕ(z˜), ξ(x˜, y, t0 + s)) ≤ d(ϕ(z˜), ξ(z˜, yz˜, t0 − s)) + d(ξ(z˜, yz˜, t0 − s), ξ(x˜, y, t0 + s))
≤ t0 − s+ d(ξ(z˜, yz˜, t0 − s), ξ(x˜, y, t0 + s))
for a proper choice of yz˜ ∈ I⊥z M˜. Hence, it suffices to show
d(ξ(z˜, yz˜, t0 − s), ξ(x˜, y, t0 + s)) < 2s (3.1)
for s > 0 sufficiently small. In the course of the proof we consider three different cases
in each of which we prove (3.1) for a certain class of (z˜, yz˜) ∈ I⊥M˜. This will be
accomplished in Section 3.2, see Propositions (3.6) and (3.13) and in Section 3.3, see
Proposition (3.17).
Before we proceed with the first case we recall F ∈ C∞(TM\ 0) ∩C0(TM) from
Definition 1.1. In what follows, this regularity turns out to be insufficient. However,
regarding Lemma 1.43 and Lemma 1.44 we consider the squared distance function to
overcome this lack of regularity. Thus, we don’t prove (3.1) directly but establish
d2(ξ(z˜, yz˜, t0 − s), ξ(x˜, y, t0 + s)) < 4s2
which implies (3.1).
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3.2 Cases One and Two
In the present section we work in setting described above and assume that there
exists (q˜, yq˜) ∈ I⊥M˜, (x˜0, y0) 6= (q˜, yq˜) such that ξ(x˜0, y0, t0) = ξ(q˜, yq˜, t0). We
distinguish between the case in which (q˜, yq˜) is close to (x˜0, y0) and the case in which
D
I⊥fM((x˜0, y0), (q˜, yq˜)) is bounded from below and begin with the latter case.
Proposition 3.6. Let (M, F ) be a connected, forward geodesically complete Finsler
manifold and (M˜, ϕ) a compact C2,1 submanifold. Given %0 > 0 and (x˜0, y0) ∈ I⊥M˜
we set t0 := ifM(x˜0, y0) and assume that there exists (q˜, yq˜) ∈ I⊥M˜ which satis-
fies D((ϕ(x˜0), y0), (ϕ(q˜), yq˜)) =: % ≥ %0 and ξ(q˜, yq˜, t0) = ξ(x˜0, y0, t0), i.e. we have
d(ϕ(q˜), ξ(x˜0, y0, t0)) = t0. Then there exist constants δ0 > 0 and K ≥ 1 such that
d(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, t0 + s)) < 2s
for D
I⊥fM ((x˜0, y0), (x˜, y)) =: δ < δ0 and s := KDI⊥fM ((x˜0, y0), (x˜, y)) = K δ. Thus,
in this case we choose (z˜, yz˜) = (q˜, yq˜).
Proof. Initially we set q := ϕ(q˜). We observe that Lemma 1.44 implies the exis-
tence of a positive constant r = r(M, F, ξ(x˜0, y0, t0)) such that the squared dis-
tance function satisfies d2 ∈ C1(Ur × Ur) ∩ C∞ ((Ur × Ur) \ {(x, x); x ∈ Ur}) where
Ur := B+(ξ(x˜0, y0, t0), r) ∩ B−(ξ(x˜0, y0, t0), r).
From the continuous dependence of the geodesic ξ on its initial values we derive
ξ(x˜, y, t0 + s), ξ(q˜, yq˜, t0 − s) ∈ Ur provided that δ0 is chosen sufficiently small and by
Lemma 1.44
d2(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, t0 + s)) = F 2(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, t0 + s))).
Thus, since ξ depends even differentiable on its initial values we furthermore conclude
that d2(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, 1 + s)) is differentiable in all its variables.
Roughly speaking, the remainder of the proof consists of two separate Taylor ap-
proximations which we perform in order to analyse the dependence of d2(ξ(q˜, yq˜, t0 −
s), ξ(x˜, y, t0 +s)) on (x˜, y) and s. Given that δ0 is chosen sufficiently small, there exists
a minimising geodesic C : [0, δ] → I⊥M˜ with C(0) = (x˜0, y0) and C(δ) = (x˜, y). We
compute
d2(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, t0 + s)) = F 2(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, t0 + s)))
= F 2(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
+
∫ δ
0
d
dτ
(
F 2
)
(EXP−1((ξ(q˜, yq˜, t0 − s), ξ(C(τ), t0 + s))) dτ
= F 2(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) +O(δ) (3.2)
as δ → 0. Next, we analyse the dependence of F 2(EXP−1(ξ(q˜, yq˜, t0− s), ξ(x˜0, y0, t0 +
s))) on s. Since ξ(q˜, yq˜, t0) = ξ(x˜0, y0, t0) we have EXP−1(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0)) =
(ξ(q˜, yq˜, t0), 0). We compute by using (v) in Proposition 1.41 for 1 ≤ k ≤ N
(EXP−1)k(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)) = ξk(q˜, yq˜, t0)
+
∫ s
0
d
dτ
(
(EXP−1)k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ))
)
dτ
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= ξk(q˜, yq˜, t0)
+
∫ s
0
∂
∂xj
(EXP−1)k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ))ξ˙j(q˜, yq˜, t0 − τ)(−1)
+
∂
∂zj
(EXP−1)k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ))ξ˙j(x˜0, y0, t0 + τ) dτ
= ξk(q˜, yq˜, t0)−
∫ s
0
δkj ξ˙
j(q˜, yq˜, t0 − τ) dτ
= ξk(q˜, yq˜, t0) +O(s) (3.3)
as s→ 0. Similarly, we obtain for θ ∈ (0, s)
(EXP−1)N+k(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))
=
∫ s
0
d
dτ
(
(EXP−1)N+k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ))
)
dτ
=
∫ s
0
∂
∂xj
(EXP−1)N+k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ))ξ˙j(q˜, yq˜, t0 − τ)(−1)
+
∂
∂zj
(EXP−1)N+k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ))ξ˙j(x˜0, y0, t0 + τ) dτ
= s
(
∂
∂xj
(EXP−1)N+k(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))ξ˙j(q˜, yq˜, t0)(−1)
+
∂
∂zj
(EXP−1)N+k(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))ξ˙j(x˜0, y0, t0)
)
+s
(
∂
∂xj
(EXP−1)N+k(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ))ξ˙j(q˜, yq˜, t0 − θ)(−1)
− ∂
∂xj
(EXP−1)N+k(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))ξ˙j(q˜, yq˜, t0)(−1)
)
+s
(
∂
∂zj
(EXP−1)N+k(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ))ξ˙j(x˜0, y0, t0 + θ)
− ∂
∂zj
(EXP−1)N+k(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))ξ˙j(x˜0, y0, t0)
)
= s
(
−δkj ξ˙j(q˜, yq˜, t0)(−1) + δkj ξ˙j(x˜0, y0, t0)
)
−s
(
∂
∂xj
(EXP−1)N+k(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ)) + δkj
)
ξ˙j(q˜, yq˜, t0 − θ)
+s
(
∂
∂zj
(EXP−1)N+k(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ))− δkj
)
ξ˙j(x˜0, y0, t0 + θ).
Next, we obtain by virtue of (vi) in Proposition 1.41 and Lemma 1.44∣∣∣∣ ∂∂zj (EXP−1)N+k(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ))− δkj
∣∣∣∣
≤ C F (EXP−1(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ)))
= C d(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ))
≤ 2C θ ≤ C s
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and similarly
∣∣∣ ∂∂xj (EXP−1)N+k(ξ(q˜, yq˜, t0 − θ), ξ(x˜0, y0, t0 + θ)) + δkj ∣∣∣ ≤ C s. Thus,
(EXP−1)N+k(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))
= s
(
ξ˙k(q˜, yq˜, t0) + ξ˙k(x˜0, y0, t0)
)
+O(s2) (3.4)
for 1 ≤ k ≤ N and consequently
lim
s→0
1
s
(EXP−1)N+k(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)) = ξ˙k(q˜, yq˜, t0) + ξ˙k(x˜0, y0, t0).
We write (EXP−1)N+k(ξ(q˜, yq˜, t0−s), ξ(x˜, y, t0+s)) = yk(ξ(q˜, yq˜, t0−s), ξ(x˜, y, t0+s))
as an abbreviation, i.e. y = (y1, · · · , yN ) ∈ Tξ(q˜,yq˜ ,t0−s)M, and compute
F 2(ξ(q˜, yq˜, t0 − s), y(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
= s2F 2(ξ(q˜, yq˜, t0 − s), 1
s
y(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
= s2
(
F 2(ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0) + ξ˙(x˜0, y0, t0)) +O(s)
)
= 4s2 F 2(ξ(q˜, yq˜, t0),
1
2
(ξ˙(q˜, yq˜, t0) + ξ˙(x˜0, y0, t0))) +O(s2)
≤ 4s2
(
1− CF 2(ξ(x˜0, y0, t0), 12(ξ˙(x˜0, y0, t0)− ξ˙(q˜, yq˜, t0))
)
+O(s2)
where we applied Lemma A.1 in the last step. Finally, we intend to show that
F 2(ξ(x˜0, y0, t0), 12(ξ˙(x˜0, y0, t0)− ξ˙(q˜, yq˜, t0)) is bounded from below by a positive con-
stant. For this purpose we recall that the backward curves ξ¯(x˜, y, t) := ξ(x˜, y, t0 − t)
are geodesics with respect to the Finsler manifold (M, F¯ ). Hence, we derive from the
differentiable dependence of geodesics from the initial data
D
(
(ξ¯(q˜, yq˜, t0), ˙¯ξ(q˜, yq˜, t0))), (ξ¯(x˜0, y0, t0), ˙¯ξ(x˜0, y0, t0))
)
≤ C D
(
(ξ¯(q˜, yq˜, 0), ˙¯ξ(q˜, yq˜, 0))), (ξ¯(x˜0, y0, 0), ˙¯ξ(x˜0, y0, 0))
)
(3.5)
= C D
(
(ξ(q˜, yq˜, t0),−ξ˙(q˜, yq˜, t0))), (ξ(x˜0, y0, t0),−ξ˙(x˜0, y0, t0))
)
where C = C(M, F¯ , t0). A suitable reference for ordinary differential equations in
metric spaces is [Tab02] in which the author considers an even more general setting
than the tangent bundle. Since ξ(q˜, yq˜, t0) = ξ(x˜0, y0, t0) we further conclude
D
(
(ξ(q˜, yq˜, t0),−ξ˙(q˜, yq˜, t0))), (ξ(x˜0, y0, t0),−ξ˙(x˜0, y0, t0))
)
≤ F (ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)− ξ˙(q˜, yq˜, t0)). (3.6)
Moreover, we have
D
(
(ξ¯(q˜, yq˜, t0), ˙¯ξ(q˜, yq˜, t0))), (ξ¯(x˜0, y0, t0), ˙¯ξ(x˜0, y0, t0))
)
= D
(
(ξ(q˜, yq˜, 0),−ξ˙(q˜, yq˜, 0))), (ξ(x˜0, y0, 0),−ξ˙(x˜0, y0, 0))
)
= D ((ϕ(q˜),−yq˜), (ϕ(x˜0),−y0)) . (3.7)
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We observe thatD ((ϕ(q˜),−yq˜), (ϕ(x˜0),−y0)) = 0 if and only if (ϕ(x˜0), y0) = (ϕ(q˜), yq˜)
and thus, by compactness
D ((ϕ(q˜),−yq˜), (ϕ(x˜0),−y0)) ≥ C(%0)
for any %0 > 0 and any (ϕ(q˜), yq˜) satisfying D ((ϕ(q˜), yq˜), (ϕ(x˜0), y0)) ≥ %0
Altogether, we deduce, F 2(ξ(x˜0, y0, t0), 12(ξ˙(x˜0, y0, t0)−ξ˙(q˜, yq˜, t0)) ≥ C%0. Finally,
we obtain by combing the previous estimates with (3.2)
d(ξ(q˜, yq˜, t0 − s), ξ(x˜, y, t0 + s)) ≤ 2s
(
1− C +O( 1
K
+ s)
)
< 2s
after first choosing K larger and then δ0 smaller if necessary.
Next, we provide some preparatory results which are needed for the remaining
cases. The following lemma agrees with [LN05, Lemma 2.1]. Moreover, the claim
of the subsequent corollary can be found in [LN05, Equation 2.14]. For the readers
convenience we repeat the proofs here.
Lemma 3.7. Let (M, F ) be a Finsler manifold and c : (a, b) × [c, d] →M be a map
with c(·, t) ∈ C1([a, b],M) for t ∈ [c, d] and c(τ, ·) being a unit speed geodesic for each
fixed τ ∈ (a, b). Then
∂
∂t
(
∂
∂yi
(
1
2
F 2
)
(c(τ, t),
∂
∂t
c(τ, t))
∂
∂τ
c(τ, t)i
)
= 0
for (τ, t) ∈ (a, b)× [c, d].
Proof. By differentiating 12F
2(c(τ, t), ∂∂tc(τ, t)) =
1
2 with respect to τ we obtain
∂
∂xi
(
1
2
F 2
)
(c(τ, t),
∂
∂t
c(τ, t))
∂
∂τ
ci(τ, t)
+
∂
∂yi
(
1
2
F 2
)
(c(τ, t),
∂
∂t
c(τ, t))
∂2
∂τ∂t
ci(τ, t) = 0.
By virtue of Lemma 1.16 we derive
∂
∂t
(
∂
∂yi
(
1
2
F 2
)
(c(τ, t),
∂
∂t
c(τ, t))
)
∂
∂τ
ci(τ, t)
+
∂
∂yi
(
1
2
F 2
)
(c(τ, t),
∂
∂t
c(τ, t))
∂2
∂τ∂t
ci(τ, t) = 0
which yields the desired assertion.
Corollary 3.8. Let (M, F ) be a Finsler manifold and (M˜, ϕ) be a C1 submanifold.
Given a curve C : [a, b]→ I⊥M˜ we have
∂
∂yi
(
F 2
)
(ξ(C(τ), t), ξ˙(C(τ), t))
∂
∂τ
ξi(C(τ), t) = 0
for 0 ≤ t ≤ r and τ ∈ [a, b].
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Proof. Since C(τ) ∈ I⊥M˜ we have for τ ∈ [a, b]
0 = g(ξ(C(τ),0), ξ˙(C(τ),0))(ξ˙(C(τ), 0),
∂
∂τ
ξ(C(τ), 0))
=
∂
∂yi
(
1
2
F 2
)
(ξ(C(τ), 0), ξ˙(C(τ), 0))
∂
∂τ
ξi(C(τ), 0).
Finally, the claim follows by virtue of Lemma 3.7.
We recall our explanation of the idea of the proof at the beginning of the present
chapter. In the second case, we will find z˜ ∈ M˜ by considering an admissible pertur-
bation of (x˜0, y0) ∈ I⊥M˜. In the following lemma we provide a precise description of
the class of admissible perturbations and prove that this class is nonempty.
Lemma 3.9. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold, (M˜, ϕ) be a compact C2,1 submanifold and (x˜0, y0) ∈ I⊥M˜ be fixed. Then there
exists %0 > 0 and an open neighbourhood U ⊂ I⊥M˜ of (x˜0, y0) such that for any given
(q˜, yq˜) ∈ I⊥M˜ with D((x˜0, y0), (q˜, yq˜)) =: % < %0 there exists a map Z ∈ C∞(U, I⊥M˜)
with Z(x˜0, y0) = (q˜, yq˜). Moreover, in local coordinates, we have for 1 ≤ α, β ≤ n and
1 ≤ i, k ≤ N
∂
∂x˜α
Zβ(x˜0, y0) = δβα +O(%),
∂
∂yk
Zβ(x˜0, y0) = δ
β
k +O(%),
∂
∂x˜α
Zn+i(x˜0, y0) = δiα +O(%),
∂
∂yk
Zn+i(x˜0, y0) = δik +O(%).
In what follows, a map Z with the aforementioned properties is called an admissible
perturbation.
Proof. As we have pointed out at the beginning of the present chapter, we regard
I⊥M˜ as a Riemannian manifold where the metric G
I⊥fM is the restriction of the Sasaki
metric of TM\0 to I⊥M˜. We denote the exponential map of the Riemannian manifold
(I⊥M˜, G
I⊥fM) by expI⊥fM and define the map EXPI⊥fM as in Proposition 1.41. From
(v) in the same proposition we obtain the existence of an open neighbourhood V ⊂
T (I⊥M˜) of ((x˜0, y0), 0) ∈ T (I⊥M˜) such that EXPI⊥fM is a diffeomorphism from V
onto its image EXP
I⊥fM(V ) ⊂ I⊥M˜ × I⊥M˜.
Given that %0 is chosen sufficiently small, we have ((x˜0, y0), (q˜, yq˜)) ∈ EXPI⊥fM(V ).
We choose an open neighbourhood U ⊂ I⊥M˜ such that for each (x˜, y) ∈ U we have
((x˜0, y0), (x˜, y)) ∈ EXP(V ). We write
EXP−1
I⊥fM((x˜1, y1), (x˜2, y2)) = ((x˜1, y1), Y ((x˜1, y1), (x˜2, y2)))
where Y ((x˜1, y1), (x˜2, y2)) ∈ T(x˜1,y1)I⊥M˜ and define
Z(x˜, y) := exp
I⊥fM
(
(x˜0, y0), Y ((x˜0, y0), (q˜, yq˜)) + Y ((x˜0, y0), (x˜, y))
)
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for (x˜, y) ∈ U . We easily observe Z(x˜0, y0) = (q˜, yq˜). Finally, the statement on the
derivative of the map Z follows from (iii) in Proposition 1.22 and (v) and (vi) in
Proposition 1.41 applied to exp
I⊥fM and EXPI⊥fM respectively.
Lemma 3.10. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold, (M˜, ϕ) be a compact C2,1 submanifold and (x˜0, y0) ∈ I⊥M˜. Then there exists
a constant %0 > 0 such that for t0 > 0 and (q˜, yq˜) ∈ I⊥M˜ with D((x˜0, y0), (q˜, yq˜)) =:
% < %0 there exists a constant K = K(M, F,M˜, ϕ, t0) such that for any smooth curve
C : (−, )→ U with C(0) = (x˜0, y0) and any admissible perturbation Z as defined in
Lemma 3.9 we have∣∣∣∣ ∂∂yi (F 2) (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0))
(
∂
∂τ
ξ(C(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξ(Z(C(τ)), t0)
∣∣∣∣
τ=0
)∣∣∣∣
≤ K (|y(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))|+ %2)
where in local coordinates y(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0)) ∈ Tξ(q˜,yq˜ ,t0)M is given by yi =
(EXP−1)N+i(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0)) where 1 ≤ i ≤ N .
Proof. Initially, we set ι0(τ) := D((C(τ), Z(C(τ)) and consider a smooth family of
unit speed curves Ξ(τ, ·) : [0, ι0(τ)] → I⊥M˜ with Ξ(τ, 0) = C(τ) and Ξ(τ, ι0(τ)) =
Z(C(τ)), i.e. Ξ(τ, ·) joins C(τ) with Z(C(τ)). We infer
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∂
∂ι
ξi(Ξ(τ, ι), t0) = 0
for τ ∈ (−, ) and ι ∈ [0, ι0(τ)] from Corollary 3.8 and hence
∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∂
∂ι
ξi(Ξ(τ, ι), t0)
+
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∂2
∂τ∂ι
ξi(Ξ(τ, ι), t0) = 0.
We compute by virtue of the previous identity
− ∂
∂yi
(
F 2
)
(ξ(q, yq, t0), ξ˙(q, yq, t0))
(
∂
∂τ
ξi(C(τ), t0)− ∂
∂τ
ξi(Z(C(τ)), t0)
)
=
∂
∂yi
(
F 2
)
(ξ(Ξ(0, ι0(0)), t0), ξ˙(Ξ(0, ι0(0)), t0))
∫ ι0(τ)
0
∂2
∂ι ∂τ
ξi(Ξ(τ, ι), t0) dι
=
∫ ι0(τ)
0
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∂2
∂ι ∂τ
ξi(Ξ(τ, ι), t0) dι
+
∫ ι0(τ)
0
(
∂
∂yi
(
F 2
)
(ξ(Ξ(0, ι0(0)), t0), ξ˙(Ξ(0, ι0(0)), t0))
− ∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
)
∂2
∂ι ∂τ
ξi(Ξ(τ, ι), t0) dι
=
∫ ι0(τ)
0
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∂2
∂τ ∂ι
ξi(Ξ(τ, ι), t0) dι
+O(τ ι0(τ) + ι0(τ)2)
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= −
∫ ι0(τ)
0
∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∂
∂ι
ξi(Ξ(τ, ι), t0) dι
+O(τ ι0(τ) + ι0(τ)2)
as τ, %→ 0. Since % = ι0(0) we obtain at τ = 0
∂
∂yi
(
F 2
)
(ξ(q, yq, t0), ξ˙(q, yq, t0))
(
∂
∂τ
ξi(C(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξi(Z(C(τ)), t0)
∣∣∣∣
τ=0
)
=
∫ %
0
∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∣∣∣∣
τ=0
∂
∂ι
ξi(Ξ(0, ι), t0) dι+O(%2)
=
∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, 0), t0), ξ˙(Ξ(τ, 0), t0))
∣∣∣∣
τ=0
∫ %
0
∂
∂ι
ξi(Ξ(0, ι), t0) dι
+
∫ %
0
(
∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, ι), t0), ξ˙(Ξ(τ, ι), t0))
∣∣∣∣
τ=0
− ∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, 0), t0), ξ˙(Ξ(τ, 0), t0))
∣∣∣∣
τ=0
)
∂
∂ι
ξi(Ξ(0, ι), t0) dι+O(%2)
=
∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, 0), t0), ξ˙(Ξ(τ, 0), t0))
∣∣∣∣
τ=0
∫ %
0
∂
∂ι
ξi(Ξ(0, ι), t0) dι+O(%2)
as %→ 0. Given that %0 is chosen sufficiently small, we compute by virtue of (iv) and
(vi) in Proposition 1.41
(EXP−1)N+i(ξ(Ξ(0, %), t0), ξ(Ξ(0, 0), t0)))
=
∫ %
0
∂
∂ι
(EXP−1)N+i(ξ(Ξ(0, ι), t0), ξ(Ξ(0, 0), t0))) dι
=
∫ %
0
∂
∂xk
(EXP−1)N+i(ξ(Ξ(0, ι), t0), ξ(Ξ(0, 0), t0))
∂
∂ι
ξk(Ξ(0, ι), t0) dι
=
∫ %
0
∂
∂ι
ξi(Ξ(0, ι), t0) dι+O(%2)
as %→ 0. Consequently,
∂
∂yi
(
F 2
)
(ξ(q, yq, t0), ξ˙(q, yq, t0))
(
∂
∂τ
ξi(C(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξi(Z(C(τ)), t0)
∣∣∣∣
τ=0
)
= − ∂
∂τ
∂
∂yi
(
F 2
)
(ξ(Ξ(τ, 0), t0), ξ˙(Ξ(τ, 0), t0))
∣∣∣∣
τ=0
(EXP−1)N+i(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))) +O(%2)
as %→ 0 which yields the claim.
The previous lemma is an adapted version of [LN05, Lemma 5.1] whilst the sub-
sequent lemma generalises [LN05, Proposition 6.1].
Lemma 3.11. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed and as-
sume t0 := ifM(x˜0, y0) < ∞. Then there exist constants %0 > 0, s0 > 0 and an
open neighbourhood U ⊂ I⊥M˜ of (x˜0, y0) such that for any (q˜, yq˜) ∈ I⊥M˜ satisfying
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D((ϕ(x˜0), y0), (ϕ(q˜), yq˜)) =: % < %0 and any admissible perturbation Z as defined in
Lemma 3.9 we have for (x˜, y) ∈ U , δ := D
I⊥fM ((x˜0, y0), (x˜, y)) and 0 < s < s0 the
following expansion∣∣d2(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s))− d2(ξ(Z(x˜0, y0), t0 − s), ξ(x˜0, y0, t0 + s))∣∣
≤ C(M, F,M˜, ϕ, t0)
(
δ(sσ + %2σ + s2%+ s%2 + s3) + δ2(s2 + %2 + σ2)
+δ3(s+ %+ σ) + δ4
)
.
where σ := |y(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))| and y(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0)) ∈ Tξ(q˜,yq˜ ,t0)M is
given by yi = (EXP−1)N+i(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0)) where 1 ≤ i ≤ N .
Proof. We remark that we have already proven the existence of an admissible pertur-
bation Z in Lemma 3.9. Let %0 be the constant and U ⊂ I⊥M˜ be the neighbourhood
of (x˜0, y0) from this lemma.
Lemma 1.44 yields the existence of a positive constant r = r(M, F, ξ(x0, y0, t0))
such that d2 ∈ C1(Ur × Ur) where Ur := B+(ξ(x0, y0, t0), r) ∩ B−(ξ(x0, y0, t0), r). We
recall that geodesics depend differentiable on their initial values. Hence, by choosing
%0 smaller if necessary we can ensure ξ(q˜, yq˜, t0) ∈ Ur. Furthermore, by shrinking the
neighbourhood U if necessary we obtain ξ(x˜, y, t0), ξ(Z(x˜, y), t0) ∈ Ur for (x˜, y) ∈ U .
Consequently, the map
L : I⊥M˜ × I⊥M˜ × [0, s0]→ [0,∞)
defined by L((x˜, y), (q˜, yq˜), s) := d2(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s)) satisfies L ∈
C1(I⊥M˜ × I⊥M˜ × [0, s0]). In view of Lemma 1.44 we can write
L((x˜, y), (q˜, yq˜), s) = F 2(EXP−1(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s))).
We consider a minimising geodesic C : [0, δ] → I⊥M˜ with C(0) = (x˜0, y0) and
C(δ) = (x˜, y). Therewith we compute
L((x˜, y), (q˜, yq˜), s) = L((x˜0, y0), (q˜, yq˜), s) +
∫ δ
0
∂
∂τ
L(C(τ), (q˜, yq˜), s) dτ
= L((x0, y0), (q˜, yq˜), s) + δ
∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
+
∫ δ
0
∂
∂τ
L(C(τ), (q˜, yq˜), s)− ∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
dτ
Next, we set Z(τ) := Z(C(τ)) ∈ I⊥M˜ as an abbreviation and compute
∂
∂τ
L(C(τ), (q˜, yq˜), s) =
∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))(
∂
∂xk
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
+
∂
∂zk
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))) ∂
∂τ
ξk(C(τ), t0 + s)
)
+
∂
∂yj
(
F 2
)
(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
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(
∂
∂xk
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
+
∂
∂zk
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))) ∂
∂τ
ξk(C(τ), t0 + s)
)
.
Hence, at τ = 0
∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
=
∂
∂xj
(
F 2
)
(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) (3.8)(
∂
∂xk
(EXP−1)j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+
∂
∂zk
(EXP−1)j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
)
+
∂
∂yj
(
F 2
)
(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))(
∂
∂xk
(EXP−1)N+j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+
∂
∂zk
(EXP−1)N+j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
)
.
We analyse the dependence of each term on s and % separately. Initially, we compute
by virtue of (vi) in Proposition 1.41
(EXP−1)N+k(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))
= (EXP−1)N+k(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))
+
∫ s
0
∂
∂τ
(EXP−1)N+k(ξ(q˜, yq˜, t0 − τ), ξ(x˜0, y0, t0 + τ)) dτ
= (EXP−1)N+k(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0)) + s
(
ξ˙k(q˜, yq˜, t0) + ξ˙k(x˜0, y0, t0)
)
+O(s2)
= 2s ξ˙k(q˜, yq˜, t0) +O(σ + s%+ s2)
as σ, %, s → 0. We set yi(x, z) := (EXP−1)N+i(x, z) for x, z ∈ M and 1 ≤ i ≤ N
and obtain a vector y(x, z) ∈ TxM via y(x, z) = yi(x, z) ∂∂xi , see Proposition 1.41 for
details. Therewith, we conclude by Lemma 1.43
∂
∂xj
(
F 2
)
(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
= 4s2
∂
∂xj
(
F 2
)
(ξ(q˜, yq˜, t0 − s), 12sy(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
= 4s2
∂
∂xj
(
F 2
)
(ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)) +O(sσ + s2%+ s3) (3.9)
and
∂
∂yj
(
F 2
)
(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
= 2s
∂
∂yj
(
F 2
)
(ξ(q˜, yq˜, t0 − s), 12sy(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
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= 2s
∂
∂yj
(
F 2
)
(ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0))) +O(σ + s%+ s2) (3.10)
as σ, %, s→ 0. Next, (iv) in Proposition 1.41 yields
∂
∂xk
(EXP−1)j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
= δjk
∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
=
∂
∂τ
ξj(Z(τ), t0 − s)
∣∣∣∣
τ=0
(3.11)
and
∂
∂zk
(EXP−1)j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
= 0. (3.12)
The most elaborate part of the proof is to find a suitable estimate for the remaining
terms of ∂∂τL(C(τ), (q˜, yq˜), s)
∣∣
τ=0
in (3.8) which we abbreviate as follows
(I) :=
∂
∂xk
(EXP−1)N+j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+
∂
∂zk
(EXP−1)N+j(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
.
Once again we compute by (iv) in Proposition 1.41
(I) = Ejl(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))
(
δlk
∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂xk
expl(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
)
= δjl δ
l
k
∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
−δjl
∂
∂xk
expl(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+
(
Ejl(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))− δjl
)(
δlk
∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂xk
expl(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
)
.
The last part of the previous equation has the desired order, which we observe as
follows. We obtain∣∣∣Ejl(ξ(q, yq, t0 − s), ξ(x˜0, y0, t0 + s))− δjl ∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0) F (EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))
≤ C(M, F, ϕ, x˜0, y0, t0) (s+ %)
as %, s→ 0 by virtue of (vi) in Proposition 1.41 and Lemma 1.44, and similarly∣∣∣∣δlk ∂∂τ ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
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− ∂
∂xk
expl(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
∣∣∣∣
≤ δlk
∣∣∣∣ ∂∂τ ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂τ
ξk(C(τ), t0)
∣∣∣∣
τ=0
∣∣∣∣
+δlk
∣∣∣∣ ∂∂τ ξk(C(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξk(Z(τ), t0)
∣∣∣∣
τ=0
∣∣∣∣
+δlk
∣∣∣∣ ∂∂τ ξk(Z(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
∣∣∣∣
+
∣∣∣∣δkl − ∂∂xk expl(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
∣∣∣∣
∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
≤ C(M, F, ϕ, x˜0, y0, t0) (s+ %)
as %, s→ 0 where we additionally made use of Lemma 3.9. Consequently,
(I) = δjk
∂
∂τ
ξk(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+O((s+ %)2)
as %, s→ 0. Next, we observe
2s ξ˙j(Z(τ), t0 − s) = (EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(Z(τ), t0 + s))
from which we derive as before
2s
∂
∂τ
ξ˙j(Z(τ), t0 − s)
∣∣∣∣
τ=0
=
∂
∂τ
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(Z(τ), t0 + s))
∣∣∣∣
τ=0
= Ejl(ξ(Z(0), t0 − s), ξ(Z(0), t0 + s))
(
δlk
∂
∂τ
ξk(Z(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂xk
expl(EXP−1(ξ(Z(0), t0 − s), ξ(Z(0), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
)
=
∂
∂τ
ξj(Z(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂xk
expj(EXP−1(ξ(Z(0), t0 − s), ξ(Z(0), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+O(s2)
as s→ 0. Hence,
(I) =
∂
∂τ
ξj(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂τ
ξj(Z(τ), t0 + s)
∣∣∣∣
τ=0
+2s
∂
∂τ
ξ˙j(Z(τ), t0 − s)
∣∣∣∣
τ=0
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+
(
∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(q˜, yq˜, t0 + s)))
− ∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
)
∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
+O((s+ %)2)
as %, s→ 0. We set
yi(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)) := 12s(EXP
−1)N+i(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s))
for 1 ≤ i ≤ N and obtain a vector y = y(ξ(q˜, yq˜, t0−s), ξ(x˜0, y0, t0+s)) ∈ Tξ(q˜,yq˜ ,t0−s)M
via the formula y = yi ∂
∂xi
. Now we compute similarly to the proof of (iii) in Proposi-
tion 1.22 and get
∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
=
∂
∂xk
cj(ξ(q˜, yq˜, t0 − s), y, 2s) = δjk +
∂2
∂t ∂xk
cj(ξ(q˜, yq˜, t0 − s), y, 0)2s+O(s2)
and
∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(q˜, yq˜, t0 + s)))
=
∂
∂xk
cj(ξ(q˜, yq˜, t0 − s), ξ˙(q˜, yq˜, t0 − s), 2s)
= δjk +
∂2
∂t ∂xk
cj(ξ(q˜, yq˜, t0 − s), ξ˙(q˜, yq˜, t0 − s), 0)2s+O(s2)
as s→ 0. Since Proposition 1.41 and Lemma 1.44 yield
yi(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)) = 12s(EXP
−1)N+i(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))
+
1
2s
∫ s
0
∂
∂u
(EXP−1)N+i(ξ(q˜, yq˜, t0 − u), ξ(x˜0, y0, t0 + u)) du
=
1
2s
(EXP−1)N+i(ξ(q˜, yq˜, t0), ξ(x˜0, y0, t0))
+
1
2s
∫ s
0
ξ˙i(q˜, yq˜, t0 − u) + ξ˙i(x˜0, y0, t0 + u) du
+
1
2s
∫ s
0
(
∂
∂zk
(EXP−1)N+i(ξ(q˜, yq˜, t0 − u), ξ(x˜0, y0, t0 + u))− δik
)
ξ˙k(x˜0, y0, t0 + u)
−
(
∂
∂xk
(EXP−1)N+i(ξ(q˜, yq˜, t0 − u), ξ(x˜0, y0, t0 + u))− δik
)
ξ˙k(q˜, yq˜, t0 − u) du
= ξ˙i(q˜, yq˜, t0) +O(s+ %+
σ
s
)
as %, s→ 0, we conclude
∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(q˜, yq˜, t0 + s)))
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− ∂
∂xk
expj(EXP−1(ξ(q˜, yq˜, t0 − s), ξ(x˜0, y0, t0 + s)))
= O(s%+ s2 + σ)
as %, s→ 0. Thus,
(I) =
∂
∂τ
ξj(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
∂τ
ξj(Z(τ), t0 + s)
∣∣∣∣
τ=0
+2s
∂
∂τ
ξ˙j(Z(τ), t0 − s)
∣∣∣∣
τ=0
+O(s2 + %2 + σ)
=
∂
∂τ
ξj(C(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξj(Z(τ), t0)
∣∣∣∣
τ=0
+ 2s
∂
∂τ
ξ˙j(Z(τ), t0 − s)
∣∣∣∣
τ=0
+O(s2 + %2 + σ). (3.13)
By inserting (3.9) - (3.13) in the formula (3.8) for ∂∂τL(C(τ), (q˜, yq˜), s)
∣∣
τ=0
we obtain
∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
= 4s2
∂
∂xj
(
F 2
)
(F (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)))
∂
∂τ
ξj(Z(τ), t0 − s)
∣∣∣∣
τ=0
+2s
∂
∂yj
(
F 2
)
(F (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)))(
∂
∂τ
ξj(C(τ), t0)
∣∣∣∣
τ=0
− ∂
∂τ
ξj(Z(τ), t0)
∣∣∣∣
τ=0
+ 2s
∂
∂τ
ξ˙j(Z(τ), t0 − s)
∣∣∣∣
τ=0
)
+O(sσ + %σ + s2%+ s%2 + s3)
= 4s2
∂
∂xj
(
F 2
)
(F (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)))
∂
∂τ
ξj(Z(τ), t0)
∣∣∣∣
τ=0
+4s2
∂
∂yj
(
F 2
)
(F (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)))
∂
∂τ
ξ˙j(Z(τ), t0)
∣∣∣∣
τ=0
+O(sσ + %σ + s2%+ s%2 + s3)
as s, %, σ → 0, where we made use of Lemma 3.10 to obtain the last equation. Finally,
we observe
∂
∂xj
(
F 2
)
(F (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)))
∂
∂τ
ξj(Z(τ), t0)
∣∣∣∣
τ=0
+
∂
∂yj
(
F 2
)
(F (ξ(q˜, yq˜, t0), ξ˙(q˜, yq˜, t0)))
∂
∂τ
ξ˙j(Z(τ), t0)
∣∣∣∣
τ=0
= 0
by differentiating F 2(ξ(Z(τ), t0), ξ˙(Z(τ), t0)) = 1 by τ and hence
∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
= O(sσ + %σ + s2%+ s%2 + s3)
as s, %, σ → 0. It remains to analyse the integral∫ δ
0
∂
∂τ
L(C(τ), (q˜, yq˜), s)− ∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
dτ (3.14)
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which will be accomplished in the remainder of the proof. Since
∂
∂τ
L(C(τ), (q˜, yq˜), s)
=
∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
∂
∂τ
(
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
+
∂
∂zj
(
F 2
)
(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
∂
∂τ
(
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
we write ∫ δ
0
∂
∂τ
L(C(τ), (q˜, yq˜), s)− ∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
dτ
=
∫ δ
0
(
∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
− ∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
)
∂
∂τ
(
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
+
(
∂
∂yj
(
F 2
)
(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
− ∂
∂yj
(
F 2
)
(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
)
∂
∂τ
(
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
+
∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))(
∂
∂τ
(
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
− ∂
∂τ
(
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)∣∣∣∣
τ=0
)
+
∂
∂yj
(
F 2
)
(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))(
∂
∂τ
(
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
− ∂
∂τ
(
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)∣∣∣∣
τ=0
)
.
As an abbreviation we set∫ δ
0
∂
∂τ
L(C(τ), (q˜, yq˜), s)− ∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
dτ
=:
∫ δ
0
(II) + (III) + (IV ) + (V ) dτ
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and consider each term separately. We compute∣∣∣∣ ∂∂xj (F 2) (EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
− ∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
∣∣∣∣
=
∣∣∣∣∫ τ
0
∂
∂ι
(
∂
∂xj
(
F 2
)
(EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))
)
dι
∣∣∣∣
=
∣∣∣∣∫ τ
0
∂2
∂xj∂xk
(
F 2
)
(EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))
∂
∂ι
(EXP−1)k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s))
+
∂2
∂xj∂yk
(
F 2
)
(EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))
∂
∂ι
(EXP−1)N+k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)) dι
∣∣∣∣ .
We observe ∣∣∣(EXP−1)N+k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s))∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0)(δ + s+ σ) (3.15)
and compute by (vi) in Proposition 1.41, the positive homogeneity of F and (3.15)∣∣∣∣ ∂∂ι(EXP−1)N+k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s))
∣∣∣∣
=
∣∣∣∣( ∂∂xj (EXP−1)N+k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s))) + δkj
)
∂
∂ι
ξj(Z(ι), t0 − s)
+
∂
∂ι
ξk(C(ι), t0 + s)− ∂
∂ι
ξk(Z(ι), t0 − s)
+
(
∂
∂zj
(EXP−1)N+k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))− δkj
)
∂
∂ι
ξj(C(ι), t0 + s)
∣∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0)F (EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))
+
∣∣∣∣ ∂∂ιξk(C(ι), t0 − s)− ∂∂ιξk(Z(ι), t0 + s)
∣∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0) (δ + s+ σ + %) . (3.16)
In combination with the positive homogeneity of ∂
2
∂xj∂xk
(
F 2
)
and ∂
2
∂xj∂yk
(
F 2
)
as well
as (3.15) and Lemma 1.43 we conclude
|(II)| ≤ C(M, F, ϕ, x˜0, y0, t0) δ
(
(δ + s+ σ)2 + (δ + s+ σ)(δ + s+ σ + %)
)
≤ C(M, F, ϕ, x˜0, y0, t0)
(
δ
(
s2 + %2 + σ2
)
+ δ3
)
(3.17)
as s, %, δ → 0. Next, we assume for now that ξ(Z(τ), t0 − s) 6= ξ(C(τ), t0 + s) for
0 ≤ τ < δ, i.e. EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)) ∈ TM\ 0 for 0 ≤ τ < δ, and
compute ∣∣∣∣ ∂∂yj (F 2) (EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
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− ∂
∂yj
(
F 2
)
(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
∣∣∣∣
=
∣∣∣∣∫ τ
0
∂
∂ι
(
F 2
)
(EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s))) dι
∣∣∣∣
=
∣∣∣∣∫ τ
0
∂2
∂yj∂xk
(
F 2
)
(EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))
∂
∂ι
(EXP−1)k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s))
+
∂2
∂yj∂yk
(
F 2
)
(EXP−1(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)))
∂
∂ι
(EXP−1)N+k(ξ(Z(ι), t0 − s), ξ(C(ι), t0 + s)) dι
∣∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0) δ (δ + s+ σ + %) (3.18)
where we made use of Lemma 1.43, the fact that ∂
2
∂yj ∂yk
(
F 2
)
is uniformly bounded on
TM\ 0 as well as (3.15) and (3.16). In case EXP−1(ξ(Z(τ0), t0 − s), ξ(C(τ0), t0 + s))
is an element of the zero section for some τ0 ∈ (0, δ) we get
∂
∂yj
(
F 2
)
(EXP−1(ξ(Z(τ0), t0 − s), ξ(C(τ0), t0 + s))) = 0
from Lemma 1.43 and hence there exists  > 0 such that for τ ∈ (τ0 − , τ0 + )∣∣∣∣ ∂∂yj (F 2) (EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
∣∣∣∣ ≤ δ2.
The existence of a suitable  > 0 is assured by Lemma 1.43. Therewith we derive
(3.18) without the previous constraint. Since the term considered before equals the
first factor in (III) and the second factor in (III) term agrees with the term considered
in (3.16) we derive from (3.16) and (3.18)
|(III)| ≤ C(M, F, ϕ, x˜0, y0, t0) δ (δ + s+ σ + %)2
≤ C(M, F, ϕ, x˜0, y0, t0)
(
δ
(
s2 + σ2 + %2
)
+ δ3
)
. (3.19)
The first part of (IV ) agrees with the derivative considered in (3.9). Moreover, we
observe
∂
∂τ
(
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
− ∂
∂τ
(
(EXP−1)j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)∣∣∣∣
τ=0
=
∂
∂τ
ξj(Z(τ), t0 − s)− ∂
∂τ
ξj(Z(τ), t0 − s)
∣∣∣∣
τ=0
and hence
|(IV )| ≤ C(M, F, ϕ, x˜0, y0, t0) δ
(
sσ + s2%+ s2
)
(3.20)
Finally, we infer from (3.10)∣∣∣∣ ∂∂yj (F 2) (EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
∣∣∣∣
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≤ C(M, F, ϕ, x˜0, y0, t0) (s+ s%+ σ) .
Moreover, we compute by using (iv) in Proposition 1.41
∂
∂τ
(
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)
− ∂
∂τ
(
(EXP−1)N+j(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))
)∣∣∣∣
τ=0
=
(
Eji(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))− Eji(ξ(Z(0), t0 − s), ξ(C(0), t0 + s))
)
∂
∂τ
ξi(C(τ), t0 + s)
+Eji((ξ(Z(0), t0 − s), ξ(C(0), t0 + s))(
∂
∂τ
ξi(C(τ), t0 + s)− ∂
∂τ
ξi(C(τ), t0 + s)
∣∣∣∣
τ=0
)
−
(
Eji(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))− Eji(ξ(Z(0), t0 − s), ξ(C(0), t0 + s))
)
∂
∂xk
expi(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
−Eji((ξ(Z(0), t0 − s), ξ(C(0), t0 + s))(
∂
∂xk
expi(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
− ∂
∂xk
expi(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s))) ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
)
=
(
Eji(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))− Eji(ξ(Z(0), t0 − s), ξ(C(0), t0 + s))
)
(
∂
∂τ
ξi(C(τ), t0 + s)− ∂
∂τ
ξi(Z(τ), t0 − s) + ∂
∂τ
ξk(Z(τ), t0 − s)(
δik −
∂
∂xk
expi(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
))
+Eji((ξ(Z(0), t0 − s), ξ(C(0), t0 + s))((
∂
∂τ
ξi(C(τ), t0 + s)− ∂
∂τ
ξi(C(τ), t0 + s)
∣∣∣∣
τ=0
−
(
∂
∂τ
ξi(Z(τ), t0 − s)− ∂
∂τ
ξi(Z(τ), t0 − s)
∣∣∣∣
τ=0
))
+
(
δik −
∂
∂xk
expi(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
)
(
∂
∂τ
ξk(Z(τ), t0 − s)− ∂
∂τ
ξk(Z(τ), t0 − s)
∣∣∣∣
τ=0
)
+
(
∂
∂xk
expi(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
− ∂
∂xk
expi(EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
)
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∂
∂τ
ξk(Z(τ), t0 − s)
)
.
We have∣∣∣Eji(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s))− δji ∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0)F (EXP−1(ξ(Z(τ), t0 − s), ξ(C(τ), t0 + s)))
≤ C(M, F, ϕ, x˜0, y0, t0) (δ + s+ %)
by (vi) in Proposition 1.41,∣∣∣∣ ∂∂xk expi(EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))− δik
∣∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0)F (EXP−1(ξ(Z(0), t0 − s), ξ(C(0), t0 + s)))
≤ C(M, F, ϕ, x˜0, y0, t0) (s+ %)
by (iii) in Proposition 1.22 and∣∣∣∣ ∂∂τ ξi(C(τ), t0 + s)− ∂∂τ ξi(C(τ), t0 + s)
∣∣∣∣
τ=0
−
(
∂
∂τ
ξi(Z(τ), t0 − s)− ∂
∂τ
ξi(Z(τ), t0 − s)
∣∣∣∣
τ=0
)∣∣∣∣
≤ τ
∣∣∣∣ ∂2∂τ2 ξi(C(τ), t0 + s)
∣∣∣∣
τ=0
− ∂
2
∂τ2
ξi(Z(τ), t0 − s)
∣∣∣∣
τ=0
∣∣∣∣+ C(M, F )τ2
≤ C(M, F ) (δ(s+ %) + δ2) .
We deal with the remaining terms in the previous formula in a similar way and thus
obtain
|(V )| ≤ C(M, F, ϕ, x˜0, y0, t0)(s+ s%+ σ)(
(δ + %+ s)2 + (δ(s+ %) + δ2) + (s+ %) δ
)
≤ C(M, F, ϕ, x˜0, y0, t0)
(
δ(s2 + %2 + σ2) + δ2(s+ %+ σ)
)
(3.21)
We conclude the proof by inserting (3.17) - (3.21)∣∣∣∣∫ δ
0
∂
∂τ
L(C(τ), (q˜, yq˜), s)− ∂
∂τ
L(C(τ), (q˜, yq˜), s)
∣∣∣∣
τ=0
dτ
∣∣∣∣
≤ C(M, F, ϕ, x˜0, y0, t0)
(
δ2(s2 + %2 + σ2) + δ3(s+ %+ σ) + δ4
)
.
Herewith we completed all necessary preparations and proceed with the aforemen-
tioned second case. For later reference we initially establish the following lemma which
contains the main part of the proof for this case. It corresponds to [LN05, Lemma
7.2].
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Lemma 3.12. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) be a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed and
assume t0 := ifM(x˜0, y0) < ∞. Then there exists constants s0 and %0 > 0 such that
the existence of (q˜0, yq˜0) ∈ I⊥M˜ satisfying D((ϕ(x˜0), y0), (ϕ(q˜0), yq˜0)) =: % < %0,
(x˜0, y0) 6= (q˜0, yq˜0) and ξ(q˜0, yq˜0 , t0) = ξ(x˜0, y0, t0) yields
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s)) (3.22)
< 4 s2
(
F 2
)
(ξ(q˜0, yq˜0 , t0),
1
2
(ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))) + C
(
%2 s3 + % s4 + s5
)
where C = C(M, F, M˜ , ϕ, q˜0, yq˜0) and 0 ≤ s < s0.
Proof. As usual, we denote the projection of EXP−1(x, z) onto its second component
by y(x, z), i.e. in local coordinates we have yi(x, z) = (EXP−1)N+i(x, z). In order to
derive (3.22) we consider a minimising, constant speed geodesic c : [0, 1]→M joining
ξ(q˜0, yq˜0 , t0 − s) with ξ(x˜0, y0, t0 + s), i.e.
c(r) := exp(ξ(q˜0, yq˜0 , t0 − s), r y(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s)). (3.23)
We choose to write c(s, r) instead of c(r) to emphasise the dependence of c on s. Since
c(s, ·) has constant speed, i.e. F (c(s, r), c˙(s, r)) = const for s ∈ (0, s0], r ∈ [0, 1] we
conclude
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
=
(∫ 1
0
F (c(s, r), c˙(s, r)) dr
)2
=
1
4
(
F (c(s, 0), c˙(s, 0)) + F (c(s, 1), c˙(s, 1))
)2
=
1
2
(
F 2(c(s, 0), c˙(s, 0)) + F 2(c(s, 1), c˙(s, 1))
)
=
1
2
s2
(
F 2(c(s, 0),
1
s
c˙(s, 0)) + F 2(c(s, 1),
1
s
c˙(s, 1))
)
.
Next, we derive for 1 ≤ i ≤ N
c˙i(s, 0) = yi(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= (EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
+O(s2)
as s→ 0 similarly to (3.4). Moreover, we have
c˙i(s, 1) =
∂
∂yk
expi(ξ(q˜0, yq˜0 , t0 − s), y(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
yk(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= yi(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
+
(
∂
∂yk
expi(ξ(q˜0, yq˜0 , t0 − s), y(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))− δik
)
yk(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
+O(s2)
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by virtue of (iii) in Proposition1.22. Consequently,
F 2(c(s, 0),
1
s
c˙(s, 0))
∣∣∣∣
s=0
= F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
F 2(c(s, 1),
1
s
c˙(s, 1))
∣∣∣∣
s=0
= F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
and
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
+
1
2
s2
∫ s
0
∂
∂τ
(
F 2(c(τ, 0),
1
τ
c˙(τ, 0)) + F 2(c(τ, 1),
1
τ
c˙(τ, 1))
)
dτ
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
+
1
2
s2
∫ s
0
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0)) ξ˙j(q˜0, yq˜0 , t0 − τ)(−1)
+
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
+
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1)) ξ˙j(x˜0, y0, t0 + τ)
+
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
dτ. (3.24)
In view of (3.22) we consider the integral in (3.24) as error term and thus it remains to
show that it has the correct order. For this purpose we initially evaluate the integrand
at τ = 0 which requires an examination of ∂∂τ
(
1
τ c˙
j(τ, 0)
)
and ∂∂τ
(
1
τ c˙
j(τ, 1)
)
. We have
∂
∂τ
(
1
τ
c˙i(τ, 0)
)
=
1
τ
∂
∂τ
c˙i(τ, 0)− 1
τ2
c˙i(τ, 0)
=
1
τ
(
∂
∂τ
c˙i(τ, 0)−
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
))
−1
τ
(
1
τ
c˙i(τ, 0)−
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
))
=
1
τ
(
∂
∂τ
c˙i(τ, 0)−
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
))
(3.25)
− 1
τ2
∫ τ
0
∂
∂ι
c˙i(ι, 0)−
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
dι
and
∂
∂τ
c˙i(τ, 0) =
∂
∂τ
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
= ξ˙i(q˜0, yq˜0 , t0 − τ) + ξ˙i(x˜0, y0, t0 + τ)
−
(
∂
∂xk
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)) + δik
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
+
(
∂
∂zk
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))− δik
)
ξ˙k(x˜0, y0, t0 + τ)
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=
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
+ τ
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
(3.26)
+
1
2
τ2
(...
ξ (q˜0, yq˜0 , t0) +
...
ξ (x˜0, y0, t0)
)
−
(
∂
∂xk
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)) + δik
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
+
(
∂
∂zk
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))− δik
)
ξ˙k(x˜0, y0, t0 + τ)
+O(τ3)
as τ → 0. Next, we focus on the terms containing derivatives of EXP−1 in (3.26). We
recall (iv) in Proposition 1.41 and compute
∂
∂xk
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)) + δik (3.27)
= Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
(
E−1jk (ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
− ∂
∂xk
expj(EXP−1(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)))
)
and
∂
∂zk
(EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))− δik (3.28)
= Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))(
δjk − E −1jk (ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
)
.
Since E−1jk (x, z) =
∂
∂yk
expj(EXP−1(x, z)) we compute like in the proof in (iii) of
Proposition 1.22 and get
E−1jk (ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)) (3.29)
=
1
τ
∂
∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), τ)
= δjk +
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0) τ
+O(τ2)
and
∂
∂xk
expj(EXP−1(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))) (3.30)
=
∂
∂xk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), τ)
= δjk +
∂2
∂t ∂xk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0)τ
+O(τ2)
as τ → 0. We get
∂
∂τ
c˙i(τ, 0)−
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
(3.31)
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= τ
((
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
+
1
2
τ
(...
ξ (q˜0, yq˜0 , t0) +
...
ξ (x˜0, y0, t0)
)
−Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))(
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0)
− ∂
2
∂t ∂xk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0)
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
−Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0)
ξ˙k(x˜0, y0, t0 + τ)
+O(τ)
)
as τ → 0 from (3.26)-(3.30). In particular, we observe that we can write
∂
∂τ
c˙i(τ, 0)−
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
= τ f(τ)
where f is continuous in τ . Since, by virtue of the mean value theorem for integration,
lim
τ→0
1
τ2
∫ τ
0
ι f(ι) dι =
1
2
f(0)
we conclude by (3.25) and (3.31)
∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
=
1
2
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
(3.32)
−1
2
(
1
2
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)
− ∂
2
∂t ∂xk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)
)
ξ˙k(q˜0, yq˜0 , t0)
−1
4
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)ξ˙
k(x˜0, y0, t0)
where we made use of (v) in Proposition 1.41.
As to an analysis of the term ∂∂τ
(
1
τ c˙
i(τ, 1)
)
in (3.24) we prefer to work with the
ensuing interpretation. We observe c˙(τ, 1) = − ˙¯c(τ, 0) where c¯(τ, t) := c(τ, 1 − t) and
c(τ, ·) is the geodesic defined in (3.23). By Lemma 1.18 c¯ is a family of geodesics with
respect to the Finsler structure F (x, y) := F (x,−y). We denote the exponential map
related to the Finsler manifold (M, F ) by exp and define EXP as in Proposition 1.41
and thus write
c˙(τ, 1) = − ˙¯c(τ, 0) = −y¯(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))
where in local coordinates y¯(x, z) ∈ TxM is given by y¯i(x, z) := (EXP−1)N+i(x, z)
for x, z ∈M. Hence, we may proceed as before and obtain
∂
∂τ
(
1
τ
c˙i(τ, 1)
)
= − ∂
∂τ
(
1
τ
˙¯ci(τ, 0)
)
(3.33)
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=
1
τ2
∫ τ
0
∂
∂ι
˙¯ci(ι, 0) +
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
dι
−1
τ
(
∂
∂τ
˙¯ci(τ, 0) +
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
))
and
∂
∂τ
˙¯ci(τ, 0) = −
(
ξ˙i(q˜0, yq˜0 , t0) + ξ˙
i(x˜0, y0, t0)
)
− τ
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
−1
2
τ2
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
+
(
∂
∂xk
(EXP−1)N+i(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ)) + δik
)
ξ˙k(x˜0, y0, t0 + τ)
−
(
∂
∂zk
(EXP−1)N+i(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))− δik
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
for 0 < τ < s similarly to (3.25) and (3.26). Moreover, we derive
∂
∂xk
(EXP−1)N+i(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ)) + δik (3.34)
= Eij(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))
(
E
−1
jk (ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))
− ∂
∂xk
expj(EXP−1(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ)))
)
,
∂
∂zk
(EXP−1)N+i(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))− δik (3.35)
= Eij(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))(
δjk − E
−1
jk (ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))
)
,
E
−1
jk (ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ)) (3.36)
= δjk +
1
2
∂3
∂2t ∂yk
cj(ξ(x˜0, y0, t0 + τ),
1
τ
y(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ)), 0) τ
+O(τ2)
and
∂
∂xk
expj(EXP−1(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ))) (3.37)
= δjk +
∂2
∂t ∂xk
cj(ξ(x˜0, y0, t0 + τ),
1
τ
y(ξ(x˜0, y0, t0 + τ), ξ(q˜0, yq˜0 , t0 − τ)), 0)τ
+O(τ2)
similarly to (3.27) - (3.30). From (3.34) - (3.37) we derive
∂
∂τ
(
1
τ
c˙i(τ, 1)
)∣∣∣∣
τ=0
=
1
2
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
(3.38)
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−1
2
(
1
2
∂3
∂2t ∂yk
ci(ξ(x˜0, y0, t0),−(ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)), 0)
− ∂
2
∂t ∂xk
ci(ξ(x˜0, y0, t0),−(ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)), 0)
)
ξ˙k(x˜0, y0, t0)
−1
4
∂3
∂2t ∂yk
ci(ξ(x˜0, y0, t0),−(ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)), 0) ξ˙k(q˜0, yq˜0 , t0)
similar to (3.32).
We conclude by (3.24), (3.32) and (3.38)
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) (3.39)
+
1
2
s3
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))(
ξ˙j(x˜0, y0, t0)− ξ˙j(q˜0, yq˜0 , t0)
)
+
1
2
s3
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))(
ξ¨j(x˜0, y0, t0)− ξ¨j(q˜0, yq˜0 , t0)
)
+
1
4
s3
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))(
−
(
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)
− ∂
2
∂t ∂xk
cj(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)
)
ξ˙k(q˜0, yq˜0 , t0)
−1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)ξ˙
k(x˜0, y0, t0)
−
(
1
2
∂3
∂2t ∂yk
cj(ξ(x˜0, y0, t0),−(ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)), 0)
− ∂
2
∂t ∂xk
cj(ξ(x˜0, y0, t0),−(ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)), 0)
)
ξ˙k(x˜0, y0, t0)
−1
2
∂3
∂2t ∂yk
cj(ξ(x˜0, y0, t0),−(ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)), 0)ξ˙k(q˜0, yq˜0 , t0)
)
+
1
2
s2
∫ s
0
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0)) ξ˙j(q˜0, yq˜0 , t0 − τ)(−1)
+
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) ξ˙
j(q˜0, yq˜0 , t0)
+
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
− ∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)∣∣∣∣
τ=0
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+
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1)) ξ˙j(x˜0, y0, t0 + τ)
− ∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) ξ˙
j(x˜0, y0, t0)
+
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
− ∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)∣∣∣∣
τ=0
dτ.
Below, we analyse terms carrying the factor s3 and intend to show that in fact these
terms are of order s3%2. For this purpose we initially compute
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
(
ξ˙j(x˜0, y0, t0)− ξ˙j(q˜0, yq˜0 , t0)
)
= 4
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0))
(
ξ˙j(x˜0, y0, t0)− ξ˙j(q˜0, yq˜0 , t0)
)
+O(%2)
= 4
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙j(x˜0, y0, t0)
+4
∂2
∂xj ∂yk
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙j(x˜0, y0, t0)(
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
−4 ∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ˙
j(q˜0, yq˜0 , t0) +O(%
2)
and
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
(
ξ¨j(x˜0, y0, t0)− ξ¨j(q˜0, yq˜0 , t0)
)
= 2
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0))
(
ξ¨j(x˜0, y0, t0)− ξ¨j(q˜0, yq˜0 , t0)
)
+O(%2)
= 2
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ¨j(x˜0, y0, t0)
+2
∂2
∂yj ∂yk
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ¨j(x˜0, y0, t0)(
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
−2 ∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ¨
j(q˜0, yq˜0 , t0) +O(%
2)
as % → 0. We recall ∂
∂xj
(
F 2
)
(c(t), c˙(t)) c˙j(t) + ∂
∂yj
(
F 2
)
(c(t), c˙(t)) c¨j(t)) = 0 for any
constant speed curve c and hence
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
(
ξ˙j(x˜0, y0, t0)− ξ˙j(q˜0, yq˜0 , t0)
)
+
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
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(
ξ¨j(x˜0, y0, t0)− ξ¨j(q˜0, yq˜0 , t0)
)
= 2
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙j(x˜0, y0, t0) (3.40)
−2 ∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ˙
j(q˜0, yq˜0 , t0)
+2
∂
∂t
(
∂
∂yk
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0))
) (
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
+2
∂2
∂xj ∂yk
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙j(x˜0, y0, t0)(
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
+O(%2)
= 2
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0))
(
ξ˙j(x˜0, y0, t0)− ξ˙j(q˜0, yq˜0 , t0)
)
−2 ∂
2
∂yk ∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙j(q˜0, yq˜0 , t0)(
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
+2
∂
∂t
(
∂
∂yk
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0))
) (
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
+2
∂2
∂xj ∂yk
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙j(x˜0, y0, t0)(
ξ˙k(q˜0, yq˜0 , t0)− ξ˙k(x˜0, y0, t0)
)
+O(%2)
= O(%2)
as %→ 0 by virtue of the geodesic equation (1.10).
Next, we observe for (x, y) ∈ TM\ 0 and t > 0
c(x, y,−t) = c(x,−y, t)
and obtain in local coordinates
∂3
∂t2 ∂yj
ck(x, y,−t) = − ∂
3
∂t2 ∂yj
ck(x,−y, t). (3.41)
Moreover, we have
c˙(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ), 0)
=
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)
from which we infer by differentiation with respect to τ
∂
∂xk
c˙j(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ), 0) ξ˙k(q˜0, yq˜0t0 − τ)(−1)
+
∂
∂yk
c˙j(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ), 0)
∂
∂τ
(
1
τ
yk(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)
)
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=
∂
∂τ
(
1
τ
yj(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)
)
.
Since ∂
∂yk
c˙j(ξ(q˜0, yq˜0 , t0 − τ), 1τ y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ), 0) = δjk we conclude
∂
∂xk
c˙j(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ), 0) ξ˙k(q˜0, yq˜0t0 − τ) = 0
(3.42)
for 0 ≤ τ < s0 and in particular
∂2
∂t ∂xk
cj(ξ(q˜0, yq˜0 , t0), ξ(q˜0, yq˜0 , t0) + ξ(x˜0, y0, t0), 0) ξ˙
k(q˜0, yq˜0t0) = 0. (3.43)
Similarly, we derive
∂2
∂t ∂xk
cj(ξ(x˜0, y0, t0), ξ(q˜0, yq˜0 , t0) + ξ(x˜0, y0, t0), 0) ξ˙
k(x˜0, y0, t0) = 0.
By inserting the previous equations as well as (3.40) and (3.41) in (3.39) we derive
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) (3.44)
+
1
2
s2
∫ s
0
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0)) ξ˙j(q˜0, yq˜0 , t0 − τ)(−1)
+
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) ξ˙
j(q˜0, yq˜0 , t0)
+
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
− ∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)∣∣∣∣
τ=0
+
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1)) ξ˙j(x˜0, y0, t0 + τ)
− ∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) ξ˙
j(x˜0, y0, t0)
+
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
− ∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)∣∣∣∣
τ=0
dτ
+O(s3%2)
as s, %→ 0.
It remains to examine the integrand in (3.44). To this end, we compute
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) ξ˙
j(q˜0, yq˜0 , t0)
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− ∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0)) ξ˙j(q˜0, yq˜0 , t0 − τ)
=
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))(
ξ˙j(q˜0, yq˜0 , t0)− ξ˙j(q˜0, yq˜0 , t0 − τ)
)
+
(
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
− ∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0))
)
ξ˙j(q˜0, yq˜0 , t0 − τ)
= τ
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) ξ¨
j(q˜0, yq˜0 , t0) (3.45)
+τ
∂2
∂xk ∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙j(q˜0, yq˜0 , t0) ξ˙
k(q˜0, yq˜0 , t0)
−τ ∂
2
∂yk ∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙j(q˜0, yq˜0 , t0)
∂
∂τ
(
1
τ
c˙k(τ, 0)
)∣∣∣∣
τ=0
+O(τ2)
as τ → 0. We recall (3.32) and (3.43) by which we have
∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
=
1
2
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
(3.46)
−1
4
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
.
Next, we differentiate
2τ ξ˙i(q˜0, yq˜0 , t0 − τ) = (EXP−1)N+i(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))
with respect to τ and obtain
2 ξ˙i(q˜0, yq˜0 , t0 − τ)− 2τ ξ¨i(q˜0, yq˜0 , t0 − τ)
= − ∂
∂xk
(EXP−1)N+i(ξ(q˜0, yq˜0t0 − τ), ξ(q˜0, yq˜0t0 + τ)) ξ˙k(q˜0, yq˜0 , t0 − τ)
+
∂
∂zk
(EXP−1)N+i(ξ(q˜0, yq˜0t0 − τ), ξ(q˜0, yq˜0t0 + τ)) ξ˙k(q˜0, yq˜0 , t0 + τ)
which is equivalent to
0 = ξ˙i(q˜0, yq˜0 , t0 − τ)− ξ˙i(q˜0, yq˜0 , t0 + τ)− 2τ ξ¨i(q˜0, yq˜0 , t0 − τ)
+
(
∂
∂xk
(EXP−1)N+i(ξ(q˜0, yq˜0t0 − τ), ξ(q˜0, yq˜0t0 + τ)) + δik
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
−
(
∂
∂zk
(EXP−1)N+i(ξ(q˜0, yq˜0t0 − τ), ξ(q˜0, yq˜0t0 + τ))− δik
)
ξ˙k(q˜0, yq˜0 , t0 + τ)
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= −4 τ ξ¨i(q˜0, yq˜0 , t0) + 2 τ2
...
ξ
i(q˜0, yq˜0 , t0)
+
(
∂
∂xk
(EXP−1)N+i(ξ(q˜0, yq˜0t0 − τ), ξ(q˜0, yq˜0t0 + τ)) + δik
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
−
(
∂
∂zk
(EXP−1)N+i(ξ(q˜0, yq˜0t0 − τ), ξ(q˜0, yq˜0t0 + τ))− δik
)
ξ˙k(q˜0, yq˜0 , t0 + τ)
+O(τ3)
= −4 τ ξ¨i(q˜0, yq˜0 , t0) + 2 τ2
...
ξ
i(q˜0, yq˜0 , t0) (3.47)
+τ Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))(
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0)
− ∂
2
∂t ∂xk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0)
)
ξ˙k(q˜0, yq˜0 , t0 − τ)
+τ Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0) ξ˙k(q˜0, yq˜0 , t0 + τ)
+O(τ3)
as τ → 0. Clearly,
∂2
∂t ∂xk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0) ξ˙k(q˜0, yq˜0 , t0 − τ) = 0
and hence (3.47) yields
0 = −4 τ ξ¨i(q˜0, yq˜0 , t0) + 2 τ2
...
ξ
i(q˜0, yq˜0 , t0) (3.48)
+
1
2
τ Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0)(
ξ˙k(q˜0, yq˜0 , t0 − τ) + ξ˙k(q˜0, yq˜0 , t0 + τ)
)
+O(τ3)
from which we derive after dividing by 2 τ and passing to the limit as τ → 0
0 = −2 ξ¨i(q˜0, yq˜0 , t0)+
1
2
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0). (3.49)
By adding (3.49) to (3.46) we obtain
∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
=
1
2
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
− 2 ξ¨i(q˜0, yq˜0 , t0)
−1
4
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
+
1
2
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0)
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= −2 ξ¨i(q˜0, yq˜0 , t0) +O(%) (3.50)
as %→ 0. Similarly, we derive
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1)) ξ˙j(x˜0, y0, t0 + τ)
− ∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)) ξ˙
j(x˜0, y0, t0)
= τ
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)) ξ¨
j(x˜0, y0, t0) (3.51)
+τ
∂2
∂xk ∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0))
ξ˙j(x˜0, y0, t0) ξ˙k(x˜0, y0, t0)
+τ
∂2
∂yk ∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0))
ξ˙j(x˜0, y0, t0)
∂
∂τ
(
1
τ
c˙k(τ, 1)
)∣∣∣∣
τ=0
+O(τ2)
as τ → 0 and
∂
∂τ
(
1
τ
c˙i(τ, 1)
)∣∣∣∣
τ=0
= 2 ξ¨i(x˜0, y0, t0) +O(%) (3.52)
as %→ 0. As to the remaining terms of the integrand in (3.44) we compute
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
c˙(τ, 0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
− ∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙j(τ, 0)
)∣∣∣∣
τ=0
=
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) (3.53)(
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
− ∂
∂τ
(
1
τ
c˙j(τ, 0)
)∣∣∣∣
τ=0
)
−τ ∂
2
∂xk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙k(q˜0, yq˜0 , t0)
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
+τ
∂2
∂yk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙k(τ, 0)
)∣∣∣∣
τ=0
∂
∂τ
(
1
τ
c˙j(τ, 0)
)
+O(τ2)
and
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0 + τ),
1
τ
c˙(τ, 1))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
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− ∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
∂
∂τ
(
1
τ
c˙j(τ, 1)
)∣∣∣∣
τ=0
=
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0)) (3.54)(
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
− ∂
∂τ
(
1
τ
c˙j(τ, 1)
)∣∣∣∣
τ=0
)
+τ
∂2
∂xk ∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0))
ξ˙k(x˜0, y0, t0)
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
+τ
∂2
∂yk ∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0))
∂
∂τ
(
1
τ
c˙k(τ, 1)
)∣∣∣∣
τ=0
∂
∂τ
(
1
τ
c˙j(τ, 1)
)
+O(τ2)
as τ → 0. Next, we analyse
∂
∂τ
(
1
τ
c˙i(τ, 0)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
.
Before we proceed with the computation we recall (3.42) by which we may simplify
the formulas (3.25), (3.31) and (3.32) for these derivatives. Consequently, we obtain
∂
∂τ
(
1
τ
c˙i(τ, 0)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
=
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
+
1
2
τ
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
−1
2
Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0)(
ξ˙k(q˜0, yq˜0 , t0 − τ) + ξ˙k(x˜0, y0, t0 + τ)
)
− 1
τ2
∫ τ
0
ι
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
+
1
2
ι2
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
−1
2
ι Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ι),
1
ι
y(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι)), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ι) + ξ˙k(x˜0, y0, t0 + ι)
)
dι
−1
2
(
ξ¨i(x˜0, y0, t0)− ξ¨i(q˜0, yq˜0 , t0)
)
+
1
4
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
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+O(τ)
=
1
3
τ
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
+
1
2
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
−1
2
Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ),
1
τ
y(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ)), 0)(
ξ˙k(q˜0, yq˜0 , t0 − τ) + ξ˙k(x˜0, y0, t0 + τ)
)
− 1
2 τ2
∫ τ
0
ι
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
−ι Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ι),
1
ι
y(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι)), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ι) + ξ˙k(x˜0, y0, t0 + ι)
)
dι
=
1
3
τ
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
(3.55)
+
1
2
(
δij − Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))
)
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
−1
2
Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(x˜0, y0, t0 + τ))∫ τ
0
∂
∂ι
(
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ι),
1
ι
y(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι)), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ι) + ξ˙k(x˜0, y0, t0 + ι)
))
dι
− 1
2 τ2
∫ τ
0
ι
(
δij − Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι))
)
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0), 0)(
ξ˙k(q˜0, yq˜0 , t0) + ξ˙
k(x˜0, y0, t0)
)
−1
2
Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(x˜0, y0, t0 + ι))∫ ι
0
∂
∂ν
(
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ν),
1
ν
y(ξ(q˜0, yq˜0 , t0 − ν), ξ(x˜0, y0, t0 + ν)), 0)
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(
ξ˙k(q˜0, yq˜0 , t0 − ν) + ξ˙k(x˜0, y0, t0 + ν)
))
dν dι
From (vi) in Proposition 1.41 and (3.55) we immediately derive
∂
∂τ
(
1
τ
c˙i(τ, 0)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
= O(τ) (3.56)
as τ → 0. Next, we divide (3.48) by τ and substract from this equation the expression
obtained by integrating (3.48) with respect to τ . Finally we subtract (3.49) and obtain
0 = −4 ξ¨i(q˜0, yq˜0 , t0) + 2 τ
...
ξ
i(q˜0, yq˜0 , t0)
+
1
2
Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0)(
ξ˙k(q˜0, yq˜0 , t0 − τ) + ξ˙k(q˜0, yq˜0 , t0 + τ)
)
− 1
τ2
∫ τ
0
−4 ι ξ¨i(q˜0, yq˜0 , t0) + 2 ι2
...
ξ
i(q˜0, yq˜0 , t0)
+
1
2
ι Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(q˜0, yq˜0 , t0 + ι))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ι), 2 ξ˙(q˜0, yq˜0 , t0 − ι), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ι) + ξ˙k(q˜0, yq˜0 , t0 + ι)
)
dι
+2 ξ¨i(q˜0, yq˜0 , t0)−
1
2
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0)
+O(τ3)
=
4
3
τ
...
ξ
i(q˜0, yq˜0 , t0)
+
1
2
Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − τ), 2 ξ˙(q˜0, yq˜0 , t0 − τ), 0)(
ξ˙k(q˜0, yq˜0 , t0 − τ) + ξ˙k(q˜0, yq˜0 , t0 + τ)
)
− ∂
3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0)
− 1
2 τ2
∫ τ
0
ι Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(q˜0, yq˜0 , t0 + ι))
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ι), 2 ξ˙(q˜0, yq˜0 , t0 − ι), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ι) + ξ˙k(q˜0, yq˜0 , t0 + ι)
)
−ι ∂
3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0) dι
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+O(τ3)
=
4
3
τ
...
ξ
i(q˜0, yq˜0 , t0) (3.57)
−
(
δij − Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))
)
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0)
+
1
2
Eij(ξ(q˜0, yq˜0 , t0 − τ), ξ(q˜0, yq˜0 , t0 + τ))∫ τ
0
∂
∂ι
(
∂3
∂2t ∂yk
ci(ξ(q˜0, yq˜0 , t0 − ι), 2 ξ˙(q˜0, yq˜0 , t0 − ι), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ι) + ξ˙k(q˜0, yq˜0 , t0 + ι)
))
dι
+
1
2 τ2
∫ τ
0
ι
(
δij − Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(q˜0, yq˜0 , t0 + ι))
)
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0), 2 ξ˙(q˜0, yq˜0 , t0), 0) ξ˙
k(q˜0, yq˜0 , t0)
−1
2
ι Eij(ξ(q˜0, yq˜0 , t0 − ι), ξ(q˜0, yq˜0 , t0 + ι))∫ ι
0
∂
∂ν
(
∂3
∂2t ∂yk
cj(ξ(q˜0, yq˜0 , t0 − ν), 2 ξ˙(q˜0, yq˜0 , t0 − ν), 0)(
ξ˙k(q˜0, yq˜0 , t0 − ν) + ξ˙k(q˜0, yq˜0 , t0 + ν)
))
dν dι
+O(τ3)
as τ → 0. We observe that besides the terms 13τ
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
and 43 τ
...
ξ
i(q˜0, yq˜0 , t0) the structures of the previous equation and (3.55) agree per-
fectly. Moreover, we observe that the only difference between these equations is that
ξi(x˜0, y0, t0 +τ) has been replaced by ξi(q˜0, yq˜0 , t0 +τ). Consequently, by adding (3.57)
to (3.55) we obtain
∂
∂τ
(
1
τ
c˙i(τ, 0)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 0)
)∣∣∣∣
τ=0
=
1
3
τ
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
+
4
3
τ
...
ξ
i(q˜0, yq˜0 , t0) +O(τ%+ τ
3) (3.58)
as τ, %→ 0. We may proceed similarly with
∂
∂τ
(
1
τ
c˙i(τ, 1)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 1)
)∣∣∣∣
τ=0
and derive
∂
∂τ
(
1
τ
c˙i(τ, 1)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 1)
)∣∣∣∣
τ=0
= O(τ) (3.59)
as τ → 0 as well as
∂
∂τ
(
1
τ
c˙i(τ, 1)
)
− ∂
∂τ
(
1
τ
c˙i(τ, 1)
)∣∣∣∣
τ=0
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=
1
3
τ
(...
ξ
i(q˜0, yq˜0 , t0) +
...
ξ
i(x˜0, y0, t0)
)
+
4
3
τ
...
ξ
i(x˜0, y0, t0) +O(τ%+ τ3) (3.60)
as τ, %→ 0. Finally, we insert (3.45) together with (3.50), (3.51) together with (3.52),
(3.53) together with (3.58), (3.56), and (3.50), and (3.54) together with (3.60), (3.59)
and (3.52) in (3.44) and get
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) (3.61)
+
1
4
s4
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))(
ξ¨j(x˜0, y0, t0) + ξ¨j(q˜0, yq˜0 , t0)
)
+
1
2
s4
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))(...
ξ
j(q˜0, yq˜0 , t0) +
...
ξ
j(x˜0, y0, t0)
)
+
1
4
s4
∂2
∂xk ∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙k(q˜0, yq˜0 , t0) ξ˙
j(q˜0, yq˜0 , t0)
+s4
∂2
∂xk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙k(q˜0, yq˜0 , t0) ξ¨
j(q˜0, yq˜0 , t0)
+s4
∂2
∂yk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ¨k(q˜0, yq˜0 , t0) ξ¨
j(q˜0, yq˜0 , t0)
+
1
4
s4
∂2
∂xk ∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙k(x˜0, y0, t0) ξ˙j(x˜0, y0, t0)
+s4
∂2
∂xk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ˙k(x˜0, y0, t0) ξ¨j(x˜0, y0, t0)
+s4
∂2
∂yk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
ξ¨k(x˜0, y0, t0) ξ¨j(x˜0, y0, t0)
+O(%2 s3 + % s4 + s5)
as %, s→ 0. We have
ξ˙(x˜0, y0, t0) + ξ˙(q˜0, yq˜0 , t0) = 2 ξ˙(x˜0, y0, t0) +O(%) = 2 ξ˙(q˜0, yq˜0 , t0) +O(%)
as %→ 0 and thus obtain with regard to the positive homogeneity of ∂2
∂xk ∂xj
(
F 2
)
and
∂2
∂xk ∂yj
(
F 2
)
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0))
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+s4
∂
∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ¨
j(q˜0, yq˜0 , t0)
+s4
∂
∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0))
...
ξ
j(q˜0, yq˜0 , t0)
+s4
∂2
∂xk ∂xj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ˙
k(q˜0, yq˜0 , t0) ξ˙
j(q˜0, yq˜0 , t0)
+2 s4
∂2
∂xk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ˙
k(q˜0, yq˜0 , t0) ξ¨
j(q˜0, yq˜0 , t0)
+s4
∂2
∂yk ∂yj
(
F 2
)
(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0)) ξ¨
k(q˜0, yq˜0 , t0) ξ¨
j(q˜0, yq˜0 , t0)
+s4
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ¨j(x˜0, y0, t0)
+s4
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0))
...
ξ
j(x˜0, y0, t0)
+s4
∂2
∂xk ∂xj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙k(x˜0, y0, t0) ξ˙j(x˜0, y0, t0)
+2 s4
∂2
∂xk ∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ˙k(x˜0, y0, t0) ξ¨j(x˜0, y0, t0)
+s4
∂2
∂yk ∂yj
(
F 2
)
(ξ(x˜0, y0, t0), ξ˙(x˜0, y0, t0)) ξ¨k(x˜0, y0, t0) ξ¨j(x˜0, y0, t0)
+O(%2 s3 + % s4 + s5)
as %, s→ 0. Since for any constant speed curve c
0 =
∂
∂t
(
∂
∂xj
(
F 2
)
(c(t), c˙(t))
)
c˙j(t) +
∂
∂xj
(
F 2
)
(c(t), c˙(t)) c¨j(t)
+
∂
∂t
(
∂
∂yj
(
F 2
)
(c(t), c˙(t))
)
c¨j(t) +
∂
∂yj
(
F 2
)
(c(t), c˙(t))
...
c j(t)
by differentiating the constant speed condition twice with respect to t we conclude
d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
= s2F 2(ξ(q˜0, yq˜0 , t0), ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) +O(%
2 s3 + % s4 + s5)
as %, s→ 0.
Proposition 3.13. Let (M, F ) be a connected, forward geodesically complete Finsler
manifold and (M˜, ϕ) be a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed and
assume t0 := ifM(x˜0, y0) < ∞. Then there exist constants 0 > 0, δ0 > 0, %0 > 0 and
K > 1 depending onM, F , M˜, ϕ, and t0 such that the existence of (q˜0, yq˜0) ∈ I⊥M˜
satisfying D((ϕ(x˜0), y0), (ϕ(q˜0), yq˜0)) =: % < %0 and ξ(q˜0, yq˜0 , t0) = ξ(x˜0, y0, t0) yields
d(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s)) < 2 s
for any admissible perturbation Z as defined in Lemma 3.9 and any (x˜, y) ∈ I⊥M˜
satisfying D
I⊥fM((x˜, y), (x˜0, y0)) =: δ < min(δ0, 0 %) where s := Kδ.
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Proof. Initially, we remark that the hypotheses of Lemma 3.11 are satisfied provided
that δ0, %0 are chosen sufficiently small. Moreover, we recall the definition of the
constant σ := |y(ξ(q˜0, yq˜0 , t0), ξ(x˜0, y0, t0))| from this lemma and observe σ = 0. Con-
sequently,
d2(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s)) (3.62)
< d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s))
+C
(
δ(s2%+ s%2 + s3) + δ2(s2 + %2) + δ3(s+ %) + δ4
)
.
Next, we obtain by virtue of Lemma 3.12, Lemma A.1 and sK = δ < min{δ0,  %}
d2(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s)) (3.63)
= 4 s2
(
F 2
)
(ξ(q˜0, yq˜0 , t0),
1
2
(ξ˙(q˜0, yq˜0 , t0) + ξ˙(x˜0, y0, t0)) + Cs
2
(
1
K
(s%+ %2 + s2)
+
1
K2
(s2 + %2) +
s
K3
(s+ %) +
s2
K4
+ %2 s+ % s2 + s3
)
< 4 s2
(
1− C F 2(ξ(q˜0, yq˜0 , t0),
1
2
(ξ˙(q˜0, yq˜0 , t0)− ξ˙(x˜0, y0, t0))
)
+Cs2%2
(
+
1
K
+ 2K + 2
1
K
+ 
1
K2
+ 2
1
K2
+ δ0K + δ0 K2 + δ0 2K3
)
.
Like in the proof of Proposition 3.6 we consider the reverse geodesics ξ¯(x˜0, y0, ·) and
ξ¯(q˜0, yq˜0 , ·) and derive similarly to (3.5) - (3.7)
D ((ϕ(q˜0),−yq˜0), ((ϕ(x˜0),−y0)) ≤ C F (ξ(x˜0, y0, t0),
1
2
(ξ˙(x˜0, y0, t0)− ξ˙(q˜, yq˜, t0)))
where C = C(M, F¯ , t0). For the moment, we consider the function Φ : TM \ 0 →
[0,∞) defined by Φ((x, y)) := D2 ((ϕ(x˜0),−y0), (x,−y)) and recall that the squared
Riemannian distance function D2 ((ϕ(x˜0),−y0), ·) is C∞ in an open neighbourhood of
(ϕ(x˜0),−y0), see [BCS00, Section 6.4 B]. Hence, Φ is C∞ in an open neighbourhood
of (ϕ(x˜0),−y0). We consider a geodesic Ξ : [0, %] → TM \ 0 joining (ϕ(q˜), yq˜) with
(ϕ(x˜0), y0) and deduce
Φ(ϕ(q˜), yq˜) = Φ(ϕ(x˜0), y0) + %
d
dt
Φ(Ξ(t))
∣∣∣∣
t=0
+ %2
d2
dt2
Φ(Ξ(t))
∣∣∣∣
t=0
+O(%3)
= %2
d2
dt2
Φ(Ξ(t))
∣∣∣∣
t=0
+O(%3)
by virtue of [BCS00, Proposition 6.4.2]. Consequently, |Φ(ϕ(q˜), yq˜)| ≥ C %2 provided
that %0 is chosen sufficiently small and hence
% ≤ C F (ξ(x˜0, y0, t0), 12(ξ˙(x˜0, y0, t0)− ξ˙(q˜, yq˜, t0)))
and hence
d2(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s))
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≤ 4 s2
(
1− C %2
(
+
1
K
+ 2K + 2
1
K
+ 
1
K2
+2
1
K2
+ δ0K + δ0 K2 + δ0 2K3
))
.
Finally, we derive
d2(ξ(Z(x˜, y), t0 − s), ξ(x˜, y, t0 + s)) < 4 s2
by first choosing K sufficiently large, then  sufficiently small and finally δ0 sufficiently
small.
3.3 The Third Case
In the remaining third case we do no longer presume that for a given (x˜0, y0) ∈
I⊥M˜ with t0 := ifM(x˜0, y0) < ∞ there exists (q˜, yq˜) ∈ I⊥M˜ satisfying ξ(x˜0, y0, t0) =
ξ(q˜, yq, t0). In order to find a suitable estimate for d2(ξ(q˜0, yq˜0 , t0− s), ξ(x˜0, y0, t0 + s))
we want to make use of the fact that the backward metric sphere S−(ξ(x˜0, y0, t0), t0)
touches M˜ at least at ϕ(x˜0). Since, by definition, d(x, ξ(x˜0, y0, t0)) = t0 for all
x ∈ S−(ξ(x˜0, y0, t0), t0) one might intend to apply Lemma 3.12 to S−(ξ(x˜0, y0, t0), t0)
directly.
However, in general we can not eliminate the case i(ϕ(x˜0), y0) = ifM(x˜0, y0) and
thus the distance function d(·, ξ(x˜0, y0, t0)) might not be smooth in an open neigh-
bourhood of ϕ(x˜0). Consequently, S−(ξ(x˜0, y0, t0), t0) fails to be a submainfold. In
order to overcome this lack of regularity we approximate the aforementioned distance
function by d(·, ξ(x˜0, y0, t0− ) which are smooth functions in an open neighbourhood
of ϕ(x˜0) and consider S−(ξ(x˜0, y0, t0 − ), t0 − ) instead of S−(ξ(x˜0, y0, t0), t0).
In what follows we show that Lemma 3.12 is applicable to S−(ξ(x˜0, y0, t0−), t0−).
Thereafter we show that for a suitable choice of (q˜0, yq˜0) ∈ I⊥M˜ we can establish an
adequate estimate for the difference between d2(ξ(q˜0, yq˜0 , t0 − s), ξ(x˜0, y0, t0 + s)) and
the corresponding term for S−(ξ(x˜0, y0, t0 − ), t0 − ).
As we have already mentioned, a crucial point in this third case is the choice of a
suitable element (q˜0, yq˜0) ∈ I⊥M˜. We provide this choice in the following Lemma.
Lemma 3.14. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) be a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed and
assume t0 := ifM(x˜0, y0) <∞. Then for all 0 <  < t0 there exists an open neighbour-
hood U ⊂ M of x0 := ϕ(x˜0) such that the distance function ρ := −d(·, z) satisfies
ρ ∈ C∞(U) and hence N := S−(z, t) ∩ U is a C∞ submanifold where the natural
inclusion is denoted by ψ.
Moreover, there exists a smooth, regular curve cfM along M˜ satisfying cfM(0) = x0
and c˙fM(0) =: v1 ∈ Tx0M˜ ⊂ Tx0N and a normal vector field VfM along cfM as well as
a corresponding curve cN along N and a normal vector field VN along cN such that
VfM(0) = VN(0) and∣∣∣V˙fM(0)− V˙N(0)∣∣∣ ≤ C (ΛfM(x0,y0)(v1)− ΛN(x0,y0)(v1))
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where C = C(M, F,M˜, ϕ). Moreover, v1 can be chosen such that
ΛfM(x0,y0)(v1)− ΛN(x0,y0)(v1) ≤ ΛfM(x0,y0)(y)− ΛN(x0,y0)(y)
for all y ∈ Tx0M˜.
Proof. We fix  ∈ (0, t0) and set t := t0 −  < ifM(x˜0, y0) as well as z := ξ(x˜0, y0, t)
and deduce d+fM(ξ(x˜0, y0, t)) ≥ t or equivalently
d−z(ϕ(x˜)) ≥ t
for all x˜ ∈ M˜. In particular, t < t0 = i(ϕ(x˜0), y0) by Corollary 2.16 and thus
z ∈ Dϕ(x˜0) by virtue of Lemma 1.39. Consequently, Lemma 1.42 yields the existence
of an open neighbourhood U ⊂ M of ϕ(x˜0) such that ρ ∈ C∞(U). We remark that
N := S−(z, t) ∩ U is a C∞ submanifold and observe (x0, y0) ∈ I⊥N . For x ∈ U we
set n(x) := grad ρ|x and infer n(x0) = y0 from Corollary 2.5.
We consider a geodesic c˜ : [0, r]→ M˜ starting at x˜0 in some direction v˜1 ∈ Tx˜0M˜,
i.e c˜(0) = x˜0 and ˙˜c(0) = v˜1. The vector v˜1 is chosen such that cfM := ϕ ◦ c˜ satisfies
c˙fM(0) = v1. We remark that a suitable choice of v1 will be given at the end of the
proof. We set VfM(t) := 1F (cfM(t),n⊥(cfM(t)))n⊥(cfM(t)) ∈ I⊥cfM(t)M˜ where n⊥ is the vector
field introduced in Lemma 2.7.
Since v1 ∈ Tx0M˜ ⊂ Tx0N there exists a geodesic cˆ : [0, r] → N such that
cN := ψ ◦ cˆ satisfies cN(0) = x0 and c˙N(0) = v1. We consider the vector field
VN(t) := n(cN(t)) and infer from Corollary 2.5 that vN is a normal to N, i.e.
VN(t) ∈ I⊥cN (t)N .
Clearly, we have VfM(0) = VN(0) = n(x0) = y0 ∈ I⊥x0N ⊂ I⊥x0M˜. In order to
derive an estimate for ddt
(
VfM(t)− VN(t))∣∣t=0 we compute in local coordinates
d
dt
(
VfM)i (t)∣∣∣∣
t=0
=
∂
∂t
(
1
F (cfM(t), n⊥(cfM(t)))
)∣∣∣∣
t=0
(
n⊥
)i
(cfM(0)) + ddt
(
n⊥(cfM(t))
)i∣∣∣∣
t=0
= − ∂
∂t
(
F (cfM(t), n⊥(cfM(t)))
)∣∣∣∣
t=0
yi0 +
d
dt
(
n⊥(cfM(t))
)i∣∣∣∣
t=0
.
Since VN is a unit normal field, i.e. VN(t) = V ⊥N(t), we obtain similarly to the
previous computation
d
dt
(VN)
i (t)
∣∣∣∣
t=0
= − ∂
∂t
(F (cN(t), n(cN(t))))
∣∣∣∣
t=0
yi0 +
d
dt
(
n⊥(cN(t))
)i∣∣∣∣
t=0
.
Consequently,
V˙ ifM(0)− V˙ iN(0) = ddtV ifM(t)
∣∣∣∣
t=0
− d
dt
V iN(t)
∣∣∣∣
t=0
= − ∂
∂t
(
F (cfM(t), n⊥(cfM(t)))
)∣∣∣∣
t=0
yi0 +
∂
∂t
(F (cN(t), VN(t)))
∣∣∣∣
t=0
yi0
86
3.3 The Third Case
+
d
dt
(
n⊥(cfM(t))
)i∣∣∣∣
t=0
− d
dt
(
n⊥(cN(t))
)i∣∣∣∣
t=0
=
∂
∂yk
F (x0, y0)
(
d
dt
(
n⊥(cN(t))
)k∣∣∣∣
t=0
− d
dt
(
n⊥(cfM(t))
)k∣∣∣∣
t=0
)
yi0
+
d
dt
(
n⊥(cfM(t))
)i∣∣∣∣
t=0
− d
dt
(
n⊥(cN(t))
)i∣∣∣∣
t=0
.
Next, we obtain by differentiating (2.3) with respect to t
d
dt
(
n⊥(cfM(t))
)i∣∣∣∣
t=0
= gik(cfM(0), n⊥(cfM(0)))(
∂2
∂xj ∂yk
(
1
2
F 2
)
(cfM(0), n⊥(cfM(0))) c˙jfM(0)− (W˙fM)k(0)
)
= gik(x0, y0)
(
∂2
∂xj ∂yk
(
1
2
F 2
)
(x0, y0) c˙
jfM(0)− (W˙fM)k(0)
)
.
where (WfM)i are components of the covariant vector field WfM related to n(cfM) and
introduced in Lemma 2.7. Once more, we recall that n(cN (t)) = n⊥(cN (t)) and hence
d
dt
(
n⊥(cN(t))
)i∣∣∣∣
t=0
= gik(x0, y0)
(
∂2
∂xj ∂yk
(
1
2
F 2
)
(x0, y0) c˙
j
N(0)− (W˙N)k(0)
)
where here the components of the covariant vector field WN are related to n(cN).
Consequently,
d
dt
(
n⊥(cfM(t))
)i∣∣∣∣
t=0
− d
dt
(
n⊥(cN(t))
)i∣∣∣∣
t=0
= gik(x0, y0)
(
(W˙N)k(0)− (W˙fM)k(0)
)
.
Before we proceed with the computation we recall the underlying definition of the
vector fields WfM and WN from (2.2) in Lemma 2.7. To this end we introduce an
g(cfM,n(cfM)) orthonormal frame
(
(EfM)1, . . . , (EfM)N) along cfM and an g(cN ,n(cN ))
orthonormal frame
(
(EN)1, . . . , (EN)N
)
along cN . Moreover, we may assume that(
(EfM)1, . . . , (EfM)n) forms a basis of TcfM(t)M˜ and ((EN)1, . . . , (EN)N−1) forms
a basis of TcN (t)N. Additionally, we require (EfM)1(0) = (EN)1(0) = c˙fM(0) =
c˙N(0) = v1 and furthermore (EfM)i(0) = (EN)i(0) =: vi for 1 ≤ i ≤ N . We remark
that these orthonormal frames fit into the setting of Lemma 2.7.
With these notations in mind we obtain by differentiating (2.2) with respect to t
and by virtue of g(x0,y0)(y0, (EfM)α(0)) = g(x0,y0)(y0, (EN)α(0)) = 0 for 1 ≤ α ≤ n
(W˙N)k(0)− (W˙fM)k(0)
=
∂
∂t
gkj(cN(t), n(cN(t)))
∣∣∣∣
t=0
yj0 + gkj(cN(0), n(cN(0)))
∂
∂t
nj(cN(t))
∣∣∣∣
t=0
− ∂
∂t
gkj(cfM(t), n(cfM(t)))
∣∣∣∣
t=0
yj0 − gkj(cfM(0), n(cfM(0))) ∂∂tnj(cfM(t))
∣∣∣∣
t=0
−
n∑
α=1
∂
∂t
(
g(cfM(t),n(cfM(t)))(n(cfM(t)), (EfM)α(t))
)∣∣∣∣
t=0
gkj(x0, y0) (E
jfM)α(0)
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+
n∑
α=1
∂
∂t
(
g(cN (t),n(cN (t)))(n(cN(t)), (EN)α(t))
)∣∣∣∣
t=0
gkj(x0, y0) (E
j
N)α(0)
=
n∑
α=1
(
−g(cfM(0),n(cfM(0)))(Dc˙fMn(cfM(0)), (EfM)α(0))
−g(cfM(0),n(cfM(0)))(n(cfM(0)), Dc˙fM(EfM)α(0))
+g(cN (0),n(cN (0)))(Dc˙Nn(cN(0)), (EN)α(0))
+g(cN (0),n(cN (0)))(n(cN(0)), Dc˙N (EN)α(0))
)
gkj(x0, y0) (E
jfM)α(0)
=
n∑
α=1
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
gkj(x0, y0) (E
jfM)α(0). (3.64)
We have Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0) = (E˙N)α(0)−(E˙fM)α(0) and since (EfM)1 =
c˙fM we deduce
(E˙fM)i1(0) = ddt
(
∂
∂x˜β
ϕi(c˜(t)) ˙˜cβ(t)
)∣∣∣∣
t=0
∂2
∂x˜β ∂x˜γ
ϕi(x˜0) ˙˜cβ(0) ˙˜cγ(0) +
∂
∂x˜β
ϕi(x˜0) ¨˜cβ(0)
=
∂2
∂x˜β ∂x˜γ
ϕi(x˜0) ˙˜cβ(0) ˙˜cγ(0)− ∂
∂x˜β
ϕi(x˜0) G˜β(c˜(0), ˙˜c(0)).
By comparing this expression with the one obtained in Lemma 2.9 we observe
(E˙fM)1(0) = −AfMx0 (c˙fM(0)) +G(cfM(0), c˙fM(0)).
A similar reasoning yields (E˙N)1(0) = −ANx0 (c˙N(0)) +G(cN(0), c˙N(0)) and hence
g(x0,y0)
(
y0, Dc˙N (EN)1(0)−Dc˙fM(EfM)1(0)
)
= ΛfM(x0,y0)(v1)− ΛN(x0,y0)(v1).
In the remainder of the proof we show how to deal with remaining terms in (3.64). To
this end, we fix 2 ≤ α ≤ n and consider
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
.
Since (EN)α and (EfM)α are both tangential there exists a vector field y˜α along c˜ as
well as a vector field yˆα along cˆ such that (EfM)α(t) = dϕ|c˜(t) y˜α(t) and (EN)α(t) =
dψ|cˆ(t) yˆα(t). Therewith, we compute
(E˙fM)iα(0) = ddt
(
∂
∂x˜β
ϕi(c˜(t)) y˜βα(t)
)∣∣∣∣
t=0
=
∂2
∂x˜β ∂x˜γ
ϕi(x˜0) ˙˜cγ(0) y˜βα(0) +
∂
∂x˜β
ϕi(x˜0) ˙˜yβα(0)
and similarly
(E˙N)
i
α(0) =
∂2
∂xˆβ ∂xˆγ
ψi(xˆ0) ˙ˆc
γ(0) yˆβα(0) +
∂
∂xˆβ
ψi(xˆ0) ˙ˆy
β
α(0)
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where xˆ0 ∈ N satisfies ψ(xˆ0) = x0. We observe that the terms ∂∂x˜βϕi(x˜0) ˙˜y
β
α(0) and
∂
∂xˆβ
ψi(xˆ0) ˙ˆy
β
α(0) are perfectly tangential and hence
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
= gij(x0, y0) y
j
0
(
∂2
∂xˆβ ∂xˆγ
ψi(xˆ0) ˙ˆc
γ(0) yˆβα(0)−
∂2
∂x˜β ∂x˜γ
ϕi(x˜0) ˙˜cγ(0) y˜βα(0)
)
.
We set
∂
∂x˜β
ϕi(x˜0) y˜βα(0) =: X
i
β y˜
β
α(0) = v
i
α =
∂
∂xˆβ
ψi(xˆ0) yˆ
β(0) =: Y iβ yˆ
β(0)
and write y˜βα(0) = (X−1)αi v
i
α , yˆ
β
α = (Y −1)βi v
i
α , ˙˜cγ(0) = (X−1)
γ
i c˙
ifM(0) and ˙ˆcγ(0) =
(Y −1)γi c˙
ifM(0). By virtue of this notation we derive
∂2
∂xˆβ ∂xˆγ
ψi(xˆ0) ˙ˆc
γ(0) yˆβα(0)−
∂2
∂x˜β ∂x˜γ
ϕi(x˜0) ˙˜cγ(0) y˜βα(0)
=
(
(Y −1)βr
∂2
∂xˆβ ∂xˆγ
ψi(xˆ0) (Y
−1)γs − (X−1)βr
∂2
∂x˜β ∂x˜γ
ϕi(x˜0) (X−1)γs
)
vrα c˙
s(0)
=: Φirs v
r
α v
s
1
where (Φirs) denotes a symmetric N ×N matrix for each 1 ≤ i ≤ N . Altogether, we
conclude
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
=
(
gij(x0, y0) y
j
0 Φ
i
rs
)
vrα v
s
1
where the term in brackets is a symmetric N × N matrix. This matrix has N real
eigenvalues and there exists a basis of orthonormal eigenvectors. By virtue of Lemma
2.12 we deduce that the eigenvalues are nonnegative. Now, we choose c˙(0) = v1 to be
an eigenvector of the aforesaid matrix corresponding to the smallest eigenvalue λ ≥ 0
and conclude
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
= λ
N∑
r=1
vrα v
r
1 ≤ λ
N∑
r=1
(vr1)
2.
This estimate retranslates to
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
≤ gij(x0, y0) yj0
(
∂2
∂xˆβ ∂xˆγ
ψi(xˆ0) ˙ˆc
γ(0) ˙ˆcβ(0)− ∂
2
∂x˜β ∂x˜γ
ϕi(x˜0) ˙˜cγ(0) ˙˜cβ(0)
)
.
Since ∂
∂x˜β
ψi(x˜0) Ĝ
β(cˆ(0), ˙ˆc(0)) and ∂
∂x˜β
ϕi(x˜0) G˜β(c˜(0), ˙˜c(0)) are tangential we can add
gij(x0, y0)yj ∂∂x˜βψ
i
(x˜0) Ĝ
β(cˆ(0), ˙ˆc(0)) = 0 = gij(x0, y0)yj ∂∂x˜βϕ
i(x˜0) G˜β(c˜(0), ˙˜c(0)) on
the righthand side of the previous inequality and finally deduce
g(x0,y0)
(
y0, Dc˙N (EN)α(0)−Dc˙fM(EfM)α(0)
)
≤ ΛfM(x0,y0)(v1)− ΛN(x0,y0)(v1).
which yields the first claim. The second claim follows easily from the choice of v1.
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Since the quantity ΛfM(x0,y0)(v1)− ΛN(x0,y0)(v1) plays a vital role in the remainder of
this chapter we introduce some abbreviations.
Definition 3.15. Under the hypotheses of Lemma 3.14 we set
Λ := Λ
fM
(x0,y0)
(v1)− ΛN(x0,y0)(v1)
and
Λ0 := lim
↘0
(
ΛfM(x0,y0)(v1)− ΛN(x0,y0)(v1)
)
.
In the following lemma we establish an  version of the usual estimate in the third
case.
Lemma 3.16. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) be a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed and
assume t0 := ifM(x˜0, y0) < ∞. For any κ > 0 and any 0 ≤  < t0 there exists
(q˜, yq˜) ∈ I⊥M˜ as well as constants δ0 > 0 and K ≥ 1 depending on M, F , M˜, ϕ,
t, κ, ‖ ψ ‖C2,1(N), where (N, ψ) is the submanifold introduced in Lemma 3.14, such
that
d2(ξ(Z(x˜, y), t − s), ξ(x˜0, y0, t + s)) < 2 s
for any admissible perturbation Z as defined in Lemma 3.9 and any (x˜, y) ∈ I⊥M˜
satisfying κΛ ≤ DI⊥fM((x˜, y), (x˜0, y0)) =: δ < δ0 where s := K δ and t := t0 − .
Proof. Initially, we provide a suitable choice of (q˜, yq˜) ∈ I⊥M. For this purpose,
we recall the definition of the submanifold N from Lemma 3.14. Let cfM, cN be
the curves and VfM, VN be the corresponding vector fields whose existence has been
established in the aforementioned lemma.
To simplify notation we introduce CfM : [0, %0] → I⊥M defined by CfM(%) :=(
cfM(%), VfM(%)) and CN : [0, %0] → I⊥N given by CN(%) := (cN(%), VN(%)) and
recall
CfM(0) = CN (0) = (x0, y0).
Using this notation, we set
% := K3/4D((x˜, y), (x˜0, y0)) (3.65)
and introduce (q˜, yq˜) := CfM(%). Next, we choose δ0 sufficiently small and get by
virtue of Lemma 3.11
d2(ξ(Z(x˜, y), t − s), ξ(x˜, y, t + s)) < d2(ξ(CfM(%), t0 − s), ξ(x˜0, y0, t + s)) (3.66)
+C
(
δ(sσ + %2σ + s2%+ s%2 + s3) + δ2(s2 + %2 + σ2) + δ3(s+ σ + %) + δ4
)
where C = C(M, F,M˜, x˜0, y0, t) and σ := |y(ξ(CfM(%), t), ξ(x˜0, y0, t))|. We recall
that for x, z ∈ M we defined y(x, z) ∈ TxM by y(x, z) = yi(x, z) ∂∂xi and yi(x, z) :=
(EXP−1)N+i(x, z) for 1 ≤ i ≤ N . We observe ξ(x˜0, y0, t) = ξ(CN(%), t) and thus
(EXP−1)N+i(ξ(CfM(%), t), ξ(x˜0, y0, t)) = (EXP−1)N+i(ξ(CfM(%), t), ξ(CN(%), t))
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= (EXP−1)N+i(ξ(CfM(0), t), ξ(CN(0), t))
+%
∂
∂u
(
(EXP−1)N+i(ξ(CfM(u), t), ξ(CN(u), t)))∣∣∣∣
u=0
+
∫ %
0
∂
∂u
(
(EXP−1)N+i(ξ(CfM(u), t), ξ(CN(u), t)))
− ∂
∂u
(
(EXP−1)N+i(ξ(CfM(u), t), ξ(CN(u), t)))∣∣∣∣
u=0
du
= %
(
∂
∂u
ξi(CN(u), t)−
∂
∂u
ξi(CfM(u), t)
)∣∣∣∣
u=0
+
∫ %
0
∂
∂xk
(EXP−1)N+i(ξ(CfM(u), t), ξ(CN(u), t)) ∂∂uξk(CfM(u), t)
+
∂
∂u
ξi(CfM(u), t)
∣∣∣∣
u=0
+
∂
∂zk
(EXP−1)N+i(ξ(CfM(u), t), ξ(CN(u), t)) ∂∂uξk(CN(u), t)
− ∂
∂u
ξi(CN(u), t)
∣∣∣∣
u=0
du
= %
∂
∂yk
ξi(x˜0, y0, t)
(
V˙N(0)− V˙fM(0)
)
+O(%2)
as %→ 0 by virtue of (vi) in Proposition 1.41. Consequently, Lemma 3.14 yields
|σ| = |y(ξ(CfM(%), t), ξ(x˜0, y0, t)| = O(%Λ + %2) (3.67)
as % → 0. As we have already indicated, we may not perform a suitable estimate for
d2(ξ(CfM(%), t0 − s), ξ(x˜0, y0, t0 + s)) directly but make use of the fact that Lemma
3.12 is applicable to N and any (qˆ, yqˆ) ∈ I⊥N. Hence, we obtain by virtue of this
lemma
d2(ξ(CN(%), t − s), ξ(x˜0, y0, t + s)) (3.68)
≤ 4 s2 (F 2) (ξ(CN(%), t), 12(ξ˙(CN(%), t) + ξ˙(x˜0, y0, t))) +O(s4 %+ s5).
Since it is somewhat hidden in the notation, we point out that the error term in the
previous estimate carries an  dependence. More precisely, it depends on the C2,1
norm of the natural embedding ψ.
However, as we are interested in an estimate for d2(ξ(CfM(%), t−s), ξ(x˜0, y0, t+s))
we proceed with an estimate on the difference between d2(ξ(CN(%), t−s), ξ(x˜0, y0, t+
s)) and d2(ξ(CfM(%), t− s), ξ(x˜0, y0, t + s)). To this end we perform separate expan-
sions of both term with respect to %. We recall
d2(ξ(CN(%), t − s), ξ(x˜0, y0, t + s))
= F 2(ξ(CN(%), t − s), y(ξ(CN(%), t − s), ξ(x˜0, y0, t + s)))
where in local coordinates, as usual, yi(x, z) := (EXP−1)N+i(x, z) for x, z ∈ M. We
compute
F 2(ξ(CN(%), t − s), y(ξ(CN(%), t − s), ξ(x˜0, y0, t + s)))
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= F 2(ξ(CN(0), t − s), y(ξ(CN(0), t − s), ξ(x˜0, y0, t + s))) (3.69)
+%
∂
∂u
F 2(ξ(CN(u), t − s), y(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
+
∫ %
0
∂
∂u
(
F 2
)
(ξ(CN(u), t − s), y(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
− ∂
∂u
(
F 2
)
(ξ(CN(u), t − s), y(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
du.
Similarly, we have
d2(ξ(CfM(%), t − s), ξ(x˜0, y0, t + s))
= F 2(ξ(CfM(%), t − s), y(ξ(CfM(%), t − s), ξ(x˜0, y0, t + s))) (3.70)
= F 2(ξ(CfM(0), t − s), y(ξ(CfM(0), t − s), ξ(x˜0, y0, t + s)))
+%
∂
∂u
F 2(ξ(CfM(u), t − s), y(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
+
∫ %
0
∂
∂u
(
F 2
)
(ξ(CfM(u), t − s), y(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
− ∂
∂u
(
F 2
)
(ξ(CfM(u), t − s), y(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
du.
Next, we observe
F 2(ξ(CN(0), t − s), y(ξ(CN(0), t − s), ξ(x˜0, y0, t + s)))
= F 2(ξ(x˜0, y0, t − s), 2s ξ˙(x˜0, y0, t − s)) (3.71)
= F 2(ξ(CfM(0), t − s), y(ξ(CfM(0), t − s), ξ(x˜0, y0, t + s)))
and compute
∂
∂u
F 2(ξ(CN(u), t − s), y(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
=
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t − s), 2s ξ˙(x˜0, y0, t − s)) ∂
∂u
ξj(CN(u), t − s)
∣∣∣∣
u=0
+
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t − s), 2s ξ˙(x˜0, y0, t − s))
∂
∂u
yj(ξ(CN(u), t − s), ξ(x˜0, y0, t + s))
∣∣∣∣
u=0
as well as
∂
∂u
F 2(ξ(CfM(u), t − s), y(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
=
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t − s), 2s ξ˙(x˜0, y0, t − s)) ∂
∂u
ξj(CfM(u), t − s)
∣∣∣∣
u=0
+
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t − s), 2s ξ˙(x˜0, y0, t − s))
∂
∂u
yj(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s))
∣∣∣∣
u=0
.
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We have
∂
∂u
ξj(CN(u), t − s)
∣∣∣∣
u=0
− ∂
∂u
ξj(CfM(u), t − s)
∣∣∣∣
u=0
=
∂
∂xk
ξj(x˜0, y0, t − s) C˙kN(0) +
∂
∂yk
ξj(x˜0, y0, t − s) C˙N+kN (0)
− ∂
∂xk
ξj(x˜0, y0, t − s) C˙kfM(0)− ∂∂yk ξj(x˜0, y0, t − s) C˙N+kN (0)
=
∂
∂yk
ξj(x˜0, y0, t − s)
(
V˙ kfM(0)− V˙ kfM(0)
)
and
∂
∂u
yj(ξ(CN(u), t − s), ξ(x˜0, y0, t + s))
∣∣∣∣
u=0
− ∂
∂u
yj(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s))
∣∣∣∣
u=0
=
∂
∂u
(EXP−1)N+j(ξ(CN(u), t − s), ξ(x˜0, y0, t + s))
∣∣∣∣
u=0
− ∂
∂u
(EXP−1)N+j(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s))
∣∣∣∣
u=0
=
∂
∂xk
(EXP−1)N+j(ξ(x˜0, y0, t − s), ξ(x˜0, y0, t + s))(
∂
∂u
ξk(CN(u), t − s)−
∂
∂u
ξk(CfM(u), t − s)
)∣∣∣∣
u=0
=
(
∂
∂xk
(EXP−1)N+j(ξ(x˜0, y0, t − s), ξ(x˜0, y0, t + s)) + δjk
)
(
∂
∂u
ξk(CN(u), t − s)−
∂
∂u
ξk(CfM(u), t − s)
)∣∣∣∣
u=0
−
(
∂
∂u
ξj(CN(u), t − s)−
∂
∂u
ξj(CfM(u), t − s)
)∣∣∣∣
u=0
.
Since CfM ∈ I⊥fM and CN ∈ I⊥N we infer from Corollary 3.8
0 =
(
∂
∂yj
(F 2)(ξ(CfM(u), t − s), ξ˙(CfM(u), t − s)) ∂∂uξj(CfM(u), t − s)
)∣∣∣∣
u=0
=
∂
∂yj
(F 2)(ξ(x˜0, y0, t − s), ξ˙(x˜0, y0, t − s)) ∂
∂u
ξj(CfM(u), t − s)
∣∣∣∣
u=0
as well as
0 =
∂
∂yj
(F 2)(ξ(x˜0, y0, t − s), ξ˙(x˜0, y0, t − s)) ∂
∂u
ξj(CN(u), t − s)
∣∣∣∣
u=0
From the previous computations we derive
∂
∂u
F 2(ξ(CN(u), t − s), yj(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
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− ∂
∂u
F 2(ξ(CfM(u), t − s), yj(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
= 4s2
∂
∂xj
(
F 2
)
(ξ(x˜0, y0, t − s), ξ˙(x˜0, y0, t − s))
∂
∂yk
ξj(x˜0, y0, t − s)
(
V˙ kN(0)− V˙ kfM(0)
)
+2s
∂
∂yj
(
F 2
)
(ξ(x˜0, y0, t − s), ξ˙(x˜0, y0, t − s))(
∂
∂xk
(EXP−1)N+j(ξ(x˜0, y0, t − s), ξ(x˜0, y0, t + s)) + δjk
)
∂
∂yl
ξk(x˜0, y0, t − s)
(
V˙ lN(0)− V˙ lfM(0)
)
and deduce by virtue of (vi) in Proposition 1.41 and Lemma 3.14
∂
∂u
F 2(ξ(CN(u), t − s), yj(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
− ∂
∂u
F 2(ξ(CfM(u), t − s), yj(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
= O(s2%Λ) (3.72)
as s, %→ 0. Consequently, we derive from (3.69), (3.70), (3.71) and (3.72)
d2(ξ(CN(%), t − s), ξ(x˜0, y0, t + s))− d2(ξ(CfM(%), t − s), ξ(x˜0, y0, t + s))
+
∫ %
0
∂
∂u
(
F 2
)
(ξ(CN(u), t − s), y(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
− ∂
∂u
(
F 2
)
(ξ(CN(u), t − s), y(ξ(CN(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
− ∂
∂u
(
F 2
)
(ξ(CfM(u), t − s), y(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
+
∂
∂u
(
F 2
)
(ξ(CfM(u), t − s), y(ξ(CfM(u), t − s), ξ(x˜0, y0, t + s)))
∣∣∣∣
u=0
du
+O(s2%Λ)
We can deal with the remaining integral in the previous equation similarly to (3.14)
and derive
d2(ξ(CfM(%), t − s), ξ(x˜0, y0, t + s))− d2(ξ(CN(%), t − s), ξ(x˜0, y0, t + s))
= O(s2 %Λ + s %2 Λ + %3Λ + s %3)
Together with (3.66) and (3.68) we derive
d2(ξ(Z(x˜, y), t − s), ξ(x˜, y, t + s))
≤ 4 s2 (F 2) (ξ(CN(%), t), 12(ξ˙(CN(%), t) + ξ˙(x˜0, y0, t)))
+C
(
δ(sσ + %2σ + s2%+ s%2 + s3) + δ2(s2 + %2 + σ2) + δ3(s+ σ + %) + δ4
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+s4%+ s5 + s2 %Λ + s %2 Λ + %3Λ + s %3
)
≤ 4 s2
(
1− C (F 2) (ξ(CN(%), t), 12(ξ˙(CN(%), t)− ξ˙(x˜0, y0, t))))
+C
(
δ(sσ + %2σ + s2%+ s%2 + s3) + δ2(s2 + %2 + σ2) + δ3(s+ σ + %) + δ4
+s4%+ s5 + s2 %Λ + s %2 Λ + %3Λ + s %3
)
by virtue of Lemma A.1. Next, observe
C F (ξ(x˜0, y0, t),
1
2
(ξ˙(x˜0, y0, t)− ξ˙(CN(%), t))) ≥ %
similarly to the proof of Proposition 3.13 and obtain by inserting δ = sK and (3.67)
d2(ξ(Z(x˜, y), t − s), ξ(x˜, y, t + s))
≤ 4 s2
(
1− C%2
)
+ s2C
( σ
K
+
%2σ
sK
+
s%
K
+
s2
K
+
s2
K2
+
%2
K2
+
σ2
K2
+
s2
K3
+
sσ
K3
+
s%
K3
+
s2
K4
+ s2%+ s3 + %Λ +
1
s
%2 Λ +
1
s2
%3Λ +
1
s
%3
)
≤ 4 s2
(
1− C%2
)
+ s2%2C
( Λ
%K
+
1
K
+
%Λ + %2
sK
+
s
%K
+
s2
%2K
+
s2
%2K2
+
1
K2
+
Λ2
K2
+
%Λ
K2
+
%2
K2
+
s2
%2K3
+
sΛ
%K3
+
s
K3
+
s
%K3
+
s2
%2K4
+
s2
%
+
s3
%2
+
Λ
%
+
Λ
s
+
%Λ
s2
+
%
s
)
.
Since κΛ ≤ δ and (3.65) we have
Λ
%
≤ δ
κK3/4δ
=
1
κK3/4
,
Λ
s
≤ δ
κKδ
=
1
κK
and %s =
K3/4δ
K δ =
1
K1/4
. Consequently,
d2(ξ(Z(x˜, y), t − s), ξ(x˜, y, t + s))
≤ 4 s2
(
1− C%2
)
+ s2%2C
( 1
K7/4
+
1
K
+
δ
κK5/4
+
1
K3/2
+
1
K3/4
+
1
K1/2
+
1
K3/2
+
1
K2
+
Λ2
K2
+
Λ δ
K5/4
+
δ2
K3/2
+
1
K5/2
+
Λ
K11/4
+
δ
K2
+
1
K11/4
+
1
K7/2
+K5/4 δ +K3/2 δ +
1
κK3/4
+
1
κK
+
1
κK5/4
+
1
K1/4
)
.
Now, let κ > 0 be arbitrary. We finally derive
d2(ξ(Z(x˜, y), t − s), ξ(x˜, y, t + s)) < 4 s2
by first choosing K sufficiently large and then δ0 sufficiently small.
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In order to pass to the limit as  → 0 in the previous Lemma we additionally
assume that ξ(x˜0, y0, t0) is not conjugate to ϕ(x˜0) along ξ(x˜0, y0, ·).
Proposition 3.17. Let (M, F ) be a connected, forward geodesically complete Finsler
manifold and (M˜, ϕ) be a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed
and assume t0 := ifM(x˜0, y0) < ∞. Moreover, we suppose that for t ∈ (0, t0] no point
ξ(x˜0, y0, t) is conjugate to ϕ(x˜0) along ξ(x˜0, y0, ·). Then, for any κ > 0 there exists
(q˜0, yq˜0) ∈ I⊥M˜ as well as constants δ0 > 0 and K ≥ 1 depending on M, F , M˜, ϕ,
t0 and κ such that
d2(ξ(Z(x˜, y), t0 − s), ξ(x˜0, y0, t0 + s)) < 2 s
for any admissible perturbation Z as defined in Lemma 3.9 and any (x˜, y) ∈ I⊥M˜
satisfying κΛ0 ≤ DI⊥fM((x˜, y), (x˜0, y0)) =: δ < δ0 where s := K δ.
Proof. We can pass to the limit as  → 0 in Lemma 3.16 provided that the con-
stants from this lemma can be chosen uniformly in . Therefore we have to show
that the C2,1 Norm of ψ is uniformly bounded in . By virtue of Lemma 1.42
we have d(ϕ(·), ξ(x˜0, y0, t0 − )) = F (EXP−1(ϕ(·), ξ(x˜0, y0, t0 − )) for  ∈ (0, t0).
Since ξ(x˜0, y0, t0) is not conjugate to ϕ(x˜0) along ξ(x˜0, y0, ·) Lemma 1.29 yields that
Dy exp(ϕ(x˜0), t0 y0) is nonsingular. Thus, (ii) in Proposition 1.41 yields that DEXP
is nonsingular at (ϕ(x˜0), t0 y0). Since EXP(ϕ(x˜0, (t0− ) y0) = (ϕ(x˜0), ξ(x˜0, y0, t0− ))
we conclude that derivatives of d(ϕ(·), ξ(x˜0, y0, t0 − )) are uniformly bounded in  in
an open neighbourhood of x˜0 which implies the aforementioned uniform bound on the
C2,1 Norm of ψ.
3.4 Proof of Theorem 3.2
In the final section we combine the preparatory results from the previous sections
and establish the proof of the main result of the present thesis. We will work in our
usual setting and distinguish between the case in which there exists (q˜, yq˜) ∈ I⊥M˜
satisfying ξ(x˜0, y0, t0)) = ξ(q˜, yq˜, t0) and the case in which there does not exist an
element of I⊥M˜ with this property.
Before we start with the proof we show that the latter case has an immediate
consequence for the quantity Λ.
Lemma 3.18. Let (M, F ) be a connected, forward geodesically complete Finsler man-
ifold and (M˜, ϕ) be a compact C2,1 submanifold. Let (x˜0, y0) ∈ I⊥M˜ be fixed and
assume t0 := ifM(x˜0, y0) < ∞. Moreover, we suppose that for t ∈ (0, t0] no point
ξ(x˜0, y0, t) is conjugate to ϕ(x˜0) along ξ(x˜0, y0, ·). Additionally, we assume Λ0 > 0,
where Λ0 is the constant introduced in Definition 3.15. Then there exists (q˜, yq˜) ∈
I⊥M˜, (q˜, yq˜) 6= (x˜0, y0), such that ξ(x˜0, y0, t0) = ξ(q˜, yq˜, t0).
Proof. In case ifM(x˜0, y0) = i(ϕ(x˜0), y0) we infer from (iii) in Lemma 1.37 the existence
of (x˜0, y1) ∈ I⊥M˜, y0 6= y1 such that ξ(x˜0, y0, t0) = ξ(x˜0, y1, t0). Thus, we proceed
under the assumption ifM(x˜0, y0) < i(ϕ(x˜0), y0).
We set z0 := ξ(x˜0, y0, t0) and infer from Lemma 2.20 the existence of a sequence
{zi} ⊂ M, zi → z0 as i → ∞, such that there exist ((x˜1)i, y(x˜1)i), ((x˜2)i, y(x˜2)i) ∈
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I⊥M˜ satisfying ((x˜1)i, y(x˜1)i) 6= ((x˜2)i, y(x˜2)i), ti := dfM(zi) = d(ϕ((x˜1)i), zi) =
d(ϕ((x˜2)i), zi) and
ξ((x˜1)i, y(x˜1)i , ti) = zi = ξ((x˜2)i, y(x˜2)i , ti).
By compactness, there exist (x˜1, yx˜1), (x˜2, yx˜2) ∈ I⊥M˜ and subsequences such that
((x˜1)i, y(x˜1)i) → (x˜1, yx˜1) and ((x˜2)i, y(x˜2)i) → (x˜2, yx˜2) as i → ∞. Since the distance
function dfM is continuous we obtain d(ϕ(x˜1), z0) = t0 = d(ϕ(x˜2), z0). Thus, if either
(x˜1, yx˜1) 6= (x˜0, y0) or (x˜2, yx˜2) 6= (x˜0, y0) the lemma is proven.
Otherwise, we have ((x˜1)i, y(x˜1)i)→ (x˜0, y0) and ((x˜2)i, y(x˜2)i)→ (x˜0, y0) as i→∞
and proceed similarly to the proof of Proposition 2.17. Clearly, the distance function
%0 := −d−z0(ϕ(·)) is smooth in an open neighbourhood of x˜0 since z0 ∈ Dϕ(x˜0). Conse-
quently, we may proceed similarly to the proof of Proposition 2.17 and obtain
d2
dt2
(%0 ◦ c˜(x˜0, y˜, t))
∣∣∣∣
t=0
= ΛS
−(z0,t0)
(x0,y0)
(y)− ΛfM(x0,y0)(y)
where c˜ : (−δ, δ) → M˜ is geodesic with c˜(0) = x˜0 and ˙˜c(0) = y˜ ∈ Tx˜0M˜. Here,
y := dϕ(x˜0) y˜. Since Λ
fM
n (y) − ΛNn (y) ≥ ΛfMn (v1) − ΛNn (v1) for v1 ∈ Tϕ(x˜0)M as
defined in Lemma 3.14 and Λ > 0 we conclude
d2
dt2
(%0 ◦ c˜(x˜0, y˜, t))
∣∣∣∣
t=0
≤ −Λ
2
.
Next, we introduce %i := −d−zi(ϕ(·)) and deduce similarly to the proof of Proposition
2.17 that there exists r > 0 such that
d2
dt2
(%i ◦ c˜(x˜, y˜, t)) ≤ −Λ4 . (3.73)
for all x˜ ∈ B˜(x˜0, r), y˜ ∈ Tx˜M˜ and t ∈ (−r, r).
We have
%i((x˜1)i) = %i((x˜2)i) = min
x˜∈fM %i(x˜) (3.74)
and choose a minimising geodesic c˜i : from (x˜1)i to (x˜2)i. By choosing i sufficiently
large we can assure that c˜i is contained in B˜(x˜0, r). Finally, we observe that (3.74)
contradicts the strict concavity of %i ◦ c˜ implied by (3.73).
Therewith we completed all necessary preparations and conclude this thesis with
a proof of the main result.
Proof of Theorem 3.2. We proceed as described at the beginning of Chapter 3 and fix
(x˜0, y0) ∈ I⊥M˜ such that t0 := ifM(x˜0, y0) < ∞. We show that there exists δ0 > 0
such that for each (x˜, y) ∈ I⊥M˜ satisfying D
I⊥fM((x˜0, y0), (x˜, y)) < δ0 there exists
(z˜, yz˜) such that
d(ξ(z˜, yz˜, t0 − s), ξ(x˜0, y0, t0 + s)) < 2s
where s = KD
I⊥fM((x˜0, y0), (x˜, y)). Therewith we conclude
d(ϕ(z˜), ξ(x˜, y, t0 + s)) ≤ d(ϕ(z˜), ξ(z˜, yz˜, t0 − s)) + d(ξ(z˜, yz˜, t0 − s), ξ(x˜, y, t0 + s))
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≤ t0 − s+ d(ξ(z˜, yz˜, t0 − s), ξ(x˜, y, t0 + s))
< t0 + s
and hence
ifM(x˜, y) ≤ t0 + s = ifM(x˜0, y0) +KDI⊥fM((x˜0, y0), (x˜, y)).
We distinguish between two cases. Firstly, we assume that there exists (q˜0, yq˜0) ∈
I⊥M˜, (x˜0, y0) 6= (q˜0, yq˜0) such that ξ(x˜0, y0, t0) = ξ(q˜0, yq˜0 , t0). Let %0 be the constant
from Proposition 3.13. If D((ϕ(x˜0), y0), (ϕ(q˜0), yq˜0)) ≥ %0 we set (z˜, yz˜) = (q˜0, yq˜0)
and obtain from Proposition 3.6 the existence of constants δ1 > 0 and K1 ≥ 1 such
that
d(ξ(z˜, yz˜, t0 − s), ξ(x˜0, y0, t0 + s)) < 2s (3.75)
and consequently
ifM(x˜, y) ≤ t0 + s = ifM(x˜0, y0) +K1DI⊥fM((x˜0, y0), (x˜, y)).
for D
I⊥fM((x˜0, y0), (x˜, y)) < δ1. If D((ϕ(x˜0), y0), (ϕ(q˜0), yq˜0)) < %0 we apply Propo-
sition 3.13 and obtain the existence of 0 > 0, δ2 > 0, K2 ≥ 1 such that for any
admissible perturbation Z as defined in Lemma 3.9
d(ξ(Z(x˜, y), t0 − s), ξ(x˜0, y0, t0 + s)) < 2s (3.76)
for D
I⊥fM((x˜0, y0), (x˜, y)) < min{δ2, 0%} where % := D((ϕ(x˜0), y0), (ϕ(q˜0), yq˜0)). Con-
sequently, in case δ2 < 0 % we set (z˜, yz˜) = Z(x˜, y).
In order to derive this estimate for (x˜, y) ∈ I⊥M˜ withD
I⊥fM((x˜0, y0), (x˜, y)) ≥ 0 %
we make use of Proposition 3.17. In order to derive a suitable estimate for Λ0 we
consider c˜ : [0, %˜] → M˜ joining x˜0 with q˜0, i.e. c˜(0) = x˜0 and c˜(%˜) = q˜0. We set
cfM := ϕ ◦ c˜. Let (N, ψ) the submanifold from Lemma 3.14 and cˆ : [0, %˜] → N be
a geodesic where cˆ(0) and ˙ˆc(0) are chosen such that cN satisfies cfM(0) = cN and
c˙fM(0) =: y = c˙N(0). We consider the distance function ρ :M→ [0,∞) defined by
ρ := d(·, ξ(x˜0, y0, t0 − )) and obtain similarly to the proof of Lemma 2.12
ρ ◦ cfM(%˜)− ρ ◦ cN(%˜) = %˜2
(
ΛfM(x0,y0)(y)− ΛN(x0,y0)(y)
)
+O(%3)
Since derivatives of ψ are uniformly bounded in  we deduce
0 = ρ ◦ cfM(%˜)− ρ ◦ cN(%˜) ≥ %˜2Λ0 +O(%˜3)
and hence Λ0 ≤ C%˜ ≤ C% by choosing %0 smaller if necessary. Next, we choose κ = 0C
where κ is the constant from Proposition 3.17 and obtain by virtue of this proposition
the existence of constants δ3 > 0, K3 ≥ 1 such that
d(ξ(Z(x˜, y), t0 − s), ξ(x˜0, y0, t0 + s)) < 2s (3.77)
for 0% < DI⊥fM((x˜0, y0), (x˜, y)) < δ3 and s = K3 δ. Thus, we choose (z˜, yz˜) = Z(x˜, y).
Consequently, (3.76), (3.77) yield
ifM(x˜, y) ≤ ifM(x˜0, y0) + max{K2,K3}DI⊥fM((x˜0, y0), (x˜, y)).
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for (x˜, y) ∈ I⊥M˜ satisfying D
I⊥fM((x˜0, y0), (x˜, y)) < min{δ2, δ3}.
Secondly, if there does not exist (q˜0, yq˜0) ∈ I⊥M˜, (x˜0, y0) 6= (q˜0, yq˜0) such that
ξ(x˜0, y0, t0) = ξ(q˜0, yq˜0 , t0) we observe Λ0 = 0 by virtue of Lemma 3.18. Thus, Propo-
sition 3.17 yields the existence of δ4 > 0 and K4 ≥ 1 such that
d(ξ(Z(x˜, y), t0 − s), ξ(x˜0, y0, t0 + s)) < 2s
for D
I⊥fM((x˜0, y0), (x˜, y)) < δ4 and s = K4 δ and hence
ifM(x˜, y) ≤ t0 + s = ifM(x˜0, y0) +K4DI⊥fM((x˜0, y0), (x˜, y)).
for (x˜, y) ∈ I⊥M˜ satisfying D
I⊥fM((x˜0, y0), (x˜, y)) < δ4. Altogether, we observe
ifM(x˜, y) ≤ ifM(x˜0, y0) +KDI⊥fM((x˜0, y0), (x˜, y)). (3.78)
for (x˜, y) ∈ I⊥M˜ satisfying D
I⊥fM((x˜0, y0), (x˜, y)) < δ5 := min{δ1, δ2, δ3, δ4} and
K := max{K1,K2,K3,K4}.
Let ξ(x˜0, y0, t1) be the first point which is conjugate to ϕ(x˜0) along ξ(x˜0, y0, ·). We
have t1 > t0 from the assumptions and set ρ := 12(t1 − t0). By choosing δ5 smaller if
necessary we derive from [BCS00, Proposition 8.4.1] that for (x˜, y) ∈ I⊥M˜ satisfying
D
I⊥fM((x˜0, y0), (x˜, y)) < δ0 and 0 < t ≤ t1 − ρ = t0 + 12(t1 − t0) no point ξ(x˜, y, t) is
conjugate to ϕ(x˜) along ξ(x˜, y, ·). Moreover, (3.78) yields ifM(x˜, y) ≤ t0 + 12(t1 − t0)
for (x˜, y) ∈ I⊥M˜ satisfying D
I⊥fM((x˜0, y0), (x˜, y)) < δ0 := min{δ5, 12K (t1 − t0)}.
Finally, we consider (x˜1, y1), (x˜2, y2) ∈ I⊥M˜ satisfying DI⊥fM((x˜i, yi), (x˜, y)) < δ0
for i ∈ {1, 2} and infer from (3.78)
ifM(x˜1, y1) ≤ ifM(x˜2, y2) +KDI⊥fM((x˜1, y1), (x˜2, y2)).
We conclude the proof by switching the roles of (x˜1, y1) and (x˜2, y2).
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Appendix A
A Technical Lemma
In this appendix we give a proof of the following technical lemma which is crucial
for the proof of the main theorem.
Lemma A.1. Given an open set Ω ⊂ RN we consider F : Ω× RN → [0,∞) with the
following properties
(i) F ∈ C2(Ω× (RN \ {0})) ∩ C0(Ω× RN )
(ii) F (x, λy) = λF (x, y) for all λ > 0 and x ∈ Ω, y ∈ RN \ {0}
(ii) For each x ∈ Ω, y ∈ RN \ {0} the matrix ∂2
∂yi∂yj
(
F 2(x, y)
)
is positive definite.
Then, for any Ω′ ⊂⊂ Ω there exists a constant C = C(Ω′, F ) such that for any x ∈ Ω′
and y0, y1 ∈ RN \ {0} satisfying F (x, y0) = 1 = F (x, y1) we have
F 2(x,
y0 + y1
2
) ≤ 1− CF 2(x, 1
2
(y0 − y1)).
Proof. Let Ω′ ⊂⊂ Ω, x ∈ Ω′ and y0, y1 ∈ RN \{0} with F (x, y0) = 1 and F (x, y1) = 1.
Initially, we observe that for y1 = −y0 the claim follows easily and thus assume
y1 6= −y0 below.
We set r := |y0−y1| and define f : [0, r]→ [0,∞) by f(t) := F 2(x, y0 + tr (y1−y0))
and infer from (iii) that f is strictly convex. Since f(0) = 1 = f(r) we conclude that
there exists precisely one t˜ ∈ (0, r) such that f ′(t˜) = 0.
In case t˜ = r2 we immediately conclude f(0) = f(
r
2) +
1
2f
′′(θ) r
2
4 for some θ ∈ (0, r2)
or equivalently
f(
r
2
) = 1− f ′′(θ)r
2
4
.
We already know f ′′ > 0 and compute
f ′′(t) =
∂2
∂yi ∂yj
(
F 2
)
(x, y0 +
t
r
(y1 − y0)) 1
r
(y1 − y0)i 1
r
(y1 − y0)j .
We observe that ∂
2
∂yi ∂yj
(
F 2
)
(x, λy) = ∂
2
∂yi ∂yj
(
F 2
)
(x, y) for λ > 0 and hence
inf
y∈RN\{0}
∂2
∂yi ∂yj
(
F 2
)
(x, y) = inf
F (x,y)=1
∂2
∂yi ∂yj
(
F 2
)
(x, y).
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Consequently,
f ′′(t) ≥ inf
x∈Ω′
inf
F (x,y)=1
|u|, |v|=1
∂2
∂yi ∂yj
(
F 2
)
(x, y)ui vj =: C > 0 (A.1)
which yields f( r2) ≤ 1− C r
2
4 .
For the remaining cases we recall that strict convexity implies
f(t0) < f(t0 + h)− f ′(t0)h
for t0 ∈ [0, r] and h ∈ R chosen such that |h| is sufficiently small. In particular for
h ∈ {−t0, r− t0} we obtain f(t0) < 1− f ′(t0)h and for precisely one of the admissible
choices for h we have
f(t0) < 1− |f ′(t0)| |h|.
If |t˜− r2 | ≥ r8 we choose t0 = r2 and get
f(
r
2
) < 1−
∣∣∣f ′(r
2
)
∣∣∣ r
2
.
Next, we observe
∣∣f ′( r2)∣∣ = ∣∣f ′(t˜) + ( r2 − t˜)f ′′(θ)∣∣ = ∣∣ r2 − t˜∣∣ f ′′(θ) ≥ C r8 for some θ
between r2 and t˜ by virtue of (A.1) and thus
f(
r
2
) < 1− 1
4
C
r2
4
.
For the remaining case we assume |t˜− r2 | < r8 and we observe either f( r2) ≤ f(t˜− r8)
or f( r2) ≤ f(t˜+ r8). In the first case we choose t0 = t˜− r8 whereas we choose t0 = t˜+ r8
in the second case. Since
∣∣f ′(t˜± r8)∣∣ ≥ C r8 we conclude
f(
r
2
) ≤ f(t˜± r
8
) < 1− |f ′(t˜± r
8
)| r
4
≤ 1− 1
8
C
r2
4
.
Finally, the claim follows from F (x, y) = |y|F (x, y|y|) ≤ |y| sup|y˜|=1 F (x, y˜).
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