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In almost common value auctions, even a very small private payoff advantage is usually 
supposed to have an explosive effect on the outcomes in a second- price sealed-bid auction. 
According  to  Bikhchandani  (1988)  and  Klemperer  (1997)  the  large  set  of  equilibria 
obtained for common value auction games drastically shrinks, so that the advantaged player 
always wins the auction, at a price that sharply decreases the seller’s payoff. Yet this result 
has  not  been  observed  experimentally.  In  this  paper,  we  show  that  Bikhchandani’s 
equilibria are not the only equilibria of the game. By allowing bids to not continuously 
depend on private information, we establish a new family of perfect  equilibria with nice 
properties: the advantaged bidder does no longer win the auction regardless of her private 
information, she may pay a much higher price than in Bikhchandani’s equilibria, there is no 
ex post regret for both the winner and the looser, and the equilibria give partial support to 






L’article porte sur les biens de valeur presque commune vendus aux enchères scellées au 
second prix. Plus précisément, on étudie un jeu de portefeuille, que le joueur 1, le joueur 
avantagé, évalue à x1+x2+K, alors que le joueur 2 l’évalue à x1+x2, où K est un réel positif, 
x1 et x2 les réalisations de deux variables aléatoires indépendantes définies sur [0,1]. Ce jeu 
est un jeu d’information incomplète asymétrique, au sens où le joueur 1 observe la valeur 
de x1 mais pas celle de x2, et le joueur 2 observe la valeur de x2 mais pas celle de x1. Le 
principe  de  l’enchère  scellée  au  second  prix  conduit  chaque  acteur  à  proposer 
simultanément une offre pour le portefeuille, qui sera finalement attribué à celui qui fait 
l’offre la plus élevée, mais au prix proposé par l’autre joueur. Selon Bikhchandani (1988), 
ce jeu conduirait à un effet explosif, à savoir que, même pour K proche de 0, les joueurs 1 
et 2 seraient respectivement enclins à faire une offre très élevée et une offre très faible, de 
sorte que le joueur 1 gagnerait systématiquement l’enchère à un prix dérisoire proche de x2, 
au détriment du vendeur. Ce résultat étonnant, repris par Klemperer(1997) est fort éloigné 
de  l’équilibre  symétrique  du  jeu  de  portefeuille  à  valeur  commune  (K=0),  qui  conduit  
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chaque acteur i à miser 2xi lorsqu’il observe la valeur xi, i =1,2. Aussi a-t-il conduit à de 
nombreux travaux d’économie expérimentale, dont ceux d’Avery & Kagel(1997), Rose & 
Kagel(2008),  Rose  &  Levine  (2008),  qui  ne  l’ont  toutefois  jamais  observé  dans  leurs 
expériences. Dans ce travail, où nous nous concentrons sur des valeurs faibles de K, voire 
proches de 0, nous montrons que les  équilibres de Bikhchandani ne sont pas les seuls 
équilibres du jeu de portefeuille à valeur presque commune. Il semblerait que Bikhchandani 
se  soit  focalisé  sur  des  enchères  continues  en  xi,  où  l’offre  de  chaque  acteur  croît 
continûment  en xi. En autorisant les acteurs à faire des offres discontinues, nous établissons 
une nouvelle famille d’équilibres de Nash qui possède de belles propriétés . Ainsi  le joueur 
1 ne gagne plus systématiquement l’enchère, et, lorsqu’il la remporte, il lui faut parfois 
payer un prix très élevé. Les équilibres trouvés vérifient également la propriété d’absence 
de regret ex post, et ce sont des équilibres parfaits au sens de Selten (1975). Enfin ces 
équilibres apportent un soutien partiel au comportement naïf qui conduit certains acteurs à 
se contenter d’offrir la valeur xi observée, augmentée de la valeur espérée de la variable 
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1. Introduction 
 
In almost common value auctions, one player has a valuation advantage over the other 
bidders. In this paper we focus on the two-player wallet game. In this game, two bidders 
participate in an auction of value V. Player i, i=1,2,  privately observes a signal x1∈[0 , 1] 
i.i.d. drawn from a distribution function on  [0 , 1]. In the wallet game,  V=x1+x2.  In the 
almost common value auctions setting, player 2, the regular player, values the wallet at 
x1+x2 , whereas player 1, the advantaged player, has an additional private value K for the 
wallet, so that she values it at x1+x2+K.  
In  a  similar  context,  Bikhchandani  (1988)  showed  that,  in  a  second-price  sealed-bid 
auction, the equilibria obtained for K close to 0 are sharply different from those obtained 
for K=0. More precisely, the large set of equilibria obtained for K=0 drastically shrinks 
when K becomes positive: the advantaged player always wins the auction, and the price she 
pays is very low, at most x2+K, much lower than, for example, the price, 2x2, paid in the 
symmetric equilibrium obtained for K=0.  Yet this explosive effect has never been observed 
experimentally,  even  if  the  subjects  were  experienced,  i.e.  had  previously  learned  to 
overcome the winner’s curse effect in common value auctions (see Rose & Kagel 2008, 
Avery & Kagel 1997, Rose &Levin 2008).    
 
In this paper, we propose a game theoretical explanation for the gap between theory and 
experimentally observed behaviour. We simply show that Bikhchandani’s equilibria are not 
the only equilibria of the two-player second-price sealed-bid almost common value auction. 
In fact, it seems that previous papers (Bikhchandani 1988, Klemperer 1998) only focused 
on continuous equilibria, i.e. equilibria such that the player’s bid continuously depends on 
her private information. By allowing some discontinuity, we establish a new family of Nash 
equilibria with nice properties. In these equilibria, the advantaged bidder does no longer 
win the auction regardless of her private information, and, when she wins, she may pay a 
much higher price than in Bikhchandani’s equilibria. The equilibria are perfect equilibria 
and there is no ex post regret for both the winner and the looser. Moreover these equilibria 
allow some naïve behaviour: especially, they give partial support to bids that simply add to 
the private information the expected value of the opponents’ information.   
As far as we know, nobody worked on a similar approach up to now. Levin & Kagel (2005) 
managed to dampen the explosive effect, by considering more than one regular bidder  in 
order to affect the second-price bidding logic which reveals to be responsive to this change. 
In our work, we do not change the strategic context of the two player wallet game, and so 
we show that it is not necessary to introduce more players  in order to dampen the explosive 
effect announced by Bikhchandani.  
 
Yet this does not mean that K=0 has only a small impact on the set of equilibria. Especially, 
we show that it is not possible to generalize our family of equilibria in order to come close 
to the symmetric equilibrium obtained for K=0. 
 
We proceed as follows. In section 2, we first propose a new family of Nash equilibria, for K 
going to 0. We show that the advantaged bidder does not win the auction regardless of her 
private information and that the equilibrium does not necessarily favour the advantaged 
player. We also show that, when winning, the advantaged player may pay a much higher 
price than in Bikhchandani’s equilibria. Moreover there is no ex post regret for both the 
winner and the looser.  In section 3 we show that the equilibria in the new family are   4 
perfect equilibria. In section 4 we propose a deeper insight into the role played by  K. We 
show that K has a strong impact in that it prevents from generalizing the new family of 
equilibria  in  a  way  to  come  close  to  the  symmetric  equilibrium  of  the  common  value 
auction game. In section 5 we provide additional comments. We namely show how our 
approach  differs  from  the  iterative  elimination  of  weakly  dominated  strategies,  and  we 
discuss the amount of the loss incurred by a player who does not best reply. We conclude in 
section 6. We comment the stability of the symmetric equilibrium in the common value 
auction game and we come back to more naïve behaviour.  
 
2. A new family of Nash equilibria in the asymmetric wallet game 
 
Proposition 1 
All  the  following  profiles  of  strategies  are  Nash  equilibria  with  no  weakly  dominated 
strategies: 
Player 1 bids: 
-  x1+1+K if x1>c-K                 with K￿c￿1   
-  x1+d if x1￿ c-K 
Player 2 bids: 
-  x2 + c if  x2￿ d      with K￿d￿1 




We first establish that player 1 plays a best response: 
If x1>c-K she best replies against any type
3 of player 2 because: 
-  First she wins against any type of player 2, because  x1+1+K > c-K+1+K= c+1 and 
player 2 never bids more than c+1. 
-  Second,  she  earns  a  positive  payoff  by  winning,  because  she  gets  either         
x1+x2+K-x2-c or x1+x2+K-x2 depending on player 2’s type, which are both positive. 
And the payoff she gets can not be higher - because in a second-price auction, the 
price paid is player 2’s bid. 
If x1￿c-K : 
-  She looses against any type of player 2 such that x2￿ d, because x1+d￿ c-K+d and   
x2+c  ￿  d+c>c+d-K.  And  loosing  gives  her  the  best  payoff,  0,  because  winning 
would lead to the payoff  x1+x2+K-x2-c ￿0. 
-  She wins against any type of player 2 such that x2< d, because x2<d ￿x1+d, and she 
gets a positive payoff by winning, given that x1+x2+K-x2 >0; and this payoff can not 
be higher, given that it does only depend on player 2's bid
4. 
 
We now establish that player 2 plays a best response: 
If x2￿ d: 
-  he looses against any type of player 1 such that x1>c-K (see above). And he is best 
off loosing, because winning would lead to the payoff  x2+x1-x1-1-K <0. 
-  he wins against player 1 if x1￿ c-K (see above); and he is best off winning because 
winning leads to the positive payoff x2+x1-x1-d. 
                                                 
3 We often refer to xi, the private value of player i, as the type of player i, i = 1,2. 
4 In what follows we do no more add the observation “and this payoff can not be higher, because the payoff, 
by winning, does only depend on the opponent’s bid”.    5 
If x2<d, he looses against any type of player 1 (see above), and he is best off loosing 
because, by winning, he would get x2+x1-x1-d<0, if facing a player 1 type x1￿ c-K, and he 
would get x2+x1-x1-1-K < 0 if facing a player 1 type x1>c-K. 
 
The equilibrium contains no weakly dominated strategy given that player 1's bid is between 
x1+K  and  x1+1+K,  and  player  2's  bid  is  between  x2  and  x2+1  (see  section  5  for  more 
details).                                   
￿ 
 
It immediately follows from proposition 1 that both players can win the auction, depending 
on the values of x1, x2, c and d. A possible equilibrium of the family is displayed in Figure 
1a.  
It also follows that the equilibrium can be beneficial to player 1, namely if c= K and d= 1: 
in that case player 1 always wins the auction at price x2 (or at price x2+K when x2=1) 
(Figure 1b). This equilibrium illustrates the explosive effect announced by Bikhchandani 
(1988)  and  Klemperer  (1998).  Hence  our  family  of  equilibria  includes  the  equilibria 
obtained by Bikhchandani (1988). 
But the equilibrium can also favour player 2 , namely if c=1 and d=K (see Figure 1c); in 
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Figure 1a   6 
 
Legend of Figures 1a, 1b, 1c and 1d: each area indicates which player wins the auction, 
what s/he pays, and what s/he bids. 
 
It  follows  from  Figures  1b  and  1c  that  K  close  to  0  is  compatible  with  much  more  
symmetry  between  player  1  and  player  2  than  announced  by  Bikhchandani  (1988)  and 
Klemperer (1998). When K grows, the minimal areas in which player 1 wins the auction 
grow in size (because d ￿ K, and c-K ￿ 1-K),  but in a proportional and not in an explosive 
way. So the symmetry only smoothly disappears as K grows. Moreover, since d∈[K,1], it 
also appears that upon winning, player 1 pays at least part of the time the price x2+c, where 
c can be high, going from K to 1.  So player 1 may pay a high price, especially when both 
x1 and x2 are high. So the explosive effect, both as regards the winning player and the price 
s/he pays, is not observed in this family.  
And we do not need to add additional regular bidders in order to get this result, as proposed 
in Levin & Kagel (2005), who managed to dampen the explosive effect but by adding more 
players.  
Let us add some additional observations: 
- The proposed family of equilibria also holds for K=0. 
- The proposed family holds regardless of the distribution functions on [0 , 1]. 
- The previous property is linked to another interesting property: a player, when s/he wins, 
not only gets a positive expected payoff, but she gets a positive payoff with each loosing 
opponent.  And the reverse is true when s/he looses the auction: by winning, s/he would not 
only get a negative expected payoff, but s/he would get a negative payoff with any type of 
(winning) opponent. This property is usually referred to as the no ex-post regret property 
(see Avery and Kagel (1997) for example). 
- This class of equilibria has an additional nice property. The maximal payoff the seller can 
get with such an equilibrium, for uniform distributions on [0,1], is 35/54 when K goes to 0, 
which is very close to 2/3 (=36/54), the payoff obtained with the symmetric equilibrium ES 
obtained for K=0. Hence the introduction of K different from 0 does not induce the strong 
drop  in  the  seller’s  payoff  (at  most  ½  when  K  goes  to  0)  observed  in  Bikhchandani’s 



















where f(x1) and f(x2) are the uniform distribution on [0,1].  
For K close to 0, this program leads to c=2/3, d=1/3 and a seller’s payoff equal to 35/54 
(the equilibrium is displayed in Figure 1d, with K=0). This equilibrium more favours player 
1 than player 2, who respectively get 1/6+1/27 and 1/6-1/54, but these payoffs are not far 
from the ES payoff 1/6 and much less asymmetric than those obtained in Bikhchandani’s 
equilibria (close to ½ for player 1 and close to 0 for player 2.)  
 
3. Perfection of the new family of equilibria 
 
Proposition 2 
All the Nash equilibria of the above family are perfect equilibria (Selten1975). 
   7 
The perfect equilibrium concept introduces perturbations on each action, it can not be used 
to study games with continuous types and bids. We therefore work with  a discrete set of T 
types ranging from 0 to 1 (with T very large), and a discrete set of bids, ranging from 0 to 
infinity. 
Let us also suppose w.l.o.g. that c-K is a type of the discrete set of types and that the closest  
higher type is c-K+µ, where µ is the (small) increment between two adjacent types. We also 




Let us first consider player 1: 
-  For  x1>c-K,  i.e.  x1￿c-K+µ,  b1(x1)=x1+1+K  is  a  best  response  against  any  perturbed 
strategy of player 2.  Indeed, either x2<d; if so, b1(x1) is strictly higher than player 2's bid, 
and player 1 is best off winning regardless of the small perturbations introduced (because 
she pays something close to x2). Or she competes with a type x2￿d, and this type bids 
something close to x2+c. It follows that b1(x1) is strictly higher than player 2's bid, even if 
x2=1 when the perturbations go to 0 (because c+1+µ is higher than a bid converging to 
1+c). Moreover the payoff obtained is strictly positive, because even the lowest type c-K+µ 
gets a payoff close to µ, when the perturbations go to 0. 
-  If x1￿c-K, then player 1 looses the auction  against  any x2￿d, regardless of the small 
perturbations  introduced  -  because  even  c-K+d  is  below  d+c.  And  player  1  is  best  off 
loosing the auction, provided (x1+x2+K – players 2's bid) ￿0. This condition is fulfilled for 
any    x1<c-K,  because  player  2  bids  something  close  to  x2+c.  And  for  x1=c-K,  for              
(c+x2 –player 2's bid) to be negative or null, we introduce perturbations such that player 2 
bids a little more that x2+c.   
-  If x1￿c-K, player 1 wins the auction against x2<d, i.e. x2￿d-µ, and he still wins in a 
perturbed environment, because x1+d￿d and x2's bid is below d for small perturbations. And 
player 1's payoff is positive regardless of the small perturbations introduced, because he 
gets something close to x1+K >0, even for x1= 0. 
 
Let us now consider player 2: 
- If x2<d, i.e. x2￿d-µ, player 2, by bidding x2, always bids less than any type x1. Indeed, 
even a player 1 of type x1=0 bids more than d-µ for any small perturbations (because she 
bids something close to d). And player 2 is best off loosing, because winning would only 
lead to a negative payoff regardless of the small perturbations on player 1's strategy. 
- If x2￿d, playing x2+c leads to loose against any x1>c-K, i.e. x1￿c-K+µ, for any small 
perturbations. And loosing is the best strategy for any small perturbations on player 1’s bid. 
-  If  x2￿d,  playing  x2+c  leads  to  win  against  any  type  x1￿c-K,  regardless  of  the  small 
perturbations introduced. If x2>d, winning leads to a positive payoff regardless of the small 
perturbations on player 1’s strategy. But, if x2=d, player 2’s payoff is (d+x1-player 1's bid). 
For this payoff to be positive or null, it is enough to introduce small negative perturbations 
on player 1’s bid, so that she bids a little less than x1+d when x1￿c-K. 
 
It follows that each equilibrium of the above family is perfect. In order to get the perfection, 
it is enough to introduce small negative perturbations such that player 1 bids a little less 
than x1+d when x1￿c-K, and small positive perturbations such that player 2 bids a little 
more than x2+c when x2￿d.                     
￿ 
   8 
  
4. The impact of K￿0 
 
Let us look at a particular equilibrium of our family, c=d=0.9, displayed in Figure 2. When 
K goes to 0, player 2, in areas I and II, bids a value close to (though lower than) 2x2 
(because x2 is between 0.9 and 1). In areas II and III, player 1 bids x1+1+K, i.e. a value 
close to (though higher than) 2x1, given that x1 is between 0.9-K and 1, and given that we 
focus on K close to 0. Hence, in areas I, II and III, at least one player sets a price close to 
2xi, his (her) bid in the symmetric equilibrium ES obtained for K=0, in which each player i 
bids 2xi,  i=1,2. The fact that player 2 bids a little less, and that player 1 bids a little more is 
not problematic, given the small asymmetry in the valuations. So one may conjecture that it 
is possible to generalize our family of equilibria in order to move closer to the symmetric 
equilibrium ES. The idea is to introduce more discontinuity in the players’ bidding strategy, 

















More discontinuity is possible for K=0, as announced in proposition 3 and illustrated in 
Figure 3.  
 
Proposition 3 
The following strategy profile is a Nash equilibrium for K=0: 
Player 1 bids :        Player 2 bids: 
If   0.9 <x1 ￿1         If 0.9<x2 ￿1  
b1= x1+1          b2= x2+0.9           
If 0.8<x1 ￿ 0.9         If 0.8<x2￿ 0.9  
b1= x1+0.9         b2= x2+0.8     
If 0.7<x1 ￿ 0.8         If 0.7<x2￿ 0.8  
b1= x1+0.8         b2= x2+0.7     
If d<x1 ￿ d+0.1         If d <x2 ￿d+0.1 with d downwards from 0.6 to 0.1 
b1= x1+d+0.1        b2= x2+d   
If x1￿0.1          If x2￿0.1  





























Player 1' behaviour is a best response:    
- If 0.9<x1 ￿1 , she bids more than 1.9 and hence she wins against any x2.  And she is best 
off winning because she gets at least x1+x2-x2-0.9>0 
- Let us consider the general case d<x1￿d+0.1, with d from 0.8 to 0. Player 1 bids more than 
any x2￿d+0.1 because she bids more than 2d+0.1  and player 2 bids at most 2d+0.1. And 
winning is the best strategy because she gets at least x1+x2-x2-d>0. By contrast, she bids 
less and hence looses against any type of player 2 such that d+0.1<x2, because she bids at 
most 2d+0.2 whereas player 2 bids more than 2d+0.2. But  loosing is the best strategy 
because winning would, at best, lead to the payoff x1+x2-x2-d-0.1￿ 0. 
 
Player 2's behaviour is also a best response: 
If 0.9 <x2 ￿1, we already know that he looses against player 1 if  0.9 <x1 ; and he is best off  
loosing because winning would lead to a negative or null payoff (x2+x1-x1-1￿0). He wins 
against  any  player  1  with  x1￿0.9,  and  he  is  best  off  winning  because  he  gets  at  least    
x2+x1-x1-0.9>0. 
The same is true for d<x2 ￿d+0.1, with d from 0.8 to 0. Player 2 looses against any x1>d, 
and is best off loosing given that the highest payoff he could get from winning is x2+x1-x1-
d-0.1￿0. And player 2 wins against any x1￿d, and is best off winning, because winning 
















































































































































































































Legend of Figure 3. The name of the winner is the bold number. His (her) bid is next to 
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It  is  immediate  from  this  table  that  the  equilibrium  outcome  is  close to  the  symmetric 
equilibrium in which each player i bids 2xi, i=1,2, with a slight advantage for player 1, who 
wins on the diagonal, a small over evaluation for player 1, and a small under evaluation for 
player 2. So, given that Figure 3 looks like Figure 2 with more subdivisions, one may 
conjecture  that  it  should  be  possible  to  generalize  the  family  of  equilibria  obtained  in 
proposition 1, in a way to come close to the equilibrium in proposition 3, when K￿ 0 and K 
close to 0. 
Unfortunately, this is not possible. Let us explain why by writing part of the expected 
generalization: 
….            If 0.8+d<x2…  
….           b2= …    
If 0.7+a<x1 ￿0.8+b       If 0.7+c<x2￿0.8+d  
b1= x1+0.8+ A        b2= x2+0.7+B    
If ….x1￿0.7+a         …. 
  …          ….   
Where a,b,c,d, A and B are small real numbers. The idea is, for example, to allow A to be a 
positive number depending on K, in order to allow player 1 of type x to bid slightly more 
than in the equilibrium in proposition 3. Or one may allow a and b to be slightly negative, 
in order to allow lower types of player 1 to make the same bid than in the equilibrium of 
proposition 3, in order to take into account the slight advantage of player 1. 
Yet,  to  get  an  equilibrium  close  to  the  one  given  in  proposition  3,  three  incompatible 
conditions have to be fulfilled: 
 - First,  if 0.7+a<x1￿ 0.8+b, in order to stay close to the equilibrium outcome in proposition 
3, player 1 has to win the auction when she competes with a type x2 such that 0.7+c<x2￿  
0.8+d, and has to get a positive or null payoff from winning. But she also has to loose the 
auction against the same player 2 types if x1￿0.7+a, and therefore to get a negative or null 
payoff from winning. It follows that player 1, if  x1 is close to 0.7+a, has to get a null payoff 
when she faces x2, with 0.7+c <x2￿  0.8+d, i.e. 0.7 + a + K -0.7 –B = a+K-B = 0. 
-  Second,  player  2  of  type  0.8+d  has  to  loose  the  auction  against  any  x1  such  that    
0.7+a<x1￿ 0.8+b, hence to get a negative payoff from winning. But a type x2 slightly higher 
than 0.8+d has to win against any x1 such that 0.7+a <x1￿ 0.8+b  and to get a positive or 
null payoff from so doing. It follows that x2= 0.8+d has to get a null payoff against any x1 
such that 0.7+a <x1￿ 0.8+b, hence  0.8 +d -0.8 –A = d-A = 0 
- Finally, a type x1 slightly higher than 0.7+A has to bid more than the type x2 = 0.8+d, 
hence  0.7+a+0.8+A-0.8-d-0.7-B￿0,  i.e.  a-B+A-d￿0.  Given  that  a-B=-K  and  d-A=0,  it 
follows  -K￿0, which is incompatible with K>0. 
And this incompatibility seems not linked to the special additive structure of the expected 
generalization (see Appendix A).  
It follows that even three subdivisions of [0,1] are not possible when K>0. So, neither can 
we find an equilibrium close to the symmetric equilibrium ES, nor can we get more than the 
two subdivisions proposed in our family of equilibria. In other words, K￿0 indeed brings 
the model into trouble. 
 
To summarize, the introduction of K￿0 does not prevent player 2 from often winning the 
auction and getting a high payoff, it does not prevent player 1 from paying much more than 
x2+K at least part of the time and it does not prevent from getting an equilibrium in which   11 
the  seller  gets  a  high  payoff,  but  it  does  prevent  from  getting  close  to  the  symmetric 
equilibrium ES in which a player of type xi bids 2xi.  
 
 
5. More comments 
 
First, one may conjecture that the facts that prevents from splitting more the behaviours 
when K￿0 are the same as those at work in the iterative elimination of weakly dominated 
strategies. But this is not the case. As a matter of fact, the process at work in the iterative 
elimination of weakly dominated strategies does not destabilize our family of equilibria, 
which contains iterative weakly dominated strategies. As shown in Appendix B, iterative 
elimination of weakly dominated strategies leads player 1 to progressively focus her beliefs 
on higher player 2 types, and player 2 to progressively focus his beliefs on lower player 1 
types.  It follows that iterative  elimination of weakly dominated strategies progressively 
deters  growing  player  2  types  from  making  high  bids,  and  it  progressively  stimulates 
decreasing types of player 1 to make high bids; hence, at the end, each type of player 2 
makes a low bid and looses the auction, whereas each type of player 1 makes a high bid, 
wins the auction and pays a low price.  
In our approach K has not this impact; in our family of equilibria, low types of player 2 
(x2<d) loose the auction and make a low bid (b2(x2)=x2) -as in the iterative elimination 
process-, high types of player 1 (x1>c-K) win the auction and make a high bid (b1(x1)= 
x1+1+K) –as in the iterative elimination process- but high types of player 2 and low types 
of player 1 do not play like in the iterative elimination process. It therefore follows that the 
impossibility to split more the behaviour of the players is not directly linked to the forces at 
work in the iterative elimination of weakly dominated strategies. 
Nevertheless, K, in both approaches, induces shifts in the reasoning which prevent from 
finding as much equilibria as in the common value auction game. 
 
Second, let us recall that the number of iterations necessary to get Bikhchandani’s result     
-  b1 (x1)= x1+1+K and b2(x2)= x2 for any x1 and x2 in [0,1] -  is excessively high when K is 
small. Given that each iteration requires an additional amount of knowledge of rationality, 
this often tested equilibrium makes no sense as soon as K is close to 0. By contrast, our 
family in proposition 1 does more fit with a limited rationality approach (it does not require 
several  steps  of  reasoning).  It  follows  that,  given  the  diversity  of  the  equilibria  in  this 
family, there is, to our mind, no reason to expect Bikhchandani’s explosive result.  
 
Third, let us propose a remark between theory and real behaviour. 
To our mind, game theorists as well as experimentalists do not grant enough weight to 
behaviours close to equilibrium ones. We think namely that, in real life, people usually do 
not worry as long as their behaviour is not too far from a best response. They only begin to 
change their behaviour when they feel that they loose too much money.  
As a matter of fact, the bidding strategies b1(x1)= 2(x1+K) and b2(x2) = 2x2 are not far from 
best response strategies. b1(x1)= 2(x1+K) is the best response to b2(x2) = 2x2 whereas player 
2’s best response to player 1’s strategy is: b2(x2) = x2 for x2<2K and b2(x2) = 2x2-2K for x2￿ 
2K.  Nevertheless,  playing  b2(x2)=2x2  leads  to  a  negative  payoff  only  if  x2  belongs  to        
[K, 3K], and the negative obtained payoff, (x2/2 – 3K/2)(x2-K), goes to 0 for small values 
of K. Moreover, for x2>3K, the obtained payoff is positive and the difference between this   12 
payoff and the best response payoff is only K
2/2, which goes to 0 when K goes to 0 (see 
Appendix C).  
To  our  mind,  normal  players  do  not  care  about  these  small  payoffs  difference,  which 





Let  us  finally  insist  on  the  following  point:  usually  one  focuses  on  the  symmetric 
equilibrium ES (when K=0) because it leads – for uniform distributions- to the same payoff 
for  the  seller  and  the  bidders  as  the  first-price  sealed-bid  common  value  auction 
equilibrium, where each player of type xi just plays xi. But, if both equilibria lead to the 
same  payoffs,  they  are  very  different  as  regards  the  dynamic  stability.  For  uniform 
distributions,  in  the  first-price  sealed-bid  common  value  auction,  playing  xi  is  a  best 
response, not only when the opponent plays xj, but also when he plays xj+a, with a going 
from 0 to 1. Hence, even if your opponent is not a game theorist, even if he plays naïvely 
by playing xj+1/2 for example, or a little less, like xj+1/4, because he is more cautious or 
risk adverse, your best answer is still xi, which gives you a very good reason to play this 
strategy. In other terms, playing xi is a strategy that is robust to strong changes in the 
opponent’s strategy. Playing xi has a kind of asymptotic stability. It thereby follows that it 
may be possible to learn this strategy, because your payoff grows when you get closer to 
this strategy. So a learning process can converge to this equilibrium. This is not true in the 
second-price sealed-bid common-value auction. As soon as the opponent does not bid 2xi, 
your best responses diverges from 2xi. Hence, given that it is not spontaneous that the 
opponent bids 2xi, there is no reason to converge to this strategy. 
 
For example, if the opponent (player j) reacts naïvely, i.e. plays xj+1/2, your best reply is to 
play xi+1 if xi>1/2 and xi if xi￿1/2 (i￿j=1,2). Moreover if you play xi+1 if xi>1/2 and xi if 
xi￿1/2,  your  opponents’  best  response  is  the  naïve  bid  xj+1/2.  Hence  a  best  response 
learning process can lead to one of the equilibria of our family, for both K=0 and K￿0. This 
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Another equilibrium of our family, displayed in Figure 4b, gives support to a naïve bidding 
strategy, where each player bids x+1/2 at least part of the time. More precisely, player 1 
bids x1+1/2 when her type is rather low, i.e. lower or equal to ½-K, whereas player 2 bids in 
this way when his type is rather high, i.e. higher or equal to 1/2 ; and, finally, a  price x+1/2 
is paid when player 2’s type is higher or equal to ½ . 
To  summarize,  in  a  second-price  sealed-bid  almost  common  value  auction,  there  is  no 
reason to expect the explosive effect announced by Bikhchandani (1988). The family of 
perfect equilibria given in proposition 1 allows both players to win the auction; the price 
paid at equilibrium may be high, there is no ex-post regret, and the seller, at one of those 
equilibria, almost gets the same payoff as in ES. When K grows, the minimal areas in which 
player 1 wins the auction (see Figure 1c) grow in size (because d￿K, and c-K￿1-K),  but in 
a proportional and not in an explosive way. Our family of equilibria also holds for K=0 and 
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Consider the more general approach: 
….            If D <x2…  
….           ….     
If A <x1 ￿ B         If C<x2￿ D  
b1= x1+ E          b2= x2+F     
If ….x1￿ A        …. 
  …          ….   
where A and C are close to 0.7, B and D are close to 0.8, E is close to 0.8 and F is close to 
0.7. The three conditions respectively lead to A+K-F=0, D-E=0, and A+E-D-F￿0, which 
lead to the same condition -K￿0.   14 
And even a more  general proposition like below, where f(x1) and g(x2) are  continuous 
functions on [0,1], would lead to the same impossibility conclusion. 
If D <x2…  
….           ….     
If A <x1 ￿ B         If C <x2￿  D  
b1(x1)=f(x1)        b2(x2) = g(x2)     
If ….x1 ￿ A        …. 
Indeed, in this framework, x1 close to A has to get a null payoff if facing x2=D, which leads 
to A+D+K-g(D)=0. x2 close to D has to get a null payoff when facing any x1 in ]A,B], 
hence, by continuity of f(x1), D+A-f(A)=0. And x1 close to A has to propose a higher bid 
than x2=D, which leads to f(A)-g(D)￿0. Given the first and the second equalities, this last 





Let us recall the iterative elimination of weakly dominated strategies when K is low and 
goes to 0. We use the same approach as Avery & Kagel (1997). 
The elimination goes as follows. 
 
- Step 1 
First, player 1's bid necessarily belongs to [x1+K, x1+1+K] in that a bid higher than x1+1+K 
is weakly dominated by the bid b1max=x1+1+K. As a matter of fact, b1max and b1 > b1max, 
given the very special properties of second-price bidding, have a different impact on player 
1's payoff only if b1 leads to win the auction and b1max leads to loose it. But, in that case, 
player 2's bid is higher than x1+1+K, and it is better for player 1 to loose the auction given 
that winning leads to loose money. In a similar way, a bid lower than x1+K is weakly 
dominated by the bid x1+K.  
For similar reasons player 2's bid belongs to [x2, x2+1], after elimination of the weakly 
dominated strategies. 
 
- Step 2  
Knowing that player 1 bids at least x1+K, player 2, if his type is lower than K, prefers 
loosing the auction because, if he wins, he gets the value x1+x2<x1+K, but pays at least 
x1+K: so,  for x2<K,  a weakly dominating way to play consists to play b2(x2)<K, in order to 
loose the auction (note that bidding x2 is a compatible way to play).  
Similarly, knowing that player 2 bids at most x2 +1, player 1, if his type is higher than 1-K, 
prefers winning the auction because he gets the value x1+x2+K, and pays at most x2+1; so, 
for x1>1-K,  a weakly dominating way to play consists to bid b1(x1)>2 in order to always 
win the auction, because player 2 never bids more than 2 (note that playing x1+1+K is a 
compatible way to play). 
It follows that the non weakly dominated strategies become: 
- player 1: 
If x1>1-K, b1(x1)>2;    if x1￿1-K,   b1(x1)∈ [x1+K, x1+1+K] 
- player 2: 
If x2<K, b2(x2)<K;       if x2 ￿K,   b2(x2)∈ [x2, x2+1] 
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- Step 3 
Knowing that player 1 bids as above, player 2 knows that, each time he wins the auction, he 
faces a type x1 lower or equal to 1-K; so he should never bid more than b2max= x2+1-K; 
indeed, b2max and a bid b2, lower than 2 but higher than b2max , only lead to a different payoff 
when b2 leads to win the auction whereas b2max leads to loose it;  but, in that case, player 1 
bids b1 between b2 and b2 max, which is possible, but only for an x1 lower of equal to 1-K, 
and it follows that winning leads to loose money.  
Knowing that player 2 plays as in step 2, player 1 knows that, each time he may loose the 
auction, player 2's type is higher or equal to K (if facing lower types, player 1 is sure to 
win, regardless of her bid): hence she can focus on types higher than K and she should at 
least play x1+2K. In other terms b1min= x1+2K weakly dominates a lower bid b1 (b1 between 
x1+K and x1+2K) in that both strategies only differ when player 2 plays a bid between b1 
and b1min – so that player 1 wins the auction with b1min and looses it with b1- which can 
only happen if player 2's type is higher than K; but, if so, player 1 is better off winning the 
auction.  
It follows that the non weakly dominated strategies become: 
-player 1: 
If x1>1-K, b1(x1)>2;    if x1￿1-K,  b1 (x1)∈ [x1+2K, x1+1+K] 
-player 2: 
If x2<K, b2(x2)<K;       if x2 ￿K,   b2(x2)∈[x2, x2+1-K] 
 
- Step 4 
Given player 1's behaviour, player 2 observes that, if his type is lower than 2K, it is better 
for him to loose the auction because winning leads at best to the negative payoff x1+x2- x1- 
2K. So, for x2<2K, a weakly dominating way to play is to bid b2(x2)<2K, in order to loose 
the auction (note that bidding x2 is a compatible way to play).  
Similarly, given that player 2 behaves as above (step 3), player 1 observes that, if x1>1-2K, 
she  prefers  winning  the  auction  because  she  gets  at  least  the  positive  payoff             
x1+x2+K-x2-1+K; so, for x1>1-2K, a weakly dominating way to play is to bid b1(x1)>2-K in 
order to win the auction (because player 2 does not bid more than 2-K); note that bidding 
x1+1+K is a compatible way to play.   
It follows that the non weakly dominated strategies become: 
-player 1: 
If x1>1-K, b1(x1)>2; if 1-K ￿x1>1-2K, b1(x1)>2-K, if x1￿ 1-2K,  b1(x1)∈ [x1+2K, x1+1+K] 
- player 2: 
If x2<K, b2(x2)<K; if K￿x2<2K, b2(x2)<2K, if x2 ￿ 2K,   b2(x2) ∈ [x2, x2+1-K] 
 
- Step 5… 
Following a similar reasoning than above, knowing that he can only win against player 1 if  
x1￿1-2K, player 2, for x2 higher or equal to 2K, will play b2(x2) in [x2, x2+1-2K]. For 
similar  opposite  reasons,  player  1,  for  x1  lower  or  equal  to  1-2K,  bids  b1(x1)  in           




If x1>1-K, b1(x1)>2; if 1-K ￿x1>1-2K, b1(x1)>2-K,… if 1-iK ￿x1>1-(i+1)K, b1(x1)>2-iK 
…if x1￿ 1-NK  b1 (x1) ∈ [x1+NK, x1+1+K] where 1-NK >0>1-(N+1)K. 
   16 
Player 2 
If x2<K, b2(x2)<K; if K￿ x2 <2K, b2(x2) <2K…. if  iK￿ x2<(i+1)K,  b2(x2)<(i+1)K ….          
if x2 ￿ NK  b2∈ [x2, x2+1-(N-1)K] 
 
One immediately observes that the often tested continuous behaviours, such that player 1 of 
type xi plays xi+1+K and player 2 of type x2 plays x2, belong to this family of behaviours 
that resist the iterative elimination of weakly dominated strategies.  
 
Our family of equilibria departs from this iterative elimination process as follows: 
In our family of equilibria, low types of player 2 (x2<d) loose the auction and make a low 
bid (b2(x2)=x2)  and high types of player 1 (x1>c-K) win the auction and make a high bid 
(b1(x1)= x1+1+K)–as in the iterative elimination process-, but high types of player 2 and 
low types of player 1 do not play as in the iterative elimination process. This is due to the 
fact that the players focus on the strategy of the opponent and not on her/his type. So each 
type x2 of player 2, with x2￿d, plays x2+c though he should not play more than x2+c-K           
- because he may only win against types of player 1 which are lower or equal to c-K.  x2+c 
is a best response, because player 1 does not bid something between x2+c-K and x2+c; 
hence both x2+c and x2+c-K are best responses. Similarly, player 1 of type x1>c-K, should 
at least  bid x1+d+K, because he has only to focus on x2￿d. Yet x1+d and x1+d+K are both 
best responses because they both lead to a null payoff (which is the best possible payoff), 
















b(x2) = 2x2-2K solves the program for x2 such that b(x2)/2 –K ￿0, i.e. x2￿2K. For x2<2K, 
the best strategy consists in loosing the auction, hence leads to bid x2. 
If player 2 bids in this way, he gets: 
￿ − − +




) K 2 x 2 x x ( f(x1)dx1= (x2-2K)
2/2. 
If player 2 bids 2x2, he gets:  





) K 2 x 2 x x ( f(x1)dx1= (x2-K)(x2-2K)-(x2-K)
2/2 = (x2-K)(x2-3K)
/2.  
Hence player 2 looses money for K<x2<3K, and, for x2>3K, the difference between the 
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