Abstract-Hierarchical, topology-based addressing has long been considered crucial to routing and forwarding scalability. Recently, however, a number of research efforts are considering alternatives to this traditional approach. With the goal of informing such research, we investigated the efficiency of address assignment in the existing (IPv4) Internet-that is, the assignment of prefixes to ASes. In particular, we ask the question: "Exactly how much does addressing hierarchy help us at the interdomain level?"
I. INTRODUCTION
Hierarchical, topology-based addressing is a fundamental component of the Internetwork today, and is widely regarded as necessary for routing scalability. The purpose of addressing hierarchy is abstraction: hierarchically-structured addresses make it possible to treat groups of destinations as a single unit and identify them by a single label-typically a prefix common to all the addresses in the group. This improves scalability in both the control plane and the data plane (i.e., forwarding time). The savings in the control plane come from aggregating destination advertisements that share a common prefix, thus reducing communication costs. The savings in the forwarding plane result from having more destinations represented in the forwarding table by a single entry (corresponding to the aggregated route advertisement). The primary cost of this abstraction is that the paths followed by packets may in some cases be longer than is strictly necessary [16] .
Achieving these benefits depends on the way addresses (prefixes) are assigned to destinations in the network. To maximize benefit, the following locality property should hold: addresses of destinations that are "closer" to each other in the network should share a longer common prefix. In the Internet today, the routing hierarchy has two levels. At the bottom (intradomain) level, prefixes (i.e., blocks of addresses) are assigned to networks, and individual hosts on the same network always have addresses with the same prefix, and thus locality generally holds at that level. At the top (interdomain) level, however, addressing is much less tied to the topology. That is: in the graph whose nodes correspond to autonomous systems-ASes-and whose edges denote paths used to forward packets, prefixes may not be assigned to nodes in a manner that allows aggregation. Thanks to Classless Interdomain Routing (CIDR) [9] , most customer ASes obtain their address blocks from their provider ASes-their neighbors in the AS graph-so some "locality" is present. However, for various reasons, including prefix assignments that predate CIDR, it would be surprising if the current configuration were optimal.
All of which brings up the question addressed in this paper: How much locality is there in the assignment of prefixes to ASes in the current Internet? How far from "optimal" is the current assignment? In other words, how much is hierarchical addressing buying us (at the interdomain level), and how much could be gained by a from-scratch assignment of prefixes? Answering these questions requires precise definitions of both "locality" and "optimality" of prefix assignment, as well as a precise notion of semantic equivalence between prefix assignments. These questions are relevant to next-generation networking because a number of proposals have been put forward regarding the use of non-topology-based addressing for global routing and forwarding [2] - [7] . Quantifying the degree to which the current Internet benefits from hierarchical, topology-based addressing may help in designing nextgeneration routing and forwarding mechanisms. We stress that we are not proposing that addresses in the Internet actually be reassigned to improve locality. We are simply interested in the above questions as a way of assessing the importance of topology-based addressing at the interdomain level.
The main contributions of this paper can be summarized as follows:
1) We define a precise notion of cost of a prefix assignment (an inverse notion of locality) in labeled graphs. We focus on the savings due to abstraction in the control plane. In particular, our measure is based on the bits exchanged by routing protocol (BGP) instances to advertise destinations. 2) Using RouteViews data [15] , we measure the cost of the Internet's actual address assignment in terms of our metric.
3) We attempt to quantify how close to "optimal" the Internet operates in this respect. We do this by constructing alternative assignments of prefixes to autonomous systems, in a manner that preserves the semantics of addressing. 4) We consider how the efficiency of address assignment has changed over time.
II. MEASURING THE COST OF ADDRESSING
In order to make the notion of "locality" precise, we use the cost of advertising the prefixes associated with an AS to other ASes as a proxy. Intuitively, we want to measure something like the "entropy" of the addressing assignment. We take a simple approach: we calculate how much information must be conveyed across the edges of the AS graph to ensure that all prefixes are reachable. We can measure this directly from the BGP routing data. The following definitions are all relative to a collection of BGP route advertisements (like the RouteViews data sets).
In what follows, i and j denote AS numbers. We denote links (directed edges) in the AS graph as pairs (i, j); recall that an edge (i, j) exists if and only if the sequence j, i occurs in the AS path of some BGP advertisement. 1 The letters p and q denote prefixes, while x and y denote AS paths appearing in some advertisement. AllPrefs denotes the set of all prefixes advertised. For path x, (i, j) ∈ x means that i and j occur in that order in x. For any prefix p ∈ AllPrefs, paths(p) denotes the set of AS paths over which p is advertised, i.e., the set of AS paths that occur in any announcement.
For each link (i, j) in the AS graph, we associate a set of prefixes, namely all those that are advertised across that link. This set is denoted by destprfs(j, i). That is, for any p:
Now we define codeLen(p) to be the number of bits needed to encode the prefix p for transmission. A simple coding scheme suffices for our purposes. For a prefix q of length L, 1 ≤ L ≤ 32, we define codeLen(q) to be 5 + L (that is: five bits for the length, plus the prefix itself).
Finally, we define advbits(i, j) to be the total number of bits needed to encode the prefixes in destprfs(i, j):
Finally, we define TCost to be the number of bit-hops, summed over all links:
This is a cost measure, so smaller is better.
We would like to consider the trajectory of this cost measure over time, using different samples of BGP data. To do so, however, we need a way to normalize across graphs; the AS graph changes over time. In order to support at least rough comparison across graphs, we normalize TCost by dividing it by the number of links in the AS graph.
This metric is useful for measuring the extent to which efficiency changes over time. However, it does not address the question that originally motivated our work: how much does hierarchical addressing buy us at the interdomain level? Answering that question requires a notion of an optimal (or minimum-cost) address assignment. The next section details several ways to construct such an assignment.
III. DEFINING OPTIMALITY
In this section we construct a minimal-cost address assignment for a given AS graph and total address demand. We assign prefixes to ASes from scratch in a manner that preserves the semantics of a given Routing Information Base, while lowering cost by attempting to maximize aggregation (as it would occur in BGP). Specifically, we assign prefixes so that:
1) The address demand of each AS is satisfied by the prefix(es) assigned to that AS, i.e., the new prefix assignment covers approximately the same number of addresses as the original prefix assignment.
2) The policies of each AS with respect to route advertisements are respected. That is, we preserve distinctions among prefixes reflected in the source data. 3) TCost is minimized. Our approach is heuristic. We do not attempt to find a true minimum-cost assignment, as that would be prohibitively expensive. Rather, we compare several different approaches that preserve semantics with varying levels of strictness.
The basic approach is as follows. We define an equivalence relation on prefixes, so that two prefixes are considered equivalent if and only if they have the same "semantics" with respect to the BGP data. This allows us to identify candidates for aggregation. We then assign prefixes so that the aggregate demand represented by an equivalence class of prefixes is satisfied. There is more than one way to do this, however, and we consider several alternatives.
A. Prefix Equivalence
We consider the conditions under which prefixes p and q can be considered semantically equivalent-that is, for the given source data, the two prefixes are indistinguishable with respect to policy. These conditions are based on the criteria provided by BGP for selecting prefixes.
We define the following conditions for a given set of BGP advertisements. p and q:
Path equivalence. Definition 1. Prefixes p and q are equivalent (belong to the same equivalence class) iff they satisfy all three equivalence conditions. Definition 2. Prefixes p and q are equivalent iff they satisfy both Path equivalence and Next Hop equivalence. Definition 3. Prefixes p and q are equivalent iff they satisfy Path equivalence. Our next step is to assign prefixes to each AS to cover the total address demand of that AS. In the next subsection we show two ways to do that, given a set of prefix equivalence classes associated with each AS; the two vary in their aggressiveness about aggregation within and across ASes. Then we must define the set of prefixes that will be advertised over each link (i, j) in the AS graph, i.e., destprfs (j, i) .
In what follows, the address demand of a prefix equivalence class is the amount of address space covered by all the prefixes in the class. For example, an equivalence class {4.228.64/20, 192.168.3/24} has a total demand of 2 12 +2 8 = 4352.
B. Assigning Prefixes
We present two ways to assign prefixes to ASes so as to maximize aggregation. We dub them One-Prefix-Per-Class (OPPC) and Provider-Based (with and without aggregation across ASes).
The One-Prefix-Per-Class (OPPC) Scheme simply assigns a single prefix of minimum adequate length to each equivalence class. The number of addresses contained in this single prefix may be larger than the actual address demand of the prefix equivalence class when the address demand of this class is not a power of two. No attempt is made to make prefixes assigned to the same AS contiguous/aggregatable, and customerprovider relationships among ASes are not considered. This is the least-aggressive reasonable prefix assignment strategy. In general, an AS will still have multiple prefixes assigned using this strategy.
The Provider-Based scheme is more aggressive. It is based on the provider-customer relation on ASes. The idea is to let each provider assign prefixes to its customer ASes, making sure that the provider's prefix is large enough to cover the address demand of both the provider and its customers. This provides maximum opportunities for aggregation across ASes. The procedure is as follows. 1) Build trees. The root of each tree is a tier-1 AS. (We use connectivity information to identify tier-1 ASes, and verify using outside information.) Each link in a tree represents a provider-to-customer relationship. We do not include any peer-to-peer information into the trees. If a customer has more than one provider, we randomly pick one as its parent node in some tree. We infer AS relationships using the method of Dimitropoulos et al [8] .) Add an imaginary dummy root, which is the parent of all Tier-1's. 2) Calculate the address demand for each AS in each tree from the bottom up. The demand for a leaf node is the sum of the demands of its associated equivalence classes. The demand for a provider (nonleaf) node is the sum of its childrens' demands plus the sum of the demands of its associated equivalence classes. 3) Assign prefixes from top down. The dummy root is assigned 0.0.0.0/1 and 128.0.0.0/1. First assign to roots (Tier-1 ASes); keep any remaining prefixes that are left unassigned for the next step. Then assign prefixes from parent to child, as follows. First determine the child's minimum acceptable prefix length; if the nth bit of the binary representation of the node's address demand is set, a prefix of length 32−n is needed. If there exist such blocks in the prefix set of the parent, assign any one of them to the child. Otherwise, there exists a shorter prefix in the parent's set; break it into the minimum number of longer prefixes necessary to cover the child demand, leaving the broken pieces in the parent's set. 4) Assign prefixes that have not been assigned to roots of trees (and thus have not been assigned to any node in trees) from step 2 to any ASes that do not appear in trees, using the same assignment method as in the previous step. The reason why there exist ASs not appearing in the trees is that those ASs have peer-peer relationships but do not have customer-provider relationships with other ASs.
C. Computing destprfs(·)
In order to compute TCost once we have assigned fresh prefixes using the above methods, we must compute destprfs(j, i) for each link (i, j) in the AS graph. However, this requires that we determine exactly which set of prefixes will be advertised across each link. While it is straightforward to compute this from actual BGP data, now we are dealing with artificial prefix assignments and we need to define what cross-AS aggregation will occur.
For the Provider-Based assignment scheme, we consider two possibilities: one where aggregation occurs across ASes (Aggregate-Across-ASes, PBAAA), and one where it does not (Not-Aggregate-Across-ASes, PBNAAA).
For the PBAAA: intuitively, we want to use the same tree that was used for address assignment, and aggregate prefixes upward (i.e., across customer-provider links) in that tree, adjusting destprfs(i, j) as we go.
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For each distinct equivalence class denoted by [p] , where p represents any prefix belonging to this class and for each unique path x ∈ paths(p), we do the following. Suppose there are n ASes in x; reverse the path and denote the result by k n , k n−1 , ..., k 2 , k 1 . The corresponding link sequence is (k n , k n−1 ), (k n−1 , k n−2 ), . . . , (k 2 , k 1 ). Let the set of prefixes assigned to k i be P ki (1 ≤ i ≤ n). We will work up bottom-up in the tree used when addresses were allocated-that is, from customer to provider. Let the set of prefixes to be advertised across the current link (k i , k i−1 ) be denoted by PSET (k i ) (2 ≤ i ≤ n). Set i to n, and initialize PSET (k n ) = [p].
• update destprfs(k i , k i−1 ) as follows:
We iterate these steps repeatedly until k i−1 is a customer or peer of k i (i.e., the path starts downward in the tree), or i reaches 2. If i > 2, we only perform the first step repeatedly till i = 2.
For the PBNAAA and the One Prefix Per Class scheme: no cross-AS aggregation occurs; each prefix is advertised across all links in the set of AS paths of that equivalence class.
IV. RESULTS
This section presents the results of our experiments using three (increasingly weak) definitions of prefix semantic equivalence, two methods of assigning fresh prefixes to the AS graph and three methods of advertising them. We first present some statistics about the equivalence classes according to the various definitions; this allows calibration of the differences in strictness. Then, we present TCost/link and maximum advbits(i, j) using various combinations of the methods. Table I gives some statistics about the number of prefixes in each class, as well as the number of AS paths associated with each class, as it varies across years.
A. Equivalence Statistics
From the table, we can see that, from year 2002 to year 2006, the number of classes, maximum number of AS paths per class, and the average number of AS paths per class all increased. However, the average number of prefixes per class decreased. This is consistent with the addition of new links, increased prevalence of multihoming, and traffic engineering at a finer granularity. As expected, in progressing from "Definition 1" to the weaker "Definition 3", the number of classes decreases while the average number of prefixes per class increases.
B. "Optimal" Assignments: Comparison
From Figures 1 to 6 , we make several observations. First, our "optimal" assignment strategies reduce TCost/link by a 00 00 11 000 000 111 111 000 000 000 111 111 111 00 00 00 11 11 11 00 00 11 11 00 00 11 11 00 00 00 11 11 11 00 00 00 factor of 3-4, even using the strictest definition of semantic equivalence. (In fact, weakening the equivalence to ignore next-hop and MED differences does not result in significant improvement.) Second, as expected, the PBAAA scheme generally performs better than the OPPC scheme. We explain the reason as follows: for the PBAAA scheme, according to (1) in Section III, destprfs(k i , k i−1 ) may keep decreasing due to aggregation across ASes as we go "up" in the customerprovider hierarchy. However, for the OPPC and PBNAAA schemes, destprfs(k i , k i−1 ) may actually increase as we go up in the hierarchy, due to the addition of prefixes from 00 00 11 11 00 11 000 000 111 111 00 00 00 11 11 11 00 00 11 11 00 00 11 11 000 000 111 111 00 00 00 11 11 11 Finally, we observe that TCost/link and maximum advbits(i, j) of the current scheme are much higher than those of other schemes. One of the possible reasons is the failure to aggregate issue, i.e., a group of prefixes in the same equivalence class that are contiguous in the address space, yet are announced separately. According to our calculations, roughly 13% of all classes contain such prefixes. For those classes, if we were to aggregate those prefixes failing to aggregate, the number of prefixes in each of those classes would be reduced by 34% to 38%. One possible explanation for the existence of this phenomenon is that these prefixes, though contiguous in the address space and AS graph, are discontiguous in the geographic sense.
Another reason why TCost/link and maximum advbits(i, j) of the current scheme are much higher is address fragmentation issue, i.e., prefixes that belong to the same class that are not contiguous in address space. This is mainly due to the fact that addresses are allocated to an entity on an as-needed basis, and demand sometimes grows faster than expected. So in practice, when ASes need more addresses due to growth, the additional allocations may come from new prefixes that are not contiguous and thus cannot be aggregated with the prefixes already assigned. According to our calculations, address fragmentation results in two to three times more prefixes per class on average.
We now talk about the impact of missing links on our results before moving on to the next section. The authors in [10] pointed out that most of the links are already disclosed by fewer than 10 BGP sources, and almost all the customerprovider peers are revealed. That is, almost all links missing from the BGP data are of type peer-peer. When we build the tree for prefix reassignment we do not use links of type peer-peer at all; thus, missing peer-peer links have no effect on our results. Also, the methods we use to determine relationships are claimed to provide high accuracy (96.5% for customer-provider relationships and 82.8% for peer-peer relationships [8] ), so some inaccuracy of AS degrees does not affect the accuracy of AS relationships used here.
V. RELATED WORK
As far as we are aware, ours is the first attempt to quantify the importance of hierarchy in addressing at the interdomain level. In [12] , [13] , Huston lists several practical operations that may have contributed to the growth of the tables by measuring the BGP routing table size from multiple aspects.
Bu et al [1] attributed the BGP table growth to four major factors: multihoming, failure to aggregate, load balancing and fragmentation. They found that the main contributor among these is address fragmentation but both load balancing and multihoming contributions grow faster than routing tables and load balancing is identified as the fastest growing contributor.
More recently, Xu et al. [17] showed that among all the address blocks allocated and announced into the routing tables, 45% of them were split into smaller fragments, more than doubling the size of the routing table. Furthermore, they found that the evolution of routing tables consists of not only the appearance of new prefixes but also the withdrawal of old prefixes and the dynamics of each of the two process is much higher than that of the size of the routing table. Finally they distinguished covering prefixes from covered prefixes and identified practical motives behind covered prefixes. Narayan et al [11] proposed a causal model called ARAM which captures the causes rather than effects of table growth which governs the structure of the routing table. It is validated by using abstract shape measures and they showed that the model matches the "shape" of the existing routing tables. Then they used this new model to evaluate the storage requirement of IP lookup schemes as a function of the table size. They concluded that the algorithms based upon multibit tries provide more density (more prefixes per chip) than TCAMs unless TCAMs can be engineered to use eight transistors per cell.
VI. CONCLUSION
This paper is a first step toward quantitative assessment of the significance of addressing hierarchy for interdomain routing in the Internet. We defined a cost measure, TCost, in terms of the control-plane overhead required to advertise prefixes in BGP. Our metric is designed as a proxy for the benefits of "locality" of addressing in both the control and data plane. To investigate and quantify the degree of "optimality" of current prefix assignments, we developed several methods of reassigning prefixes while preserving semantics. We are able to reduce TCost/link and maximum advbits(i, j) by 60-80%, depending on the strictness of the definition of semantic equivalence we use. In future work, we hope to extend our study to include IPv6 data.
