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A TIGHT LOWER BOUND FOR
NON-COHERENT INDEX ERASURE
NATHAN LINDZEY AND ANSIS ROSMANIS
Abstract. The Index Erasure problem asks a quantum computer to prepare a uniform
superposition over the image of an injective function given by an oracle. We prove a
tight Ω(
√
n) lower bound on the quantum query complexity of the non-coherent case of
the problem, where, in addition to preparing the required superposition, the algorithm
is allowed to leave the ancillary memory in an arbitrary function-dependent state. This
resolves an open question of Ambainis, Magnin, Roetteler, and Roland (CCC 2011), who
gave a tight bound for the coherent case, the case where the ancillary memory must return
to its initial state.
The proof is based on evaluating certain Krein parameters of a symmetric association
scheme defined over partial permutations. The study of this association scheme may be of
independent interest.
1. Introduction
For proving lower bounds in the oracle query model, one assumes access to an oracle Of
that evaluates a black-box function f : [n]→ [m] on input queries, where [n] := {1, 2, · · · , n}
and [m] := {1, 2, · · · ,m}, and the goal is to prove that any algorithm for solving the
computational problem at hand must make a certain number of oracle queries. This principle
for proving lower bounds applies to both classical and quantum computation, and in the
latter we let the oracle to be queried in a superposition.
Quantum query algorithms are known to surpass their classical counterparts for many
important classical tasks, such as unstructured search, game tree evaluation, random walks,
and others (see [Mon15, Amb18] for recent surveys). Classical tasks aside, one may also
be interested in quantum mechanical tasks, such as quantum state generation. A quantum
state generation problem simply asks for a certain quantum state |ψf 〉 to be generated on
the target register. In this paper, we consider a particular state generation problem known
as Index Erasure.
Given an injective function f : [n] → [m] via a black-box oracle Of , Index Erasure is
the task of preparing the quantum state that is the uniform superposition over the image
of f , namely,
|ψf 〉 := 1√
n
∑n
x=1
|f(x)〉 .
The name of the problem stems from the fact that a quantum computer can prepare the
uniform superposition 1√
n
∑n
x=1 |x〉 |f(x)〉 using a single query to Of , yet the task of ignoring
or erasing the first register that records the index x is non-trivial. Indeed, if one could solve
Index Erasure using poly-logarithmic number of queries, one would obtain a time-efficient
algorithm for Graph Isomorphism (we present more details in Appendix A).
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The question of the complexity of Index Erasure was first raised by Shi in [Shi02],
where he already observed that the problem can be solved in O(
√
n) queries by an algo-
rithm based on Grover’s search. In the same paper, Shi also introduced the Set Equality
problem, which asks to decide whether two injective functions f, f ′ given via black-box
oracles Of , Of ′ have the same image or have disjoint images, given a promise that either
is the case. Set Equality can be easily reduced to Index Erasure via the swap test,
increasing the number of oracle queries by at most a constant factor. Thus, when Midrija¯nis
presented an Ω((n/ log n)1/5) lower bound on the quantum query complexity of Set Equal-
ity [Mid04], the same lower bound automatically applied to Index Erasure, ruling out
the existence of poly-logarithmic query algorithms for these two problems.
Quantum state generation comes in two forms: the coherent state generation, where all
memory aside from the target state must return to its initial state, |0〉 := |0 · · · 0〉, and
the non-coherent state generation, where there is no such a requirement, namely, where the
ancillary memory can remain in some function-dependent state |tf 〉. Ambainis, Magnin,
Roetteler, and Roland devised the hybrid adversary method [AMRR11], which they used
to prove a tight Ω(
√
n) lower bound for Index Erasure in the coherent regime, and left
the non-coherent case as an open question. Later, the lower bound for Set Equality was
improved to a tight Ω(n1/3) [Zha15, BR18], which in turn led to an improved query lower
bound for the non-coherent Index Erasure.
In this paper, we close the gap for the non-coherent Index Erasure problem, by proving
a tight lower bound on its quantum query complexity under the condition that the range
of the black-box function f is sufficiently large. More formally, we show the following.
Theorem 1.1 (Main Result). The bounded-error quantum query complexity of Index Era-
sure is Θ(
√
n) in the non-coherent state generation regime, provided that m ≥ n3
√
n.
The proof uses the hybrid adversary method introduced in [AMRR11], and heavily relies on
analyzing various parameters of a symmetric association scheme naturally corresponding to
partial permutations. Here we outline the proof of Theorem 1.1.
1.1. Outline of the proof of the main result. The symmetries of Index Erasure are
paramount in our proof. The product Sn × Sm of two symmetric groups act on a function
f : [n]→ [m] as (π, ρ) : f 7→ ρ∗f ∗π−1, where (π, ρ) ∈ Sn×Sm and ∗ denotes the composition
of functions. This group action on injective functions defines a representation of Sn × Sm.
This representation is multiplicity-free, meaning that it contains no more than one instance
of any irrep (irreducible representation) of Sn×Sm. Moreover, it consists of those and only
those irreps λ⊗λ′ where the Young diagram λ ⊢ n is contained in the Young diagram λ ⊢ m
and the skew shape λ′/λ has no more than one cell per column. Throughout the paper, we
often abuse the terminology and we interchangeably use the terms partition λ of n, denoted
λ ⊢ n, the Specht module corresponding to λ (which is irreducible and distinct for every
λ), and the n-cell Young diagram corresponding to λ.
Two types of irreps are of particular interest to us. Given λ ⊢ n, we call the irrep λ⊗ λ¯
where λ¯ ⊢ m is obtained from λ by adding m−n cells to the first row of λ a minimal irrep
and the irrep λ⊗ (m−n, λ) where (m− n, λ) ⊢ m is obtained from λ by adding one cell to
each of the firstm−n columns of λ (alternatively, by adding the part m−n to λ) a maximal
irrep, where we assume m ≥ 2n. In other words, if θ ⊢ k and λ := (n − k, θ) ⊢ n, then
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(n−k, θ)⊗ (m−k, θ) is a minimal irrep and (n−k, θ)⊗ (m−n, n−k, θ) is a maximal irrep.
In particular, to lower bound the quantum query complexity of the non-coherent Index
Erasure, we use exactly the same adversary matrix Γ as [AMRR11] used for the coherent
Index Erasure, and that adversary matrix Γ is specified through minimal irreps.
An adversary matrix is symmetric real matrix whose rows and columns are labeled by
all the functions in the domain of the problem, and it is the central object of most adver-
sary methods. Thus, the adversary matrix acts on the same mn -dimensional space as the
representation matrices of Sn×Sm mentioned above, where mn := m!/(m−n)! is the total
number of functions. Like in [AMRR11], we choose
Γ :=
∑√n
k=0
(
1− k√
n
)∑
θ⊢k
E(n−k,θ)⊗(m−k,θ),
where Eλ⊗λ′ is the orthogonal projector on the irrep λ ⊗ λ′; to construct Γ, we have used
only projectors on certain minimal irreps. The Gram matrices Tλ⊗λ′ = mn
Eλ⊗λ′
dλ⊗λ′
, where
dλ⊗λ′ := tr [Eλ⊗λ′ ] is the dimension of λ⊗ λ′, also play an important role in our proof.
We employ the hybrid adversary method devised in [AMRR11], which requires us to
consider the Gram matrix corresponding to the final state |ψf , tf 〉 of an algorithm run with
oracle Of (assuming no error). The Gram matrix corresponding to |ψf 〉 is
n
m
T(n)⊗(m) +
(
1− n
m
)
T(n)⊗(m−1,1) =: T⊙,
therefore the Gram matrix corresponding to |ψf , tf 〉 is T⊙ ◦ T , where Tf,f ′ := 〈tf |tf ′〉 and
◦ denotes the Schur (i.e., entrywise) matrix product. For the coherent regime lower bound,
〈0|0〉 = 1 and T = J = T(n)⊗(m) is the all-ones matrix. For the non-coherent regime, the
algorithm symmetrization argument along the lines of [AMRR11] shows that it suffices to
consider T such that Tf,f ′ = Tσ(f),σ(f ′) for all functions f, f
′ and all σ ∈ Sn × Sm.
To prove the desired Ω(
√
n) lower bound, we have to show that, for all such Gram matrices
T , we have
(1.1) tr
[
ΠΓ
T⊙ ◦ T
mn
]
= o(1),
where ΠΓ is the orthogonal projector on the image of Γ, and we have to show that ‖Γ◦∆x‖ =
O(1/
√
n) for all x ∈ [n], where ∆x is the binary matrix with (∆x)f,f ′ := 1 if and only if
f(x) 6= f ′(x). Here we only need to prove the former condition because we use exactly
the same adversary matrix Γ as [AMRR11], and the latter condition is already proven in
their work. The terms in (1.1) and similar expressions are presented in a manner aimed to
highlight that the fraction T
⊙◦T
mn is a density operator.
We use three simplifying steps to narrow the scope of condition (1.1). First, we use
linearity to show that it suffices to prove
tr
[
ΠΓ
T(n)⊗(m−1,1) ◦ Tλ⊗λ′
mn
]
= o(1)
for all irreps λ⊗ λ′. That is, we can restrict our attention from a continuum of choices for
T to a finite set {Tλ⊗λ′}λ⊗λ′ of choices, where we have also used that the term T(n)⊗(m−1,1)
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“dominates” T(n)⊗(m) in T⊙. Second, we use the connection between T(n)⊗(m−1,1) and a
specific primitive idempotent of the Johnson (association) scheme to obtain
tr
[
Eλ⊗λ¯
T(n)⊗(m−1,1) ◦ Tλ⊗λ′
mn
]
= o(1)
as a sufficient condition, where we have to consider only Young diagrams λ ⊢ n that has less
than
√
n cells below the first row. Third, for such λ, we show that the dimension of λ⊗ λ¯
is much smaller than the dimension of any other λ ⊗ λ′ (thus the nomenclature “minimal
irrep”). Therefore we show that it suffices to prove
(1.2) tr
[
Eλ⊗λ¯
T(n)⊗(m−1,1) ◦ Tλ⊗λ¯
mn
]
= o(1).
It is convenient to think of the above expression in terms of the following association scheme.
For a pair of functions (f, f ′), consider the orbit Oµ := {(σ(f), σ(f ′)) : σ ∈ Sn×Sm}, and
let Aµ be the binary matrix with (Aµ)h,h′ = 1 if and only if (h, h
′) ∈ Oµ. Here we use µ to
label distinct orbits and let Cn be the set of all of them. The set of matrices {Aµ : µ ∈ Cn}
forms a symmetric association scheme, denoted An,m, which we call the partial permutation
scheme due to bijection f ↔ (f(1), f(2), · · · , f(n)) between injective functions f : [n]→ [m]
and n-partial permutations of [m].
In the terminology of association schemes, the projectors Eλ⊗λ′ are called primitive idem-
potents, and their entries corresponding to the orbit Oµ multiplied by mn are called dual
eigenvalues of the scheme, denoted qλ⊗λ′(µ). And the valency v
(m)
µ is the size of Oµ divided
by mn. Thus, in terms of dual eigenvalues, the left hand side of condition (1.2) can be
written as
(1.3)
∑
µ∈Cn v
(m)
µ · q(n)⊗(m−1,1)(µ) · q2λ⊗λ¯(µ)
mnd(n)⊗(m−1,1)dλ⊗λ¯
.
One of the crucial results of our paper relates the dual eigenvalues corresponding to a
minimal irrep (n−k, θ)⊗(m−k, θ) in theAn,m scheme to the dual eigenvalues corresponding
to the maximal irrep θ⊗(n−k, θ) in the Ak,n scheme, where θ ⊢ k. This relation allows us to
express the terms under the sum in (1.3) as polynomials in m. The condition m ≥ n3
√
n in
Theorem 1.1 ensures that it suffices to restrict the sum to those µ ∈ Cn whose corresponding
polynomials are of maximum degree. And, for those particular µ, we relate their valencies
v
(m)
µ in the An,m scheme to valencies of the Ak,n scheme, which together with certain
properties of dual eigenvalues allow us to obtain the desired bound.
1.2. Additional results on the partial permutation scheme. In the context of quan-
tum query complexity, the partial permutation scheme was already considered in [RB13],
where a conjecture on its eigenvalues implied tight adversary bounds for the Collision
and Set Equality problems. Aside from computer science, we believe that the partial
permutation scheme may be of an independent interest in combinatorics, as it generalizes
both the Johnson scheme and the conjugacy class scheme of Sn.
We also note that condition (1.2) is equivalent to each of conditions
qλ⊗λ¯, λ⊗λ¯((n)⊗ (m− 1, 1)) = o(dλ⊗λ¯) and qλ⊗λ¯, (n)⊗(m−1,1)(λ⊗ λ¯) = o(m)
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on the Krein parameters of An,m. In the proof of Theorem 1.1, we have already used
expressions for the dual eigenvalues corresponding to minimal irreps. In the appendix, we
also present a procedure that facilitates the calculation of dual eigenvalues corresponding to
maximal irreps when m≫ n as well as other results on the partial permutation association
scheme.
1.3. Organization of the paper. The paper is organized as follows. In Section 2, we
present preliminaries on the quantum query model, with emphasis on state generation
problems, including Index Erasure, and the hybrid adversary method. In Section 3, we
present preliminaries on the representation theory, particularly focusing on the symmetric
group and its action on partial permutations. The adversary method requires us to analyze
highly symmetric matrices, which are elements of the Bose–Mesner algebra corresponding
to the partial permutation scheme. In Section 4, we formally define this association scheme,
establishing the labeling of various its parameters and computing some of them, as well as
addressing its connection to the Johnson scheme. With this formalism at our disposal, in
Section 5, we show that the proof for O(
√
n) lower bound on the quantum query complexity
of the non-coherent Index Erasure can be reduced to upper bounds on certain Krein
parameter of the partial permutation scheme. Finally, we place the required bounds on
these Krein parameters in Section 6. We defer some proofs and additional results on the
partial permutation scheme to the appendix.
2. Quantum state generation
In this paper, we address limitations of quantum query algorithms for solving the Index
Erasure problem. We assume that the reader is familiar with foundations of quantum
computing (see [NC00] for an introductory reference), some of which we review here. The
basic memory unit of a quantum computer is a qubit, which is a two-dimensional complex
Euclidean space C[{0, 1}] having computational orthonormal basis {|0〉 , |1〉}. Similarly, a
k-qubit system corresponds to Euclidean space C[{0, 1}k ] and it has computational basis
{|b〉 : b ∈ {0, 1}n}. Unit vectors |Ψ〉 ∈ C[{0, 1}k ] are called (pure) quantum states and they
represent superpositions over various computations basis stats.
Quantum bits are often grouped together in registers for the ease of algorithm design and
analysis. If |ψ〉 , |φ〉 are states of two registers, then the state of the joint system is |ψ〉⊗ |φ〉.
We often shorten the notation |ψ〉⊗|φ〉 to |ψ〉 |φ〉 or |ψ, φ〉. Due to entanglement, not always
the state of the joint system can be written as a tensor product of states of the individual
registers.
Quantum information is processed by unitary transformations, which correspond to
square matrices U such that UU∗ = U∗U = I, and they map quantum states to quan-
tum states. This unitary processing of quantum information implies that any (noiseless)
quantum computation is reversible.
2.1. Quantum query model. In the oracle model, we are given an access to a black-
box oracle Of that evaluates some unknown function f : [n] → [m]. The goal of a query
algorithm is to perform some computational task that depends on f , for example, to compute
some function of f , such as Parity(f) := f(1) ⊕ f(2) ⊕ · · · ⊕ f(n) when m = 2. In
quantum computing, one can query the oracle in superposition. On the other hand, due
6 NATHAN LINDZEY AND ANSIS ROSMANIS
to the requirement for reversibility, the oracle is typically designed so that it preserves the
input query x. Namely, given |x, y〉 as an input, the oracle Of outputs |k, y ⊕ f(x)〉 (see
Figure 1). Here and below we may assume x, y, f(x) to be represented in binary. Even if f
is injective—as it is for Index Erasure—unless one knows how to compute the inverse of
f , implementing |x〉 7→ |f(x)〉 in practice might be much harder than |x, y〉 7→ |k, y ⊕ f(x)〉.
|x〉
I Of
|x〉
I
|y〉
O
|y ⊕ f(x)〉
O
Figure 1. A schematic of a quantum oracle Of . We assume that y and f(x)
are encoded in binary, and thus Of is its own inverse.
A quantum query algorithm with oracle Of consists of
• four registers: the input and output registers I and O for accessing the black-box
function f , the target register T for storing the result of the computation, and an
additional workspace register W;
• an indexed sequence of unitary transformations U0, U1, · · · , UQ acting on those four
registers.
The quantum query algorithm starts its computation in state |0〉 := |00 · · · 0〉, and then
performs 2Q+1 unitary operations, alternating between Ui, which acts on all the registers,
and Of , which acts on registers IO. Thus the final state of the computation is
|Ψf 〉 := UQ(Of ⊗ ITW)UQ−1(Of ⊗ ITW) · · ·U1(Of ⊗ ITW)U0 |0〉 ,
where ITW is the identity operator on registers TW. Figure 2 gives a schematic of a quantum
query algorithm. Note that Q is the number of oracle queries performed by the algorithm,
and we also refer to it as the query complexity of the algorithm.
. . .
. . .
. . .
. . .
|0〉
T
U0 U1 UQ
≈ |ψf 〉
|0〉
I Of Of ≈ |tf 〉|0〉
O
|0〉
W
|Ψf 〉
Figure 2. A schematic of a quantum algorithm that uses an oracle Of . The
registers labeled T, I,O,W are, respectively, the target, input, output, and
workspace registers of the algorithm. The target register of the final state
|Ψf 〉 of the algorithm should be in a state close to the target state |ψf 〉.
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In this paper we are interested in quantum query algorithms whose goal is to generate
a specific f -dependent state |ψf 〉 by accessing f via Of . We note that this generalizes
classical function evaluation by a quantum algorithm, where each |ψf 〉 is asked to be a
computational basis vector. In the next section we describe two distinct regimes of quantum
state generation, as well as why they are exactly the same for classical function evaluation.
2.2. Coherent vs. Non-coherent State Generation. When we talk about quantum
state generation with oracle Of , we implicitly assume the domain [n] and the range [m] of f
to be fixed. A quantum state generation problem is thus specified by a subset F of functions
in form f : [n]→ [m], which we call the domain of the problem, a complex Euclidean space
called the target space, and, for every f ∈ F , a quantum state |ψf 〉 in the target space called
the target state.
One may consider quantum state generation on two regimes: coherent and non-coherent.
In the coherent state generation regime, all the computational memory other than the target
register (i.e., registers IOW) must be returned to its initial state |0〉. Therefore, if one was
running an algorithm for a superposition of oracles, the final quantum state would be a
superposition of the target states. In contrast, for non-coherent state generation, one does
not place any requirements on the ancillary memory. More precisely, in the coherent case,
for every input f ∈ F we require that the final state |Ψf 〉 satisfies
ℜ〈ψf ,0|Ψf 〉 ≥
√
1− ǫ,
where |0〉 is the initial state of the ancillary registers and a constant ǫ ≥ 0 is the desired
precision [LMR+11]. And we call the minimum among quantum query complexities among
quantum query algorithms that achieve this task the (ǫ-error) quantum query complexity of
the coherent version of the problem. On the other hand, in the non-coherent case, the final
state |Ψf 〉 has to satisfy
‖(〈ψf | ⊗ I)|Ψf 〉‖ = max|tf 〉 ℜ〈ψf , tf |Ψf 〉 ≥
√
1− ǫ,
where the maximum is over unit vectors |tf 〉 on the system of registers IOW [LMR+11],
and we analogously define the quantum query complexity of the non-coherent version of the
problem.
It is worth noting that evaluation of classical functions can be considered as a special
case of quantum state generation, where one is asked to prepare the computational basis
state |ψf 〉. Since quantum mechanics permits cloning of orthogonal states (computational
basis states, in this case), there is no difference between coherent and non-coherent function
evaluation, if one is willing to tolerate a two-fold increase in query complexity: at the end
of a non-coherent computation, one can copy the target register into an additional register,
and then run the whole computation in reverse, restoring all but this additional register to
their initial state.
Also note that an algorithm for a coherent case of a problem solves its non-coherent case
as well. Looking on it from the other side: a lower bound on the non-coherent version of the
problem is a lower bound on the coherent version as well.
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2.3. Index Erasure. The domain of Index Erasure is the set of all injective functions
f : [n]→ [m]. These functions are in one-to-one correspondence with n-partial permutations
of [m] and thus |F| = mn := m!/(m − n)!. Index Erasure is the task of preparing the
quantum state that is the uniform superposition
|ψf 〉 := 1√
n
n∑
x=1
|f(x)〉
over the image of f . Note that the state
1√
n
n∑
x=1
|x〉|f(x)〉
can be prepared using a single query to Of . This would give us the superposition that we
seek if we could only ignore or erase the first register that records the index x, which gives
the problem its namesake.
The question of the complexity of Index Erasure was first raised by Shi [Shi02]. As for
the upper bound, there is a simple quantum query algorithm for coherent Index Erasure
given access to Of . Thinking of the injective function f as a database with entries in [m],
for any y ∈ [m] we may use Grover’s algorithm with Of to find the unique index x of f
such that f(x) = y. In other words, there is a circuit that sends the superposition
1√
n
n∑
x=1
|f(x)〉 to 1√
n
n∑
x=1
|x〉|f(x)〉.
Inverting this circuit effectively “erases” the index register, which implies that the quantum
query complexity of Index Erasure is O(
√
n).
The first non-trivial lower bounds on the quantum query complexity of Index Erasure
were obtained via the Set Equality problem, which asks to decide whether two injective
functions f, f ′ given via black-box oracles Of , Of ′ have the same image or have disjoint
images, given a promise that either is the case. Set Equality can be easily reduced to
non-coherent (and, thus, coherent too) Index Erasure via the swap test, increasing the
number of oracle queries by at most a constant factor. Thus, when Midrija¯nis presented an
Ω((n/ log n)1/5) lower bound on the quantum query complexity of Set Equality [Mid04],
the same lower bound automatically applied to Index Erasure. Ambainis, Magnin, Roet-
teler, and Roland devised the hybrid adversary method [AMRR11], which they used to prove
a tight Ω(
√
n) lower bound for Index Erasure in the coherent regime, and left the non-
coherent case as an open question. Later, the lower bound for Set Equality was improved
to a tight Ω(n1/3) [Zha15, BR18], which in turn led to an improved query lower bound for
the non-coherent Index Erasure.
The focus of this work is to prove a tight lower bound on the quantum query complexity
of Index Erasure in the non-coherent case. As for the coherent case, we prove it using the
hybrid adversary method. This version of the adversary method was essentially catered for
highly symmetric problems, where each input is equally hard for an algorithm, by requiring
that the principal eigenvector of the adversary matrix is the uniform superposition over all
inputs. Index Erasure is one such a problem. For ease of exposition, we shall restrict
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our discussion to such problems—which we call group invariant problems—covered in the
following section.
We also note that, if one were able to solve Index Erasure using poly-logarithmic
number of queries, one would obtain a time-efficient algorithm for Graph Isomorphism.
In Appendix A we refer to two similar tests for Graph Isomorphism based on Index
Erasure, one on the coherent version, one on the non-coherent version of the problem.
However, Midrija¯nis’ lower bound on Set Equality ruled out efficiency of such tests.
2.4. Group Invariance. We now discuss a particular type of symmetry of state generation
problems that we call group invariance. The wreath product Sm ≀ Sn of groups Sm and Sn
is the group whose elements are (π,σ) ∈ Sn × Snm and whose group operation is(
π′, (σ′1, · · · , σ′n)
)(
π, (σ1, · · · , σn)
)
=
(
π′π, (σ′1σ(π′)−1(1), · · · , σ′nσ(π′)−1(n))
)
(see [JK84, Ch. 4]). Similarly to (3.1), the action of Sm ≀ Sn on f : [n]→ [m] is given by
(2.1)
(
(π,σ)f
)
(x) = σx(f(π
−1(x)) for all x ∈ [n].
We say that a state generation problem is group invariant if there exist a subgroup G ≤
Sm ≀ Sn and a unitary representation Ug of G acting on the target space such that
(1) ∀f ∈ F , g ∈ G : g(f) ∈ F (i.e., G’s action on F is closed);
(2) ∀f, f ′ ∈ F ∃g ∈ G : g(f) = f ′ (i.e., G acts transitively on F);
(3) ∀f ∈ F , g ∈ G : Ug|ψf 〉 = |ψg(f)〉.
For example, Parity is group invariant via G = S2 ≀ Sn, and Index Erasure is group
invariant via
G = {(π, (σ, · · · , σ)) : π ∈ Sn & σ ∈ Sm} ∼= Sn × Sm.
To give a non-example of a group invariant problem, consider the Or problem. For Or, the
input 00 · · · 0 is essentially different from 10 · · · 0, which is in turn different from 11 · · · 1.
The principal eigenvector of the optimal adversary matrix for Or has different weights for
these inputs (in the general, negative-weights adversary method [HLSˇ07], not the version
of the method presented here).
For G-invariant state generation problems, using a symmetrization of the quantum cir-
cuit [AMRR11, Sec. 6.1], we can assume that the final state of the algorithm on black-box
function f ∈ F is
(2.2) |Ψf 〉 =
√
1− ǫ|ψf 〉|tf 〉+
√
ǫ|sf 〉,
where (〈ψf | ⊗ I)|sf 〉 = 0 and |tf 〉 and |sf 〉 are unit vectors that satisfy
(2.3) 〈tf |tf ′〉 = 〈tg(f)|tg(f ′)〉 and 〈sf |sf ′〉 = 〈sg(f)|sg(f ′)〉 for all f, f ′ ∈ F and g ∈ G.
This symmetrization is essentially done by simulating one oracle call to Og(f) by a single
oracle call to Of and thus, in effect, running the algorithm on black-box function g(f)
instead of the actual black-box function f , and then using U∗g to map the output state that
is close to |ψg(f)〉 to one that is close to |ψf 〉.
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2.5. Hybrid Adversary Method. While [LMR+11] gave a general adversary method for
placing optimal lower bounds on the quantum query complexity of any state conversion
problem, which generalizes state generation problems, here we find the ad-hoc hybrid ad-
versary method by [AMRR11] for group invariant quantum state generation problems to
be more useful.
All forms of the adversary bound essentially employ various real symmetric matrices
whose rows and columns are labeled by black-box functions f ∈ F in the same order. We
say such a matrix M is G-invariant if Mf,f ′ = Mg(f),g(f ′) for all f, f
′ ∈ F and g ∈ G.
For the adversary bound considered here, we consider four types of |F|× |F| matrices—the
adversary matrix, the state matrix, the target (state) matrix, and the difference matrix. We
now describe these matrices in more detail.
• The adversary matrix Γ is any G-invariant matrix of spectral norm 1 and a principal
eigenvector (1, · · · , 1)⊤.
• A state matrix is any G-invariant positive semi-definite matrix T such that T ◦I = I,
where ◦ denotes the Schur (entrywise) product of two matrices. In other words, it
is a Gram matrix corresponding to some collection of unit vectors {|ψf 〉 : f ∈ F}
that satisfies (2.3).
• The target matrix is a G-invariant state matrix T⊙ where (T⊙)f,f ′ = 〈ψf |ψf ′〉.
• For each x ∈ [n], the difference matrix ∆x is defined as (∆x)f,f ′ = 1− δf(x),f ′(x).
Let T be the set of all state matrices. Note that T is a compact set and it is closed under
the Schur product.
Theorem 2.1 is a special case of [AMRR11, Theorem 12].
Theorem 2.1. Let Γ be an adversary matrix, let ΠΓ be the orthogonal projection onto the
image of Γ, and let
η := max
T∈T
tr
[
ΠΓ(T
⊙ ◦ T )/|F|] .
If η ≤ 1− ǫ, then the ǫ-error quantum query complexity of the problem is at least
(
√
1− ǫ−√η)2
2maxx∈[n] ‖∆x ◦ Γ‖
.
Due to the group invariance, we have that ‖∆x ◦ Γ‖ is the same for all x ∈ [n]. We also
note that a state matrix T in Theorem 2.1 corresponds to the resulting ancillary states |tf 〉
in Equation (2.2), and so T must be G-invariant due to Equation (2.3). In the coherent
case, |tf 〉 is independent from f , thus T is the all-ones matrix J .
For Index Erasure, it is convenient to think of every black-box function f ∈ F as a
n-partial permutation over the set of symbols [m]. As observed in [AMRR11], the set of
|F|×|F|matrices indexed by F that are (Sn×Sm)-invariant under the aforementioned action
(2.1) afford a commutative matrix algebra. In particular, it is the Bose–Mesner algebra of a
symmetric association scheme defined over partial permutations, which we formally define
in Section 4.
3. Representation Theory Preliminaries
Our main result builds upon finite group representation theory, especially that of the
symmetric group. We refer the reader to [Dia88] for a more thorough introduction to group
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representation theory and [Sag01] for more details on the representation theory of the
symmetric group. Throughout this section, let H,K ≤ G be subgroups of a finite group G,
let V be a finite dimensional vector space over C, and for any set X, let C[X] denote the
vector space of dimension |X| of complex-valued functions over X.
3.1. The Representation Theory of the Symmetric Group. A representation (φ,V)
of a finite group G is a homomorphism φ : G → GL(V) where GL(V) is the general linear
group, that is, the group of (dimV) × (dimV) invertible matrices. It is customary to be
less formal and denote the representation (φ,V) simply as φ when V is understood, or as
V when φ is understood. For any representation φ, we define its dimension to be dφ :=
dimφ := dimV. When working concretely with a representation φ, we abuse terminology
and let φ(g) refer to a (dimφ) × (dimφ) matrix realization of φ. Two representations ρ, φ
are equivalent if there exists a matrix P such that ρ(g) = P−1φ(g)P for all g ∈ G.
Let (φ,V) be a representation of G, and let W ≤ V be a G-invariant subspace, that is,
φ(g)w ∈ W for all w ∈ W and for all g ∈ G. We say that (φ|W ,W) is a subrepresentation
of φ where φ|W is the restriction of φ to the subspace W. A representation (φ,V) of G is
an irreducible representation (or simply, a G-irrep) if it has no proper subrepresentations.
The trivial representation (1,C) defined such that 1 : g → 1 for all g ∈ G is clearly an irrep
of dimension one for any group G.
It is well-known that there is a bijection between the set of inequivalent G-irreps and its
conjugacy classes C, and that any representation V of G decomposes uniquely as a direct
sum of inequivalent G-irreps
V ∼=
|C|⊕
i=1
miVi
where mi is the number of occurrences of the G-irrep Vi in the decomposition. We call the
representation miVi the ith isotypic component of V.
A natural way to find representations of groups is to let them act on sets. In particular,
for any group G acting on a set X, let (φ,C[X]) be the permutation representation of G on
X defined such that
(φ(g)[ζ])(x) := ζ(g−1x)
for all g ∈ G, ζ ∈ C[X], and x ∈ X. If we let G act on itself, then we obtain the left regular
representation, which admits the following decomposition into G-irreps
C[G] ∼=
|C|⊕
i=1
dViVi.
We denote the Fourier transform of γ ∈ C[G] with respect to the representation φ as
φ(γ) :=
∑
g∈G
γ(g)φ(g),
which is a linear operator on V.
Let Sym(X) denote the symmetric group on the symbol setX. IfX = [m] := {1, 2, · · · ,m},
then we define Sm := Sym(X). It is well-known that the conjugacy classes of Sm are given
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by the cycle-types of permutations of Sm, which in turn are in one-to-one correspondence
with integer partitions λ ⊢ m, i.e.,
λ := (λ1, λ2, · · · , λk) ⊢ m such that λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0 and
k∑
i=1
λi = m.
We may visualize λ as a Young diagram, a left-justified table of cells that contains λi cells
in the ith row. When referencing a Young diagram, we alias λ as the shape. For example,
the Young diagram below has shape (5, 3, 2, 1) ⊢ 11:
.
A standard Young tableau of shape λ is a Young diagram with unique entries from [n] that
are strictly increasing along rows and strictly increasing along columns, e.g.,
1 2 5 8 9
3 6 7
4 10
11
.
We may write the left regular representation of Sm as
C[Sm] ∼=
⊕
λ⊢m
dλVλ.
where dλ is the number of standard Young tableau of shape λ, which can be counted
elegantly via the hook rule (see [Sag01] for a proof).
Theorem 3.1 (The Hook Rule). Let λ ⊢ m, and for any cell c ∈ λ of the Young diagram
of λ define the hook-length hλ(c) to be the total number of cells below c in the same column
and to the right of c in the same row, plus 1. Then we have
dλ =
m!
H(λ)
where H(λ) :=
∏
c∈λ
hλ(c).
Another well-known result is the branching rule, which describes how an Sm-irrep decom-
poses into (Sm−1)-irreps (see [Sag01] for a proof). We say that a cell of a Young diagram is
an inner corner if it has no cells to its right and no cells below it.
Theorem 3.2 (The Branching Rule). If Vλ is a Sm-irrep, then
Vλ ∼=
⊕
λ−
Vλ−
where λ− ranges over all shapes obtainable by removing an inner corner from λ and Vλ− is
the corresponding (Sm−1)-irrep.
The hook rule and the branching rule can be used to prove the following theorem. We defer
its proof to Appendix D.
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Theorem 3.3. Let θ ⊢ k and θ+ ⊢ (k+1) be any shape obtained by adding an inner corner
to θ. For all m ≥ 2(k + 1), we have
d(m−k−1,θ+)
d(m−k,θ)
≥ m
k
·
(
1− 2k + 1
m
)
.
Note that the above fraction is greater than 1 whenm > 3k+1. For any λ = (λ1, λ2, · · · , λℓ) ⊢
n, henceforth, let λ¯ := (λ1+(m−n), λ2, · · · , λℓ) ⊢ m. Theorem 3.3 has the following corol-
lary.
Corollary 3.4. Let λ ⊢ n be a shape such that λ1 ≥ n −
√
n and let λ′ ⊢ m be any shape
that covers λ such that λ′/λ is a horizontal strip. Then dλ′/dλ¯ ∈ Ω(m/
√
n).
3.2. The Representation Theory of Partial Permutations. Let Sn,m denote the col-
lection of n-partial permutations of [m], that is, n-tuples
f := (f(1), f(2), · · · , f(n))
with no repeated elements such that f(x) ∈ [m] for all x ∈ [n]. Injective functions from [n] to
[m] are in one-to-one correspondence with Sn,m, and it is not hard to see that |Sn,m| = mn,
and when m = n we recover the symmetric group Sn on n symbols. To understand the
representation theory of Sn,m we must first broaden our Young tableau vocabulary.
For any λ ⊢ m, let l(λ) denote the length of λ, that is, the number of parts in the partition.
We say that a shape λ covers a shape µ if µi ≤ λi for each i. If λ and µ are two shapes such
that λ covers µ, then we obtain the skew shape λ/µ by removing the cells corresponding to
µ from λ. For instance, the shape (5, 3, 2, 1) covers (2, 2, 1), so we may consider the skew
shape (5, 3, 2, 1)/(2, 2, 1):
◦ ◦
◦ ◦
◦
.
A skew shape is a horizontal strip if each column has no more than one cell. For example,
the skew shape (5, 3, 2, 1)/(3, 3, 1) is a horizontal strip, but the skew shape above is not.
Henceforth, we let Sn × Sm act on Sn,m as follows:
(3.1) (τ, σ) · (f1, · · · , fn) = (σ−1(fτ−1(1)), · · · , σ−1(fτ−1(n))) for all (τ, σ) ∈ Sn × Sm.
The stabilizer of the identity n-partial permutaton fid := (1, 2, · · · , n) ∈ Sn,m in Sn× Sm
is isomorphic to the group
diag(Sn)× Sm−n = {(τ, τ, π) : τ ∈ Sym([n]), π ∈ Sym({n+ 1, · · · ,m}).
Using Pieri’s rule (see [Sta01]), one can show that the permutation representation of (Sn ×
Sm) acting on Sn,m ∼= (Sn × Sm)/(diag(Sn)× Sm−n) is multiplicity-free, that is, its decom-
position has at most one copy of any (Sn × Sm)-irrep, as shown in Theorem 3.5.
Theorem 3.5. [CSST08] The complex-valued functions over n-partial permutations C[Sn,m]
admits the following decomposition into (Sn × Sm)-irreps:
C[Sn,m] ∼=
⊕
µ,λ
Vµ ⊗ Vλ
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where µ, λ ranges over all pairs µ ⊢ n, λ ⊢ m such that λ/µ is a horizontal strip.
Let Irr(Sn,m) denote the set of (Sn × Sm)-irreps that appear in Theorem 3.5. Every
multiplicity-free permutation representation gives rise to a commutative association scheme
(see [BI84]), so a consequence of Theorem 3.5 is the existence a symmetric association
scheme An,m over Sn,m that we call the partial permutation association scheme. In Section 4,
we discuss this association scheme in more detail.
A coarser decomposition of C[Sn,m] into irreducibles of Sm can be obtained by identifying
Sn,m with the set of tabloids (i.e., Young tableaux with unordered rows) of shape (m−n, 1n)
and applying Young’s rule (see [Sag01]). This representation is known as the (m − n, 1n)-
permutation representation, which we denote asM(m−n,1n). Its isotypic components can be
determined combinatorially via the Kostka numbers Kλ,µ (see [Sag01]).
Theorem 3.6. The complex-valued functions over n-partial permutations C[Sn,m] admits
the following decomposition into Sm-irreps:
C[Sn,m] ∼=M(m−n,1n) ∼=
⊕
λ⊢m
Kλ,(m−n,1n) Vλ.
Note that Theorem 3.5 gives a multiplicity-free orthogonal decomposition of the λ-isotypic
component Kλ,(m−n,1n)Vλ of M(m−n,1n) into (Sn × Sm)-irreps
Kλ,(m−n,1n)Vλ ∼=
⊕
µ
Vµ ⊗ Vλ
where the sum ranges over all µ ⊢ n such that λ/µ is a horizontal strip.
The following two types of irreps in Irr(Sn,m) will be of particular importance.
Definition 3.7 (Minimal and Maximal Irreps). For any λ ⊢ n, the minimal irrep and
maximal irrep (w.r.t. λ) is λ⊗ λ¯ ∈ Irr(Sn,m) and λ⊗ (m− n, λ) ∈ Irr(Sn,m) respectively.
If λ1 ≥ n −
√
n, Theorem 3.3 implies that the minimal and maximial irreps w.r.t. λ are
indeed of the least and largest dimension over all irreps of the form λ ⊗ µ ∈ Irr(Sn,m) for
sufficiently large m.
For λ ⊢ m, let Eλ be the orthogonal projector onto the λ-isotypic componentKλ,(m−n,1n)Vλ
of M(m−n,1n), which we may write as
Eλ =
dλ
m!
M(m−n,1n)(χλ)
whereM(m−n,1n)(χλ) =
∑
σ∈Sm χλ(σ
−1)M(m−n,1n)(σ) is the Fourier transform of the func-
tion χλ ∈ C[Sm] with respect to the permutation representation of Sm acting on Sn,m. In
particular, for any ζ ∈ C[Sn,m] and f ∈ Sn,m, we have
[Eλζ](f) =
dλ
m!
∑
σ∈Sm
χλ(σ)ζ(σ
−1f)
using the well-known fact that χλ(σ
−1) = χλ(σ) for any σ ∈ Sm, λ ⊢ m. From our foregoing
discussion, we also have that
EλEµ⊗λ = Eµ⊗λ
where Eµ⊗λ is the orthogonal projector onto (Vµ ⊗ Vλ) for all (µ⊗ λ) ∈ Irr(Sn,m).
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For any integer k ≥ 0, one may think of the following as a “low-frequency” subspace of
C[Sn,m] parameterized by k:
Uk :=
⊕
(µ⊗λ)∈Irr(Sn,m)
m−λ1≤k
Vµ ⊗ Vλ ∼=
⊕
λ⊢m
m−λ1≤k
Kλ,(m−n,1n)Vλ.
Equivalently, we have
Uk ∼= {ζ ∈ C[Sn,m] : λ(ζ) = 0 for all λ ⊢ m such that m− λ1 > k}
where we have identified C[Sn,m] with the space of functions ζ ∈ C[Sm] that are constant
on the cosets Sm/Sm−n. Let α = {(x1, α(x1)), (x2, α(x2)), · · · , (xk, α(xk))}, be an injective
function from [n] to [m], which we represent as a set of k ordered pairs, and define
Sα := {f ∈ Sn,m : f(xj) = α(xj) for all 1 ≤ j ≤ k}.
Theorem 3.8 shows that the characteristic functions of Sα have “low Fourier-complexity”,
namely, they are supported on the “low” Fourier levels of C[Sn,m] (i.e., Irr(Sn,m)), which are
in reverse-lexicographic order on the partitions λ′ ⊢ m corresponding to their Sm-irrep. One
can compare these functions to the so-called k-juntas in area of Boolean functions, as their
output is determined by examining no more than k “coordinates” of its input [O’D14]. Such
junta generalizations have been fundamental to some recent developments in extremal com-
binatorics (see [EFP11, EFF17] for example). The proof of Theorem 3.8 resembles [EFP11,
Theorem 7], which we defer to Appendix D.
Theorem 3.8. Let 1α ∈ C[Sn,m] be the characteristic function of the family Sα. Then
1α ∈ Uk.
An immediate corollary of this theorem is the following.
Corollary 3.9. Let 1α ∈ C[Sn,m] be the characteristic function of the family Sα. Then
Eµ⊗λ1α = 0 for all λ with more than k cells below the first row.
4. The Partial Permutation Association Scheme
The theory of association schemes will be a convenient language for describing the alge-
braic and combinatorial components of our work. We refer the reader to Bannai and Ito’s
reference [BI84] for a more thorough treatment.
Definition 4.1 (Association Schemes). A symmetric association scheme is a collection of
d+1 binary |X|×|X| matrices A = {A0, A1, · · · , Ad} over a set X that satisfy the following
axioms:
(1) Ai is symmetric for all 0 ≤ i ≤ d,
(2) A0 = I where I is the identity matrix,
(3)
∑d
i=0Ai = J where J is the all-ones matrix, and
(4) AiAj = AjAi ∈ Span{A0, A1, · · · , Ad} =: A for all 0 ≤ i, j ≤ d.
The matrices A1, A2, · · · , Ad are called the associates, and the algebra A is called the Bose–
Mesner algebra of the association scheme.
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Since the all-ones matrix commutes with every associate, the matrices of an association
scheme have constant row sum and constant column sum. Also, since the matrices of a
symmetric association scheme are symmetric and commute with each other, they are simul-
taneously diagonalizable (equivalently, they share a system of orthonormal eigenvectors),
which implies that A admits a unique basis of primitive idempotents E0, E1, · · · , Ed, i.e.,
E2i = Ei for all 0 ≤ i ≤ d and
∑d
i=0Ei = I.
Since the permutation representation of Sn × Sm acting on Sn,m is multiplicity-free (see
Theorem 3.5), the orbits A0, A1, · · · , Ad (so-called orbitals) of the action of Sn × Sm on
ordered pairs Sn,m×Sn,m forms a symmetric association scheme (see [BI84] for a proof). We
abuse the notation, and also use Ai to denote the binary matrix with entries 1 corresponding
to exactly those pairs that are in the orbit Ai. Let An,m := {I,A1, · · · , Ad} denote the n-
partial permutation association scheme of [m].
Although it is well-known that permutation representation of Sn × Sm acting on Sn,m is
multiplicity-free (see [AMRR11, CSST08, Gre89] for example), the parameters of its corre-
sponding association scheme An,m have not been worked out (to the best of our knowledge).
We now give a more in-depth treatment of the partial permutation association scheme.
4.1. The Associates. The following is a more combinatorial definition of the associates
of An,m that gives a combinatorial bijection between the associates of An,m and Irr(Sn,m),
which are the eigenspaces of the association scheme. The bijection is readily observed by
thinking of each element of Sn,m graphically as a maximum matching of the complete
bipartite graph Kn,m (see Figure 3).
Let fid = (1, 2, · · · , n) denote the identity n-partial permutation, which we can view as
the maximum matching of Kn,m that pairs 1 with 1, 2 with 2, and so on (e.g., the red
matching in Figure 3). For any two maximum matchings f, f ′ of Kn,m, let G(f, f ′) be the
multigraph whose edge multiset is the multiset union f ∪ f ′. Clearly G(f, f ′) = G(f ′, f)
and this graph is composed of disjoint even cycles and disjoint even paths. Let c denote
the number of disjoint cycles and let 2λi denote the length of an even cycle. Let p de-
note the number of disjoint paths and let 2ρi denote the length of an even path. If we
order the cycles and paths respectively from longest to shortest and divide each of their
lengths by two, assuming m ≥ 2n, we see that the graphs G(f, f ′) are in bijection (up
to graph isomorphism) with pairs (λ|ρ) of integer partitions λ = (λ1, λ2, · · · , λc), ρ =
(ρ1, ρ2, · · · , ρp) such that (λ1, · · · , λc, ρ1, · · · , ρp) ⊢ n. Let d(f, f ′) := (λ|ρ) denote this
bijection, which we refer to as the cycle-path type of f ′ with respect to f . Note that
d(σ(f), σ(f ′)) = d(f, f ′) for all n-partial permutations f, f ′ and all σ ∈ Sn × Sm. If one of
the arguments is the identity matching, then we say d(f) := d(fid, f) is the cycle-path type
of f . Illustrations of the graphs G(∅|n) and G(n−1|1), and G(∅|1n) are provided in Figure 3
where n = 3 and m = 6.
Let Cn := {(λ|ρ) : |λ|+ |ρ| = n} where λ and ρ are partitions. When m ≥ 2n, Cn is the set
of all cycle-path types. Note that (∅|1n) is not a cycle-path type when m < 2n, and for
m = n, all cycle-path types are of form (λ|∅), where λ ⊢ n. We can decompose Cn as a
disjoint union Cn =
⋃n
k=0 Cn,k, where Cn,k consists of all (λ|ρ) ∈ Cn such that l(ρ) = n− k.
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1 1
2 2
3 3
4
5
6
1 1
2 2
3 3
4
5
6
1 1
2 2
3 3
4
5
6
Figure 3. (2, 3, 6) on the left has type (∅|3), (2, 1, 5) has type (2|1), and
(4, 5, 6) has type (∅|13).
Recall that any irrep in Irr(Sn,m) is of the form λ ⊗ λ′ where λ′/λ is a horizontal strip
of size m− n. To see that cycle-path types (τ |ρ) have a natural correspondence with these
irreducibles, consider a Young diagram of λ′ such that the cells of λ′/λ are marked. Every
columns of λ in λ′ with a marked cell below it corresponds to a part in ρ whereas an
unmarked column correspond to a part in τ . For instance, taking λ = (2, 1) and m = 7, we
have
× ×
×
×︸ ︷︷ ︸
(∅|2,1)
× × ×
×︸ ︷︷ ︸
(1|2)
× × ×
×︸ ︷︷ ︸
(2|1)
× × × ×
︸ ︷︷ ︸
(2,1|∅)
.
Note that marked singleton columns correspond to paths of length zero (i.e., isolated nodes).
For each cycle-path type (τ |ρ), the (τ |ρ)-associate of An,m is the following mn×mn binary
matrix:
(A(τ |ρ))i,j =
{
1, if d(i, j) = (τ |ρ)
0, otherwise
where i, j ∈ Sm,n.
4.2. The Valencies and Multiplicities. For each 0 ≤ i ≤ d, let di := trEi denote the
multiplicity of the ith eigenspace of an association scheme, that is, the dimension of its ith
eigenspace. For each 0 ≤ i ≤ d, define the valency vi to be the row sum of an arbitrary row
of Ai (equivalently, the largest eigenvalue of Ai). We now give formulas for the valencies
v
(m)
(λ|ρ) and multiplicities d(λ|ρ) of An,m.1
For each (λ|ρ), define the (λ|ρ)-sphere to be the following set:
Ω(λ|ρ) := {f ∈ Sn,m : d(f) = (λ|ρ)}.
The spheres partition Sn,m and it useful to think of them as conjugacy classes. Indeed, when
n = m, these spheres are the conjugacy classes of Sm. Note that v
(m)
(λ|ρ) = |Ω(λ|ρ)|, and basic
combinatorial reasoning reveals the following.
1The “m” in the superscript (m) of the valency simply indicates the size of the domain of any f ∈ Sn,m.
It is a notational convenience that will make some of our proofs easier to follow later in the paper.
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Proposition 4.2. For any cycle-path type (λ|ρ), the size of the (λ|ρ)-sphere is
v
(m)
(λ|ρ) = |Ω(λ|ρ)| =
n!∏n
i=1 i
ℓiℓi!ri!
(m− n)l(ρ)
where λ = (1ℓ1 , · · · , nℓn), ρ = (1r1 , · · · , nrn), and l(ρ) = r1 + · · ·+ rn.
We omit the superscript (m) of the valency when m is clear from the context.
The multiplicities d(τ |ρ) are easy to deduce due to the fact that each eigenspace of the
scheme is isomorphic to an irrep µ⊗ λ of Sn × Sm, and that dimµ⊗ λ = dimµ · dimλ. As
we have seen, these dimensions are counted by the hook rule. In particular, for a cycle-path
type (τ |ρ), let τ ∪ ρ be the union of the set of parts of the two partitions. Then we have
d(τ |ρ) = dλ⊗λ′ such that λ = (τ ∪ ρ)⊤ ⊢ n, λ′ = (τ ∪ (m − n, ρ⊤)⊤)⊤, and ‘⊤’ denotes the
transpose partition.
4.3. The Johnson Ordering of An,m. The Johnson scheme J (m,n) is a symmetric
association scheme defined over the n-subsets of [m]. The ith associate Ai ∈ J (m,n) of the
Johnson scheme is defined such that (Ai)X,Y = 1 if n− |X ∩ Y | = i, and is 0 otherwise for
any two n-subsets X,Y . It is well-known that the ith eigenspace of J (m,n) is isomorphic
to the Sm-irrep associated to the partition (m − i, i) ⊢ m. For proofs of these facts and
more, see [GM15]. Henceforth, let Ei be the primitive idempotent of the Johnson scheme
that projects onto V(m−i,i).
There exists a natural ordering of the Sn,m that we call the Johnson ordering that shows
the Johnson scheme is a “quotient” of An,m. First, we order Sn,m first by the corresponding
n-subsets (the particular order does not matter). Next, we lexicographically order all n!
n-partial permutations that correspond to the same n-subset (i.e., share the same image).
For example, for n = 3, we could have:
(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1),
(1, 2, 4), (1, 4, 2), (2, 1, 4), (2, 4, 1), (4, 1, 2), (4, 2, 1),
(1, 3, 4), (1, 4, 3), · · ·
Both Sn and Sm act on the indices and entries of an n-partial permutation respectively, and
so each of their actions correspond to some collection ofmn×mn permutation matrices (i.e.,
their corresponding permutation representations). The action of Sm on Sm,n is transitive,
but Sn’s action has
(
m
n
)
orbits, one for each n-subset. Note that on all n! permutations
of Sn corresponding to any given n-subset, the action of Sn corresponds to the regular
representation of Sn.
Given λ ⊢ n and λ′ ⊢ m, let Eλ and Eλ′ be the orthogonal projectors on the λ-isotypic
and λ′-isotypic subspaces, respectively. Since the actions of Sn and Sm on Sn,m commute,
Eλ and Eλ′ also commute, and we have Eλ⊗λ′ = EλEλ′ . From the specific way we ordered
Sn,m in the previous paragraph, for any λ ⊢ n we have
Eλ = I(mn)
⊗ Fλ = Fλ ⊕ Fλ ⊕ · · · ⊕ Fλ︸ ︷︷ ︸
(mn) times
,
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where Fλ is the n! × n! orthogonal projector on the λ-isotypic subspace of the regular
representation of Sn. Hence, we can write Eλ⊗λ′ as a product of two block matrices:
Eλ⊗λ′ =

 B
λ′
1,1 B
λ′
1,2 · · ·
Bλ
′
2,1 B
λ′
2,2
...
. . .



 Fλ 0 · · ·0 Fλ
...
. . .

 =

 B
λ′
1,1Fλ B
λ′
1,2Fλ · · ·
Bλ
′
2,1Fλ B
λ′
2,2Fλ
...
. . .

 ,
where the first matrix is Eλ′ , in which each block B
λ′
i,j is some n!× n! matrix.
Note that F(n) = J/n!, where J is the n!× n! all-ones matrix. Thus, from the expression
above, we have
E(n)⊗(m−1,1) = J/n!⊗ E1 =

 b1,1J b1,2J · · ·b2,1J b2,2J
...
. . .

 ,
where bi,j are scalars, 1/m
n times the dual eigenvalues described above. Thus we have
E(n)⊗(m−1,1) ◦Eλ⊗λ′ =

 b1,1B
λ′
1,1Fλ b1,2B
λ′
1,2Fλ · · ·
b2,1B
λ′
2,1Fλ b2,2B
λ′
2,2Fλ
...
. . .

 ,(4.1)
which is orthogonal to Eµ (and thus Eµ⊗µ′) for all µ ⊢ n such that µ 6= λ.
4.4. The Dual Eigenvalues of An,m. A classic result in the theory of association schemes
is that the primitive idempotents can be written as a linear combination of associates
weighted by the dual eigenvalues of the scheme (see [God10, Ch. 2.1]). In our case, we have
Eλ⊗λ′ =
1
mn
∑
(µ|ρ)∈Cn
qλ⊗λ′(µ|ρ)A(µ|ρ),
and these coefficients qλ⊗λ′(µ|ρ) are the dual eigenvalues of Am,n.
The dual eigenvalues corresponding to minimal and maximal irreps play a central role
in the proof of our main result. Let us consider matrices in the Bose–Mesner algebra An,m
of the partial permutation association scheme. By symmetry, every such matrix can be
specified by a row or column corresponding to a single n-partial permutation of [m].
Note that
(Eλ⊗λ′)f,h =
qλ⊗λ′(d(f, h))
mn
and that ∑
f∈Sn,m
qλ⊗λ′(d(f, h)) 1f = mn (Eλ⊗λ′)h ∈ λ⊗ λ′
for all λ⊗ λ′ and f, h ∈ Sn,m, where 1f ∈ C[Sn,m] denotes the binary unit vector with the
unique 1 in position f . The projector Eλ′ onto the λ
′-isotypic component can be written as
(Eλ′)f,h =
dλ′
m!
∑
σ∈Sm
χλ′(σ
−1)(Vσ)f,h.
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where Vσ : 1f 7→ 1σ∗f for all f, h ∈ Sn,m. The foregoing, and the fact that Eλ′Eλ⊗λ′ = Eλ⊗λ′
implies the following proposition.
Proposition 4.3. For any f, h ∈ Sn,m, λ ⊢ n, and λ′ ⊢ m, we have
qλ⊗λ′
(
d(f, h)
)
=
dλ′
m!
∑
σ∈Sm
χλ′(σ)qλ⊗λ′
(
d(σ−1 ∗ f, h)).
Lemma 4.4. Let qi(j) be a dual eigenvalue of the Johnson scheme J (m,n). Then we have
q1(j) =
(n
m
)(m−2
n−1
) (n− j − n2
m
)
.
Moreover, if m ≥ n2, then qi(j) ≥ 0 for all j 6= n.
Proof. Let pi(j) denote the j-th eigenvalue of the i-th associate of the Johnson scheme
J (m,n). It is well-known (see [GM15] for example) that
pi(j) =
n∑
r=i
(−1)(r−i+j)
(
r
i
)(
m− 2r
n− r
)(
m− r − j
r − j
)
.
Let P be the (n+1)× (n+1) matrix defined such that Pj,i = pi(j). As their name suggests,
the dual eigenvalues Qj,i := qi(j) are formally dual to the eigenvalues of the association
scheme, that is, Q =
(m
n
)
P−1. Inverting P reveals that
Qj,1 = q1(j) =
(m
n
)(
m−2
n−1
) (n− j − n2
m
)
,
which is non-negative for all m ≥ n2 and j 6= n, which completes the proof. 
Lemma 4.5. For all µ ∈ Cn,k, we have
q(n)⊗(m−1,1)(µ) =
(km− n2)(m− 1)
n(m− n) .
Proof. Recall that the ith eigenspace of the Johnson scheme J (m,n) is isomorphic to the
Sm-irrep associated to the partition (m − i, i) ⊢ m, and that Ei denotes the primitive
idempotent of the Johnson scheme that projects onto its (m− i, i) eigenspace. Since
E(n)⊗(m−1,1) =
J
n!
⊗ E1,
Lemma 4.4 implies that
E1 =
1(n
m
) n∑
j=0
[ (
n
m
)(m−2
n−1
) (n− j − n2
m
)]
Aj
=
1(
m−2
n−1
) n∑
j=0
(
n− j − n
2
m
)
Aj .
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Since (Aj)X,Y = 1 only if |X ∩ Y | = n− j, we have the dual eigenvalue(
mnE(n)⊗(m−1,1)
)
f,h
= mn
|im f ∩ im h| − n2/m
n!
(m−2
n−1
) = (m− 1)(|im f ∩ im h|m− n2)
n(m− n) .
It follows that
q(n)⊗(m−1,1)(µ) =
(km− n2)(m− 1)
n(m− n)
for all µ ∈ Cn,k, which completes the proof. 
5. A sufficient condition on Krein parameters
Recall that ◦ denotes the Schur (entrywise) product of two matrices.
Definition 5.1 (Krein Parameters). Let A be an association scheme on v vertices with d
associates. For any 0 ≤ i, j ≤ d, there exist constants qi,j(k) such that
Ei ◦Ej = 1
v
d∑
k=0
qi,j(k)Ek,
which are called the Krein parameters of A. More explicitly, we have
qi,j(k) = v
tr [Ek(Ei ◦Ej)]
dk
.
For more details on the Krein parameters of an association scheme, see [BI84]. The Krein
parameters can alternatively be written as
(5.1) qi,j(k) =
1
vdk
d∑
ℓ=0
qi(ℓ)qj(ℓ)qk(ℓ)
vℓ
=
didj
v
d∑
ℓ=0
pi(ℓ)pj(ℓ)pk(ℓ)
v2ℓ
,
where pi(j) denotes the j-th eigenvalue of Ai and qi(j) denotes the jth dual eigenvalue of
Ei (see [God10, Chap. 2.4] for a proof).
To prove the lower bound on non-coherent Index Erasure, we use exactly the same
adversary matrix Γ as [AMRR11] used for the coherent case. For simplifying the equations,
without loss of generallity let us assume that n is a square. As in [AMRR11], we choose
Γ :=
√
n∑
k=0
(
1− k√
n
)∑
λ⊢k
E(n−k,λ)⊗(m−k,λ),
and thus
ΠΓ =
∑
λ : |λ|<√n
E(n−|λ|,λ)⊗(m−|λ|,λ).
For any primitive idempotent Eλ⊗λ′ , let
Tλ⊗λ′ :=
(
mn
trEλ⊗λ′
)
Eλ⊗λ′ =
(
mn
dλ⊗λ′
)
Eλ⊗λ′
be its corresponding state matrix. In [AMRR11] it is shown that the target matrix can be
written as
T⊙ =
n
m
T(n)⊗(m) +
(
1− n
m
)
T(n)⊗(m−1,1),
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and, for the coherent junk matrix T = J ,
η = tr
[
ΠΓ
(T ◦ T⊙)
mn
]
= tr
[
ΠΓ
T⊙
mn
]
=
n
m
tr
[
T(n)⊗(m)
mn
]
=
n
m
.
The most technically involved part of the proof of the lower bound by [AMRR11] is proving
that ‖∆i ◦Γ‖ = O(1/
√
n). Since we are using the same adversary matrix Γ, we already have
the above bound on ‖∆i ◦ Γ‖. Our goal is to show that tr [ΠΓ(T ◦ T⊙)/mn] is small for all
state matrices T .
Let T be the set of all junk matrices, and by dividing the elements of T by mn we obtain
the set of all density matrices (positive-semidefinite Hermitian matrices with trace 1) of the
Bose–Mesner algebra An,m. Note that (T ◦ T ′)/(m)n is a density matrix for all T, T ′ ∈ T .
For any T ∈ T , we have
tr
[
ΠΓ
(
T ◦ T(n)⊗(m)
)
mn
]
= tr
[
ΠΓ
T
mn
]
≤ 1,
therefore
tr
[
ΠΓ
(T ◦ T⊙)
mn
]
≤ n
m
+
(
1 +
n
m
)
tr
[
ΠΓ
(
T ◦ T(n)⊗(m−1,1)
)
mn
]
.
Our goal is to bound the latter term:
(
1 +
n
m
)
tr
[
ΠΓ
(
T ◦ T(n)⊗(m−1,1)
)
mn
]
.(5.2)
First note that
T =
{∑
χ
cλTχ :
∑
χ
cχ = 1 and cχ ≥ 0
}
,
where the sums range over χ ∈ Irr(Sn,m). Hence,
max
T∈T
tr
[
ΠΓ
(
T ◦ T(n)⊗(m−1,1)
)
mn
]
= max
{cχ≥0}χ∑
χ cχ=1
cχ tr
[
ΠΓ
(
Tχ ◦ T(n)⊗(m−1,1)
)
mn
]
= max
χ
tr
[
ΠΓ
(
Tχ ◦ T(n)⊗(m−1,1)
)
mn
]
.
The following proposition simplifies (5.2).
Proposition 5.2. For any λ = (n− |ν|, ν) and λ¯ = (m− |ν|, ν), we have
tr
[
ΠΓ
(
Tλ⊗λ′ ◦ T(n)⊗(m−1,1)
)
mn
]
= tr
[
Eλ⊗λ¯
(
Tλ⊗λ′ ◦ T(n)⊗(m−1,1)
)
mn
]
.
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Proof. By Equation (4.1), if |ν| < √n, then we have
ΠΓ
(
Tλ⊗λ′ ◦ T(n)⊗(m−1,1)
)
mn
=
∑
µ : |µ|<√n
E(n−|µ|,µ)⊗(m−|µ|,µ)
(
Tλ⊗λ′ ◦ T(n)⊗(m−1,1)
)
mn
= E(n−|ν|,ν)⊗(m−|ν|,ν)
(
Tλ⊗λ′ ◦ T(n)⊗(m−1,1)
)
mn
= Eλ⊗λ¯
(
Tλ⊗λ′ ◦ T(n)⊗(m−1,1)
)
mn
;
otherwise, the left-hand and right-hand side are both 0, which completes the proof. 
The proposition above now allows us to bound (5.2) for all λ ⊢ n having no more than √n
cells under its first row.
Corollary 5.3. Suppose λ ⊢ n has no more than √n cells below the first row. Then
tr
[
Eλ⊗λ
(
T(n)⊗(m−1,1) ◦ Tλ⊗λ′
)
mn
]
∈ O(√n/m)
for all λ′ 6= λ¯.
Proof. Let sum[·] denote the sum of the entries of the matrix. We have
tr
[
Eλ⊗λ
(
T(n)⊗(m−1,1) ◦ Tλ⊗λ′
)
mn
]
=
1
dλ⊗λ′
sum
[
Eλ⊗λ ◦ T(n)⊗(m−1,1) ◦ Eλ⊗λ′
]
=
dλ⊗λ
dλ⊗λ′
tr
[
Eλ⊗λ′
(
T(n)⊗(m−1,1) ◦ Tλ⊗λ
)
mn
]
Since
(
T(n)⊗(m−1,1) ◦ Tλ⊗λ
)
/mn is a density matrix, the trace on the right-hand side is at
most 1. We now have
≤ dλ
dλ′
∈ O(√n/m),
where the asymptotic bound follows from Corollary 3.4, completing the proof. 
We therefore have
η = O
(
n
m
+ tr
[
Eλ⊗λ¯
(
Tλ⊗λ¯ ◦ T(n)⊗(m−1,1)
)
mn
])
,
and it remains to bound the value
tr
[
Eλ⊗λ¯
(
Tλ⊗λ¯ ◦ T(n)⊗(m−1,1)
)
mn
]
=
mn
(m− 1)dλ⊗λ¯
sum
[
E(n)⊗(m−1,1) ◦ Eλ⊗λ¯ ◦Eλ⊗λ¯
]
=
∑
µ∈Cn v
(m)
µ · q(n)⊗(m−1,1)(µ) · q2λ⊗λ¯(µ)
mn(m− 1)dλ⊗λ¯
.(5.3)
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In the next section we show that, under the assumption that m ≥ n3
√
n, the value of (5.3),
and thus η, is in O(1/
√
n).
Note that, according to the expression (5.1) for Krein parameters, (5.3) is equal to
qλ⊗λ¯, λ⊗λ¯((n)⊗ (m− 1, 1))
dλ⊗λ¯
=
qλ⊗λ¯, (n)⊗(m−1,1)(λ⊗ λ¯)
m− 1 ,
and therefore the task of bounding (5.3) is the task of bounding Krein parameters
qλ⊗λ¯, λ⊗λ¯((n)⊗ (m− 1, 1)) and qλ⊗λ¯, (n)⊗(m−1,1)(λ⊗ λ¯).
6. Bounding relevant Krein parameters
Let (An,m)fid denote the space of the columns of matrices in the Bose–Mesner algebra
An,m corresponding to fid. For brevity, we call such columns characteristic columns. Note
that, due to symmetry, φ ∈ (An,m)fid is the characteristic column of exactly one matrix in
An,m, in effect defining one-to-one correspondence between (An,m)fid and An,m. Since the
characteristic column of any primitive idempotent Eλ⊗λ′ is an eigenvector of the (λ ⊗ λ′)-
eigenspace of An,m, we have dim[(An,m)fid ∩ (λ⊗ λ′)] ≥ 1. Since the characteristic columns
of An,m form an orthogonal basis for (An,m)fid , we have that dim(An,m)fid = |Cn|. These
facts imply the following proposition.
Proposition 6.1. For any λ⊗ λ′ ∈ Irr(Sn,m), we have dim[(An,m)fid ∩ (λ⊗ λ′)] = 1.
We let 1f ∈ C[Sn,m] denote the binary unit vector with the unique 1 in position f . For
µ ∈ Cn, let
1µ :=
∑
f : d(f)=µ
1f .
6.1. Assignments. We call an injective function α : D → [n] with D = dom(α) ⊆ [n] an
assignment. Let |α| := |dom(α)| = |im(α)|, which we call the weight of α. We say that
f ∈ Sn,m agrees with α if f(x) = α(x) for all x ∈ dom(α), and we write α  f ; in other
words, f ∈ Sα In particular, there are (m−|α|)n−|α| partial permutations in Sn,m that agree
with α. Recall that
1α =
∑
f : α f
1f .
For any assignment α and any permutation π ∈ Sn, define assignments α−1 and α ∗ π−1
with domains im(α) and π(dom(α)) respectively in the natural way. Note that the image of
both α and α∗π−1 is the same. Since the action of π ∈ Sn maps f ∈ Sn,m to f ∗π−1, we have
α h if and only if π(α) π(h). Hence, Vπ1α = 1π(α), where π 7→ Vπ is the representation
of Sn defined as Vπ : 1f 7→ 1f∗π−1 .
Consider X := {x1, · · · , xk} ⊆ [n] with xi < xi+1 for all i, and define αX : [k]→ [n] such
that i 7→ xi. Note that the set of all α−1 ∗ αX such that im(α) = X equals Sk,n, where we
think of Sk,n as the set of injective functions from [k] to [n]. We define the cycle-path type
of α to be
d(α) := d(α−1 ∗ αX , αX) ∈ Ck.
See Figure 4 for an illustration.
Corollary 3.9 immediately implies the following proposition.
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1 1 1
2 2 2
3 3
1 1
2 2
3
Figure 4. As an example, consider n = 3 and an assignment α : D → [n]
with D = {1, 2} defined as α(1) := 3 and α(2) := 2. The image of α is
X = {2, 3}, and thus αX maps 2 to 1 and 3 to 2. The left picture depicts α
with blue dashed lines and α−1X with red solid lines. The right picture depicts
the multigraph resulting from the union of edges corresponding to α−1 ∗αX
and αX , from which we can see that d(α) = (1|1).
Proposition 6.2. For any assignment α and λ′ ⊢ m such that m − λ′1 > |α|, we have
Eλ′1α = 0.
6.2. Dual eigenvalues of minimal irreps. Suppose θ ⊢ k, and let us analyze the idem-
potent corresponding to the irrep (n − k, θ) ⊗ (m − k, θ). For a cycle-path type ν ∈ Ck,
define
φν :=
∑
α : d(α)=ν
1α.
Note that φν ∈ (An,m)fid. Consider the irrep
ξθ := θ ⊗ (n− k, θ) ∈ Irr(Sk × Sn).
We will be interested in its dual eigenvalues qξθ(ν) for the Ak,n scheme.
Lemma 6.3. The characteristic column of mnE(n−k,θ)⊗(m−k,θ) equals
(6.1) φξθ :=
d(m−k,θ)(
n
k
)
dθ
∑
ν∈Ck
qξθ(ν)φν ,
i.e., for any µ ∈ Cn and f ∈ Sn,m with d(f) = µ, we have q(n−k,θ)⊗(m−k,θ)(µ) = (φξθ )f .
Proof. First, note that φξθ ∈ (An,m)fid as φν ∈ (An,m)fid for all ν ∈ Ck. Recall that Propo-
sition 6.1 implies that the intersection of (An,m)fid and the ((n− k, θ)⊗ (m− k, θ))-isotypic
subspace is one-dimensional. Using this fact and the expression of the primitive idempotents
in the An,m basis, to prove the first statement of the lemma, it suffices to show that
(1) φξθ belongs to the (n− k, θ)-isotypic,
(2) φξθ belongs to the (m− k, θ)-isotypic, and
(3) that φξθ has the right scaling d(m−k,θ)/
(
n
k
)
dθ.
Let us first prove statement (3). Any assignment α with d(α) 6= (1k|∅) is incompatible
with fid, that is, α 6 fid. By linearity, it follows that (φν)fid = 0 for ν 6= (1k|∅). On the
other hand, there are
(
n
k
)
assignments α with d(α) = (1k|∅), and they all agree with fid.
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We deduce that (φ(1k |∅))fid =
(
n
m
)
, and
(φξθ )fid =
d(m−k,θ)
dθ
qξθ(1
k|∅) = d(n−k,θ) · d(m−k,θ)
= q(n−k,θ)⊗(m−k,θ)(1n|∅)
= mn
(
E(n−k,θ)⊗(m−k,θ)
)
fid,fid
,
where we have used the fact that qλ⊗λ′(1k|∅) is the dimension of (λ⊗ λ′) ∈ Irr(Sk,n). This
completes the proof of statement (3).
We now prove statement (1). Equation (6.1) can be written as
φξθ =
d(m−k,θ)(n
k
)
dθ
∑
X⊂[n]
|X|=k
φξθ,X ,
where we define
φξθ ,X :=
∑
ν∈Ck
qξθ(ν)
∑
α
d(α)=ν
im(α)=X
1α =
∑
α
im(α)=X
qξθ(d(α
−1 ∗ αX , αX))1α.
Hence,[
E(n−k,θ)
]
φξθ ,X =
∑
π∈Sn
∑
α
im(α)=X
d(n−k,θ)χ(n−k,θ)(π)
n!
qξθ(d(α
−1 ∗ αX , αX))1α∗π−1
=
∑
π∈Sn
∑
α˜∗π
im(α˜∗π)=X
d(n−k,θ)χ(n−k,θ)(π)
n!
qξθ(d((α˜ ∗ π)−1 ∗ αX , αX))1α˜∗π∗π−1
=
∑
α˜
im(α˜)=X
(∑
π∈Sn
d(n−k,θ)χ(n−k,θ)(π)
n!
qξθ(d(π
−1 ∗ α˜−1 ∗ αX , αX))
)
1α˜
=
∑
α˜
im(α˜)=X
qξθ(d(α˜
−1 ∗ αX , αX)1α˜
= φξθ,X ,
where the second to last equality follows from Proposition 4.3. By linearity, we deduce that
E(n−k,θ)φξθ = φξθ , and thus φξθ belongs to the (n− k, θ)-isotypic subspace, completing the
proof of statement (1).
Finally, we prove statement (2). Consider the irreps λ⊗ λ′ ∈ Irr(Sn,m) in the (n− k, θ)-
isotypic, which are of the form (n − k, θ)⊗ λ′. If λ′ 6= (m − k, θ), then λ′ has more than k
cells below its first row. But then Proposition 6.2 implies that φξθ is orthogonal to all such
(n− k, θ)⊗ λ′ irreps, which finishes the proof of the first part of the lemma.
The second part of the lemma is a restatement of the first that is seen by expressing the
primitive idempotents in the An,m basis, which completes the proof of the lemma. 
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Recall that, for every 1 ≤ k ≤ √n and every θ ⊢ k, to upper bound∑
µ∈Cn v
(m)
µ · q(n)⊗(m−1,1)(µ) · q2(n−k,θ)⊗(m−k,θ)(µ)
mn (m− 1) d(n−k,θ)d(m−k,θ)
(6.2)
=
∑n
ℓ=k
(
(ℓm− n2)∑µ∈Cn,ℓ v(m)µ · q2(n−k,θ)⊗(m−k,θ)(µ))
mn n(m− n) d(n−k,θ)d(m−k,θ)
(6.3)
where the second equality follows from Lemma 4.5. We break the latter sum into two parts,
ℓ = k and ℓ > k, then bound these parts individually.
6.3. Case ℓ = k. Given a partition ρ = (1r1 , 2r2 , · · · , nrn), define
ρ˘ := (1r2 , 2r3 , · · · , (n− 1)rn) ⊢ |ρ| − l(ρ).
In terms of Young diagrams, the shape ρ˘ is obtained from ρ by removing the first column.
Similarly, for µ = (λ|ρ) ∈ Cn, define µ˘ := (λ|ρ˘). In particular, for µ ∈ Cn,k, we have µ˘ ∈ Ck.
Also note that, as long as k ≤ n/2, the operation ρ 7→ ρ˘ defines a one-to-one correspondence
between Cn,k and Ck.
Consider f ∈ Ωµ such that µ ∈ Cn,k. There exists exactly one assignment α of weight
k such that α f . Moreover, this assignment satisfies d(α) = µ˘. Hence (φµ˘)f = 1 and
(φν)f = 0 for ν ∈ Ck \ {µ˘}. Lemma 6.3 then implies
(6.4) q(n−k,θ)⊗(m−k,θ)(µ) =
d(m−k,θ)(n
k
)
dθ
qξθ(µ˘).
We also relate the valencies of µ and µ˘ as follows.
Proposition 6.4. For µ ∈ Cn,k, we have v(m)µ =
(n
k
)
(m− n)n−kv(n)µ˘ .
Proof. Let (λ|ρ) := µ and ρ = (1r1 , · · · , nrn), so that µ˘ = (λ|ρ˘) and ρ˘ = (2r1 , · · · , (n−1)rn).
We also have l(ρ) = n− k and l(ρ˘) = n− k − r1. Using Proposition 4.2, we get
v
(m)
(λ|ρ)
v
(n)
(λ|ρ˘)
=
n!(m− n)n−k/r1!
k!(n − k)n−k−r1 =
n!(m− n)n−k
k!(n− k)! =
(
n
k
)
(m− n)n−k.
Rearranging gives the desired result. 
Finally, we need
(6.5)
∑
ν∈Ck
v(n)ν q
2
ξθ
(ν) = nkdθd(n−k,θ),
which holds because, for the primitive idempotent Eξθ of Ak,n, we have
dξθ = Tr
[
Eξθ
]
= Tr
[
E2ξθ
]
= nk
∑
ν∈Ck
v(n)ν
(
qξθ(ν)
nk
)2
.
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Putting everything together, we get
(km− n2)∑µ∈Cn,k v(m)µ q2(n−k,θ)⊗(m−k,θ)(µ)
mnn(m− n)d(n−k,θ)d(m−k,θ)
=
(km− n2)∑ν∈Ck (nk)(m− n)n−kv(n)ν
(
d(m−k,θ)
(nk)dθ
qξθ(ν)
)2
mnn(m− n)d(n−k,θ)d(m−k,θ)
=
km− n2
n(m− n) ·
(m− n)n−k
mn
· d(m−k,θ)
∑
ν∈Ck v
(n)
ν q2ξθ(ν)(n
k
)
d(n−k,θ)(dθ)2
=
km− n2
n(m− n) ·
(m− n)n−k
mn
· k!d(m−k,θ)
dθ
≤ km− kn
n(m− n) ·
(m− n)n−k
mn
· k!m
k/H(θ)
k!/H(θ)
=
k
n
· (m− n)
n−k
(m− k)n−k
≤ k/n,
where the first equality is from (6.4) and Proposition 6.4, the third equality is from (6.5),
and for the first inequality we have used
d(m−k,θ) = m!/H((m − k, θ)) ≤ mk/H(θ).
6.4. Case ℓ > k. Now consider f ∈ Ωµ such that µ ∈ Cn,ℓ for ℓ > k. There are exactly
(ℓ
k
)
assignments α of weight k that agree with f . We therefore have
∣∣∣∣∣∣

∑
ν∈Ck
qξθ(ν)φν


f
∣∣∣∣∣∣ ≤ maxν∈Ck |qξθ(ν)| ·

∑
ν∈Ck
φν


f
= qξθ
(
(1k|∅))(ℓ
k
)
= dξθ
(
ℓ
k
)
,
and Lemma 6.3 implies
(6.6) |q(n−k,θ)⊗(m−k,θ)(µ)| = |(φξθ )f | ≤ d(m−k,θ)d(n−k,θ)ℓk/nk.
We can also see that
(6.7)
∑
µ∈Cn,ℓ
v(m)µ = ℓ!
(
n
ℓ
)2
(m− n)n−ℓ,
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as that is the number of elements of Sn,m whose image overlaps [n] in ℓ points. Putting
everything together, we have∑n
ℓ=k+1
(
(ℓm− n2)∑µ∈Cn,ℓ v(m)µ · q2(n−k,θ)⊗(m−k,θ)(µ))
mnn(m− n)d(n−k,θ)d(m−k,θ)
≤
∑n
ℓ=k+1(ℓm− n2)ℓ!
(n
ℓ
)2
(m− n)n−ℓ (d(m−k,θ)d(n−k,θ)ℓk/nk)2
mnn(m− n)d(n−k,θ)d(m−k,θ)
= d(m−k,θ)d(n−k,θ)
n∑
ℓ=k+1
(m− n)n−ℓ
mn
ℓm− n2
n(m− n)
(
n− k
ℓ− k
)2
ℓ!
≤ mknk
n∑
ℓ=k+1
mn−ℓ
mn
n2(ℓ−k)nℓ
≤ m
k
nk
∞∑
ℓ=k+1
(
n3
m− n
)ℓ
=
mk
nk
· n
3k+3
(m− n)k ·
1
m− n− n3
≤ 2n
2k+3
m
,
where the first inequality follows from (6.6) and (6.7), and the last from (1 − n/m)k ≥
1− kn/m. This completes the proof of the main result.
7. Concluding Remarks and Open Questions
In this paper we choose to use the hybrid adversary method [AMRR11] over the more gen-
eral adversary method for quantum state conversion [LMR+11] in part because the hybrid
adversary method facilitates proving lower bounds for group-invariant problems. It would
be useful to show that, for group-invariant problems, all the matrices used in [LMR+11,
Theorem 4.9 and Lemma A.1], aside from difference matrices ∆x, without loss of generality
can be considered to be group-invariant, generalizing the automorphism principle [HLSˇ07]
for such problems.
While we have proven a tight Ω(
√
n) lower bound on the bounded-error quantum query
complexity of Index Erasure, the requirement m ≥ n3
√
n on the range of injective func-
tions seems unreasonably strict. We suspect that the same lower bound holds whenever
m ≥ c · n for any constant c > 11−ǫ , and we leave proving such a lower bound as an open
problem.
When n = m, the n-partial permutation association scheme is simply the conjugacy-
class association scheme of Sn (see [GM15]), whose eigenvalues are a normalization of the
irreducible characters of Sn. While there is no known closed-formula for computing these
normalized characters, they do admit elegant determinantal and combinatorial expressions
(i.e., the Jacobi-Trudi and Murnaghan-Nakayama identities). Strahov [Str07] gave a gen-
eralization of the Murnaghan-Nakayama rule for n = m − 1, which gives a combinatorial
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expression for the eigenvalues of Sm−1,m association scheme, but for arbitrary n < m − 1,
there is no known Murnaghan-Nakayama-type rule for expressing the eigenvalues of the
Sn,m association scheme. Such an expression would give a deeper understanding of the dual
eigenvalues of this scheme, and may allow one to extend our lower bound to smaller m.
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Appendix A. Connection to the graph isomorphism
Suppose we are given two rigid graphs G0 and G1 on k vertices (e.g., as k× k adjacency
matrices), and we are asked to decide whether there exists a permutation of vertices π ∈ Sk
such that π(G0) = G1. Let Sk(G) := {π(G) : π ∈ Sk} and
|Sk(G)〉 := 1√
k!
∑
π∈Sk
|π(G)〉.
For a rigid graph G, the function π 7→ π(G) is injective and |Sk(G)〉 is the uniform superpo-
sition over the image of this function. Note that Sk(G0) = Sk(G1) and 〈Sk(G0)|Sk(G1)〉 = 1
if G0 ∼= G1 and Sk(G0) ∩ Sk(G1) = ∅ and 〈Sk(G0)|Sk(G1)〉 = 0 if G0 6∼= G1.
Here we present two algorithms for Graph Isomorphism based on ability to generate
the state |Sk(G)〉|tG〉, where |tG〉 is the final state of the ancillary memory. Both algorithms
always return 0 when the graphs are isomorphic and return 1 with probability 1/2 when
the graphs are non-isomorphic.
A.1. Coherent test. Suppose we prepare a quantum state
1√
2
∑
b∈{0,1}
|b〉|Sk(Gb)〉|tGb〉,
where the first register specifies whether we create the superposition over permutations of
G0 or G1 in the second register. Then we apply the Hadamard gate on the first register and
measure. This procedure returns 0 with probability
1
2
+
1
2
ℜ[〈Sk(G0)|Sk(G1)〉 〈tG0 |tG1〉].
If G0 6∼= G1, then |Sk(G0)〉 and |Sk(G1)〉 are orthogonal states, and the measurement
returns 1 with probability 1/2. On the other hand, if G0 ∼= G1, then the probability of
outputting 0 completely depends on ℜ[〈tG0 |tG1〉], on which we do not place any restrictions
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in the non-coherent case. However, in the coherent case, ℜ[〈tG0 |tG1〉] = 1 and 0 would be
always output whenever G0 ∼= G1.
A.2. Non-coherent test. Now suppose we first prepare a quantum state
1√
2
(
|0〉+ |1〉
)
|Sk(G0)〉|Sk(G1)〉|tG0〉|tG1〉,
and then use the content of the first register to decide whether to swap the next two registers,
obtaining
1√
2
(
|0〉|Sk(G0)〉|Sk(G1)〉+ |1〉|Sk(G1)〉|Sk(G0)〉
)
|tG0〉|tG1〉.
Then we apply the Hadamard gate on the first register and measure. This procedure returns
0 with probability
1
2
+
1
2
∥∥〈Sk(G0)|Sk(G1)〉‖2.
Note that the ancillary memory states |tG0〉 play no role in this test.
We note that our Ω(
√
n) lower bound for non-coherent Index Erasure does not apply
here because of the condition m = Ω(n
√
n). In this context, n is the number of vertex per-
mutations, k!, and m is the number of rigid graphs, which is of order 2(
k
2) [GR01, Corollary
2.3.3]. Nonetheless, the Ω(n1/3) lower bound (via Set Equality) still applies, which tells
us that bothGraph Isomorphism tests based on Index Erasure are inefficient. However,
this dose not rule out an efficient preparation of |Sk(G)〉 by exploiting some inner workings
of the oracle OG (that is, by not treating it as a black-box).
Appendix B. Dual Eigenvalues of Maximal Irreps
In Lemma 6.3 we essentially expressed dual eigenvalues for irreps of form (n − k, θ) ⊗
(m−k, θ) via dual eigenvalues for irreps of form λ⊗ (m−n, λ), where θ ⊢ k and λ ⊢ n. Here
we address obtaining the dual eigenvalues for irreps of form λ ⊗ (m − n, λ), in particular,
obtaining the column vector (mnEλ⊗(m−n,λ))fid , whose entries are the dual eigenvalues.
Of course, since we have Eλ⊗(m−n,λ) = E(m−n,λ), we have
(mnEλ⊗(m−n,λ))fid = m
nE(m−n,λ)1fid ,
where
E(m−n,λ) =
d(m−n,λ)
m!
∑
π∈Sm
χ(m−n,λ)(π)Vπ
and Vπ : 1f 7→ 1π∗f . Below, however, we present an expression for (mnEλ⊗(m−n,λ))fid that
might be more usefull when n≪ m, especially when n is constant.
Suppose m ≥ 2n and consider a 2n-tuple
a := (a
(0)
1 , a
(0)
2 , · · · , a(0)n , a(1)1 , a(1)2 , · · · , a(1)n ) ∈ [m]2n
of distinct elements. Consider the idempotent
Ea :=
I − V
(a
(0)
1 ,a
(1)
1 )
2
·
I − V
(a
(0)
2 ,a
(1)
2 )
2
· · · · ·
I − V
(a
(0)
n ,a
(1)
n )
2
.
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The image of Ea is orthogonal to all λ
′-isotypic subspaces for all λ′ ⊢ m with λ′1 > m −
n [BR18, Lemma 8]. For the An,m scheme, this means that the image of Ea is orthogonal
to all irreps λ⊗ λ′ such that λ′ 6= (m− n, λ). On the other hand, for the vector
φa :=
∑
b∈{0,1}n
(−1)|b|1
a
b ,
where ab : [n]→ [m] : x 7→ a(bx)x , we have Eaφa = φa.
Now consider a
(0)
x = x for all x ∈ [n] and (m − n)n choices of distinct a(1)1 , a(1)2 , · · · , a(1)n
from {n+1, n+2, · · · ,m}, with their corresponding vectors φa. By adding all these vectors
and then dividing the result by (m− n)n, we obtain
φmax :=
n∑
ℓ=0
(−1)ℓ
(m− n)ℓ 1(1n−ℓ |1ℓ) ∈ (An,m)fid,
where, for µ ∈ Cn, 1µ is the characteristic column of Aµ, namely, 1µ =
∑
f∈Ωµ 1f .
Now consider λ ⊢ n and the projector
Eλ =
dλ
n!
∑
π∈Sn
χλ(π)Vπ
on the λ-isotypic subspace. By the above discussion, we have
Eλφmax = Eλ⊗(m−n,λ)φmax,
which is proportional to the characteristic column of Eλ⊗(m−n,λ)1fid , and the coefficient of
proportionality is
1⊤fidEλφmax
1⊤fidEλ⊗(m−n,λ)1fid
=
(dλ/n!)dλ
dλdλ′/mn
=
dλm
n
dλ′n!
,
where we have used that 1⊤fidVπ1(1n−ℓ |1ℓ) = 0 whenever π is not the identity permutation ǫ
or ℓ 6= 0 (or both), 1(1n|∅) = 1fid , and χλ(ǫ) = dλ. Hence,
(mnEλ⊗(m−n,λ))fid =
dλ′n!
dλ
Eλφmax = dλ′
∑
π∈Sn
χλ(π)Vπφmax.
Appendix C. Partial Permutations and RSK Correspondence
A well-known fact is that Sm admits the following representation-theoretic count
|Sm| =
∑
λ⊢m
(dλ)
2(C.1)
where dλ is the number of standard Young tableau of shape λ ⊢ m (see [Sag01]). An elegant
combinatorial proof of this fact follows from Robinson-Schensted Correspondence, a well-
known combinatorial procedure that associates to each permutation σ ∈ Sm a unique pair
of standard Young tableaux of the same shape, and vice versa (see [Sag01]).
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Knuth generalized this correspondence to a wider class of combinatorial objects called
generalized permutations, which are 2×m arrays of integers(
i1 i2 · · · im
j1 j2 · · · jm
)
such that i1 ≤ · · · ≤ im and if ir = ir+1, then jr ≤ jr+1.
Robinson-Schensted-Knuth Correspondence (RSK) associates a pair of semistandard Young
tableau of the same shape to each generalized permutation, and vice versa (see [Sag01]). We
may encode each n-partial permutation (j1, j2, · · · , jn) ∈ Sn,m as a generalized permutation
as follows:
(j1, j2, · · · , jn)←→
(
1 2 · · · n n+ 1 · · · n+ 1
j1 j2 . . . jn jn+1 · · · jm
)
,
where jn+1, · · · , jm ∈ [m]\{j1, · · · , jn} are ordered from least to greatest. Applying RSK to
n-partial permutations associates to each (j1, j2, · · · , jn) ∈ Sn,m a standard Young tableau
P and a semistandard Young tableau Q of the same shape λ ⊢ m. The subtableau of cells
labeled n + 1 in Q form a horizontal strip on m − n cells. Ignoring this horizontal strip
results in a standard Young tableau of shape µ ⊢ n such that λ/µ is a horizontal strip, and
so we arrive at the following theorem.
Theorem C.1. RSK gives an explicit bijection between Sn,m and pairs (P,Q) where P is
a standard Young tableau of shape λ ⊢ m and Q is a standard Young tableau of shape µ ⊢ n
such that λ/µ is a horizontal strip.
As a corollary, we get a combinatorial proof of a natural generalization of Equation (C.1).
Corollary C.2. The number of n-partial permutations of [m] can be counted as follows:
|Sn,m| =
∑
µ,λ
dµdλ
where the sum runs over pairs µ ⊢ n, λ ⊢ m such that λ/µ is a horizontal strip.
Appendix D. Proofs
Theorem 3.3 (restated). Let θ ⊢ k and θ+ ⊢ (k + 1) be any shape obtained by adding an
inner corner to θ. For all m ≥ 2(k + 1), we have
d(m−k−1,θ+)
d(m−k,θ)
≥ m
k
·
(
1− 2k + 1
m
)
.
Proof. Recall that, by the hook rule, H(θ)dθ = |θ|!. First, [Ros14, Claim 6.3] states that
d(m−|θ+|,θ)
d(m−|θ|,θ)
≥ 1− 2k
m
.
We reprove this claim here for completeness. Note that when we add a cell to the end of the
top row of (m − |θ+|, θ) to obtain (m − |θ|, θ), this increases the hook-lengths of the cells
in the top row by 1, and the rest of the hook-lengths are unchanged. If we just consider
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the “overhang” and ignore everything else in the first row, then the product of the hook-
lengths with respect to (m− |θ|, θ) is (m− 2k)! whereas it is (m− 2k − 1)! with respect to
(m− |θ+|, θ). This gives us
d(m−|θ+|,θ)
d(m−|θ|,θ)
≥ m− 2k
m
= 1− 2k
m
,
which proves the claim.
Since (m− |θ+|, θ) is a partition of (m− 1), it corresponds to an (Sm−1)-irrep. When we
added one cell to (m − |θ+|, θ) to obtain (m − |θ+|, θ+), only one hook-length in the first
row increased, and before the increment it was at least m− 2k − 1. Thus, in the following
derivation, all the other hook-lengths of the first rows of (m − |θ+|, θ) and (m − |θ+|, θ+)
have cancelled out.
d(m−|θ+|,θ+)
d(m−|θ+|,θ)
≥ m!
(m− 1)! ·
m− 2k − 1
m− 2k ·
H(θ)
H(θ+)
= m
(
1− 1
m− 2k
)
k!dθ+
(k + 1)!dθ
≥ m
k + 1
(
1− 1
m− 2k
)
,
where in the middle equality we have used hook-length formula once more, and the last
inequality follows from the branching rule (namely, that dθ+ ≥ dθ). Combining these two
inequalities gives the result. 
Theorem 3.8 (restated). Let 1α ∈ C[Sn,m] be the characteristic function of the family Sα.
Then 1α ∈ Uk.
Proof. Let StabSm(Sα) be the stabilizer of Sα, which consists of all the permutations of
[m] \ im(α) and, thus, StabSm(Sα) ∼= Sm−k. Let λ ⊢ m be any irrep of Sm such that
m− λ1 > k and let λ(π) be a matrix that represents π ∈ Sm. Finally, let 1Stab(Sα) ∈ C[Sm]
be the characteristic function of StabSm(Sα), and recall from Section 3.1 that its Fourier
transform is
λ(1Stab(Sα)) =
∑
π∈Sm
1Stab(Sα)(π) λ(π) =
∑
π∈Sm−k
(
λ ↓SmSm−k
)
(π).
Since λ has more than k cells below its first row, by the branching rule, no irrep µ of λ ↓SmSm−k
is isomorphic to the trivial representation (m− k). This, and the fact that 〈χ(m−k), χµ〉 = 0
for any µ ⊢ m− k with µ 6= (m− k), implies that, for each irrep µ of the multiset of irreps
λ ↓SmSm−k , we have
∑
π∈Sm−k µ(π) = 0. This gives us
λ(1Stab(Sα)) =
⊕
µ∈λ↓Sm
Sm−k
∑
π∈Sm−k
µ(π) = 0,
which completes the proof. 
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