ABSTRACT Luhman-16 (WISE J1049-5319) was recently discovered to be a nearby (∼2 pc) brown dwarf binary that exhibits a high degree of photometric variability (Δm ∼ 0.1 mag). This is thought to be due to the evolution of "cloud" features on the photosphere, but Luhman-16 has been found to show unusually rapid changes, possibly resulting from fast-evolving "weather." This target is of particular interest because it consists of a co-evolutionary pair of brown dwarfs spanning the transition between L and T spectral types (L7.5 and T0.5), which are expected to be associated with changes in cloud surface coverage. Being comparatively bright (I ∼ 15.5 mag), the target is well suited for observation with the new Las Cumbres Observatory Global Telescope Network (LCOGT) of 1 m telescopes. We present long-time baseline photometric observations from two of LCOGTʼs southern hemisphere sites, which were used in tandem to monitor Luhman-16 for up to 13.25 hr at a time (more than twice the rotation period), for a total of 41.2 days in the SDSS-i′ and Pan-STARRS-Z filters. We use this data set to characterize the changing rotational modulation, which may be explained by the evolution of cloud features at varying latitudes on the surfaces of the two brown dwarfs.
INTRODUCTION
Luhman (2013) recently discovered the brown dwarf binary WISE J104915.57-531906.1 at a distance of 2.0 pc, making it the third closest system to the Sun. The object was found through multi-epoch photometry in the WISE database (Wright et al. 2010 ) and was also detected in the catalogs from 2MASS (Skrutskie et al. 2006) , DENIS (Epchtein et al. 1999) , DSS (Luhman 2013), IRAS, AKARI (Ishihara et al. 2010) , and GSC (Mamajek 2013) . The two components of the binary have a projected separation of 3.1 AU and spectral types of L7.5 and T0.5 (Burgasser et al. 2013; Kniazev et al. 2013) , with T eff = 1310 ± 30 and 1280 ± 75 K, respectively . This pair, with the short-hand name "Luhman-16," is one of a series of discoveries of very nearby brown dwarfs, following the publication of objects between 3 and 6 pc (McCaughrean et al. 2004; Artigau et al. 2006; Lucas et al. 2010; Scholz et al. 2011) .
This very short distance, combined with the fact that both components are close to the L/T transition regime in terms of their spectral type, makes Luhman-16 an intriguing test case for models of brown dwarf atmospheres. The cool atmospheres of brown dwarfs allow the condensation of metal-rich dust grains, which form clouds and provide an additional source of opacity (Tsuji et al. 1996) . Below effective temperatures of 2000 K, dust clouds significantly alter the temperature and pressure structure in the atmosphere and as a result, the colors and spectra of the objects (Witte et al. 2009 ).
While clouds in brown dwarfs may seem like a nuisance for those who aim to determine the fundamental parameters of these objects with great accuracy, for others they are an interesting environment for investigating physical mechanisms that may also affect the atmospheres of giant extrasolar planets (Helling et al. 2008b) . There is already evidence that the spectra of planetary-mass companions around nearby stars and brown dwarfs can only be explained with the help of sophisticated cloud models (Barman et al. 2011a (Barman et al. , 2011b Skemer et al. 2011; Oppenheimer et al. 2013) .
Over the past decade several independent groups have developed models of dust formation in brown dwarf atmospheres with varying simplifications, parameterizations, and assumptions (Ackerman & Marley 2001; Allard et al. 2003; Woitke & Helling 2003; Burrows et al. 2006, e.g.,) . For a more detailed discussion of these cloud models, we refer to Helling et al. (2008a) . Compared with the observations, several existing models agree reasonably well with the colors and spectra of L dwarfs, down to temperatures around 1600 K (Witte et al. 2011, e.g.,) . The next challenge is to interpret the phenomena observed at even cooler temperatures, in particular at the L/T transition.
At this boundary, the observations indicate that the cloud properties undergo a fundamental change. This is evident from two empirically established findings.
(1) The J − K near-infrared colors of brown dwarfs show a clear discontinuity around the L/T transition and turn sharply toward the blue. This is related to the so-called "J-band bump" (Tinney et al. 2003) , a brightening in the J-band toward cooler temperatures. Luhman-16 shows this behavior exactly, with the cooler component being brighter in the J-band by 0.3 mag and bluer in J − K by 0.6 mag (Burgasser et al. 2013) . While this behavior can partly be attributed to a global change of the cloud layer (for example, clouds sinking below the photosphere or a more efficient rain-out of the clouds), Burgasser et al. (2002) and others suggested that the sharpness of the transition requires a break-up of the cloud coverage.
(2) Several objects around the L/T transition show pronounced quasi-periodic variability (Artigau et al. 2009; Radigan et al. 2012 Radigan et al. , 2013 Girardin et al. 2013; Heinze et al. 2013 Heinze et al. , 2015 Buenzli et al. 2014) , whereas most L dwarfs are somewhat less variable (Bailer-Jones & Mundt 2001; Gelino et al. 2002; Koen 2013 , e.g.,). Observations to date have supported model where patchy or inhomogeneous cloud, carried in and out of view by the objectʼs rotation, is the cause of this variability (Burgasser et al. 2002; Marley et al. 2010) . Radigan et al. (2012) used linear combinations of onedimensional (1D) atmospheric models matched to the NIR spectrum and time series photometry of 2MASS J21392676 +0220226 (2M2139) and concluded that the atmosphere contained either a thick, cooler cloud overlaying a thinner cloud deck or regions of high condensate opacity interspersed with warmer (Δ T eff ∼ 175-425 K) regions of lower opacity. This was supported by a study of times series spectra of 2M2139 and SIMP0136 (2MASS J0136565+093347) by Apai et al. (2013) , who found a model with two spectral components with different cloud properties and effective temperatures were required to fit the observations. Both authors ruled out a model where holes in the cloud were cleared entirely, favoring instead a thin/thick cloud scenario (see Apai et al. 2013 , Figure 6 ). These variations are often interpreted as "weather" on brown dwarfs, although we note that this is an observational bias in the following sense: L dwarfs have so much dust that we might not see any variability, whereas in T dwarfs the dust may form so deep inside the atmosphere that the gas alone is optically thick enough to prevent observation of intrinsic cloud variability.
In summary, the L/T transition is expected to be associated with cloud patchiness, which can be probed by studying the photometric variability, and the proximity of the Luhman-16 binary, with co-evolutionary components spanning this transition make it an excellent target for observation.
Earlier photometric monitoring campaigns for Luhman-16 have indeed shown that the object is strongly variable. Gillon et al. (2013) and Biller et al. (2013) demonstrated that while both components are variable to some degree, the T0.5 dwarf displays the greatest amplitude. Buenzli et al. (2014) obtained a time series of spatially resolved NIR spectra on both binary components with the Hubble Space Telescope (HST)/WFC3 which supported a two-layer cloud model of warm (T eff = 1300 K), thinner cloud and a cooler (T eff = 1000-1100 K), thicker cloud, with out-of-equilibrium atmospheric chemistry. They were also able to compare models for Luhman-16A (which was consistent with a single cloud layer model) with Luhman-16B, finding different effective temperatures and sedimentation efficiencies across the L/T transition. Crossfield et al. (2014) graphically reinforced this model by mapping the surface of Luhman-16B by means of Doppler Imaging analysis. They obtaining a time series of Very Large Telescope (VLT)/CRIRES spectra over the course of ∼1 rotation cycle and observed bright and dark regions rotating in and out of view, which they interpreted as a snapshot of the clouds during that rotation cycle. Osten et al. (2015) looked for radio and X-ray emission from Luhman-16 without success from the Australia Telescope Compact Array and Chandra facilities, respectively. They inferred upper limits on the maximum size of any coherent radio emitting region to <0.2% of the brown dwarfʼs radius or <20% of the radius for incoherent radio emission.
While the light curves presented by Gillon et al. (2013) and Buenzli et al. (2014) clearly show a periodicity of close to 5 hr, presumably corresponding to the rotation period, they also show rapid evolution on timescales of days or less, possibly indicating fast-evolving weather patterns. To characterize the atmosphere of this benchmark object and its evolution, continuous monitoring over many consecutive rotational cycles is needed. In this paper, we present monitoring of Luhman-16 using the Las Cumbres Observatory Global Telescope Network (hereafter LCOGT). Our focus is to characterize the evolving light curve of this extraordinary object in two optical bands. These observations were coordinated with Burgasser et al. (2014) , and overlap their intensive, multi-instrument monitoring campaign. They obtained contemporaneous measurements on 2013 April 26 UTC consisting of a 45 minute time series of NIR spectra from IRTF/SpeX and photometry (spanning 7.5 hr) from ESO/TRAPPIST using a broadband I+z filter. Both data sets exhibit clear variability from the B-component of the binary. That study measured the colder spots of the atmosphere to cover ∼30%-50% of the surface, varying by 15%-30% over the rotation period. Burgasser et al. (2014) related the variation in spot coverage to the maximum fractional feature size predicted by the Rhines scaling relation (Rhines 1970) , which was derived from jet features in solar system giant planets. Assuming the same relation holds for the atmospheres of brown dwarfs, they inferred wind speeds on Luhman-16B between 1.6 and 3.4 Km −1 for "hot regions" of 1700 K < T hot < 1900 K. This implies advection timescales of τ adv ∼ (2-5) × 10 4 s ∼ 1-3 rotation cycles, consistent with the timescales of the variation seen in the light curve.
This work explores the evolution of the variability of this fascinating object over timescales much longer than the rotation period. We describe our observations and data reduction in Sections 2 and 3 and present an analysis of the variability over different timescales in Section 4. In Section 5 we discuss our findings in context of the causes of the variability.
OBSERVATIONS
LCOGT operates a network of 1 and 2 m telescopes distributed across the globe in both hemispheres (for a complete description, see Brown et al. 2013 ). The 1 m telescopes in the southern hemisphere are organized in clusters, and this program made use of the three telescopes at the CerroTololo Interamerican Observatory (CTIO, Chile), and the three at the South African Astronomical Observatory (SAAO, South Africa). Two telescopes have also been installed alongside LCOGTʼs 2 m telescope (Faulkes Telescope South, FTS) at the Siding Spring Observatory in Australia, but were not available at the time of these observations, while FTS was offline for an extended period due to mirror realuminizing. All of the telescopes are robotically operated, and at the time of the observations (during the networkʼs 2013 commissioning period), all of the 1 m telescopes hosted SBIG STX-16803 cameras with Kodak KAF-16803 front-illuminated 4096 × 4096 pix CCDs, used in bin 2 × 2 mode. The 1 m telescopes are designed to be as identical as possible to facilitate networked observations, and all feature the same complement of filters. These observations were made in both SDSS-i′ and Pan-STARRS-Z due to the very red nature of the target.
The availability of telescopes at multiple sites, and multiple identical telescopes at each site make the LCOGT network an extremely powerful tool for time domain astronomy. For the purposes of this project we exploited two distinct observing modes.
To capture the short-term (hours-days) evolution of the targetʼs light curve, we scheduled continuous, simultaneous imaging on two parallel telescopes at each site, one in each filter, for as long as the object was visible from that site. At SAAO we observed between 17:00-00:30 UTC and at CTIO between 23:00-06:15 UTC each night for multiple nights backto-back (2013 April 18-21, April 23-26 UTC), resulting in a light curve with continuous (imaging every ∼2 minute) segments of up to 13.25 hr.
In order to explore periodicities and variability on timescales of days-weeks, we also performed "monitoring" observations where a single telescope would take sets of exposures in alternating filters. These observation groups were then slotted into gaps in the telescope schedule between other programs wherever possible. Though at lower and irregular cadence, these observations have a much lower impact on other programs and can therefore continue for much longer. We gathered data in this mode between 2013 April 11-May 20 UTC.
DATA REDUCTION
Preprocessing (bias, dark, and flat-field correction) was performed by LCOGTʼs Standard Pipeline, which is based around ORAC-DR recipes (Cavanagh et al. 2008) . The 1.5 arcsec angular separation of the Luhman-16 component stars is close to the median full width at half maximum (FWHM) of the point-spread function (PSF) in most of these data sets, making it difficult to separate the independent variability of the stars. Since the seeing at LCOGTʼs Chilean site is often better than at other sites (∼1.1-1.2 arcsec), we attempted to derive photometry for two of the best data sets using the DanDIA (Bramich 2008) package to apply Difference Image Analysis techniques. The reference image selected is shown in Figure 1 , and difference images from some of the best seeing frames are also shown. Upon extracting the light curves of both component stars in Pan-STARRS-Z and SDSS-i′, it became clear that the variability observed in both was highly correlated.
This happens in DIA analysis when the PSFs of two variables overlap and the PSF fitting performed on the difference images only fits one star at a time, which is the case with DanDIA (see V52 and V53 in Arellano Ferro et al. 2012 ). In the case of Luhman-16, there is the added complication that the binary has a high proper motion and parallax (0.496 ± 0.037 arcsec, Luhman 2013), and will have moved ∼0.2 arcsec over the course of our observations. Hence, the PSF model to fit to the difference images requires a simultaneous PSF fit at two positions that also change over the course of the observations. For our data sets with poorer seeing, these problems are further exacerbated. We therefore chose to pursue aperture photometry to reduce these data, effectively taking the Luhman-16 binary as a single object. However, from visual inspection of the difference frames, we note that the highest degree of variability appears to come from the southeastern star during this period.
The data were then reduced with two independent aperture photometric pipelines to provide a consistency check, both employing implementations of DAOphot to derive aperture photometry (Stetson 1987) . Although LCOGTʼs cameras are designed to be as homogeneous as possible, the images from each telescope/camera combination were reduced separately to ensure the correct gain and read noise properties were applied for each camera. We selected an initial set of reference stars by manual inspection and derived differential light curves of Luhman-16 for each of the six cameras.
Differential photometry did a reasonable job of removing the signature of changing atmospheric extinction over the course of an individual data set. However, when the light curves in each filter were plotted together, magnitude offsets of the order of Δm ∼ 0.1 mag were evident between them.
A number of authors have discussed techniques for obtaining high-precision differential photometry, notably transiting planet search teams. The most common case is light curves from a single observatory (e.g., WASP, Kepler, TRAPPIST) that can span days to many months. Data from LCOGTʼs network differs from these cases due to two factors: (1) the field of view is small when compared with a survey such as WASP, and it cannot be safely assumed that a significant number of nonvariable stars with cataloged brightness and color data will be present in every field and (2) LCOGT can have multiple cameras at longitudinally distributed sites observing the same target through different airmasses. These data sets may or may not include data taken simultaneously.
We explored a number of avenues for combining data from different telescopes, including the SYSREM (Tamuz et al. 2005) and TFA (Kovács et al. 2005 ) algorithms, and the PDC-MAP technique used by the Kepler team (Smith et al. 2012) . The essential approach is to recognize that the raw (non-differential) light curves of all stars within the field of view are dominated by trends due to a number of atmospheric and instrumental effects, giving even constant stars the same apparent variability. Each algorithm aims to select a set of stars that are not intrinsically variable to the precision of the data and use these stars to empirically determine the time-dependent trends in the data. Once identified, these trends can then be removed from all light curves in the data set, but care must be taken to avoid mistaking genuine variability for an instrumental artifact.
Our approach was not to distinguish the instrumental effects due to different nights on the same camera from those due to observations taken with different cameras. Instead we simply attempt to identify common systematic trends. Therefore, for each star, we concatenated all data sets in a given filter to produce a set of combined raw light curves.
The mean magnitude and rms scatter was first computed for all combined raw light curves, weighted by the inverse variance of each data pointʼs measurement error. Of the 2466 stars measured, we restricted our choice of comparison stars to those that had at least the same number of valid measurements as the target, and had instrumental mean magnitudes within ∼4 mag of that of the target. At this stage, all light curves were dominated by instrumental trends and the rms of the stars was fairly constant with magnitude, so we used a 3σ cut on rms to reject any stars showing obvious variability over and above that. This produced a preliminary list of 13 comparison stars.
After subtracting the mean flux from each comparison star light curve, we calculated the mean of the comparison star residual fluxes for each image. The resulting time series represents the combined trends common to all light curves. The light curves of both target and comparison stars were divided by this supercomparison, and normalized by their mean flux, computed by weighting each data point by its photometric errors. The differential light curves of the comparison stars were then inspected to weed out any showing signs of variability. After each rejection, the differential photometry was re-computed and the process was iterated until a satisfactory set of four stars was reached. This procedure was carried out using the Pan-STARRS-Z data and then the same set of stars was then used to derive differential photometry from the SDSS-i′ light curves. Figures 2 and 3 compare a representative section of the raw light curves for our target and comparison stars with the same data section, post-differential photometry. Table 1 provides the details of all comparison stars, and their distribution within the reference image is shown in Figure 4 .
To test how well data from different telescopes were combined, we plotted the resulting light curves for the target and a selection of field stars of different J − K S , distinguishing the data from different instruments, in Figure 5 . This revealed small (<0.02 mag) residual offsets between simultaneous data in the same filter from different telescopes, including data from telescopes at the same site. Differential photometry generally corrects for photometric trends due to atmospheric absorption to first-order, accounting for the decrease in apparent magnitude with increasing airmass, but since the absorption is a function of wavelength, there is a second-order term dependent on star color. For a star as red as Luhman-16 we would expect this term to be significant. However, simultaneous data sets in the same filter from telescopes at the same site are taken with effectively the same airmass, so this alone does not explain the offsets. Other possible causes of the residual offsets include the different instrumental (flat-field) signatures of the different cameras, and the variation in pixel position of each star in each frame.
Looking for the cause of these offsets, we searched for correlations between these factors and the residuals of differential light curves (the light curves normalized by their own means) for a set of field stars distributed across the CCD frame and in J − K S color. We used the "preliminary comparison star" set (excluding the final comparison stars) given in Table 1 for this analysis, concentrating on the 1-3 day sections of high cadence data taken in consistently good conditions with multiple telescopes. This provides data spread over a range of airmass and telescope pointing while excluding periods of poor weather. Figure 6 shows the differential residuals as a function of airmass for the different telescopes for the field star closest to Luhman-16 in color. We fitted a linear function of airmass to the data to each data section. In general we find very small overall gradients in SDSS-i′ but consistently higher gradients in Pan-STARRS-Z, a symptom of second-order atmospheric extinction. Similar plots were produced for bluer field stars, which showed lower gradients. This is reinforced by Figure 7 , which shows an increase in the standard deviation of the differential residuals for redder stars. This is not unexpected, since the comparison stars are necessarily bluer than the target. We note that the amplitude of this residual is still lower than the amplitude of the variability of the target by a factor ∼2.5, but since no non-variable star of similar color to Luhman-16 was available for direct comparison, we performed additional tests to look for signs of correlations between the photometric residuals and observational and instrumental parameters.
We searched for correlations between the photometric residuals, airmass, and CCD pixel position. We found strong correlations between the pixel positions with airmass, implying that the movement of the telescopes toward higher airmass causes the pointing to change somewhat. This may be the result of slight imbalances in the weight distribution of the telescopes. The stars typically move up to ∼40 pix over the CCD during the nights but additionally shift ±25 pix between one nightʼs data and the next. Since different regions of the CCD have different sensitivities at different wavelengths, this introduces a source of color-dependent photometric variation. More sophisticated pointing and guiding algorithms are under development by LCOGTʼs software team to help eliminate this source of red noise.
LCOGTʼs normal procedure is to flat-field each frame with the master flat-field closest to it in date. Frequently this means that the image data for a night are flat-fielded with the same master flat-field, but of course different master flats for each camera. This could also contribute to night-to-night offsets between data taken with different cameras.
Nevertheless, a star may be assumed to show the same behavior at any given time in data taken with the same filter, meaning that the simultaneous single-color light curve segments should overlap in a differential light curve whose mean is normalized to zero.
We therefore developed a second-stage algorithm that took each single-filter differential light curve from the first stage and separated the data from different cameras. As simultaneous light curve segments do not consist of frames taken at precisely the same instant, the per-camera light curves were binned such that they were sampled at the same time intervals with a 30 minute cadence. The code then calculates the mean bulk offset per segment between all data points in contiguous, overlapping sections of data (typically several hours long), applying the correction to the light curve segment furthest from the overall differential mean of zero.
Following this step, it is advisable to verify the data reduction strategy and to quantify the residual noise in the light curves. This is usually described as a combination of "white" (uncorrelated) and "red" (correlated) noise. The latter term is particularly important as it results from noise sources that cause apparent trends in the light curves that could potentially mimic a true signal or produce misleading parameters when superimposed on intrinsic variability.
In Figures 8-10 , we plot the targetʼs final differential light curve as functions of airmass, pixel position, and the average FWHM of stars in each frame as a proxy for the seeing. That the targetʼs light curve variation is intrinsic and not a symptom of systematic trends is supported by the lack of correlation between these parameters and the photometric residuals.
Our aim is to measure the intrinsic periodicity(ies) of Luhman-16, if any. The most natural approach is to produce a power spectrum (squared variability amplitude) from the light curve, provided the intrinsic signal can be distinguished from the noise. Vaughan (2012) presents a good review of a range of techniques for time series analysis as applied in many different fields of astronomy, and discusses the recovery of reliable noise power spectra from sparsely sampled time series.
The analysis of Luhman-16 is particularly challenging because the variability is both quasi-periodic and changes on timescales that are short relative to the periodicity itself. This rules out the application of many commonly used techniques such as, for example, the Bartlett method Bartlett (1948) , which relies on computing a series of periodograms at intervals along the light curve and taking the average. As we show in Section 4, Luhman-16 is non-stationary (the periodicities vary) on the shortest timescales for which we are able to estimate power spectra.
A great deal of work in the analysis of red noise in light curves has been derived from exoplanet transit work, following from Pont et al. (2006) . Their technique depends on excluding data taken during transits from the target light curve, then analyzing the noise in the remaining photometry, under the assumption that the rest of the light curve should maintain constant brightness out of transit. This is problematic to apply directly to Luhman-16 because the photometric variations are continuous and unpredictable, making it difficult to distinguish systematic noise sources from intrinsic variability. However, our differential photometry depends on the assumption that our reference stars are constant throughout the observations. The data on these stars, which span a range of colors, were subjected to the same observation conditions, instrumentation, and data reduction process, and therefore should reflect similar systematics.
To quantify the red noise in our data, we followed a similar procedure to Pont et al. (2006) for the light curves of each of our reference stars. They relate the uncertainty on the signal amplitude, σ d , as σ d = ν 1/2 (n), where
and C ij are the covariance coefficients between the ith and jth measurements. ν(n) is estimated from the variance of the average of n data points within time interval l, which is free from any known signal.
1. We calculated the mean flux (F j ) within sliding intervals (j = 1...N j ) of duration l, which progress through each light curve in steps smaller than the time-sampling interval. The number of data points lying in each interval is recorded. 2. F j was then sorted into bins according to n j . 3. The variance of F j within each bin was then calculated as an estimate of the ν(n) function.
Figure 11 presents ν 1/2 (n) for our reference stars and compares our data to the n −1/2 relation expected for pure white noise and the function n n w r 2 2 ( ) n s s = + , combining red and white noise sources. We estimate the amplitude of white noise by calculating the standard deviation of the whole light curve and that of the red noise for each star by fitting the above relation to the data. σ r was found to be between 0.001 and 0.007 mag in Pan-STARRS-Z but more consistently between 0.0025 and 0.0030 mag in SDSS-i′. We also note that ν(1) is always higher than σ w . This value is computed for lone data points within duration l, implying that no other valid measurements were obtained around that time. This often occurs due to a local dawn at a given site or the onset of poor conditions, so we would expect higher scatter. Figures 12-14 show the data collected. The lower light curve on each plot represents the difference between the SDSS-i′ and Pan-STARRS-Z light curves, computed from time-averaged bins that are 30 minutes wide, designed to make apparent any distinction in phase or amplitude of variation. It confirms that the periodic, quasi-sinusoidal variability observed by other authors occurs in our data with a similar amplitude (Δm ∼ 0.1 mag) in both bandpasses. In general the variability occurs in both passbands, but interestingly not always with exactly the same morphology or amplitude. It should be noted that the variability is better defined in the Pan-STARRS-Z light curve in part because the target is markedly brighter in that filter.
TIME SERIES ANALYSIS
We initially used an implementation of the SchwarzenbergCzerny algorithm to search for periods between 0.04 and 20.6 d in both time series, as it is optimized for the analysis of noncontinuously sampled data sets (Schwarzenberg-Czerny 1999). The range of periods searched was set by the average sampling cadence at the short end and by half the length of the data set at the long end in order to include at least two full cycles to confirm the period. The periodograms resulting from the whole light curves are shown in Figure 15 In some data sets, the pointing was substantially offset in position for some frames. These data have been included, but the white space has been eliminated for clarity. Figure 11 . Plots of the ν(n) function for constant reference stars. Overplotted are functions representing pure white noise (dotted-dashed line) and a combination of red+white noise (solid line). In both cases, the white noise term is estimated from the standard deviation of the whole light curve, indicated by a diamond, while the degree of red noise was estimated by fitting this relation to the data. consistently across the whole data set. We measured each of the peaks around these frequency bands, estimating the error on the measurements from the width of the peak, and verified each one by folding the light curve on that period and its integer multiples to identify aliases. When folded on a period of ∼10.45 hr, the light curves showed two minima in light, suggesting that the true period is actually half of this. We measure this period to be 5.28 ± 0.01 hr in both colors. However, when the whole light curves were folded on this period, there remained a fairly high degree of scatter. Some data folded cleanly on this period, but data from other nights showed quasi-sinusoidal trends offset in phase. This suggested that the ephemeris was not constant for the duration of the observations.
To investigate this, we performed a periodicity analysis of the four extended sections of the light curve that have the densest coverage spanning two sites: 2013 April 11-14, April 18-21, April 24-26, and May 10-13 UTC (see Figure 16 ). We measured periods independently from both the SDSS-i′ and Pan-STARRS-Z light curves, and the results are compared in Table 2 . While most often similar, the period measured in Pan-STARRS-Z is sometimes smaller.
To test the veracity of these periods, we folded the light curves on each one in turn. The most clearly defined epoch of minimum light occurred at BJD TDB 4 = 2456403.54 ± 0.04 d. However, we note a high degree of asymmetry when the light curves are folded on these periods, even when data from a single night are used, so for clarity we adopted the most recent minimum-light epoch in each section during this analysis. Figures 17 and 18 show the most extended sections of the light curves in detail. Each section spans ∼13 hr, and >2× the 4.87 ± 0.01 hr-period measured by Gillon et al. (2013) , and it can be seen that the morphology of the light curves changed markedly within this timeframe.
To further test the periodicities identified, and also to explore the possibility of multiple periods, we also employed the PERIOD04 software package to analyze the Pan-STARRS-Z time series. This package, including its handling of photometric and period uncertainties, is described in Lenz & Breger (2005) . This analysis considered both the whole light curve and the sections described above, for comparison. Once the software identified each period in the data via a Fourier transform, it is removed from the time series and the residuals are searched for secondary frequencies. This procedure found evidence of multiple periods only in those light curve sections longer than 1 day (presented for comparison in Table 3 ). The two singlenight time series of Section 3 manifested single periods of 5.07 and 5.37 hr. We therefore interpret the apparent multiperiodicity in longer data sections to be a result of variations in the quasi-periodic photometric modulation over time rather than simultaneous frequencies. That is, the light curves consistently exhibit modulation on a period close to 5.28 hr, but which fluctuates in phase and/or cycle period.
In order to quantify the rate of change in the measured periodicities, we focused on the Pan-STARRS-Z data in light curve Section 3 (2013 April 24-26) and attempted to independently measure the period from subsequent nights of data. The corresponding periodograms are compared in Figure 19 and Table 3 . Data from the 24th to 25th shows a distinct rotational cycle on a frequency of f = 4.738 d −1 , period P = 5.066 hr. The frequency peak is less well-defined for the data from the 25 to the 26th due to marked changes in amplitude and modulation within the same night, but is clearly offset from the earlier periodicity. The estimated frequency was f = 4.464 d −1
, P = 5.37 hr. We note that the presence of red noise in the photometry could in principle produce spurious periodic signatures, particularly in shorter sections of data. To test our confidence that the periods measured in the target light curve are due to intrinsic variability, we used PERIOD04 to produce periodograms for the comparison star light curves. If the periodicities detected were due to red noise, the comparison star periodograms should show a signal at the same frequency. If little or no signal is evident, we may have greater confidence that the period is intrinsic to the target. We compare the periodograms of the comparison stars with that of the target in Figure 19 . By averaging together the former, we computed the amplitude of the periodogram of constant stars (a target (f)) at the frequencies of the periods detected in the target light curve. These are compared with the amplitude of the targetʼs periodogram (a target (f)) as an amplitude ratio = a target (f)/a target (f) in Table 3 . The periodicities detected in all sections of the Luhman-16 light curve are stronger by several factors than any quasi-periodic signatures due to residual red noise. Finally, we examined all sections of the light curves where simultaneous SDSS-i′ and Pan-STARRS-Z data were available, looking for evidence of phase shifts between the variability in the two colors. Most commonly, the same broad trends were observed with no discernible time-lag but sometimes with a slightly lower amplitude in SDSS-i′ (e.g., 2013 April 20-21, BJD TDB = 2456403-4, Section 2). But there were also occasions when the variability was not echoed in both light curves: 2013 May 10-11, BJD TDB = 2456422-3 (Section 4) is a good example of this.
While there was some variation in the morphology of the simultaneous light curves, in general the amplitude of modulation was found to be similar in both bands: ∼0.05 mag in SDSS-i′ and ∼0.06 mag in Pan-STARRS-Z, occasionally with more dramatic features, with amplitudes up to 0.1 mag. Figures 17 and 18 highlight how quickly the amplitude can change. For example, on 2013 May 10-11, the amplitude in Pan-STARRS-Z increased from 0.043 to 0.09 mag in 4.8 hr.
DISCUSSION
From our analysis the following main characteristics of the light curve of Luhman-16 emerge.
1. The period as measured from the photometric modulation was consistently close to 5.28 hr in both filters. However, it was observed to vary markedly, even over the course of 24 hr, and may be different in different filters. We measured apparent periods ranging between 4.464 and 5.844 d in Pan-STARRS-Z and 4.493-5.37 d in SDSS-i′ from different data sections between 1 and 3 d in length.
We interpret this as quasi-periodic modulation rather than as multiple periodicities.
The amplitude in the i
′ -and Z-bands was generally similar, though that in the Z-band was sometimes slightly larger (∼20%). Both are typically ∼0.05 mag, though modulations of up to 0.1 mag were observed. 3. The amplitude changes rapidly, by up to a factor of ∼2 over the course of one rotational cycle.
4. Generally the variability appears in both filters at the same time and we find no clear evidence for phase shifts between passbands, but note some occasions when the object is variable in Pan-STARRS-Z but not in SDSS-i′. Gillon et al. (2013) were able to separate the components during a part of their monitoring campaign and show that the variations at that time are caused by the T component. Biller et al. (2013) confirmed that the majority of the variation is due to the T-dwarf, though they found evidence of low-amplitude variability in the L-component as well. This fits well with the other known cases of pronounced, periodic variability in the L/ T regime that are also found for objects with early T spectral types (T0.5, T1.5, T2.5, Artigau et al. 2011; Radigan et al. 2012; Girardin et al. 2013) , with periods ranging between 2 and 20 hr (Herbst et al. 2007, pp. 297-311; Reiners & Basri 2008) . It should be borne in mind that the spatially resolved monitoring has only been possible for relatively short periods of time and it is clear that the modulating surface features can change quite markedly. It remains possible that the L-component is not generally "quieter" but was simply quiescent at the time the data were obtained. However, it seems likely that the L-component undergoes lower-amplitude variations (at least in optical passbands) and therefore the following discussion assumes that our data represent variability in the cooler binary component. Significantly, Luhman-16 shows clear changes in the photometric modulation on timescales shorter than itʼs own average period and even more so within one (Earth) day. We observe changes in amplitude by up to a factor of two over the course of ∼5 hr, a behavior that is unprecedented for this type of object. Biller et al. (2013) report an anticorrelation in variation between their (spatially resolved) r′, i′, and z′ H light curves. We did not observe this phenomenon but suggest that this may be a result of the different bandpasses of "z" filter used. The Pan-STARRS-Z filter used by the LCOGT 1 m network has a central wavelength of 869.3 nm and a relatively narrow 818.0-920.5 nm bandpass compared with the 120 nm-wide SDSS-z′ filter centered at 910 nm. The data presented in this work sample the optical rather than NIR behavior of this object.
We next consider a number of possible causes of this variability.
Magnetic Activity
A large fraction of late-type M dwarfs show periodic variations due to magnetically induced star spots, analogous to the solar spots (see the discussion in Scholz & Eislöffel 2004 . However, several arguments can be used to exclude this option for early T dwarfs. First, such star spots are typically stable over several weeks and many rotational cycles, over a wide range of stellar masses (Hussain et al. 2001; Scholz & Eislöffel 2004) . Second, toward late M dwarfs the photometric amplitudes produced by such spots drop considerably (Scholz et al. 2009 ). Other indicators of magnetic activity tend to disappear in the same spectral regime (continuous X-ray-and Hα emission, Mohanty et al. 2002; Stelzer et al. 2006) . For L dwarfs stable periodic variations are rare (Bailer-Jones & Mundt 2001; Gelino et al. 2002) , and apart from radio emission and transient events, signs of magnetic activity are also rarely observed (Schmidt et al. 2007; Berger et al. 2010, e.g.,) , and stringent upper limits have already been placed for Luhman-16 by Osten et al. (2015) . A re-appearance of the star-like magnetically induced cool spots in the T dwarfs regime seems unlikely and is not further considered here. This does not preclude the presence of other surface features related to the interaction of the magnetic field (which still exist, as evidenced by the radio emission) and the atmospheric layers (e.g., charged clouds, see ).
Patchy Cloud in the Atmosphere of a Rotating Brown Dwarf
An inhomogeneous cloud level in the upper atmosphere would periodically expose deeper layers as the object rotated, causing variability in flux (Marley et al. 2010 ). This scenario would explain the changing amplitude as the evolution of the cloud layers over time and may also explain the apparent changes in period as clouds occurring at different latitudes. This interpretation has been supported by spectral and photometric studies of a number of early T dwarfs including Luhman-16 (e.g., Radigan et al. 2012; Apai et al. 2013; Buenzli et al. 2014) , where models of time series spectra have ruled out the existence of cleared atmospheric "holes" in favor of regions of warmer, thinner clouds versus thicker, cooler clouds. Interesting, periodic variations have also been reported for objects of later spectral type, including the T6.5 dwarf 2MASS J22282889-4310262 (2M2228). Buenzli et al. (2012) identified significant phase shifts as a function of wavelength from NIR HST/WFC3 spectroscopy and Spitzer photometry of this object, which they interpreted as probing different pressure levels within the objectʼs atmosphere and discuss a number of plausible models of heterogeneous cloud scenarios.
A critical question is then "what level of the atmosphere do our observations probe?" To answer this, we used a Drift- Figure 16 . Periodogram analysis by the Schwarzenberg-Czerny algorithm of the four most densely sampled sections of the light curve for Luhman-16. The red solid curves are derived from the Pan-STARRS-Z light curve, while the blue dashed curves were produced from the SDSS-i′ data. Note. The amplitude ratio compares the amplitude of the target's periodogram with that of the combined periodograms of the comparison stars at each frequency.
Phoenix model atmosphere (Helling et al. 2008c; Witte et al. 2011) to explore the cloud opacity and the extinction as a function of wavelength for an object with T eff = 1300 K and log g = 5.0. The model atmosphere included a detailed simulation of cloud formation based on a kinetic description of the microphysical processes involved (Helling & Fomins 2013) . Figure 20 (left) demonstrates that the upper cloud levels are largely transparent for observations at the central wavelength of the filters we used. Gas opacity becomes significant at temperatures between ∼1200 and 1600 K. The cloud layers at T gas = 1500-1800 K have similar mean grain sizes but differ in composition (silicate versus iron), while for layers between T gas = 1200-1500 K the opposite is true (Figure 20, right) . This is consistent with Buenzli et al. (2012) in that comparing different IR band (or IR with optical filter) observations would probe different levels of the atmosphere. However, we would not expect to see phase offsets between our optical light curves in this model, given the similarity of the extinction profiles in Figure 20 .
We also examined the timescales needed for convective mixing, advection, and gravitational settling, applying the same model atmosphere structure as in Figure 20 (Figure 21) . We found that convective mixing with overshooting is too slow (τ mix > 100 d) to explain our observations. The advection timescale is very small if the velocities recommended in . Advective (τ adv ), convective mixing (τ mix ), and gravitational settling (τ sink ) timescales evaluated for an example Drift-Phoenix model atmosphere with T eff = 1300 K and g log = 5.0.
