The semi-metal to antiferromagnet quantum phase transition of the Hubbard model on the honeycomb lattice has come to the forefront in the context of the proposal that a semi-metal to spin liquid transition can occur before the transition to the antiferromagnetic phase. To study the semi-metal to antiferromagnet transition, we generalize the Two-Particle Self-Consistent (TPSC) approach to the honeycomb lattice (a structure that can be realized in graphene for example). We show that the critical interaction strength where the transition occurs is Uc/t = 3.79 ± 0.01 in agreement with the value Uc/t = 3.76 ± 0.04 reported using large-scale quantum Monte Carlo simulations. This reinforces the conclusion that the semi-metal to spin-liquid transition is pre-empted by the transition to the antiferromagnet. Since TPSC satisfies the Mermin-Wagner theorem, we find temperaturedependent results for the antiferromagnetic and ferromagnetic correlation lengths as well as the dependence of double occupancy and of the renormalized spin and charge interactions on the bare interaction strength. We also estimate the value of the crossover temperature to the renormalized classical regime as a function of interaction strength.
I. INTRODUCTION
Consider a half-filled band of electrons that interact through a short-range potential U on a lattice with bandwidth W . As one increases interactions, the ground state can undergo a transition from a Fermi-liquid to a magnetically ordered state for U less than W , but if there is enough frustration, quantum fluctuations may prohibit long-range order. In that case, upon increasing U further there may be a Fermi-liquid to insulator transition (a Mott transition) where the insulator, a spin liquid, does not exhibit long-range order.
Spin liquids have been extensively searched for since Anderson's proposal in the context of high-temperature superconductors.
1 The pyrochlore spin ices with fractionalized excitations are the best candidates to date for spinliquid ground states in three-dimensions.
2 Since quantum fluctuations are large in low dimension, two-dimensional lattices are especially good candidates for spin liquid ground states. There is experimental evidence for such a state of matter in layered organic materials of the BEDT family that form a highly frustrated triangular lattice. The first theoretical proposal for a spin-liquid state in the 1970's was in fact for the triangular lattice. 4 Theoretically, evidence for a spin-liquid state has also been found on the Kagome lattice.
5
The honeycomb lattice stands as a particularly interesting candidate for a spin-liquid ground state because it has the smallest possible coordination for a twodimensional lattice, leading to large quantum fluctuations. In addition, the Hubbard model on the honeycomb lattice may be relevant for a number of real systems, including graphene, carbon nanotubes, MgB 2 etc., as mentioned in Ref. 6 .
Much recent work has focused on this model ever since very large scale Quantum Monte Carlo simulations made the exciting prediction of a spin liquid over a small range of values of U , beyond which antiferromagnetism sets in. 7 This claim has been confirmed by further numerical work [8] [9] [10] [11] but was later disputed by Sorella et al. 12 using even larger lattices.
Since methods based on dynamical mean-field theory (DMFT) and its extensions [13] [14] [15] -so-called quantum cluster approaches -are particularly suited to find Mott transitions, they have been used to look for a spin liquid phase between the semi-metal and the antiferromagnet. After early single-site DMFT studies, [16] [17] [18] quantum cluster calculations confirmed the existence of the intermediate spin-liquid phase [19] [20] [21] or of a Mott transition 22 . However, Hassan et al. 23 , using the Cluster Dynamical Impurity Approximation (CDIA) found out that the Mott transition necessary for a spin-liquid ground state is in fact pre-empted by antiferromagnetic long-range order. Careful analysis 24, 25 of the influence of the cluster shape and of the various implementations of cluster extensions of dynamical mean-field theory 26, 27 suggest that it is important to apply other quantitative methods to find the precise values of the critical values of U/W for the phase transitions. 28 Other approaches that have been applied to this problem are briefly summarized in Refs. 25 and 29. Since the Mott transition towards a spin liquid occurs in the absence of long-range order, one can expect that quantum cluster methods give a good upper bound for the occurrence of this transition. 30 However, to locate the precise value of U c /W where antiferromagnetism sets in, it is crucial that the method correctly include long-wavelength quantum fluctuations in the thermodynamic limit. Given that the critical value of U c /W for antiferromagnetism is of order 2/3, 7 a semi-analytical, non-perturbative technique, valid from weak to intermediate coupling, the Two-Particle Self Consistent aparXiv:1504.06373v1 [cond-mat.str-el] 24 Apr 2015 proach, (TPSC) is especially suited for this problem. 31, 32 This is the approach we use in this paper. Unilke RPA or Hartree-Fock theory, this method satisfies not only conservation laws, but also the Pauli principle, the Mermin-Wagner theorem and important sum rules for spin and charge fluctuations. TPSC allows us to locate the crossover to the renormalized classical regime where the correlation length for antiferromagnetic fluctuations exceeds the thermal de Broglie wavelength. The extrapolation of that crossover line to zero temperature is one of the methods that can be used to find the value of U c /W where antiferromagnetism sets in. While TPSC has so far been used only in a single-band context, here we generalize it to the two-band case to find U c /W . 6 that found U c ≈ 5t and those of Meng et al. 7 with U c > 4.3t. The most accurate weak-coupling method that can be compared with TPSC, namely the functional renormalization group, 37, 38 gives U c ≈ 3.8t, close to the best estimates mentioned above.
The paper is organized as follows. In Section II we introduce the model and the notation for the Green function formalism. We generalize the TPSC approach to graphene in Section III, obtaining the spin and charge fluctuations with a functional derivative approach. The scaling for for the susceptibility is obtained in Sec. IV The numerical procedure is explained in section V and the numerical results are presented in section VI. Three appendices contain analytical results that can be obtained for the spin susceptibility.
II. MODEL AND GREEN FUNCTION
The Hamiltonian is given by
(1)
where H 0 is the non-interacting hopping Hamiltonian. Creation operators for a particle on sublattice A and B are represented by a † and b † respectively, σ is the spin of the particle and < ij > represents nearest-neighbor sites on the honeycomb lattice. Here t is the hopping parameter and U is the strength of the on-site Coulomb interaction.
In Fourier space, H 0 takes the form
where
with
2ŷ the basis vectors of length unity for the underlying triangular Bravais lattice. We take the nearest-neighbor hopping t equal to unity. Similarly, Planck's constant and Boltzmann constant k B are set to unity.
The Green function for the Hamiltonian in Eq.
(1) is a 4 x 4 matrix since there are two sublattices and two spin indices. The Green function matrix G is diagonal in spin-space because of spin rotational invariance of the Hamiltonian (1). Introducing the notation 1 = ( r 1 , τ 1 ) where 1 stands for the position on the triangular lattice r 1 and imaginary time τ 1 , the matrix elements of G are defined by
where α = a, b and β = a, b denote sublattice indices and σ, σ =↑, ↓ spin indices. The equation of motion for G σσ αβ (1, 2) in Eq. (5) is
The Heisenberg equation of motion in the grand canonical ensemble yields
where µ is the chemical potential and N is the totalnumber operator. Defining
where α, β = a, b is the sublattice index, ∆ runs over the nearest neighbors, and ζ x is the Pauli matrix
the equation of motion for the Green function takes the form
where a bar over an index like3 implies summation over the corresponding lattice positions and an integral over imaginary time while the Einstein summation convention applies to repeated spin or sublattice indices. Using
for the non-interacting Green function, a short-hand for the above equation of motion is
where the four-point correlation matrix u is
The correlation matrix can be rewritten in terms of the self-energy using Dyson's equation
where from the spin-symmetry of the Hamiltonian, the self-energy is block-diagonal in spin subspace. This leads to
This clearly shows how the self-energy is related to twoparticle correlation functions and to the potential energy in the special case where the first and last indices are equal (with a small positive shift in imaginary time for proper time-order). This well-known relation is obtained without any approximations. This is the multi-band generalization of an important consistency requirement between the self-energy and the double occupancy in the Hubbard model.
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III. GENERALIZATION OF TPSC
The Two-Particle Self-Consistent (TPSC) approach was developed to study the single-band Hubbard model 31, 32, [39] [40] [41] . It has been benchmarked through detailed comparisons with Quantum Monte Carlo calculations. This is a non-perturbative method that works best from weak to intermediate values of coupling U/W . The key features of this approach are that it satisfies conservation laws, the Pauli principle and the Mermin-Wagner theorem.
Perturbative methods which obey conservation laws (like FLEX 42 ) tend to violate the Pauli principle, while those which satisfy Pauli principle (like parquet resummations) usually violate conservation laws. 43 Methods like RPA give a finite-temperature transition to an antiferromagnetic state with long-range order, a scenario prevented by the Mermin-Wagner theorem in two dimensions.
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Although the spin and charge susceptibilities in TPSC are similar in form to those appearing in RPA, the two methods are fundamentally different. In TPSC, the irreducible spin and charge vertices are not equal. They are assumed to be momentum and frequency independent and are computed self-consistently at the two-particle level in such a way that local sum rules for spin and charge are satisfied. With TPSC, one can study the antiferromagnetic fluctuations in two-dimensional lattices without unphysical finite-temperature phase transition. The renormalized classical regime, where the fluctuations are large and the correlation length becomes greater than the thermal de Broglie wavelength, can be studied using this theory. This crossover to a renormalized classical regime at a finite temperature is a precursor of the zerotemperature instability to long-range order. Note however that TPSC is not valid deep inside the renormalized classical regime.
TPSC has been used to demonstrate, for example, that antiferromagnetic fluctuations can induce a pseudogap in two dimensions 40, 45, 46 and that d-wave superconductivity mediated by these fluctuation is possible 47 . The method has been generalized to the attractive Hubbard model, 48 and has been extended to the case where one includes a near-neighbor repulsion V . This is Extended TPSC or ETPSC.
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Here we generalize the method to two bands, but identical atoms within the unit cell. We do not consider the second step of the theory, which gives an improved formula for the self-energy. 52 The final form of the theory is very natural but we give a detailed derivation below. The reader may skip to the results section without loss of continuity. The relevant equations are the spin and charge susceptibilities (26)(27) and the local spin and charge sum-rules Eqs. (29)(30) that have to be solved self-consistently with the ansatz Eqs. (18)(23).
A. TPSC ansatz for two bands
The renormalized interactions for spin and charge can be obtained from functional derivatives of the self-energy Σ. 31, 41 To obtain Σ from its definition in terms of the four point function u in Eq. (15), we assume that HartreeFock factorization as a product of two-point correlation functions is justified when the four points in u do not coincide. 31, 39 But when all four points in u, Eq. (13), are identical, we impose the exact relation given by
obtained from Eq. (15) when 2 → 1 + and α = β i.e. the positions coincide and the times are such that τ 2 = τ 1 + where is positive and infinitesimal.
Using spin-rotational invariance, the above HartreeFock like factorization of Eq. (15) can be written as
For 2 → 1 + and α = β, we find that the exact result Eq. (16) is recovered if
This expression for A involves double occupancy n ασ n ασ that is obtained by the self-consistent calculations explained in the next subsection. Substituting for A in Eq. (17) and right multiplying by
This is our first approximation for the self-energy. It is local and frequency independent. A better approximation can be obtained by including the effects of fluctuations but this is not needed here. 31, 32, 52 As explained in the next section, the functional derivatives of the self-energy obtained above lead to the renormalized vertices for spin and charge.
B. Spin and Charge susceptibilities
The spin and charge susceptibilities are calculated to reach an understanding of the competing spin and charge ordering transitions in the model. The value of A in Eq. (18) is obtained from these susceptibilities. Unlike RPA, where vertices are the bare U in both spin and charge susceptibilities, in TPSC 31,32 spin and charge vertices differ. The renormalized irreducible vertex for spin is denoted by U s and for charge by U c . They will clearly both depend on U .
The spin and charge vertices in the longitudinal spin channel are computed from the local particle-hole irreducible vertices Γ σσ and Γ σσ . These vertices are given by functional derivatives of the self energy Γ σσ αβ,γζ (1, 2; 3, 4) = δΣ σ αβ (1, 2) δG σ γζ (3, 4) .
In matrix notation for the sublattice indices, the irreducible spin vertex is given by
where αβ corresponds to the row index and γζ corresponds to the column index with α, β, γ, ζ = a, b. From our first approximation for the self-energy Eq. (19) we can calculate these functional derivatives. We check that the functional derivatives of the terms n α↑ n α↓ n α↑ n α↓ cancel by spin-rotational invariance and we obtain
where the only non-zero elements of U s are diagonal in sublattice index and are given by
The irreducible charge vertex is
From the functional derivative of the terms n α↑ n α↓ n α↑ n α↓ we obtain correlation functions of higher order. TPSC makes the assumption that the irreducible charge vertex, like the irreducible spin vertex, is constant and diagonal in sublattice index
Introducing the short-hand q = (q, iν) which stands for the momentum space coordinate q and the bosonic Matsubara frequency ν, we find a straightforward generalization of the particle-hole Bethe-Salpeter equation 32 to the case of a matrix susceptibility. The corresponding spin susceptibility χ s and the charge susceptibility χ c are given by,
where χ 0 is the non-interacting susceptibility (Lindhard function) defined by
The summation is over momentum space k as well as over fermionic Matsubara frequencies and the lattice size is N × N .
The sum rules 32 needed for self-consistency are obtained by summing susceptibilities over all momenta and frequencies to recover local equal-time correlation functions. In the spin channel we find
On the right-hand side, we have used the fact that the Pauli principle must be satisfied in the form n 2 σ = n σ . The corresponding sum rules for the charge susceptibility are
We already have an expression Eq. (23) for U s in terms of double occupancy. By substituting this in Eq. (26) for the spin susceptibility we can evaluate the sum rules given by Eq. (29) and obtain the values of the double occupancies n a↑ n a↓ and n b↑ n b↓ , and hence U s , in a self-consistent manner. By symmetry here n a↑ n a↓ and n b↑ n b↓ are equal. We can determine the constant charge vertex U c from the sum rules given by Eq. (30) once we know the values of double occupancies. Now that we have U s and U c , the susceptibilities can be calculated from Eqs. (26) and (27) .
We can study the fluctuations in the system as a function of temperature T and on-site interaction U . The correlation lengths corresponding to various channels in the spin and charge susceptibilities give us an estimate of the magnitudes of the fluctuations and hence let us determine which ordering transition is dominant in the system. The crossover to a renormalized classical regime at lower temperatures can be detected from the corresponding correlation length.
IV. SCALING FORM FOR THE SUSCEPTIBILITIES
The correlation length is useful to find the renormalized classical regime and the zero-temperature critical value of U . In the limit where the correlation lengths are large, a simple analytical form is useful. First we introduce the notation 
Since the a and b sublattices are equivalent, we will use
Quite generally, we also have the following equality
where ν is a bosonic Matsubara frequency. The spin susceptibilities can conveniently be rewritten in terms of susceptibilities that are either ferromagnetic or antiferromagnetic within a unit cell. First, rewrite the determinant entering the spin susceptibility Eq. (26) as
with an analogous result for the determinant entering the charge susceptibility. Clearly, the location of the poles is determined by the combinations of non-interacting susceptibilities
These can be associated with the non-interacting ferromagnetic and antiferromagnetic spin susceptibilities respectively. Note that the usual definition of antiferromagnetism, that we adopt here, corresponds to alternating spin directions on a and b sublattices but occurs at q = 0 as far as wave vectors are concerned. Explicit expressions for the non-interacting susceptibilities appear in Appendix A. Intraband terms contribute to the ferromagnetic susceptibility while the antiferromagnetic susceptibility involves interband transitions. Taking the analogous definition for the interacting case we find, after some algebra detailed in Appendix B, the following scalar equations
They resemble the expressions in the single band case. Analogous definitions can be made for the charge susceptibilities. The correlation length becomes large when the denominator of the interacting susceptibilities is close to zero at vanishing Matsubara frequency. Taking the antiferromagnetic susceptibility as an example, in that situation the numerator χ as we approach q = 0 are different. In Appendix C we estimate the derivatives in the Dirac approximation.
We can proceed numerically to confirm the orders of magnitude obtained in Appendix C. From the conical shape of the surface plot (see Fig.1 ) of the antiferromagnetic susceptibility the dependence is on q = q 2 x + q 2 y . The derivative is obtained by fitting the data for χ Finally, when the correlation length is large, the above procedure leads to the approximate scaling form for the retarded function
where the correlation length is given by
In these equations we have used the following definitions: the microscopic length scale
the mean-field U for a phase transition
the deviation from the mean-field U ,
and
with χ 0 af m the imaginary part of the retarded susceptibility.
For practical calculations, it is convenient to define the spin correlation lengths for the ferromagnetic and antiferromagnetic channels as 
Indeed, using the scaling form Eq.(39), the above definition corresponds to
Since U mf /U s ∼ 1 when ξ is large, the two definitions of correlation lengths essentially agree in that limit. Although similar definitions of correlation lengths can be adopted in the charge channel, these lengths never become large so they are not really useful.
We end with a note on critical exponents. TPSC gives us a good estimate of the zero-temperature critical value of U , although the exponents usually take values associated with the spherical model. 53 Accurate values of exponents are usually found with the renormalization group approach. This is complementary to our approach since the latter methods do not give non-universal numbers such as the critical U . For graphene, the universality class is that of the Gross-Neveu model 36, 54 with 0.88 as the value of the correlation length exponent to leading order in . Instead, we have the value 1, as follows from Eq. (40) . From the scaling form Eq. (39), we see that the dynamical critical exponent defined by ω ∼ ξ −z is z = 1. Lorentz invariance suggests that Γ 0 equals the Fermi velocity v F while a better formula for the q and ω dependence in the denominator of Eq. (39) would probably replace q + iω Γ0 by q 2 − (ω/v F ) 2 . Further details appear in Appendix C.
V. NUMERICAL PROCEDURE
We first evaluate the non-interacting susceptibility (Lindhard function) χ 0 (q) in Eq. (28) . We then take a guess for n α↑ n α↓ to initialize the irreducible spin vertex U s Eq. (23). Using Eq. (26), we compute χ s which, when substituted in the spin sum-rule, Eq. (29), allows us to update the variables n a↑ n a↓ and n b↑ n b↓ since we know the filling n ασ = 0.5 on the right-hand side. We repeat the procedure till we obtain self-consistent solutions for n a↑ n a↓ and n b↑ n b↓ and thereby obtain the irreducible spin vertex U s .
A C++ code was written to calculate the noninteracting susceptibilities χ 55 First the susceptibilities are computed in the position-imaginary time representation where the convolution is just a product. FFT in the position space and a combination of cubic splines and FFT in the imaginary time space are implemented to obtain the final result in the momentum-bosonic Matsubara frequency representation. The real(momentum) space grid is N × N , where N = 50, 100 and 200 were taken. Since the non-interacting susceptibility obeys,
we fixed the optimum value for the number of Matsubara frequencies N ω by requiring that the above be satisfied to 1% accuracy. Accordingly, the range of imaginary time from 0 to β was divided into N T = 2 N ω slices. Further comments on finite-size effects and computational procedure may be found at the end of Appendix A.
VI. RESULTS AND DISCUSSION
Following the numerical procedure detailed above, we computed the double occupancy n a↑ n a↓ selfconsistently. This allowed us to obtain the TPSC spin susceptibility Eq. (26) as well as the correlation length in the antiferromagnetic channel. Double Occupancy n ↑ n ↓ : Due to bipartite symmetry, n a↑ n a↓ = n b↑ n b↓ which we define as n ↑ n ↓ . The temperature dependence is extemely small as can be seen from the inset. Fig. 2 shows n ↑ n ↓ plotted as a function of interaction U for given temperatures. In the non-interacting case U = 0, double occupancy factors into a product of the occupations for up and down electrons. At half-filling, n ↑,↓ = 0.5, so that n ↑ n ↓ = n ↑ n ↓ = 0.25 for U = 0. As U increases, the energy cost for two electrons occupying a single site increases, thereby leading to a decreasing value of n ↑ n ↓ . Spin vertex U s : Fig. 3 shows the spin vertex U s as a function of the interaction U for given temperatures.
For very small values of U , U s is almost equal to U . As U increases U s becomes less than U and it shows a tendency to saturate to a constant value. This is a result of 39, 56 screening: that physics reflects the fact that, as U increases, the twobody wave-function becomes smaller when electrons are on the same site to reduce the probability of double oc-cupancy, thereby decreasing the value of the effective onsite interaction. The maximum energy this can cost is the bandwidth so that at large values of U , U s saturates to a value of the order of the bandwidth.
31,32
Correlation lengths for spin and charge susceptibilities: With the irreducible spin and charge vertices, we can calculate the spin and charge susceptibilities using the particle-hole Bethe-Salpeter equations (26) and (27) . From the definitions Eqs. (35) and (36) we obtain the spin susceptibilities in the ferromagnetic and anti-ferromagnetic channels and deduce the correlation lengths in the respective channels from Eqs. (45) and (46) .
The charge correlation lengths are not physically relevant since the the irreducible vertex U c is generally larger than U and suppresses the charge susceptibility compared with its non-interacting value, meaning that the correlation lengths are always small and ill-defined. 4 shows the variation of spin correlation length in the antiferromagnetic channel ξ as a function of U for various temperatures. We first obtain the ratio of the interacting susceptibility to the non-interacting susceptibility in the antiferromagnetic channel ξ s af m using Eq. (46) and multiply it by the microscopic length ξ 0 (Eq. (48)) to obtain the correlation length ξ in units of the lattice spacing. The figure clearly indicate that the spin susceptibility in the antiferromagnetic channel increases steadily with increasing U and with decreasing T , as expected, with a clear tendency to diverge at sufficiently large U and low T . The quantitative accuracy of the results cannot be trusted for correlation lengths smaller than unity or larger than about half the system size. Fig. 5 shows the plots for the ferromagnetic correlation length ξ s f m , estimated from ratio of the interacting susceptibility to the non-interacting susceptibility Eq. (45), as a function of U for various temperatures for N = 100. We can see that the ratio decreases as temperature decreases. Thus in the ferromagnetic channel, the correlation length never becomes larger than the lattice spacing and hence we do not focus on that case. Crossover temperature and U c : For U > U c there is antiferromagnetism at T = 0. We expect then that, when U > U c , below a crossover temperature T X , the antifer- The crossover temperature was determined from ξ = vF /T scanning U at fixed T , and scanning T at fixed U to obtain an estimate of the error in finding the intersection ξ(U, T ) = vF /T . romagnetic correlation length becomes so large that one enters the renormalized-classical regime where the characteristic spin fluctuation frequency ω sf is less than temperature. And indeed, since the scaling form Eq. (39) implies that ω sf ∼ ξ −1 and ξ increases faster than T at sufficiently low T when U is larger than U c (Fig. 8) , this implies that for U > U c there is necessarily a temperature below which the condition ω sf < T is realized. In the more standard case where the dynamical critical exponent satisfies z = 2, a pseudogap in the single particle density of states appears at a temperature smaller than that where ω sf ∼ T . At that temperature, ξ becomes larger than the thermal de Broglie wavelength v F /T (with v F the Fermi velocity). 31, 32, 57 The question of the appearance of a pseudogap in the present case remains to be investigated, but it is expected as a precursor since there is a real gap in the antiferromagnetic state. The pseudogap should appear basically when we enter the renormalized classical regime since here frequency and wavevector scale in the same way.
We thus define the crossover temperature to the renormalized classical regime by the condition ξ = v F /T , with v F at the Dirac point. In order to extract the crossover temperature for a fixed value of U , we plot the correlation length as a function of temperature and pick the value of temperature(T X ) where this plot intersects the plot of v F /T as a function of temperature. Similarly, for a fixed value of T , we can pick the value of interaction (U X ) where the correlation length exceeds v F /T . Fig.  7 shows the plots of crossover temperature as a function of interaction determined using both approaches detailed above, for N = 50, N = 100 and N = 200. By quadratic and linear extrapolations of the curves to zero tempera- Fig. 7 for various values of N .
ture, one obtains the results for U c that appear in Table  I . Critical exponent z and an alternate determination of U c : We can find the critical value U c using another approach. This approach lets us estimate the dynamical critical exponent z also. In Fig. 8 we plot log ξ as a function of log T for N = 100 and 200 where the correlation length is sufficiently small that finite-size errors are not important (except far from U c ). For U < U c , log ξ saturates at low temperatures, while for U > U c , log ξ diverges and finally, at U c , ξ has a pure power law behavior. In order to determine U c , we fit log ξ vs log T for various values of U with straight lines. The value of U that gives the best fit is taken as U c . It is the slope of log ξ vs log T that gives us the numerical estimate of the dynamical critical exponent z. Despite the fact that we are not in the asymptotic regime for ξ 0 and Γ 0 , the value so obtained is z = 1.00 for U c = 3.8 ± 0.005. For high temperatures, all curves have the same slope as the case U = U c . For N = 50, where we saw finite-size effects in Fig. 7 , the largest correlation length is close to N/2 at the smallest temperature for U = U c , invalidating the estimate. Indeed, in that case U c = 3.85 ± 0.005 but z = 0.87, which is clearly incorrect.
Taking the average value of U c obtained for N = 100
and N = 200 in Table I and estimating the error from the range of values obtained, we find that U c = 3.79 ± 0.01, consistent with the result obtained from the estimate of the last paragraph with z = 1.
VII. CONCLUSION
The non-perturbative TPSC theory has been extended to a multi-band case, namely the Hubbard model on the honeycomb lattice. In TPSC, valid from weak to intermediate coupling, charge and spin irreducible interactions are determined self-consistently in such a way that conservation laws and the Pauli principle are satisfied. The Mermin-Wagner theorem is also automatically satisfied and the physics of Kanamori-Brueckner screening that renormalizes the spin and charge irreducible vertices is taken into account. On the honeycomb lattice, nearest-neighbor antiferromagnetic fluctuations are dominant. The TPSC value of U c /t for the quantumcritical semi-metallic to antiferromagnetic transition is U c /t = 3.79 ± 0.01 consistent with 12 U c /t = 3.76 ± 0.04 and 36 U c /t = 3.78 obtained from large scale Quantum Monte Carlo calculations and also consistent with the functional renormalization group 37,38 U c /t = 3.8. These results rule out the existence of a spin-liquid phase in the ground state of the graphene Hubbard model at intermediate couplings since estimates for the Mott transition yield a U M ott larger than U c . We have also estimated the crossover line in the T − U plane where one enters the renormalized classical regime and where a pseudogap is expected to open up.
Generalized extensions of TPSC to multiband cases of the type presented here and in Ref. 58 have the potential to open the study of interacting systems, and to improve realistic materials calculations. In the latter case, TPSC offers the possibility to include long wave length spin fluctuations in addition to long wave length charge fluctuations already present in these approaches.
where ν is a Matsubara frequency and
and α, β = ±, with the Fermi function
and eigenenergies
f (k) is defined in Eq. (4), T is the temperature while k 1 and k 2 are the components of the momentum vector on the two unit lattice vectors a 1 and a 2 . The other components of the susceptibility tensor are given by
The relation between χ Instead of using FFT's, one can first perform the Matsubara frequency sum exactly and then sum over wave vectors. In that case, there are certain points in the Brillouin zone where the M αβ have the form 0/0. At these points one must take limits and use l'Hospital's rule. For example at q = 0
Similarly M αβ = 0/0 at k = (2π/3, 2π/3) and q = (2π/3, 2π/3) so the same solution applies. However, this procedure means that the Dirac points introduce large finite-size effects in the temperature dependence. Choosing a grid that is regular but avoids the Dirac points (for example N = 100 instead of N = 90) minimizes finitesize effects.
Appendix B: Antiferromagnetic susceptibility
In the presence of interactions the spin susceptibility is given by the matrix equation
Defining the antiferromagnetic susceptibility by
allows us to find a simple scalar equation that reduces to χ af m = χ aa + χ ab when χ ab is real. The combination χ aa + χ ab does not satisfy a simple scalar equation in the general case. The algebra that follows proves these assertions. Expanding the matrix equation we find where det, that stands for the determinant, can be expanded as
With χ 0 aa = χ 0 bb we can simplify the determinant
and the antiferromagnetic susceptibility 
Transforming the sum into an integral, going to cylindrical coordinates, we have
where Λ E is the energy cutoff. Assuming ω > 0, only the last δ function contributes. Taking into account a factor of 2 for the two Dirac points, we are left with 
Working in the zero temperature limit, we find
Assuming ω > 0, we find
2. Estimates for ξ0 and Γ0
We begin with the definition Eq. 
so as expected Γ 0 has units of velocity since with = 1, Λ E is (time) −1 . Taking Λ E = v F Λ with Λ = π/a the cutoff, then
From Lorentz invariance, we expect
which, with a = 1, suggests that ξ 0 ∼ 0.25. The result found numerically for ξ 0 in Fig. 6 is just slightly larger because band curvature means that Λ E is a bit smaller than the estimate Λ E = v F Λ. Similarly, Γ 0 at low temperature is numerically close to v F = √ 3/2 in our units.
