Abstract. Many geometric structures associated to a Gromov hyperbolic group G can be encoded in terms of G-invariant cross ratios on the Gromov boundary ∂∞G. For instance, for surface groups these include points of Teichmüller space, Hitchin representations and geodesic currents. We add to this picture by studying cubulations of arbitrary Gromov hyperbolic groups. Under weak assumptions, we show that the space of cubulations of G naturally injects into the space of G-invariant cross ratios on ∂∞G.
Introduction.
Let G be a Gromov hyperbolic group. We denote by ∂ ∞ G (4) the set of 4-tuples of pairwise distinct points in the Gromov boundary ∂ ∞ G. A map B : ∂ ∞ G (4) → R is said to be a cross ratio if the following are satisfied:
(i) B(x, y, z, w) = −B(y, x, z, w);
(ii) B(x, y, z, w) = B(z, w, x, y); (iii) B(x, y, z, w) = B(x, y, z, t) + B(x, y, t, w); (iv) B(x, y, z, w) + B(y, z, x, w) + B(z, x, y, w) = 0. We say that B is invariant if it is preserved by the diagonal action of G on ∂ ∞ G (4) . Similar notions appear e.g. in [Ota92, Ham97, Lab06, Lab07] .
Cross ratios provide a unified interpretation of many geometric structures, thus proving a valuable tool to study various spaces of representations.
For instance, when S is a closed hyperbolic surface and G = π 1 S, every point of the Teichmüller space of S yields identifications ∂ ∞ G ∂ ∞ H 2 RP 1 and the projective cross ratio on RP 1 can be pulled back to an invariant cross ratio 1 on ∂ ∞ G. The latter uniquely determines the original point of Teichmüller space [Bon88] . More generally, the space of negatively curved metrics on S embeds into the space of invariant cross ratios on ∂ ∞ G [Ota90] .
Another setting where cross ratios play a central role is the study of representations of surface groups into higher-rank Lie groups. A striking result of Labourie identifies the space of Hitchin representations ρ : G → P SL n R with a space of Hölder-continuous invariant cross ratios on ∂ ∞ G [Lab07] .
In this paper, we consider yet another significant geometric structure that groups can be endowed with. More precisely, we study the space of cubulations of a non-elementary hyperbolic group G. Our main result is that the space of cubulations of G naturally injects 2 into the space of invariant Z-valued cross ratios on ∂ ∞ G (Theorem A). An important consequence is that most cubulations of G are length-spectrum rigid (Theorem B).
Our results also apply to many non-hyperbolic groups, with the Gromov boundary replaced by the contracting boundary ∂ c G and under stronger assumptions (cf. Theorem D).
Recall that a cubulation is a proper cocompact action of G on a CAT(0) cube complex X. A group is said to be cubulated if it admits a cubulation. Cubulated hyperbolic groups are ubiquitous in geometric group theory: they include surface groups, hyperbolic 3-manifold groups [BW12] , hyperbolic free-by-cyclic groups [HW15, HW16] , hyperbolic Coxeter groups [NR03] , small cancellation groups [Wis04] , random groups at low density [OW11] and many arithmetic lattices in SO(n, 1) [BHW11, HW12] . Cubulated hyperbolic groups are also particularly significant due to recent advances in low-dimensional topology [HW08, Wis14, Ago14] .
1 To be precise, one has to take the logarithm of the absolute value of the projective cross ratio if this is to satisfy conditions (i)-(iv).
2 Some mild and inevitable assumptions are required; cf. Theorem A below.
Among cubulations of a group G, a subclass is particularly relevant for us: that of essential, hyperplane-essential cubulations 3 . Indeed, due to the extreme flexibility of cube complexes, it is all too easy to perturb any cubulation by adding "insignificant noise" (say, a few loose edges). Essential, hyperplane-essential cube complexes are then those from which all "noise" has been removed. An entirely canonical procedure for this removal is provided by Section 3 in [CS11] and Theorem A in [HT18] .
More precisely, every cocompact group action on a CAT(0) cube complex X can be canonically collapsed to an action on an essential, hyperplaneessential CAT(0) cube complex X • . This procedure will preserve most additional properties that the original action may have had. In particular, the collapsing map X X • has uniformly bounded fibres and it is an equivariant quasi-isometry.
Essential hyperplane-essential actions are the appropriate setting to study cross ratios. Our first result is the following:
Theorem A. Let G be a non-elementary Gromov hyperbolic group.
(1) Every proper cocompact action of G on an essential CAT(0) cube complex X canonically determines an invariant cross ratio
There exists a co-meagre 4 subset C ⊆ ∂ ∞ G such that cr X is continuous at all points of C (4) ⊆ ∂ ∞ G (4) . (2) Let X and Y be hyperplane-essential. If there exists a co-meagre subset D ⊆ ∂ ∞ G such that the cross ratios cr X and cr Y coincide on D (4) ⊆ ∂ ∞ G (4) , then X and Y are G-equivariantly isomorphic.
In particular, two essential hyperplane-essential cubulations yield the same boundary cross ratio if and only if they are G-equivariantly isomorphic.
Essentiality and hyperplane-essentiality are absolutely crucial to part (2) of Theorem A. Examples 5.4 and 5.5 show that -in a very strong senseneither of these assumptions can be dropped.
It is not surprising that cr X takes integer values in Theorem A, after all cube complexes are fundamentally discrete objects. Our cross ratio can be regarded as an exact discretisation of Paulin's coarse cross ratio on Gromov boundaries of arbitrary Gromov hyperbolic spaces [Pau96] .
The main ingredient in the proof of Theorem A is Theorem E below. We will discuss this result at length later in the introduction, but let us first describe one more of its applications. Indeed, it can also be used to show that essential, hyperplane-essential cubulations of hyperbolic groups are length-spectrum rigid.
More precisely, let us endow our CAT(0) cube complexes with their 1 (aka combinatorial ) metric d and let us associate to each action G X the 3 We refer the reader to [CS11, HT18] or Section 2.1 below for definitions. 4 A set is co-meagre if its complement is a countable union of sets whose closures have empty interior. By Baire's theorem, co-meagre subsets of ∂∞G are dense. This is normally known as length function, or (marked) length spectrum.
Theorem B. Let a Gromov hyperbolic group G act properly and cocompactly on essential, hyperplane-essential CAT(0) cube complexes X and Y . The two actions have the same 1 length function if and only if X and Y are G-equivariantly isomorphic.
The same result is conjectured to hold for actions of G on Hadamard manifolds (Problems 3.1 and 3.7 in [BK85] ). This is known as the "marked lengthspectrum rigidity conjecture" and it is a notorious open problem. Progress on the conjecture has been remarkably limited, with most results only handling 2-dimensional spaces [Ota90, Cro90, CFF92], or extremely rigid settings such as symmetric spaces [Ham99] .
In this perspective, Theorem B is particularly interesting as -along with our previous work in [BF19] -it is the first length-spectrum rigidity result to cover such a broad family of non-positively curved spaces. We stress that the core arguments in the proof of Theorem B are completely different from those in [BF19] ; see the discussion on Theorem E below.
Note that, by Theorem A in [BF19] , hyperbolicity, properness and cocompactness can be dropped from the statement of Theorem B, as long as we replace essentiality and hyperplane-essentiality with the stronger requirement that X and Y have no free faces. The advantage of the formulation of Theorem B presented above, however, is that it is the optimal result for cubulations of hyperbolic groups. Indeed, Examples 5.4 and 5.5 show that essentiality and hyperplane-essentiality -unlike absence of free faces -are also necessary conditions for any form of length-spectrum rigidity to hold.
In this regard, note that cubulations of hyperbolic groups normally have many free faces. A good example to keep in mind is that of surface groups G = π 1 S, as all their cubulations with dim ≥ 3 must have free faces. On the other hand, one can easily construct plenty of essential, hyperplane-essential cubulations of arbitrarily high dimension by applying Sageev's construction [Sag95, Sag97, BW12] to sufficiently large families of closed curves on S.
The same construction provides a plethora of pairwise non-isomorphic cubulations for many other groups. When G = F n , it suffices to add some punctures to the closed surface S. If instead G is the fundamental group of a closed hyperbolic 3-manifold, one can replace curves by quasi-Fuchsian surfaces [KM12] . Note that, in all these cases, one automatically obtains essential hyperplane-essential cubulations, even without resorting to the collapsing procedure described earlier. 5 The value X (g) is always an integer, as it suffices to compute the infimum over vertices x of the first cubical subdivision X . These always have integer displacement with respect to the 1 metric; see Proposition 2.7 in [BF19] .
Remark. Although we have preferred to state Theorems A and B for cube complexes, they more generally hold for cuboid complexes. In such complexes, edges can have arbitrary (positive) real lengths, so the cross ratio cr X and the length function X will take arbitrary real values. The price to pay is that, in both results, we can only conclude that actions with the same cross ratio/length function are G-equivariantly isometric, i.e. said isometries will in general not take vertices to vertices. All results in this paper equally apply to CAT(0) cuboid complexes, without requiring any significant changes to proofs -although of course all cubical isomorphisms need to be replaced with mere isometries. The reader can consult Section 2.5 for a brief discussion of this.
On the definition of the cross ratio cr X . The horofunction boundary of (X, d) is known as the Roller boundary ∂X. In our setting, this space is always compact and totally disconnected -unlike the Gromov/visual 6 boundary ∂ ∞ X. As we observed in [BFIM19, BF19] , the Roller boundary is naturally endowed with a continuous, Z-valued cross ratio:
cr(x, y, z, w) = #W (x, z|y, w) − #W (x, w|y, z).
The notation W (x, z|y, w) refers to the collection of hyperplanes of X that separate x, z ∈ ∂X from y, w ∈ ∂X.
The main ingredient in the proof of the first part of Theorem A is then a study of the relationship between the Roller boundary ∂X and the Gromov boundary ∂ ∞ X for a hyperbolic CAT(0) cube complex X. As it does not cost us any extra effort, we more generally deal with contracting boundaries 7 of arbitrary CAT(0) cube complexes.
Fixing a basepoint p ∈ X, every point of ∂X is represented by a combinatorial ray based at p. We denote by ∂ cu X ⊆ ∂X the subset of points that are represented by contracting combinatorial rays. We endow ∂ cu X with the restriction of the (totally disconnected) topology of ∂X. We moreover denote by ∂ vis c X the space obtained by endowing the contracting boundary ∂ c X with the restriction of the visual topology on the visual boundary ∂ ∞ X.
Responding to a suggestion in the introduction of [CS15], we prove:
Theorem C. Let X be uniformly locally finite.
(1) There exists a natural continuous surjection Φ : ∂ cu X −→ ∂ vis c X with finite fibres. Collapsing its fibres, Φ descends to a homeomorphism. (2) If X is hyperbolic, we have ∂ cu X = ∂X and ∂ vis c X = ∂ ∞ X. The reader will find additional details on the map Φ in Section 3.2, especially in Remark 3.8 and Theorem 3.10. We stress that -whenever flats are present -it is not possible to represent the entire visual boundary ∂ ∞ X as a quotient of a subset of the Roller boundary.
6 For the visual boundary of a CAT(0) space and Gromov boundary of a Gromov hyperbolic space, we refer the reader, respectively, to Chapters II.8 and III.H.3 in [BH99] . We denote both boundaries by ∂∞X, as these coincide whenever both defined. 7 The contracting boundary of a CAT(0) space was introduced in [CS15] . Now, the first half of Theorem A is obtained by considering a canonical section to the map Φ. The latter is built through a new construction of barycentres for bounded cube complexes, which we describe in Section 2.3.
Along with our previous work in [BF19] , Theorem C also yields the following analogue of Theorem A in the context of non-hyperbolic groups acting on CAT(0) cube complexes with no free faces.
Theorem D. Let G be a finitely generated, non-virtually-cyclic group.
(1) Every proper cocompact action of G on an irreducible CAT(0) cube complex with no free faces X canonically determines an invariant cross ratio:
(2) Given another action G Y as above, the cross ratios cr X and cr Y coincide if and only if X and Y are G-equivariantly isomorphic.
It is worth pointing out that, under the hypotheses of Theorem D, the contracting boundary ∂ c G is always nonempty. This was automatic in the setting of Theorem A, as ∂ c G and ∂ ∞ G are naturally identified for every hyperbolic group G.
The cross ratio provided by Theorem D is again continuous 8 at a "large" subset of ∂ c G (4) , but it does not make sense to speak of meagre subsets in this context. Indeed, the entire contracting boundary is often itself meagre, even in the Cashen-Mackay topology. In fact, ∂ c G is likely to be a Baire space if and only if G is hyperbolic. The latter observation follows from Theorem 7.6 in [CM18] when G is a toral relatively hyperbolic group. We thank Chris Cashen for pointing this out to us.
It is nevertheless true that, given finitely many actions G X i , there exists a nonempty subset of ∂ c G where the cross ratios cr X i are all continuous. This can be proved relying on the results on random walks of [FLM18] and it is (implicitly) a key point in our previous work [BF19] .
On Theorem B and the second part of Theorem A. Let X be a Gromov hyperbolic CAT(0) cube complex. A co-meagre subset of ∂ ∞ X is naturally identified with a subset of ∂X and therefore inherits the cross ratio of ∂X. We will denote this common subset by ∂ nt X, as it coincides with the collection of non-terminating ultrafilters introduced in [NS13] .
We can equivalently describe ∂ nt X ⊆ ∂ ∞ X as the subset of points that do not lie in the Gromov boundary of any hyperplane of X (Lemma 4.7). Furthermore, the cross ratio on ∂ ∞ X ∂ ∞ G provided by Theorem A is continuous at all 4-tuples with coordinates in ∂ nt X (Proposition 5.3).
The following is the crucial ingredient in the proofs of part (2) of Theorem A and of Theorem B.
Theorem E. Let a non-elementary Gromov hyperbolic group G act properly and cocompactly on essential, hyperplane-essential CAT(0) cube complexes X 8 Both endowing ∂cG with the visual topology and with the topologies of [Cor17, CM18] . and Y . Let f : ∂ ∞ X → ∂ ∞ Y be the unique G-equivariant homeomorphism. Suppose that there exists a nonempty, G-invariant subset Ω ⊆ ∂ nt X such that f (Ω) ⊆ ∂ nt Y and cross ratios of elements of Ω 4 are preserved by f . There exists a unique G-equivariant isomorphism F : X → Y extending f .
We believe it is interesting to compare Theorem E with two old results obtained in different settings. The first is Paulin's classical theorem that homeomorphisms of Gromov boundaries arise from quasi-isometries if and only if they almost preserve the boundary cross ratio (Theorem 1.2 in [Pau96] ). Paulin's techniques are of no help in our context, although we refer the reader to Theorem E in [BF19] for a proof of similar flavour in the setting of CAT(0) cube complexes with no free faces.
A more fitting comparison is with Proposition 2.4.7 in [Bou97] , whose statement strikingly resembles that of Theorem E. This is not a coincidence, as Bourdon's buildings I p,q -and, more generally, all Fuchsian buildings without triangular chambers -can be given a natural structure of CAT(0) square complex; see e.g. Section 2.2 in [GM18] . The hyperplanes of the CAT(0) square complex correspond to Bourdon's arbre-murs, along with a choice of a preferred side. With these observations in mind, Bourdon's birapport combinatoire on ∂ ∞ I p,q ∂ ∞ Γ p,q becomes a special case of our Theorem A. Proposition 2.4.7 in [Bou97] and part of Theorem 1.5 in [Xie06] become a special case of Theorem E.
It is important to remark that, unlike the 2-dimensional setting of Fuchsian buildings, our cube complexes can have arbitrarily high dimension in Theorem E. This will seriously complicate proofs due to a strictly 3-dimensional phenomenon which we now describe.
Given points x, y, z, w ∈ ∂X, the three sets of hyperplanes W (x, y|z, w), W (x, z|y, w) and W (x, w|y, z) are pairwise transverse. If dim X ≤ 2, one of these sets must be empty and their three cardinalities can be deduced from their respective differences, i.e. cr(x, y, z, w), cr(y, z, x, w) and cr(z, x, y, w). On the other hand, when dim X ≥ 3, it may be impossible to recover all three cardinalities just from cross ratios of 4-tuples involving only the points x, y, z, w (see e.g. Figure 1 in [BF19] and the related discussion).
We now briefly sketch the proof of Theorem E, denoting by W (X) and H (X), respectively, the collections of all hyperplanes and all halfspaces of the cube complex X. The rough idea is that it should be possible to reconstruct the structure of the halfspace pocset (H (X), ⊆, * ) simply by looking at the Gromov boundary ∂ ∞ X and the cubical cross ratio cr X .
Overlooking various complications, there are two bipartite steps.
(Ia) For every h ∈ H (X), we have
The boundary homeomorphism f then induces a G-equivariant bijection f * : H (X) → H (Y ) by Steps (Ia) and (IIb).
Step (Ib) shows that f * preserves inclusion relations and, by general theory of CAT(0) cube complexes, f * must be induced by a G-equivariant isomorphism F : X → Y .
Steps (Ia) and (Ib) are the key point where, respectively, essentiality and hyperplane-essentiality come into play. Example 5.4 shows that, if X is not essential, some halfspaces may be invisible in ∂ ∞ X, i.e.
Step (Ia) fails. Without hyperplane-essentiality, instead, ∂ ∞ X may not be able to tell whether two halfspaces are nested or not. This is exactly the problem in Example 5.5, where transverse halfspaces h and k have ∂ ∞ h = ∂ ∞ k.
Regarding
Step (IIa), it is not hard to use cr X to characterise which pairs of points ξ, η ∈ ∂ ∞ X lie in the Gromov boundary of a common hyperplane (Proposition 4.14). This property is then preserved by f , which is all one needs if no two hyperplanes share asymptotic directions (e.g. in Fuchsian buildings). In general, we will require more elaborate arguments (Lemma 4.24 and Proposition 4.26) based on the fact that ∂ ∞ G cannot be covered by limit sets of infinite-index quasi-convex subgroups.
Finally, there is a deceiving similarity between the statements of Steps (IIa) and (IIb), but the proof of the latter is significantly more complicated. Given w ∈ W (X) bounding h ∈ H (X), the set ∂ ∞ h \ ∂ ∞ w is a union of connected components of ∂ ∞ X \ ∂ ∞ w. However, ∂ ∞ X \ ∂ ∞ w will in general have many more components than there are halfspaces bounded by w. The case to keep in mind is when G = π 1 S, for a closed oriented surface S, and the hyperplane-stabiliser G w < G is the fundamental group of a subsurface of S with at least 3 boundary components.
Not all G w -invariant partitions of the set of connected components of ∂ ∞ X \ ∂ ∞ w arise from a halfspace of X. Thus, one cannot recover ∂ ∞ h from the knowledge of ∂ ∞ w purely through topological and dynamical arguments. We will instead rely again on the cross ratio cr X in order to circumvent these issues.
Step (IIb) will be finally completed in Theorem 4.33.
We conclude the introduction with the following question, which is naturally brought to mind by Theorem A.
Question. Let G be a non-elementary hyperbolic group. Is it possible to provide a set of conditions completely characterising which invariant, Zvalued cross ratios on ∂ ∞ G arise from cubulations of G? Theorem 1.1 in [Lab07] is a result of this type in the context of Hitchin representations. A complete answer to the above question might provide a new procedure to cubulate groups.
In this regard, note that ∂ ∞ G is endowed with a continuous, invariant, Rvalued cross ratio whenever G acts properly and cocompactly on a CAT(−1) space. So it would also be interesting to determine under what circumstances an invariant R-valued cross ratio can be discretised to an invariant Z-valued cross ratio. Of course, one should be very careful when making speculations, as, for instance, uniform lattices in SU (n, 1) and Sp(n, 1) are not cubulable [DP16, NR97] 
Preliminaries.
2.1. CAT(0) cube complexes. We will assume a certain familiarity with basic properties of cube complexes. The reader can consult for instance [Sag14] and the first sections of [CN05, CS11, NS13, CFI16] for an introduction to the subject. This subsection is mainly meant to fix notation and recall a few facts that we shall rely on.
Let X be a simply connected cube complex satisfying Gromov's no--condition; see 4.2.C in [Gro87] and Chapter II.5 in [BH99] . The Euclidean metrics on its cubes fit together to yield a CAT(0) metric on X. We can also endow each cube [0, 1] k ⊆ X with the restriction of the 1 metric of R k and consider the induced path metric d(−, −). We refer to d as the combinatorial metric (or 1 metric). In finite dimensional cube complexes, the CAT(0) and combinatorial metrics are bi-Lipschitz equivalent and complete.
The metric space (X, d) is a median space. This means that, given any three points p 1 , p 2 , p 3 ∈ X, there exists a unique point
We refer to m(p 1 , p 2 , p 3 ) as the median of p 1 , p 2 and p 3 ; if the three points are vertices of X, so is m(p 1 , p 2 , p 3 ). The map m : X 3 → X endows X (and its 0-skeleton) with a structure of median algebra. We refer the reader to [Rol98, CDH10, Fio17a] for a definition of the latter and more on median geometry.
We will use the more familiar and concise expression "CAT(0) cube complex" with the meaning of "simply connected cube complex satisfying Gromov's no--condition". However, unless specified otherwise, all our cube complexes X will be endowed with the combinatorial metric, all points of X will be implicitly assumed to be vertices and all geodesics will be combinatorial geodesics contained in the 1-skeleton. In some situations, especially in Sections 2.2 and 3.2, we will also need to consider geodesics with respect to the CAT(0) metric. In this case, we will use the terminology "combinatorial geodesic/segment/ray/line" and "CAT(0) geodesic/segment/ray/line".
We denote by X the cubical subdivision of X. This is the CAT(0) cube complex obtained by adding a vertex v(c) at the centre of each cube c ⊆ X; we then join the vertices v(c) and v(c ) by an edge if c is a codimension-one face of c or vice versa. Each k-cube of X gives rise to 2 k k-cubes of X .
We write W (X) and H (X), respectively, for the sets of hyperplanes and halfspaces of X. Given a halfspace h ∈ H (X), we denote its complement by h * . Endowing H (X) with the order relation given by inclusions, the involution * is order-reversing. The triple (H (X), ⊆, * ) is thus a pocset, in the sense of [Sag14] .
We say that two distinct hyperplanes are transverse if they cross. Similarly, we say that two halfspaces -or a halfspace and hyperplane -are transverse if the corresponding hyperplanes are. Halfspaces h and k are transverse if and only if all four intersections h ∩ k, h * ∩ k, h ∩ k * and h * ∩ k * are nonempty. We say that subsets A, B ⊆ W (X) are transverse if every element of A is transverse to every element of B.
Every hyperplane w can itself be regarded as a CAT(0) cube complex; its cells are precisely the intersections w ∩ c, where c ⊆ X is a cube. Alternatively, w can be viewed as a subcomplex of the cubical subdivision X .
The set of hyperplanes of the cube complex w is naturally identified with the set of hyperplanes of X that are transverse to w. We thus denote by W (w) this subset of W (X). We also denote by C(w) the carrier of w, i.e. its neighbourhood of radius 1 2 in X. Three hyperplanes w 1 , w 2 and w 3 form a facing triple if we can choose pairwise disjoint sides h 1 , h 2 and h 3 ; the three halfspaces are then also said to form a facing triple. Halfspaces h and k are nested if either h ⊆ k or k ⊆ h.
Given a vertex p ∈ X, we denote by σ p ⊆ H (X) the set of all halfspaces containing p. It satisfies the following properties:
(1) any two halfspaces in σ p intersect non-trivially; (2) for every hyperplane w ∈ W (X), a side of w lies in σ p ; (3) every descending chain of halfspaces in σ p is finite.
Subsets σ ⊆ H (X) satisfying (1)-(3) are known as DCC ultrafilters. If a set σ ⊆ H (X) only satisfies (1) and (2), we refer to it simply as an ultrafilter.
Let ι : X → 2 H (X) denote the map that takes each vertex p to the set σ p . Its image ι(X) coincides with the collection of all DCC ultrafilters. Endowing 2 H (X) with the product topology, we can consider the closure ι(X), which happens to coincide with the set of all ultrafilters. Equipped with the subspace topology, this is a totally disconnected, compact, Hausdorff space known as the Roller compactification of X [NS13]; we denote it by X.
The Roller boundary ∂X is defined as the difference X \ X. The inclusion ι : X → X is always continuous 10 . If, moreover, X is locally finite, then ι is a topological embedding, X is open in X and ∂X is compact. Even though elements of ∂X are technically just sets of halfspaces, we will rather think of them as points at infinity. In analogy with vertices of X, we will then write x ∈ ∂X and reserve the notation σ x for the ultrafilter representing x.
According to an unpublished result of U. Bader and D. Guralnik, the identity of X extends to a homeomorphism between ∂X and the horofunction boundary of (X, d); also see [CL11, FLM18] . However, the characterisation of X in terms of ultrafilters additionally provides a natural structure of median algebra on X, corresponding to the map
Under the identification of p ∈ X and σ p ⊆ H (X), this map m : X 3 → X restricts to the usual median-algebra structure on X. Given x, y ∈ X, the interval between x and y is the set I(x, y) = {z ∈ X | m(x, y, z) = z}. If x, y, z ∈ X, the median m(x, y, z) is the only point of X that lies in all three intervals I(x, y), I(y, z) and I(z, x).
In some instances, we will also have to consider the visual boundary of X associated to the CAT(0) metric. To avoid confusion with the Roller boundary ∂X, we will denote the visual boundary by ∂ ∞ X; note that ∂ ∞ X is the horofunction boundary of X with respect to the CAT(0) metric. When X is Gromov hyperbolic, ∂ ∞ X is also naturally identified with the Gromov boundary of X, for which we will adopt the same notation.
Given p ∈ X and h ∈ H (X), we have p ∈ h if and only if h ∈ σ p . By analogy, we say that a point x ∈ X lies in a halfspace h ∈ H (X) (written x ∈ h), if the halfspace h is an element of the ultrafilter σ x . This should be regarded as a way of extending halfspaces into the boundary, yielding a partition X = h h * for every h ∈ H (X).
Given subsets A, B ⊆ X, we adopt the notation:
If w ∈ W (A|B), we say that w separates A and B. We denote by W (A) the set of all hyperplanes separating two points of A. To avoid possible ambiguities, we adopt the convention that hyperplanes w are not contained in either of their sides; in particular, w ∈ W (w|A) for every A ⊆ X.
Lemma 2.1. Given points x, y, z, w ∈ X, the sets W (x, y|z, w), W (x, z|y, w) and W (x, w|y, z) are pairwise transverse.
Proof. Consider h ∈ H (x, y|z, w) and k ∈ H (x, z|y, w). Since we have x ∈ h * ∩ k * , y ∈ h * ∩ k, z ∈ h ∩ k * and w ∈ h ∩ k, we conclude that h and k are transverse. Hence W (x, y|z, w) and W (x, z|y, w) are transverse; the same argument shows that they are also transverse to W (x, w|y, z).
We will generally confuse all geodesics (and quasi-geodesics) with their images in X. Every geodesic γ ⊆ X can be viewed as a collection of edges; distinct edges e, e ⊆ γ must cross distinct hyperplanes. We write W (γ) for the collection of hyperplanes crossed by (the edges of) γ. If two geodesics γ and γ share an endpoint p ∈ X, their union γ ∪ γ is again a geodesic if and
Given a ray r ⊆ X, we denote by r(0) its origin and, given n ∈ N, by r(n) the only point of r with d(r(0), r(n)) = n. Given a hyperplane w ∈ W (X), there is exactly one side of w that has unbounded intersection with r. The collection of all these halfspaces is an ultrafilter on H (X) and it therefore determines a point r(+∞) ∈ ∂X.
Fixing a basepoint p ∈ X, every point of ∂X is of the form r(+∞) for a ray r with r(0) = p. We obtain a bijection between points of ∂X and rays based at p, where we need to identify the rays r 1 and r 2 if W (r 1 ) = W (r 2 ). See Proposition A.2 in [Gen16b] for details.
Given two vertices p, q ∈ X, we have d(p, q) = #W (p|q). By analogy, we can define d(x, y) = #W (x|y) for all points x, y ∈ X. The resulting function d : X × X → N ∪ {+∞} satisfies all axioms of a metric, except that it can indeed take the value +∞. We write x ∼ y if x and y satisfy d(x, y) < +∞. This is an equivalence relation on X; we refer to its equivalence classes as components.
Given x ∈ X, we denote by Z(x) the only component of X that contains the point x. When x ∈ X, we have Z(x) = X. For every component Z ⊆ X, the pair (Z, d) is a metric space. Joining points of Z by an edge whenever they are at distance 1 and adding k-cubes whenever we see their 1-skeleta, we can give (Z, d) a structure of CAT(0) cube complex.
We obtain here a couple of simple results which will be needed later on.
Lemma 2.2. Suppose that dim X < +∞. Let h and k be disjoint halfspaces with h = k * . Suppose that there exist points x ∈ h ∩ ∂X and y ∈ k ∩ ∂X with x ∼ y. There exists an infinite chain j 0 j 1 ... of halfspaces of X transverse to both h and k.
Proof. Pick a point p ∈ X with p ∈ h * ∩ k * . The set W (p|x, y) is infinite, as W (p|x) is infinite and W (x|y) is finite. Since σ p is a DCC ultrafilter, the sets W (p|h) and W (p|k) are finite and the set A = W (p|x, y) \ (W (p|h) ∪ W (p|k)) is infinite. Any hyperplane in A is transverse to both h and k. Since any two elements of H (p|x, y) are either transverse or nested, the required chain is obtain by applying Ramsey's theorem to A. Lemma 2.3. Let r ⊆ X be a ray and set x = r(+∞). Given a point x ∈ ∂X with x ∼ x, there exists a ray r satisfying r (0) = r(0), r (+∞) = x and such that the Hausdorff distance d Haus (r, r ) is at most d(x, x ).
Proof. It suffices to consider the case when d(x, x ) = 1. Let w be the only hyperplane separating x and x ; let h denote the side of w containing x. Note that w must be transverse to all but finitely many hyperplanes in W (r). Thus, r intersects the carrier C(w) in a sub-ray γ ⊆ r.
If r(0) ∈ h, the ray γ does not cross w. Let γ be the ray such that W (γ(n), γ (n)) = {w} for all n ≥ 0. In this case, the ray r is obtained by following r up to γ(0), crossing w, and finally following γ all the way to x .
If instead r(0) ∈ h * , there exists k ≥ 0 such that W (γ(k), γ(k +1)) = {w}. Let γ be the ray with W (γ (n)|γ(n + k + 1)) = {w} for all n ≥ 0; in particular, γ (0) = γ(k) and γ (+∞) = x . We construct r by following r up to γ(k) and then, rather than crossing w, following γ until x .
We say that a subset C ⊆ X is convex if every geodesic with endpoints in C is entirely contained in C; equivalently, I(x, y) ⊆ C for every x, y ∈ C. Halfspaces are precisely those convex subsets of X that have convex complement. Given any subset A ⊆ X, we denote by Hull(A) the smallest convex subset of X that contains A. This coincides with the intersection of all halfspaces containing A. The subcomplex Hull(A) is itself a CAT(0) cube complex and its hyperplane set is identified with W (A).
Given pairwise-intersecting convex subsets C 1 , ..., C k ⊆ X, we always have C 1 ∩ ... ∩ C k = ∅. This is known as Helly's lemma (Theorem 2.2 in [Rol98] ).
Every convex subset C ⊆ X comes equipped with a 1-Lipschitz projection π C : X → C, with the property that π C (x) ∈ I(x, y) for every x ∈ X and every y ∈ C. We refer to π C as the gate-projection to C. For all x, y ∈ X, we have W (x|π C (x)) = W (x|C) and W (x|y) ∩ W (C) = W (π C (x)|π C (y)), so π C is the nearest-point projection with respect to the combinatorial metric.
Consider now two disjoint halfspaces h and k. We set
and denote by B(h, k) the union of all intervals I(x, y) with (x, y) ∈ M (h, k). The set B = B(h, k) is usually known as the bridge and it is a convex subcomplex of X. Let S 1 and S 2 denote the projections of M (h, k) ⊆ h × k to the factors h and k, respectively. We refer to S 1 and S 2 as the shores; note that S 1 = B ∩ h and S 2 = B ∩ k, so shores are also convex subcomplexes.
The restrictions π S 1 | S 2 and π S 1 | S 2 define cubical isomorphisms between S 1 and S 2 . In fact, the intervals I(x, y) associated to pairs (x, y) ∈ M (h, k) are pairwise disjoint and all isomorphic to each other, giving rise to isometric splittings B I(x, y)×S. Here S 1 corresponds to {x}×S and S 2 corresponds to {y} × S.
We refer to the cube complex S = S(h, k) simply as the abstract shore when we do not want to identify it with any specific subcomplex of X. It is precisely the restriction quotient of X (in the sense of p. 860 of [CS11] ) associated to the set of hyperplanes transverse to both h and k. Finally, we remark that, for every x ∈ h and every y ∈ k, we have
The reader can consult for instance Section 2.G of [CFI16] or Section 2.2 of [Fio17b] for a more detailed treatment of bridges and shores. We say that two disjoint halfspaces h and k are strongly separated if the corresponding shores are singletons. Equivalently, no hyperplane of X is transverse to both h and k. Similarly, we say that two hyperplanes are strongly separated if they bound strongly separated halfspaces.
The cube complex X is irreducible if it cannot be split as a product of lower-dimensional cube complexes. Every finite dimensional cube complex admits a canonical decomposition as product of irreducible cube complexes (Proposition 2.6 in [CS11]); we refer to it as the De Rham decomposition.
Throughout the paper, all groups will be implicitly assumed to be finitely generated. When a group G acts on a CAT(0) cube complex X, we will assume that the action is by cubical automorphisms, i.e. by isometries taking vertices to vertices. We say that G X is essential if no G-orbit is contained in a metric neighbourhood of a halfspace. Similarly, we say that X is essential if no halfspace is contained in a metric neighbourhood of the corresponding hyperplane. If G acts cocompactly, X is essential if and only if the action G X is essential.
Remark 2.4. Every essential, Gromov hyperbolic CAT(0) cube complex is irreducible. Indeed, essentiality guarantees that X has no bounded factors in its De Rham decomposition, whereas hyperbolicity implies that there is at most one unbounded factor.
The action G X is hyperplane-essential if each hyperplane-stabiliser acts essentially on the corresponding hyperplane. Similarly, X is hyperplaneessential if all its hyperplanes are essential cube complexes. Again, if G acts cocompactly, X is hyperplane-essential if and only if the action G X is hyperplane-essential. This follows from Exercise 1.6 in [Sag14] , which we record here for later use:
Lemma 2.5. Let w ∈ W (X) be a hyperplane and G w < G its stabiliser. If G X is cocompact, the action G w w also is.
The following notion appeared in Definition 7.3 in [Fer18] and Definition 5.8 in [FLM18] ; also see Proposition 7.5 in [Fer18] .
Definition 2.6. Let X be irreducible. A point x ∈ ∂X is regular if, for every h ∈ σ x , there exists k ∈ σ x such that k and h * are strongly separated. Equivalently, σ x contains a chain h 0 h 1 ... such that h * n and h n+1 are strongly separated for every n ≥ 0. We refer to the latter as a strongly separated chain and denote by ∂ reg X ⊆ ∂X the subset of regular points.
With reference to the proof sketch of Theorem E in the introduction, the following is the formulation of Steps (Ia) and (Ib) that we will actually use. Note that hyperbolicity is not required here.
Proposition 2.7. Let X be irreducible, essential and endowed with a proper cocompact action G X of a non-virtually-cyclic group. Consider two halfspaces h 1 , h 2 and a nonempty G-invariant subset A ⊆ ∂ reg X.
(1) The intersections h i ∩ A and h * i ∩ A are always nonempty. If moreover X is hyperplane-essential, the following also hold.
(2) The halfspaces h 1 and h 2 are transverse if and only if the set A intersects each of the four sectors
Proof. Part (1) follows from Lemmas 2.9 and 2.17 in [BF19] . If h 1 and h 2 are not transverse, one of the four intersections
is empty by definition; in particular, it cannot contain any point of A. This proves one implication of part (2), while the other follows from part (1) and Proposition 2.10 in [BF19] . We conclude by proving part (3). (2) shows that h 1 and h 2 cannot be transverse. We then have either
In the second case, we would have
These all lead to a contradiction and we must therefore have h 1 h 2 .
In relation to part (3) of Proposition 2.7, note however that h 1 ∩A ⊆ h 2 ∩A does not imply h 1 ⊆ h 2 , as we might actually have h 2 h 1 in this case.
2.2. Combinatorial geodesics vs CAT(0) geodesics. The next result is probably well-known to experts, but a proof does not seem to appear in the literature. We provide it in this subsection for completeness.
We will always specify whether geodesics are meant with respect to the CAT(0) metric on X, or rather with respect to the combinatorial metric d. We stress that Hausdorff distances, however, will always be calculated with respect to the combinatorial metric.
Proposition 2.8. Let X be a D-dimensional CAT(0) cube complex. Every CAT(0) ray based at a vertex of X is at Hausdorff distance at most D from a combinatorial ray with the same origin.
Given a combinatorial geodesic γ, the hyperplanes of W (γ) can be arranged in a sequence (w n ) 0≤n<N according to the order in which they are crossed by γ. We allow N = +∞ and we denote this sequence by s(γ).
Lemma 2.9. Let (w n ) 0≤n<N be a sequence of pairwise distinct hyperplanes of X and let p ∈ X be a vertex. There exists a combinatorial geodesic γ based at p such that s(γ) = (w n ) 0≤n<N if and only if, for every n ≥ 0, we have W (p|w n ) = {w 0 , ..., w n−1 } \ W (w n ).
Proof. If there exists a geodesic γ such that γ(0) = p and s(γ) = (w n ), each point γ(n) lies in the carrier C(w n ). Thus W (p|w n ) ⊆ W (p|γ(n)) and every element of W (p|γ(n)) either crosses w n or lies in W (p|w n ). We conclude that W (p|w n ) = {w 0 , ..., w n−1 } \ W (w n ) for all n ≥ 0.
Assuming instead that the sequence (w n ) satisfies the latter condition, we are going to construct points p n ∈ C(w n ) with W (p|p n ) = {w 0 , ..., w n−1 }. We then obtain γ by setting γ(n) = p n . We proceed by induction on n ≥ 0, observing that the case n = 0 immediately follows from W (p|w 0 ) = ∅.
Given p n ∈ C(w n ) with W (p|p n ) = {w 0 , ..., w n−1 }, let p n+1 ∈ X be the only point with W (p n |p n+1 ) = {w n }. As W (p|p n+1 ) = {w 0 , ..., w n }, we only need to show that p n+1 lies in the carrier C(w n+1 ). If this failed, there would exist a hyperplane u ∈ W (p n+1 |w n+1 ) and we would have either u ∈ W (p, p n+1 |w n+1 ) or u ∈ W (p n+1 |p, w n+1 ). The former is forbidden by W (p|w n+1 ) ⊆ {w 0 , ..., w n }, whereas the latter would clash with the fact that, for 0 ≤ i ≤ n, each w i either crosses w n+1 or lies in W (p|w n+1 ).
Proof of Proposition 2.8. Let ρ be a CAT(0) ray based at a vertex p ∈ X. For every hyperplane w ∈ W (X) there exists exactly one side of w that has unbounded intersection with ρ. The collection of these halfspaces forms an ultrafilter σ ⊆ H (X) representing a point x ∈ ∂X.
A hyperplane is crossed by ρ if and only if it lies in the set W (p|x); thus, ρ is entirely contained in the subcomplex I(p, x) ∩ X. Let (w n ) n≥0 be an ordering of the elements of W (p|x), so that m < n if w m is crossed by ρ before w n . By Lemma 2.9, there exists a combinatorial ray r from p to x such that s(γ) = (w n ) n≥0 . It remains to prove that d Haus (r, ρ) ≤ D.
Let u ∈ r and v ∈ ρ be points (not necessarily vertices) that are not separated by any hyperplane of X. Note that for every point u ∈ r there exists such a point v ∈ ρ and vice versa. Let ι : I(p, x) ∩ X → R D be an 1 -isometric cubical embedding; it exists for instance by Theorem 1.14 in [BCG + 09]. Under the map ι, preimages of convex sets are convex and, therefore, preimages of halfspaces are halfspaces. It follows that the points ι(u) and ι (v) are not separated by any hyperplane of R D , hence they lie in a translate of a unit cube of
2.3. Median barycentres. Let S be a bounded CAT(0) cube complex.
Considering the CAT(0) metric on S, there exists a unique barycentre c S ∈ S. This is the centre of the unique smallest closed ball containing S; see e.g. Proposition II.2.7 in [BH99] or Proposition 3.73 in [DK17] . However, the point c S is in general not a vertex of S, nor a vertex of any iterated cubical subdivision. This is illustrated in Figure 1 .
In Section 5 we will need a different notion of barycentre, which we now introduce. It will always be a vertex of the first cubical subdivision S .
In the discussion below, points of S are assumed to be vertices and we only consider the combinatorial metric on X, as in the rest of the paper.
Let h ∈ H (S) be a side of the hyperplane w and let x ∈ h and y ∈ h * be vertices maximising the distance from w. We say that w is balanced if Lemma 2.10. Given halfspaces h, k ∈ H (S) with h ∩ k = ∅ and h = k * , at least one of them is light.
Proof. Let w and u be the hyperplanes associated to h and k, respectively. Pick x ∈ h and y ∈ k maximising the distance from w and u, respectively. Note that k ⊆ h * and h ⊆ k * . If h and k were both not light, we would have
and similarly d(y, u) > d(x, w). This is a contradiction.
In particular, any two heavy halfspaces intersect and any two balanced hyperplanes are transverse. By Helly's Lemma, the intersection of all heavy halfspaces is nonempty. It is a cube c ⊆ S cut by all balanced hyperplanes.
The centre of c is a vertex m S of the cubical subdivision S . We refer to it as the median barycentre of S. Note that m S is a vertex of S if and only if every hyperplane is unbalanced. For instance, m S = v in Figure 1 .
We remark that, given bounded CAT(0) cube complexes S 1 and S 2 and an isomorphism F :
2.4. Cross ratios on cube complexes. Let X be a CAT(0) cube complex. Fixing a vertex p ∈ X, the Gromov product of two points x, y ∈ X is:
The following is Lemma 2.3 in [BF19] .
Lemma 2.11. Consider x, y, z ∈ X and p ∈ X.
(1) We have m(x, y, z) ∈ X if and only if each of the three intervals I(x, y), I(y, z), I(z, x) intersects X. (2) We have (x · y) p < +∞ if and only if I(x, y) intersects X.
Let A ⊆ (X) 4 be the subset of 4-tuples (x, y, z, w) such that at most one of the values (x · y) p + (z · w) p , (x · z) p + (y · w) p and (x · w) p + (y · z) p is infinite; by Lemma 2.11, the set A is independent of the choice of p.
In our previous work with Incerti-Medici [BFIM19], we introduced a cross ratio cr : A → Z ∪ {±∞}, which admits the following equivalent characterisations:
(1) cr(x, y, z, w) = #W (x, z|y, w) − #W (x, w|y, z);
In particular, the second characterisation does not depend on the choice of p ∈ X. Note that cr satisfies symmetries (i)-(iv) from the introduction, as long as all involved 4-tuples lie in A . We will sometimes write cr X when we wish to specify the cube complex under consideration.
Endowing A ⊆ (X) 4 with the subspace topology, the following is Proposition 3.3 in [BF19] . Note that X and A are totally disconnected.
Proposition 2.12. If X is locally finite, the cross ratio cr is continuous.
2.5. CAT(0) cuboid complexes. As mentioned in the introduction, all results in this paper equally hold for cube complexes with variable edge lengths: cuboid complexes in our terminology.
For the sake of simplicity and clarity, we will only treat CAT(0) cube complexes in most of the paper. Only very minor changes are required in order to adapt our arguments to general CAT(0) cuboid complexes. We briefly describe them here, along with the relevant definitions.
Consider for a moment a genuine CAT(0) cube complex X. Every function µ : W (X) → R >0 determines a weighted combinatorial metric d µ on X. For vertices v, w ∈ X, this is given by:
For instance, the usual combinatorial metric d arises from the function that assigns value +1 to each hyperplane. 
Note, however, that there can be isometries X → Y that do not preserve the cellular structures. For instance, consider the cuboid complex X arising from the cubical subdivision X . If we assign each edge of X half the length of the corresponding edge of X, the identity map X → X is a (surjective) isometry, but never an isomorphism.
When dealing with CAT(0) cuboid complexes, rather than CAT(0) cube complexes, the following adaptations and conventions are required.
(1) All group actions on cuboid complexes will be assumed to be by automorphisms (i.e. self-isomorphisms). (2) We consider two actions to be the same when they are equivariantly isometric. In Theorems A, B, D and E, equivariant isomorphisms of cube complexes need to be replaced with equivariant isometries of cuboid complexes. It is easy to see that it is not possible to map vertices to vertices in general. (3) We define hyperplanes and halfspaces of X = (X, d µ ) to coincide with hyperplanes and halfspaces of the underlying cube complex X. This also explains how to interpret notations like W (A|B) in this context. (4) Given a subset U ⊆ W (X) = W (X), the cardinality #U should always be replaced by the weight w∈U µ(w). Nonempty subsets are still precisely those that have positive weight. (5) The cross ratio cr will no longer take values in Z ∪ {±∞}, but rather in M ∪ {±∞}, where M is the Z-module generated by the image of the map µ. A similar observation applies to length functions.
3. The Morse property in cube complexes.
Let X be a finite dimensional, locally finite CAT(0) cube complex throughout the entire section. Other than the proof of Theorem C (see Theorem 3.10 and Remark 3.8), most of this section will be devoted to collecting more or less well-known facts from the literature.
3.1. Contracting geodesics. Recall that we only endow X with its combinatorial metric. All geodesics will be combinatorial in this subsection. We refer the reader to [ACGH17] for a detailed discussion of contracting subsets and the Morse property in general metric spaces.
Definition 3.2. We say that a geodesic γ ⊆ X is C-lean if there do not exist transverse subsets U ⊆ W (γ) and V ⊆ W (X) such that min{#U, #V} > C and such that U V does not contain facing triples. We say that γ is lean if it is C-lean for some C ≥ 0.
The following is due to A. Genevois; see Corollary 3.7 in [Gen16b] and Lemma 4.6 in [Gen17] . v) . Note that W (m|u) and W (m|v) are contained in W (x|p) = W (γ). Every halfspace h ∈ H (m|u) is transverse to every halfspace k ∈ H (m|v); indeed, we have m ∈ h * ∩ k * , u ∈ h ∩ k * , v ∈ h * ∩ k and x ∈ h ∩ k. Moreover, the sets W (m|u) and W (m|v) have the same size and contain no facing triples. Since γ is C-lean, we conclude that #W (m|u) = #W (m|v) ≤ C. This shows that
3.2. Roller boundaries vs contracting boundaries. Unlike the rest of the paper, this subsection employs both the combinatorial and CAT(0) metrics on X; we will specify each time whether geodesics are meant with respect to the former or latter.
The contracting boundary ∂ c X was introduced in [CS15] . Disregarding topologies for the moment, ∂ c X is the subset of the visual boundary ∂ ∞ X that consists of points represented by contracting CAT(0) rays.
In order to relate the contracting boundary ∂ c X and the Roller boundary ∂X, we introduce the following: Definition 3.5. We say that a point x ∈ ∂X is contracting (or a contracting ultrafilter ) if one (equivalently, all) combinatorial ray representing x is contracting. We denote the set of contracting ultrafilters by ∂ cu X ⊆ ∂X.
We stress that our definition of contracting point is not equivalent to the one in Remark 6.7 of [FLM18] ; in fact, our notion is weaker.
In general, the inclusion ∂ cu X ⊆ ∂X is strict. If however X is Gromov hyperbolic, every combinatorial ray in X is contracting (see e.g. Theorem 3.3 in [Gen16a] ) and we have ∂ cu X = ∂X.
Lemma 3.4 shows that the set ∂ cu X is a union of ∼-equivalence classes. The following result provides more information.
Lemma 3.6.
(1) Every component of ∂ cu X is bounded. (2) Points x ∈ ∂ cu X and y ∈ ∂X lie in the same component if and only if they satisfy I(x, y) ∩ X = ∅.
Proof. Consider a point x ∈ ∂ cu X and a C-lean combinatorial ray r with x = r(+∞); set p = r(0). We simultaneously prove both parts of the lemma by showing that, for y ∈ ∂X, the condition (x·y) p = +∞ implies d(x, y) ≤ C. Suppose for the sake of contradiction that W (p|x, y) is infinite and W (x|y) contains a finite subset U with #U > C. Given w ∈ W (x|y) and a halfspace h ∈ H (p|x,
... such that h n = Z(x) and such that the shores S(h * n , h n+1 ) are finite cube complexes of uniformly bounded diameter. Proof. Let r be a contracting combinatorial ray with x = r(+∞). Theorem 3.9 in [Gen16b] yields an infinite chain of halfspaces h 0 h 1 ... such that the shores S n = S(h * n , h n+1 ) have uniformly bounded diameter and such that x ∈ h n for every n ≥ 0. Since shores embed as subcomplexes of X, they are locally finite. Boundedness then implies that each S n is finite. Now, observe that h * n ∩ Z(x) = ∅ for all n ≥ 0. Otherwise, there would exist an integer k ≥ 0 and a point y ∈ h * k ∩ Z(x). We would then have y ∈ h * n ∩ Z(x) for all n ≥ k, violating the fact that d(x, y) < +∞. This shows that Z(x) is contained in each h n . Given a point z ∈ h n , we have I(x, z) ⊆ h n and hence I(x, z) ∩ X = ∅. Lemma 3.6 then shows that z ∈ Z(x). This proves that h n = Z(x) and concludes the proof.
Remark 3.8. If X is uniformly locally finite, part (1) of Lemma 3.6 can actually be promoted to say that components of ∂ cu X are finite.
Indeed, let x and h 0 h 1 ... be as in the statement of Lemma 3.7. Given y ∈ Z(x), every w ∈ W (x|y) must be transverse to all but finitely many of the h n . In particular, w must be a hyperplane of almost all shores S(h * n , h n+1 ). The latter are uniformly finite, as they embed as uniformly bounded subcomplexes of the uniformly locally finite cube complex X. We conclude that only finitely many hyperplanes of X can separate two points of Z(x), i.e. that Z(x) is finite.
Since X is finite dimensional, its combinatorial and CAT(0) metrics are quasi-isometric. In particular, the notion of Morse quasi-geodesic is independent of our choice of one of the two metrics.
We remark that Morse quasi-geodesics in complete CAT(0) spaces always stay within bounded distance of contracting CAT(0) geodesics (see e.g. Lemma 2.5, Theorem 2.9 and the proof of Corollary 2.10 in [CS15] ). Along with Theorem 3.3 and Proposition 2.8, this observation yields the following.
Corollary 3.9. Every contracting combinatorial ray is at finite Hausdorff distance from a contracting CAT(0) ray. Every contracting CAT(0) ray is at finite Hausdorff distance from a contracting combinatorial ray.
Every point x ∈ ∂ cu X is represented by combinatorial rays in X. These rays are all contracting by Lemma 3.4 and Corollary 3.9 shows that they are at finite Hausdorff distance from a unique family of pairwise-asymptotic contracting CAT(0) rays. This yields a map
The next result describes a few properties of Φ. We endow ∂ cu X with the restriction of the topology of ∂X. We write ∂ vis c X to refer to the contracting boundary ∂ c X endowed with the restriction of the visual topology on ∂ ∞ X. Although this is not one of the standard topologies on ∂ c X ([CS15, CM18]), it is all that we will need in most of the paper.
Theorem 3.10. The map Φ : ∂ cu X → ∂ vis c X is a continuous surjection, whose fibres are precisely the ∼-equivalence classes in ∂ cu X. Moreover, Φ descends to a homeomorphism Φ : ∂ cu X/∼ → ∂ vis c X. Proof. Surjectivity is immediate from Corollary 3.9. Lemma 3.4 shows that Φ is constant on ∼-equivalence classes. On the other hand, if γ and γ are combinatorial rays with γ(+∞) ∼ γ (∞), it is clear that the distance d(γ(n), γ (n)) diverges as n goes to infinity. We conclude that the fibres of Φ are precisely the components of ∂ cu X.
We now prove continuity of Φ. Fix a vertex p ∈ X and let D = dim X. Given points x, y ∈ ∂ cu X, let ρ x and ρ y be the CAT(0) rays from p to Φ(x) and Φ(y), respectively. Let r x and r y be combinatorial rays based at p and satisfying d Haus (r x , ρ x ) ≤ D, d Haus (r y , ρ y ) ≤ D, as provided by Proposition 2.8. The points x = r x (+∞) and y = r y (+∞) lie in the components Z(x) and Z(y), respectively. Theorem 3.3 moreover shows that r x and r y are C-lean for some constant C > 0.
Given an integer n ≥ 0, we define an open neighbourhood U n (x) of x in ∂ cu X as follows. Pick halfspaces h 3 ⊆ h 2 ⊆ h 1 with Z(x) ⊆ h 3 , d(p, h 1 ) > n, #W (h * 1 |h 2 ) > C and #W (h * 2 |h 3 ) > C. Their existence is ensured by Lemma 3.7. The neighbourhood U n (x) is then the subset of ∂ cu X consisting of points that lie within h 3 .
Claim. For all y ∈ U n (x), we have d(r x (n), r y (n)) ≤ 5C.
As d Haus (r x , ρ x ) ≤ D and d Haus (r y , ρ y ) ≤ D, the claim shows that, given any open neighbourhood V of Φ(x) in ∂ vis c X, we must have Φ(U n (x)) ⊆ V for all sufficiently large n. We thus complete the proof of continuity of Φ by proving the claim.
Proof of Claim. Let the halfspaces h 1 , h 2 and h 3 be as above. Since y ∈ h 3 , Lemma 2.2 implies that x , y ∈ h 2 . Indeed, as #W (h * 2 |h 3 ) > C and r x is C-lean, no infinite chain of halfspaces can be transverse to both h 2 and h 3 .
We set q x = r x (n), q y = r y (n) and m = m(p, q x , q y ). Note that the points q x , q y and m lie in h * 1 as d(p, h 1 ) > n. Let A x ⊆ H (m|q x ) and A y ⊆ H (m|q y ) be the subsets of halfspaces containing h 2 ; set a x = #A x and a y = #A y .
2 and x ∈ k ∩ h 2 . We conclude that each halfspace in H (m|q x ) \ A x is transverse to h 2 and, similarly, to h 1 . Since W (h * 1 |h 2 ) ⊆ W (r x ) and #W (h * 1 |h 2 ) > C, the fact that r x is C-lean implies that d(m, q x ) − a x ≤ C. Similarly, we obtain d(m, q y ) − a y ≤ C.
The sets A x and A y are transverse. As A x ⊆ W (r x ), leanness of r x implies that min{a x , a y } ≤ C. Since d(m, q x ) = d(m, q y ) by construction, we have
Hence max{a x , a y } ≤ 2C and
In order to prove that Φ is a homeomorphism, let us first obtain the following property: Given x, x n ∈ ∂ cu X and y ∈ ∂X with Φ(x n ) → Φ(x) and x n → y, we must have y ∈ Z(x).
Fix a basepoint p ∈ X. Let ρ n and ρ be CAT(0) rays from p to x n and x, respectively. Proposition 2.8 yields combinatorial rays r n and r based at p, with d Haus (r n , ρ n ) ≤ D and d Haus (r, ρ) ≤ D. By Theorem 3.3, there exists C ≥ 0 such that r is C-lean. Let h 0 h 1 ... be a chain in σ x \ σ p with h n = Z(x), as provided by Lemma 3.7. Up to passing to a subchain, we can assume that #W (h * k |h k+1 ) > C for all k ≥ 0 Given any k ≥ 0, there exists N (k) ≥ 0 such that r n enters h k for all n ≥ N (k). Indeed, the rays ρ n converge to ρ uniformly on compact sets and r n , r are uniformly Hausdorff-close to ρ n , ρ. We conclude that the points z n := r n (+∞) lie in h k for all n ≥ N (k). Since x n ∈ Z(z n ), we must also have x n ∈ h k−1 . This follows from Lemma 2.2, as, by leanness of r, there is no infinite chain of halfspaces transverse to both h k and h k−1 . We conclude that y = lim x n lies in h n = Z(x), as required. Now, since ∂ ∞ X is metrisable, so is ∂ vis c X. The fact that Φ is a homeomorphism will thus follow if we prove that Φ −1 is sequentially continuous.
Denote by p : ∂ cu X → ∂ cu X/∼ the quotient projection. Suppose for the sake of contradiction that points x, x n ∈ ∂ cu X are given so that Φ(
There exists an open neighbourhood V of p(x) in ∂ cu X/∼ such that no p(x n ) lies in V ; hence no x n lies in p −1 (V ). Since ∂X is compact and metrisable, a subsequence x n k converges to a point y ∈ ∂X; as p −1 (V ) is open, we have y ∈ p −1 (V ). However, the set p −1 (V ) is a union of ∼-equivalence classes and we have shown above that y ∼ x ∈ p −1 (V ), a contradiction.
Remark 3.11. Given points x, x n ∈ ∂ cu X satisfying Φ(x n ) → Φ(x) and Z(x) = {x}, we always have x n → x. Otherwise, compactness of ∂X would yield a subsequence x n k converging to a point y ∈ ∂X different from x. However, we have shown during the proof of Theorem 3.10 (right after the claim) that y ∈ Z(x) = {x}.
When X is Gromov hyperbolic, we have ∂ cu X = ∂X and ∂ vis c X coincides with the Gromov boundary ∂ ∞ X. This case is worth highlighting:
Corollary 3.12. If X is Gromov hyperbolic, the map Φ : ∂X → ∂ ∞ X descends to a homeomorphism Φ : ∂X/∼ → ∂ ∞ X.
3.3.
Contracting non-terminating ultrafilters. Let X be irreducible throughout this subsection. The following definition is originally due to Nevo and Sageev (cf. Section 3.1 in [NS13] ). Definition 3.13. A point x ∈ ∂X is non-terminating if Z(x) = {x}. Equivalently, the poset (σ x , ⊆) does not have minimal elements.
We denote by ∂ nt X ⊆ ∂X the subset of non-terminating ultrafilters and set ∂ cnt X = ∂ cu X ∩ ∂ nt X. By Theorem 3.10, the restriction to ∂ cnt X of the map Φ : ∂ cu X → ∂ c X is injective. Therefore, we will generally identify the sets ∂ cnt X ⊆ ∂ nt X and Φ(∂ cnt X) ⊆ ∂ c X, even writing simply ∂ cnt X ⊆ ∂ c X.
Remark 3.14. It follows from Theorem 3.10 and Remark 3.11 that ∂ cnt X inherits the same topology from ∂ cu X ⊆ ∂X and ∂ vis c X. It will be useful to make the following observation.
Lemma 3.15. We have
Proof. We have ∂ cnt X ⊇ ∂ cu X ∩ ∂ reg X since it is clear from Definition 2.6 that ∂ reg X ⊆ ∂ nt X. For the other inclusion, consider a point x ∈ ∂ cnt X. Lemma 3.7 yields an infinite descending chain of halfspaces h 0 h 1 ... such that the shores S(h * n , h n+1 ) are finite and h n = {x}. In particular, for every n ≥ 0, only finitely many hyperplanes are transverse to both h n and h n+1 . We are going to show that, for every k ≥ 0, there exists N > k such that the halfspaces h * k and h N are strongly separated. This implies that h * k and h n are strongly separated for every n ≥ N , providing a strongly separated chain in σ x and hence showing that x is regular.
Suppose for the sake of contradiction that, for some k ≥ 0 and every n > k, there exists a hyperplane w n transverse to both h k and h n . Note that each w n is in particular transverse to h k and h k+1 and that there are only finitely many such hyperplanes. We conclude that w n = w for a hyperplane w and infinitely many values of n. In particular, w is transverse to all h n with n ≥ k. It follows that there exists a point y ∈ ∂X such that y ∈ h n for all n ≥ 0 and w ∈ W (x|y), violating the fact that h n = {x}.
Contracting non-terminating ultrafilters are plentiful, as they for instance arise in relation to the following notion (see Propositions 3.17 and 3.18).
Definition 3.16 (Definition 4.1 in [BF19] ). We say that g ∈ Aut(X) is strongly contracting if there exist halfspaces h 1 and h 2 such that gh 1 ⊆ h 2 ⊆ h 1 and both pairs (h 2 , h * 1 ) and (gh 1 , h * 2 ) are strongly separated. We collect here various facts on strongly contracting automorphisms that will be needed later on.
Proposition 3.17. Every strongly contracting automorphism g ∈ Aut(X) has exactly two fixed points g ± ∈ ∂ cnt X. Given any x ∈ X \ {g ± }, we have g n x → g + and g −n x → g − for n → +∞.
Proof. This is essentially Proposition 4.3 in [BF19] ; we only need to prove that the points g ± are represented by contracting rays. By Propositions 2.7 and 4.4 in [BF19] , there exists a g -invariant line γ ⊆ X with endpoints g ± . As γ must cross all hyperplanes bounding the halfspaces g n h 1 , Theorem 3.9 in [Gen16b] shows that γ is contracting. This concludes the proof.
We will write g ± X ∈ ∂ cnt X when it is necessary to specify the cube complex. The next proposition follows from Lemmas 2.9 and 4.7 in [BF19] , although the main ingredients are actually from [FLM18] . The same result holds for any finite collection of (irreducible, essential) cubulations.
Proposition 3.18. Let a non-virtually-cyclic group G act properly and cocompactly on irreducible, essential CAT(0) cube complexes X and Y . There exists g ∈ G simultaneously acting as a strongly contracting automorphism on X and Y .
Given a finitely generated group G, its contracting boundary ∂ c G was introduced in [Cor17, CM18]; we will not endow ∂ c G with any topology.
Fixing a word metric on G, we say that g ∈ G is Morse if n → g n is a Morse quasi-geodesic in G. This notion is independent of the chosen word metric. Every Morse element g ∈ G fixes exactly two points g ±∞ ∈ ∂ c G (see e.g. Definition 9.1, Theorem 2.2 and Theorem 9.4 in [CM18] ).
Given an action G X as in the statement of Proposition 3.18, the Milnor-Schwarz lemma shows that orbit maps G → X are G-equivariant quasi-isometries. They are at finite distance from each other and all yield the same G-equivariant bijection o X : ∂ c G → ∂ c X. This follows from either Proposition 4.2 in [Cor17] or Corollary 6.2 in [CM18] . Now, if g ∈ G acts on X as a strongly contracting automorphism, we can consider the points g ± ∈ ∂ cnt X ⊆ ∂ c X introduced in Proposition 3.17. Note that, in this case, g is also a Morse element in G by Theorem 3.3.
Lemma 3.19. Let G X be as in Proposition 3.18. For every strongly contracting element g ∈ G, we have o X (g +∞ ) = g + and o X (g −∞ ) = g − .
Proof. The discussion above already shows that o X ({g ±∞ }) = {g ± } as these are the only two G-fixed points in ∂ c G and ∂ c X, respectively. Let ∂ F Q c X denote the contracting boundary of X, endowed with the Cashen-Mackay topology (Definition 5.4 in [CM18] ). By Theorem 9.4 and Corollary 6.2 in op. cit., the element g acts on ∂ F Q c X with north-south dynamics. Note that g also acts on ∂ vis c X with north-south dynamics, by Proposition 3.17 and Theorem 3.10. Since the identity map ∂ F Q c X → ∂ vis c X is continuous (Section 7 in [CM18] ), we conclude that the attracting/repelling fixed points of g are the same for the two topologies.
If G is Gromov hyperbolic, every infinite-order element g ∈ G is Morse and acts on the Gromov boundary ∂ ∞ G with north-south dynamics.
Cubulations of hyperbolic groups.
This section is devoted to the proof of Theorem E. Referring to the sketch given in the introduction, we only need to carry out Steps (IIa) and (IIb), as
Step (I) Throughout the section, we fix a Gromov hyperbolic group G, but we do not a priori assume that G is non-elementary (cf. Lemma 4.13). For the convenience of the reader, we recall here a couple of standard lemmas which do not require any action on a cube complex.
Lemma 4.1. Let H < G be an infinite-index quasi-convex subgroup. The limit set ∂ ∞ H ⊆ ∂ ∞ G is nowhere-dense.
Proof. By Lemma 2.9 in [GMRS98] , there exists a point ξ ∈ ∂ ∞ G \ ∂ ∞ H. We can assume that H is non-elementary, or the lemma is trivial. Given any infinite-order element h ∈ H, the orbit h · ξ accumulates on the point
Along with the fact that ∂ ∞ H is closed in ∂ ∞ G, this concludes the proof.
Lemma 4.2. Let H and K be quasi-convex subgroups of G. If H and K have the same limit set, they are commensurable.
Proof. Let L ≤ G denote the stabiliser of the limit set Λ = ∂ ∞ H = ∂ ∞ K. It is clear that L contains both H and K, so Λ ⊆ ∂ ∞ L. Given a sequence g n ∈ L converging to a point ξ ∈ ∂ ∞ L, we have g +∞ n → ξ. If ξ did not lie in Λ, we would have g +∞ n ∈ Λ for large n and north-south dynamics of g n would violate the fact that Λ is preserved by L. We conclude that Λ = ∂ ∞ L and Lemma 2.9 in [GMRS98] shows that H and K have finite index in L. Hence H ∩ K has finite index in both H and K.
4.1. Traces at infinity. Let now G act properly and cocompactly on a CAT(0) cube complex X. We denote by o X : ∂ ∞ G → ∂ ∞ X the only Gequivariant homeomorphism and by Φ : ∂X → ∂ ∞ X the map from Corollary 3.12. As usual, we will only endow X with its combinatorial metric. Note that every (combinatorial) ray r ⊆ X determines a point of ∂X, but, by hyperbolicity, it also determines a point of ∂ ∞ X.
The carrier C(w) of each hyperplane w ∈ W (X) is a convex subcomplex of X; in particular, it is itself hyperbolic and we can consider its boundary ∂ ∞ w ⊆ ∂ ∞ X. A point ξ ∈ ∂ ∞ X lies in ∂ ∞ w if and only if one/all rays representing ξ are at finite Hausdorff distance from w. Definition 4.3. We refer to ∂ ∞ w ⊆ ∂ ∞ X as the trace at infinity of w.
Denoting by G w ≤ G the stabiliser of w, Lemma 2.5 guarantees that G w acts properly and cocompactly on C(w). In particular, the homeomorphism o
We now make a few simple observations on traces at infinity.
Lemma 4.4. Consider a hyperplane w ∈ W (X) and its two sides h and h * .
(1) The subsets ∂ ∞ h and ∂ ∞ h * are closed in ∂ ∞ X. Moreover, we have
Proof. Since h and h * are closed convex subsets of X, their boundaries are well-defined closed subsets of ∂ ∞ X. Every ray in X intersects either h or h * in a sub-ray, so every point of ∂ ∞ X lies in either
It is clear that ∂ ∞ w ⊆ ∂ ∞ h∩∂ ∞ h * . Conversely, if ξ ∈ ∂ ∞ h∩∂ ∞ h * , we can consider rays r and r * representing ξ and entirely contained, respectively, in h and h * . The function t → d(r(t), r * (t)) must be uniformly bounded and, observing that d(r(t), C(w)) < d(r(t), h * ) ≤ d(r(t), r * (t)), we see that r is contained in a metric neighbourhood of C(w). Hence ξ ∈ ∂ ∞ w.
Finally, regarding part (2), consider a sequence of points x n ∈ h whose distances from h * diverge. Lemma 2.5 ensures that x n can be chosen so that their gate-projections x n to C(w) lie in a compact set. The Arzelà-Ascoli theorem guarantees that, up to passing to a subsequence, the geodesics joining x n and x n converge to a ray that is contained in h but in no metric neighbourhood of h * . The corresponding point of ∂ ∞ X lies in ∂ ∞ h \ ∂ ∞ w. Similarly, ∂ ∞ h * \ ∂ ∞ w is also nonempty.
Remark 4.5. In the setting of Lemma 4.4, it is interesting to observe that ∂ ∞ h \ ∂ ∞ w is a union of connected components of ∂ ∞ X \ ∂ ∞ w. This is because the partition
Remark 4.6. By Lemma 2.5, we have ∂ ∞ w = ∅ if and only if w is compact. If X is hyperplane-essential, this means that w consists of a single point, i.e. w is dual to an edge that disconnects X.
We remind the reader that, due to Corollary 3.12 and Remark 3.14, we feel entitled to implicitly identify the sets ∂ nt X ⊆ ∂X and Φ(∂ nt X) ⊆ ∂ ∞ X. Lemma 4.7. A point ξ ∈ ∂ ∞ X lies in ∂ nt X if and only if there does not exist any w ∈ W (X) with ξ ∈ ∂ ∞ w.
Proof. By part (1) of Lemma 4.4, a point ξ ∈ ∂ ∞ X lies in some trace at infinity ∂ ∞ w if and only if there exists a halfspace h ∈ H (X) such that ξ ∈ ∂ ∞ h ∩ ∂ ∞ h * . Equivalently, there exist two rays representing ξ, one contained in h and the other contained in h * . Thus, ξ lies in a trace at infinity if and only if there exist distinct points x, y ∈ ∂X with Φ(x) = Φ(y) = ξ. On the other hand, a point ξ ∈ ∂ ∞ X is non-terminating if and only if Φ −1 (ξ) is a singleton (cf. Theorem 3.10 and Definition 3.13).
In the rest of the subsection, we collect various facts that will be needed in the proof of Step (IIa). They key ingredient is Proposition 4.11 below.
Given hyperplanes u, w ∈ W (X), we denote by B(u, w) ⊆ X the bridge associated to their carriers. When u and w are transverse, B(u, w) is simply the intersection of the two carriers.
Proposition 4.8. Given u, w ∈ W (X), the group G u ∩ G w acts properly and cocompactly on B(u, w).
Proof. Let S denote the intersection of B = B(u, w) with the carrier of u and consider its stabiliser G S ≤ G. The action G S S is cocompact by Proposition 2.7 in [HS18] . There exists a constant D > 0 such that S is contained in the D-neighbourhood of both u and w. The finitely many hyperplanes that contain S in their D-neighbourhood are permuted by G S and it follows that G u ∩ G w sits in G S as a finite-index subgroup. Hence G u ∩ G w acts cocompactly on S and it also acts cocompactly on the bridge B, which is at finite Hausdorff distance from S. Finally, as B ⊆ X is a subcomplex and G X is proper, the action
The same argument applied to the other shore of B shows that ∂ ∞ B ⊆ ∂ ∞ u ∩ ∂ ∞ w. Now, consider a point ξ ∈ ∂ ∞ u \ ∂ ∞ S and a geodesic γ ⊆ C(u) representing ξ; note that the function t → d(γ(t), S) must diverge with t. As soon as γ(t) ∈ S, equation ( * ) in Section 2.1 implies that d(γ(t), C(w)) = d(γ(t), S) + d(S, C(w)). In particular, the function t → d(γ(t), C(w)) must also diverge and ξ ∈ ∂ ∞ w. This shows that we have ∂ ∞ u ∩ ∂ ∞ w ⊆ ∂ ∞ S = ∂ ∞ B, concluding the proof.
We now introduce a preorder on W (X). We write u 1 u 2 if ∂ ∞ u 1 ⊆ ∂ ∞ u 2 and u 1 ∼ u 2 if ∂ ∞ u 1 = ∂ ∞ u 2 . The latter is an equivalence relation.
Recall that W (w) denotes the set of hyperplanes transverse to w ∈ W (X).
Proposition 4.9. Let X be hyperplane-essential.
(1) We have u 1 u 2 if and only if W (u 1 ) ⊆ W (u 2 ). Equivalently, u 1 and u 2 are not transverse and u 1 stays at bounded distance from u 2 . (2) If there exists w with u 1 w and u 2 w, the hyperplanes u 1 and u 2 are not transverse. (3) There exists N = N (X) ≥ 0 such that, given any hyperplane u with ∂ ∞ u = ∅, there exist at most N hyperplanes w with u w.
Proof. We start by proving part (1). Let B denote the bridge B(u 1 , u 2 ) and let S 1 be the shore B ∩ C(u 1 ). If W (u 1 ) ⊆ W (u 2 ), we have u 2 ∈ W (u 1 ) and the carrier C(u 1 ) is at finite Hausdorff distance from B. Thus, u 1 is contained in a metric neighbourhood of u 2 and this implies that u 1 u 2 . Conversely, suppose that u 1 u 2 . Proposition 4.8 implies ∂ ∞ u 1 = ∂ ∞ S 1 . Since S 1 is a convex subcomplex of C(u 1 ), we will also denote by S 1 its projection to a convex subcomplex of the CAT(0) cube complex u 1 . Note that S 1 = u 1 , or there would exist a halfspace k of u 1 with S 1 ⊆ k. In this case, applying part (2) of Lemma 4.4 to u 1 , we would obtain a point of
If u 1 and u 2 are transverse and u 1 w, it follows from part (1) that u 2 and w are transverse. In particular u 2 w and this proves part (2).
We finally address part (3). By hyperbolicity of X, there exists a constant D = D(X) > 0 such that, for any two hyperplanes w 1 , w 2 with
Since X admits a proper cocompact action, it is uniformly locally finite and there exist only uniformly finitely many such hyperplanes w.
Definition 4.10. Given a hyperplane w, a point ξ ∈ ∂ ∞ w is generic if the only hyperplanes u with ξ ∈ ∂ ∞ u are those that satisfy w u.
Proposition 4.11. For every w ∈ W (X), the subset of generic points is dense in ∂ ∞ w. In particular, generic points exist.
Proof. Let B be the family of subsets of ∂ ∞ w of the form ∂ ∞ w ∩ ∂ ∞ u, with u ∈ W (X) and w u. By definition, a point ξ ∈ ∂ ∞ w is generic if and only if it does not lie in the union of the elements of B. Since W (X) is countable, so is B. The proposition then follows from Baire's theorem, if we show that every B ∈ B is nowhere-dense in ∂ ∞ w.
Since w u, the difference ∂ ∞ w \ B is nonempty and H must have infinite index in G w . As H is quasi-convex, we conclude via Lemma 4.1.
Remark 4.12. Assume that X is hyperplane-essential and consider a generic point ξ ∈ ∂ ∞ w. Viewing w itself as a CAT(0) cube complex, we have ξ ∈ ∂ nt w. This follows from Lemma 4.7 since, if u ∈ W (w), part (1) of Proposition 4.9 shows that w u and hence ξ ∈ ∂ ∞ u. This is a good point to make the following simple observation, which will only be needed in the proof of Proposition 4.28 later on.
Lemma 4.13. Let X be essential and suppose that G = g Z. Then: (1) every hyperplane of X is compact; (2) for every h ∈ H (X), there exists N > 0 such that g N h and h * are strongly separated.
Proof. Since ∂ ∞ X contains only two points ξ and η, part (2) of Lemma 4.4 shows that ∂ ∞ w = ∅ for every w ∈ W (X). Lemma 2.5 then yields part (1).
Given any halfspace h, we have ∂ ∞ h ∩ ∂ ∞ h * = ∅. Up to swapping ξ and η, we have Φ −1 (ξ) ⊆ h and Φ −1 (η) ⊆ h * . Squaring g if necessary, we can assume that g fixes ξ and η. Since X admits a cocompact action, it is finite dimensional and there exists n > 0 such that g n h and h are not transverse. Observe that g n h∩h and g n h * ∩h * are both nonempty, as they contain Φ −1 (ξ) and Φ −1 (η), respectively. Replacing g with its inverse if necessary, we can assume that g n h ⊆ h. As the hyperplane bounding h is compact, there exist only finitely many hyperplanes transverse to h; they are all compact. Choosing a sufficiently large k > 0, we can thus ensure that none of them is transverse to g kn h h, hence g kn h and h * are strongly separated.
4.2. Towards hyperplane recognition. This subsection is devoted to Propositions 4.14 and 4.18. The latter, in particular, will be our main tool in overcoming the difficulties, described in the introduction, regarding the passage from Step (IIa) to Step (IIb).
Let again G X be proper and cocompact and let o X : ∂ ∞ G → ∂ ∞ X denote the only G-equivariant homeomorphism.
Proposition 4.14. Consider two distinct points ξ, η ∈ ∂ ∞ X and four sequences x n , y n , z n , w n ∈ ∂ nt X, where x n and z n converge to ξ while y n and w n converge to η. There exists N ≥ 0 such that, for every n ≥ N and every w ∈ W (x n , y n |z n , w n ), the points ξ and η lie in ∂ ∞ w.
Proof. Consider a geodesic α n whose endpoints in ∂X are x n and y n ; similarly, let β n be a geodesic with endpoints z n and w n . We also pick a geodesic γ whose endpoints in ∂ ∞ X are precisely ξ and η. The convergence of the four sequences yields a constant D > 0 such that, for every point p ∈ γ, there exists N ≥ 0 and points a n ∈ α n , b n ∈ β n with d(a n , p) ≤ D and d(b n , p) ≤ D for all n ≥ N . Every hyperplane w in W (x n , y n |z n , w n ) separates α n and β n and must thus satisfy d(p, w) ≤ D.
Since there are only finitely many hyperplanes at distance at most D from p, we are only left to show that every element of lim sup W (x n , y n |z n , w n ) contains ξ and η in its trace at infinity. Let us consider a hyperplane w that separates α n k and β n k for a diverging sequence of integers n k . Up to passing to a further subsequence, the Arzelà-Ascoli theorem allows us to assume that the geodesics α n k converge locally uniformly to a geodesic α. The discussion above then shows that α is contained in a metric neighbourhood of C(w) and has endpoints ξ and η in ∂ ∞ X. Hence ξ and η lie in ∂ ∞ w.
Lemma 4.15. For an infinite-order element k ∈ G and a hyperplane w, the following are equivalent:
(1) a non-trivial power of k preserves w; (2) the points o X (k ±∞ ) lie in ∂ ∞ w. Fixing k, there are only finitely many hyperplanes satisfying these conditions. Proof. Since X is hyperbolic, there exists a constant D = D(X) > 0 such that any two geodesic lines in X with the same endpoints in ∂ ∞ X are at Hausdorff distance at most D. If γ ⊆ X is a geodesic with o X (k ±∞ ) as endpoints at infinity, every hyperplane satisfying condition (2) must contain γ in its D-neighbourhood. It follows that only finitely many hyperplanes of X satisfy condition (2). If w is such a hyperplane, k n w also satisfies condition (2) for all n > 0, so we must have k n w = w for some n > 0. Conversely, if k n ∈ G w for some n > 0, we have k ±∞ = (k n ) ±∞ ∈ ∂ ∞ G w . Definition 4.16. If k ∈ G is infinite-order, we denote by W (k) the set of hyperplanes satisfying the equivalent conditions in Lemma 4.15. We say that k is good if it preserves every halfspace bounded by an element of W (k).
Remark 4.17. Every infinite-order element has a good power, as the set W (k) is always finite by Lemma 4.15.
We are interested in good elements because of the following result.
Proposition 4.18. Consider distinct points x, y ∈ ∂ nt X and a good infiniteorder element k ∈ G that fixes neither of them. There exists N ≥ 0 such that, for every n ≥ N , we have:
Proof. Let us set W n = W (k n x, k −n x|k n y, k −n y) for the sake of simplicity. Since k acts with north-south dynamics on ∂ ∞ X, the points k n x and k n y converge to o X (k +∞ ), while k −n x and k −n y tend to o X (k −∞ ) for n → +∞. Proposition 4.14 then yields an integer N ≥ 0 such that W n ⊆ W (k) for all n ≥ N . On the other hand, it is clear from the fact that k is good that W n ∩ W (k) = W (x|y) ∩ W (k) and this concludes the proof.
4.3. Trust issues. Let G act properly and cocompactly on CAT(0) cube complexes X and Y . We fix two subsets A ⊆ ∂ nt X and B ⊆ ∂ nt Y . Given U ⊆ W (X), we employ the notation U(A|B) = W (A|B) ∩ U and cr U (x, y, z, w) = #U(x, z|y, w) − #U(x, w|y, z)
for all subsets A, B ⊆ X and pairwise distinct points x, y, z, w ∈ ∂ nt X. Given V ⊆ W (Y ), the same notation applies to subsets of Y and points of ∂ nt Y . As mentioned in the introduction, a key complication in the proof of Theorem E is the fact that cr U (x, y, z, w) does not provide any direct information on #U(x, z|y, w) and #U(x, w|y, z), only on their difference. The following notion is devised to address this problem. Lemma 4.20. Given subsets U ⊆ W (X) and V ⊆ W (Y ), consider pairwise distinct points x 1 , x 2 , x 3 , x 4 ∈ A and a bijection f : A → B satisfying:
for every permutation σ ∈ S 4 . If the 4-tuples (f (x 1 ), f (x 2 ), f (x 3 ), f (x 4 )) and (x 1 , x 2 , x 3 , x 4 ) are, respectively, V-trustworthy and U-trustworthy, then, for every σ ∈ S 4 , we have:
Proof. Since (x 1 , x 2 , x 3 , x 4 ) is U-trustworthy, we can permute the four points so that U(x 1 , x 2 |x 3 , x 4 ) = ∅. This implies that cr U (x 1 , x 3 , x 4 , x 2 ) ≥ 0 and
is at most as large as the minimum between #V(f (x 1 ), f (x 3 )|f (x 2 ), f (x 4 )) and #V(f (x 1 ), f (x 4 )|f (x 2 ), f (x 3 )).
Since the 4-tuple (f (x 1 ), f (x 2 ), f (x 3 ), f (x 4 )) is V-trustworthy, this means that V(f (x 1 ), f (x 2 )|f (x 3 ), f (x 4 )) = ∅. We thus have:
The equality between #U(x 1 , x 4 |x 2 , x 3 ) and #V(f (x 1 ), f (x 4 )|f (x 2 ), f (x 3 )) is obtained similarly.
The following will be our main source of trustworthy 4-tuples.
Definition 4.21. Let ξ and η be distinct points of ∂ ∞ X. We say that the pair (ξ, η) is trustworthy if there do not exist transverse hyperplanes u 1 and u 2 with ξ, η ∈ ∂ ∞ u 1 ∩ ∂ ∞ u 2 .
Lemma 4.22. Consider two distinct points ξ, η ∈ ∂ ∞ X and sequences a n , b n , c n , d n ∈ ∂ nt X, where a n and c n converge to ξ, while b n and d n converge to η. If (ξ, η) is trustworthy, then there exists N such that (a n , b n , c n , d n ) is trustworthy for all n ≥ N .
Proof. If (a n , b n , c n , d n ) is not trustworthy for infinitely many values of n, we can pass to a subsequence in order to ensure that the sets W (a n , b n |c n , d n ) and W (a n , d n |b n , c n ) are all nonempty. Proposition 4.14 provides N such that, for all n ≥ N , every element of W (a n , b n |c n , d n ) ∪ W (a n , d n |b n , c n ) contains ξ and η in its trace at infinity. Lemma 2.1, however, shows that the sets W (a n , b n |c n , d n ) and W (a n , d n |b n , c n ) are transverse, contradicting the fact that (ξ, η) is trustworthy.
The next result applies e.g. to the case when no three elements of U are transverse (Lemma 2.1). It will only be needed in the proof of Theorem 4.33.
Lemma 4.23. Suppose that, for a subset U ⊆ W (X), every element of A 4 is U-trustworthy. Consider a partition A = P Q with #P, #Q ≥ 2 and such that U(x, y|z, w) = ∅ for all x, y ∈ P and z, w ∈ Q. Then, there exist x, y ∈ P and z, w ∈ Q such that U(x, y|z, w) = U(P|Q).
Proof. Pick points x, y ∈ P and z, w ∈ Q so as to minimise the cardinality of U(x, y|z, w); since #P, #Q ≥ 2, this set is finite. It is clear that U(x, y|z, w) contains U(P|Q). Consider any hyperplane w ∈ U(x, y|z, w) and let h be its side containing x and y. We are going to show that h ∩ A ⊆ P and the same argument will yield h * ∩ A ⊆ Q. This will conclude the proof as then h ∩ A = P and h * ∩ A = Q, which shows that w separates P and Q.
Suppose for the sake of contradiction that a point u ∈ h ∩ A lies in Q. By hypothesis, there exist hyperplanes u 1 ∈ U(x, y|u, z) and u 2 ∈ U(x, y|u, w). As U(x, y|u, z) and U(x, y|u, w) do not contain w and cannot have fewer elements than U(x, y|z, w), we must be able to choose u 1 and u 2 outside U(x, y|z, w). In conclusion:
w ∈ U(x, y, u|z, w) ⊆ U(y, u|z, w), u 1 ∈ U(x, y, w|u, z) ⊆ U(y, w|u, z), u 2 ∈ U(x, y, z|u, w) ⊆ U(y, z|u, w), which violates the assumption that every 4-tuple, in particular (u, y, z, w), be U-trustworthy.
4.4.
Traces vs cross ratios. We now assume that G is non-elementary. We consider proper cocompact actions of G on essential, hyperplane-essential CAT(0) cube complexes X and Y . These are irreducible by Remark 2.4.
Let A ⊆ ∂ nt X and B ⊆ ∂ nt Y be nonempty G-invariant subsets with
Assumption. Throughout this subsection, we fix subsets U ⊆ W (X) and V ⊆ W (Y ) such that:
for all pairwise distinct points x, y, z, w ∈ A. It will become clear in Section 4.5 how this relates to the proof of Theorem E.
The reader can think of the case where U = W (X) and V = W (Y ), although we will need the full generality of the previous setup in Section 4.5.
Lemma 4.24. Given a hyperplane u ∈ U, a generic point ξ ∈ ∂ ∞ u and an arbitrary point η ∈ ∂ ∞ u \ {ξ}, there exists a hyperplane v ∈ V with f (ξ), f (η) ∈ ∂ ∞ v.
Proof. Consider a (combinatorial) line γ ⊆ C(u) with endpoints ξ and η. Pick w 0 ∈ W (γ) and label the other elements of W (γ) as w n , n ∈ Z, according to the order in which they are crossed by γ and so that positive indices correspond to the half of γ ending at ξ. Let h be any side of the hyperplane u and let h n be the side of w n that contains the positive half of γ. For all n > 0, part (2) of Proposition 2.7 allows us to pick points of A as follows: x n ∈ h ∩ h n , y n ∈ h ∩ h * −n , z n ∈ h * ∩ h n and w n ∈ h * ∩ h * −n . Note that every limit point of the x n within ∂X must have infinite Gromov product with γ(+∞) ∈ ∂X. Since Φ(γ(+∞)) = ξ, Lemma 3.6 and Corollary 3.12 show that x n ∈ ∂ nt X converge to ξ. Similarly, z n converge to ξ, while y n and w n converge to η.
By Remark 4.12 and Lemma 3.15, the generic point ξ ∈ ∂ ∞ u is represented by a regular point in the Roller boundary of the CAT(0) cube complex u. For all sufficiently large n > 0, it follows that w n ∩u and w −n ∩u are strongly separated as hyperplanes of the cube complex u. In other words, no hyperplane of X is transverse to u ∈ U(x n , y n |z n , w n ) and w n , w −n ∈ W (x n , z n |y n , w n ) at the same time. By Lemma 2.1, the sets W (x n , w n |y n , z n ) are then all empty for large n > 0. It follows that cr U (x n , z n , y n , w n ) > 0, hence
Since f (x n ) and f (z n ) converge to f (ξ), while f (y n ) and f (w n ) converge to f (η), Proposition 4.14 yields the required hyperplane v.
Definition 4.25. A hyperplane w ∈ U is U-boundary-maximal if ∂ ∞ w = ∅ and every hyperplane u ∈ U with w u actually satisfies u ∼ w. When U = W (X), we simply speak of boundary-maximal hyperplanes.
Part (3) of Proposition 4.9 and Remark 4.6 show that boundary-maximal hyperplanes exist as soon as X is not a tree. In fact, for every hyperplane u there exists a boundary-maximal hyperplane w with u w.
The next result can be viewed as Step (IIa) from the introduction.
The same construction can be applied to hyperplanes w ∈ W (Y ), yielding a subset T V (w) ⊆ V, a projection to a finite tree π w : Y → T (w) and a pseudo-metric δ w on B ⊆ ∂ nt Y . The next result is the main ingredient of Step (IIb) (cf. Theorem 4.33). We will employ Definitions 4.16 and 4.21 in its proof.
Proposition 4.28. Let u ∈ U and v ∈ V be, respectively, U-boundarymaximal and V-boundary-maximal, with f (∂ ∞ u) = ∂ ∞ v. Given any two points x, y ∈ A, we have δ v (f (x), f (y)) = δ u (x, y).
Proof. By Lemma 4.2, the subgroups G u and G v are commensurable. Let H be a common finite-index subgroup; in particular, H acts properly and cocompactly on both u and v. Given an infinite-order element h ∈ H, we write U(h) and V(h) for the subsets of U and V, respectively, corresponding to hyperplanes that contain o X (h ±∞ ) or o Y (h ±∞ ) in their trace at infinity. Note that we have T U (u) ⊆ U(h) and T V (v) ⊆ V(h) by Lemma 4.15.
Claim. There exists an infinite-order element h 0 ∈ H that is good in both X and Y , for which the pairs (o X (h
are trustworthy, and for which we have T U (u) ∩ U(x|y) = U(h 0 ) ∩ U(x|y) and 
for all large n > 0. Since x, y ∈ ∂ nt X, Lemma 4.7 shows that x, y ∈ ∂ ∞ u. On the other hand h 0 preserves u and its two fixed points in ∂ ∞ X lie within ∂ ∞ u by Lemma 4.15. We conclude that h 0 does not fix x, y and Proposition 4.18 finally yields #(U(h 0 ) ∩ U(x|y)) = #(V(h 0 ) ∩ V(f (x)|f (y))). By our choice of h 0 , these two cardinalities are precisely δ u (x, y) and δ v (f (x), f (y)).
Proof of claim. The points x, y are regular by Lemma 3.15. It follows that, among hyperplanes of X separating x and y, only finitely many are not strongly separated from u. In light of Proposition 4.8, there are only finitely many hyperplanes u that separate x and y and satisfy ∂ ∞ u ∩∂ ∞ u = ∅; let us denote by u 1 , ..., u r those that lie in U \ T U (u). Similarly let v 1 , ..., v s be the elements of V \T V (v) that separate f (x) and f (y) and satisfy
By boundary-maximality of u and v, we have ∂ ∞ u i ∩ ∂ ∞ u ∂ ∞ u and ∂ ∞ v j ∩∂ ∞ v ∂ ∞ v for all i and j. Lemma 4.1 and Proposition 4.8 then show that each of these subsets is nowhere-dense. Hence, the union
Observe that there exists h ∈ H that acts as a strongly contracting automorphism on both u and v. This follows from Proposition 3.18 if H is not virtually cyclic and from Lemma 4.13 otherwise. Since K is nowhere-dense, there exists a conjugate h 0 of h in H such that h +∞ 0
for all i and j, which implies that the inclusions T U (u) ∩ U(x|y) ⊆ U(h 0 ) ∩ U(x|y) and
Since h 0 acts as a strongly contracting automorphism on u, we have o X (h ±∞ 0 ) ∈ ∂ nt u. Lemma 4.7 then shows that the pair (o X (h
Finally, as h 0 has infinite order, Remark 4.17 ensures that a power of h 0 is good. This concludes the proof of the claim and of the proposition.
In the setting of Proposition 4.28, we get the commutative diagram:
Here π u (A) and π v (B) are precisely the quotient metric spaces associated to the pseudo-metric spaces (A, δ u ) and (B, δ v ). The map ψ is then provided by Proposition 4.28 and it is an isometry. By part (1) of Proposition 2.7, we see that π u (A) and π v (B) contain all vertices of degree one in T (u) and T (v), respectively. The dashed arrow Ψ is then obtained through the following general fact about trees.
Lemma 4.29. Let T 1 and T 2 be finite trees with all edges of length one 11 . Let V i ⊆ T i be sets of vertices containing all degree-one vertices of T i . Every distance preserving bijection ψ : V 1 → V 2 uniquely extends to an isometry Ψ :
Proof. Let V i ⊆ V i denote the subsets of vertices of degree one. If #V i ≤ 2, the tree T i is a segment and the lemma is clear. Let us therefore assume that V 1 and V 2 both contain at least three elements.
Extending every leaf of T i to a ray, we embed T i in a geodesically complete tree T i with a natural bijection φ i : V i → ∂T i . Observing that the maps φ i preserve cross ratios and ψ is an isometry, we conclude that the bijection φ 2 ψφ −1 1 : ∂T 1 → ∂T 2 preserves cross ratios. It then follows from Theorem 4.3 in [BS17] that φ 2 ψφ −1 1 admits a unique extension to an isometry Ψ : T 1 → T 2 . Note that m(x, y, z) = m(φ i (x), φ i (y), φ i (z)) for all pairwise distinct points x, y, z ∈ V i . It follows that, given pairwise distinct points x, y, z ∈ V 1 , the map Ψ takes m 1 := m(x, y, z) to m 2 := m(ψ(x), ψ(y), ψ(z)). Moreover, Ψ takes the ray from m 1 to φ 1 (x) to the ray from m 2 to φ 2 (ψ(x)). Since
11 When proving Theorem E for cuboid complexes, one should allow edges of arbitrary length in T1 and T2. The proof of the lemma does not change.
we conclude that Ψ(x) = ψ(x). Thus Ψ and ψ coincide on V 1 . For every other point w ∈ V 1 , we can find x, y ∈ V 1 such that d(x, y) = d(x, w) + d(w, y). It is then clear that Ψ and ψ coincide on the entire V 1 .
Corollary 4.30. Let u and v be as in Proposition 4.28. For all h ∈ H (X):
Proof. We begin by observing that it suffices to prove the inequality
This already yields an equality if the right-hand side vanishes. Otherwise, there exists m ∈ T V (v) with m ∩ B = f (h ∩ A) and we can apply the same argument to f −1 and m to obtain the opposite inequality. Now, if the left-hand side of ( * ) vanishes, there is nothing to prove. Otherwise, there exists a halfspace j ∈ T U (u) with j ∩ A = h ∩ A and our setup is not affected if we replace h with j . We can thus assume that h ∈ T U (u).
The projection π u (h) is a halfspace of the tree T (u), with complement π u (h * ). Let C and C * be the convex hulls, respectively, of π u (h ∩ A) and π u (h * ∩A). These are disjoint subtrees of T (u) and the union C C * contains all degree-one vertices of T (u). The complement of C C * must be an open arc α ⊆ T (u) such that every vertex in α has degree two and lies outside π u (A). Thus, the hyperplanes associated to the set {j ∈ T U (u) | j∩A = h∩A} are precisely the elements of T U (u) that are dual to edges of α.
Observing that Ψ • π u = π v • f , we see that the sets Ψ(C) and Ψ(C * ) are the convex hulls, respectively, of π v (f (h ∩ A)) and π v (f (h * ∩ A)) in T (v) . Moreover, the arc Ψ(α) has the same length of α and its edges correspond to pairwise distinct elements of the set {m ∈ T V (v) | m ∩ B = f (h ∩ A)}. This yields the desired inequality. 4.5. Concluding the proof. Let the group G, the cube complexes X and Y and the map f be as in the statement of Theorem E. We set A = Ω and B = f (Ω), so that we are in the general setup of Section 4.4. Here, however, we do not fix sets U and V. Instead, we observe that, by the hypotheses of Theorem E, we have cr X (x, y, z, w) = cr Y (f (x), f (y), f (z), f (w)) for all pairwise distinct points x, y, z, w ∈ A.
Given subsets U ⊆ W (X) and V ⊆ W (Y ), we denote by U ⊆ H (X) and V ⊆ H (Y ) the collections of halfspaces bounded, respectively, by the elements of U and V.
Definition 4.31. We say that subsets U ⊆ W (X) and V ⊆ W (Y ) are well-paired if, for every h ∈ H (X) and k ∈ H (Y ), we have: #{j ∈ U | j ∩ A = h ∩ A} = #{m ∈ V | m ∩ B = f (h ∩ A)}, #{m ∈ V | m ∩ B = k ∩ B} = #{j ∈ U | j ∩ A = f −1 (k ∩ B)}.
In particular, if h ∈ U and k ∈ V, the right-hand sides must be nonempty.
The following observation is immediate from definitions.
Lemma 4.32. If the sets U ⊆ W (X) and V ⊆ W (Y ) are well-paired and the points x, y, z, w ∈ A are pairwise distinct, we have:
#U(x, y|z, w) = #V(f (x), f (y)|f (z), f (w)), cr U (x, y, z, w) = cr V (f (x), f (y), f (z), f (w)).
The next result provides the correct formulation of Step (IIb) from the introduction, as traces at infinity need to be counted "with multiplicity". Proof. We set U 0 = W (X) and define inductively U k+1 U k as the subset of hyperplanes that are not U k -boundary-maximal. Let U c k = W (X) \ U k and similarly define the sets V k and V c k starting from V 0 = W (Y ). , the fact that f takes cr X to cr Y implies that cr U k (x, y, z, w) = cr V k (f (x), f (y), f (z), f (w)) .
We are now in the setting of Section 4.4 and can apply Proposition 4.26. It follows that, for each u ∈ U k \ U k+1 , there exists v ∈ V k \ V k+1 with ∂ ∞ v = f (∂ ∞ u). Applying Corollary 4.30 to both f and f −1 , we see that the sets T U k (u) and T V k (v) are well-paired. Letting u vary, these sets partition U k \ U k+1 and V k \ V k+1 ; we conclude that the latter are also well-paired. Observing that U c k+1 = U c k (U k \ U k+1 ) and V c k+1 = V c k (V k \ V k+1 ), we have finally shown that the sets U c k+1 and V c k+1 are well-paired, completing the proof of the inductive step.
Part (3) of Proposition 4.9 shows that, for sufficiently large values of k, the sets U k and V k are reduced to the subsets U ⊆ W (X) and V ⊆ W (Y ) of hyperplanes with empty trace at infinity. We conclude the proof by showing that U and V are well-paired. Note that the arguments above already yield cr U (x, y, z, w) = cr V (f (x), f (y), f (z), f (w)) for all pairwise distinct points x, y, z, w ∈ A. By Remark 4.6, no two elements of U or V are transverse; in particular, Lemma 2.1 shows that every element of A 4 is U-trustworthy and every element of B 4 is V-trustworthy. Lemma 4.20 guarantees that #U (x, y|z, w) = #V (f (x), f (y)|f (z), f (w)) .
Epilogue.
In this section we apply Theorem E to obtain Theorems A and B. Relying on [BF19] , we also prove Theorem D.
5.1. Cross ratios on contracting boundaries. Let G be a non-virtuallycyclic group. We consider proper cocompact actions of G on irreducible, essential CAT(0) cube complexes X and Y . By Remark 2.4 these are common hypotheses to Theorems A and D.
In Section 3.3, we defined a G-equivariant bijection o X : ∂ c G → ∂ c X arising from orbit maps. We now want to exploit the map Φ introduced in Section 3.2 to transfer the cross ratio on ∂X to a G-invariant cross ratio on ∂ c X and ∂ c G. To this end, we will need the following notion.
Definition 5.1. A subset A ⊆ ∂ cu X is a section (of the map Φ) if A intersects each fibre of Φ at exactly one point. In particular, ∂ cnt X ⊆ A.
Remark 5.2. If A is a section of Φ and x, y ∈ A are distinct points, Lemma 3.6 shows that x and y have finite Gromov product. In particular, if x, y, z, w ∈ A are pairwise distinct, the median m(x, y, z) lies in X and the cross ratio cr(x, y, z, w) is well-defined and finite (cf. Lemma 2.11).
Note that it is always possible to find a G-invariant section A ⊆ ∂ cu X, up to subdividing X. Indeed, since every component of ∂ cu X is finite by Remark 3.8, we can consider the first cubical subdivision X and pick the median barycentre (cf. Section 2.3) of each component of ∂ cu X . The resulting subset A ⊆ ∂ cu X is a G-invariant section of Φ : ∂ cu X → ∂ c X ∂ c X. We stress that we assign length 1 to every edge of X . In particular, the inclusion X → X is a homothety doubling distances.
Restricting the cross ratio on ∂X to the set A and identifying A ∂ c G via the composition o −1 X • Φ , we obtain an invariant cross ratio cr X : ∂ c G (4) −→ Z.
By Remark 5.2, the value cr X (x, y, z, w) is well-defined and finite as soon as x, y, z, w ∈ ∂ c G are pairwise distinct. We refer to cr X as the cubical cross ratio on ∂ c G associated to the cubulation G X. We can extend cr X to 4-tuples (x, y, z, w) with #{x, y, z, w} ≤ 3 as long as no three of the four points coincide. If x = y and x = z, we set cr X (x, x, y, z) = 0 and cr X (x, y, x, z) = +∞, while the other values of cr X can be recovered using its symmetries.
We can endow ∂ c G with the pull-back of the topology of ∂ vis c X, or with one of the topologies of [Cor17, CM18] , but cr X will rarely be continuous on its entire domain. Indeed, cr X takes integer values, whereas ∂ c G can be connected (for instance when G is a one-ended hyperbolic group).
Nevertheless, we have the following:
Proposition 5.3. Endowing ∂ c G with any of the three topologies above, cr X is continuous at every 4-tuple with coordinates in ∂ cnt X ⊆ ∂ c X. Z-action can be described in terms of length functions. In the latter, the two actions are G-equivariantly isomorphic, since actions D ∞ R are determined, up to conjugacy, by the restriction to the maximal Z subgroup.
As the next two examples demonstrate, there is no way of removing the essentiality and hyperplane-essentiality requirements from Theorems A and B.
Example 5.4. Let G X be any proper cocompact action on a CAT(0) cube complex. Fix a basepoint x ∈ X and let G x ≤ G denote its stabiliser. The disjoint union Y = X G/G x is endowed with a natural G-action and we give it a structure of CAT(0) cube complex by adding edges connecting gG x and gx for every g ∈ G. The procedure is depicted in Figure 2 in a more general context. The CAT(0) cube complex Y is irreducible and the action G Y is proper and cocompact. Note that Y is hyperplane-essential if and only if X is, but Y is never going to be essential, as all points of G/G x are vertices of degree 1. It is easy to see that X = Y and cr X = cr Y .
We now describe a general procedure that takes any finite dimensional CAT(0) cube complex X as input and gives out another CAT(0) cube complex S(X) as output. We will refer to S(X) as the squarisation of X. One can already get a good idea of the definition by looking at Figure 3 .
Let H denote the disjoint union of two copies of the pocset (H (X), ⊆, * ), labelling by h 1 and h 2 the two elements arising from h ∈ H (X). We turn H into a pocset by declaring that, given h, k ∈ H (X) with h ∈ {k, k * }, we have h i ⊆ k j if and only if h ⊆ k, no matter what the indices i and j are. On the other hand, the halfspaces h 1 and h 2 are transverse for all h ∈ H (X). Now, S(X) is obtained by applying Sageev's construction [Sag95, Sag14] to the pocset (H , ⊆, * ). Note that, if we had instead declared that h 1 and h 2 are nested, we would have obtained the first cubical subdivision X .
Example 5.5. Let G X be any proper cocompact action on an essential, irreducible CAT(0) cube complex. The cube complexes X and S(X) are both essential, irreducible and naturally endowed with proper cocompact actions of G. It is easy to see that the actions G X and G S(X) determine the same length function, namely the double of the length function associated to G X. Moreover, the (co-meagre) subset of ∂ ∞ G arising from non-terminating ultrafilters is the same for X, X and S(X) and there we have cr S(X) = cr X = 2 · cr X . The failure of Theorems A and B is to be traced back to hyperplaneessentiality. Indeed, S(X) is never hyperplane-essential. All its hyperplanes split as S(w) × [0, 1], where w is the corresponding hyperplane of X.
