The meat industry routinely determines fat content of meat for quality monitoring and processed product formulation. Meat, as a raw material, is extremely variable and may range from 1 to 65% fat. Fat analysis on a batch-by-batch basis is essential. The reference methods for fat are typically time consuming and generate hazardous waste [1]. In the past 10 yr, near-infrared reflectance (NIR) and transmittance (NIT) spectroscopy have gained widespread use for analyses of quality constituents in many materials. Near-infrared spectroscopy relies on a reference method for calibration and instrument standardization. However, it is often preferred to reference methods because it is rapid, accurate, and cost effective; it does not require skilled operators; and it does not generate hazardous waste. The use of NIT for the prediction of fat in boned raw poultry breast muscle, trimmings, and raw finished product (chicken nuggets) was investigated in this study. We used a database supplied by the NIT instrument manufacturer and samples collected from a local processing plant to develop fat calibration models with an error of 0.70 and 0.33% fat, respectively. Fat calibration models were validated with local processor samples. The standard error of performance was 0.84 and 0.38% fat for the instrument manufacturer and local processor calibration, respectively. Typical within-product standard errors for other rapid methods are 0.9 and 1.6% for Banco and Univex rendering, respectively 
information as possible on raw materials and finished products, thus dependable laboratory data are needed. Meat, as a raw material, is extremely variable in proximate composition (fat, water, protein). Meat processors need compositional analysis on a batch-by-batch basis for quality monitoring and processed product formulation. Unfortunately, the most reliable and traditional methods include those of AOAC International [1] , are the most time consuming, and generate toxic and hazardous waste.
The standard reference method for fat [1] has been an organic solvent (ether) extract of a dried sample followed by gravimetric measurement of fat. The method has been used with consistent results over time and on a wide variety of food products. However, it is very time consuming, expensive, and labor intensive. A more rapid method that retains the same degree of accuracy would help the industry in their quality monitoring and processed product formulation.
The NIT spectroscopy is a rapid and accurate method for measuring some constituents of materials without requiring extensive sample preparation [3] . Further, NIT usually does not lead to chemical waste. Near-infrared measurements are based on the principle that major organic sample components have absorption characteristics (due to vibrations arising from the stretching and bending of H associated with C, O, and N) in the nearinfrared region that are specific to the component. These absorption characteristics give us the means for assessing composition. The principles of NIR and NIT spectroscopy have previously been explained [4] . Commercialization of NIR and NIT in the agriculture and food industries relies on the transfer of calibration models and/or data sets from one instrument to another. Transfer of calibrations is necessary because not all end users have the resources (knowledge, time, and budget) to develop their own calibrations, but they still have need of the analyzer. This is accomplished by performing calibrations on a master instrument by the instrument manufacturer and then transferring to like units (slaves) in the field. Although NIR analyzers are manufactured to rigorous specifications, no two instruments have exactly the same spectral characteristics nor can they use the same calibration without being adjusted (standardized) [5] .
In the past, NIR and NIT have been used to analyze the chemical composition of beef [6, 7] and lamb [8] . Little information has been published on the evaluation of poultry meat fat content by spectroscopic methods [9, 10] . We used the AOAC-approved method [1] as the reference to assess the potential of NIT for the determination of fat in boned poultry breast muscle, trimmings, and finished product (chicken nuggets).
MATERIALS AND METHODS

Sample Collection and Preparation
Mechanically removed, skinless, pectoralis superficialis torn muscle fillets, trimmings, and chicken nugget raw finished products were obtained from a commercial processing plant. Samples (454 g) of raw fillets, trimmings, and raw finished product were collected from five production batches 1 d per week over 7 wk (n = 95, 10 samples were unavailable for the study). Samples were sealed in plastic bags, placed on ice, transported to the laboratory, and held at −20°C until used. Before analysis, samples were thawed at 5°C and blended until a uniform, finely chopped paste was obtained [11] . When sample preparation was complete, portions of the blended sample were collected for NIT and AOAC [1] fat analysis.
Sample Analysis
Meat samples were scanned from 850 to 1,050 nm in 2-nm increments in a 1265 Meat Analyzer [12] . Raw torn muscle fillets and raw finished product (150 g) were presented at 4.4 and −2.7°C, respectively, in cylindrical sample cells (internal diameter, 130 mm; depth, 10 mm) with a clear plastic bottom and an open top surface. Transmission (T) data were collected as log 10 (1/T). Temperature of the samples during T data collection represented the temperature of the samples collected at the processing plant. After T data collection, the sample for fat determination [1] was weighed directly from the sample scanned.
Calibration for Fat
The NIT data were collected and processed for development of fat prediction models using the software WinISI [13] . Local processor meat samples were randomly divided into calibration sets for (n = 50), standardization (n = 20), and validation (n = 25). Fat calibration models were developed from three data sets as follows: 1) local processor samples, 2) a poultry meat data set [14] , and 3) a poultry meat data set [15] with inclusion of standardization samples. The method of partial least squares (PLS) regression was used to develop fat models [15] . Prior to the PLS procedure, the log 10 (1/T) spectra were transformed with standard normal variate and detrending procedures [16] to remove multiplicative interferences of pathlength due to minor variations in sample thickness. A predictive cross-validation method was used to determine the optimum number of PLS factors and to guard against over-fitting [15] . Cross-validation is a procedure by which onefifth of the calibration samples are removed from calibration and used for prediction. This procedure is repeated five times, each time with a different fifth of the samples removed. Performance statistics are accumulated for each group of samples removed. The optimal number of PLS factors for the model is that which produces the first minimum in error between modeled and reference values [17] for the samples removed during crossvalidation. Upon completion of the calibrations for fat, the models were applied to the validation sample set. Model performance was reported as the coefficient of determination (r 2 ), standard error of performance (SEP) [18] , average difference between fat reference method and predicted values (bias), and linear regression of fat reference method against predicted values (slope) [19] .
RESULTS AND DISCUSSION
The percentage of fat in torn fillets, trimmings, and chicken nugget raw finished product determined by the gravimetric procedure [1] ranged from 1.05 to 13.3% (n = 95). The standard error of laboratory determinations was 0.39%. For the local processor calibration, standardization, and validation sets, the mean, standard deviation, and range of fat percentage were similar for each data set ( Table 1 ). The data set provided by the instrument manufacturer had a higher mean and standard deviation than samples collected in the local processing plant. The fat results are consistent with the results of other authors [9, 10] .
The calibration process for fat was started with the Foss North America calibration data set supplied by the instrument manufacturer. The overall errors between modeled and reference values (standard error of cross-validation; SECV) were 0.70% with an r 2 of 0.96 (Table 2 ). The local processor validation samples were predicted with the Foss North America calibration equation. When the NIT-predicted values for fat were compared with AOAC determined values, the bias, standard error of performance (SEP), and slope were −0.64%, 0.84%, and 1.05, respectively (Table 2, Figure 1A ).
On average, the Foss North America calibration over-predicted the validation samples and had unacceptable levels of accuracy, as indicated by the random scatter about the regression line for samples in the 8 to 13% fat range ( Figure 1A ). These data demonstrate a clear need for the standardization process.
The Foss North America calibration was then used to predict the fat content of the local processor standardization samples. The NIT fat predicted values for the standardization set were regressed against the AOAC determined values. The slope and intercept were used to adjust the intercept of the Foss North America calibration equation [20] . The adjusted calibration of Foss North America was then used to predict the validation samples with a resulting bias, SEP, and r 2 of −0.17, 0.84%, and 0.99, respectively. As expected, the adjusted model corrected the bias and slope but not the scatter about the regression ( Figure 1B) .
Instead of a bias or slope and intercept correction of an instrument manufacturer's supplied model, a calibration equation can be developed from local processor samples alone or by combining the local processor samples with the instrument manufacturer's set. The local processor standardization spectra were combined with the Foss North America calibration and formed an enlarged pool of samples for recalibration.
Thus, NIT models for fat were obtained using only the local processor calibration samples (n = 50) and the combined set (n = 107). The SECV for the local processor and combined model were 0.33 and 0.50%, respectively, ( Table 2 ). The local processor and combined models were tested on the validation samples with a resulting SEP of 0.38 and 0.32%, respectively, ( Table 2) . These statistics were significantly lower (P < 0.05) than those obtained with the Foss North America Calibration alone.
Inclusion of the local processor samples in the calibration population for fat corrected the random scatter about the regression of AOAC-determined fat versus NIT-predicted fat for samples with 8 to
CONCLUSIONS AND APPLICATIONS
1. Fat models developed with the calibration data set supplied by the instrument company overpredicted fat content of local processor samples. 2. Fat models developed with local processor samples alone or in combination with the calibration data set supplied by the instrument company gave accurate results. 3. NIT can be used in the poultry processing plant for fast and accurate fat analysis required for quality monitoring during processed product formulation.
