Parabolic and elliptic systems in divergence form with variably
  partially BMO coefficients by Dong, Hongjie & Kim, Doyoon
ar
X
iv
:0
90
2.
03
90
v3
  [
ma
th.
AP
]  
27
 Fe
b 2
01
1
PARABOLIC AND ELLIPTIC SYSTEMS IN DIVERGENCE
FORM WITH VARIABLY PARTIALLY BMO COEFFICIENTS
HONGJIE DONG AND DOYOON KIM
Abstract. We establish the solvability of second order divergence type par-
abolic systems in Sobolev spaces. The leading coefficients are assumed to be
only measurable in one spatial direction on each small parabolic cylinder with
the spatial direction allowed to depend on the cylinder. In the other orthog-
onal directions and the time variable, the coefficients have locally small mean
oscillations. We also obtain the corresponding W 1p -solvability of second or-
der elliptic systems in divergence form. This type of systems arises from the
problems of linearly elastic laminates and composite materials. Our results
are new even for scalar equations and the proofs differ from and simplify the
methods used previously in [14]. As an application, we improve a result by
Chipot, Kinderlehrer, and Vergara-Caffarelli [8] on gradient estimates for elas-
ticity system Dα(Aαβ(x1)Dβu) = f, which typically arises in homogenization
of layered materials. We relax the condition on f from Hk, k ≥ d/2, to Lp
with p > d.
1. Introduction
In this paper we prove the unique solvability of divergence type fully coupled
parabolic and elliptic systems in Sobolev spaces when the leading coefficients are
in the class of variably partially BMO (bounded mean oscillation) functions. The
distinguishing feature of variably partially BMO coefficients is that they are allowed
to be very irregular with respect to one spatial direction, and the spatial direction
needs to be determined only locally. Thus the systems studied in this paper may
model deformations in composite media as fiber-reinforced materials (see, e.g. [8]
and [28]).
There are many papers concerning elliptic and parabolic equations/systems in
Sobolev spaces with VMO (vanishing mean oscillation) or BMO type coefficients.
Chiarenza, Frasca, and Longo first proved the interior estimate for non-divergence
form elliptic equations with VMO coefficients [6]. Then the solvability of elliptic
and parabolic equations in Sobolev space were presented in [7] and [5]. These are
the earliest papers about non-divergence type equations with VMO coefficients.
For divergence type equations with VMO/BMO coefficients, results of similar type
were obtained in [11, 2], and later in [3, 4]. On the other hand, in [25, 26] Krylov
gave a unified approach to investigating the Lp-solvability of both divergence and
non-divergence form parabolic and elliptic equations with coefficients BMO in the
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spatial variables (and merely measurable in t in the parabolic case). For other
related results, we also refer the reader to [30, 31, 24, 18, 1, 10], and references
therein.
To describe the class of coefficients in this paper, we first mention partially BMO
coefficients, which are characterized as having no regularity assumptions with re-
spect to one (fixed) variable and having locally small mean oscillations with respect
to the other variables. This class of coefficients was first introduced in [22], where
the W 2p -solvability of elliptic equations in non-divergence form were obtained by
adapting some ideas in [25]∗. Since then, non-divergence type equations/systems
with partially VMO/BMO coefficients have been considered in [23, 19, 20, 21, 17].
Partially BMO coefficients are quite general so that they include VMO coefficients
as in [6, 7, 5] as well as BMO coefficients as in [3, 4]. As to divergence type
equations, the authors of this paper proved in [14] the W 1p -solvability of elliptic
equations with partially BMO coefficients. Then parabolic equations as well as sys-
tems in divergence form were treated in [12, 15]. It should be mentioned that, in the
non-divergence case, some related problems were studied about forty years ago, for
example, in [9, 29, 33]. In [9], Chiti proved the W 22 -solvability for elliptic equations
with coefficients which are measurable functions of one variable alone. In [29, 33]
Lorenzi and Salsa obtained the W 2p -solvability for elliptic and parabolic equations,
respectively, when the coefficients are constants in half-spaces and discontinuous
across the dividing hyperplane.
In this paper, we investigate systems with variably partially BMO coefficients,
which is a generalization of partially BMO coefficients. This class of coefficients was
first introduced by Krylov in [27] for non-divergence type elliptic equations in the
whole space and p ∈ (2,∞). Variably partially BMO coefficients are measurable in
one spatial direction and have small mean oscillation in the other directions via a
diffeomorphism on each small cylinder (or ball in the elliptic case). Diffeomorphisms
may be chosen differently for each cylinder, so the direction in which coefficients
are only measurable (have no regularity assumption) may vary from one cylinder to
another. In other words, there is no global fixed direction, with respect to which the
coefficients are only measurable. It is easily seen that the class of partially BMO
coefficients is a special case of variably partially BMO coefficients with the identity
diffeomorphism. Later, Krylov’s result in [27] was extended to non-divergence type
parabolic equations with similar type of coefficients and any p ∈ (1,∞) in [13].
With the coefficients described above, we establish in this paper the solvability in
Sobolev spaces for divergence type parabolic and elliptic systems, which generalize
the results of [14]. In particular, in contrast to [27, 13, 14] we deal with systems,
so our results extend all results in [14] to the system case. As an application, we
improve a result in [8] for linearly elastic laminates; see Section 6.
Our arguments are based on L2-oscillation estimates of the derivatives of solu-
tions, and then applying a generalized Fefferman-Stein theorem proved by Krylov
in [27]. However, there are additional difficulties due to the divergence structure of
the equations/systems and the fact that coefficients are (locally) only measurable
in one direction.
∗In fact, the authors of [22] considered partially VMO coefficients, which are only measurable
in one fixed variable and have vanishing mean oscillations in the other variables. However, in the
same spirit as in [25, 26] the proofs there also work for equations with partially BMO coefficients.
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To overcome the difficulty due to the divergence structure, in [14] we used a scal-
ing argument. Roughly speaking, we considered a rescaled function u(µ−1x1, x
′)
instead of u(x1, x
′) to get a priori estimates of Du, where µ is a large constant and
(x1, x
′) ∈ Rd. The coefficients considered in this paper, as noted above, have no
specific fixed direction to which we can apply the scaling argument. This prompted
us to develop a new method, the key step of which is to estimate the mean oscilla-
tions of U :=
∑d
j=1 a
1jDju and Diu, i = 2, · · · , d, instead of the full gradient of u,
if the given equation is
Di(a
ijDju) = div g.
Applying our new method to the equations in [14], it not only removes the necessity
of the scaling procedure, but also simplifies the proofs there. Moreover, the method
allows us to treat systems, whereas in [14, 12] we were only able to deal with scalar
equations due to the fact that a certain change of variables had to be used.
Compared to elliptic equations considered in [14], another obstacle in the par-
abolic case is in the estimate of ‖ut‖L2 . In contrast to the case of non-divergence
form equations, the estimate of ‖ut‖L2 does not follow directly from those of spatial
derivatives of u. To circumvent this obstacle, in Lemma 3.2 we use an iteration
argument combined with suitably chosen weights. For equations with symmetric
coefficient matrices, a simpler proof can be found in [12].
Unlike [14], in which equations are considered in the whole space, a half space
and a bounded domain, here we only concentrate on equations in the whole space for
the simplicity of the presentation. For a discussion about different approaches for
equations with VMO, BMO, or partially BMO coefficients, see [14] and references
therein.
The paper is organized as follows. We introduce some notation and present the
main results in Section 2. In Section 3 we prove some preliminary estimates, which
are necessary in the proofs of the main results presented in Section 4. In Section
5 we make some remarks on elliptic systems with some less regularity assumptions
on diffeomorphisms. Finally in Section 6, we consider a system of linear laminates
and improve a regularity result obtain in [8].
2. Notation and main results
In this paper we consider the following parabolic system
Pu− λu = div g+ f, (2.1)
where λ ≥ 0 is a constant, g = (g1, g2, · · · , gd), and
Pu = −ut +Dα(AαβDβu) +Dα(Bαu) + BˆαDαu+ Cu.
The coefficients Aαβ , Bα, Bˆα, C are m × m matrices, which are bounded and
measurable, and the leading coefficients Aαβ are uniformly elliptic. Note that
u = (u1, · · · , um)tr, gα = (g1α, · · · , gmα )tr, f = (f1, · · · , fm)tr
are (column) vector-valued functions defined on
(S, T )× Rd = {(t, x) : t ∈ (S, T ), x = (x1, · · · , xd) ∈ Rd} ,
where −∞ ≤ S < T ≤ ∞. For given g and f ∈ Lp, 1 < p < ∞, we seek a unique
solution u in the parabolic Sobolev space H1p (for a definition of H1p, see Section 2).
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We also consider the following elliptic system
Lu− λu = div g+ f, (2.2)
where
Lu = Dα(AαβDβu) +Dα(Bαu) + BˆαDαu+ Cu.
In this case Aαβ , Bα, Bˆα, C, g, and f are independent of t and satisfy the same
conditions as in the parabolic case. Naturally, the solution space is W 1p .
2.1. Notation and function spaces. The following notation will be used through-
out the paper. Let m, d ≥ 1 be integers. A typical point in Rd is denoted by
x = (x1, · · · , xd) = (x1, x′). We set
Dαu = uxα , Dαβu = uxαxβ , Dtu = ut.
By Du and D2u we mean the gradient and the Hessian matrix of u. On many
occasions we need to take these objects relative to only part of variables. In such
cases, we use the following notation:
Dx′u = ux′ , Dx1x′u = ux1x′ , Dxx′u = uxx′ ,
where, for example, Dxx′u means one of uxαxβ , α = 1, · · · , d, β = 2, · · · , d, or the
whole collection of them.
Throughout the paper, we always assume that 1 < p < ∞ unless explicitly
specified otherwise. By N(d,m, p, · · · ) we mean that N is a constant depending
only on the prescribed quantities d,m, p, · · · .
For a function f(t, x) in Rd+1, we set (f)D to be the average of f over an open
set D in Rd+1, i.e.,
(f)D =
1
|D|
∫
D
f(t, x) dx dt = –
∫
D
f(t, x) dx dt,
where |D| is the d+ 1-dimensional Lebesgue measure of D.
For −∞ ≤ S < T ≤ ∞, we denote
H1p((S, T )× Rd) = (1−∆)1/2W 1,2p ((S, T )× Rd),
H
−1
p ((S, T )× Rd) = (1−∆)1/2Lp((S, T )× Rd).
For any T ∈ (−∞,∞], we use
RT = (−∞, T ), Rd+1T = RT × Rd
to abbreviate, for example, Lp((−∞, T ) × Rd) = Lp(Rd+1T ). When T = ∞, we
frequently use the abbreviations Lp = Lp(R
d+1), H1p = H1p(Rd+1), etc.
Set
B′r(x
′) = {y ∈ Rd−1 : |x′ − y′| < r}, Br(x) = {y ∈ Rd : |x− y| < r},
Q′r(t, x) = (t− r2, t)×B′r(x′), Qr(t, x) = (t− r2, t)×Br(x),
and
B′r = B
′
r(0), Br = Br(0), Q
′
r = Q
′
r(0, 0), Qr = Q
′
r(0, 0).
As above, |B′r|, |Br|, |Q′r|, and |Qr| mean the volume of B′r, Br, Q′r, and Qr
respectively.
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For a function g defined on Rd+1, we denote its (parabolic) maximal and sharp
function, respectively, by
Mg(t, x) = sup
Q∈Q:(t,x)∈Q
–
∫
Q
|g(s, y)| dy ds,
g#(t, x) = sup
Q∈Q:(t,x)∈Q
–
∫
Q
|g(s, y)− (g)Q| dy ds,
where Q is the collection of all cylinders in Rd+1, i.e.
Q = {Qr(t, x) : (t, x) ∈ Rd+1, r ∈ (0,∞)} .
2.2. Main results. Let us first state our assumptions on the coefficients precisely.
We assume that all the coefficients are bounded and measurable, and Aαβ are
uniformly elliptic, i.e. there exist δ ∈ (0, 1] and K ≥ 1 such that for any vectors
ξα = (ξ
i
α) ∈ Rm, α = 1, · · · , d and any (t, x) ∈ Rd+1 we have
δ
d∑
α=1
m∑
i=1
|ξiα|2 ≤
d∑
α,β=1
m∑
i,j=1
Aαβij (t, x)ξ
i
αξ
j
β , |Aαβ(t, x)| ≤ δ−1, (2.3)
|Bα(t, x)| ≤ K, |Bˆα(t, x)| ≤ K, |C(t, x)| ≤ K,
where α, β = 1, 2, · · · , d.
Denote by A the set of md × md matrix-valued measurable functions A¯ =
(A¯αβ(y1)) of one spatial variable such that (2.3) holds with A¯ in place of A.
Let Ψ be the set of C1,1 diffeomorphisms ψ : Rd → Rd such that the mappings
ψ and φ = ψ−1 satisfy
|Dψ|+ |D2ψ| ≤ δ−1, |Dφ|+ |D2φ| ≤ δ−1. (2.4)
Assumption 2.1 (γ). There exists a positive constant R0 ∈ (0, 1] such that, for
any parabolic cylinder Q of radius less than R0, one can find an A¯ ∈ A and a
ψ = (ψ1, · · · , ψd) ∈ Ψ such that∫
Q
|A(t, x) − A¯(ψ1(x))| dx dt ≤ γ|Q|. (2.5)
Now we state the main results of this paper. Our first theorem is about the
solvability of (2.1) in Rd+1T .
Theorem 2.2. Let p ∈ (1,∞) and T ∈ (−∞,∞] and u ∈ H1p(Rd+1T ). Then there
exist constants γ = γ(d,m, p, δ) > 0, and λ0 ≥ 0 and N > 0, depending only on d,
m, p, R0, δ and K, such that under Assumption 2.1 (γ) the following assertions
hold.
(i) For any u ∈ H1p(Rd+1T ), we have
λ‖u‖Lp(Rd+1T ) +
√
λ‖Du‖Lp(Rd+1T ) + ‖ut‖H−1p (Rd+1T ) ≤ N(
√
λ+ 1)‖Pu− λu‖
H
−1
p (R
d+1
T )
(2.6)
for all λ ≥ λ0.
(ii) For any λ > λ0 and f, g ∈ Lp(Rd+1T ), there exists a unique u ∈ H1p(Rd+1T )
solving
Pu− λu = div g+ f
in Rd+1T . Moreover, u satisfies the estimate
λ‖u‖Lp(Rd+1T )+
√
λ‖Du‖Lp(Rd+1T )+‖ut‖H−1p (Rd+1T ) ≤ N
√
λ‖g‖Lp(Rd+1T )+N‖f‖Lp(Rd+1T ).
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The next result is regarding the initial value problem of (2.1). For −∞ < S <
T ≤ ∞ we define H˚1q,p((S, T )×Ω) to be the subspace of H1q,p((S, T )×Ω) consisting
of functions satisfying uχt≥S ∈ H1q,p((−∞, T )× Ω).
Theorem 2.3. Let p ∈ (1,∞), T ∈ (0,∞). Then there exists a constant γ > 0
depending only on d, m, p and δ, such that under Assumption 2.1 (γ), for any f,
g ∈ Lp((0, T )× Rd), there exists a unique u ∈ H˚1p((0, T )× Rd) satisfying
Pu = div g+ f
in (0, T )×Rd. Moreover, there is a constant N depending only on d, m, p, T , R0,
δ and K such that
‖u‖H1p((0,T )×Rd) ≤ N
(‖f‖Lp((0,T )×Rd) + ‖g‖Lp((0,T )×Rd)) .
Indeed, by considering v := e−(λ0+1)tu instead of u the operator P becomes
P − (λ0+1)I. Now we extend f and g to be zero for t < 0 and solve the system for
v in Rd+1T using Theorem 2.2. By the uniqueness, we have v = 0 when t ≤ 0. Thus
u = e(λ0+1)tv solves the original initial value problem and the estimate follows as
well.
As a consequence of Theorem 2.2, we obtain theW 1p -solvability of elliptic systems
(2.2) with variably partially BMO coefficients with locally small BMO semi-norms.
Assumption 2.4 (γ). There exists a positive constant R0 ∈ (0, 1] such that, for
any ball B of radius less than R0, one can find an A¯ ∈ A and a ψ = (ψ1, · · · , ψd) ∈ Ψ
such that ∫
B
|A(x) − A¯(ψ1(x))| dx ≤ γ|B|.
Theorem 2.5. Let p ∈ (1,∞). Then there exist constants γ = γ(d,m, p, δ) > 0,
and λ0 ≥ 0, N > 0 depending only on d, m, p, K, δ and R0 such that under
Assumption 2.4 (γ) the following assertions hold.
(i) For any u ∈ W 1p (Rd), we have
λ‖u‖Lp(Rd) +
√
λ‖Du‖Lp(Rd) ≤ N(
√
λ+ 1)‖Lu− λu‖
H
−1
p (Rd)
for all λ ≥ λ0.
(ii) For any λ > λ0 and f, g ∈ Lp(Rd), there exists a unique u ∈ W 1p (Rd) solving
(2.2) in Rd. Moreover, u satisfies the estimate
λ‖u‖Lp(Rd) +
√
λ‖Du‖Lp(Rd) ≤ N
√
λ‖g‖Lp(Rd) +N‖f‖Lp(Rd).
Theorem 2.5 is deduced from Theorem 2.2 by using the idea that solutions to
elliptic systems can be viewed as steady state solutions to parabolic systems. We
omit the details and refer the reader to the proof of Theorem 2.6 [25]. In Section
5, we shall give an outline of the proof of Theorem 2.5 under a weaker regularity
assumption on ψ and φ.
Remark 2.6. The H1p-solvability results in this paper admit the extension to the
mixed norm spaces H1q,p by following the idea in [26]; see also, for instance, [21]
and [12]. Here we do not pursue this, and leave it to the interested reader.
Remark 2.7. As an application of Theorem 2.2 and 2.5, one can obtain the solv-
ability of parabolic and elliptic systems on a half space or a bounded Lipschitz
domain with a small Lipschitz constant, with either the homogeneous Dirichlet
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boundary condition or the conormal derivative boundary condition. For systems
on a half space, near the boundary we require Aαβ to be measurable in the normal
direction and have locally small mean oscillation in the other directions. For sys-
tems on a Lipschitz domain, near the boundary we require Aαβ to have locally small
mean oscillation in the spatial directions (and measurable in t in the parabolic case;
cf. Theorem 5.1 [15]). In both cases, Aαβ is also assumed to satisfy Assumption
2.1 (or Assumption 2.4 in the elliptic case) in the interior of the domain. We omit
the detail and refer interested readers to the discussions in [14].
Remark 2.8. Although our proofs rely heavily on the linear structure of the sys-
tems, it is still possible to extend some results in this paper to some quasilinear
equations. Let us consider the following parabolic equation
ut −Di (Aij(t, x, u)Dju+ ai(t, x, u)) = b(t, x, u,∇u), (2.7)
under the so-called controlled growth conditions on lower order terms:
|ai(t, x, u)| ≤ µ1(|u|λ1 + f), |b(t, x, u,∇u)| ≤ µ2(|∇u|λ2 + |u|λ3 + g),
for some constants µ1, µ2 > 0, where λ1 =
d+2
d , λ2 =
d+4
d+2 , λ3 =
d+4
d , and
f ∈ Lσ, g ∈ Lτ , σ ∈ (d+ 2,∞), τ ∈ (d/2 + 1,∞).
In a recent paper [16], we studied the regularity of the solution u to the equation
(2.7) under the assumption that Aij(t, x, z) are BMO with small mean oscillations
in x for any fixed z, and uniformly continuous in z for any fixed (t, x). The cor-
responding results for elliptic equations were obtained by Palagachev [32] under
slightly stronger growth conditions. By combining the arguments in [16] and in
this paper, one can obtain the interior W 1p -estimate for (2.7) under the assumption
that Aij(t, x, z) are variably partially BMO with small mean oscillations in x for
any fixed z, and uniformly continuous in z for any fixed (t, x). It would be interest-
ing to know if some of the methods in this paper can be adapted to more general
quasilinear equations and systems, e.g., the p-Laplace type equations considered in
[1].
3. Estimates of mean oscillations
In this section we assume B = Bˆ = 0 and C = 0. The main objective of this
section is to estimate the L2-oscillations of solutions to Pu = div g, which is the
key ingredient in the proofs of our main results. We start with the well-known
H12-solvability of (2.1) with measurable coefficients.
Lemma 3.1.
(i) Let T ∈ (−∞,∞] and λ ≥ 0. Assume u ∈ H12(Rd+1T ) and Pu− λu = div g+ f,
where f, g ∈ L2(Rd+1T ). Then just under the uniform ellipticity condition (with no
regularity assumption on Aαβ), there exists a constant N = N(d,m, δ) such that
√
λ‖Du‖L2(Rd+1T ) + λ‖u‖L2(Rd+1T ) ≤ N
√
λ‖g‖L2(Rd+1T ) +N‖f‖L2(Rd+1T ).
If λ = 0 and f = 0, we have
‖Du‖L2(Rd+1T ) ≤ N‖g‖L2(Rd+1T ).
(ii) For λ > 0 and any f, g ∈ L2(Rd+1T ), there exists a unique u ∈ H12(Rd+1T ) solving
Pu− λu = div g+ f in Rd+1T .
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(iii) Let T ∈ (0,∞). For any f, g ∈ L2((0, T ) × Rd), there exists a unique u ∈
H˚12((0, T )× Rd) solving Pu = div g+ f in (0, T )× Rd. Moreover,
‖u‖H12((0,T )×Rd) ≤ N‖g‖L2((0,T )×Rd) +N‖f‖L2((0,T )×Rd),
where N = N(d,m, δ, T ) > 0. If f = 0, we have
‖Du‖L2((0,T )×Rd) ≤ N‖g‖L2((0,T )×Rd),
where N = N(d,m, δ) > 0
We recall the following Caccioppoli-type inequality for parabolic systems in di-
vergence form.
Lemma 3.2. Let 0 < r < R <∞. Assume u ∈ H12,loc and Pu = div g+ f in QR,
where f, g ∈ L2(QR). Then there exists a constant N = N(d,m, δ) such that
‖Du‖L2(Qr) ≤ N
(‖g‖L2(QR) + (R− r)‖f‖L2(QR) + (R − r)−1‖u‖L2(QR)) .
Proof. We provide a sketchy proof for the sake of completeness. Take a ζ ∈ C∞0
such that
ζ =
{
1 on Qr
0 on Rd+1 \ (−R2, R2)×BR
and
|Dζ| ≤ N(R− r)−1, |ζt| ≤ N(R− r)−2.
After multiplying both sides of the system by ζ2u and integrating on QR, we get∫
QR
ut · uζ2 dx dt+
∫
QR
Dα(uζ
2) · (AαβDβu) dx dt = −
∫
QR
(div g+ f) · uζ2 dx dt.
Integrating by parts and using Young’s inequality yield∫
QR
Dα(u) · (AαβDβu)ζ2 dx dt
≤ N
∫
QR
(
(R− r)−2|u|2 + (R− r)2|f|2 + |g|2) dx dt+ δ
2
∫
QR
|Du|2ζ2 dx dt, (3.1)
where N = N(d,m, δ) > 0. To finish the proof, it suffices to use (2.3) and absorb
the last term on the right-hand side of (3.1) to the left-hand side. 
On account of the above lemma, we make a frequent use of the following ar-
gument. Let Aαβ = Aαβ(x1), that is, they are functions of x1 ∈ R only. Also
let u ∈ C∞0 and assume Pu = 0 in QR. Then since Dαu, α = 2, · · · , d, satisfies
P(Dαu) = 0 in QR, by the above lemma, it follows that
‖DDαu‖L2(Qr1 ) ≤ N‖Dαu‖L2(Qr2) ≤ N‖u‖L2(QR),
where r1 < r2 < R and N depends only on d, m, δ, and radii r1, r2, R. If we
further consider Dαβu, α, β = 2, · · · , d, which satisfies P(Dαβu) = 0 in QR, again
by the above lemma
‖DDαβu‖L2(Qr0 ) ≤ N(d,m, δ, r0, r1)‖Dαβu‖L2(Qr1 ),
where r0 < r1. By combining the above two inequalities we obtain
‖DDαβu‖L2(Qr0) ≤ N‖Du‖L2(QR),
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where we may also have ‖u‖L2(QR) instead of ‖Du‖L2(QR) on the right-hand side.
By repeating the same reasoning, we have
‖DDkx′u‖L2(Qr) ≤ N‖Du‖L2(QR),
where k is a positive integer, r < R and N = N(d,m, δ, r, R, k). Considering the
derivatives of u in time as well, in general we have the following lemma. With an
additional assumption that the coefficient matrices are symmetric, a similar result
was proved in [12].
Lemma 3.3. Let 0 < r < R <∞ and Aαβ = Aαβ(x1), α, β = 1, 2, · · · , d. Assume
u ∈ C∞
loc
satisfies
Pu = 0. (3.2)
in QR. Then we have
‖DitDjx′u‖L2(Qr) + ‖DitDjx′D1u‖L2(Qr) ≤ N‖Du‖L2(QR),
where i, j are nonnegative integers satisfying i+j ≥ 1 and N = N(d,m, δ, R, r, i, j).
Proof. Note that P(DitDjx′u) = 0 in QR. Thus, thanks to the argument shown
before this lemma, it suffices to prove
‖ut‖L2(Qr) ≤ N(d,m, δ, R, r)‖Du‖L2(QR).
Set
r0 = r, rn = r +
n∑
k=1
R− r
2k
, n = 1, 2, · · · ,
sn =
rn + rn+1
2
, Q(n) = Qrn , Q˜
(n) = Qsn , n = 0, 1, 2, · · · .
We choose ζn(t, x) ∈ C∞0 such that
ζn =
{
1 on Qn
0 on Rd+1 \ (−s2n, s2n)×Bsn
and
|Dζn| ≤ N 2
n
R− r .
Also set
An = ‖ut‖L2(Q(n)), B = ‖Du‖L2(QR).
After multiplying both sides of (3.2) from the left by ζ2n(u
1
t , · · · , umt ) and inte-
grating on QR, we get
d∑
i=1
∫
QR
(uitζn)
2 dx dt+
d∑
α,β=1
m∑
i,j=1
∫
QR
Dα(u
i
tζ
2
n)A
αβ
ij Dβu
j dx dt = 0.
From this and the Young’s inequality, we have
d∑
i=1
∫
QR
(uitζn)
2 dx dt
= −
d∑
α,β=1
m∑
i,j=1
∫
QR
(
Dαu
i
tA
αβ
ij Dβu
jζ2n + 2u
i
tA
αβ
ij Dβu
jζnDαζn
)
dx dt
≤ N
∫
Q˜(n)
|Dut||Du| dx dt+ 1
2
m∑
i=1
∫
QR
(uitζn)
2 dx dt +N22n
∫
QR
|Du|2 dx dt,
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where N = N(d,m, δ, R, r). This inequality yields, for any ǫ > 0,
An ≤ ǫ‖Dut‖L2(Q˜(n)) +N(d,m, δ, R, r)(2n + ǫ−1)B. (3.3)
Since ut also satisfies (3.2) in QR, by Lemma 3.2, we have
‖Dut‖L2(Q˜(n)) ≤ N12n‖ut‖L2(Q(n+1)) = N12nAn+1, (3.4)
where N1 = N1(d,m, δ, R, r). Upon setting ǫ = 1/(3N12
n), we get from (3.3) and
(3.4) that
An ≤ An+1/3 +N2nB. (3.5)
We multiply both sides of (3.5) by 3−n and sum over n to obtain
∞∑
n=0
3−nAn ≤
∞∑
n=0
3−n−1An+1 +N
∞∑
n=0
(2/3)nB.
Therefore,
A0 ≤ N
∞∑
n=0
(2/3)nB.
The lemma is proved. 
Owing to the structure of the divergence form systems, the same type of inequal-
ity as in the above lemma holds true if u in the left-hand side is replaced by U , the
definition of which is
U :=
d∑
β=1
A1βDβu, i.e., U
i =
d∑
β=1
m∑
j=1
A1βij Dβu
j, i = 1, · · · ,m. (3.6)
Lemma 3.4. Let Aαβ = Aαβ(x1). Assume u ∈ C∞loc satisfies (3.2) in Q4. Then,
for nonnegative integers i, j
‖DitDjx′U‖L2(Q2) + ‖DitDjx′D1U‖L2(Q2) ≤ N‖Du‖L2(Q4), (3.7)
where N = N(d,m, δ, i, j) > 0.†
Proof. As before, to prove (3.7) it is enough to show
‖U‖L2(Q2) + ‖D1U‖L2(Q2) ≤ N‖Du‖L2(Q3). (3.8)
Indeed, if this holds true, due to the fact that DitD
j
x′u also satisfies (3.2) we have
‖DitDjx′U‖L2(Q2) + ‖DitDjx′D1U‖L2(Q2) ≤ N‖DitDjx′Du‖L2(Q3).
Then by Lemma 3.3 we bound the right-hand side of the above inequality by a
constant times ‖Du‖L2(Q4), so we arrive at the inequality (3.7).
To prove (3.8), we observe that in Q4,
D1U = ut −
d∑
α=2,β=1
Dα(A
αβDβu) = ut −
d∑
α=2,β=1
AαβDαβu,
where the last equality is due to the independency of Aαβ in x′ ∈ Rd−1. Therefore,
‖D1U‖L2(Q2) ≤ N‖ut‖L2(Q2) +N‖Dxx′u‖L2(Q2).
†After we finished the paper, we learned that a similar result for elliptic systems was proved
in [28] by using a similar method.
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By Lemma 3.3, the right-hand side of the above inequality is bounded by a constant
times ‖Du‖L2(Q3). Thus
‖D1U‖L2(Q2) ≤ N‖Du‖L2(Q3).
It is clear that
‖U‖L2(Q2) ≤ N‖Du‖L2(Q3).
Therefore, the inequality (3.8) and thus Lemma 3.4 are proved. 
As usual, for µ ∈ (0, 1) and a function w defined on D ⊂ Rd+1, we denote
[w]Cµ(D) = sup
(t,x),(s,y)∈D
(t,x) 6=(s,y)
|w(t, x) − w(s, y)|
|t− s|µ/2 + |x− y|µ .
Lemma 3.5. Let Aαβ = Aαβ(x1). Assume that u ∈ C∞loc satisfies (3.2) in Q4.
Then we have
[U ]C1/2(Q1) ≤ N‖Du‖L2(Q4), (3.9)
[Dx′u]C1/2(Q1) ≤ N‖Du‖L2(Q4), (3.10)
where N = N(d,m, δ) > 0.
Proof. We first prove (3.9). By the triangle inequality, we have
sup
(t,x),(s,y)∈Q1
(t,x) 6=(s,y)
|U(t, x)− U(s, y)|
|t− s|1/4 + |x− y|1/2 ≤ supx1,y1∈(−1,1),x1 6=y1
(t,x′)∈Q′1
|U(t, x1, x′)− U(t, y1, x′)|
|x1 − y1|1/2
+ sup
y1∈(0,1)
(t,x′),(s,y′)∈Q′1
(t,x′) 6=(s,y′)
|U(t, y1, x′)− U(s, y1, y′)|
|t− s|1/4 + |x′ − y′|1/2 := I1 + I2.
Hence the inequality (3.9) follows if we prove Ii ≤ ‖Du‖L2(Q4), i = 1, 2.
Estimate of I1: By the Sobolev embedding theorem U(t, x1, x
′), as a function of
x1 ∈ (−1, 1), satisfies
sup
x1,y1∈(−1,1)
x1 6=y1
|U(t, x1, x′)− U(t, y1, x′)|
|x1 − y1|1/2 ≤ N‖U(t, ·, x
′)‖W 12 (−1,1). (3.11)
On the other hand, there exists a positive integer k such that U(t, x1, x
′) and
D1U(t, x1, x
′), as functions of (t, x′) ∈ Q′1, satisfy
sup
(t,x′)∈Q′1
(|U(t, x1, x′)|+ |D1U(t, x1, x′)|)
≤ ‖U(·, x1, ·)‖Wk2 (Q′1) + ‖D1U(·, x1, ·)‖Wk2 (Q′1).
This implies that, for all (t, x′) ∈ Q′1,∫ 1
−1
|U(t, x1, x′)|2 dx1 +
∫ 1
−1
|D1U(t, x1, x′)|2 dx1
≤ N
∑
i≤1,j1+j2≤k
‖Di1Dj1t Dj2x′U‖2L2(Q2).
This combined with (3.11) shows that
I1 ≤ N
∑
i≤1,j1+j2≤k
‖Di1Dj1t Dj2x′U‖L2(Q2) ≤ N‖Du‖L2(Q4),
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where the last inequality is due to Lemma 3.4.
Estimate of I2: Again using the Sobolev embedding theorem, we find a positive
integer k such that U(t, y1, x
′), as a function of (t, x′) ∈ Q′1, satisfies
sup
(t,x′),(s,y′)∈Q′1
(t,x′) 6=(s,y′)
|U(t, y1, x′)− U(s, y1, y′)|
|t− s|1/4 + |x′ − y′|1/2 ≤ N‖U(·, y1, ·)‖Wk2 (Q′1). (3.12)
For each i, j such that i + j ≤ k, DitDjx′U(t, y1, x′), as a function of y1 ∈ (−1, 1),
satisfies
sup
y1∈(−1,1)
|DitDjx′U(t, y1, x′)|
≤ N‖DitDjx′U(t, ·, x′)‖L2(−1,1) +N‖DitDjx′D1U(t, ·, x′)‖L2(−1,1).
This together with (3.12) gives
I2 ≤ N
∑
i≤1,j1+j2≤k
‖Di1Dj1t Dj2x′U‖L2(Q2) ≤ N‖Du‖L2(Q4),
where the last inequality follows from Lemma 3.4. Hence the inequality (3.9) is
proved. The proof of (3.10) is done by repeating the same reasoning as above with
the help of Lemma 3.3. 
By using a scaling argument, we have the following corollary.
Corollary 3.6. Let r ∈ (0,∞), κ ∈ [4,∞), and Aαβ = Aαβ(x1). Assume u ∈ C∞loc
satisfies (3.2) in Qκr. Then we have
(|U − (U)Qr |)Qr ≤ Nκ−1/2(|Du|2)
1/2
Qκr
, (3.13)
(|Dx′u− (Dx′u)Qr |)Qr ≤ Nκ−1/2(|Du|2)
1/2
Qκr
, (3.14)
where N = N(d,m, δ) > 0.
Proof. We prove only (3.13). The inequality (3.14) is proved similarly. By a scaling
argument, i.e., by considering u(r2t, rx) and Aαβ(rx1), it suffices to prove (3.13)
when r = 1. In this case, to use again the same type of scaling argument we define
uˆ(t, x) = u((κ/4)2t, (κ/4)x), Aˆαβ(x1) = A
αβ((κ/4)x1).
Since Pu = 0 in Qκ, we have
−uˆt +Dα(AˆαβDβuˆ) = 0
in Q4. Then by Lemma 3.5 applied to Uˆ =
∑d
β=1 Aˆ
1βDβuˆ, we have
[Uˆ ]C1/2(Q1) ≤ N‖Duˆ‖L2(Q4).
Note that
(|U − (U)Q1 |)Q1 ≤ [U ]C1/2(Q1) ≤ [U ]C1/2(Qκ/4)
= κ−3/2[Uˆ ]C1/2(Q1) ≤ Nκ−3/2‖Duˆ‖L2(Q4) = Nκ−1/2(|Du|2)
1/2
Qκ
.
The corollary is proved. 
The following is the main result of this section.
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Proposition 3.7. Let κ ∈ [8,∞), r ∈ (0,∞), Aαβ = Aαβ(x1), and g ∈ L2,loc.
Assume that u ∈ H12,loc satisfies
Pu = div g
in Qκr. Then we have
(|U − (U)Qr |)Qr + (|Dx′u− (Dx′u)Qr |)Qr
≤ Nκ−1/2(|Du|2)1/2Qκr +Nκ(d+2)/2(|g|2)
1/2
Qκr
, (3.15)
where N depends only on d, m, and δ.
Proof. By performing the standard mollifications, we may assume u, g and Aαβ
are smooth. Take ζ ∈ C∞0 such that
ζ = 1 on Qκr/2, ζ = 0 outside (−(κr)2, (κr)2)×Bκr.
By Lemma 3.1 (iii), there exists a unique w ∈ H˚12((−(κr)2, 0)× Rd) satisfies
Pw = div(ζg).
Moreover,
‖Dw‖L2(Qκr) ≤ ‖ζg‖L2((−(κr)2,0)×Rd) ≤ ‖g‖L2(Qκr). (3.16)
Let v = u − w so that Pv = 0 in Qκr/2. Note that by the classical result w is in
fact infinitely differentiable in Qκr because the coefficients of the operator as well
as ζg are smooth. Hence v is also infinitely differentiable in Qκr.
Denote V = A1βDβv. By Corollary 3.6 we have
(|V − (V )Qr |)Qr + (|Dx′v− (Dx′v)Qr |)Qr ≤ Nκ−1/2(|Dv|2)
1/2
Qκr
. (3.17)
Now we observe that
(|U − (U)Qr |)Qr + (|Dx′u− (Dx′u)Qr |)Qr
≤ 2 (|U − (V )Qr |)Qr + 2 (|Dx′u− (Dx′v)Qr |)Qr .
Therefore, upon using (3.16), (3.17) and the triangle’s inequality, we bound the
left-hand side of (3.15) by
2 (|V − (V )Qr |)Qr + 2 (|Dx′v− (Dx′v)Qr |)Qr +N(|Dw|)Qr
≤ Nκ−1/2(|Dv|2)1/2Qκr +Nκ(d+2)/2(|g|2)
1/2
Qκr
≤ Nκ−1/2(|Du|2)1/2Qκr +Nκ(d+2)/2(|g|2)
1/2
Qκr
.
The proposition is proved. 
We will also make use of a generalization of the Fefferman-Stein Theorem proved
recently in [27]. Let Cn = {Cn(i0, i1, · · · , id), i0, · · · id ∈ Z}, n ∈ Z be the filtration
of partitions given by parabolic dyadic cubes, where
Cn(i0, i1, · · · , id)
= [i02
−2n, (i0 + 1)2
−2n)× [i12−n, (i1 + 1)2−n)× · · · × [id2−n, (id + 1)2−n).
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Theorem 3.8 (Theorem 2.7 [27]). Let p ∈ (0, 1), F,G,H ∈ L1. Assume G ≥ |F |,
H ≥ 0 and for any n ∈ Z and C ∈ Cn there exists a measurable function FC
defined on C such that |F | ≤ FC ≤ G on C and∫
C
|FC − (FC)C | dx dt ≤
∫
C
H dxdt.
Then we have
‖F‖pLp ≤ N‖H‖Lp‖G‖
p−1
Lp
,
provided that H,G ∈ Lp.
4. Proof of Theorem 2.2
In this section we complete the proof of Theorem 2.2.
Lemma 4.1. Let κ ≥ 8, r > 0, Aˆ ∈ A, ψ ∈ Ψ, u ∈ C∞
loc
and g ∈ L2,loc. Assume
− ut(t, x) +Dk
(
A˜kl(y)Dlu(t, x)
)
= div g, (4.1)
where y = ψ(x), φ = ψ−1, and
A˜kl(y) =
d∑
α,β=1
Dyαφk(y)Aˆ
αβ(y1)Dyβφl(y), k, l = 1, · · · , d.
Then there exist constants ν = ν(d, δ) ≥ 1 and N = N(d,m, δ) > 0 such that
(|JU − (JU)Qr |)Qr +
d∑
β=2
(|Juβ − (Juβ)Qr |)Qr
≤ Nκ(d+2)/2 (|g|2 + |u|2)1/2
Qνκr
+Nκ−1/2
(|Du|2)1/2
Qνκr
,
where
uβ(t, x) = (Dyβv)(t, ψ(x)), v(t, y) = u(t, φ(y)), (4.2)
J(y) = det(∂φ/∂y), U(t, x) =
d∑
β=1
Aˆ1β(ψ1(x))uβ(t, x). (4.3)
Proof. Without loss of generality, we assume ψ(0) = 0. From the integral formula-
tion of (4.1), we see that v satisfies
−(Jv)t +Dyα
(
Aˆαβ(y1)JDyβv
)
= div g˜,
where
g˜ = (g˜1, · · · , g˜d), g˜α = J
d∑
β=1
gβ(t, φ(y))(Dβψα)(φ(y)).
So Jv satisfies
−(Jv)t +Dyα
(
Aˆαβ(y1)Dyβ (Jv)
)
= div gˆ,
where
gˆ = (gˆ1, · · · , gˆd),
gˆα = J
d∑
β=1
gβ(t, φ(y))(Dβψα)(φ(y)) +
d∑
β=1
Aˆαβ(y1)v(t, y)DyβJ.
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Then by Proposition 3.7,
(|V − (V )Qr |)Qr + (|Dy′(Jv)− (Dy′(Jv))Qr |)Qr
≤ Nκ−1/2(|D(Jv)|2)1/2Qκr +Nκ(d+2)/2(|gˆ|2)
1/2
Qκr
, (4.4)
where
V (t, y) =
d∑
β=1
Aˆ1β(y1)Dyβ (Jv).
Now we observe that
(|JU − (JU)Qr |)Qr +
d∑
β=2
(|Juβ − (Juβ)Qr |)Qr
≤ 2 (|JU − (V )Qνr |)Qr + 2
d∑
β=2
(|Juβ − (Dyβ (Jv))Qνr |)Qr := 2(I1 + I2),
where ν > 1 is a constant obtained in the following observation. There exist
constants ν as well as N depending only on d and δ such that, for a nonnegative
measurable function f(t, x),
–
∫
Qρ
f(t, x) dx dt ≤ N –
∫
Qνρ
f(t, φ(y)) dy dt,
–
∫
Qρ
f(t, φ(y)) dy dt ≤ N –
∫
Qνρ
f(t, x) dx dt.
(4.5)
Thus
I1 = –
∫
Qr
|J(ψ(x))
d∑
β=1
Aˆ1β(ψ1(x))(Dyβv)(t, ψ(x)) − (V )Qνr | dx dt
≤ N –
∫
Qνr
|J(y)
d∑
β=1
Aˆ1β(y1)(Dyβv)(t, y)− (V )Qνr | dy dt
≤ N (|V − (V )Qνr |)Qνr +N(|v|)Qνr .
Similarly,
I2 = –
∫
Qr
|J(ψ(x))(Dyβv)(t, ψ(x)) − (Dyβ (Jv))Qνr | dx dt
≤ N –
∫
Qνr
|J(y)(Dyβv)(t, y)− (Dyβ (Jv))Qνr | dy dt
≤ N (|Dy′(Jv)− (Dy′(Jv))Qνr |)Qνr +N (|v|)Qνr .
Using the above two sets of inequalities for I1 and I2 as well as using (4.4) with νr
in place of r and (4.5), we obtain the desired inequality in the lemma with ν2 in
place of ν. The proof is completed upon simply replacing ν2 by another constant
ν. 
With the aid of Lemma 4.1, we estimate the mean oscillations of JU and Juβ
for general operators.
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Proposition 4.2. Let γ > 0 and τ, σ ∈ (1,∞) satisfy 1/τ + 1/σ = 1. Let ν =
ν(d, δ) ≥ 1 be the constant in Lemma 4.1, Bα = Bˆα = C = 0, and g ∈ L2,loc.
Assume that u ∈ C∞0 vanishes outside QR for some R ∈ (0, R0] and satisfies
Pu = div g. Then under Assumption 2.1 (γ), for each r ∈ (0,∞), κ ≥ 8, and
(t0, x0) ∈ Rd+1, there exist a diffeomorphism ψ ∈ Ψ, coefficients Aˆ1β , β = 1, · · · , d
(independent of u), and a positive constant N = N(d,m, δ, τ) such that
(|JU − (JU)Qr(t0,x0)|)Qr(t0,x0) +
d∑
β=2
(|Juβ − (Juβ)Qr(t0,x0)|)Qr(t0,x0)
≤ Nκ(d+2)/2 (|g|2 + |u|2)1/2
Qνκr(t0,x0)
+Nκ(d+2)/2γ1/(2σ)
(|Du|2τ )1/(2τ)
Qνκr(t0,x0)
+N(κ(d+2)/2R + κ−1/2)
(|Du|2)1/2
Qνκr(t0,x0)
, (4.6)
where uβ, J , and U are defined as in (4.2) and (4.3).
Proof. We fix a κ ≥ 8 and r ∈ (0,∞). Choose Q to be Qνκr(t0, x0) if νκr < R and
QR if νκr ≥ R. Let (t∗, x∗) be the center of Q and y∗ = ψ(x∗). By Assumption
2.1 (γ), we can find ψ ∈ Ψ and A¯ = A¯(r) ∈ A satisfying (2.5). We set
Aˆαβ(y1) =
d∑
k,l=1
Dkψα(x
∗)A¯kl(y1)Dlψβ(x
∗), α, β = 1, · · · , d,
and
A˜kl(y) =
d∑
α,β=1
Dyαφk(y)Aˆ
αβ(y1)Dyβφl(y), k, l = 1, · · · , d,
where y = ψ(x). The ellipticity constants of Aˆ and A˜ may not be δ, but they
depend only on δ. Note that
−ut +Dk(A˜klDlu) = div g+Dk
(
A˜klDlu−AklDlu
)
.
Thus by Lemma 4.1 with a shift of the coordinates,
(|JU − (JU)Qr(t0,x0)|)Qr(t0,x0) +
d∑
β=2
(|Juβ − (Juβ)Qr(t0,x0)|)Qr(t0,x0)
≤ Nκ(d+2)/2 (|g+ gˆ|2 + |u|2)1/2
Qνκr(t0,x0)
+Nκ−1/2
(|Du|2)1/2
Qνκr(t0,x0)
, (4.7)
where ν = ν(d, δ) ≥ 1, N = N(d,m, δ) > 0, and∫
Qνκr(t0,x0)
|gˆk|2 dx dt :=
∫
Qνκr(t0,x0)
|A˜klDlu−AklDlu|2 dx dt
≤ 2
∫
Qνκr(t0,x0)
|A˜klDlu− A¯klDlu|2 dx dt + 2
∫
Qνκr(t0,x0)
|A¯klDlu−AklDlu|2 dx dt
:= 2(I1 + I2).
Note that
A¯kl(y1) =
d∑
α,β=1
Dyαφk(y
∗)Aˆαβ(y1)Dyβφl(y
∗).
Thus by (2.4)
I1 =
∫
Qνκr(t0,x0)∩QR
∣∣((DyαφkDyβφl)(ψ(x))− (DyαφkDyβφl)(y∗))Aˆαβ(ψ1(x))Du∣∣2 dx dt
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≤ N‖(DyαφkDyβφl)(ψ(·))− (DyαφkDyβφl)(y
∗)‖2L∞(QR)
∫
Qνκr(t0,x0)
|Du|2 dx dt
≤ NR2
∫
Qνκr(t0,x0)
|Du|2 dx dt. (4.8)
On the other hand, by the Ho¨lder’s inequality, we have
I2 ≤ NI1/σ21 I1/τ22 , (4.9)
where
I21 =
∑
l
∫
Qνκr(t0,x0)∩QR
|A¯kl(ψ1(x)) −Akl(t, x)|2σ dx dt,
I22 =
∫
Qνκr(t0,x0)
|Du|2τ dx dt.
Due to Assumption 2.1 (γ),
I21 ≤ Nγ|Q| ≤ N(νκr)d+2γ.
This together with (4.7)-(4.9) yields (4.6). The proposition is proved. 
The next corollary follows immediately from Proposition 4.2 by using the triangle
inequality.
Corollary 4.3. Let γ > 0, κ ≥ 8 and τ, σ ∈ (1,∞) satisfy 1/τ +1/σ = 1. Suppose
that Bα = Bˆα = C = 0, g ∈ L2,loc, and u ∈ C∞0 vanishes outside QR for some
R ∈ (0, R0] satisfying Pu = div g. Under assumption 2.1 (γ), for each n ∈ Z
and C ∈ Cn, there exist a diffeomorphism ψ ∈ Ψ, coefficients Aˆ1β , β = 1, · · · , d
(independent of u), and a constant N = N(d,m, δ, τ) such that
(|JU − (JU)C |)C +
d∑
β=2
(|Juβ − (Juβ)C |)C ≤ N(H)C , (4.10)
where uβ, J and U are defined as in (4.2) and (4.3), and
H = κ
d+2
2 (M(|g|2+ |u|2)) 12 +κ d+22 γ 12σ (M(|Du|2τ )) 12τ +(κ d+22 R+κ− 12 )(M(|Du|2)) 12 .
Proposition 4.4. Let p ∈ (2,∞). Assume Bα = Bˆα = C = 0. Then there exist
positive constants γ, N and R ∈ (0, 1] depending only on d, m, p, and δ such that
under Assumption 2.1 (γ), for any u ∈ C∞0 vanishing outside QRR0 and g ∈ Lp,
we have
‖Du‖Lp ≤ N‖g‖Lp +N‖u‖Lp , (4.11)
provided that Pu = div g.
Proof. Let γ > 0, κ ≥ 8 and R ∈ (0, 1] be constants to be specified later. Let
τ = (p+ 2)/4 > 1 such that p > 2τ . We take n ∈ Z, C ∈ Cn and let ψ ∈ Ψ be the
diffeomorphism from Corollary 4.3 corresponding to the chosen n and C. We also
obtain corresponding uβ , J and U as in (4.2) and (4.3).
It is easily seen that
|Du| ≤ N2(d, δ)
d∑
β=2
|Juβ |+N2(d, δ)|JU | ≤ N3(d, δ)|Du|.
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We set
F = |Du|, FC = N2
d∑
β=2
|Juβ |+N2|JU |, G = N3|Du|.
By the triangle inequality and (4.10),
(|FC − (FC)C |)C ≤ N(H)C ,
where H is defined in Corollary 4.3. Now by Theorem 3.8, we get
‖Du‖pLp = ‖F‖
p
Lp
≤ N‖H‖Lp‖G‖p−1Lp ≤ N(ǫ)‖H‖
p
Lp
+ ǫ‖G‖pLp .
Upon taking a small ǫ > 0, it holds that
‖Du‖Lp ≤ N‖H‖Lp. (4.12)
We use the definition of H and the Hardy-Littlewood maximal function theorem
(recall p > 2τ > 2) to deduce from (4.12)
‖Du‖Lp ≤ Nκ
d+2
2
(‖g‖Lp + ‖u‖Lp)+N(κ d+22 γ 12σ + κ d+22 RR0 + κ− 12 )‖Du‖Lp .
(4.13)
By choosing κ sufficiently large, then γ and R sufficiently small in (4.13) such that
N(κ
d+2
2 γ
1
2σ + κ
d+2
2 RR0 + κ
− 12 ) ≤ 1/2,
we come to (4.11). The proposition is proved. 
Proof of Theorem 2.2. Thanks for the duality argument, it suffices to prove the
case p > 2. For T = ∞, the theorem follows from Proposition 4.4 by using a
partition of unity and an idea by S. Agmon; see, for instance, the proof of Theorem
1.4 [27]. For general T ∈ (−∞,∞], we use the fact that u = w for t < T , where
w ∈ H1p solves
Pw − λw = χt<T (Pu− λu).
This finishes the proof of the theorem. 
5. A remark about elliptic systems
For elliptic systems, the condition on diffeomorphisms ψ and φ can be relaxed.
Indeed, we only require ψ and φ to be in C0,1 and Dψ has locally small mean
oscillations. More precisely, we impose the following assumption on ψ and A,
which is weaker than the one in Section 2.
Let Ψ be the set of C0,1 diffeomorphisms ψ : Rd → Rd such that the mappings
ψ and φ = ψ−1 satisfy
|Dψ| ≤ δ−1, |Dφ| ≤ δ−1.
Assumption 5.1 (γ). There exists a positive constant R0 ∈ (0, 1] such that, for
any ball B of radius less than R0, one can find an Aˆ ∈ A and a ψ = (ψ1, · · · , ψd) ∈ Ψ
such that ∑
k,l
∫
B
|Aˆkl(ψ1(x)) −AαβDαψkDβψlJ(x)| dx ≤ γ|B|. (5.1)
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Lemma 5.2. Let κ ≥ 8, r > 0, Aˆ ∈ A, ψ ∈ Ψ, u ∈ C∞
loc
(Rd) and g ∈ L2,loc(Rd).
Assume
Dα
(
Aˆkl(y1)Dykφα(y)Dylφβ(y)J
−1Dβu(x)
)
= div g,
where y = ψ(x) and φ = ψ−1. Then there exist constants ν = ν(d, δ) ≥ 1 and
N = N(d,m, δ) such that
(|U − (U)Br |)Br +
d∑
β=2
(|uβ − (uβ)Br |)Br
≤ Nκ(d+2)/2 (|g|2)1/2
Bνκr
+Nκ−1/2
(|Du|2)1/2
Bνκr
,
where
uβ(x) = (Dyβv)(ψ(x)), v(y) = u(φ(y)), (5.2)
J(x) = det(∂ψ/∂x)−1, U(x) = Aˆ1β(ψ1(x))uβ(t, x). (5.3)
Proof. The proof is similar to that of Lemma 4.1. From the integral formulation,
it is easy to see that v satisfies
Dyα(Aˆ
αβ(y1)Dyβv) = Dyα (JDβψαgβ) .
The lemma then follows from Proposition 3.7. 
Proposition 5.3. Let γ > 0 and τ, σ ∈ (1,∞) satisfy 1/τ + 1/σ = 1. Let ν =
ν(d, δ) > 1 be the constant in Lemma 4.1, Bα = Bˆα = C = 0, and g ∈ L2,loc(Rd).
Assume that u ∈ C∞0 (Rd) vanishes outside BR for some R ∈ (0, R0] and satisfies
Lu = div g. Then under Assumption 5.1 (γ), for each r ∈ (0,∞), κ ≥ 8, and x0 ∈
Rd, there exist a diffeomorphism ψ ∈ Ψ, coefficients Aˆ1β , β = 1, · · · , d (independent
of u), and a positive constant N = N(d,m, δ, τ) such that
(|U − (U)Br(x0)|)Br(x0) +
d∑
β=2
(|uβ − (uβ)Br(x0)|)Br(x0)
≤ Nκ(d+2)/2 (|g|2)1/2
Bνκr(x0)
+ κ−1/2
(|Du|2)1/2
Bνκr(x0)
+Nκ(d+2)/2γ1/(2σ)
(|Du|2τ)1/(2τ)
Bνκr(x0)
, (5.4)
where uβ, J and U are defined as in (5.2) and (5.3).
Proof. We fix a κ ≥ 8, and r ∈ (0,∞). Choose B to be Bνκr(t0, x0) if νκr < R
and BR if νκr ≥ R. By Assumption 5.1 (γ), we can find ψ ∈ Ψ and Aˆ = Aˆ(s) ∈ A
satisfying (5.1). By Lemma 5.2 with a shift of the coordinates,
(|U − (U)Br(x0)|)Br(x0) +
d∑
β=2
(|uβ − (uβ)Br(x0)|)Br(x0)
≤ Nκ(d+2)/2 (|g+ gˆ|2)1/2
Bνκr(x0)
+Nκ−1/2
(|Du|2)1/2
Bνκr(x0)
, (5.5)
where N = N(d,m, δ) > 0 and
gˆα =
(
Aˆkl(y1)Dykφα(y)Dylφβ(y)J
−1 −Aαβ(x)
)
Dβu(x).
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By the definition of Aˆ,∫
Bνκr(x0)
|gˆα|2 dx ≤ N
∫
Bνκr(x0)∩BR
∣∣(Aˆkl(ψ1)−AαβDαψkDβψlJ)∣∣2|Du∣∣2 dx
≤ NI1/σ1 I1/τ2 , (5.6)
where
I1 =
∑
k,l
∫
Bνκr(x0)∩BR
|Aˆkl(ψ1)−AαβDαψkDβψlJ |2σ dx,
I2 =
∫
Bνκr(x0)
|Du|2τ dx.
Due to Assumption 5.1 (γ),
I1 ≤
∑
k,l
∫
B
|Aˆkl(ψ1)−AαβDαψkDβψlJ |2σ dx ≤ Nγ|B| ≤ N(νκr)dγ.
This together with (5.5) and (5.6) yields (5.4). The proposition is proved. 
Following the arguments in the previous section, we obtain the result of Theorem
2.5 under Assumption 5.1. We omit the details.
6. Linearly laminate systems
As an application of the main results in Section 2, in this section we consider
the linearly laminate system
Lu := Dα(AαβDβu) = f in Ω, (6.1)
where Ω is a bounded domain in Rd, and Aαβ = Aαβ(x1) are measurable functions
of x1 alone and satisfy (2.3). In particular, A
αβ can be step functions with respect
to x1 with jump discontinuities. This type of systems models deformations in
composite materials as fiber-reinforced materials, where Aαβ are the coefficients of
a stiffness matrix of an elastic material. In [8], Chipot, Kinderlehrer and Vergara-
Caffarelli studied (6.1) and proved the following result. We note that a similar
estimate was used in [28] by Li and Nirenberg to study systems from composite
material.
Theorem 6.1 (Theorem 2 in [8]). Under the assumptions above, let u be a weak
solution to (6.1). If f ∈ Hk(Ω) where the integer k satisfies k ≥ [d/2], then there
is a p > d such that
u ∈W 1∞(Ω′) and Dx′u, U ∈W 1p (Ω′), Ω′ ⊂⊂ Ω,
where U is defined by (3.6). Moreover, there exists a constant N = N(δ,Ω,Ω′) such
that
‖Dx′u‖W 1p (Ω′) + ‖U‖W 1p (Ω′) ≤ N(‖u‖H1(Ω) + ‖f‖Hk(Ω)),
‖u‖W 1∞(Ω′) ≤ N(‖u‖H1(Ω) + ‖f‖Hk(Ω)).
Using Theorem 2.5, we are able be relax the regularity condition of f in Theorem
6.1 to an integrability condition on f.
PARABOLIC AND ELLIPTIC SYSTEMS 21
Theorem 6.2. Under the assumptions above, let u be a weak solution to (6.1). If
f ∈ Lp(Ω), where p > d, we have
u ∈W 1∞(Ω′) and Dx′u, U ∈W 1p (Ω′), Ω′ ⊂⊂ Ω.
Moreover, there exists a constant N = N(δ,m, p,Ω,Ω′) such that
‖Dx′u‖W 1p (Ω′) + ‖U‖W 1p (Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)), (6.2)
‖u‖W 1∞(Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.3)
We give a sketch of the proof. Clearly, the inequality (6.3) follow from (6.2) by the
Sobolev imbedding theorem and the nondegeneracy ofA11. Also by approximations,
it suffices to verify (6.2) for u ∈ C∞loc.
We localize Theorem 2.5 and get the following estimate.
Lemma 6.3. Let p ∈ (1,∞). Assume Aαβ = Aαβ(x1), u ∈ W 1p (B1) and
Lu = div g+ f, (6.4)
in B1, where f, g ∈ Lp(B1). Then there exists a constant N = N(d,m, δ, p) such
that
‖u‖W 1p (B1/2) ≤ N(‖u‖Lp(B1) + ‖g‖Lp(B1) + ‖f‖Lp(B1)).
By using the Sobolev imbedding theorem and a bootstrap argument, we get
Corollary 6.4. Let q ∈ (1,∞). Assume Aαβ = Aαβ(x1), u is a weak solution to
(6.4) in B1, where f, g ∈ Lq(B1). Then there exists a constant N = N(d,m, δ, p, q)
such that
‖u‖W 1q (B1/2) ≤ N(‖u‖Lp(B1) + ‖g‖Lq(B1) + ‖f‖Lq(B1)).
By Corollary 6.4 applied to (6.1) it follows that
‖u‖W 1p (Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.5)
Differentiating (6.1) in x′ gives
Dα(A
αβDβDx′u) = Dx′f in Ω.
We take Ω′′ such that Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω. It then follows from Corollary 6.4 again
(now div g = Dx′f) that
‖Dx′u‖W 1p (Ω′) ≤ N(‖Dx′u‖L2(Ω′′) + ‖f‖Lp(Ω′′)) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.6)
Next we estimate U . By (6.5),
‖U‖Lp(Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.7)
Since
D1U = f−Aαβ
d∑
α=2
d∑
β=1
Dαβu,
we deduce from (6.6) that
‖D1U‖Lp(Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.8)
Moreover, because
Dx′U =
d∑
1
A1βDβDx′u,
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again by (6.6) we have
‖Dx′U‖Lp(Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.9)
Combining (6.7)-(6.9), we reach
‖U‖W 1p (Ω′) ≤ N(‖u‖L2(Ω) + ‖f‖Lp(Ω)). (6.10)
This completes the proof of the theorem.
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