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Time-parallel algorithm for two phase flows
simulation
Katia Ait-Ameur, Yvon Maday and Marc Tajchman
Abstract In this paper, we will report our recent effort to apply the parareal algo-
rithm to the time parallelization of an industrial code that simulates two phase flows
in a reactor for safety studies. This software solves the six equation two-fluid model
by considering a set of balance laws (mass, momentum and energy) for each phase,
liquid and vapor, of the fluid. The discretization is based on a finite volume method
on a staggered grid in space and on a multistep time scheme. Here, we apply a
variant of the parareal algorithm on an oscillating manometer test case: the multi-
step variant allowing to deal with multistep time schemes in the coarse and/or fine
propagators. Numerical results show that parareal methods offer the potential for
an increased level of parallelism and is a good strategy to complement the current
space domain decomposition implemented in the code.
1 Introduction
In the nuclear energy domain, computations of complex two-phase flows are re-
quired for the design and safety studies of nuclear reactors. System codes are ded-
icated to the thermalhydraulic analysis of nuclear reactors at the system scale by
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simulating the whole reactor. We are here interested in the Cathare code developed
by the CEA. Like all system codes, Cathare essentially simulates assemblies of one-
dimensional elements (pipes) and 3D elements (vessels). The discretization level of
each element is kept intentionnaly at a coarse level to be able to handle whole sys-
tems simulations. Typical meshes used for the simulations are about 102 to 103 cells
with a 3D element. Typical cases involve up to a million of numerical time itera-
tions, computing the approximate solution during long physical simulation times.
A space domain decomposition method has already been implemented and to im-
prove the response time, we will consider a strategy of time domain decomposition,
based on the parareal method ([13]). The paper is organized as follows: after the
presentation of the six equation two-fluid model and the Cathare numerical scheme
in section 2, the main aspects of the parareal methods will be recalled in section 3.
The numerical convergence observed in our example is shown in section 4 followed
by the performances we obtain by applying the multistep variant of the parareal
algorithm.
2 Model
At the system scale, the finest details of the flow (description of the liquid-vapor in-
terfaces for example) are not absolutely necessary to obtain a satisfactory macroscale
description of the dynamics. For this reason macroscopic models have been devel-
opped that focus on the evolution of averaged quantities (see [12] and [7]). There
are many different averaged models depending on the simplifying assumptions. The
model used in Cathare is the 6 equation two-fluid model that considers a set of
balance laws (mass, momentum and energy) for each phase, liquid and vapor. It as-
sumes independent velocities and a pressure equality.
The unknowns are the volume fraction αk ∈ [0,1], the pressure p ≥ 0, the velocity
uk and the enthalpy Hk of each phase. The subscript k stands for l if it is the liquid
phase and g for the gas phase. For the sake of simplicity, we write the terms of the
model involved in our test case, studied in section 4.
∂t(αkρk)+∂x(αkρkuk) = 0
αkρk∂tuk+αkρkuk∂xuk+αk∂xp= αkρkg+F intk
∂t
[
αkρk
(
Hk+
u2k
2
)]
+∂x
[
αkρkuk
(
Hk+
u2k
2
)]
= αk∂t p+αkρkukg
(1)
with αg+αl = 1 and the two equations of state : ρk = ρk(p,Hk). The interfacial
forces F intk are of 2 types. The first ensures hyperbolicity of the system (see [15] for
the well-posedness of the 6 equation model). The second is the interfacial friction
term which will be important in the sequel for our test case. In this configuration,
the phases are separated which means that one of the two phases vanishes in some
parts of the domain. It is numerically challenging to compute the velocity of the
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ghost phase (see [16]). For this reason, the Cathare scheme forces the two velocities
to be equal with this damping term.
2.1 Numerical method
The Cathare scheme is based on a finite volume method on a staggered grid (MAC
scheme) and on a two step time scheme. In a staggered scheme the i-th component
of the velocity is located at the center of the edge orthogonal to the i-th unit vector.
Pressures, void fractions and enthalpies are cell-centered. Given a time discretiza-
tion T 0,T 1,T 2, · · · of the full time interval [0,T ), we use the following notations:
(αkρk)n is an approximation of (αkρk) at time T n. Here, we write the time dis-
cretization of the Cathare scheme:
(αkρk)n+1−(αkρk)n
∆ t +∂x(αkρkuk)
n+1 = 0
(αkρk)n+1
un+1k −unk
∆ t +(αkρkuk)
n+1∂xun+1k +α
n+1
k ∂xp
n+1 = (αkρk)n+1g+F
n,n+1
k
1
∆ t
[
(αkρk)n+1
(
Hk+
u2k
2
)n,n+1
− (αkρk)n
(
Hk+
u2k
2
)n−1,n]
+∂x
[
αkρkuk
(
Hk+
u2k
2
)]n+1
= αn+1k
pn+1−pn
∆ t +(αkρkuk)
n+1g
(2)
Where the notation Fn,n+1k means that the discretization of Fk is a function of the
approximate solution at times T n and T n+1. After discretization, the non linear sys-
tem is solved by a Newton method. Here, we highlight some characteristics of the
Cathare scheme, some advantages and limitations:
• The scheme must be accurate enough at the incompressible limit to be able to
capture the correct streamlines and pressure fields. This characteristic was mainly
studied in the monophasic case:
– Staggered schemes enjoy good precision at the incompressible limit
– However, Riemann solvers have poor precision in the incompressible limit.
Corrections are proposed in [6] to overcome this issue
• The vanishing phase is a numerical challenge of two phase flows simulation. It
is important to capture well the volume fraction since it governs the composition
of the mixture and two-phase/single phase transition . An important issue is to
guarantee the positivity of the volume fraction. Many schemes were designed to
ensure this property (like [16] for two incompressible phases). Cathare uses a
high interfacial friction to deal numerically with these transitions.
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3 The Parareal algorithm
Several approaches have been proposed over the years to decompose the time di-
rection when solving a partial differential equation (see [9] for an overview). Of
these, the parareal in time algorithm, which performances we explore in this work,
has received an increasing amount of attention in the last twenty years with many
applications (see [3], [8], [17] among many others). In the sequel, we recall the clas-
sical parareal algorithm as initially proposed in [13], [3], [4] and the principle of the
multistep variant we will apply in section 4.
3.1 Original parareal algorithm
After the discretization in space of a PDE with N the number of degrees of free-
dom:
∂u
∂ t
+A(t,u) = 0, t ∈ [0,T ], u(t = 0) = u0 (3)
A : R×RN → RN ,u ∈ RN (4)
We recall here the classical parareal algorithm as initially proposed in [13], [3], [4].
Let G and F be two propagators such that, for any given t ∈ [0,T ], s ∈ [0,T − t] and
any function w in a Banach space, G(t,s,w) (respectively F(t,s,w)) takes w as an
initial value at time t and propagates it at time t+ s. The full time interval is divided
into Nc sub-intervals [T n,T n+1] of size ∆T that will each be assigned to a processor.
The algorithm is defined using two propagation operators:
• G(T n,∆T,un) computes a coarse approximation of u(T n+1)with initial condition
u(T n)' un (low computational cost)
• F(T n,∆T,un) computes a more accurate approximation of u(T n+1) with initial
condition u(T n)' un (high computational cost)
Starting from a coarse approximation un0 at times T
0,T 1, · · · ,TNc , obtained using G,
the parareal algorithm performs for k = 0,1, · · · the following iteration:
un+1k+1 = G(T
n,∆T,unk+1)+F(T
n,∆T,unk)−G(T n,∆T,unk)
In the parareal algorithm, the value u(T n) is approximated by unk at each iteration k
with an accuracy that tends rapidly to the one achieved by the fine solver, when k
increases. The coarse approximation G can be chosen much less expensive than the
fine solver F by the use of a scheme with a much larger time step (even δT = ∆T )
δT  δ t (time step of the fine solver) or by using a reduced model. All the fine
propagations are made in parallel over the time windows and the coarse propaga-
tions are computed in a sequential way but have a low computational cost. The main
convergence properties were studied in [10] and stability analysis was made in [18],
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[5]. We refer to [14] about the parallel efficiency of parareal and a recent work of-
fering a new formulation of the algorithm to improve the parallel efficiency of the
original one.
3.2 Multistep variant of parareal
This variant of the parareal algorithm was proposed in [1]. In the sequel, we will
consider that the fine solver is based on a two step time scheme like the Cathare
time scheme. Hence we will use the following notation for the fine solver that takes
two initial values: F(t,s,x,y), for t ∈ [0,T ], s ∈ [0,T − t[ and x,y in a Banach space.
Example
If one solves (3) with a multistep time scheme as fine propagator F like the order 2
BDF method:
3
2
u j+1−2u j+ 1
2
u j−1 =−δ tA(u j+1, t j+1), j = 1, · · · ,N f , t j+1− t j = δ t
Here the fine solver reads: u j+1 = F(t j,δ t,u j−1,u j). Now, we apply the parareal
algorithm with a coarse grid: T 0, · · · ,TNc where: T n+1−T n = ∆T = N f δ t.
Then we can write: u(T n+ jδ t)' un, j, j = 1, · · · ,N f ,n= 1, · · · ,Nc.
In order to perform the fine propagation, in a given time window [T n,T n+1], we only
need the local initial condition unk and a consistent approximation of u(T
n−δ t).
In [2], the authors propose a consistent approximation in the context of the simu-
lation of molecular dynamics. The proposed method was linked to the nature of the
model and the symplectic character of their algorithm is shown, which is an impor-
tant property to verify for molecular dynamics.
In the context of our application to the thermalhydraulic code Cathare, we want to
derive a multistep variant of parareal that will not be intrusive in the software. We
seek a consistent approximation of u(T n− δ t). The only fine trajectory at our dis-
posal is F(T n−1,∆T,un−2,N
f−1
k ,u
n−1
k ). Its final value at T
n is:
F(T n−1,∆T,un−2,N
f−1
k ,u
n−1
k )(T
n) from which we compute unk+1 by the parareal cor-
rection. Hence, we translate the solution:
F(T n−1,∆T −δ t,un−2,N f−1k ,un−1k )(T n−δ t) by the same correction:
unk+1−F(T n−1,∆T,un−2,N
f−1
k ,u
n−1
k ) and obtain the so called consistent approxima-
tion un−1,N
f−1
k+1 to initialize the fine propagation in [T
n,T n+1]. We now detail our
algorithm:
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un+10 = G(T
n,∆T,un0), 0≤ n≤ N−1
un+1k+1 = G(T
n,∆T,unk+1)+F(T
n,∆T,un−1,N
f−1
k ,u
n
k)
−G(T n,∆T,unk), 0≤ n≤ N−1, k ≥ 0
un,N
f−1
k+1 = F(T
n,∆T −δ t,un−1,N f−1k ,unk)+un+1k+1
−F(T n,∆T,un−1,N f−1k ,unk), 0≤ n≤ N−1, k ≥ 0
(5)
Remark: In order to perform the fine propagation, in a given time window [T n,T n+1],
at the first parareal iteration we need to choose a different consistent approximation
of u(T n− δ t), since we have not used the fine solver yet. To treat this, we could
make one iteration with a Backward Euler method or one iteration with a second
order Runge Kutta method. In the context of the application to the Cathare code, we
choose a non intrusive initialization by imposing un−1,N
f−1
0 = u
n
0 .
4 Test case
Here we apply the multistep parareal algorithm to the resolution of an oscillating
manometer. This test case is proposed in [11] for system codes to test the ability of
each numerical scheme to preserve system mass and to retain the gas-liquid inter-
face. In this test case, the phases are separated and the interfacial friction term will
be important in this configuration.
Note that here we have used the same physical model and the same mesh (110 cells)
for both the coarse and the fine solvers: the only difference is the size of the time
steps, δ t for F and ∆T for G. All calculations have been evaluated with a stop-
ping criteria where the tolerance is fixed to the precision of the numerical scheme,
ε = 5 ·10−2. With this threshold, parareal convergence is achieved after 2 or 3 iter-
ations.
In the following subsections, after giving a numerical proof of the convergence of
the parareal algorithm in our test case, some results about measured speed-up will
be presented.
4.1 About the convergence
Figure 1 illustrates that the multistep parareal algorithm effectively converges when
applied to the problem of the oscillating manometer. For a given time step T n and
parareal iteration k, the relative error in L2 norm between the parareal solution and
the sequential fine solver decreases beyond our given convergence threshold ε . In
the figure, the test case has been solved with the multistep parareal algorithm when
δ t = 10−5 and ∆T = 10δ t.
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These results are obtained on 16 time windows and we will use this configuration in
the sequel to study the performances.
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Fig. 1 Convergence of the multistep parareal algorithm when δ t = 10−5 and ∆T = 10δ t
4.2 Speed-up performances
In the following strong scaling tests, the same setting is used for the multistep
parareal algorithm. The test case has been solved on an increasing number Nproc
of processes Nproc = 5,10,15, · · · ,70. In figure 2, with 25 processes, we obtain a
speed up of 3.4 and of 3.7 with 50 processes. Here, we observe two global trends:
• For Nproc = {5,10,15,20,25,40,50}, the speed up first monotonically increases
until reaching 25 processes and then increase again with 40 and 50 processes.
This is due to the number of parareal iterations that is equal to 2 in this case
• For Nproc = {30,35,45,55,60,65,70}, the speed up is drastically reduced be-
cause the parareal algorithm converges in 3 iterations in this case
In the sequel, we highlight the well-known dependance of the computational cost of
the parareal algorithm on the number of iterations. Let Tf ine be the cpu time to run
the fine solver in a sequential way on the whole time interval [0,T ). Since the coarse
time step is ten times greater than the fine time step we suppose that the cpu time of
the coarse solver Tcoarse =
Tf ine
10 . This ratio between coarse and fine solvers should
be as high as possible to minimize the computational cost of the coarse solver which
is launched in a sequential way. This aspect will be studied in a forthcoming work
to obtain better speed-up performances by coarsening more the solver G. When the
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algorithm converges in Nit iterations, the coarse solver is launched Nit times and the
fine solver Nit − 1 times in parallel over the number of processes Nproc. Hence, we
can write the cpu time in parallel Tpara in terms of Tf ine:
Tpara = (Nit −1) Tf ineNproc +NitTcoarse+ τ =
(
Nit −1
Nproc
+
Nit
10
)
Tf ine+ τ
where τ contains the time of communication between processes and the cpu time
for the computation of the parareal corrections and of the error. Now, we can deduce
an upper bound of the speed up S when the parareal algorithm converges in 2 or 3
iterations by neglecting τ:
S=
Tf ine
Tpara
≤ 1Nit−1
Nproc
+ Nit10
Example: On 25 processes, the algorithm converges in 2 iterations: S ≈ 4 when the
measured speed up is 3.4.
On 35 processes, the algorithm converges in 3 iterations: S≈ 2.8 when the measured
speed up is 2.3.
 1
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Speed up Multistep parareal
Fig. 2 Strong scaling results with the multistep variant of the parareal algorithm
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5 Conclusion
The results of this study show that the parareal algorithm can effectively speed-
up two-phase flows simulations. Here we have tested the multistep variant of the
parareal algorithm on a test case that is representative of the numerical challenges
for two phase flows. These results can certainly be improved by using a new version
of parareal (see [14]) that improves the parallel efficiency of the original parareal.
This new algorithm proposes to solve the subproblems at increasing accuracy ac-
cross the parareal iterations and should allow us to increase the speed up perfor-
mances obtained on our test case.
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