Abstract. In this paper, we consider the bifurcation problem for fractional Laplace equation
Introduction
In this paper, we consider the following bifurcation problem (−∆) s u = λu + f (λ, x, u) in Ω,
where Ω ⊂ R n , n > 2s (0 < s < 1) is an open bounded subset with smooth boundary, (−∆) s stands for the fractional Laplacian and the conditions on f will be specified later. The fractional Laplacian is the infinitesimal generator of Lévy stable diffusion process, see [1, 3] and it appears in several branches of sciences and engineering and has substantial applications such as free boundary problem [9, 10] , thin film obstacle problem [10, 27] , conformal geometry [12] , cell biology [26] , chemical and contaminant transport in heterogeneous aquifers [2] , phase transitions [28] , crystal dislocation [18] and many others. We refer to [14] and references therein for an elementary introduction on this subject.
Recently, there has been a good amount of work on the existence and qualitative questions to fractional Laplace equations. There are several articles dealing with these questions. We just name a few articles, see for instance [11, 30, 31] and the references therein. We refer to [32] on recent progress in the study of nonlinear diffusion equations involving nonlocal, long-range diffusion effects. Using variational and topological techniques, more precisely the variational principle of Ricceri, the authors [4] obtained the existence of a nontrivial solution to the problem similar to (1.1). Recently, using pseudo-index related to the Z 2 -cohomological index theory, Perera et al. [21] established the bifurcation and multiplicity results for critical fractional p-laplacian problems.
So in this context, it is natural to ask the bifurcation results to (1.1) with different delicate techniques. In the best of our knowledge, we are not aware with the bifurcation results for (1.1). We recall that there is an enormous work on bifurcation theory to Laplace as well as p-Laplace equations and other higher order operators. We just mention those articles which are closely related to this paper.
Using the topological degree argument and fixed point theory, Rumbos and Edelson [25] studied the bifurcation from the first eigenvalue in R N to semilinear elliptic equations and obtained the existence of bifurcating branches. Using the topological degree argument, Drábek and Huang [15] , Drábek [16, 17] obtained the bifurcating branches to p-Laplace equations. We remark that the isolatedness of the principal eigenvalue λ 1 of the associated eigenvalue problem with bifurcation problem plays an important role to obtain the bifurcation results to Laplace, p-Laplace and fully nonlinear elliptic equations, see for instance [25] for Laplace equations, [15] for p-Laplace equations and [19, 6] for fully nonlinear elliptic equations. In case of Laplace as well as p-Laplace equations, the isolatedness of λ 1 is obtained by establishing an estimate on the nodal domains of the solutions to the eigenvalue problem and in fact, Picone's identity plays a role to get an estimate on the nodal domains. One of the difficulties here is to obtain the isolatedness of the principal eigenvalue λ 1 of
Indeed, we obtain an elementary inequality which helps us to get an estimate on the nodal domains and which further leads to the isolatedness of λ 1 of (1.2). We make use of the isolatedness of λ 1 and by the celebrated Rabinowitz's global bifurcation theorem [23] , prove the bifurcation results to (1.1). We also show that if (λ, 0) is a bifurcation point of (1.1), thenλ is an eigenvalue of (1.2). A similar approach is used by Del Pino and Manásevich [13] and Busca et al. [6] , where the authors have obtained the similar results for p-Laplace equations and the equations involving Pucci's operators, respectively.
More precisely, we state the following theorems, which we will prove in the last section, using the below hypotheses: Theorem 1.1. Let 2s < n < 4s, 0 < s < 1. Let (H1)-(H3) hold. Then the principal eigenvalue λ 1 of the eigenvalue problem (1.2) is a bifurcation point of (1.1). Theorem 1.2. Let (H1) and (H4) hold. Let (λ, 0) be a bifurcation point of (1.1), thenλ is an eigenvalue of (1.2).
We list the following hypotheses which have been used in this paper:
is continuous for a.e. x ∈ Ω and f (λ, · , t) is measurable for all (λ, t) ∈ R 2 .
(H2) |f (λ, x, t)| ≤ C(λ)(m 1 (x)+m 2 (x)|t| γ ) for a.e. x ∈ Ω, t ∈ R and 0 ≤ C(λ) is continuous and bounded on bounded subsets of R,
n+2s−(n−2s)γ , n > 2s.
(H3) lim t→0 f (λ, x, t) t = 0 uniformly for a.e. x ∈ Ω and λ in a bounded interval.
(H4) There is a q with 1 < q < 2 * (s), such that lim |t|→∞ |f (λ, x, t)| |t| q−1 = 0 uniformly a.e. with respect to x and uniformly with respect to λ on bounded sets. The organization of this paper is as follows. Section 2 deals with the preliminaries on the fractional Laplacian. In Section 3, we establish auxiliary lemmas and propositions which have used to establish the main theorems. Section 4 deals with the introduction of topological degree and its properties and finally we prove the main theorems in Section 5.
Preliminaries
Let us recall the brief preliminaries on the fractional Laplacian. Let 0 < s < 1. There are various definitions to define fractional Laplacian (−∆) s u of a function u defined on R n . It is well known that (−∆) s on R n , 0 < s < 1 is a nonlocal operator and it can be defined through its Fourier transform. Thus, if u is a function in the Schwarz class in R n , n ≥ 1, denoted by S(R n ), then we have
and therefore we write
where is Fourier transform. When u is sufficiently regular, the fractional Laplacian of a function u : R n −→ R is defined as follows:
, which is a normalization constant.
One can also write the above singular integral as follows: (2.1)
see [14] . When s < 1 2 and f ∈ C 0, α (R n ) with α > 2s, or if f ∈ C 1, α (R n ), 1 + 2α > 2s, the above integral is well-defined. By the celebrated work of Caffarelli and Silvestre [8] , the nonlocal operator can be expressed as a generalized DirichletNeumann map for a certain elliptic boundary value problem with nonlocal operator defined on the upper half space R n+1 + := {(x, y)| x ∈ R n , y > 0}, i.e., for a function u : R n −→ R, we consider the extension v(x, y) :
. Then it can be seen from [8] , that
where C is some constant depending on n and s. The space
and the norm is defined as follows:
The term
is called the Gagliardo norm of u. We recall that H s (R n ) is a Hilbert space and its norm is induced by the inner product
Let {φ k } be an orthonormal basis of L 2 (Ω) with ||φ k || 2 = 1 forming a spectral decomposition of −∆ in Ω with zero Dirichlet boundary conditions and λ k be the corresponding eigenvalues. Let
We denote
s as follows (see [14, 24] ) :
We call {(φ k , λ s k )} the eigenfunctions and eigenvalues of (−∆) s in Ω with zero Dirichlet boundary conditions. We recall that these two definitions of fractional Laplacian give rise to two completely different non-local operators of fractional type, i.e., the fractional Laplacian can be defined in both these ways, but the two definitions are not equivalent in bounded domains, see for instance [5, 20] . In this paper, we will be using the definition of fractional Laplacian via Fourier transform or equivalently, as an integral in the P.V. sense.
Let λ 1 > 0 be the first eigenvalue of (−∆) s in Ω and φ 1 > 0 be the corresponding eigenfunction (first eigenfunction), i.e.,
The variational characterization of λ 1 is given by (2.6)
The next section deals with the auxiliary lemmas and propositions, which have been used in the proof of main theorems.
Auxiliary Lemmas and Propositions
Let us denote H s 0 (Ω) by X and its dual H −s (Ω) by X * . We define the operators S, T, F (λ, · ) : X −→ X * as follows:
Let us recall the following embeddings.
Theorem 3.1. [14] The following embeddings are continuous:
Lemma 3.2. The operators S, T, F are well-defined, S and T are continuous and F satisfies
uniformly for λ in a bounded subset of R.
Proof. In the proof of this lemma, c i , i = 1, 2, · · · , 6 are positive constants. It is easy to see that the operators S, T, F are well-defined and S and T are continuous. Now we show (3.4) . By definition,
which is a contradiction and therefore proves the claim. Now by (H3), for any given ǫ > 0, ∃ δ > 0 such that
We split the integral in (3.5) on Ω\Ω δ (u) and Ω δ (u) and try to estimate the integrals:
Let us compute each part in the RHS of (3.8) separately.
in the last inequality, we have used the fact that m 1 ∈ L n 2s and by Theorem 3.
2n
This completes the proof of this lemma. (ii) We show that the operator F is compact. Let u n ⇀ u in X. By Theorem 3.1, λ, x, u) ). v → 0 as n → ∞, which proves the above claim.
Now by the continuity of the
Nemytski operator F from L 2n n−2s to L 2n n+2s , it is easy to see that sup ||v||X ≤1 Ω (f (λ, x, u n ) − f (
Now we give the following definition:
Definition 3.4. We say that λ ∈ R and u ∈ X solve the problem (1.1) if
In the next lemma, we deal with an important inequality.
Lemma 3.5. For u, v ∈ X with v > 0 a.e. in R n , we have
Proof. We use the following simple inequality to establish (3.12):
By definition, we have
This completes the proof. Proposition 3.6. Let 2s < n < 4s, 0 < s < 1. Then any eigenfunction v ∈ X associated to a positive eigenvalue 0 < λ = λ 1 changes sign. Moreover, if N is a nodal domain of v, then
where c is some constant depending on n and | | denotes the Lebesgue measure of the set.
Proof. Since v is an eigenfunction associated with a positive eigenvalue 0 < λ = λ 1 , so we have
We will prove this proposition by the method of contradiction. Let us assume that v ≥ 0 in Ω (the case v ≤ 0, can be dealt similarly). By the strong maximum principle [7] , we have v > 0 in Ω. Let φ 1 > 0 be an eigenfunction of (−∆) s associated with λ 1 . For any ǫ > 0, it is easy to see that v+ǫ ∈ H s 0 (R n ) as a test function in the weak formulation of (3.16), we get (3.17)
Now from Lemma 3.5, (for the functions φ 1 , v + ǫ), we have
Since φ 1 > 0 is an eigenfunction of (−∆) s associated with λ 1 so this implies that
Now on taking ψ = φ 1 in (3.19), we obtain (3.20)
From (3.17), (3.18) and (3.20), we get
which yields a contradiction. Now we prove the estimate (3.15). Assume that v > 0 in N, the case v < 0 can be dealt similarly. Since 2s < n < 4s, 0 < s < 1, so by [10, 24, 27] , we have v ∈ C(R n ) ∩ X. Then v| N ∈ H s 0 (N ) and therefore the function η defined as
. Now using η as a test function in the weak formulation of (3.16), we get
This implies that (3.22) So from the last inequality, it implies that
which proves the estimate.
Proposition 3.7. Let 2s < n < 4s, 0 < s < 1. Then λ 1 is isolated, that is, there exists δ > 0 such that there are no other eigenvalues of (1.2) in the interval
Proof. We will prove this proposition by the method of contradiction. Suppose that there exists a sequence of eigenvalues λ n of (1.2) with 0 < λ n ց λ 1 . Let u n be a sequence of eigenfunctions associated with λ n , i.e, (−∆) s u n = λ n u n in Ω,
we can define
It is easy to see that v n is bounded in X so there exists a subsequence (we denote it by v n ) and v ∈ X such that
It is easy to see that Ω v 2 dx = 1 and
and therefore λ 1 = R n |(−∆) s 2 v| 2 dx. This implies that v is an eigenfunction associated with λ 1 . Now one can see that |v| is also an eigenfunction associated with λ 1 and by strong maximum principle [7] , |v| > 0 in Ω. This implies that either v > 0 or v < 0. Let us take v > 0 (the proof in the case v < 0 is dealt similarly). Let 
Topological degree and its properties
In this section, we define the topological degree for the operators given by the left-hand side of (3.11). Let us recall some basic results on the degree theory for operators from a Banach space V to V * . Let V be a real reflexive Banach space and V * its dual, and A : V −→ V * be a demicontinuous operator. We assume that A satisfies the condition α(V ), i.e., for any sequence u n ∈ V satisfying u n ⇀ u 0 weakly in V and lim sup(A(u n ), u n − u 0 ) V ≤ 0, then u n −→ u 0 strongly in V. Then one can define the degree Deg [A; U, 0], where U ⊂ V is a bounded open set such that A(u) = 0 for any u ∈ ∂U. For its properties, we refer the reader to [29] . Let us recall some basic definitions. exists and is called the index of the isolated critical points v 0 of A. Let us assume that A is a potential operator, i.e., for some continuously differentiable functionals
Let us state two lemmas which have been used in the proof of the next theorem. The proof of these lemmas can be seen in [29] . Lemma 4.6. The operator S : X −→ X * satisfies α(X).
Proof. Let u n ⇀ u 0 in X and
and therefore the claim is proved. Now in view of Remark 4.5, from Lemma 3.3 and Lemma 4.6, it is trivial to see that the operator S λ := S − λT − F (λ, . ) satisfies the condition α(X) and therefore we can define the Deg[S − λT − F (λ, . ); U, 0], where U ⊂ X is a bounded open set such that T λ (u) = 0 for any u ∈ ∂U.
5. Proof of main theorems: bifurcation from λ 1 Definition 5.1. Let W = R × X be equipped with the norm
Let us define
We say that C is a continuum of nontrivial solutions of (1.1) if it is a connected set in W with respect to the topology induced by the norm (5.1), see [22] . Following in the sense of Rabinowitz, we say that λ 0 ∈ R is a bifurcation point of (1.1) if there is a continuum of nontrivial solutions C of (1.1) such that (λ 0 , 0) ∈ C and either C is unbounded in W or there is an eigenvalue λ * = λ 0 such that (λ * , 0) ∈ C.
5.1.
Proof of Theorem 1.1.
Proof. The proof has the same spirit as in [15] . The proof consists of three steps.
Step 1. Let us consider the operatorS λ (u) = S(u) − λT (u). From the variational characterization of λ 1 , it follows that for λ ∈ (0, λ 1 ) and any u ∈ X with u X = 0, we have (S λ (u), u) X > 0. Then the degree Now by Proposition 3.7, there exists a δ > 0 such that the interval (λ 1 , λ 1 + δ) does not contain any eigenvalue of (1.2) and hence the degree (5.2) is well defined also for λ ∈ (λ 1 , λ 1 + δ). To evaluate Ind(S λ , 0) for λ ∈ (λ 1 , λ 1 + δ), we use the similar procedure as in [16, 17] . Fix a K > 0 and define a function h : R → R by
and h(t) is positive and strictly convex in (K, 3K). We define the functional
Then J λ is continuously Fréchet differentiable and its critical point u 0 ∈ X corresponds to the solution of the equation
However, since λ ∈ (λ 1 , λ 1 + δ), the only nontrivial critical points of J
and hence we must have
In this case, either we have u 0 = −u 1 or u 0 = u 1 , where u 1 > 0 is the principle eigenfunction. So, for λ ∈ (λ 1 , λ 1 + δ), J ′ λ has precisely three isolated critical points −u 1 , 0, u 1 . Now it is easy to see that the functional J λ is weakly lower semicontinuous.
Indeed, assume u n → u 0 weakly in X. Then
due to compactness of T, and
by the facts that lim inf u n X ≥ u 0 X and h is nondecreasing.
The relations (5.4) and (5.5) then imply lim inf
Observe that J is coercive, that is,
In fact, we can estimate J λ (u) as follows:
for u X → ∞. Here we have used the variational characterization for λ 1 and the definition of h. Since J λ is an even functional, there are precisely two points at which the minimum of J λ is achieved: −u 1 , u 1 . The point 0 is saddle type of isolated critical point. By Lemma 4.3, we have
, u 1 ) = 1. Also, we have that (J ′ λ (u), u) X > 0 for any u ∈ X, u X = R with R > 0 large enough. Now in order to show the coercivity of J λ , we use the following estimate:
We have used again the variational characterization of λ 1 and the definition of h. Lemma 4.4 then implies that
We choose R so large that ±u 1 ∈ B R (0). Now, by the additivity of the degree (see [29] ), and (5.6) and (5.7), we have 
Step 2. It follows from (3.4) and the homotopy invariance of the degree that for r * > 0 small enough,
for λ ∈ (0, λ 1 + δ)\{λ 1 }. We have, from (5.10),
Step 3. Now thanks to Theorem 1.3 [23] , we use the similar lines of proof as Theorem 1.3 [23] and draw the conclusion of this theorem. This completes the proof.
Proof of Theorem 1.2.
Proof. Let us recall that the problem
has a unique solution for each h ∈ H −s (Ω), i.e., there exists unique u ∈ H s 0 (Ω) = X 1 such that (5.12)
Let us denote by R(h) the unique weak solution of (5.11). Then R : X * 1 −→ X 1 is a continuous operator. Since we know that X 1 embeds compactly into L r (Ω) for each r ∈ [1, 2 * (s)). Therefore, it follows that the restriction of R to L r ′ (Ω) is a completely continuous operator and thus R transforms weak convergence in L r ′ (Ω) into strong convergence in X. Let us reformulate the problem (1.1). It is clear that (λ, u) is a solution of (1.1) iff (λ, u) satisfies (5.13) u = R(λu + F (λ, u)),
where F (λ, . ) denotes the Nemitsky operator associated with f. From (H4), it is easy to see that the right hand side of (5.13) defines a completely continuous operator from X into itself. Let us suppose that (λ, 0) is a bifurcation point of (1.1) and we show thatλ is an eigenvalue of (1.2). Since (λ, 0) is a bifurcation point, there is a sequence {λ n , u n } of nontrivial solutions of (1.1) such that λ n −→λ in R and u n −→ 0 in X. Also, since (−∆) s u n = λ n u n + f (λ n , x, u n ) in Ω, u n = 0 in R n \Ω, (5.14) so we have (5.15) u n = R λ n u n + F (λ n , u n ) ||u n || X , where u n = un ||un||X . Now we claim that
where q is chosen in (H4). We note that (5.17) F (λ n , u n ) ||u n || X = F (λ n , u n ) u n u n .
In order to prove the claim, it is sufficient to find a real number r > 1 and a constant C > 0 such that
Indeed, from (5.17) and using Hölder's inequality, we find such an r. Let us fix ǫ > 0 and choose positive numbers δ = δ(ǫ) and M = M (δ) such that for every x ∈ Ω and n ∈ N, in view of (H3), (H4), the following inequalities hold:
|f (λ n , x, t)| ≤ ǫ|t| for |t| ≤ δ.
|f (λ n , x, t)| ≤ M |t| q−1 for |t| ≥ δ. Finding an r satisfying (5.22) and (5.23) is equivalent to find an r such that
and this is always possible because q < 2 * (s). Now from (5.15) and (5.16) and the compactness of R, we can assume (passing to a subsequence, if necessary) u n −→ u in X. Now passing the limit in (5.15), we obtain that u = R(λ u).
Since u = 0 so this implies thatλ is an eigenvalue of (1.2) and thus the theorem is proved.
