The aim of this study is to assess and compare the performance of commonly used hierarchical, partitional (k-means) and Gaussian model-based (Expectation-Maximization algorithm) clustering techniques to appropriately identify subgroup patterns within vertical ground reaction force data, using a continuous waveform analysis. In addition, we also compared the performance across each technique using normalized and non-normalization input scores. Both generated and real data (one hundred-and twenty two vertical jumps) were analyzed. The performance of each cluster technique was measured by assessing the ability to explain variances in jump height using a stepwise regression analysis. Only k-means (normalized scores; 82 %) and hierarchical clustering (normalized scores; 85 %) were able to extend the ability to describe variances in jump height beyond that achieved using the group analysis (i.e. one cluster; 78 %). Further, our findings strongly indicate the need to normalize the input data (similarity measure) when clustering. In contrast to the group analysis, the subgroup analysis was able to identify cluster specific phases of variance, which improved the ability to explain variances in jump height, due to the identification of cluster specific predic- * Corresponding author Email address: chris.richter@dcu.ie (Chris Richter)
Introduction 1
The countermovement jump (CMJ) is an important task in a number a CMJ can differ significantly in shape across subjects (e.g. non-modal, uni- ability to predict the dependent variable (e.g. jump height) of a data set [10] .
28
To the authors' knowledge it appears that none of the previous CMJ studies advantage of hierarchical clustering techniques is that they provide a highly interpretable description of the hierarchy within the data (i.e. dendrogram) 43 and do not require the number of clusters to be chosen prior to the analysis. 44 However, the assignment of samples into clusters requires the generation of Manipulated Data Set A random vGRF curve from the real data set 77 (see below) was selected and used to create a sample of 100 manipulated 78 curves, which contained three clusters to reflect some of the general shapes 79 of the vGRF curve. Curves in the first cluster (n = 41) were manipulated 80 to have a unimodal shape, where the peak value occurred from 25-30 % of 81 the cycle. Curves in the second cluster (n = 9) were manipulated to have a 82 unimodal shape, where the peak value occurred from 70-75 % of the cycle.
83
Curves in the third cluster (n = 50) were manipulated to have a bimodal 84 shape, where the peak value occurred from 75-80 % of the cycle (Figure 1 ).
85
To generate the manipulated data set the randomly selected curve was trans- The best jump was used because it is a well-defined criterion and avoids taking an average of multiple curves which may have distorted the data.
sample of curves, which are used to generate participants' scores (similarity score). Similarity scores were computed for key phases using the magnitude 134 similarity score
Key phases were identified using the information generated by the prin-
135
cipal components needed to describe 99.5 % of the variances in the data [27] .
136
To increase the interpretability of the retained principal components a VARI- The used equation can result in a similarity score close or equal to zero when a subject and the reference signal are opposite or when a signal oscillates above and below the references signal. In the present study, the shape of the reference and subject curve followed a similar pattern within the key phases. tween the similarity scores, which cannot be described by distances of the generated similarity scores. The correlation matrix (P ;P ∈ R 122x122 ) was cre-170 ated by calculating the Pearson's r-value (corr) utilizing the similarity scores
171
(SS) of the curves i (i = 1, 2, . . . , number of curves) and j (j = 1, 2, . . . ,
172
number of curves).
where µ is the average and σ the standard deviation for curve i and 174 j of their corresponding similarity scores, which were calculated using the 
177
The hierarchical algorithm calculated pairwise distances using Euclidean 178 distance, and created a hierarchical cluster tree using the nearest distance 3 All generated hierarchical cluster trees and the pairwise distances generated a cophenetic correlation coefficient above 0.7
Maximization algorithm was applied using the Gaussian mixture model [18] .
For the manipulated data, the performance of each clustering technique participant to a cluster, the cluster and its member were considered as an 215 outlier and removed from the analysis.
216
If the stepwise regression analysis was not able to identify any predictor 217 variables within a cluster, the highest r 2 -value (irrespective of its significance)
218
computed during the correlation analysis (between the generated similarity 219 scores and jump height) was used. If a cluster technique assigned only one 220 participant to a cluster, the cluster was discarded.
221
To examine the benefits of a subgroup analysis over a single group analysis 222 both the key phases and the predictor variables were compared when calcu-223 lated for the whole data set (single group) to the key phases the predictor 224 variables selected within each of the generated clusters (subgroup analysis).
225
The number of clusters was set to increase from one to ten clusters. 
306
To date, no study has compared clustering approaches using biomechanical 
Benefits of Subgroup Analysis

327
With respect to the benefit of performing a subgroup analysis, the sub-328 group analysis alone was able to capture key phases, which reflect specific shapes, it is extremely important to normalize subject scores, by transform-363 ing them into their correlation matrix, before using a clustering technique.
364
The subgroup analysis should be used in preference to a single group anal- 
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