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Abstract
The basic contact process with parameter µ altered so that infections of
sites that have not been previously infected occur at rate proportional to λ
instead is considered. Emergence of an infinite epidemic starting out from a
single infected site is not possible for µ less than the contact process’ critical
value, whereas it is possible for µ greater than that value. In the former case
the space and time infected regions are shown to decay exponentially; in the
latter case and for λ greater than µ, the ratio of the endmost infected site’s
velocity to that of the contact process is shown to be at most λ/µ.
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1 Introduction and main results
The three state contact process is a continuous-time Markov process ζt on the space
of configurations {−1, 0, 1}Z with transition rates corresponding to the following
local prescription. Flips of ζt(x), the state of site x ∈ Z at time t, occur according
to the rules: 1 → 0 at rate 1, −1 → 1 at rate λn(x), and 0 → 1 at rate µn(x),
where n(x) takes values 0, 1, or 2, with regard to the number of y = x − 1, x + 1
such that ζt(y) = 1, and the parameters λ and µ are finite, non-negative constants.
The process is an interacting particle system in the common through the literature
sense, see for instance [12, 5, 13] and the references therein, although, owing to the
inclusion of the third state, it is not a spin system as the contact process itself.
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The contact process and the standard spatial epidemic correspond to the particular
cases of the three state contact process with λ = µ and µ = 0 respectively. Owing
to their simple and elegant definition, these processes serve as basic models for the
description of various phenomena and in particular, as their name suggests, for the
spread of infections on spatially structured populations. Their introduction in the
mathematical literature, along with some fundamental results, originates from Harris
in 1974, [10], and from the correspondence between Mollison and Kelly in 1977, [14],
respectively. Since then they have been extensively studied and an account of recent
developments may be found in [13] for the former, and in [4] for the latter, see also
[2].
The three state contact process has been formerly studied by Durrett and Schinazi
[6], Stacey [15], and Tzioufas [16, 17], while, independently of [6], it was earlier on
considered in the physics literature by Grassberger, Chate and Rousseau [7]. The
epidemiological interpretation of the process derives from regarding sites in state 1
as infected, sites in state 0 as susceptible and previously infected, and sites in state
−1 as susceptible and not previously infected. This perspective of the process as
the generalization of that of the contact process featuring a different initial infection
rate has commonly motivated studies in the mathematical literature. The process
can thus be thought of as a model for the spread of a disease the primary exposure
to which results in permanent alternation of subsequent susceptibility, viz., in the
case µ < λ the model confers partial immunization, in contrast to the µ > λ case
in which it confers reverse immunization. Theoretically many diseases exhibit the
former characteristic that can also be a consequence of imperfect inoculation, while
tuberculosis and bronchitis are specific examples of diseases which exhibit the latter
one.
Let ζη0t denote the process with initial configuration η0 such that the origin is
infected and all other sites are susceptible and not previously infected. The process
is said to survive if P(ζη0t survives) > 0, where {ζ
η0
t survives} is a shorthand for
{∀t ≥ 0, ζη0t (x) = 1 for some x}, while otherwise it is said to die out. Supposing the
process survives and letting rt denote the rightmost infected site in ζ
η0
t , the limit
of t−1rt as t → ∞ on {ζ
η0
t survives} is referred to as the asymptotic velocity of the
rightmost infected. A basic fact about the contact process needed to state our results
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is the existence of a positive and finite value µc at which the following dichotomy
occurs. The contact process dies out when the parameter takes values less than
the so-called critical value µc, and survives for values greater than that. (That the
process with parameter equal to µc dies out, and that this indeed analogously holds
on d-dimensional lattices for any d, although far from straightforward to prove, is
well known [3]).
In the partial immunization case and for any µ that is less than µc, as shown in
[6], the process dies out. Taking a different approach here permits obtaining the
following improvement, the first part of which was proved independently of [6].
Theorem 1.1. For all λ and µ such that µ < µc there exists δ < 1 such that
P (∃ t s.t., ζη0t (n) = 1 or ζ
η0
t (−n) = 1) ≤ δ
n, for all n ≥ 1; further, there exist C
and γ > 0 such that P(∃x s.t., ζη0t (x) = 1) ≤ Ce
−γt, for all t ≥ 0.
The following observations in regard to the method of proof of Theorem 1.1 are in
due course here. That of the first part relies on establishing that for subcritical one-
dimensional contact processes the probability that the span of infected sites never
expands is bounded away from zero uniformly over all finite initial configurations.
Ad-hoc arguments which necessitate the uniformity in the first part are used in the
proof of the second part for circumventing difficulties stemming from the lack of
monotonicity properties of the process.
Turning to the reverse immunization case and for any µ that is greater than µc, as
shown in [6] and independently in [18], the process with parameters as such survives.
(In fact, Theorem 3 in [6] establishes the analogous result for the process on the d-
dimensional lattice for a notion stronger than that of survival). Furthermore, as
shown in [16], the asymptotic velocity of the rightmost infected exists and is a
positive constant almost surely. The following comparison result is proved here.
Theorem 1.2. Let λ and µ be such that µ > µc and µ > λ. Let α be the asymptotic
velocity of the rightmost infected of the process with parameters (λ, µ), and β be that
of the contact process with parameter µ. Then, for any such λ and µ, α ≤ (λ/µ)β.
The proof of this theorem relies on a comparison of the growth of the rightmost
infected sites of a sequence of contact processes defined iteratively on the trajectory
of the rightmost infected site of the process. Further, known upper bounds of β in
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terms of µ, see p.289 in [12], yield corresponding upper bounds of α in terms of λ
and µ as immediate corollaries of this result.
In the following preparatory section the graphical representation is explained and
some known results that we use are stated. The remainder of the paper is then
devoted to proofs; that of Theorem 1.1 is in Section 3, while that of Theorem 1.2 is
given in Section 4.
2 Preliminaries
Graphical representations, also termed as percolation substructures [8], were intro-
duced by Harris [11] in 1978 and are an important tool in the study of particle
systems that aids visualizing their imbeding in space-time by a random graph. Here
it is intended for constructing three state contact processes with parameters (λ, µ) as
well as contact processes with parameter µ started from different configurations at
different times on the same probability space. Abundant use of this representation
is made in the proofs below.
Suppose that µ > λ and, for all integer x and y = x− 1, x+ 1, let {T
(x,y)
n , n ≥ 1}
and {U
(x,y)
n , n ≥ 1} be the event times of Poisson processes at rates λ and µ − λ
respectively. (The case that λ > µ is similar by considering Poisson processes at
rates µ and λ − µ instead). Let also {Sxn, n ≥ 1} be the event times of a Poisson
process at rate 1. All Poisson processes introduced are independent.
Start with the space-time diagram Z× [0,∞), where × denotes Cartesian product,
thought of as giving a time line to each site in Z. The graphical representation for
parameters (λ, µ) and ζ
[η,s]
t , t ≥ s, the three state contact process started from a
configuration η at time s ≥ 0, corresponding to a given realization of the before-
mentioned ensemble of Poisson processes are defined as follows. At all times T
(x,y)
n =
t place a directed λ-arrow from (x, t) to (y, t), and, for t ≥ s, if ζ
[η,s]
t− (x) = 1 and
ζ
[η,s]
t− (y) ∈ {−1, 0} then set ζ
[η,s]
t (y) = 1. (Here ζt−(x) denotes the limit of ζt−ǫ(x)
as ǫ → 0). At all times U
(x,y)
n = t place a directed (µ − λ)-arrow from (x, t) to
(y, t), and, for t ≥ s, if ζ
[η,s]
t− (x) = 1 and ζ
[η,s]
t− (y) = 0 then set ζ
[η,s]
t (y) = 1. Finally,
at all times Sxn = t place a recovery mark at (x, t), and, for t ≥ s, if ζ
[η,s]
t− (x) = 1
then set ζ
[η,s]
t (x) = 0. Further, ξ
(A,s)
t , t ≥ s, the (set-valued) contact process with
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parameter µ started from A at time s ≥ 0, is defined via paths of the graphical
representation, which we firstly define as follows. The existence of a connected
oriented path from (x, s) to (y, t), t ≥ s, that moves along arrows (of either type) in
the direction of the arrow and along vertical segments of time-axes without passing
through a recovery mark is denoted as (x, s) → (y, t), while, that (x, s) → (y, t)
for some x ∈ A and y ∈ B, is denoted as (A, s) → (B, t). It is then immediate
that letting ξ
(A,s)
t = {x : (A, s) → (x, t)} gives the correct transition rates (where
the equivalence with the configuration-valued contact process can easily be seen by
noting that the two types of susceptibility merge when λ = µ and by regarding sites
of ξ
(A,s)
t as infected and others as susceptible). To simplify notation we will write ζ
η
t
for ζ
[η,0]
t and ξ
A
t for ξ
(A,0)
t and, further, for integer I, we write ξ
A
t ∩ I 6= ∅ instead of
ξAt ∩ {I} 6= ∅.
A property known as monotonicity in the starting set of the contact process is a
well known immediate consequence of the definition by the graphical representation.
Here by monotonicity we will refer to the following particular form of this property
which facilitates its applications below. If a path constrained on D from (A, s) to
(B, t) exists, then a path constrained on D′ from (A′, s) to (B, t) exists for any
D′ ⊇ D and A′ ⊇ A, where a path is said to be constrained on a subset of the
integers if it includes vertical segments of time axes of sites of that subset only.
This property is also referred to as attractiveness within the literature of interacting
particles. The other basic property of the contact process we use is known as self
duality. To state it let (ξAt ) and (ξ
B
t ) denote two contact processes with the same
parameter started from A and B respectively, then,
P(ξAt ∩ B 6= ∅) = P(ξ
B
t ∩A 6= ∅), (2.1)
for all t ≥ 0. The equality above can be seen to hold by considering paths of the
graphical representation that move along time axes in decreasing time direction and
along arrows in direction opposite to that of the arrow, and noting that the law of
these paths is the same as that of the paths going forward in time defined above.
See [5] and [12, 13] for more information on duality.
A miscellany of known results that are used in the proofs is collected together
in the remainder of this section. First, an observation regarding monotonicity of
the three state contact process which can be found within the last section in [15]
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is presented. Additional information regarding this property, along with a different
and independent proof of this one, can be found in the last chapter of [17].
Proposition 2.1. Endow the space of configurations with the natural partial order-
ing, ζ ≤ ζ ′ if and only if ζ(x) ≤ ζ ′(x) for all x. Consider the graphical representation
for (λ, µ) such that µ ≥ λ. If η and η′ are such that η ≤ η′, then ζηt ≤ ζ
η′
t , for all t.
Two well known results for the contact process are presented next; for proofs see
[4, 12]. To state them, let ξAt denote the contact process with parameter µ started
from A.
Lemma 2.2. Let RAt = sup ξ
A
t . For any infinite B such that B ⊆ (−∞, 0],
E(R
B∪{1}
t − R
B
t ) ≥ 1, for all t ≥ 0.
For the final statement, recall that µc denotes the critical value of the contact
process and that |B| denotes the cardinality of a set B.
Theorem 2.3. For all µ < µc there exists ψ > 0 independent of A such that
P(ξAt 6= ∅) ≤ |A|e
−ψt, for all t ≥ 0.
3 Proof of Theorem 1.1
The theorem is obtained as a compound of two separate Propositions in this section.
To follow the thread of the proof the corresponding remarks in the introduction are
useful and, in particular, the reader should bear in mind and notice that the use of
uniformity is indispensable in our arguments throughout here.
Lemma 3.1. Let ξˆAt be the contact process with parameter µ on {minA, . . . ,maxA}
started from A, |A| <∞. For all µ < µc there exist C, γ > 0 independent of A such
that
P
(
∃s ≥ t s.t., ξˆAs ∩minA 6= ∅ or ξˆ
A
s ∩maxA 6= ∅
)
≤ Ce−γt, for all t ≥ 0.
Proof. By monotonicity and translation invariance it is sufficient to prove that there
exist C, γ > 0 independent of N ≥ 0 such that
P
(
∃s ≥ t s.t., ξˆ[0,N ]s ∩ 0 6= ∅ or ξˆ
[0,N ]
s ∩N 6= ∅
)
≤ Ce−γt, for all t ≥ 0. (3.1)
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Define EN,t = {ξˆ
[0,N ]
t ∩ N 6= ∅ or ξˆ
[0,N ]
t ∩ 0 6= ∅}, t ≥ 0. We first show that there
exists ψ > 0 such that, for any N ,
P(EN,t) ≤ 2e
−ψt, for all t ≥ 0. (3.2)
To this end, we have that there exists a ψ > 0 such that, for any N ,
P
(
ξ
[0,N ]
t ∩N 6= ∅
)
= P
(
ξ0t ∩ [−N, 0] 6= ∅
)
≤ P
(
ξ0t ∩ Z 6= ∅
)
≤ e−ψt (3.3)
t ≥ 0, where the equality comes from duality, equation (2.1), and translation in-
variance, while the two inequalities come from monotonicity and Theorem 2.3 re-
spectively. Thus, since ξ
[0,N ]
t stochastically dominates ξˆ
[0,N ]
t by monotonicity, (3.2)
follows from (3.3) and translation invariance.
For every integer k ≥ 1 define the event DN,k to be such that ω ∈ DN,k if and only
if ω ∈ EN,s for some s ∈ (k − 1, k]. Because the probability of no recovery mark on
the time axes of N and 0 after the first time s ∈ (k − 1, k] such that ω ∈ EN,s and
before time k is at least e−2, gives that
e−2P(DN,k) ≤ P(EN,k) (3.4)
for all k ≥ 1.
Considering the event
⋃
l≥0
DN,l+⌊t⌋, where ⌊·⌋ denotes the floor function, Boole’s
inequality gives that
P
(
∃s ≥ t s.t., ξˆ[0,N ]s ∩ 0 6= ∅ or ξˆ
[0,N ]
s ∩N 6= ∅
)
≤
∑
l≥0
P(DN,l+⌊t⌋)
t ≥ 0. The proof is thus completed since by (3.4) and then (3.2) the last display
implies (3.1).
The preceding lemma is used in the proof of the next one as well as in that of
Lemma 3.4 below.
Lemma 3.2. Let ξ˜At be the contact process with parameter µ on {minA−1, . . . ,maxA+
1} started from A, |A| <∞. For all µ < µc there exists ǫ > 0 independent of A such
that P
(
∀ t ≥ 0, ξ˜At ⊆ [minA,maxA]
)
≥ ǫ.
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Proof. By monotonicity and translation invariance it is sufficient to show that there
exists ǫ > 0 independent of N such that
P
(
∀ t ≥ 0, ξ˜
[0,N ]
t ⊆ [0, N ]
)
≥ ǫ. (3.5)
Define E˜N,t = {ξ˜
[0,N ]
t ∩ N + 1 6= ∅ or ξ˜
[0,N ]
t ∩ −1 6= ∅}. We have that there exists
ψ > 0 such that, for any N ≥ 0,
P(E˜N,t) ≤ 2e
−ψt, for all t ≥ 0, (3.6)
where (3.6) follows from (3.2) by noting that ξ˜
[0,N ]
t is stochastically smaller than
ξˆ
[−1,N+1]
t by monotonicity, and thus E˜N,t is bounded above in distribution by EN+2,t
from translation invariance. (Alternatively, (3.6) can be proved by arguments akin
to those used for showing (3.2) in the proof of the previous statement).
Define D˜N,k = {ω : ω ∈ E˜N,s for some s ∈ (k − 1, k]}, for integer k ≥ 1. Clearly,
⋂
k≥1
D˜cN,k is equal to
{
∀ t ≥ 0, ξ˜
[0,N ]
t ⊆ [0, N ]
}
and P(
⋂
k≥1
D˜cN,k) = lim
K→∞
P(
K⋂
k≥1
D˜cN,k).
Thus, Harris’ version of the FKG inequality, since the events D˜cN,1, . . . , D˜
c
N,K are all
decreasing (see [4, 9]), gives that for any N ≥ 0,
P
(
∀ t ≥ 0, ξ˜
[0,N ]
t ⊆ [0, N ]
)
≥
∏
k≥1
P(D˜cN,k).
However, from (3.6) and elementary properties of infinite products we have that
there exists ǫ > 0 independent of N such that
∏
k≥1
(
1 − eP(E˜N,k)
)
> ǫ. Since also
we have that P(D˜N,k) ≤ e
2P(E˜N,k), shown similarly to (3.4), the proof is complete
from (3.5) which thus follows from the last display.
We return to consideration of the three state contact process.
Definition 1. Let I(ζ) denote the set of infected sites in a configuration ζ , that is,
I(ζ) = {y ∈ Z : ζ(y) = 1}. We need to make use of the uniformity over N below in
the proof of theorem below.
Let ηN be such that I(ηN ) = {−N, . . . , N} and ηN(x) = −1 for all x 6∈ I(ηN ),
N ≥ 0. For N = 0 the next result reduces to the first part of Theorem 1.1.
Proposition 3.3. For all λ and µ such that µ < µc there exists ǫ > 0 independent
of N such that
P
(
∃ t s.t., ζηNt (N + n) = 1 or ζ
ηN
t (−N − n) = 1
)
≤ (1− ǫ)n, for all n ≥ 1.
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Proof. Let INt := I(ζ
ηN
t ). We first show that there exists ǫ > 0 such that, for any
N ≥ 0,
P
(
∀ t ≥ 0, INt ⊆ [−N,N ]
)
≥ ǫ. (3.7)
Define the events BN =
{
∀s ∈ (0, 1), INs ⊆ [−N,N ]
}
∩
{
IN1 ⊆ [−N + 1, N − 1]
}
and
FN = {∀ t ≥ 1, I
N
t ⊆ [−N + 1, N − 1]}. Since {∀ t ≥ 0, I
N
t ⊆ [−N,N ]} ⊇ FN ∩BN
and, by Lemma 3.2 and the Markov property at time 1, the P
(
FN |BN
)
is uniformly
in N bounded away from zero, it is sufficient to show that P(BN) also is. For this
consider the event B′N that: a) for all times s ∈ (0, 1) no arrow exists from (N, s)
to (N + 1, s) as well as from (−N, s) to (−N − 1, s), b) a recovery mark exists on
the time axis of N within (0, 1]) and −N on (0, 1], and, c) no arrow exists from
(N − 1, s) to (N, s) and over (−N + 1, s) to (−N, s), for all times s ∈ (0, 1]. Note
that b) implies that there is a t ∈ (0, 1] such that INt ⊆ [−N + 1, N − 1] and c)
assures that this holds for t = 1, and hence by a) we have that BN ⊇ B
′
N . This
proves (3.7) because B′N has strictly positive probability which is independent of N
from translation invariance.
From (3.7) and monotonicity (of the contact process) we have that indeed for any
η such that η(x) 6= −1, ∀x ∈ [min I(η),max I(η)], P
(
∀ t ≥ 0, I(ζηt ) ⊆ I(η)
)
≥ ǫ,
and the proof is completed by repeated applications of the Strong Markov Property.
In the proof of Proposition 3.5 below we need to use the preceding proposition as
well as the next corollary. To state the latter, letH be the collection of configurations
η such that |I(η)| < ∞ and η(x) 6= −1, ∀x ∈ [min I(η),max I(η)], and further
define the stopping time T η := inf{t ≥ 0 : I(ζηt ) 6⊆ [min I(η),max I(η)]}, η ∈ H .
Regarding notation, 1E denotes the indicator of event E throughout.
Lemma 3.4. For all λ and µ such that µ < µc there exist C and θ > 0 independent
of η ∈ H such that E(eθT
η1{Tη<∞}) ≤ C.
Proof. This follows from Lemma 3.1 by the integral representation of expectation
since, for any η ∈ H , {t ≤ T η < ∞} is bounded above in distribution by {∃s ≥
t s.t., ξˆ
I(η)
s ∩min I(η) 6= ∅ or ξˆ
I(η)
s ∩max I(η) 6= ∅}.
Consider ζη0t with parameters (λ, µ) and let It = I(ζ
η0
t ). The final statement of
this section is the second part of Theorem 1.1.
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Proposition 3.5. For all λ and µ such that µ < µc there exist C, γ > 0 such that
P(It 6= ∅) ≤ Ce
−γt, for all t ≥ 0.
Proof. Let St = [min It,max It]∩Z; define the stopping times τk = inf{t ≥ 0 : |St| =
k}, k ≥ 1; define also K = inf{k : τk =∞}, and further σK = inf{s ≥ 0 : Is+τK−1 =
∅}. Clearly {It 6= ∅} equals {τK−1 + σK ≥ t}, thus, showing that τK−1 and σK
are exponentially bounded implies the statement since the sum of two exponentially
bounded random variables is itself exponentially bounded (where, a simple proof of
this fact can be done by using in turn the integral representation of expectation, the
Chernoff bound and the Cauchy-Schwartz inequality). Towards this, because K is
exponentially bounded by Proposition 3.3 and by set theory we have that, for all
a > 0,
P(τK−1 > t) ≤ P(K > ⌈at⌉) +P(τK−1 > t,K ≤ ⌈at⌉),
t ≥ 0, it suffices to show that (i) there is a > 0 such that τK−1 is exponentially
bounded on {K ≤ ⌈at⌉} and, by repeating the argument in the last display, that
(ii) σK is exponentially bounded on {K ≤ ⌈t⌉}.
Towards (i), let H and C, θ > 0 be as in Lemma 3.4. By the Strong Markov
Property and because ζη0τk−1 ∈ H , we have that
E(eθτk1{τk<∞}) ≤ E(eθτk−11{τk−1<∞}eθ(τk−τk−1)1{(τk−τk−1)<∞})
≤ CE(eθτk−11{τk−1<∞})
k ≥ 1, which by iteration gives that E(eθτk1{τk<∞}) ≤ Ck. Using this and set theory
gives that, for all a > 0,
P(τK−1 > t,K ≤ ⌈at⌉) ≤
⌈at⌉∑
k=1
e−θtE(eθτk−11{τk−1<∞})
≤ ⌈at⌉e−θtC⌈at⌉,
t ≥ 0, and the claim follows from the last display by choosing a > 0 such that
e−θC⌈a⌉ < 1.
Towards (ii), let ξˆ
[1,k]
t denote the contact process with parameter µ on {1, . . . , k}
started from all sites infected, it then follows from Theorem 2.3 that the
∑⌈t⌉
k=1P(σk >
t,K = k) is exponentially bounded in t, since {σk1{K=k} ≥ t} is stochastically
bounded above by {ξˆ
[1,k]
t 6= ∅}.
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Remark 2. It follows from Proposition 3.3 and bounded dominated convergence
that E|ζη0t | → 0, as t → ∞. Neither the technique of the proof of Theorem 6.1 in
[9] nor that of Proposition 1.1 in [1] adapt to extend this conclusion to Proposition
3.5 due to lack of properties of ζt analogous to monotonicity and (sub)additivity of
the contact process respectively.
4 Proof of Theorem 1.2
Let ζ η¯t be the three state contact process with parameters (λ, µ) and initial config-
uration η¯ such that η¯(x) = 1 for all x ≤ 0 and η¯(x) = −1 for all x ≥ 1. Let also
r¯t = sup I(ζ
η¯
t ) and x¯t = sups≤t r¯s. In this section we concentrate on the study of r¯t,
where the necessary connection between ζ η¯t and ζ
η0
t for establishing Theorem 1.2 is
given by Corollary 4.2 below. The following lemma is required in the latter’s proof.
Lemma 4.1. If µ ≥ λ, then
x¯n
n
→ a almost surely, where a = inf
n≥0
E(x¯n)
n
and a ∈
[−∞,∞). If additionally a > −∞, then
x¯n
n
→ a in L1.
Proof. Let ηy denote the configuration such that ηy(z) = 1 for all z ≤ y, and
ηy(z) = −1 for all z ≥ y + 1. For any times s and u such that s ≤ u, define
x¯s,u = max{y : ζ
[ηx¯s ,s]
t (y) = 1, for some t ∈ [s, u]} − x¯s,
where, note that, x¯0,u = x¯u. We aim to show that {x¯m,n, m ≤ n} satisfies the
conditions of the subadditive ergodic theorem. We have that
a) x¯0,s + x¯s,u ≥ x¯0,u
since, by monotonicity in the initial configuration, Proposition 2.1, ζ
[ηx¯s ,s]
t ≥ ζ
η¯
t ,
for all t ≥ s. We further have that x¯s,u is equal in distribution to x¯0,u−s and is
independent of x¯0,s by translation invariance and independence of Poisson processes
at disjoint parts of the graphical representation respectively. Thus,
b) {x¯(n−1)k,nk, n ≥ 1} are i.i.d. for each k ≥ 1,
and, furthermore,
c) {x¯m,m+k, k ≥ 0} = {x¯m+1,m+k+1, k ≥ 0} in distribution, for each m ≥ 1.
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By ignoring recovery marks in the representation, x¯t is bounded above in distribution
by the number of arrivals of a Poisson process at rate λ in (0, t], and thus, from
standard properties of Poisson processes we also have that
d) E(max{x¯0,1, 0}) <∞.
The result’s statement follows from the conclusion of Theorem 2.6, Chapter VI in
[12], since the conditions under which it holds correspond to a)–d) above.
Let λ and µ be such that µ > µc and µ > λ and, further, let α > 0 be the
corresponding value of the asymptotic velocity of the rightmost infected. The next
statement is obtained based on results in [16].
Corollary 4.2.
Er¯t
t
→ α.
Proof. From the embedding of processes started from configurations with one in-
fected site and all other susceptible and not previously infected on the trajectory
of r¯t as explicitly done in the statement of Lemma 4.4 in [16] we immediately have
that
r¯t
t
→ α, almost surely, (4.1)
since both YN and TYN in that statement are almost surely finite by Proposition 4.2
in the same paper. From Lemma 4.1 and because x¯n ≥ r¯n, the last display gives
that
x¯n
n
→ a in L1 for a > 0, so that by the direct part of the theorem in section 13.7
in [19] it follows that x¯n/n are uniformly integrable and thus, using that r¯n ≤ x¯n
again, r¯n/n also are. The latter along with (4.1) imply from the reverse part of
the before-mentioned theorem in [19] that
r¯n
n
→ α in L1. The extension along real
times then comes elementarily by using that max
t∈(n,n+1]
(r¯t− r¯n) and max
t∈(n,n+1]
(r¯n+1− r¯t)
are bounded above in distribution by the number of arrivals of a Poisson process at
rate µ in (0, 1].
proof of Theorem 1.2. Let ξ0t , t ≥ 0, be the contact process with parameter µ such
that ξ00 = {. . . ,−1, 0} and let also R
0
t = sup ξ
0
t . We prove the following stronger
statement
Er¯t ≤
λ
µ
ER0t , (4.2)
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for all t ≥ 0, which implies the result from Corollary 4.2.
The first step of the iterative definitions following is outlined with remarks for
purposes of illustration. By coupling, r¯t = R
0
t for all t up until the first time s such
that r¯s = x¯s and a (µ−λ)-arrow exists from r¯s to r¯s+1. Observe that the rightmost
infected of the contact process started at time s from I(ζ η¯s ) coincides with r¯t up
until the first time u, u > s, at which r¯u = x¯u and a (µ−λ)-arrow from r¯u to r¯u+1
is present, and further observe that I(ζ η¯s ), the starting set of this contact process,
equals ξ0s\ sup ξ
0
s .
Define iteratively the stopping times
υn = inf{t ≥ υn−1 : R
n−1
t = r¯t + 1}, (4.3)
where υ0 = 0 and n ≥ 1; define further ξ
n
t := ξ
(I(ζ η¯υn ),υn)
t , t ≥ υn, and R
n
t = sup ξ
n
t .
Then,
r¯t = R
n−1
t , for all t ∈ [υn−1, υn), (4.4)
ξn−1υn = ξ
n
υn
∪ {r¯υn + 1}, for all n ≥ 1, (4.5)
which can be seen to hold from the first and second observation respectively in the
outline above. Define also Ft = sup{n : υn ≤ t}. We will show that
E(Ft) =
µ− λ
λ
E(x¯t) (4.6)
and, further, that
E(R0t − r¯t) ≥ EFt (4.7)
t ≥ 0. Note that, since x¯t ≥ r¯t, (4.6) gives that E(Ft) ≥
µ− λ
λ
E(r¯t), which, com-
bined with (4.7), implies (4.2). Thus, showing the last two displays above gives (4.2)
from which the proof is complete.
Let Ft denote the sigma algebra associated to the Poisson processes in the graph-
ical representation up to time t and recall that 1E denotes the indicator of event E.
We first prove (4.7). From (4.4) we have that R0t − r¯t =
∑∞
n=1(R
n−1
t − R
n
t )1{Ft≥n}.
This and the monotone convergence theorem, which applies because Rn−1t ≥ R
n
t by
monotonicity of the contact process, give that
E(R0t − r¯t) =
∞∑
n=1
E
(
(Rn−1t −R
n
t )1{Ft≥n}
)
, (4.8)
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t ≥ 0. Further, Lemma 2.2 and (4.5) by use of the Strong Markov Property give
that
E
(
(Rn−1t − R
n
t )1{Ft≥n}
)
≥ P(Ft ≥ n), (4.9)
n ≥ 1, where we used that {Ft ≥ n} = {υn ≤ t} ∈ Fυn. Thus (4.7) follows by
plugging (4.9) into (4.8) and the telescopic formula for expectation.
Towards (4.6) some additional definitions are necessary. Recall the setting of the
graphical representation from Section 2. Let T˜1 := T
(0,1)
1 , S˜1 := S
0
1 , U˜1 := U
(0,1)
1 and
also define the events A1 = {min{T˜1, S˜1, U˜1} = U˜1} and B1 = {min{T˜1, S˜1, U˜1} =
T˜1}. At time τ0 := 0 the first competition takes place in the sense that on A1,
r¯U˜1 = 0 and R
0
U˜1
= 1 (and hence υ1 = U˜1); while on B1, r¯T˜1 = x¯T˜1 = 1. We repeat
these inductively as follows. For all n ≥ 1 consider
τn = inf{t ≥ min{T˜n, S˜n, U˜n} : r¯t = x¯t},
and let T˜n+1 = inf
k≥1
{T
(r¯τn ,r¯τn+1)
k : T
(r¯τn ,r¯τn+1)
k > τn}, i.e. the first time a λ-arrow exists
from r¯τn to r¯τn + 1 after τn, and U˜n+1 = inf
k≥1
{U
(r¯τn ,r¯τn+1)
k : U
(r¯τn ,r¯τn+1)
k > τn}, i.e. the
first such time a (µ − λ)-arrow exists, and further S˜n+1 = inf
k≥1
{S
r¯τn
k : S
r¯τn
k > τn},
i.e. the first time that a recovery mark exists on r¯τn after τn. Define also the events
An+1 := {U˜n+1 < min{T˜n+1, S˜n+1}} and Bn+1 := {T˜n+1 < min{U˜n+1, S˜n+1}}. The
stopping times τn can be thought of as the time that the n + 1 competition, in the
sense explained above, takes place.
Letting Nt = sup{n : τn < t}, we have that x¯t =
Nt∑
n=1
1Bn and also that Ft =
Nt∑
n=1
1An, where the latter can be seen by noting that υn can also be expressed as the
first U˜k after υn−1 such that U˜k < min{T˜k, S˜k}. The last two equalities and assuming
that E(Nt) < ∞ imply (4.6) as follows. Since conditional on ζ
η¯
τn
the events An+1
and Bn+1 are independent of {Nt ≥ n + 1} = {Nt ≤ n}
c ∈ Fτn from the Strong
Markov Property, emulating the proof of Wald’s lemma and then using a basic result
about competing Poisson processes gives that E(x¯t) = E(Nt)
λ
µ+ 1
, and also that
E(Ft) = E(Nt)
µ− λ
µ+ 1
, hence, (4.6) follows by combining these last two equalities.
It remains to show that E(Nt) < ∞. Ignoring recovery marks gives that R
0
t
is bounded above (in distribution) by Λµ[0, t), the number of arrivals of a Poisson
process at rate µ in [0, t), and further that x¯t is bounded above by Λλ[0, t), while also
Dt, the total number of recovery marks on the trajectory of the rightmost infected
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site by time t, equals Λ1[0, t). From these and noting that Nt ≤ R
0
t + x¯t +Dt, the
proof is complete by elementary Poisson processes results.
References
[1] Aizenman, M. and Jung, P. (2007). On the critical behaviour at the lower phase transition
of the contact process. Alea. 3 301-320.
[2] Andjel, E., Chabot, N., and Saada, E. (2011). A shape theorem for an epidemic model
in dimension d ≥ 3. ArXiv : 1110.0801
[3] Bezuidenhout, C. and Grimmett, G. (1990). The critical contact process dies out. Ann.
Probab., 18 1462-1482.
[4] Durrett, R. (1988). Lecture Notes on Particle Systems and Percolation. Wadsworth.
[5] Durrett, R. (1995). Ten lectures on particle systems Lecture Notes in Math. 1608,
Springer-Verlag, New York.
[6] Durrett, R. and Schinazi, R.(2000). Boundary modified contact processes. J. Theoret.
Probab. 13 575-594.
[7] Grassberger, P., Chate, H. and Rousseau, G.(1997). Spreading in media with long-
time memory. Phys. Rev. E 55 24882495.
[8] Griffeath, D. (2012). The basic contact processes. Stochastic Processes and their Applica-
tions, 11(2), 151-185.
[9] Grimmett, G. (1999). Percolation. Springer, Berlin.
[10] Harris, T. (1974). Contact interactions on a lattice. Ann. Probab. 2 969-988.
[11] Harris, T. (1978). Additive set valued Markov processes and graphical methods. Ann.
Probab. 6 355-378.
[12] Liggett, T. (1985). Interacting particle systems. Springer, New York.
[13] Liggett, T. (1999). Stochastic Interacting Systems: Contact, Voter and Exclusion Pro-
cesses. Springer, New York.
[14] Mollison, D. (1977). Spatial contact models for ecological and epidemic spread. J.Roy.
Stat.Soc. B39. 283-326.
[15] Stacey, A. (2003). Partial immunization processes. Ann. Appl. Probab. 13, 669-690.
15
[16] Tzioufas, A. (2011). On the growth of one dimensional reverse immunization contact pro-
cesses. J. of App. Probab. 48(3)
[17] Tzioufas, A. (2011). Contact processes on the integers. Heriot-Watt Univ’s. Ph.D. Thesis
[18] Tzioufas, A. and Zachary, S. (2007). Unpublished manuscript.
[19] Williams, D. (1991). Probability with Martingales. Cambridge Univ. Press.
16
