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1. Introduction
Consider the third-order nonlinear impulsive difference equation{
∆3x(n)+ p(n)f (x(n− τ)) = 0, n 6= nk, k = 1, 2, 3, . . .
∆ix(nk) = gi,k(∆ix(nk − 1)), i = 0, 1, 2, k = 1, 2, 3, . . . (1.1)
where p(n) ≥ 0, p(n) 6≡ 0, 0 < n0 < n1 < n2 < · · · < nk < · · · and limk→∞ nk = ∞, τ ∈ N,1x(n) = x(n + 1) − x(n).
Here, we always assume that the following conditions hold:
(A) f : R→ R is continuous, and there exists an ε0 > 0 such that f (u)/u ≥ ε0 > 0 for u 6= 0;
(B) gi,k(u) is continuous for u ∈ (−∞,+∞), and there exist positive numbers ai,k, bi,k such that ai,k ≤ gi,k(u)u ≤ bi,k for
u 6= 0, i = 0, 1, 2, k = 1, 2, 3, . . . .
It is well known that the theory of impulsive differential/difference equations not only is richer than the corresponding
theory of differential/difference equations without impulses but also provides a more adequate mathematical model for
numerous processes and phenomena studied in physics, biology, engineering, etc. There has been a significant development
in the theory of impulsive differential equations in the past several years, as various interesting results have been reported
(see [1–11] etc., and the references therein). However, the development of the theory of impulsive difference equations is
comparatively slowdue to numerous theoretical and technical difficulties caused by their peculiarities [12–15]. In particular,
to the best of our knowledge, there is little research work on the oscillation of impulsive third-order difference equations.
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Recently, Peng [12] studied a class of second-order nonlinear difference equations with impulses and obtained some
oscillation criteria. They also considered the delay difference equations of third-order ∆3xn−2 + f (n, xn, xn−l) = 0 with
impulses∆2xnk−1 = Mk(∆2xnk−2). But only one oscillation result was reported.
Li et al. [13] investigated Eq. (1.1)when f (x) = x, gi,k(x) = dix, with constants di, i = 0, 1, 2, and obtained corresponding
sufficient conditions for oscillatory behavior.
The present paper is motivated by the work of [13]. Our purpose is to tackle some sufficient conditions for the oscillation
of solutions of Eq. (1.1). We extend Li’s work and correct a mistake in Theorem 2, [13].
Let
ci,k = max{|ai,k − 1|, |bi,k − 1|} for i = 0, 1, 2, k = 1, 2, 3, . . .
and
n(k) = n · (n− 1) · · · (n− k+ 1), k ∈ N.
Definition 1.1. By a solution of Eq. (1.1)wemean a real-valued sequence {x(n)}, defined on {n0−τ , n0−τ+1, n0−τ+2, . . .}
which satisfies Eq. (1.1) for n ≥ n0.
Definition 1.2. A solution of Eq. (1.1) is said to be nonoscillatory if the solution is eventually positive or eventually negative.
Otherwise, the solution is oscillatory.
In this paper, we assume ai,k, i = 0, 1, 2, k = 1, 2, . . . satisfy that
(H) : (n1 − n0)+ ai,1(n2 − n1)+ ai,1ai,2(n3 − n2)+ · · · + ai,1ai,2 · · · ai,m(nm+1 − nm)+ · · · = ∞.
This paper is organized as follows. In Section 2, we shall offer some lemmas, which will be used in Section 3 to prove our
main theorems. To illustrate our results, some examples are given in Section 4.
2. Some lemmas
In order to prove our theorems, we need the following lemmas.
Lemma 2.1. Assume that x(n) is a solution of Eq. (1.1) and (H) is satisfied. Given i ∈ {1, 2}, if there exists N ≥ n0 such that
∆i+1x(n) ≥ 0 (≤0),∆ix(n) > 0 (<0) for n ≥ N. Then∆i−1x(n) ≥ 0 (≤0) holds for sufficiently large n.
Proof. We only prove the conclusion under the assumption that∆i+1x(n) ≥ 0,∆ix(n) > 0. Without loss of the generality,
suppose N = n0. By∆i+1x(n) ≥ 0, we have that∆ix(n) is monotonically nondecreasing in [nk, nk+1), k = 0, 1, 2, . . .. Hence
∆ix(n) ≥ ∆ix(nk), n ∈ [nk, nk+1).
Summing the above inequality from nk to nk+1 − 1, we have
∆i−1x(nk+1) ≥ ∆i−1x(nk)+∆ix(nk)(nk+1 − nk). (2.1)
So
∆i−1x(n2) ≥ ∆i−1x(n1)+∆ix(n1)(n2 − n1). (2.2)
According to (2.2) and (B), we have
∆i−1x(n3) ≥ ∆i−1x(n2)+∆ix(n2)(n3 − n2)
≥ ∆i−1x(n1)+∆ix(n1)(n2 − n1)+ gi,2(∆ix(n2 − 1))(n3 − n2)
≥ ∆i−1x(n1)+∆ix(n1)(n2 − n1)+ ai,2∆ix(n2 − 1)(n3 − n2)
≥ ∆i−1x(n1)+∆ix(n1)(n2 − n1)+ ai,2∆ix(n1)(n3 − n2).
By induction, we get
∆i−1x(nk) ≥ ∆i−1x(n1)+∆ix(n1)
[
(n2 − n1)+ ai,2(n3 − n2)+ · · · + ai,2ai,3 · · · ai,k−1(nk − nk−1)
]
.
From (H), we know that there exists l such that∆i−1x(nk) > 0 for k ≥ l. Since∆ix(n) > 0, we obtain
∆i−1x(n) > ∆i−1x(nk) > 0, n ∈ [nk, nk+1), nk ≥ nl.
If∆i+1x(n) ≤ 0,∆ix(n) < 0 for n ≤ N , then a similar reasoning of the previous proof implies the other conclusion. We
omit the details to avoid repetition. 
Lemma 2.2. Let x(n) be a solution of Eq. (1.1) and (H) hold. Given i ∈ {1, 2, 3}, suppose there exists a constant N(N ≥ n0) such
that x(n) > 0,∆ix(n) ≤ 0,∆ix(n) 6≡ 0 in any interval [n,∞) for n ≥ N. Then∆i−1x(n) > 0 holds for sufficiently large n.
Proof. Without loss of generality, we assume N = n0. We first prove that∆i−1x(nk) > 0 holds for any nk ≥ n0. Otherwise,
we can choose nj > n0 such that ∆i−1x(nj) ≤ 0. From ∆ix(n) ≤ 0, we get that ∆i−1x(n) is nonincreasing in any [nk, nk+1).
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By the condition, there exists nl ≥ nj such that∆ix(n) 6≡ 0, n ∈ [nl, nl+1). We may assume l = j. Hence
∆i−1x(nj+1) = gi−1,j+1(∆i−1x(nj+1 − 1))
≤ ai−1,j+1∆i−1x(nj+1 − 1)
≤ ai−1,j+1∆i−1x(nj) < 0.
Thus
∆i−1x(n) ≤ ∆i−1x(nj+1) < 0, n ∈ [nj+1, nj+2).
By induction, ∆i−1x(n) < 0 holds for n ∈ [nj+q, nj+q+1) where q ∈ N. Then ∆ix(n) ≤ 0,∆i−1x(n) < 0, n ∈ [nj+1,∞). By
Lemma 2.1, we get that ∆i−2x(n) < 0 holds for sufficiently large n. Using Lemma 2.1 repeatedly, we have x(n) < 0. This
contradicts x(n) > 0. So∆i−1x(nk) > 0 holds for any nk. Since bi−1,j+1 > 0,∆i−1x(n) is nonincreasing in [nk−1, nk), we have
that∆i−1x(n) > 0 holds eventually. The proof is complete. 
From Lemmas 2.1 and 2.2, we obtain the following lemma.
Lemma 2.3. Let x(n) ≥ 0 be a solution of Eq. (1.1) and (H) hold, Then for sufficiently large n either (i)∆2x(n) > 0,1x(n) > 0
or (ii)∆2x(n) > 0,1x(n) < 0 holds.
Lemma 2.4. Assume that x(n) ≥ 0 (≤0) for n ≥ N ≥ n0. Moreover, assume that for sufficiently large n∗, x(n) is monotonically
nonincreasing (monotonically nondecreasing) in each [nk, nk+1) when nk ≥ n∗, and∑∞k=1[x(nk) − x(nk−1)] converges. Then
there exists a finite limit
lim
n→∞ x(n) = α ≥ 0 (≤0).
The proof of this lemma is similar to that of [13] and is omitted.
3. Main results
Theorem 3.1. Assume that (H) holds,
∑∞
k=1 c0,k converges and
∑∞ n(2)p(n) = ∞. Then every bounded solution of Eq. (1.1)
either oscillates or asymptotically tends to zero with fixed sign.
Proof. Let x(n) > 0 be a bounded solution of Eq. (1.1). By Lemma 2.3, either (i)∆2x(n) > 0,1x(n) > 0 or (ii)∆2x(n) > 0,
1x(n) < 0 holds for n ≥ N0. We first prove that (i) does not hold. Otherwise, 1x(nk) > 0 holds for some nk ≥ N0. From
∆2x(n) > 0, we know that 1x(n) is monotonically increasing for n ∈ [nk+i−1, nk+i) (i ∈ N). For n ∈ [nk, nk+1),1x(n) >
1x(nk) = γ > 0. In particular,
1x(nk+1 − 1) > γ > 0.
Then for n ∈ [nk+1, nk+2), it holds that
1x(n) > 1x(nk+1) = g1,k+1(1x(nk+1 − 1)) > a1,k+1γ > 0.
In particular, one gets
1x(nk+2 − 1) > a1,k+1γ > 0.
By induction for n ∈ [nk+m, nk+m+1)(m ≥ 2), we get
1x(n) > a1,k+ma1,k+m−1a1,k+m−2 · · · a1,k+1γ > 0,
thus
1x(nk+m+1) > a1,k+m+1a1,k+m · · · a1,k+1γ > 0.
Summing the inequalities1x(n) > γ , we obtain from nk to nk+1 − 1,
x(nk+1) ≥ x(nk)+ γ (nk+1 − nk).
Summing the inequalities1x(n) > a1,k+1γ , we have from nk+1 to nk+2 − 1,
x(nk+2) ≥ x(nk+1)+ a1,k+1γ (nk+2 − nk+1)
≥ x(nk)+ γ (nk+1 − nk)+ a1,k+1γ (nk+2 − nk+1).
By induction, for anym ≥ 2, we obtain
x(nk+m) ≥ x(nk)+ γ (nk+1 − nk)+ a1,k+1γ (nk+2 − nk+1)+ · · · + a1,k+m−1a1,k+m−2 · · · a1,k+1γ (nk+m − nk+m−1).
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Considering condition (H), we know that the inequality above leads to a contradiction. Therefore, 1x(n) < 0, that is, case
(ii) holds. Now we consider case (ii). 1x(n) < 0 shows that x(n) is strictly monotonically decreasing. From the fact that∑∞
k=1 c0,k converges and x(n) is bounded, we get that
∑∞
k=1 c0,kx(nk − 1) converges. According to
|x(nk)− x(nk − 1)| = |g0,k(x(nk − 1))− x(nk − 1)|
< max
{|a0,kx(nk − 1)− x(nk − 1)|, |b0,kx(nk − 1)− x(nk − 1)|}
= c0,kx(nk − 1),
we have
∑∞
k=1 |x(nk)−x(nk−1)| converges. From Lemma 2.4, limn→∞ x(n) = α, where 0 ≤ α <∞. We shall prove α = 0.
Otherwise, α > 0, then there exists n1 ≥ n0 such that x(n− τ) > α2 for n ≥ n1. From Eq. (1.1), we have
∆3x(n) = −p(n)f (x(n− τ)) ≤ −p(n)ε0x(n− τ) < −α2 p(n)ε0.
Then
n(2)∆3x(n) < −α
2
n(2)p(n)ε0.
Summing the above inequalities from ns to ns+m − 1, we have
ns+m−1∑
ns
n(2)∆3x(n) < −α
2
ε0
ns+m−1∑
ns
n(2)p(n).
That is
−α
2
ε0
ns+m−1∑
ns
n(2)p(n) >
ns+1−1∑
ns
n(2)∆3x(n)+
ns+2−1∑
ns+1
n(2)∆3x(n)+ · · · +
ns+m−1∑
ns+m−1
n(2)∆3x(n)
= n(2)s+m∆2x(ns+m)− 2ns+m1x(ns+m + 1)+ 2x(ns+m + 2)
− n(2)s ∆2x(ns)+ 2ns1x(ns + 1)− 2x(ns + 2).
According to1x(n) < 0,∆2x(n) > 0, we get
−α
2
ε0
ns+m−1∑
ns
n(2)p(n) > 2x(ns+m + 2)− n(2)s ∆2x(ns)+ 2ns1x(ns + 1)− 2x(ns + 2).
Since
∑∞ n(2)p(n) = ∞, the left side of the inequality goes to−∞whenm→∞, which contradicts the fact that the right
side is finite. So α = 0. The proof is complete. 
Applying discrete Taylor formula, from Theorem 3.1, the following corollary is easily obtained.
Corollary 3.2. Assume that (H) holds,
lim sup
n→∞
n−1∑
s=n−τ
(s− n)(2)p(s) > 2/ε0,
or
lim sup
n→∞
n−1∑
s=n−τ
(s− n+ τ)(2)p(s) > 2/ε0.
If
∑∞
k=1 c0,k <∞, then every bounded solution of Eq. (1.1) oscillates.
Theorem 3.3. Assume that (H) holds,
∑∞
n=1 c0,n <∞, b2,k ≤ 1, k = 1, 2, . . . ,
∑∞ p(n) = ∞, nk − nk−1 ≥ τ + 1, and f (x)
is monotonically increasing. Then every solution of Eq. (1.1) either oscillates or asymptotically tends to zero with fixed sign.
Proof. Without loss of generality, we suppose that x(n) > 0 is a solution of Eq. (1.1). By condition (A), then f (x(n)) > 0.
From Lemma 2.3, for n ≥ N0, either (i) ∆2x(n) > 0,1x(n) > 0 or (ii) ∆2x(n) > 0,1x(n) < 0 holds. We first prove that
case (i) does not hold. Otherwise, there exists nk−2 > n0, such that 1x(n) > 0 for n ∈ [nk−2,∞). Let w(n) = ∆2x(n)f (x(n−τ−1)) ,
thenw(n) > 0 and
1w(n) = ∆
(
∆2x(n)
f (x(n− τ − 1))
)
= −p(n)−∆2x(n) 1f (x(n− τ − 1))
f (x(n− τ − 1))f (x(n− τ)) .
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By the meaning theorem, we easily see that1w(n) ≤ −p(n) ≤ 0. Since f (x) is monotonically increasing, we have from Eq.
(1.1) that
w(nk) = ∆
2x(nk)
f (x(nk − τ − 1)) =
g2,k(∆2x(nk − 1))
f (x(nk − τ − 1)) <
b2,k∆2x(nk − 1)
f (x(nk − τ − 2))
= b2,kw(nk − 1) ≤ w(nk−1).
Hence w(n) is nonincreasing and nonnegative in [nk+i−1, nk+i)(i ∈ N). Summing1w(n) ≤ −p(n) from nk to nk+1 − 1, we
get
w(nk+1) ≤ w(nk)−
nk+1−1∑
nk
p(n).
Similarly to this, we have
w(nk+2) ≤ w(nk+1)−
nk+2−1∑
nk+1
p(n)
≤ w(nk)−
nk+1−1∑
nk
p(n)−
nk+2−1∑
nk+1
p(n) ≤ w(nk)−
nk+2−1∑
nk
p(n).
By induction, it follows that
w(nk+m) ≤ w(nk)−
nk+m−1∑
nk
p(n).
Letm→∞, we get a contradiction. So only case (ii) holds. Now we consider case (ii). From1x(n) < 0, we get that x(n) is
strictly decreasing in [nk+i−1, nk+i)(i ∈ N). By Eq. (1.1), we have
x(nk+1) = g0,k+1(x(nk+1 − 1)) ≤ b0,k+1x(nk+1 − 1) < b0,k+1x(nk),
x(nk+2) = g0,k+2(x(nk+2 − 1)) ≤ b0,k+2x(nk+2 − 1) < b0,k+2b0,k+1x(nk),
· · ·
x(nk+i) = g0,k+i(x(nk+i − 1)) < b0,k+ib0,k+i−1 · · · b0,k+1x(nk),
· · · .
Since
∑∞
n=1 c0,n < ∞ implies
∑∞
n=1 |1 − b0,n| < ∞, one has
∏∞
n=1 b0,n < ∞. By 1x(n) < 0, we get that x(n) is bounded
on each [n,∞) for n ≥ n0. So∑∞i=1 c0,ix(ni − 1) converges on [n0,∞). Further according to condition (B) we get that∑∞
i=1[x(ni)− x(ni − 1)] converges. From Lemma 2.4, we know
lim
n→∞ x(n) = α, 0 ≤ α <∞.
We now prove α = 0. Otherwise, α > 0. Then there exists N1 ≥ N0 such that x(n) ≥ α2 for n ≥ N1. From Eq. (1.1), we obtain
∆3x(n) = −p(n)f (x(n− τ)) ≤ −α
2
p(n), n ≥ N1.
Summing the above inequalities from ns to ns+m − 1, we have
−α
2
ns+m−1∑
ns
p(n) ≥
ns+m−1∑
ns
∆3x(n) = ∆2x(ns+m)−∆2x(ns).
Letm→∞, we get a contradiction. So α = 0. The proof is complete. 
Remark 3.4. We want to point out that the hypothetical condition ckak−1 ≤ 1 of Theorem 2 in [13] is unreasonable and
redundant, we only need ck < 1.
Theorem 3.5. Assume that (H) holds, and f (x) is monotonically increasing,
lim
k→∞ b2,k
nk−1−1∑
s=n0
p(s) = ∞, n ∈ [n0,∞), k ∈ N, (3.1)
where 0 < b2,k ≤ 1. Then every bounded solution of Eq. (1.1) oscillates.
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Proof. We suppose that x(n) > 0 is a bounded solution of Eq. (1.1). By condition (A), then f (x(n)) > 0. From the proof of
Theorem 3.1, we get∆3x(n) < 0, ∆2x(n) > 0. So∆2x(n) is decreasing. Let w(n) = ∆2x(n)f (x(n−τ−1)) , then1w(n) ≤ −p(n) < 0,
for sufficiently large n. Thus, it follows thatw(n) > 0 is decreasing and lower bounded. In view of the condition that f (x) is
monotonically increasing, we have
w(nm) =

∆2x(nk)
f (x(nk − τ − 1)) ≤
b2,k∆2x(nk − 1)
f (x(nk − τ − 2)) = b2,kw(nk − 1), nm = nk, k ∈ N,
∆2x(nm)
f (x(nm − τ − 1)) ≤
∆2x(nk)
f (x(nk − τ − 1)) ≤ b2,kw(nk − 1), nk < nm ≤ nk+1, k ∈ N.
By the above inequality and1w(n) ≤ −p(n) < 0, we get that
w(n1) ≤ w(n0)−
n1−1∑
n0
p(n),
w(n2) ≤ b2,2w(n1) ≤ b2,2w(n0)− b2,2
n1−1∑
n0
p(n)
≤ w(n0)− b2,2
n1−1∑
n0
p(n),
w(n3) ≤ b2,3w(n2) ≤ b2,3
(
w(n1)−
n2−1∑
n1
p(n)
)
≤ b2,3
(
w(n0)−
n1−1∑
n0
p(n)−
n2−1∑
n1
p(n)
)
≤ w(n0)− b2,3
n2−1∑
n0
p(n).
By induction, we know
w(nk) ≤ b2,kw(nk−1) ≤ · · · ≤ b2,k
(
w(n0)−
nk−1−1∑
n0
p(n)
)
≤ w(n0)− b2,k
nk−1−1∑
n0
p(n).
Let k → ∞, by (3.1) then the right side of the above inequalities is negative. But w(n) > 0 for sufficiently large n, which
implies a contradiction. The case x(n) < 0 eventually can be handled similarly. 
Remark 3.6. It is easy to see that the conclusion of Theorem 3.5 also holds if (3.1) is replaced by
∑∞ p(n) = ∞. So
Theorem 3.5 improves Theorem 2 of [13].
4. Example
Example 4.1. Consider the equation
∆3x(n)+ 1
n(3)
sinh(x(n− 1)) = 0, n ≥ 1, n 6= k2, k = 1, 2, 3, . . .
∆2x(k2) =
(
1+ (−1)k 1
1+ k3
)
∆2x(k2 − 1),
1x(k2) =
(
1+ (−1)k 1
1+ k3
)
1x(k2 − 1),
x(k2) =
(
1+ (−1)k 1
1+ k3
)
x(k2 − 1).
(4.1)
Condition (H) is satisfied, and
∑∞
n=1 c0,n =
∑∞
n=1
1
1+n3 converges,
∑∞
n=1 n(2)p(n) =
∑∞
n=1 n(2)
1
n(3)
= ∞. Since all conditions
in Theorem 3.1 are satisfied, then every bounded solution of Eq. (4.1) either oscillates or tends asymptotically to zero with
fixed sign.
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Example 4.2. Consider the equation
∆3x(n)+ 1
3n
(x3(n− 1)+ x(n− 1)) = 0, n ≥ 11, n 6= 5m, m = 5, 6, 7, . . .
∆2x(5m) = 1
2
(
m2
1+m2 +
2m2
1+ 2m2
)
∆2x(5m− 1),
1x(5m) = 1
2
(
m2
1+m2 +
2m2
1+ 2m2
)
1x(5m− 1),
x(5m) = 1
2
(
m2
1+m2 +
2m2
1+ 2m2
)
x(5m− 1),
(4.2)
where τ = 1, f (x) = x3 + x is monotonically increasing, gi,k(x) = 12
(
k2
1+k2 + 2k
2
1+2k2
)
x. Set ai,k = k21+k2 , bi,k = 2k
2
1+2k2 for
i = 0, 1, 2. By y = x1+x is monotonically decreasing, we get 0 < ai,k < bi,k < 1 and ai,kx < gi,k(x) < bi,kx for i = 0, 1, 2.
Obviously, (H) is satisfied, and
∑∞
n=1 |1− b0,n| =
∑∞
n=1
1
1+2n2 <∞,
∑∞
n=1 p(n) = 13
∑∞
n=1
1
n = ∞, nk− nk−1 = 5 > 1+ 1.
By Theorem 3.3, we have that every bounded solution of Eq. (4.2) either oscillates or tends asymptotically to zero with fixed
sign.
Example 4.3. Consider the equation
∆3x(n)+ n cos2 nx5(n− 4) = 0, n ≥ 9, n 6= 2m, m = 4, 5, 6, . . .
∆2x(2m) = 1
1+ sin2(m∆2x(2m − 1))∆
2x(2m − 1),
1x(2m) = 1
1+ sin4(m∆2x(2m − 1))1x(2
m − 1),
x(2m) = 1
1+ sin6(m∆2x(2m − 1))x(2
m − 1),
(4.3)
where τ = 4, f (x) = x5 is monotonically increasing, g2,k(x) = 11+sin2(mx)x.
Since 12 ≤ 11+sin2(mx) ≤ 1, we may set b2,k = 1.
It is easy to show that condition (H) is satisfied, moreover
nk − nk−1 = 2k − 2k−1 = 2k−1 ≥ 8 > 4+ 1,
and
b2,n
∞∑
n=1
p(n) =
∞∑
n=1
(n cos2 n) = ∞.
By Theorem 3.5, we have that every bounded solution of Eq. (4.2) oscillates.
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