This paper describes practical integration of the remote microphone technique with a headtracking device in a local active noise control system. The formulation is first reviewed for the optimized observation filter and nearfield pressure estimation. The attenuation performance and stability of an adaptive active headrest system combined with the remote microphone technique are then studied. The accuracy of the nearfield estimation and the effect of the head-tracking on the control performance are investigated in real-time experiments. The regularization factor of the observation filter is selected as a trade-off between its accuracy and its robustness. The integrated active headrest system is used to estimate and attenuate disturbance signals at a listener's ears from a single tonal primary source, while a commercial head-tracking device detects and provides the real-time head position to the active headrest system whose responses are updated accordingly.
I.
INTRODUCTION
this observation filter in the frequency domain is presented by Elliott and Cheer [11] . The plant responses G e and G m are available, as denoted byĜ e andĜ m , andÔ is the estimated 87 observation filter used to calculated e fromd m . The estimated error signals,ê, at the virtual 88 error microphones can then be written as 89ê =d e +Ĝ e u =Ôd m +Ĝ e u =Ô(m −Ĝ m u) +Ĝ e u.
(3)
The observation filter in Eq.
(3) will influence how accuratelyd e is estimated, compared 90 to d e and the estimation error between them is an important factor for the performance of 91 the control system. The optimal observation filter, O opt , can be derived by minimizing the 92 estimation error between d e andd e . In practice, however, it is also necessary to include 93 a term in the cost function that is proportional to the effort required by the observation 94 filter to improve the robustness of this filter. If d e and d m are measured in preliminary 95 experiments before active control and d m is thus identical tod m , O opt can be obtained by 96 minimizing the cost function [11] ,
where E[ ] is the expectation operator and H is the Hermitian, complex conjugate transpose 98 and β is a positive real effort-weighting parameter. In the calculation of the optimized filter 99 it is assumed that d e and d m are known perfectly. From Eq. (4), when the number of 100 monitoring microphones (N m) is larger than the number of error microphones (N e), the 101 problem is mathematically overdetermined and O opt , which minimizes J 1 in Eq. (4), can be 102 calculated using similar methods to those described in Ref.
[2] to give 103 O opt = S dmde (S dmdm + βI) −1 = P e S vv P H m (P m S vv P H m + βI) −1 , 
To describe Eq. (6) in terms of u, we first substitute Eq.
(2) into Eq.
(3) and use the optimal estimated observation filter,Ô opt , so Eq. (3) can be expressed as
In Eq. (7), the term,Ĝ e +Ô opt (G m −Ĝ m ) can be defined as the effective plant response,
130
G, between u andê, and only if bothĜ e is equal to G e andĜ m is equal to G m , will this 131 plant response be equal G e . By substituting Eq. (7) into Eq. (6), the cost function can be 132 written as
The optimal control signals, u opt , that minimize Eq. (8) 
The spectral density matrix of the signals at the error microphones, S ee , after optimal control 136 can then be obtained by substituting Eq. (9) into Eq. (1), so that
The optimal attenuation performance at the error microphones can then be obtained by 138 dividing the sum of diagonal terms of S ee by the corresponding term for S dede .
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To investigate the conditions for the convergence of the adaptive algorithm in Fig. 2 , 140 when a single tonal reference signal is assumed, the vector of complex control signals, u, at 141 the (n + 1)-th iteration can be written as
where α is the convergence coefficient andê(n) is the vector of sampled estimated error the effective plant response, G, since the difference between G m andĜ m is not known and 145 so is assumed to be zero. From Eq. (7), the vector of sampled estimated error signals at the 146 nth sample time,ê(n), can be written as
By substituing Eq. (12) into Eq. (11), Eq. (11) can be expressed as
The expression in square brackets in Eq. (13) is zero after convergence if convergence is 149 achieved. Therefore, the steady state vector of control signals after the convergence, u ∞ , is 
When the eigenvalues ofĜ H e G are denoted by λ N u , from the principal coordinates analysis
Therefore, a sufficient condition for the convergence is that the real parts of all the eigenval-155 ues must be positive. In the case considered here, when the remote microphone method is 156 combined with the filtered-reference LMS algorithm, and using the definition of the effective 157 plant response, G, above, the sufficient condition becomes [14] 158
In Eq. (17), because the real parts of the eigenvalues ofĜ H eĜ e are always positive, the sta-159 bility is determined by the term,Ĝ H eÔ opt (G m −Ĝ m ). This would be zero ifĜ m was exactly 160 equal to G m , but in practice small differences between these matrices can be amplified by 161Ô opt if the elements of this observation filter are large.
162
When the sound at the ears of a listener is locally controlled, G m , G e and d e will all be 163 modified by head movements. Therefore, ifĜ m ,Ĝ e andÔ opt were pre-modelled and fixed at To investigate the performance of the integrated active headrest system in a practical servation filters have been calculated by off-line analysis of the measured acoustic transfer tainties. An estimate of the robustness of the system can be obtained from the condition 210 number of the matrix being inverted in Eq. (5). Fig. 5 shows that for an excitation frequency 211 of 600 Hz, a regularization factor between 10 −4 and 10 −2 appears to give a reasonable trade-212 off between the condition number and the estimation error if an attenuation of at least 10 dB 213 is to be achieved. The estimation accuracy was calculated using the data measured in the 214 installation shown in Fig. 4 with the disturbance signals at the error microphones estimated 215 from the monitoring microphone array using the observation filters given by Eq. (5). The 216 estimation error at each microphone, E n , has been defined as 217 E n = 10 log 10 S ,n S dede,n ,
where n is the number of the error microphone, and E 1 and E 2 indicate respectively the S dede,n and S ,n are the diagonal elements of the spectral density matrices, S dede and S .
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In order to determine an appropriate regularization factor for the real-time implemen- 
where ∆ dm is defined as 
where e is the normalized rms error, Fig. 6 , it can be seen that when different levels of acoustical uncertainty exist, the 234 nearfield estimation error with β =10 −4 is influenced by the acoustical uncertainty, although 235 a reasonably accurate estimation is achievable even with 20% uncertainty. However, the 236 influence of the acoustical uncertainty is decreased as the regularization factor is increased 237 such that with β =10 −3 the variation in the estimation error for different levels of uncertainty 238 is less than 1 dB . From the results shown in Fig. 5 and Fig. 6 , a regularization factor, β =10 −3 Table I show that less than -15 dB estimation error is achieved at all frequencies 248 between 300 and 700 Hz. Table I also response between the primary source and the right ear microphone. As the dummy head 282 is moved, the acoustic responses, G e and P e , which are directly related to the microphones 283 in the dummy head, are significantly changed. It is also important to note, however, that 284 the response from the secondary sources to the static monitoring microphones, G m is also 285 influenced by the head movement, due to the scattering effect of the dummy head. The 286 use of the headtracker and the selection of accurate values for G e , G m and P e can thus 287 significantly improve the attenuation performance and stability.
288
In Table III, Eq. (10), it is difficult to pin down the source of the variability seen in Table III . Also, 297 although in these experiments the control system remained stable as the dummy head was 298 moved even without the head tracking, it was found in experiments at other frequencies 299 that the control system became unstable without headtracking and that the control system Fig. 7 : (a) G e11 and (b) G e12 between the right and left secondary loudspeakers and the right error microphone at dummy head, (c) G m21 between the right secondary loudspeaker and the monitoring microphone 2 and (d) P e11 between the primary source and the right ear microphone.
interval shows the disturbance signals without control when the dummy head is located at 306 position 'D'. The second interval shows the error signals when the active headrest system is 307 implemented without the head tracker. It can be seen that the disturbance signal at 600 Hz 308 is slightly reduced but the disturbance signal at 700 Hz is enhanced due to the significant 309 difference between the virtual and actual error signals. The head tracker is then in operation 310 in the third time interval, and the attenuation performance is significantly improved at both 311 frequencies.
312
The feasibility of this integrated active headrest system was also tested with a human TABLE II . Predicted and achieved attenuation performance of the integrated active headrest system for tonal disturbances at different frequencies in the anechoic chamber when the dummy head is located in position 'A'. TABLE III. Comparison between the actual attenuation performance of the integrated active headrest system with and without the head-tracking system when the dummy head is moved to different positions and a single loudspeaker produces a tonal disturbance at different frequencies in the anechoic chamber.
