Abstract-A dynamic P2P architecture was proposed in our previous work to support resource adaptation/personalization according to the surrounding usage environment and user preferences. In this paper, we propose an adaptive resource replication strategy based on the proposed P2P architecture. It uses resource request rate as the metric to trigger the resource replication process, and proportionally replicate multimedia resources into various configuration states according to the properties of peers (i.e., terminal capabilities and user preferences) and the size of peer clusters. Also, the strategy uses peer related information stored on super peers to determine which peers should be selected to perform adaptive replications and where the resulting replicas should be stored. Simulation results show that the proposed strategy reduces network delays while increasing resource hit rate in comparison to FreeNet and random replication strategies.
I. INTRODUCTION
The rapid spread of Internet-based P2P applications such as Napster [6] has inspired the research and development of technologies for P2P services and systems. Much of the attention has been focused on the issues of providing scalability, interoperability or routing mechanisms within P2P networks. However, as computing devices become more diverse, it is important that P2P systems provide resource sharing suitable for a ubiquitous computing environment. In particular, resources should be adapted to suit the usage environment of the consuming terminal device and thus provide the user with the best possible experience [7] . A super peer-based architecture was proposed in our previous work [8] to facilitate dynamic resource adaptation in a P2P environment based on the surrounding usage environment attributes (i.e., user preferences, terminal capabilities etc,).
In this paper, we focus on the resource replication aspect of the proposed architecture. As the proposed architecture aims to provide a P2P infrastructure enabling multimedia access in a ubiquitous computing environment, the replication strategy needs to take the heterogeneity of peers into consideration when creating resource replicas. In addition, it should also use the properties of peers (i.e., terminal capabilities) and their surrounding usage environment attributes (i.e., network attributes) to determine which peers should be selected to perform adaptive replications and where the resulting replicas should be stored. This is an area that has not been explored, to our knowledge, in other work.
The paper is structured as follows: section 2 compares the related work in the field, outlining the shortcomings and challenges currently being faced. Section 3 briefly describes the proposed dynamic resource adaptation architecture and then in section 4 the proposed resource replication strategy is explained. The simulation results are shown in section 5 with section 6 drawing conclusions.
II. RELATED WORK
P2P based replication strategy is the topic of various active research projects and most of these projects emphasize replication in a structured P2P network [2, 3, 5] . There are several projects on replication in unstructured P2P networks; in particular, Lv et al [1] studies optimal replication in order to reduce random search times in an unstructured P2P network. Two common replication methods: Uniform and Proportional replication strategies were considered in the work, and a third replication strategy: Square-root replication was then proposed to provide the optimal search size on successful content request queries and minimize the overall search traffic. In [4] , a set of Quality of Service (QoS) based parameters and metrics are proposed to evaluate the performance of content replication in P2P network. It focuses on P2P systems where peer storage is very limited and uses replica placement as the main strategy to improve content replications by satisfying the proposed QoS parameters.
One important missing aspect of the projects above is that they do not consider the heterogeneity of a P2P environment where replications should be adaptively created in proportion to the percentage of various peer classes (i.e., desktop computer, mobile phone etc.) and based on their usage environment factors (i.e., terminal capabilities). For instance, a movie trailer should be replicated in various bit-rates/resolutions so that it can be played on not only desktop computers, but PDAs and mobile phones which all connect to the same P2P network. Also, the mentioned projects take a passive replication approach which only triggers the replication process when a resource is downloaded by a peer and creates a maximum of one resource replica. We argue that it is essential to provide a more assertive replication strategy to cope with the dynamic changes of resource popularity in a multimedia sharing P2P network. The following work concentrates on the design of a replication strategy based on a dynamic resource adapting P2P architecture.
III. DYNAMIC RESOURCE ADAPTATION P2P SYSTEM
In our previously proposed dynamic resource adaptation P2P architecture [8] , peers are grouped into clusters based on similarity of their shared contents and category super peers (i.e., super peers who govern one particular type of content) are nominated to be in charge of one or more clusters. On joining the network, a peer must submit information about its shared resources and its related usage environment attributes to the category super peer(s). Category super peers then use the registered information to adapt search results and select peers to send/adapt resources to the request peers.
The proposed architecture was then further improved through a locality-based clustering approach which assigns peers to locality clusters based on their locality information [10] . Therefore, peers are clustered according to not only their shared contents but also their locality information. The approach reduces network delays through locating resources which are nearby to the request peers (i.e., resources in the same or nearby locality clusters). The proposed adaptive resource replication strategy in this paper was designed based on the improved system.
IV. ADAPTIVE RESOURCE REPLICATION STRATEGY
Based on the observations in Section 2, we propose a novel adaptive resource replication strategy that improves the resource availability and reduces network delays. In order to accommodate dynamic changes of resource popularity in a P2P network, we take a more assertive replication approach by using request rate as the metric to determine when replication should be performed. The request rate is calculated as the number of requests received by the category super peer for a particular resource divided by the time elapsed.
Each category super peer has a request rate table which contains entries that store both the total number of requests and request rates of resources that belong to the category; the table is updated every time when a category super peer receives a resource request. When the total number of requests for a resource reaches a certain predefined threshold (i.e., every 20 requests), it triggers the category super peer to check if resource replication for the particular resource is required. Presently, the following simple formula is used to determine the number of replicas (Required Total ) that are required globally in the network for a given request rate of a resource (Request_Rate):
K is a numeric value that determines how aggressively the replication strategy should be undertaken. If the total number of current resource variations is smaller than Required Total , then the super peer starts the adaptive resource replication process.
The replication process is divided into four steps:
Step1. Overall replica number estimation for each locality cluster: the category super peer estimates the number of resources that are required to be replicated in each locality cluster based on Required Total and the size of each locality cluster (Size Cluster ) in comparison to the total network size (Size Total ). For instance, the required number of resources in locality cluster i (Required Cluster-i ) is calculated as:
The category super peer then requests each locality super peer to replicate Required Cluster number of replicas.
Step2. Individual replica number estimation based on each resource variation: once a locality super peer receives the order from the category super peer, it starts the second stage of the replication process by calculating the number of replicas that are required for each resource variation (i.e., resource with different configuration state). As explained in section 3, every peer is required to register its related usage environment descriptors (i.e., terminal capabilities and user preferences) to a corresponding locality super peer; therefore the locality super peer uses the peer information to calculate the number of peers (Size Peer-Variaiton ) which fit a resource variation. Step3. Allocate replica senders, adaptors and receivers: when Required Variation is determined for each resource variation in a locality cluster, the locality super peer selects replica senders, adaptors and receivers respectively. We define replica adaptors as the peers able to adapt a resource to a different resource variation (i.e., transcoding of video streams). The replica senders, adaptors and receivers are selected based on their capability descriptors (i.e., bandwidth, processing power, storage capacity and availability etc.,) which are stored on the locality super peer. The selection process is the same as the peer sender (i.e., peer which sends/adapts a request resource) selection process proposed in [8] and it continues until Required Cluster is reached in the locality cluster. This selection process occurs in each locality cluster and the adaptive replication process is completed when all replicas are transmitted to the replica receivers in every locality clusters.
Step4. Resource replacement strategy: the resource replacement strategy is deployed when the storage capacity of a peer has reached its maximum and some resources stored on the peer are required to be removed to create space for the resource replica. The peer retrieves request rates of stored local resources from corresponding category super peers and removes resource(s) with the lowest request rate(s) until enough space is freed for a new replica.
V. SIMULATION RESULTS
A simulation was created in our work [8] to evaluate the performance of the proposed dynamic resource adapting architecture. We added code to the simulation based on the proposed adaptive resource replication strategy to evaluate its performance. Initialization of the simulation involves preloading the network with a specified number of normal peers, locality super peers, other category-based super peers and resources. Normal peers are further classified into provider peers and freeloaders. A predefined number of unique resources are categorized, ranked (i.e., the most popular resource has a rank of one and so forth), populated and assigned to randomly selected normal peers according to the Zipf distribution. The normal peers are then assigned to locality super peers and other category-based super peers according to their randomly generated location attributes and the shared resource contents respectively. To simulate heterogeneous devices, three classes of device with different processing power, storage capacity and bandwidth are currently used in the simulation (i.e., high-end, normal and low-end peers). These system settings and peer behaviors conform to the findings in the survey from [9] . Furthermore, network delay is introduced in the network. Requests are generated by peers in the system at random time intervals based on the popularities of resources and the simulation terminates when all requests are completed.
Furthermore, several major improvements have been made to the simulation to create a more realistic P2P simulation environment. These include allowing a predefined number of randomly generated/selected peers with resources to join/leave the network at random intervals. Also, the popularities of old resources gradually decrease during the simulation. The results below were obtained based on the simulation settings in Table 1 . We have also simulated other peer compositions, and the simulation results shown in the section demonstrate the typical trend.
In the simulation, we compare the proposed replication strategy with replication in FreeNet [11] and a random replication strategy. FreeNet always makes a replica for each requested resource. The request peer tries to store a new resource into the local storage. However, when there is not enough storage space for the new resource, a Least Recent Used (LRU) replacement policy is used to remove old contents. In the random replication approach, the requested content is randomly assigned (i.e., yes or no) to be replicated into the local storage.
Average hit rate is used as a performance metric to measure the performance of the proposed replication strategy. The average hit rate is calculated based on the percentage of times a required resource is available in the locality cluster of the request peer. Fig. 1 shows that when K is set to 9, the hit rate increases by 3-4 times in comparison to the FreeNet Replication strategy and 4-5 times in comparison to the random replication approach. The increase of resource availability also contributes to the decrease of average network delay which is evident in Fig. 2 , where our proposed approach outperformed the FreeNet replication strategy and random replication approach by 30-50% and 60-70% respectively. Also, our approach shows a higher network delay in comparison to the FreeNet replication strategy in the beginning of the simulation, but quickly drops below it after the first 1000 requests.
The second comparison is made between the proposed replication strategy and a modified replication strategy which follows step1 of Section 4, but replaces step2 with choosing resource variations randomly to replicate in each locality clusters. Average download speed is used as a performance metric and it shows in Fig. 3 that the proposed approach has a 10-15% higher download speed than the modified replication strategy. Next, we vary the K value of the proposed approach and compare the results. Fig. 4 shows that the hit rate increases steadily as the value of K increases, until it reaches beyond a value of 9; after that, the hit rate does not show evident improvements; this is revealed in the graph when the K is set to 15. Simulation results for other peer compositions also indicate that the K value has a threshold. Finally, the simulation also shows that by deploying the proposed replacement strategy as described in step4 of Section 4, the number of resources in the network is sustained at a certain level (i.e., when K is set to 3 and 9, there is a 4% and 12% increase in number of resources respectively) while retaining the average hit rate performance and keeping the average network delay low as mentioned above.
VI. CONCLUSION
In this paper, we have proposed an adaptive resource replication strategy to facilitate resource replication in a dynamic resource adaptation P2P network. The replication strategy takes an active approach through using resource request rate as the prime metric to trigger the replication process and then adaptively creating resource variations in the network according to the heterogeneities of peers. Simulation results have shown that the proposed replication strategy could greatly improve the average hit rate of resources while keeping the average network delays low in comparison to the replication in FreeNet or a random replication approach. Also, the results show that replicating resources into resource variations in proportion to the heterogeneities of peers improves the average download speed, compared to the random resource variation replication approach. Furthermore, the replacement strategy maintains the total number of resources in the network at a reasonable level.
In our future work, intend to derive a formula to calculate the optimum values (i.e., hit-rate, download speed) in the proposed architecture and use it to further evaluate the performance of the proposed replication strategy.
