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This study is a corpus-based lexical analysis of subject-specific university textbooks which purports to
explore lexical text coverage and frequency distribution of words from the Academic Word List and the
BritishNational Corpus frequency-basedword families. For this study a 508,802-word corpuswas created,
the findings of which reflect that the Academic Word List word families constitute only a small coverage
(6.5%) of the words in the entire corpus, whereas the first two thousand high-frequency word families
give the coverage of 88.92%. In terms of the text coverage, the results reveal that if 98% coverage of a text
is needed for unassisted comprehension, then a vocabulary size of 9000 word families is required. The
results also substantiate the claims that the AcademicWord List is not as general an academic vocabulary
as it was initially intended to be and, more importantly, supports the assumption that students need a
more restricted core academic vocabulary. It is therefore argued that 127 academic word families which
are relatively frequent in the overall university textbook corpus can be used as a part of the university
word list for second-year English majors who have to read and comprehend university textbooks.
© 2015 The Author. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).l1. Background
The results of a longitudinal small-scale study of the size of
vocabularymastered by first- and second-yearmajors in English at
the Azerbaijan University of Languages (AUL) show that, after one
year of instruction, the extent of their receptive vocabulary usage
decreased from 2104 to 1966 word families (Hajiyeva, 2015b). As
shown by a similar study of undergraduate Indonesian students
undertaken by Nurweni and Read (1999), these students knew half
of the General Service List (GSL — a list of frequent lexical items
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0/).available for general English) (West, 1953) words, but certainly
knew more words (Ward, 2009). The same applies in Azerbaijan,
where national secondary school textbooks teach words such
as pilgrimage, husbandry, and sinister (Hajiyeva, 2015a). None of
these words appear in any of the lists such as the GSL (West,
1953), the Academic Word List (AWL) (Coxhead, 2000) or the
University Word List (UWL) (Xue and Nation, 1984). However,
taking into account the extent of the vocabulary needed to read and
produce academic texts (Laufer and Ravenhorst-Kalovski, 2010;
Nation, 2006), I assume, therefore, that the university textbooks
(subject-specific manuals of instruction at the faculty of Pedagogy
at AUL) to which these students are exposed to in the second
year of tertiary education are beyond their comprehension and
they do not benefit from them. In other words, as Coxhead et al.
(2010, 37) put it forward, ‘the reciprocal relationship between
vocabulary knowledge and textbooks is critical’. This is because
e under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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vocabulary and extent towhich it is needed to read academic texts.
Thus, taking into account that these second-year students have
one year only in which to develop and increase their vocabulary
knowledge in order to be able to read and comprehend academic
texts, certain steps have to be taken to remedy this situation
(Hajiyeva, 2015b).
2. Introduction
Research has identified the breadth of vocabulary knowledge
as both a crucial indication of and an important contribution to
language abilities, since a rich vocabulary increases mastery of the
basic language skills of reading, writing, listening and speaking (Hu
and Nation, 2000; Qian, 2002). This is particularly true of reading
(Schmitt et al., 2011). Both earlier and recent research studies
(Alderson, 2005; Laufer, 1992; Nation and Beglar, 2007) have
established a close relationship between reading comprehension
and vocabulary knowledge. They have also estimated the number
of word families – a ‘word family’ (Bauer and Nation, 1993)
includes a single word’s inflections, derivatives and several
individual word forms (e.g. stimulate, stimulative, stimulation,
stimulator, stimulatory may all be members of the same word
family for a learner with a command of the inflectional suffixes
of English) – needed for basic and better comprehension (Laufer,
1992; Laufer and Ravenhorst-Kalovski, 2010; Nation, 2006). For
instance, a vocabulary size of approximately 4000 to 5000 word
families is that which recent estimates consider as a minimal
vocabulary threshold. This represents the minimal vocabulary
necessary for reading texts and following lectures at a higher
education level (Laufer and Ravenhorst-Kalovski, 2010; Nation,
2006; Schmitt, 2008, 2010; Schmitt and Schmitt, 2012). These
recent estimates have also suggested an optimal threshold of
8000 to 9000 word families. This size of vocabulary entails a
text coverage of approximately 98% (Laufer and Ravenhorst-
Kalovski, 2010; Nation, 2006). Laufer and Ravenhorst-Kalovski
(2010, 16) refer to ‘coverage as the percentage of words that a
reader understands, for example, if readers have reached 98% text
coverage, this means that they understand 98% of the running
tokens [words] of the text’.
Unfortunately, most learners from second- or foreign-language
contexts do not know or learn this much vocabulary (Schmitt
et al., 2011). For example, in her study Laufer (2000) reviewed the
vocabulary size of English language learners from eight different
countries and reported that this ranged from 1000 to 4000 words
or word families, depending on the counting unit. Ward (2009)
states that undergraduate students inmany countries such asHong
Kong, Indonesia, Jordan, Oman, Sudan and Thailand fall far short of
the lexical knowledge necessary to read academic texts in English.
These are only a few of the many sources identifying this problem
and the same holds true for Englishmajors in Azerbaijan (Hajiyeva,
2014). These first-year Englishmajors do not frequently encounter
the greatmajority of theword families outside the 2000word band
in their general English textbooks and teaching materials since
general English textbooks do not provide a good source of words
from the most frequent 5000 word families (Hajiyeva, 2015b).
The question then is: What is the capacity of such students to
comprehend the textbooks and/or teaching materials to which
they are exposed? To put it differently, how many words do
Azerbaijani English majors need to know to read subject-specific
university textbooks?
Determining the vocabulary size of higher education students
has had pedagogical consequences, especially informing teach-
ers/lecturers about thenumber ofwords to teach, depending on the
learning stage of the students (Nizonkiza and Van den Berg, 2014).
Acquiring a foreign lexicon is a daunting task for language learners,especially if the goal is to achieve literacy in the foreign language
(Cobb and Horst, 2004). This is also true of those who are learn-
ing a foreign language for academic purposes (Chen and Ge, 2007).
Specifically for academic purposes, remarkable efforts have been
made to assess students’ needs and therefore inform the pedagogy
to which they are subjected. Coxhead (2000, 213), for instance, ob-
served that ‘making principled decisions about which words are
worth focusing on during valuable class and independent study
time’ is the most challenging aspect of vocabulary learning and
teaching in an English for Academic Purposes (EAP) programme.
Deciding onwhichwords areworth teaching – andwhich are not –
has not been a simple matter (Vongpumivitch et al., 2009) though.
A variety of corpora based on different disciplines were
established and analysed in order to improve the learning
efficiency of learners of academic vocabulary in an academic
environment. As a result, different kinds of word lists were
created which considered word frequency as the main criterion.
According to Aitchison (1987), word frequency is known to be a
factor affecting word familiarity and it is also considered to be a
crucial variable in text comprehension. The American University
List (Praninskas, 1972) and the University Word List (UWL) (Xue
and Nation, 1984) were among the first word lists compiled for
academic purposes. Recently, word lists compiled for academic
purposes have included Coxhead’s (2000) AWL, Gardner and
Davies’s (2013) Academic Vocabulary List and Simpson-Vlach and
Ellis’s (2010) Academic Formula List.
A point of controversy has to be noted here: the AWL, for
example (Coxhead, 2000), has recently been the subject of some
discussion in the literature as to whether a general academic vo-
cabulary really exists. Hyland and Tse (2007) argue that, although
Coxhead’s (2000) AWL covers 10% of the academic corpus, it might
not be as general academic vocabulary as it was initially intended
to be. More specifically, individual items on the list occur and be-
have in different ways across the disciplines in terms of range
(distribution figure), frequency and meaning. The researchers also
indicate that teachers andmaterials developers should notmislead
students into believing that there is a single collection of words
which they can learn and transfer across different fields of study
(Hyland and Tse, 2007; Ward, 2009). It has also been emphasised
that students should build a repertoire of specialised academic
words in addition to their existing basic or general service vocab-
ulary. Teachers should therefore regard helping their students to
establish control of such a vocabulary and to develop a list of high-
frequency words, academic and specialised/technical vocabulary
in order to guide them through their academic studies. Since read-
ily available lists suffer from the fundamental drawback of not en-
compassing all the frequent words that certain students are likely
to encounter in their reading materials, developing a tailor-made
word list may provide direct access to the most frequently used
vocabulary for certain disciplines.
Following this discussion, a new AVL (Gardner and Davies,
2013, 1) have been developed from a 120-million-word academic
corpus. The authors therefore believe ‘the AVL to be the most
current, accurate, and comprehensive list of core academic
vocabulary’ since it has been compiled from a much bigger corpus
than that of Coxhead’s and it counted lemmas (a headword and
some of its inflected and reduced forms) not word families as a
counting unit (Gardner and Davies, 2013). Since this core academic
vocabulary list is new in the field of academia, empirical studies
based on the evaluation of this list are not yet available.
With the above insights in mind, as a starting point, the
present study aims to explore lexical text coverage and frequency
distribution of words from the AWL (Coxhead, 2000) and Nation’s
(2006) frequency lists based on the British National Corpus (BNC)
of high-frequencyword families in the university textbooks taught
at AUL. The BNC is a balanced corpus that represents modern
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words. The AWL, on the other hand, became the new standard
at the beginning of the millennium and, when compared to
earlier lists, has served well as a vocabulary workhorse in English
language education for over a decade (Gardner and Davies, 2013).
Nevertheless, Coxhead (2011), taking into account the discussion
in the literature as to whether there really is a general academic
vocabulary (see Hyland and Tse, 2007, for further discussion),
points out that there is a room for future research. Such research
needs to be based on a more balanced corpus that represents a
wider range of textbooks used within a university.
It is worth noting that the present study is not the first of this
nature. Chung and Nation (2003), Chen and Ge (2007), Martinez
et al. (2009), Vongpumivitch et al. (2009), and Khani and Tazik
(2013), for instance, have already conducted similar studies (see
2.2 for further discussion). However, all of them explored this issue
in various contexts like, applied linguistics,medical and agriculture
research articles.
The present study replicates and complements the above
studies by appealing to a more pedagogical sense in providing a
lexical analysis of the university textbooks used in a real-language
classroom environment by the second year English majors. The
findings of this study will create a basis for the development of a
universityword list of themost frequentwords that these students
are exposed to andwhichwillmeet their specific vocabulary needs.
Since developing a word list is a labour-intensive task, for the
purposes of this study I try to provide a view of the vocabulary
that is needed to read the university textbooks used at AUL, i.e. to
observe the occurrence and coverage of the words among the
BNC frequency-based lists, as well as to analyse the frequency and
distribution of AWL words in the university textbooks. In the light
of thesematters, the following research questionswere addressed:
1. What coverage do the BNC frequency-based word lists provide
for the vocabulary that is needed to read second-year university
textbooks at Azerbaijan University of Languages?
2. Howmanywords do learners need to know to read second-year
university textbooks?
3. What coverage does the AWL have over the university
textbooks?
4. What is the frequency and distribution of academic words in
the university textbook corpus?
3. Literature review
3.1. Corpus-based studies
There are many ways to define a corpus, but consensus is
gaining ground that a corpus is a collection of (1)machine-readable
(2) authentic texts which is (3) sampled to be (4) representative of
a particular language or language variety (McEnery et al., 2006).
Similarly, a corpus is a collection of texts, written or spoken
which is stored on a computer (O’Keeffe et al., 2007). Another
feature of a corpus, as Biber et al. (1998) point out, is that it
is a principled collection of texts available for qualitative and
quantitative analysis. Corpus-based studies have transformed the
way in which scholars view vocabulary studies. While corpora
have been used extensively to provide more accurate descriptions
of language use, a number of scholars have also used corpus
data directly to look critically at existing Teaching English as
a Foreign Language (TEFL) syllabuses and teaching materials
(McEnery et al., 2006). A simple yet important role of corpora
in language education is to provide more realistic examples of
language usage that reflect the complexities and nuances of
natural language. In addition, however, corpora may provide data
– especially frequency data – which may further shift the input tobe provided during class time. This rests on the premise that the
most frequently used words of a language are those most useful
for students to know.
In corpus studies, vocabulary is usually divided into 20 or in
more recent studies into 25 1000 word-family lists,1 using data
from the BNC frequency-based lists which consists of 90% for-
mal written text and 10% spoken text. These lists represent ‘the
higher frequency end of a learner’s vocabulary largely in the order
of its range and frequency’ (Nation, 2006: 63). The BNC lists give
more detailed evaluations of the vocabulary burden of the texts
since these lists cover a large amount of word families. These high-
frequent and wide-range words are learned before low-frequent
and narrower-range words (Nation, op cit.). Whereas frequency is
certainly not the only determinant of what to teach and in what
order, it can assist in making learning more effective. In order to
identify the most valuable and frequent words in academic con-
texts, a variety of vocabulary lists have been compiled from cor-
pora. Since corpus-based studies have become available, teachers
and researchers have sought to compile corpus-based learningma-
terials that would be of assistance to students from any discipline,
focusing on lexical items shared across various disciplines (cf. Cox-
head, 2000; Praninskas, 1972; Xue and Nation, 1984).
3.2. The academic word list
According to Coxhead (2000, 2011), the AWL word forms ac-
count for 10%of the tokens in theAcademic Corpus (‘representative
texts from the academic domain’, (Coxhead, 2000: 219). It should
be noted that West’s GSL (1953) served as the non-academic base-
line for the creation of the AWL (Brezina and Gablasova, 2015) and
Coxhead (2000) excluded the 2000 GSL words from the Academic
Corpus. However, taken together with the first 2000 high-frequent
GSL word families AWL gives the coverage of 86% of the aforemen-
tioned corpus. In contrast to the Academic Corpus, the AWL word
forms account for approximately 1.4% of the tokens in the fiction
collection (a collection of non-academic texts). This suggests that
the majority of the word families in the AWL occur with much
higher frequency in academic texts rather than in fiction books. All
in all, the AWL which includes 570 word families – regardless of
subject area – constitutes a specialised vocabulary with good cov-
erage of academic texts.
Since its compilation, the AWL has been a valuable word list
in setting goals for EAP courses and it is now used in classrooms
in many countries worldwide, in a wide range of materials,
in vocabulary tests and as a major resource for researchers
(Coxhead, 2011). A number of studies have since been carried
out to investigate the frequency and distribution of the AWL
word forms that are used in applied linguistics book (Chung and
Nation, 2003) applied linguistics research articles (Khani and Tazik,
2013; Vongpumivitch et al., 2009) science-specific middle school
textbooks, college English textbooks (Hsu, 2009; Greene, 2008 qtd
in Coxhead et al., 2010; Matsuoka and Hirsh, 2010; Miller, 2011)
as well as medical and agriculture research articles (Chen and
Ge, 2007; Martinez et al., 2009). All these studies show that the
percentage of the AWL vocabulary varies from study to study. For
example:
• AWL words constitute 2.1% of the tokens in an ELT course book
for upper-intermediate students;
• 5.44% of the tokens in General English (GE) textbooks;
• 5.98% of the tokens in science-specificmiddle school textbooks;
• 9.06% of the tokens in agriculture research articles;
• 10.7% of the tokens in the medical research articles.
1 Detailed information on the development of the lists is available from Paul
Nation’s website: http://www.vuw.ac.nz/lals/staff/paul-nation/nation.aspx (see
also Nation, 2006).
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occurrence of academic words in the field of applied linguistics.
However, they examined this issue in different settings. They ei-
ther investigated the frequency distribution of academic words
in a more general context of applied linguistics textbook (Chung
and Nation, 2003) or applied linguistics research articles (Vong-
pumivitch et al., 2009; Khani and Tazik, 2013). For example, Chung
and Nation (2003) targeted primarily the distribution of technical
terms as well as the proportion of GSLwords, academic vocabulary
and low-frequency words in the applied linguistics book. In their
93,445-word corpus, the AWL covers 13.1% of the applied linguis-
tics text, whereas 2000 high-frequency words cover 77.7% of the
tokens (running words in the text). However, in their 1,5 million-
word corpus of applied linguistics research articles Vongpumivitch
et al. (2009) report on the 11.17% coverage of AWL word families.
The same applies to Khani and Tazik’s (2013) corpus of applied lin-
guistics research articles in which the AWL words account for the
11.96% of the tokens in the overall corpus.
As has been seen from the studies done so far, the distribution
of the AWL vocabulary in textbooks and research articles depends
on the level and purpose of the textbook or article itself. AWL
coverage and higher-level research articles bear some relationship
to each other, as these articles aremeant for an academic audience.
Basic ELT, GE and middle school textbooks, on the other hand,
contain little academic vocabulary, as they serve other purposes in
language learning or these books tend to be written in a ‘relatively
reader-friendly way’ and thus are not as scholarly as tertiary texts
or research articles (Coxhead et al., 2010).
4. Methods
4.1. Textbook selection criteria
For the purposes of this study, I have chosen all the university
textbooks used by second-year AUL English majors. The textbooks
are included in the 2013–2014 list of pedagogical materials
approved by the heads of departments as well as by the University
Scientific Council and are required study materials for the second-
year of tertiary education of AUL English majors at the faculty
of Pedagogy. In total, 11 required textbooks for the courses
‘Study skills’ (SS), ‘Critical reading and effective writing’ (CREW),
‘Communication and social interaction’ (CSI) and ‘Teaching English
to young learners’ (TEYL) were chosen (see Appendix A for further
reference). These are elective courses offered to students in the
second-year. All second-year students have to sign up for any two
of the above-mentioned courses and follow them. Students are
accredited with seven credits – covered in 105 academic hours –
for each course if they pass the final written examination.
The texts in the textbooks are of different lengths and are
intended for students with different backgrounds. For example,
Cottrell’s (2008) The Study Skills Handbook (Appendix A) is intended
largely for students new to the field, who wish to develop
the skills they need to improve their grades, build confidence
and plan for their future. Adversely, Cameron’s (2002) Teaching
Languages to Young Learners (AppendixA) is intended for thosewho
already have some background knowledge in the field of language
teaching. Whereas, Niernberg and Calero’s (2001) How to Read a
Person like a Book (Appendix A) is a handbook of types of nonverbal
communication that intends to give the readers insights into the
significance of gestures.
4.2. Compilation of the university textbook corpus
The corpus comprises 11 textbooks published by publishing
houses worldwide, namely, Cambridge University Press, Longman,
Macmillan, McGraw-Hill, Oxford University Press and Palgrave.
Developing the corpus involved collecting texts in each specifictextbook in electronic form. To enhance the reliability of word
counting, all the bibliographies, tables, indices and appendices
were removed from the texts. One key factor to be noted at this
point is that all the proper nouns were excluded from the texts,
since the overall size of the vocabulary may be inflated and text
coverage may shrink, if these are included. In addition, some
proper nouns are not in the lists of the BNC 1st to 20th 1000 high-
frequency word families and they usually appear in the off-list if
not excluded from the analysis of texts in corpus-based studies.
This may lead to distortion and, for this reason, in order to avoid
such bias all proper nouns were eliminated.
In order to compile the corpus, electronic versions of the avail-
able textbooks were collected from internet databases. In the case
of textbooks that were not electronically available, their content
was scanned using the software ABBYY Fine Reader 112 Portable,
which allows images to be saved in txt or doc extensions. Due to
possible distortions related to the images in the textbooks, some
sections or chapters were typed manually or edited for spelling
using a Spell Checker and the Find-and-Replace function on the
computer. Hyphenated words also required extra editing. It was
found that parts of the some hyphenated words appeared in their
respectedword families in the BNC 1st to 20th 1000word families,
whereas other parts appeared in the off-list. To remedy this, a hy-
phenated compound word was separated to be read as individual
tokens by the software programmeme, if the meaning of the com-
pound word could be inferred correctly from its word parts and if
all the parts of the hyphenated words were in one of the baseword
lists. Examples of hyphenated words separated included:
• long-term, common-sense, decision-making and child-friendly
Examples of hyphenated words not separated included:
• socio-historical, ad-hoc, grapho-phonemic,walsy-palsy andwishy-
washy.
A recent study suggests that statistics obtained in corpus studies
should be verified by an alternative method. This is in order
to ensure the findings fall within a reasonable margin of error
(Neufeld et al., 2011). In otherwords, there is a room for a potential
error when using software programmemes on a corpus where
character substitution is enabled for non-ANSI3 characters when
converting to txt files. When converting documents to build a
corpus, the ASCII character set is the default, converting non-
English characters to ASCII characters. These are counted as ‘words’
in statistics and may lead to an inflated number of running words
(Neufeld et al., 2011).
At that point, in order to achieve a more accurate vocabulary
profile, I ran the corpus through FAMILIZER (Cobb, n.d.) in order to
include the words in the first 20000 word families of the BNC and
later eliminated any ‘non-English’ words that were not in the lists
because of some character substitutions. To facilitate the creation
of the English majors’ University Textbook Corpus (UTC) (Table 1),
each filtered text file was entered into the text-tool Corpus Builder
— available at www.lextutor.ca. This website offers a variety of
software tools for processing corpora. The software joined up the
components of each textbook and linked these together to form the
first four different sub-corpora and later the larger UTC of 508,802
(Table 1) tokens (running words). The imbalance between the
numbers of tokens in each sub corpora presents some difficulties
for comparison because as it is known longer texts provide more
opportunities for words to occur and recur (Coxhead et al., 2010).
With this constraint and the learning context (inappropriateness
2 ABBYY Fine Reader is a text-recognition software that helps to create easily
editable, searchable files from paper documents, PDF files or digital photos
(available at http://finereader.abbyy.com/).
3 ASCI/ASCI abbreviated from American Standard Code for Information Inter-
change, is a character-encoding scheme.
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Tokens (running words) of the university textbooks.
SS CREW CSI TEYL UTC
Tokens (running words) 94,563 121,428 141,637 155,992 508,802
of the general English textbooks) in mind, I will merely claim
that this even small in size and imbalanced corpus represents
a substantial component of the reading materials – university
textbooks – that students encounter in their second year of tertiary
education.
4.3. The instrument
The instrument used for this study is Range software (Heatley
et al., 2002). Range is a computer programmeme that performs
lexical text analysis. This programmeme breaks texts down by
word frequencies into the 1st to 20th and even to 25th BNC
word families. The word families in the lists were created at
Level 6 which include inflections and the high-frequency, regular,
productive and transparent derivational affixes according to Bauer
and Nation (1993) classification of word families (Webb & Nation,
2008; Nation & Webb, 2011). The programmeme and the words
lists are free to download from Paul Nation’s website: http://www.
vuw.ac.nz/lals/staff/paul-nation/nation.aspx. Range software is
used to compare the vocabulary of many text files or a single big
corpus at the same time to see how much similar vocabulary they
use and the frequency of occurrence of the words in total and in
each file. Thus, to compare the university textbooks for second-
year English majors, the following two categories of word lists
were used:
• the BNC 1st to 20th 1000 word families and
• Coxhead’s (2000) AWL containing 570 word families.
Nation and Webb (2011) state that the most sensible unit when
counting for receptive knowledge (that is for reading and listening)
is the word family. The idea behind using the word family as
the unit of counting is that if one or two members of the family
are known, then little learning is required for receptive use
(comprehension) of their family members. The rationale behind
this counting unit is that the concept of a word family is used to
represent a group of words whose meanings can be inferred when
the meaning of the base form in the group is known to the learner
(Bauer and Nation, 1993). For instance, the headword appreciate is
grouped with its family members such as appreciable, appreciably,
appreciated, appreciates, appreciating, appreciation, unappreciated
and if learners know the meaning of the headword, they are likely
to infer the meaning of its family members. Studies done so far
(Corson, 1997; Schmitt andMeara, 1997;Ward and Chunjundaeng,
2009), on the contrary, show that students from non-Latinate L1
backgrounds (like Azerbaijani learners in this study) are at a great
disadvantage in this respect and that lower level learners do not
always undertake the morphological analysis implicit in the idea
of the word family. However, both the students and the language
instructors in my case have a considerable amount of learning and
teaching hours at their disposal to be devoted to themastery of the
morphological system of the English language. In this sense, they
can be trained well enough to be aware of a number of affixes and
have a greater skill at recognising different members of the same
word family. In this respect, along the study ‘word family’ is used
as a unit of counting the most frequent words in the corpus.
5. Results and discussion
5.1. The coverage of the BNC frequency-based lists over university
textbooks
The first two research questions aim to investigate the coverage
of the BNC frequency-based lists over the university textbooksand estimate the number of words learners need to know to read
the university textbooks. To answer these questions, the Range
programmeme was run against every textbook in the four sub-
corpora and thewholeUTC. The cumulative text coverage aswell as
the number ofword families at eachword level in four sub-corpora
and the whole corpus are summarised in Table 2.
Results show that the vocabulary frequency distribution of the
textbooks among the BNCword-families lists is different in each of
the four sub-corpora (SS, CREW, CSI, and TEYL). The cumulative text
coverage of the BNC lists show that 1st 2000 most frequent word
families of the English language already constitute 90.48% of the
CSI sub-corporawhereas they take up93.81%of the SS sub-corpora.
The same applies to the 3rd 1000word band of the BNC lists, which
already reaches 95.84% text coverage in the TEYL sub-corpora
meaning that students can already get ‘minimal comprehension’
as suggested by Laufer and Ravenhorst-Kalovski (2010) already at
3000 word band.
In terms of the occurrence of the high-frequency word families,
the average frequency distribution of the word families at the
1st 2000 word band in the total university corpus (Table 2, UTC),
shows that almost first 1980word families are present in thewhole
corpus. The same applies to the cumulative text coverage figures
which already contribute to 88.92% of thewholeUTC. This outcome
shows that 1st 2000 word families are highly representative in the
whole corpus and if students have a good commandof thesewords,
they can already get the above-mentioned text coverage.
As to the lexical text coverage of each textbook; this was
calculated by mapping the vocabulary frequency levels of the
textbooks in the four sub-corpora onto the BNC frequency bands
and counting the number of 1000 word families needed until
95% and 98%, respectively, text coverage was reached. Afterwards
the number of word families needed for the above-mentioned
coverage for each of the sub-corpora (SS, CREW, CSI, and TEYL)
were added together and divided by the number of sub-corpora.
If we take the minimal lexical threshold of between 4000 and
5000 word families and optimal one as of 8000 to 9000 word
families suggested by Laufer and Ravenhorst-Kalovski (2010) and
Nation (2006), then there is a striking difference in the vocabulary
threshold needed to read and comprehend the textbooks in
different sub-corpora investigated for this study. The results
specify that, although there is a decline in the proportion of
the word families across the frequency bands, students can still
achieve more than 95% text coverage already at 3500 word
level with the CREW sub-corpora slightly deviating from the list.
The same goes for the 98% text coverage, which is achieved at
approximately 6500 to 7000 word families. However, if we take
the corpus as a whole (UTC), which is a combination of four
sub-corpora then the figures appear to behave differently and
they report on the same suggested thresholds as acclaimed by
Laufer and Ravenhorst-Kalovski (2010) and Nation (2006). In other
words, if second-year students wish to reach 98% text coverage
of all the textbooks (since they have to earn credits) included
in the whole corpus, they have to master approximately 9000
word families. One important fact to be emphasised at this point
is that – in contrast to this study – in their studies Laufer and
Ravenhorst-Kalovski (2010) and Nation (2006) included all the
proper nouns in the analysis. If all the proper nouns in this
corpus analysis were not eliminated from the texts, the results
could have appeared in a different way possibly adding on the
overall coverage of the texts. The results therefore highlight that
second-year students indeed need much bigger vocabulary than
their actual vocabulary size to read and comprehend university
textbooks. Thus, given the students’ low vocabulary size I can
conclude that these second-year students have certain challenges
in understanding and comprehending the content of the texts.
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Word families and cumulative text coverage at each word level in four sub-corpora and the whole corpus.
Word list (1000) SS CREW CSI TEYL UTC
Families and text
coverage %
Families and text
coverage %
Families and text
coverage %
Families and text
coverage %
Families and text
coverage %
1 814 84.32 859 81.57 880 82.84 839 86.03 999 79.16
2 637 93.81 797 91.36 850 90.48 683 93.79 980 88.92
3 340 95.79 547 93.74 693 94.09 441 95.84 937 94.89
4 253 97.47 377 96.00 520 95.73 285 97.59 811 96.13
5 172 98.20 301 96.98 409 96.70 194 98.22 642 96.91
6 106 98.62 208 97.61 356 97.39 130 98.57 524 97.34
7 68 98.87 160 98.19 247 97.78 92 98.86 410 97.64
8 61 99.10 117 98.64 206 98.17 73 99.22 348 97.85
9 49 99.29 87 98.94 194 98.48 50 99.41 262 98
10 32 99.39 81 99.09 157 98.71 22 99.47 195 98.1
11 31 99.48 63 99.25 139 98.92 31 99.55 162 98.17
12 23 99.57 51 99.32 91 99.04 27 99.62 124 98.24
13 14 99.59 42 99.47 92 99.15 25 99.69 99 98.28
14 13 99.63 26 99.51 71 99.28 19 99.73 70 98.31
15 2 — 16 99.52 67 99.34 6 – 51 98.34
16 3 99.64 14 99.55 33 99.38 5 99.75 39 98.36
17 7 99.65 19 99.57 33 99.44 8 99.76 29 98.37
18 7 99.66 7 99.58 26 99.46 2 – 22 98.38
19 6 99.68 12 99.60 20 99.48 6 99.77 17 98.39
20 – 3 12 99.49 4 99.78 13 98.40
Off-list ?? ?? 99.97 ?? 100.0 ?? 99.99 100.05.2. The number and coverage of academic words in university
textbook sub-corpora
The versatile composition of AWL vocabulary in the textbooks,
course books and research papers raises a question about the
frequency and distribution of the AWLword forms that are used in
the English majors’ four sub-corpora of university textbooks used
at AUL. Therefore, in order to address this particular issue, the third
research question to be asked is:What coverage does theAWLhave
over the university textbooks?
As Table 3 indicates, the top two sub-corpora of higher AWL
coverage are the sub-corpora SS (9.11%) and CREW (8.66%). CSI
sub-corpus has the lowest AWL coverage, with 3.89% coverage
counted in tokens, while TEYL sub-corpus has the AWL coverage
of 5.86%. None of the corpora in the English majors’ UTC appears
to provide 10% coverage counted in tokens with regard to the
commonly useful academic words that students may come across
in reading these university textbooks.
It is not surprising to see that the higher AWL coverage
and the higher level SS and CREW sub-corpora texts bear some
relationship to each other, since the textbooks (see Appendix A)
used in these sub-corpora are meant to develop skills essential to
those progressing to higher levels of academic study, for example,
students’ study, critical reading, critical thinking and effective
writing skills. In a similar vein, the CSI sub-corpus contained little
academic vocabulary since the textbooks used in this sub-corpus
are built on developing readers’ communication skills in order for
them to become better communicators. As to the sub-corpus TEYL,
the AWL coverage of this sub-corpus (5.86%) was less than the
SS and CREW sub-corpora. The textbooks in TEYL sub-corpus aim
to provide the students with a useful and workable theoretical
framework and set of principles in which they can embed and
develop their practice. This in turn requires a prior background
knowledge of second-language learning and teaching terms and
notions, and contains a number of technical words.
Interestingly, on the one hand, the text coverage of the AWL
word families in English majors’ university textbooks corpus was
6.5%, much lower than the 11.7% of the AWL words in a study
done by Vongpumivitch et al. (2009) in applied linguistics research
articles, 10% of the AWL vocabulary in medical research articles
testified by Chen and Ge (2007) and what was reported (13.1%) by
Chung and Nation (2003). On the other hand, frequency analysisshows that 559 of the 570 AWL word families were present in
the whole UTC of the English majors, although they had a lesser
frequency indicator.
These results produce an overall picture of the extent of
academic vocabulary to which second-year tertiary students are
exposed. It appears that the AWL vocabulary appears to be most
useful to students taking the CREW (Table 3) and SScourses,
where 9% of the tokens are covered by the list. The same
academic vocabulary is less useful to students taking the CSI
course, since it covers only 3.23% of the text. The outcomes
also indicate that, although AWL offers a useful and fundamental
vocabulary selection for these specific students in dealing with
their academic studies, they still need a carefully chosen and
relevant vocabulary to deal adequately with these subject-specific
university textbooks. From the literature, we know that students
at the initial stages of academia find an academic vocabulary one
of the most challenging aspects of their learning. The reason for
this is that (unlike specialised and technical vocabulary) academic
vocabulary serves a supportive role and is not covered by the
content teacher (Li Siu-Leung and Pemberton, 1994; Flowerdew,
1993). Nation (2011), on the contrary, emphasises that academic
vocabulary can be considered a high-frequency vocabulary for
academic students. However, studies show that not all the words
in the AWL occur and behave in similar ways in various disciplines.
This leads us to ‘acknowledge the importance of contextual
environments which reflect different disciplinary practices and
norms’ (Hyland and Tse, 2007, 251). Not surprisingly, Nation and
Coxhead (2001) insist that words should not be learned out of
context and the acquisition of vocabulary should therefore form
part of a well-planned course programmeme. Moreover, Hyland
and Tse (2007) argue that identifying the specific target context
(i.e. vocabulary list) of the students is the most appropriate
starting point for such a programmeme. Therefore, I believe this
corpus-informed study can be used to develop a word list with
clearly stated vocabulary learning goals supported by appropriate
teaching materials.
5.3. Frequently used academic words in university textbooks
One of the major objectives in the present study was to reveal
the most frequently used AWL academic words in the university
textbooks. To explore the issue of frequency and range further,
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The number of AWL vocabulary occurrences in tokens, types and families.
Sub-corpora and whole corpus AWL occurrence in tokens (%) AWL occurrence in types (%) AWL occurrence in families
SS 9.11% 19.75% 430
CREW 8.66% 16.00% 477
CSI 3.89% 11.09% 465
TEYL 5.86% 18.04% 440
UTC 6.50% 11.05% 559and to answer the fourth research question, I examined the
frequency and distribution of academic words in the four sub-
corpora. Coxhead’s (2000) criteria for uniformity of frequency was
100 occurrences overall with at least ten in each of four fields in
her 3, 5 million word corpus, whereas Vongpumivitch et al. (2009)
decided that the word forms have to occur at least 50 times in
their entire 1, 5 million corpus and at least five times in each
of the sub-corpora. By following the mathematical calculations
and a criterion for uniformity according to Coxhead (2000) and
Vongpumivitch et al.’s (2009) criteria, then in my 508,802 word
corpus, the criterion for uniformity of frequency for the word
occurrences will be 16 times in the entire corpus and at least two
times in each of the sub-corpora.
Taking this calculation as a benchmark, I found that of the 229
word families which were frequent overall (occurred in all four
sub-corpora), only 127 word families were frequent in all four
sub-corpora and occurred two times in each sub-corpora with
the word families paragraph (527 occurrences), chapter (415), pro-
cess (300), evidence (274), context (229), specific (213) and in-
stance (192) being the most frequent ones. It should be noted that
in the present study, I have reported on the number of frequent
academic word families, however, a closer analysis shows that not
all the familymembers of each academicword family in AWL occur
in the same frequency in the whole corpus. For example, the aca-
demic head word paragraph which belongs to the eighth sub-list
due to its frequency in Coxhead’s AWL (2000) has two familymem-
bers (inflected forms); paragraphing and paragraphs. In my corpus
the word type paragraph appears 527 times and can be best placed
in the first sub-list due to its high frequency, whereas its family
member paragraphing occurs only nine times across four corpora.
Thus, overall, only 127 word families (see Appendix B for a com-
plete list ofmost frequent academicword families) out of 570were
relatively evenly distributed across four sub-corpora of CREW, CSI,
SS and TEYL. They might therefore be regarded as a core academic
vocabulary load for the second-year tertiary students.
6. Conclusions and implications
The present corpus-based study of some university textbooks
discussed the lexical text coverage and the frequency distribution
of the words in the textbooks that second-year Azerbaijani English
majors are exposed to. The study aimed to investigate:
• the text coverage that the BNC frequency-based lists provide
to read university textbooks as well as the number of word
families needed to read these textbooks, and
• the frequency distribution and coverage of the AWL words.
The results indicate that the vocabulary frequency levels of the
textbooks among the BNC word family lists is different in each of
the four sub-corpora. First two 1000 high-frequency word families
constitute 88.92% of the tokens of the overall English majors’
corpus which means, if students have a good command of the first
two 1000 high-frequency word families, they can already achieve
the above-mentioned text coverage and benefit from further
learning of high-frequency word families. Compared to the results
of the previous studies done by Laufer and Ravenhorst-Kalovski
(2010) and Nation (2006), the lexical threshold necessary to readand comprehend the textbooks analysed in this study in four sub-
corpora appeared to be smaller (3500–4000 word families for 95%
text coverage and the knowledge of 6500–7000 word families
for the coverage of 98%). However, if we look at the university
textbook corpus (UTC) as a whole, we can see that the second-year
tertiary students actually need a vocabulary size of approximately
9000 word families in order to get 98% text coverage of all the
textbooks in the corpus. Clearly, at a vocabulary size of around
2000 word families, these second-year English majors would
struggle with the textbooks that they have to read and internalise.
Nevertheless, I do not claim that reasonable comprehension can
occur even if students have reached this lexical threshold or if
they have gained that threshold, it will automatically lead to
good reading comprehension. Schmitt et al. (2011) concluded in
their study that broad vocabulary coverage is an essential – but
insufficient – condition for reading comprehension. Their study
showed that even high levels of vocabulary coverage did not lead
to 100% comprehension. This demonstrates that vocabulary is
only one aspect of comprehension. Other factors such as those
involving language proficiency (e.g., grammatical knowledge), the
text length, difficulty, interest in topic, motivation, L1 reading
ability and inferencing skills (Grabe, 2009) all play a part and need
to be addressed by a pedagogy that assists students in improving
their comprehension (Schmitt et al., 2011).
Concerning the frequency distribution and coverage of the
AWL words, the results reveal that, although vocabulary lists
such as the AWL may provide some guidelines for teaching EAP,
individual items occur and behave in dissimilar ways in the corpus
of university textbooks in this particular case. However, apart
from this ‘point of contention’ along the lines of Hyland and
Tse’s (2007) critique of the AWL, there is a point that some of
the textbooks analysed in this study are not quite academic in
terms of their vocabulary content, and that the students need a
focused attentionwith regard to themost frequent academic word
families. This reinforces the idea that, although there is a universal
academic vocabulary, this corpus-based analysis appears to be
a valid reason for developing a tailormade word list for English
majors. Given the coverage of 127 word families in the English
majors’ university textbook corpus, it seems that these academic
words can be directly used as a part of the word list for second-
year English majors who have to read and comprehend texts and
sit for examinations.
The results of this particular study can serve well the language
teachers and the researchers in terms of preparing their students
for reading their textbooks and sitting for the examinations.
The outcomes can first of all, be used to develop a university
word list for English majors which will include all the frequent
academic, low-frequency word families as well as the specialised
and technical vocabulary. Secondly, the outcomes of the analysis of
the Range programme can be used to create less difficult texts for
the second-year tertiary students so that as Coxhead et al. (2010)
point out to help them to tackle the easier version first and then
read a more challenging text. Moreover, the results indicate that
the vocabulary content of some textbooks in certain sub-corpora
are evaluated as relatively easy ones which enable the lecturers
to carefully plan the succession of the courses. In other words, it
is suggested that students are offered the elective course Study
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affordable by these second-year students.
All in all, I believe this corpus-informed study constitutes
resources which, placed in hands of language teachers who are
aware of their learners’ potentials and needs, can significantly
enrich the pedagogic environment.
7. Limitations and further research
Corpus-based studies provide the language researchers and
teachers with up-to-date frequency data which may further shift
the input to be provided during class time. In this sense, this
study served its purpose and provided the language teachers
and researchers with the up-to-date data. However, there are
some limitations observed in this study. Firstly, although I tried
to include and analyse all the second-year university textbooks
used for the elective courses taught at AUL, this corpus appears
to be rather small in size and lacking balance in composition. Of
course,with considerably larger corpora it is possible to drawmore
meaningful data than the ones collected in this study. However,
bearing in mind that the university textbooks corpus (UTC) is
genre-specific (only textbooks are represented) and relevant to
students’ needs, then Iwould claim thatUTC is quite representative
in terms of identifying the frequency distribution of the vocabulary
in a specific tertiary context. Secondly, in this study all the proper
nouns were excluded from the corpus in order to avoid inflated
text coverage figures. It is, however, assumed that the analysis of
the proper nouns might add some extra value to the results.
This corpus-based study explored the frequency distribution
of the both high-frequent and the academic word families. The
range and frequency of words outside the most frequent 2000
word families along the BNC scale as well as non-AWL word forms
(specialised terms and technical vocabulary) in the textbooks
should also be evaluated. Following this, the relationship between
the lexical text coverage of the textbooks and the students’ written
examinations needs to be explored. Since these students have to
sit written examinations on the elective courses described in this
study, the lexical richness analysis of the students’ written papers
might also add some significance to the learners’ use of particular
vocabulary items. Lexical text coverage of the students’ papers
should be explored to observe the percentage and use of both
academic and high-frequent word families in them.
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Appendix A. Selected textbooks
Study Skills (SS) course textbooks
Cottrell, S. (2008). The Study Skills Handbook (3 ed). United
Kingdom: Palgrave Macmillan.
Cottrell, S. (2011). Critical Thinking Skills, Developing Effective Anal-
ysis and Argument (2 ed). United Kingdom: Palgrave Macmillan.
Critical Reading and Effective Writing (CREW) course textbooks
Kurland, J. D. (2014). How the Language Really Works: The
Fundamentals of Critical Reading and Effective Writing. Retrieved
from http://www.criticalreading.com/ (accessed 15 August 2014).Oshima, A. & Hogue, A. (1999). Writing Academic English (3 ed).
United Kingdom: Longman.
Wallace, C. (1992). Reading. Oxford: Oxford University Press.
Communication and Social Interaction (CSI) course textbooks
Garner, A. (1997). Conversationally Speaking. Tested New Ways to
Increase Your Personal and Social Effectiveness. New York: McGraw
Hill.
Lowndes, L. (2003). How to Talk to Anyone: 92 Little Tricks for Big
Success in Relationships. New York: McGraw Hill.
Niernberg, G. I. & Calero, H. H. (2001). How to Read a Person like a
Book. New York: Barnes Noble Digital.
Teaching English to Young Learners (TEYL) course textbooks
Cameron, L. (2001). Teaching Languages to Young Learners. Cam-
bridge: Cambridge University Press.
Philips, S. (1993). Young Learners. Oxford: Oxford University Press.
Scott, W. & Ytreberg, L. (1995). Teaching English to Young Learners.
Harlow: Longman.
Appendix B. 127 most frequent academic word family head-
words
1. abstract 51. element 101. principle
2. accurate 52. emphasis 102. process
3. achieve 53. enable 103. project
4. acknowledge 54. encounter 104. publish
5. adjust 55. energy 105. range
6. adult 56. ensure 106. relevant
7. affect 57. environment 107. require
8. alternative 58. equip 108. research
9. analyse 59. error 109. resource
10. appreciate 60. establish 110. respond
11. approach 61. evaluate 111. response
12. appropriate 62. eventual 112. role
13. area 63. evidence 113. route
14. aspect 64. evident 114. section
15. assume 65. factor 115. select
16. attitude 66. feature 116. series
17. author 67. file 117. significant
18. automatic 68. final 118. similar
19. available 69. focus 119. source
20. aware 70. function 120. specific
21. benefit 71. globe 121. strategy
22. brief 72. goal 122. stress
23. category 73. identify 123. structure
24. challenge 74. initial 124. style
25. chapter 75. instance 125. vary
26. chart 76. instruct 126. visual
27. circumstance 77. interact 127. whereas
28. clarify 78. interpret
29. comment 79. involve
30. communicate 80. issue
31. community 81. item
32. complex 82. job
33. compute 83. label
34. concentrate 84. logic
35. concept 85. major
36. conclude 86. media
37. consequence 87. mental
38. consistent 88. method
39. constant 89. mode
40. contact 90. negative
41. context 91. obvious
42. contrast 92. occur
43. create 93. overall
44. criterion 94. paragraph
45. data 95. participate
46. define 96. perspective
47. design 97. positive
48. display 98. potential
49. draft 99. previous
50. edit 100. primary
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