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ABSTRACT 
A NEW COMPUTATIONAL MODEL TO AUGMENT THE DESIGN OF MICROFLUIDIC 
SEPARATIONS: ELECTRIC FIELD ASSISTED, HYDRODYNAMIC 
CHROMATOGRAPHY 
Jeffrey Wells 
 
 This project encompasses the implementation of a computational model to simulate the 
microfluidic separation of like-charged particles in a continuous flow environment.  By 
accomplishing this task the model can be used to optimize future fractionations by tailoring the 
process parameters to the properties of the target particles.  The primary goal of this project is to 
develop a vectorized code within Matlab® that captures a sufficient quantity of the physics in 
separations to assist with the optimization and design of microfluidic systems. 
This project differs from other computational models in that it utilizes a personal computer to run 
the simulation in an optimized format rather than utilizing a highly parallelized system for the 
computing.  Based on previous literature from computational models of fluid-particle systems a 
model was developed to simulate the separation process.  Computational experiments of 
separation processes were conducted with this model to validate the simulation and to investigate 
the impacts of microfluidic fractionation parameters on the purity and yield of like charged 
particles in a continuous flow environment.  By adapting the input parameters the separation 
results can be customized for the particles in the sample.  The implementation and use of this this 
model can improve the efficiency of separation processes. 
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1 Introduction 
The goals of this thesis are: 
• To develop a computational model of a microfluidic separation process that can 
determine the feasibility of separating like-charged particles in a continuous flow 
environment.   
• The model must capture enough of the physics behind separation processes to produce 
reasonable results. 
• To conduct computational experiments to evaluate the model and to investigate the 
separation of like-charged particles 
• This simulation was produced with Matlab® software; as this package is optimized for 
the use of matrices the code was to be developed in a vectorized form. 
• A limitation of many colloidal simulations is the existence of particle-particle overlap; to 
resolve this a goal of this thesis was to mitigate this overlap condition and, by doing so 
improve the accuracy of the model. 
In order to meet these goals the following questions must be answered. 
1.  What are the physics that drive a separation process? 
2. How is the separation of like charged particles different from other fractionations, and 
how can these differences be utilized? 
3. What other computational models of fluid-particle systems exist and what can they 
contribute to this project? 
4. How do computational systems efficiently perform collision detection and response on 
large numbers of objects? 
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1.1 Motivation	  
In the fields of diagnostics, e.g., therapeutics, cellular biology, the ability to separate and isolate 
specific particle types in a microfluidic system is essential.  The medical field has seen a shift 
toward minimally invasive treatments and point-of-care diagnostics, which require new 
technologies and methods to facilitate such a transformation.  A branch of research and 
development that has grown to meet this need is microfluidics [1, 2]. These devices are capable 
of performing processes and assays previously limited to a laboratory environment.  By utilizing 
these devices and improving their capabilities point-of-care options can increase and improved 
diagnostic systems can be developed.   
This paper will focus on the separation of like-charged particles and the optimization of 
processes using a computational simulation. 
1.2 Clinical	  Diagnostics	  
Current diagnostics rely on laboratory based sample preparation and processing; while this 
method is effective it is tedious and expensive.  A typical lab environment employs several 
technicians to maintain and operate bench-top equipment.  In diagnostics sample preparation is a 
crucial step leading to analysis; it is used to purify the sample and bring the concentration of 
target species to a level that can be detected.  Some of the techniques utilized in clinical 
laboratories are: centrifugation, filtration, distillation, dilution, target amplification, and 
extraction.  An example of a processing procedure is the preparation of a blood sample in a 
clinical laboratory.  The typical processing of a blood sample in a clinical diagnostic lab begins 
with the centrifugation of the sample tube containing the blood of the patient.  This separates the 
blood into three layers: erythrocytes, plasma, platelets and leukocytes.  Following this 
fractionation the samples are further divided into several aliquots for testing.  Each of these 
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samples is used for different evaluations.  The samples may then be mixed with reagents or 
markers before analysis by flow cytometry or ELISA. 
 
Figure 1 – Compilation of images from a clinical diagnostic laboratory.  The upper left displays a technician loading a 
centrifuge with vials of biologic samples.  The upper right shows two technicians viewing results from a test.  In the 
bottom right, two individuals examine a culture dish.  The bottom left shows a technician working with sharps. 
1.3 Microfluidics 
Lab-on-a-chip technologies have developed over the past 2 decades to replace or supplement 
laboratory functions.  These microfluidic devices are small compared to the bench-top equipment 
typically utilized in clinical settings however they have the potential to improve the sample 
preparation process [3].  These devices may be capable of performing one or several laboratory 
functions, reducing the need for larger equipment.  Initially microfluidic devices were primarily 
	   4	  
used in the analysis of samples while pretreatment and processing took place outside the system 
[4].  This focus was driven by the advantages of microsystems over conventional systems, such 
as capillary electrophoresis compared to gel electrophoresis.  The developmental focus has since 
shifted to move the processing and pre-treatment onto chips as well as analytic techniques.  
Figure 2 displays the flow of sample from the raw state through processing, analysis, and 
interpretation.  By combining these steps on a chip the lab space and time for analysis can be 
reduced as well as the required sample volume.  Due to the many techniques used in clinical 
laboratories a lab-on-a-chip device may need to employ several sequential steps and methods to 
prepare and process a sample [5]. 
 
Figure 2 – Diagram of the modular analytic process.  The boxes on the ends correspond to the generic input sample and 
the information gained from it.  The four cylindrical steps in the middle follow the sample from the raw state through 
pre-treatment and processing, after which it is analyzed and interpreted. 
1.4 Sample Preparation 
After a sample is collected from a patient it undergoes a series of preparatory processes before 
analysis.  The first of these steps is raw sample introduction; this involves taking the sample 
from the patient, without any modifications or processing, and introducing it into the system.  
Next the sample is prepared for further processing by pre-conditioning; this may include but is 
Analytical chemistry is an expansive field,
encompassing a myriad of methods and
techniques employed to provide
discrimination of an analyte of interest
from its surroundings. A generic analytical
procedure can be broken down into three
broad categories (Fig. 1): the analytical
principle on which the measurement is
based, the analytical method (i.e. the
concept of optimising the conditions for
the analytical principle chosen), and finally
the analytical procedure (that enc mpasses
all considerations from analyte to
analytical result).
Over the past decade, the concepts of
miniaturization (and in particular the
development of microfluidic sciences)
have been seriously applied to chemical
and biological problems.1 However, to
date, most research has focused on the
downsizing of the analytical principle, with
many of the other necessary analytical
procedures (such as reagent sampling and
sample pre-treatment) still performed off-
chip. This is perhaps unsurprising, since
many of the primary benefits afforded
through miniaturisation lie in improved
performance characteristics of the
analytical principle. For example,
downsizing of capillary electrophoresis
(CE) has repeatedly been shown to yield
distinct advantages when compared to
conventional capillary and slab-gel formats
(such as reduced analysis times2 and
extremely high separation efficiencies3). In
addition, the unique environment provided
by microfluidic syst ms allows for rapid,
efficient and controllable chemical and
biological synthesis (due to the scale
dependence of thermal and mass
transfer).4,5 These fundamental
performance gains have done much to
stimulate interest in the field and drive the
development of microsystems for a wide
range of unit applications. However, the
ability to extract essential information
from a chemical or biological system
alm st always involv s performing a
number of distinct analytical operations in
sequence. Consequently, much recent
focus has centred on the integration of
functional components within monolithic
systems. Lithographic printing techniques
are well-suited to the fabrication of
integrated analytical systems, and indeed
many examples of multistep analytical
procedures have been reported.6,7 A
cursory survey of the literature shows that
most examples of integrated processing
within microfabricated devices have been
directed at linking analytical principles (for
example chemical or biological reactors
with separation modules) rather that
integration with front-end functions (such
as sample extraction and filtration).
Nevertheless, the ability to efficiently
process raw sample (from the laboratory,
the body or the field) and subsequently
perform the required analytical operations
‘on-chip’ will be key in defining the
eventual success and an application of
microfluidic systems.
Sample processing and pre-treatment
can take a number forms depending on the
nature of the system to be sampled. Often
an analyte of interest is accommodated
within an extremely complex matrix (for
example blood). Thus the isolation and
‘clean-up’ of a particular analyte or set of
analytes is desirable under most
circumstances. Typical processes may
include sample filtration, centrifugation,
distillation, dilution, target amplification
and extraction. Successful execution of
these processes is required to ensure that
the analyte is present in a form compatible
with the analytical principle. In addition,
small volumes of sample and reagent
(pL–nL) are representative of most
miniaturized systems. This characteristic
has clear advantages associated with cost
and analytical throughput, but does pose
constraints on appropriate or available
detection methods. Consequently, much
research has focused on the development
of miniaturised and sensitive detection
F O C U S
Dealing with ‘real’ samples:
sample pre-treatment in
microfluidic systems
Andrew J. de Mello and Nigel Beard review issues related to the analysis of ‘real’ samples using
microfluidic chip technology
Lab Chip, 2003, 3, 11N–19N     11N
This journal is © The Royal Society of Chemistry 2003
DOI: 10.1039/b301019h
Fig. 1 Schematic of a generic analytical process.
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not limited to altering the pH, ion concentrations and viscosity to change separation properties.  
Following pre-conditioning, a separation process is used to divide the sample into species based 
on size; an example could be fractioning cells from proteins.  Having narrowed the species in the 
sample it is further separated to isolate a specific colloid or group of species, such as a particular 
protein.  Once the target particle is isolated it undergoes pre-concentration to enable detection by 
the analytic system. 
1.5 Separations 
The separation process selected for a given diagnostic sample is based on the properties of the 
species contained in the sample.  As these properties determine the efficacy of a process, it is 
important to understand the sample type and the particle species typically found within it.  
Separation techniques utilize the unique properties of the target species, referred to as handles, 
that an enable preferential separation of the target species from the bulk material.  These handles 
include physical, chemical, morphologic, and electrical characteristics of the particles [6].   
Physical properties refer to the size, shape and mechanical properties of the species.  Many 
separation methods utilize size as the primary separation handle, including hydrodynamic 
chromatography and filtration.  Another property that impacts separations in a similar manner to 
physical properties is morphology.  Although mammalian cells have similar morphological 
properties there are significant differences compared to proteins, viruses and bacteria.  
Electrical charge is another distinguishing “handle” utilized in separations, most commonly in 
electrophoresis.  By manipulating a charged particle with an external electric field the target 
species can be propelled along the direction of the applied field, independent of the suspending 
medium.  In the case of a flow environment, electrical charge may be manipulated to redirect the 
motion of a colloid from its original streamline in the fluid [6, 7].  Electrical charge also exerts 
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an influence on inter-particle interactions, driving an attractive or repulsive force between 
particles.  These potentials result from dipole-dipole interactions or induced dipoles.  The 
interacting dipoles may be permanent dipoles or could be induced dipoles, created by the 
application of an external electric field.  The affinity of particles has a similar effect as the inter-
particle interactions, resulting in species migration without external interaction.  The 
polarizability of species can be exploited using electrical influences as well; polar and non-polar 
particles can be oriented or directed with electric fields through dielectrophoresis.  
Dielectrophoresis utilizes a non-uniform field to polarize both the particles and the solution to 
generate particle motion, where the magnitude is related to the colloidal polarizability relative to 
the solution [3]. 
Chemical properties that impact and can be utilized in separations include ligand-receptor 
affinity.  Due to the attraction and interaction of these colloids, inter-particle binding can occur 
during separations.  This ligand binding can be implemented in a separation as a technique to 
isolate specific cells.  By tethering ligands to the channel walls, cells with the receptors can bind 
and, similar to leukocyte rolling and tethering, slowly roll through the channel [8].   After the 
tethering and rolling the cells are re-suspended in the fluid and allowed to elute from the 
microfluidic system.  This type of separation is capable of producing high concentrations of the 
target cells from the injected samples [9]. 
During the processing of biological samples certain separations may be limited by the properties 
of the target species.  An example of this is the separation of Monocytes from Platelets.  While 
these particles differ in size they have a similar surface charge, making electric field driven 
separations difficult or ineffectual, especially for high volume samples. 
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Particle separations can be categorized as either batch flow or continuous flow processes.  In a 
batch-flow system a finite bolus of the sample is injected into the device.  This sample then 
undergoes processing that segregates the agglomeration of species into similar groups.  Batch 
flow systems are limited to relatively small samples, which translates into fewer particles in the 
separation.  Examples of batch flow systems are chromatography, electrophoresis, centrifugation 
and filtration.  This type of processing yields high purity but due to the limitations on initial 
sample size the end product is small compared to other techniques. 
A continuous flow system utilizes a continuous injection of sample.  The species to be 
manipulated are separated during their flow through the system and, depending on the separation 
method, are collected at varying points along the way through the system or at different times or 
locations at the device outlet.  The individual species are fractionated using a variety of 
techniques, including pinched flow fractionation, hydrodynamic filtration, and free-flow 
electrophoresis.  Continuous flow separation systems can be efficient, re-useable and capable of 
handling large sample volumes. 
Having touched on the fundamental characteristics of separation methods, it is necessary to 
understand the metrics by which a fractionation process is evaluated.  Separations are evaluated 
based on yield and purity.  Yield is the percentage of target isolated and collected relative to the 
total amount of target in the original sample, as shown in the expression 
   %  𝒀𝒊𝒆𝒍𝒅 =    #  𝒕𝒂𝒓𝒈𝒆𝒕  𝑺𝒑𝒆𝒄𝒊𝒆𝒔𝒊𝑪𝒐𝒍𝒍𝒆𝒄𝒕𝒆𝒅#  𝑺𝒑𝒆𝒄𝒊𝒆𝒔𝒊  𝒊𝒏  𝒐𝒓𝒊𝒈𝒊𝒏𝒂𝒍  𝑺𝒂𝒎𝒑𝒍𝒆    (1) 
where the number of particles collected refers to those captured for analysis, and the number in 
the original sample is the number of colloids injected.  The subscript i identifies the species type, 
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determining the yield of each species injected into the separation channel.  Purity is the 
percentage of a species collected relative to other species in the output. 
   %  𝑷𝒖𝒓𝒊𝒕𝒚 =    #  𝒕𝒂𝒓𝒈𝒆𝒕  𝑺𝒑𝒆𝒄𝒊𝒆𝒔𝒊  𝑪𝒐𝒍𝒍𝒆𝒄𝒕𝒆𝒅𝑻𝒐𝒕𝒂𝒍  #  𝒐𝒇  𝒔𝒑𝒆𝒄𝒊𝒆𝒔  𝑪𝒐𝒍𝒍𝒆𝒄𝒕𝒆𝒅    (2)	  
where the number of a specific species collected is related to the total number of particles 
collected.  A high purity means that the collected sample is mainly composed of the target 
species.  These metrics are useful in the evaluation of separation efficiency; by maximizing these 
values within a process smaller samples can be utilized to obtain the necessary final 
concentrations of particles. 
	  
1.5.1 Continuous Flow Separations 
 
The use of microfluidic devices has typically been limited to batch flow processes however 
developments have increased the utility and prevalence of continuous flow separations.  These 
types of separators have many advantages; first and foremost the continuous nature of the 
process accommodates large sample volumes and maintains separation efficiencies comparable 
to batch separators.  Like batch separators, continuous separators can leverage the same intrinsic 
properties of target species to fraction the sample into components [10].  An illustration 
depicting the differences between batch separations and continuous flow processes is shown 
below. 
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Figure 3 – Comparison of batch flow separations with continuous flow systems.  a) Drawing of a batch flow fractionation 
device and the elution profile for separated species. b) Diagram of a continuous flow system and the elution profile of its 
separated species. 
Many methods of continuous flow fractionation have been developed and while they vary in 
mechanisms of action they all share a few common characteristics.  A sample is driven, typically 
with a buffer fluid, through a channel where its flow is deflected or altered by a force or obstacle 
(Figure 3b).  The combined influences on particle motion facilitate collection as the species elute 
from the end of the channel or at points along the channel, at outlets.  Variations in separation 
techniques require different system configurations to optimize the process.	  
1.5.2 Hydrodynamic Chromatography 
Hydrodynamic chromatography is a separation phenomena similar to size exclusion 
chromatography.  The driving force behind this separation process is a pressure-driven solvent 
flow.  The diffusion of solute particles throughout the channel results in sampling a range of 
fluid velocities from the parabolic flow profile; as these particles traverse the channel they follow 
the fluid streamlines.  Particle diffusion is based on the Stokes-Einstein diffusivity equation, 
shown below.  Due to their size, large particles are limited to the faster flow regions of the 
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Biochemical sample mixtures are commonly separated in batch processes, such as filtration,
centrifugation, chromatography or electrophoresis. In recent years, however, many research
groups have demonstrated continuous flow separation methods in microfluidic devices. Such
separation methods are characterised by continuous injection, real-time monitoring, as well as
continuous collection, which makes them ideal for combination with upstream and downstream
applications. Importantly, in continuous flow separation the sample components are deflected
from the main direction of flow, either by means of a force field (electric, magnetic, acoustic,
optical etc.), or by intelligent positioning of obstacles in combination with laminar flow profiles.
Sample components susceptible to deflection can be spatially separated. A large variety of
methods has been reported, some of these are miniaturised versions of larger scale methods,
others are only possible in microfluidic regimes. Researchers now have a diverse toolbox to
choose from and it is likely that continuous flow methods will play an important role in future
point-of-care or in-the-field analysis devices.
Introduction
The development of microfluidic devices for analytical and
bioanalytical chemistry has, in the last two decades, led to
ground breaking advances in terms of the speed of analyses,
the resolution of separations and the automation of proce-
dures.1–3 Microfluidic chips have proven ideal tools to
precisely handle small volumes of samples, such as proteins
or DNA solutions, as well as cell suspensions.4,5 Additionally,
microfluidic devices can form part of portable systems for
point-of-care or in-the-field detection. In such micro total
analysis systems (microTAS) an entire analytical procedure
can be performed, including sample pre-treatment, labelling
reactions, separation, downstream reactions and detection.
However, to date this ideal case has seldom been realised.
One notable challenge is certainly the fact that on-chip separa-
tions are usually carried out as batch procedures, requiring the
precise injection of a very small amount of sample (nL or less)
into a separation channel for chromatography or electro-
phoresis (Fig. 1a).
An exciting development within the microfluidics commu-
nity has been the investigation of continuous flow separation
methods (Fig. 1b). This concept has gained momentum in
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Fig. 1 (a) A typical batch separation procedure entails the injection
of a small amount of sample into a separati n c lumn a detection
after the separation has been completed, often followed by repeats
to optimise separation parameters. (b) A typical continuous flow
separation procedure: sample is injected continuously together with a
carrier liquid into a wide separation c mber, a force acts at an angle
to the direction of flow and sample components are deflected from
their flow path and thus spatially separated. Separation efficiency can
be monitored in real-time and separation parameters can be varied to
optimise conditions.
CRITICAL REVIEW www.rsc.org/loc | Lab on a Chip
1644 | Lab Chip, 2007, 7, 1644–1659 This journal is ! The Royal Society of Chemistry 2007
	   10	  
channel whereas the smaller particles access the slower flow regions near the channel walls 
(Figure 4).  This results in a higher velocity for the large particles compared to the small particles.  
When the channel is sufficiently long the particles can be separated by size, as the larger 
particles will reach the end before the smaller particles [11]. 
 
Figure 4 – Conceptual drawing of Hydrodynamic Chromatography.  The large particle is limited to the high flow region 
of the channel while the small particle is able to acces slower flow areas.  The diffusion of species results in a higher large 
particle average velocity than the small particles, leading to elution of the large particles first. 
     𝑫 = 𝒌𝑻𝟔𝝅𝜼𝒂      (3) 
The Stokes Einstein diffusivity, D, determines the diffusivity of a particle from its radius, a, the 
fluid viscosity, η, and the fluid temperature, T.  The value k is the Boltzmann constant, 1.3802e-23 
J/K. 
Hydrodynamic chromatography is an effective separation process however it is limited to narrow 
conduits (≤1μm) with the large particle diameters ranging from 0.002 to 0.2 of the conduit size.  
This characteristic restricts the process from higher volume separations [12]. 
1.5.3 Electrophoresis 
Electrophoresis is a separation technique that utilizes an electric field in conjunction with the 
charges of the target species.  This process is based on migration of solutes toward the electrode 
of the opposite charge.  As this technique is based on the Electrokinetic properties of the colloids 
the separation depends on the distribution of charges. 
tography on a chip and consequently also in such separation
methods for large noncharged species. The main reason seems
to be the absence of suitable micropumps, existing only as
prototypes.15 The alternative of applying electroosmosis16 is
problematic for many organic solvents. The latter also cause
problems with glued capillaries used mostly as inlet and outlet
connections. The first LC chip device by Manz17 dates back to
1990. In 1995, Ocvirk18 from the same group performed some
separations but the efficiency was very limited. Only recently,
Kutter,19 Ericson,20 andMcEnery21 have presentedmore promising
results. Despite another fruitful approach called shear-driven
chromatography (SDC) by Desmet,22 the need for pressure-driven
chip systems remains.
So far, the only chip devices for separation of noncharged large
species are microfluidic dielectrophoretic FFF (DEP-FFF)23 and
microfluidic ThFFF,24 suitable for a limited group of analytes.
The crucial problem in chip systems still seems to be the
detection because of the very small sample volumes. One pos-
sibility to increase detection sensitivity would be the use of
extreme aspect ratio channels where the large width ensures more
analyte loadability while shallow depth is needed to preserve
efficiency or in the case of HDC also selectivity. This larger width
would only serve detection in a side-in fashion. However, the large
cross section does improve the possibilities for integrated off-
column detection techniques. This could for instance consist of a
deeper and narrower optical slit at the end of the separation
channel. Apart from recent exceptions,21,22,25 there is no practical
experience with channels of (sub)micrometer depth and large
aspect ratios.
In this paper, we present a novel on-chip HDC system
consisting of an extremely shallow, large aspect ratio separation
channel (1 µm deep and 1000 µm wide) with integrated injection,
fabricated using silicon and glass microtechnology. The main
advantages would be fast analysis, high separation efficiency
because of microfluidic integration, negligible solvent consump-
tion, and potentially easy temperature control due to the shallow
depth. Silicon microtechnology26 should provide the required
almost perfect geometry, rigidity, and compatibility with organic
solvents or high temperature. In the field of microdetectors,
developments are still going on, so a prototype without an
integrated detector was fabricated for tests with fluorescently
labeled materials using FIM imaging. Although, in this case,
straightforward fluorescence detection in the shallow channel is
used, which does not profit from a wider channel, the device is
designed using a width that is as large as possible. The reason
for this is that the fabrication of such a wide, shallow channel is
a technological challenge,27 w ich c ld influence the separation
performance itself. Observation of possible peak distortion in such
channels would assist the future integration of microdetectors.
Further reducing the channel depth should also allow a new
separation mechanism for polymers by chain reptation28 as
pr ed by Tij sen29 i 1992.
THEORY
Basic Principle. In narrow conduits (effective size e1 µm)
with a laminar flow (Figure 1), larger molecules or particles (size
range from 0.002 to 0.2 of the conduit size) are transported faster
than smaller ones as they cannot fully access slow-flow regions
near the conduit walls.4,6 In HDC, this is used for analytical
separation in applications similar to traditional size exclusion
chromatography (SEC). The separation effect occurs in packed
columns or openmicrocapillaries and, as demonstrated here, also
in flat microchannels.
Flat Channel Fluidics. Pressure-driven laminar flow in
channels with rectangular cross sections has been described
analytically.30 For channels with a large aspect ratio, say >10, the
flow velocity is practically uniform over the channel width except
near the edges, while having a parabolic profile over the shorter
dimension. The system can be approximated by infinite planepar-
allel plates separated by a distance equal to the channel height.
The velocity profile over the channel height and the pressure drop
over its length are then30
Here, 〈u〉 is the average velocity of the fluid, y the vertical distance
form the central plane in the channel, b half of the channel
thickness, L the channel length and η the dynamic viscosity of
the fluid.
(14) Harrison, D. J., van den Berg, A., Eds. Proceedings µTAS ’98 Conference;
Kluwer Academic Publishers: Dordrecht, The Netherlands, 1998. van den
Berg, A., Olthuis, W., Bergveld, P., Eds. Proceedings µTAS ’00 Conference;
Kluwer Academic Publishers: Dordrecht, The Netherlands, 2000.
(15) van Lintel, H.; et al. Sens. Actuators 1988, 15, 153-167.
(16) Schasfoort, R. B.M.; Schlautmann, S.;Hendrikse, J.; van den Berg, A. Science
1999, 286, 942-945.
(17) Manz, A.; Miyahara, Y.; Miura, J.; Watanabe, Y.; Miyagi, H.; Sato, K. Sens.
Actuators, B 1990, 1, 249-258.
(18) Ocvirk, G.; Verpoorte, E.;Manz, A.; Grasserbauer,M.;Widmer, H.M. Anal.
Methods Instrum. 1995, 2, 74-82.
(19) Kutter, J. P.; Jacobson, J. C.; Matsubara, M.; Ramsey, J. M. Anal. Chem.
1998, 70, 3291-3297.
(20) Ericson, C.; Holm, J.; Ericson, T.; Hjerte´n, S. Anal. Chem. 2000, 72, 81-
87.
(21) McEnery,M.; Tan, A.; Alderman, J.; Patterson, J.;O’Mathuna, S. C.; Glennon,
J. D. Analyst 2000, 125, 25-27.
(22) Desmet, G.; Baron, G. V. Anal. Chem. 2000, 72, 2160-2165.
(23)Wang, X.; Yang, J.; Huang, Y.; Vykoukal, J.; Becker, F. F.; Gascoyne, P. R.
C. Anal. Chem. 2000, 72, 832-839.
(24) Edwards, T. L.; Gale, B. K.; Frazier, A. B. Anal. Chem. 2002, 74 (6), 1211-
1216. Edwards, T. L.; Gale, B. K.; Frazier, A. B. Proc. 1999 BMES/EMBS
Conf., Atlanta, GA, 1999; p 848.
(25) Han, J.; Craighead, H. C. Science 2000, 288, 1026-1029.
(26) Fintschenko, Y.; van den Berg, A. J. Chromatogr., A 1998, 819, 3-12.
(27) Blom, M. T.; Chmela, E.; Gardeniers, J. G. E.; Tijssen, R.; van den Berg, A.
Sens. Actuators, B 2002, 82, 111-116.
(28) Casassa, E. F. J. Phys. Chem. 1971, 75, 3929-3939.
(29) Tijssen, R. In Theoretical Advances in Chromatography and Related Separation
Techniques; Dondi, F., Guiochon, G., Eds.; Kluwer Academic Publishers:
Dordrecht, The Netherlands, 1992; pp 397-441.
(30) Batchelor, G. K. An Introduction to Fluid Dynamics; Cambridge University
Press: London, 1991.
Figure 1. Principle of HDC separation. Larger analytes cannot
sample low fluid velocities near the channel wall and therefore move
fast r.
u(y) ) 3/2〈u〉#1 - (y/b)
2$ (1)
∆p )
3ηL〈u〉
b2
(2)
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A diffuse layer screens the species according to double layer theory. This screening layer is 
composed of oppositely charged ions and has magnitude equal to that of the solute.   
Electrophoretic systems are typically configured to operate in one or two dimensions.  One-
dimensional electrophoresis most often implemented for the separations of proteins or nucleic 
acids while two-dimensional systems are useful for more complex compounds.  A common 
application of electrophoresis utilizes gels as the solvent or medium that the species travel 
through.  In the realm of microfluidics and separations electrophoresis may be employed to drive 
charged species through a fluid, resulting in a separation gradient by charge.  The species are 
then collected as they reach the end of the system. 
In the field of microfluidic separations capillary electrophoresis has become a prevalent 
technology both in research and clinical settings.  The high separation efficiencies of this 
technique have driven the development of this method, which has demonstrated success in the 
clinical separations [13]. 
Free flow electrophoresis (FFE) is a development on gel and batch flow electrophoretic 
techniques.  This method utilizes a laminar fluid flow in conjunction with an applied electric 
field to influence the particle paths across the channel [14].  By manipulating differences in the 
electrophoretic mobilities of the species they can be directed by the electric field.  The 
electrophoretic mobility, μe, of a colloid is determined by its electrical charge and relationship to 
the surrounding fluid, as shown by 
     𝝁𝒆 = 𝜺𝒓𝜺𝟎𝜻𝜼       (4) 
where εr is the reference permittivity of the solvent, ε0 is the dielectric permittivity in a vacuum, 
8.8542e-12 C2/(J*m).  The other elements of this equation are: the zeta potential, or electrokinetic 
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potential, ζ, which correlates the particle charge to the electric double layer of the fluid, and the 
fluid viscosity, η.  Having determined the electrophoretic mobility of a colloidal particle in 
solution, its motion from an applied electric field is given by 
 
     𝝁𝒆 = 𝒗𝑬       (5) 
where v is the particle velocity, and E is the magnitude of the electric field.  
The typical configuration of this system has the electric field oriented perpendicular, across the 
flow of fluid.  The sample is injected at one of the channel walls and is carried by a carrier fluid 
continually flowing through the system.  The electric field deflects the particles into streams 
according to their mobility; at the end of the channel the fractionated species are collected at 
different locations. 
The efficiency of free flow electrophoresis in a given system depends on the parameters used in 
the setup, most importantly fluid flow rate and magnitude of the electric field [15].  It should be 
noted additionally that the channel dimensions impact the separation properties; however, 
dimensions are less easily adapted to optimize fractionation efficiency than flow rate and electric 
field strength. 
1.5.4 Electric Field-Flow Fractionation 
Field flow fractionation (FFF) is a process capable of separating colloids and particles based on 
multiple properties.  It utilizes a constantly flowing fluid buffer with an additional force applied 
perpendicular to the flow.  This technique is similar to chromatography-based techniques in that 
a single bolus of the sample is injected and the fractionated species are collected as they are 
eluted, as in a batch flow system.  Field flow fractionation differs in its manipulation of colloidal 
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properties, specifically diffusion.  As the external force propels the particles to a wall of the 
channel the diffusive motion of the species lift the particle off the surface.  As the diffusive 
motion of species is determined by their properties the particles will sample different flow 
velocities, similar to hydrodynamic chromatography.  Due to the laminar parabolic nature of the 
fluid flow in FFF the particles closest to the wall will travel at a lower velocity than particles 
diffusing closer to the midline of the channel.  The particles traveling at higher velocity reach the 
end of the channel before the others, allowing collection of individual species [16]. 
Three main modes of field flow fractionation exist: normal mode, steric mode, and hyperlayer 
mode [17].  The normal mode utilizes an applied force to shift the particles to a channel wall 
however the force is sufficiently low to allow diffusive motion of the colloids, which allows the 
elevated diffusive motion observed in small particles (< 1 μm) from Brownian motion to move 
the species from the channel wall to higher velocity regions of flow.  In this modality the smaller 
species elute before larger particles however due to the size limitation many biologic species 
cannot be separated in this manner.  The steric mode of separation is utilized for particles larger 
than 1 μm, where diffusive motion plays a subdued role.  In this technique the particles are 
pinned to the wall by an applied force sufficient and, due to their size the larger particles access a 
higher velocity stream than the smaller particles.  This results in the elution of large particles first, 
followed by small.  The hyperlayer mode, also referred to as the lift mode, utilizes a high 
velocity fluid flow to generate hydrodynamic lift forces that drive the species toward the channel 
midline (Figure 5).  This results in elution in the same order as in the steric mode; large followed 
by small.  Particles from a wide range of sizes, 1 nm to 100 μm can be separated with high 
resolution using these techniques [18]. 
	   14	  
 
Figure 5 – Conceptual drawing of the three modes of electric Field Flow Fractionation.  Left) The normal mode, a low 
force and diffusive motion of particles drive the separation.  Middle) Steric mode, a high force and hydrodynamic effects 
drive the fractionation. Right) Hyperlayer mode, high flow rate and force lift and separate the particles by hydrodynamic 
forces 
FFF utilizes several mechanisms to drive the force perpendicular to the flow including thermal 
gradients, cross flow of fluids, magnetism and electric fields.  Electric field flow fractionation 
(EFFF) in particular has been cited for its utility in biological separations [19].  Its capabilities 
have been demonstrated on cells, colloids and organelles, differentiating it from the limitations 
of electrophoretic separations.  Like free flow electrophoresis this technique uses the electric 
mobility to propel the particles with an electric field [20].  This exerted field drives the species to 
the wall where one of the free flow fractionation modes separates them.  The elution of species 
from an EFFF system resembles a batch flow system; the separate species reach the end of the 
channel at different times.  Even though this differs from continuous flow techniques electric 
field flow fractionation has the ability to separate species at higher resolution than other methods.	  
1.6 Separation of like charged species 
In a solution of like charged particles available separation techniques are limited, specifically 
those utilizing charge as the separating handle like electrophoresis.  Charge based techniques 
may be utilized in batch separation systems however in a continuous flow environment the 
species become may become congested if the electrophoretic mobilities of the species are similar, 
decreasing the efficiency of the system.  In addition to the implementation of an electric field, the 
colloidal interactions can be utilized to aid in the separation.  Electrostatic forces between 
species play a key role in the physico-chemical properties of the solution [21].  Derjaguin, 
Please cite this article in press as: Messaud FA, et al. An overview on field-flow fractionation techniques and their applica-
tions in the separation and characterization of polymers. Prog Polym Sci (2009), doi:10.1016/j.progpolymsci.2008.11.001
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Fig. 2. Schematic representation of different modes of operation that can
occur in FFF.
flowvelocity increasing fromnear zero at the channelwalls
to a maximu at the centre of the channel (Fig. 1b). The
perpendicularly applied force drives the sample toward the
accumulationwall. A counteractingdiffusive forcedevelops
due to the concentration build up at thewall and drives the
analyte back towards the centre of the channel. When the
f rces balance, steady tate equilibrium is re ched and an
exponential analyte concentrationprofile is built up. Reten-
tion occurs when analytes reside in flow velocity zones
slower than the average flow velocity of the carrier liq-
uidpassing through the channel. Separationoccursbecause
different analytes reside in different flow velocity zones.
The normalmode of separation, inwhich diffusion plays
an important role in controlling com on nt d stribution
across the channel, is the most widely used mechanism
[12,16]. A schematic illustration of the basic principle of
normal mode FFF separation and a typical resulting frac-
togram are shown in Fig. 1. The fractogram is a detector
response versus elution time (or elution volume) curve.
Analytes can be separated by different mechanisms
(modes of operation) in FFF that arise fromdifferent oppos-
ing forces The mode of operation determines the elution
order of analytes, along with other separation charac-
teristics uch as selectivity and resolu ion. Three widely
used modes that can be implemented in any FFF tech-
nique are normal, steric, and hyperlayer [11,16,25] and are
shown in Fig. 2. The normal mode (based on Brownian
motion of the analyte in the channel) is usually used for
analyte sizes smaller than∼1!m. Smaller component pop-
ulations accumulate in regions of faster streams of the
parabolic velocity profile and elute arlier than larger com-
ponents. Steric mode is applicable for components larger
than∼1!mwhere diffusion becomes negligible and reten-
tion is governed by the distance of closest approach to the
accumulation wall. Small particles can approach the accu-
mulationwallmore closely than largeparticles and thus the
former’s centre of mass is in the slower flowing stream-
lines. The elution order in steric mode is from largest to
smallest. Finally, lift or hyperlayermode is one inwhich lift
forces drive sample components to higher velocity streams
located more than one particle radius from the accumula-
tion wall. These hydrodynamic lift forces occur when high
flow velocities are used. The elution order is the same as in
the steric mode. Most polymers are separated by the nor-
mal mode mechanism because their dimensions are less
than 1!m [12,16].
The terminology used to describe different modes of
operation is historically based and follows the develop-
ment of FFF. The “normal” mode was the first observed
mode of operation [16]. The term “steric” evolved later to
describe a second separation mechanism observed when
FFF was extended to >1!m particles [26]. As the flow rate
was increased to shorten the analysis time, it was observed
that the micron-sized particles eluted significantly earlier
than predicted by the steric mode retention time equation.
It became evident that these particles’ centers ofmasswere
located in flow streamswell above one particle radius from
the FFF accumulation wall [27]. This led to the introduc-
tion of the term “hyperlayer” to describe the formation
of analyte layers above the channel wall as a result of
two opposing forces [28]. While steric mode separations
are experimentally achievable, most separations involving
icron-sized analytes are usually, partially if not entirely,
in the hyperlayer mode.
2.2. Fields and channel geometries in FFF
Various fields have been used in FFF depending on
the nature of the material to be analyzed. The criteria
for an effective field are sufficient strength and selectivity
to achieve separation, and ease of implementation. Each
type of field interacts with a different physicochemical
property of the analyte [12,16]. Typical fields include a
cross-flow stream, temperature gradient, electrical poten-
ial, centrifugal force, gravitational force, dielectrophoretic,
standing acoustic wave and magnetic fields. These give
rise to several FFF techniques including flow (FlFFF),
thermal (ThFFF), electrical (ElFFF), sedimentation (SdFFF),
gravitational (GrFFF), dielectrophoretic (DEP-FFF), acous-
tic (AcFFF) and magnetic (MgFFF) field-flow fractionation.
Analyte retention and separation in these different FFF
techniques are achieved according to different analyte
properties such as size, thermal diffusion, charge, density,
mass, and magnetic susceptibility [11,12,16,25,29–31]. Of
these techniques, FlFFF, ThFFF, and SdFFF are commercially
available with the first two being the workhorses for poly-
er separation and analysis.
Field strength is the most important experimental con-
dition in FFF because it has a strong effect on the resolution
and separation time. With field programming, the field
strength is changed according to a decay function over the
course of the analysis. Field programming is useful when
studying broad distributions of molar masses or particles
[11,25,32,33]. It is used to optimize resolution and anal-
ysis time, and enhance the detectability of fractionated
analytes. Several types of field programming have been
used including linear, parabolic, exponential, and step-wise
decay functions [11,16,25,32–35]. Field programming in
FlFFF and ThFFF is implemented by reducing the cross-flow
rates and temperature gradients, respectively. Generally,
for lower mass and smaller particles higher field strength
is required.
The FFF channel is constructedby clamping a thin spacer
(usually of Mylar or polyimide) with the desired geomet-
ric cut-out between two blocks with flat surfaces. The
block material must be compatible with the carrier liquid
and transmit the applied field. The ribbon-like channel in
Fig. 1a is the most commonly employed channel geometry.
With this ribbon-like structure a perpendicular orienta-
tion of most fields can be achieved. Because diffusion is
a slow process, the channel thickness (w) must be small
enough that the sample reaches equilibrium in a reason-
able short time. The length of the channel (L) needs to
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Laundau, Verwey, and Overbeek (DLVO) theorized that these interactions consist of repulsive 
and attractive forces, based on the distance between species.  The attractive van der Waals force 
is based on the Hamaker constant and the separation between the particles [22].  The attractive 
force between two plates is given in the equation:  
     𝑼𝑽𝑫𝑾 = − 𝑨𝑯𝟏𝟐𝝅𝒉𝟐     (6) 
where h is the separation between the plates and AH is the Hamaker constant.  The repulsive 
component of DLVO interactions is based on a combination of fluid and particle properties.  The 
resulting potential serves as a repulsive force between particles as a function of separation 
distance, given by: 
   𝑼𝑬𝑫𝑳 = 𝟑𝟐𝜺𝟎𝜺𝒓𝜿𝜸𝟏𝜸𝟐 𝒌𝑻𝒛𝒆 𝟐 𝐞𝐱𝐩 −𝜿𝒉     (7) 
where ε is the electric permittivity, γ represents the surface charge of the particles, and κ is the 
inverse Debye length.  The values k, T, z, e, and h are the Boltzman constant, solution 
temperature, valence of the electrolyte solution, electron charge, and separation distance between 
interacting surfaces, respectively.  The combination of these potentials yields the attractive and 
repulsive phenomena cited by DLVO. 
In 2007 a research team at Beilfeld University in Germany investigated the use of a pulsed 
electric field to separate like charged particles.  In their research they found that such species 
could be effectively divided into individual types.  They noted that when the pulsed field was 
applied the particles traveled in opposite directions.  Although the mechanism behind this 
phenomenon is not entirely understood they believe that it is related to thermal noise within the 
system.  Research such as this suggests that novel uses of electric field mediated separations may 
be increasingly useful in the separation of like-charged particles [23]. 
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1.7 Computational Modeling of Separations 
Due to the complexity of separation processes and the numerous variables that contribute, 
computational models are useful to set up and validate experiments and procedures before 
performing them in a laboratory setting.  In order to ensure the model accurately represents the 
process it is necessary to capture a sufficient amount of the system’s physics.  This includes the 
properties of the fluid and particles, as well as the system dimensions, flow characteristics, and 
external influences contributing to the separation.  By assembling these parameters in an 
algorithm a separation can be tested and calibrated to achieve optimal fractionation of species.  
In addition to testing and validation, computational models can augment the design of 
microfluidic devices by running experiments prior to manufacture.  The application of modeling 
to design processes has the potential to greatly improve development of quality devices. 
Several approaches exist for the computational modeling of complex particle systems.  Finite 
element analysis software, such as COMSOL® simulates the entire system as a mesh, where 
forces and changes impact all other aspects of the system through fluid-particle and particle-
particle coupling.  Additional numerical methods have been developed to simulate these solvent-
solute interactions using a variety of programing languages and development platforms. 
1.7.1 Multi Particle Interactions 
In order to accurately model a dynamic fluid-colloid system the interactions between particles 
must be accounted for.  During the transport of solutes the fluid and inter-particle forces will 
contribute to the separation [24].  These forces may result from particle collisions with other 
particles or system boundaries, as well as electrostatic and Van der Waals forces.  To account for 
these contributions to colloidal movement a solution technique must be selected.  Several 
theoretical and computational models for these interactions exist, a few of which will be briefly 
described below. 
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1.7.2 Molecular Dynamics 
In order to account for the interactions of particle and fluids the system can be simulated as 
molecules and particles in a molecular dynamics (MD) model.  This method simulates each 
molecule in the system and utilizes the interaction potentials between molecules to determine the 
inter-particle forces [25].  Although this type of simulation has a high degree of accuracy the 
model is computationally expensive due to the number of interacting particles. 
1.7.3 Brownian Dynamics 
The diffusion of particles from Brownian motion describes the transient distribution of colloids 
throughout a volume.  By quantifying this particle travel in a computational simulation, complex 
systems can be modeled and better understood.  Brownian dynamics primarily analyses the 
propagation of particle trajectories through a solution by diffusive motion.  These particles are 
typically assumed to be non-interacting; the particle paths are independent, modeling the system 
as isolated colloids [26].  Particle motion is determined by the Stokes-Einstein diffusion 
coefficient and the net force applied to the particle.  During the calculation, the diffusion 
coefficient is multiplied by a random value to maintain a linear variance [27].  The particles are 
initially inertialess during each time step, eliminating momentum from the calculation.  During 
the evaluation of Brownian dynamics a sufficiently small time step is selected to minimize the 
particle motion during any one increment of travel. 
The solution to Brownian dynamics is based on the Langevin equation for motion, 
    𝑚𝑟 = 𝐹!"#$% + 𝐹!"#$%&'%     (8) 
where m is the particle mass, 𝑟 is total acceleration, and F represents net Brownian force and 
other forces acting upon the particle.  By assuming that the time-averaged Brownian force equals 
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zero and integrating this equation across the time steps of the simulation the particle motion is 
found [28].  This particle motion, Δr, calculated from this model is given by 
    ∆𝑟 = !"!" ∆𝑡 + 𝑆 = !!!"# ∆𝑡 + 𝑆    (9) 
where D is the Stokes-Einstein diffusivity, F is the net force applied to the particle, k is the 
Boltzmann constant, T is the solution temperature, and S is the stochastic term for Brownian 
motion [29].  In the right portion of the equation, D/kT has been replaced by the term for Stokes 
Drag, where μ is the fluid viscosity and a is the particle radius.  The stochastic component of 
Brownian motion is given by 
     𝑆! = 2𝐷∆𝑡      (10) 
where D is the Stokes-Einstein diffusivity and Δt is the duration of the time step, as given by the 
Ermak-McCammon equation [30].  The time steps for these simulations are small, typically on 
the order of several thousandth of the total simulation time. 
1.7.4 Lattice Models 
Another model utilized in the simulation of fluids and particles is the lattice Boltzmann model.  
This utilizes a fixed lattice that fluid particles travel along.  Colloidal particles diffuse and flow 
freely through the volume, impacted by interplay with fluid particles.  Particle interactions occur 
when multiple particles arrive at the same point.  The resulting collision dynamics are typically 
elastic to maintain momentum but may account for additional inter-particle forces.  A limiting 
factor of lattice models is Galilean invariance as the particle motion is fixed to a grid. 
1.7.5 Direct Simulation of Monte Carlo 
Direct Simulation Monte Carlo (DSMC) is a fluid simulation that models the system as particles.  
These particles represent regions of fluid and are assigned position and velocity values that 
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iterate through a series of time steps.  In this model each time step consists of a streaming phase 
and a collision phase.  The system is divided into a grid; the particles within any given grid box 
can collide [31].  Collisions are between pairs of particles and are determined using a probability 
model.  DSMC simulations represent the bulk fluid body; however, they are computationally 
expensive.  Additionally, the model is targeted towards fluid simulations rather than fluid-
particle interactions. 
1.7.6 Stochastic Rotation Dynamics 
Stochastic Rotation Dynamics (SRD), also known as multi-particle collision dynamics, is a 
relatively new model of particle dynamics that accurately models the solute-solvent interactions.  
This technique captures both the fluid influences on the particle as well as the particle influences 
on the fluid.  Unlike the Lattice-Boltzmann methods this simulation allows for free flowing 
solute and fluid independent of a lattice or node based system. 
The fluid is modeled as points or particles of infinitely small volume.  This fluid is then 
subjected to two phases: a streaming step where the particle velocities are determined and 
applied, and a multi-particle collision dynamics (MPC) step where the fluid-fluid interactions are 
taken into account.  In this model the MPC phase is determined using a lattice to divide the 
volume into Wigner-Seitz cells.  The particles within each grid region are rotated using a random 
rotation matrix, with the rotation of each cell independently generated [32]. 
The solute components are similarly modeled as particles with two phases of motion; however 
these particles have a finite volume and mass [33].  These particles are subjected to the random 
rotation of the solvent particles but have an additional solute-solute interaction through a 
Lennard-Jones potential. 
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In order to capture the dynamic interactions of the fluid and particles a random shift is applied to 
the Wigner-Seitz cells during each time step to maintain Galilean invariance [34].  This model is 
highly accurate at capturing the multi-particle dynamics of colloidal systems however is 
computationally expensive due to the particle representation of the fluid.  Stochastic rotation 
dynamics have been evaluated and with complex shapes such as DNA in microfluidic 
separations [35].  In this simulation the computational results were confirmed by experimental 
data, supporting the accuracy of this model. 
1.8 Current Separation Models 
Several models have been developed and validated for separation processes.  Free flow 
electrophoresis is a commonly utilized separation technique and the physics governing it are 
documented.  A model for protein separation by FFE was developed under the hypothesis that 
such a simulation could aid in the selection of system geometries and simulation parameters [36].  
This model was based on the mass-transfer flux of the species and the contribution of the electric 
field through the electrophoretic mobilities of the particles.  Additionally a hydrodynamic 
component was included to account for the fluid-particle interactions.  This model succeeded in 
simulating a protein separation however had limited experimental data to validate the results.  
Although limited in that sense, the model supported the hypothesis that computational modeling 
could aid in the determination and optimization of separation parameters. 
Field flow fractionation has been modeled to improve the efficiency and efficacy of separation 
processes.  A collaboration of researchers as Baxter Healthcare, Proctor and Gamble, and CFD 
Research developed a simulation of dielectrophoretic FFF systems [37].  Due to the complexity 
of such a separation a simulation can aid in the understanding of the forces acting on the particles.  
The goal of this model was to assist in the selection of geometry and simulation parameters in 
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order to improve performance.  The separation in this model is driven by Navier-Stokes fluid 
flow in conjunction with the dielectrophoretic force.  The algorithm used assumes small particles 
in a point-particle model.  The iterative portion of the simulation utilized a resolved-particle 
method, determining and applying flow interactions and electric field contributions to the 
particles in each time step.  This model was not directly compared with experimental data 
however the distribution of species throughout the system agrees with the theoretical results. 
The use of computational simulations of separations potentially holds a key role in the 
development of improved processes.  By using models to gain a better understanding of these 
processes efficiency can be increased.  Additionally these models can be used in the design of 
separation systems, validating and optimizing the process computationally. 
1.9 Project Overview 
Computational simulations of bioseparation processes are typically performed on high power 
computers.  Although models exist for personal computers they are often tedious or limited by 
memory and processing capacity.  Certain software platforms exist with the capability to handle 
complex simulations and calculations; one such program is Matlab®.  It has been utilized for 
modeling fluid systems, often in conjunction with another program such as COMSOL however if 
optimized properly Matlab® can handle separation simulations.  By capturing enough of the 
physics in a separation process within the simulation accurate results can be produced, leading to 
more efficient and optimized systems.  Such a simulation could assist in the calibration of 
existing separation systems as well as in the design of new systems. 
The simulation developed in this thesis models the separation of large and small particles in a 
microfluidic system and aims to answer the question: Can like-charged solutes be separated with 
high yield and purity in a continuous flow environment? 
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The goals of this project include (1) writing a simulation that captures a sufficient amount of the 
physics to respond to the hypothesis, (2) conduct computational experiments with the model to 
determine validity, (3) utilize vectorized code within Matlab®, (4) design the simulation such 
that particle-particle overlap is eliminated.  By accomplishing these goals a simulation will be 
produced capable of representing a separation process on a personal computer. 
In the next sections, the following topics will be discussed. 
• Development of the computational model 
• Testing and Validation 
• Results 
• Conclusion 
2 Model Development 
This section discusses the development of the computational model.  MATLAB was selected as 
the software package to handle the simulation.  This program has a built-in library of functions 
and capabilities that aid in the construction of the code.  The purpose of this model was to 
simulate the separation of like-charged particles in a continuous flow environment.  Research 
suggested two techniques that were identified as potentially advantageous in this type of 
simulation: electric field flow fractionation and free flow electrophoresis.  Both of these 
separation methods utilize the electric charge of the particles and have a similar apparatus, the 
primary difference being the manner of particle elution from the system.  To review, these 
systems utilize a continuously flowing buffer fluid through the channel; the sample is injected at 
the channel entry near a wall and an electric field either deflects the particle paths or pushes them 
to channel wall.  As the mechanics and physics behind both of these techniques are similar it 
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seemed reasonable to design the simulation such that it was capable of modeling either technique 
with minimal alteration.  The outputs of this simulation are an animated visualization of the 
separation process (the particles traveling through the channel), the yield and the purity of 
species collected by the system. 
2.1 Particle Modeling 
Having determined the type of simulation to be modeled, the algorithm and technique to 
represent the process were selected.  This model was influenced by Brownian dynamics, 
molecular dynamics, direct simulation Monte Carlo, and stochastic rotation dynamics.  Initially 
simulations directly based off of DSMC and SRD were investigated, but were eliminated due to 
the computing power required for these models.  A Brownian dynamics type approach was 
selected for the simulation; however, an adapted model was developed.  The model utilized 
aspects of DSMC and SRD, particularly the two-phase particle motion.  In this model, and unlike 
the point-particle method used in molecular dynamics, the particles have a volume that utilized 
in the calculation of inter-particle dynamics. 
Brownian Dynamics formed the foundation of this simulation; however, it was inspired by 
several other methods.  The three models contributing to this project, MD, DSMC, and SRD all 
modeled the fluid as particles traversing the channel; however, in this Brownian dynamics type 
model, the solvent is treated as a stochastic kick.  This models the fluid influence on the particles 
as a statistical kick by Gaussian statistics.  By representing the fluid in this manner rather than by 
solvent particles, such as in MD, DSMC, and SRD, computational time is saved.  Regardless of 
the type of model used, the type of flow plays a key role in the separation dynamics.  For 
microfluidic devices the dimensions support the assumption that flow through a channel is 
laminar and parabolic. 
	   24	  
By combining the fluid and particle components of this system using super-position the model 
construction can begin.  As stated above this simulation was inspired by and implemented the 
two-phase particle motion utilized in other models [38].  These two phases are Particle Motion 
and Particle Interaction; both phases occur within each time step of the simulation.  The particle 
motion phase includes of the application of forces and resulting displacements to the particle 
from sources excluding other particles.  These include the application of fluid velocity, diffusion, 
and external forces like electric fields. The particle interaction phase accounts for the inter-
particle reactions: repulsion energy and collisions. 
Due to the iterative nature of this simulation, the resolution of the time steps plays an important 
role.  The total simulation time is determined by the residence time, found by dividing the total 
channel volume by the volumetric flow rate.  The simulation time is divided by the number of 
steps, input by the user, to determine the length of the time steps. 
2.2 Particle Motion 
2.2.1 Diffusion 
Particles in a fluid diffuse freely, following random trajectories due to the influence of Brownian 
particles.  This phenomenon is present in all separations.  One such method that directly utilizes 
diffusion is the normal mode of field-flow fractionation, where the diffusive motion of small 
particles is significantly greater than that of large particles, resulting in separation of species by 
diffusivity.  Stokes and Einstein characterized and described the diffusivity of particles (Eqn. 3) 
utilizing the fluid properties (temperature and viscosity) and the particle size to determine the 
motion of the particle from diffusion [39].  The colloidal motion resulting from this equation 
supports the elevated diffusive potentials that small particles have over large species. 
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In order to simulate this computationally a random walk is calculated for the solute particles; this 
results in motion along a single vector.  This displacement, modeled as a random kick, represents 
the self-diffusion of a particle from the Brownian forces upon it.  The equation below shows the 
calculation of the kick magnitude from the Stokes Einstein diffusivity, D, given in Eqn. 3.   
     𝒌𝒊𝒄𝒌 =    𝟐 ∗𝑫𝚫𝒕     (11) 
The value generated from this is then multiplied by a random value to simulate the Brownian 
motion of the fluid.  This random kick is generated in each of the three Cartesian directions for 
each particle; by combining these, the three-dimensional diffusive motion is determined.  During 
each time step this kick is randomly generated for all particles in the simulation, contributing to 
the total motion of colloids throughout the model.  This random kick is traditionally the 
foundation of Brownian dynamics. 
2.2.2 Electric Field Contribution 
The primary force driving the separation of injected particles is the applied electric field.  In 
literature, free flow electrophoresis and electric field flow fractionation been demonstrated in 
several techniques and configurations to fractionate species based on charge and size.  In this 
model the application of an electric field is intended to deflect and move particles to a different 
location or path through the channel.  Particles are driven by the action of the electric field on 
their electrophoretic mobilities [40].  Eqn. 4 shows the calculation of the electrophoretic mobility 
from the zeta potential of the colloid and the fluid viscosity.  The zeta potential, or the 
electrokinetic potential, is determined by properties of the particle and of the fluid as shown: 
     𝜻 = 𝒒𝜺∗ 𝟏𝒓! 𝟏𝝀𝑫      (12) 
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This calculation utilizes the surface charge of the particle, q, the electric permittivity constant, ε, 
the particle radius, r, and the Debye screening length, λD.  The Debye length is a value associated 
with the electric double layer of the solvent.  It is a calculated value relating the properties of an 
electrolyte solution to the size of the double layer of a charged particle.  This screening length is 
given by: 
     𝝀𝑫 = ( 𝜺∗𝑹𝑻𝟐𝑭𝟐𝒛𝟐𝒄).𝟓     (13) 
where ε is the electric permittivity, z is the valence number of the electrolyte in solution and c is 
the concentration of the electrolyte.  The values R, F, and T in the equation are the gas constant, 
8.314 (J/mol*K), Faraday’s constant, 9.6487e4 (C/mol), and the solution temperature in Kelvins, 
respectively. 
Having determined the electrophoretic mobility of charged species the influence of the external 
electric field can be approached.  This field is applied in the form of a voltage drop across the 
channel; the field strength is calculated by 
     𝑬 = 𝑽𝒉      (14) 
where V is the voltage applied to the channel, and h is the dimension of the channel in the 
direction of the applied field.  By combining the electrophoretic mobility and electric field 
strength, the movement as a result of the applied field is calculated 
     𝒀𝒆 = 𝑬 ∗ 𝝁 ∗ 𝒅𝒕    (15) 
where E is the magnitude of the applied electric field, μ is the electrophoretic mobility of the 
particle and dt is the time step during which motion occurs. 
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2.2.3 Velocity 
The component of the simulation responsible for driving the particles down the length of the 
channel is the fluid velocity.  As previously stated, this model utilizes a laminar, parabolic flow 
profile.  There are multiple potential approaches to determine the fluid influence on the particle; 
a common technique is utilizing the fluid pressure and the drag on the particle to calculate the 
velocity [41].  In this model it is assumed that particles follow the fluid streamlines on which 
their centroids reside.  This assumption simplifies the solution of particle and fluid velocities, as 
the fluid velocity equals the particle velocity at that point.  With this method it is only necessary 
to calculate the velocities of the particles.  This technique was chosen in response to the complex 
geometries of channels in order to mitigate the computationally expensive velocity calculations.  
Unlike macro-scale fluidic system where round conduits and tubing are commonly utilized, 
microfluidic devices often have rectangular geometries (Figure 6).  Largely this is a result of 
micro-manufacturing processes where etching and lithography are the preferred techniques.  This 
rectangular geometry confounds the calculation of the velocity profile; unlike round channels 
where the velocity of any given point is a function of the radial distance from the center, this 
requires a complex summation to account for the y and z coordinates of the flow, assuming that 
flow is in the x-direction [42].  Solutions to this velocity profile have been developed by two 
independent researchers: Pozrikidis and Bruus [43, 44]. 
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Figure 6 – Sketch of the velocity profile for laminar flow through a rectangular channel. a) Cross sectional view of the 
velocity distribution looking in the direction of flow; velocity is constant around the topographic tracings with higher 
velocities in the center and low velocity near the channel walls. b) Cross section looking across the flow in the z-direction. 
c) Cross section of the flow looking from the y-direction [44]. 
The solutions from both researchers were included in the simulation; however, only one can be 
utilized at a time.  The reason for the inclusion of both was to validate the accuracy of the system.  
Both remain included purely to demonstrate that two different approaches to the problem yield 
the same result.  The Bruus solution is given: 
   𝒖𝒙 𝒚, 𝒛 = 𝟒𝟖𝑸𝝅𝟑𝒉𝒘 ∗ 𝟏𝒏𝟑 𝟏! 𝐜𝐨𝐬𝐡 𝒏𝝅𝒚𝒉𝐜𝐨𝐬𝐡 𝒏𝝅𝒘𝟐𝒉 𝐬𝐢𝐧 𝒏𝝅𝒛𝒉!𝒏,𝒐𝒅𝒅𝟏! 𝟏𝟗𝟐𝒉𝒏𝟓𝝅𝟓𝒘 𝐭𝐚𝐧𝐡 𝒏𝝅𝒘𝟐𝒉!𝒏,𝒐𝒅𝒅    (16) 
where ux is the fluid velocity at the location given by the coordinates y,z; the values h and w are 
the height and width of the rectangular channel, respectively.  Q is the volumetric flow rate 
through the channel and n is the summation step.  For the sake of computational brevity the 
summations were conducted to a finite value.  Having determined the particle velocities they are 
converted to displacement by multiplying them by the time step and added particle motion phase. 
In this simulation the particle motion phase is limited to diffusive motion, electric field mediated 
motion and velocity.  Having discussed the calculation of these components, the travel associated 
with the particle motion phase can be calculated and the particle locations updated in the model. 
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Figure 2.8: (a) Contour lines for the velocity field vx(y, z) for the Poiseuille flow problem
in a rectangular channel. The contour lines are shown in steps of 10% of the maximal
value vx(0, h/2). (b) A plot of vx(y, h/2) along the long center-line parallel to ey. (c) A
plot of vx(0, z) along the short center-line parallel to ez.
A solution to the problem must satisfy that for all values of n the nth coe±cient in the
pressure term Eq. (2.39) must equal the nth coe±cient in the velocity term Eq. (2.41).
The functions fn(y) are therefore given by
fn(y) = 0, for n even, (2.42a)
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To determine fn(y), for n being odd, we need to solve the inhomogeneous second order
diÆerential equation (2.42b). A general solution can be written as
fn(y) = f
inhom
n (y) + f
homog
n (y), (2.43)
where f inhomn (y) is a particular solution to the inhomogeneous equation and f
homog
n (y) a
general solution to the homogeneous equation (where the right-hand side is put equal to
zero). It is easy to find one particular solution to Eq. (2.42b). One can simply insert the
trial function f inhomn (y) = const and solve the resulting algebraic equation,
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The general solution to the homogeneous equation, f 00n(y) ° (n2º2/h2) fn(y) = 0 is the
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The solution fn(y) that satisfies the no-slip boundary conditions fn
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2.3 Particle Interactions 
The particle interaction phase of the model is comprised of the interplay between particles.  
These reactions may result from direct contact between particles (collisions) or from proximity, 
which manifests itself as an interaction potential.  One of the goals of this thesis was to 
implement a zero-overlap condition for particles in the model.  The next sections relating to the 
particle interaction phase serve to accomplish this goal by modeling the particles as physical 
objects with a fixed volume.  In conjunction with repulsion potentials and kinetic collision 
simulations these particle models will interact in a similar manner to that documented 
experimentally. 
2.3.1 Distance Calculations 
The first step in solving for inter-particle interactions is determining the pairwise distance 
between particles in the system.  Once the distance is calculated the interplay between particles 
can be calculated.  The pairwise distance between all particles is determined using the Euclidean 
distance calculation.  The point-to-point distance, d, in a three-dimensional system is given by  
   𝒅 =    𝒙𝟐 − 𝒙𝟏 𝟐 + 𝒚𝟐 − 𝒚𝟏 𝟐 + 𝒛𝟐 − 𝒛𝟏 𝟐   (17) 
where x, y, and z are Cartesian coordinates of particles.  The indices 1 and 2 denote the colliding 
particles. In order to account for the surface-to-surface distances the particle radii, r, are added to 
Eqn. 17, as shown. 
   𝒅 =    𝒙𝟐 − 𝒙𝟏 𝟐 + 𝒚𝟐 − 𝒚𝟏 𝟐 + 𝒛𝟐 − 𝒛𝟏 𝟐 − 𝒓𝟏 + 𝒓𝟐  (18) 
Having established the inter-particle distances the information can be utilized to calculate 
collision interactions and reaction potentials. 
Another key component of the distance calculation portion of the simulation is the enforcement 
of channel boundaries.  As particles are driven through the modeled channel their diffusion and 
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interactions bring them close to the system walls.  Just as particles cannot be allowed to overlap 
other particles they cannot cross system boundaries.  In order to prevent this, the distance 
between particles and walls are monitored.  If a colloid approaches a wall a reaction is triggered 
in the collision system to prevent the species from passing through a wall.  This distance is 
determined by 
    𝒅𝒘𝒂𝒍𝒍 = 𝒉− 𝒛+ 𝒓𝒛− 𝒓𝒘− 𝒚+ 𝒓𝒚− 𝒓      (19) 
where y and z are particle coordinates within the channel, h and w are the height and width of the 
channel.  The distances d and dwall are used in the next steps of the collision simulation. 
2.3.2 Kinetic Collisions 
In the case that the distance d provided by the distance calculations is less than zero a kinetic 
collision is calculated between the interacting species.  The development of this interaction step 
is based on all particle motion leading to the collision, namely the motion in the particle motion 
phase.  When overlaps occur between particles they are treated as particle-particle collisions.  
Although it is reasonable to assume that a particle could collide simultaneously with multiple 
particles the simulation does not observe this case and each interaction is treated as a pair-wise 
collision.  In a three dimensional system the collision of particles results in new velocity vectors 
and can result in a particle rotation [45].  In this model the particle collisions are considered 
frictionless, thereby eliminating the need for rotational motion terms in the algorithm[46].  It is 
assumed that the impact of particle rotation has a minimal, if any, effect on the accuracy of this 
simulation.  The potential implications of particle rotation could include hydrodynamic effects 
on the fluid or additional momentum transfer to other particles during inter-particle interplay; 
however, in this simulation the particles do not impact the fluid flow, thereby negating any 
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impacts that particle rotation could impose.  On the topic of particle-particle interactions, rotation 
could impact the dynamics of the system; however, due to the scale of the system, it was 
assumed that such forces would be small compared with other contributions to particle motion. 
The calculation of the three-dimensional colloidal collisions was accomplished with kinetic 
equation.  In order to solve this system of equations the initial particle velocities were necessary; 
these were calculated from their displacement during the particle motion phase of the simulation, 
leading to the collision.  The first equation to determine the collision response was the 
conservation of momentum, given by 
    𝒎𝟏𝒖𝟐 +𝒎𝟐𝒖𝟐 =𝒎𝟏𝒗𝟐 +𝒎𝟐𝒗𝟐    (20) 
where m is the particle mass, u is the initial velocity vector and v is the final velocity vector of 
particles 1 and 2.  Next the coefficient of restitution was used to relate the initial and final 
velocities: 
     𝜺 = 𝒗𝟐!𝒗𝟏𝒖𝟏!𝒖𝟐      (21) 
where ε is the coefficient of restitution, u is the initial velocity vector, and v is the final velocity 
vector for colliding particles 1 and 2.  Due to the three dimensional motion of the particles the 
unit vector connecting the particles is necessary for the solution, given by 
 
     𝒆 = 𝒓𝟏!𝒓𝟐𝒓𝟏!𝒓𝟐 = 𝒓𝟏𝟐𝒓𝟏𝟐      (22) 
where r1 and r2 are the particle location vectors and r12 is the vector connecting the particles.  By 
combining Eqns. 20, 21, and 22, the final particle velocities, v1 and v2, are found using the 
expressions 
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    𝒗𝟏 = 𝒖𝟏 − 𝟏+ 𝜺 𝒎𝟐𝒎𝟏!𝒎𝟐 𝒓𝟏𝟐 ⋅ 𝒆 𝒆   (23) 
and 
    𝒗𝟐 = 𝒖𝟐 + 𝟏+ 𝜺 𝒎𝟏𝒎𝟏!𝒎𝟐 𝒓𝟏𝟐 ⋅ 𝒆 𝒆.   (24)	  
These post-collision velocities are applied to particles by multiplying them by the time step to 
find the resulting displacement.  These values are applied to the particle positions in the particle 
interaction phase, resulting in an updated location. 
2.3.3 DLVO Interactions 
In addition to the direct collisions between particles, the species interact through indirect contact 
in the form of attractive and repulsive potentials.  These forces described by Derjaguin, Landau, 
Verwey, and Overbeek result in attraction at close distances and repulsion at larger separations 
(Figure 7).  The general DLVO interaction energies for flat plates are shown in Eqns. 6 and 7; in 
order to account for the spherical geometry of the particles these functions must be adapted. 
 
Figure 7 – Plot of DLVO Interaction Potential based on van der Waals attraction and electric double layer repulsion 
energies.  At small separation distances interacting particles experience an attractive force; however at greater 
separations this becomes a repulsive potential.  When the separation distance becomes sufficiently large the interaction 
potential approaches zero; this cutoff distance is typically 1 Debye length. 
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Derjaguin researched and developed an approximation to account for different geometries in the 
calculation of interaction potentials; however his approximation has been modified to further 
account for the effects of particle curvature.  By implementing this approximation into the Van 
der Waals and electrostatic double layer equations the interaction energies are predicted with 
higher accuracy than with the flat plate equations or Derjaguin’s approximation (DA) alone [22].  
The adaptation to the van der Waals potential in Eqn. 6 is given by 
     𝑼𝑽𝑫𝑾𝑫𝑨 = − 𝑨𝑯𝟔𝑫 𝒂𝟏𝒂𝟐𝒂𝟏!𝒂𝟐     (25) 
where AH is the Hamaker constant, D is the surface-to-surface distance between spherical 
particles, and a is the radius of particles 1 and 2.  The van Der Waals adaptation utilizes 
Derjaguin’s approximation; however, the adapted calculation of the electric double layer 
potential utilizes Derjaguin’s approximation with a Linear Superposition Approximation (LSA), 
given by modifying Eqn. 7 as shown: 
   𝑼𝑬𝑫𝑳,𝑳𝑺𝑨𝑫𝑨 = 𝟔𝟒𝝅𝜺𝟎𝜺𝒓𝜸𝟏𝜸𝟐 𝒂𝟏𝒂𝟐𝒂𝟏!𝒂𝟐 (𝒌𝑻𝒛𝒆)𝟐𝐞𝐱𝐩  (−𝜿𝒉)   (26) 
where a is the radius of particles 1 and 2.   The gamma component of the double layer calculation 
relates the zeta potential of the particle to the valence charge of the electrolyte solution, given by 
     𝜸 = 𝐭𝐚𝐧𝐡 𝒛𝒆𝜻𝟒𝒌𝑻      (27) 
where z is the electrolyte valence, e is the electron charge 1.602e-19C, ζ is the zeta potential of the 
colloid, k and T are the Boltzmann constant and solution temperature, respectively.  By 
combining the van der Walls and double layer forces the total interaction energy between the 
particles can be calculated as shown: 
     𝑼𝑫𝑳𝑽𝑶 = 𝑼𝑽𝑫𝑾 + 𝑼𝑬𝑫𝑳    (28) 
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where UVDW is the van der Waals potential calculated in Eqn. 26 and UEDL is the double layer 
potential calculated in Eqn. 27.  This energy is converted to an electric field and, through the 
electrophoretic mobilities of the species the DLVO interaction manifests its influence.  In order 
to determine which particles interact in this manner, a set of distances were selected for the 
Distance Calculations.  The range of separation distances for participation in DLVO interactions 
is those greater than zero and less than the Debye length.  Particles whose separation is greater 
than the Debye length will experience insignificant interaction potentials, suggesting that this is 
an acceptable cutoff distance. 
Having established the criteria for inclusion in DLVO interactions and the calculation of the 
resulting potentials the values are used to update the particle locations. 
2.4 Parameters 
The previous sections discussed the design and physical calculations that compute the 
simulation; this section will focus on the user-defined parameters, specifically how they impact 
and contribute to the simulation.  In any separation process the system is set up and calibrated for 
the procedure to ensure success.  Similarly this model has user defined input variables that 
determine the outcome of the simulation.  The first set of user inputs relate to the microfluidic 
device being simulated, specifically the geometry.  This model assumes a rectangular geometry 
for the channel and allows specification of the dimensions.  These dimensions play a key role in 
the physics of the separation as they impact the fluid velocity profile, hydrodynamic forces and 
length available for particle fractionation and diffusion. 
The user also defines the fluid properties that directly impact the separation; these are the solvent 
viscosity, electrolyte valence, electrolyte concentration, temperature, and flow rate.  By altering 
the fluid viscosity the diffusivity and zeta potential of particles are impacted.  Temperature has a 
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direct impact on diffusivity as well as on the surface potential used in DLVO calculations.  The 
fluid properties relating to the electrolyte most directly impact the Debye length and, by 
association the inter-particle potentials influenced by electric double layer forces.  Of the fluid 
properties selected by the user the flow rate has the greatest impact on simulation efficiency.  
High flow rates result in lower resolution and separation purity but must be sufficient to 
complete the simulation in a reasonable time frame. 
The most influential parameter selected by the user is the voltage applied across the channel.  
This value determines, in conjunction with the channel height, the strength of the electric field.  
This field is largely responsible for the deflection and motion of particles resulting in species 
fractionation.  The final system level input set by the user is the number of discrete time steps in 
the simulation.  In order to ensure accuracy of the model it is necessary to select a sufficiently 
high number of time steps.  Although a small number can be used for initial testing purposes a 
valid simulation requires a high number of time steps.  By understanding the ramifications of 
electric field modification a separation can be tailored to produce a specific elution profile. 
Having discussed the implications of the process-related parameters the properties of the 
particles will be examined.  The user has the option to include one or two different particle 
species in the simulation, each with its own properties.  These properties include: the number of 
particles simulated, particle radius, surface charge, electrophoretic mobility, particle density and 
particle mass.  In the case of certain pairs of properties, mass-density and charge-mobility, only 
one of the values is needed as the other can be calculated based on other given information.  The 
purpose of this redundancy is to allow for a wider range of potential particles to simulate, as not 
all properties may be readily available.  By allowing the user to input the specific parameters of 
the sample particles, laboratory separations can be modeled.  This allows validation of the 
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simulation against experimental results and implicates the system for use in a design and 
optimization role for microfluidic separations. 
2.5 Simulation Configurations 
This model was developed with the functionality to model multiple separation configurations and 
fluid-particle interactions.  This was accomplished by adjusting the initial placement of the 
particles.  A simple fluid-particle system was developed by randomly seeding the particles 
throughout the channel.  This allowed for validation of the velocity profile and ease of 
visualizing the particle-particle collisions and interactions.  Another configuration simulates a T-
filter, where particles are injected into the upper half of the channel and, through diffusion and 
electric field mediated motion they disperse throughout the channel.  T-filters are a well-
characterized separation technique and this simulation allows comparison, again validating the 
systems efficacy.  The most important simulation configuration represents free flow 
electrophoresis or electric field flow fractionation.  This configuration initializes the sample at 
the top of the channel entrance. 
Another simulation variation utilized in this model is continuous flow versus batch flow systems.  
Regardless of the separation type selected all parameters remain the same; the continuity is 
accomplished by re-initializing particles that have reached the end of the channel at the entrance. 
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Figure 8 – Block diagram of the simulation algorithm.  The model proceeds from top to bottom, looping from separation 
evaluation to the particle phase while the simulation is running 
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2.6 Limitations	  
Although this model captures a majority of the physics to produce realistic results it has inherent 
limitations.  Among the main drawbacks to this model is the nature of the fluid-particle coupling.  
The fluid dynamics utilize single direction coupling; the fluid acts on the particle but the particle 
does not exert and influence on the fluid.  As a result some intricacies and phenomena noted in 
separation processes may be lost.  The reason for the exemption of these hydrodynamic feedback 
mechanisms is the computational cost.  In order to utilize two-way coupling between the 
particles and fluid the computation time would significantly increase and hardware limits would 
be approached if a sufficient number of particles were simulated. 
Another limitation of this simulation lies with the use of finite time steps; it is possible that after 
collisions occur and particles are assigned new locations overlaps may exist.  It is possible to 
resolve these overlaps with extended collision response algorithms however a rebounding 
situation can occur, resulting in a particle becoming trapped in a loop colliding between two 
nearby particles.  Additionally the time required to resolve these secondary collisions would 
result in colliding particles to continue moving while other particles remain static, conflicting 
with the finite nature of each time step. 
Lastly, typical fluid-particle simulations implement a sufficient number of particles to reach a 
volume fraction of 0.4; however, due to issues relating to computing capacity this is not feasible.  
Additionally, a volume fraction of that magnitude would have a significant influence on the 
hydrodynamics and without particle-fluid coupling such a particle concentration cannot be 
simulated accurately. 
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3 Testing 
After the design and development of the model, prior to a separation, the dynamic interactions 
within the computational simulation were tested for accuracy.  This testing ensured that the 
physics utilized in the model was calculated properly and that the resulting fluid-particle and 
particle-particle interactions were correct.  In order to evaluate the components of the model the 
components of the particle motion and interaction phases were tested individually.  Following 
completion of the component testing the entire system can be evaluated in a separation 
simulation. 
3.1 System Validation 
The physics that this model was based on can be calculated theoretically using the equations 
shown in the previous chapter.  In order to ensure that the physical functions produce correct 
values the computational outputs were compared to theoretical calculations or proven models, 
using the same inputs.  The components tested in this manner were: diffusive motion, electric 
field mediated motion, fluid-particle velocity, collision detection, collision response, and DLVO 
interactions. 
3.1.1 Diffusive Motion 
The motion of particles from Brownian interactions was generated by random values in the three 
Cartesian directions, multiplied by the kick magnitude of the particle.  To evaluate the validity of 
this random walk the root mean square value of a single particle’s motion was calculated and 
plotted against simulation time.  In order to obtain a high resolution the particle underwent 
10,000,000 time steps.  The slope of the resulting plot should be six times the theoretical Stokes-
Einstein diffusivity.  For this test a particle radius of 27nm was used in a solvent at 298K with 
viscosity of 1e-3 Pa*s. 
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3.1.2 Electric Field Motion 
The particle motion resulting from electric field application is built into the simulation using the 
electrophoretic mobility in Eqn. 4.  The electric-field mediated motion was taken from the 
simulation and compared to the theoretically calculated value.  For this test a particle mobility of 
1.2e-8 m^2/V*s was used with a voltage of 10 Volts across a 200μm channel. 
3.1.3 Velocity Profile 
As stated in the previous chapter two solutions of the flow profile were included in the 
simulation, primarily for test purposes.  The Pozrikidis and Bruus (Eqn. 16) solutions were 
solved with the same input parameters to compare the results.  Pozrikidis’ solution to rectangular 
flow is given by 
   𝑢 𝑦, 𝑧 = !!! 𝑏! − 𝑧! + 4𝑏! (!!)!!!! !"#$(!!!/!)!"#$(!!!/!) cos(𝛼! !!)!!  (29) 
where u is the velocity at the channel locations given by coordinates (y,z), G is the pressure drop 
across the length of the channel, and μ is the fluid viscosity [43].  The values a and b correspond 
to one-half the channel width and height, respectively.  The αn component of this solution is 
related to the summation term, given by 
     𝛼! = 2𝑛 − 1 𝜋/2     (30) 
where n is the summation step in Eqn. 29.  In order to find the calculate the pressure drop across 
the channel from the flow rate the following equation was used: 
     𝑄 = !!"#!!! 𝐹(!!)     (31) 
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where Q is the volumetric flow rate, G is the pressure drop across the channel, μ is the fluid 
viscosity, and the values a and b are one-half the channel width and height.  The function F() is 
given 
     𝐹 𝑥 = 1− !! !"#$(!!!)!!!!!     (32) 
where αn is the term found in Eqn. 30, and x is the variable element of the equation; in the case 
of the use of this equation in Eqn. 31, the x value equals a/b, the ratio of the channel width to 
height. 
For this evaluation two separate experiments were conducted.  First the two equations were 
solved with fixed parameters to directly compare the results.  The fluid inputs for this solution 
were a flow rate of 10 Liters/minute and a viscosity of 1e-3 Pascal-seconds.  The dimensions of 
this channel were 10mm by 20mm, the particle locations are shown in the table below.  The 
values were selected to give a representative sample of the velocities.  Sets of particles were 
evaluated along the midline of the channel in the z-direction to represent the maximum velocity 
values.  The other particle velocities were evaluated at points in the channel with sub-maximal 
values. 
Table 1 - Coordinates of particles evaluated in the velocity profile testing.  The channel these points reside in is 10mm 
wide and a height of 20mm. 
 
The second test conducted with the velocity was intended to generate representative flow profile 
of both solutions.  1000 random coordinate pairs were seeded into the equations; the resulting 
average velocities and plots should be similar. 
y"(mm) 0 1 2 3 4 5 6 7 8 9 10
z"(mm) 10 10 10 10 10 10 12 14 16 18 20
y"(mm) 0 1 2 3 4 5 6 7 8 9 10
z"(mm) 10 10 10 10 10 10 12 14 16 18 20
Bruus 0.000 0.030 0.054 0.070 0.080 0.083 0.078 0.064 0.042 0.017 0.000
Pozrikidis 0.000 0.012 0.042 0.062 0.074 0.078 0.075 0.066 0.053 0.032 0.000
Particle"Coordinates"and"Velocity(m/s)"in"Flow"Channel
Particle"Coordinates"and"Velocity(m/s)"in"Flow"Channel
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3.1.4 Collision Detection 
The collision detection function feeds values to the collision response and DLVO interactions of 
the system.  This is a crucial component and must function accurately.  To test the accuracy of 
the collision detection a set of particles were initialized at known locations.  Some of these 
particles will be in collisional contact while others will be within the interaction range for the 
DLVO potential.  As the overall simulation is intended to model particles of varying size it is 
necessary to test the distance calculations between different sized species.  This validation 
involved comparing the outputs of the collision detection function to the theoretically calculated 
Euclidean distances between pairs of particles.  After the distances were calculated they were 
evaluated to determine if either a collision had occurred, the particles within one Debye length of 
each other, or of no interaction had happened.  The input values fed into the system are shown in 
table 2, below. 
Table 2 - Particle locations and radii necessary for distance calculations.  The Debye length is used to determine whether 
particles are within the DLVO interaction range. 
 
 
3.1.5 Response 
Using the data generated from the collision detection test the collision response was tested to 
confirm that the model had correctly calculated the collision data.  The initial motion leading to 
the collision of the colliding particles, shown in the table 3, are random values in the same order 
of magnitude of the combined velocity, diffusion and electric field mediated motion components 
Particle 1 2 3 4 5 6 7 8
radius7(m) 2.00E+06 2.00E+06 2.00E+06 2.00E+06 2.00E+06 2.00E+06 2.70E+08 2.70E+08
x7(m) 0.00051 0.00035 0.00099 0.00051 0.00025 0.00035 0.00099 0.00025
y7(m) 7.99E+06 6.71E+05 1.33E+05 7.99E+06 4.14E+05 6.55E+05 1.30E+05 3.94E+05
z7(m) 1.80E+05 0.0002 0.00019 1.80E+05 9.80E+05 0.0002 0.00019 9.80E+05
Particle7Properties7for7Distance7Calculation7Testing
Debye7Length7(m) 3.04E+07
	   43	  
of the particles.  The resulting outputs from the collision function were compared to the 
theoretical results, calculated using Eqns. 23 and 24 with a restitution coefficient of 1.  Following 
the collision response the pairwise distances between particles was calculated to ensure that 
overlapping particles no longer existed. 
Table 3 - Kinetic collision input data. The input velocity and mass of interacting particles are required in order to 
calculate the results from a collision. 
 
3.1.6 DLVO Interactions 
Similar to the collision response testing, the evaluation of the DLVO function used the data from 
the collision detection test.  In addition to the particle locations shown above, the data in the 
table below was used in the calculation of DLVO potentials.  The DLVO function within the 
simulation was compared to the theoretically calculated particle interactions. 
Particle 1 2 3 4 5 6 7 8
dx3(m) 1.00E:06 2.00E:06 3.00E:06 4.00E:06 5.00E:06 6.00E:06 7.00E:06 8.00E:06
dy3(m) :1.00E:07 1.00E:07 :2.00E:07 2.00E:07 :3.00E:07 :3.00E:07 4.00E:07 :4.00E:07
dz3(m) :1.00E:06 1.00E:06 :1.00E:06 1.00E:06 :2.00E:06 2.00E:06 :2.00E:06 2.00E:06
m3(kg) 3.35E:14 3.35E:14 3.35E:14 3.35E:14 3.35E:14 3.35E:14 8.24E:20 8.24E:20
Particle 1 2 3 4 5 6 7 8
dx3(m) 0 5.15E:06 3.00E:06 0 0 2.85E:06 :5.51E:07 0
dy3(m) 0 1.57E:06 :2.00E:07 0 0 :1.77E:06 :1.15E:06 0
dz3(m) 0 1.07E:06 :1.00E:06 0 0 1.93E:06 :2.96E:06 0
Particle 1 2 3 4 5 6 7 8
dx3(m) 0 5.15E:06 3.00E:06 0 0 2.85E:06 :5.51E:07 0
dy3(m) 0 1.57E:06 :2.00E:07 0 0 :1.77E:06 :1.15E:06 0
dz3(m) 0 1.07E:06 :1.00E:06 0 0 1.93E:06 :2.96E:06 0
Motion3and3Mass3of3Particles3Leading3to3Collision
Motion3of3Particles3Following3Collision3:3Simulation
Motion3of3Particles3Following3Collision3:3Theoretical
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Table 4 - Input data for calculating DLVO potentials.  The gamma values are specific to the interacting particles; the 
remaining values relate to fluid properties or are universal constants. 
 
3.2 Simulation of Microfluidic Separation 
Having tested the physics modules of the computational model it can be used to simulate a 
separation process.  The specific separation that was modeled utilized a channel 500μm in length, 
200μm in height and a width of 100μm.  The fluid viscosity was 1e-3 Pa*s with an electrolyte 
concentration of 0.001 mole/m^3 and a valence number of 1.  The temperature was 298K and the 
particle properties are shown in the table below. 
Table 5 - Particle properties input for this simulation 
 
The applied voltage and flow rate were the variable elements in this experiment.  Three different 
flow rates were tested, each with ten voltages.  The purpose of this experiment is to generate a 
plot of separation efficiency as a function of flow rate and voltage.  The flow rates and voltages 
used in the simulation are shown in the table below. 
γ 0.1119 0.1119 0.1119 0.1119 0.1119 0.1119 0.1670 0.1670
1.00E)19
1.38E)23
298
6.93E)10
1
1.60E)19
3.3E+06
e/(Electron/Charge)/(C)
κ/(m^)1)
Data/Table/for/DLVO/Calculations
Hammaker/Constant/(J)
Boltzman/Constant/(J/K)
T/(K)
ε/(Electric/Permittivity)
z/(Electrolyte/Valence)
Particle)1 Particle)2
Radius)(m) 2.00E606 2.70E608
Mobility)(m^2/V*s 8.00E609 1.20E608
Density)(Kg/m^3) 1000 1000
Particle)Properties
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Table 6 - Variable elements in this model; 3 flow rates were tested with 11 applied voltages.  All other input values 
remained static during the simulation. 
 
The separation was run for 10000 time steps with 1000 of each species.  Particles were collected 
at different heights as they were eluted.  Particle 1 was collected in the upper half while Particle 
2 was collected in the lower half of the channel.  The resulting fractionation was evaluated for 
purity and yield. 
4 Results 
4.1 System Validation 
In order to evaluate the accuracy and validity of the separation model a series of tests were 
conducted.  These tests first confirmed the calculations of the physics employed by the system to 
produce the simulation. 
4.1.1 Diffusive Motion Results 
Particles in solution diffuse freely by Brownian motion; this motion was characterized by the 
Stokes-Einstein diffusivity.  The diffusive motion in the test revealed the particle motion shown 
in Figure 9.  This plot does not quantitatively validate the diffusive properties of the particle but 
it does present an image of the randomness of particle motion. 
Voltage((V) 0 5 10 15 20 25 30 35 40 45 50
Flow(Rate((μL/min) 5 10 15
Simulation(Variables
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Figure 9 - Plot of particle motion due to Brownian motion over 10,000,000 time steps. 
The root-mean square plot of this motion is shown in Figure 10.  The slope of this plot should be 
close to the theoretically calculated Stokes-Einstein value of 8.0815e-12m2/s.  As shown on the 
plot the slope is 2.346e-11m2/s; by dividing this value by six a diffusivity of 7.66e-12m2/s is 
found.  Although this value is not equal to the theoretical value the randomly generated 
diffusivity is sufficiently similar to confer the simulated diffusive motion of the particle as valid. 
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Figure 10 - Plot of the root-mean square values of the particle distance travelled by diffusive motion. 
4.1.2 Electric Field Motion Results 
The particle motion resulting from the application of an electric field is a relatively simple 
calculation; however for thoroughness the value computed in the model was compared to the 
theoretically calculated value, based on Eqn. 4.  The shown in table 7 below confirm that the 
electric-field mediated particle motion is calculated correctly in the simulation. 
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Table 7 - Comparison of the distances traveled as a function of the applied electric field for the simulated and theoretical 
calculations 
 
4.1.3 Particle and Fluid Velocity Results 
The testing of the fluid and particle velocity calculations consisted of the comparison of two 
separate derivations of the rectangular flow velocity profile.  These solutions, by Pozrikidis and 
Bruus, were fed the same input values and the results shown in Table 8 were compared. 
Table 8 - Particle coordinates and resulting velocities in the x-direction after calculation with the solutions by Bruus and 
Pozrikidis.  The flow channel was 10mm in width and 20mm in height. 
 
As shown in the table the results from Bruus and Pozrikidis are not identical and, in some cases 
differ significantly.  These discrepancies or errors can be may be accounted for in the nature of 
the sine and cosine summations in the solutions.  As the solutions to the rectangular flow profile 
are not the same it is reasonable to assume that the resulting velocities may differ.  Figure 11a&b, 
below, displays plots of the data in table 8, showing similar flow profiles between the two 
solutions.  Figure 11c&d show the three-dimensional plots and average velocities of 1000 
particles seeded into the equations.  The average velocities shown in these plots, 0.0429 for 
Pozrikidis and 0.0456 for Bruus, are similar however, like the data in Table 8, show differences.  
Although the results are not identical they are sufficiently close to use these functions in the 
simulation. 
Simulation*(m) -3.60E-05
Theoretical*(m) -3.60E-05
Electric*Field*Mediated*Motion
y"(mm) 0 1 2 3 4 5 6 7 8 9 10
z"(mm) 10 10 10 10 10 10 12 14 16 18 20
y"(mm) 0 1 2 3 4 5 6 7 8 9 10
z"(mm) 10 10 10 10 10 10 12 14 16 18 20
Bruus 0.000 0.030 0.054 0.070 0.080 0.083 0.078 0.064 0.042 0.017 0.000
Pozrikidis 0.000 0.012 0.042 0.062 0.074 0.078 0.075 0.066 0.053 0.032 0.000
Particle"Coordinates"and"Velocity(m/s)"in"Flow"Channel
Particle"Coordinates"and"Velocity(m/s)"in"Flow"Channel
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Figure 11 - Particle plots of the velocity profile for the Bruus and Pozrikidis solutions. a,b) The respective Bruus and 
Pozrikidis velocity results for the data in Table 8. c,d) Three dimensional velocity profile of 1000 random points in the 
respective Bruus and Pozrikidis equations, average particle velocities are shown above. 
 
4.1.4 Collision Detection Results 
The collision detection function takes the particle locations as inputs and determines the 
interaction type by calculating the Euclidean distance between the surfaces of particles.  If 
collisions occur, this distance is less than zero and the function outputs the indices of the 
colliding pair of particles.  If the pairwise interaction is not a collision but the separation distance 
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is less than the Debye length the function outputs the indices of the particles interacting through 
DLVO potentials.  The simulation determined that the pairs of particles shown in Table 9 have 
interactions and that all other combinations of particles do not interplay. 
Table 9 - Indices of particles interacting through collisions or DLVO potentials, based on the particle locations and radii 
in Table 2. 
 
These pairs of points were compared to the theoretically calculated Euclidean distance between 
particles, shown below in Table 10.  This table shows the distance between all pairs of particles.  
Only the upper triangle is displayed to because of matrix symmetry.  By taking the indices of 
collisions from the distance function results and finding the corresponding distance on Table 10, 
both pairs of colliding particles have a distance of less than 0.  Similarly this applies to the 
DLVO pairs; the distances corresponding to the interacting particles are less than the Debye 
length of 3.04e-7m but greater than 0.  This validates the distance calculation function. 
Indices7of7Colliding7Particles
Collision7Pair71 2 6
Collision7Pair72 3 7
DLVO7Pair71 1 4
DLVO7Pair72 5 8
Indices7of7Particles7Interacting7through7
DLVO7Potentials
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Table 10 - Pairwise distance between all particles in Table 2.  The rows and columns refer to the particle indices. 
 
4.1.5 Collision Results 
Having verified the distance calculation function the collision response was tested using the 
collisions predicted within the function. 
Table 11 - Particle motion resulting from simulated collision interactions.  The colliding pairs of particles leading to these 
results were 2-6, and 3-7. 
 
 
 
Table 12 - Calculated particle motion resulting from collision interactions of particles 2-6, and 3-7. 
 
Following the applied particle motion from the collision, the Collision Detection function was 
run again, determining that no particles had a negative separation distance. 
1 2 3 4 5 6 7 8
1 0 0.00024 0.00050 0.00000 0.00027 0.00025 0.00050 0.00027
2 0 0 0.00063 0.00024 0.00014 +1.4E+07 0.00064 0.00014
3 0 0 0 0.00050 0.00073 0.00064 +1.4E+07 0.00073
4 0 0 0 0 0.00026 0.00024 0.00051 0.00026
5 0 0 0 0 0 0.00013 0.00074 0.00000
6 0 0 0 0 0 0 0.00064 0.00014
7 0 0 0 0 0 0 0 0.00074
8 0 0 0 0 0 0 0 0
Theoretical7Pairwise7Distance7Between7Pairs7of7Particles
Particle 1 2 3 4 5 6 7 8
dx3(m) 1.00E:06 2.00E:06 3.00E:06 4.00E:06 5.00E:06 6.00E:06 7.00E:06 8.00E:06
dy3(m) :1.00E:07 1.00E:07 :2.00E:07 2.00E:07 :3.00E:07 :3.00E:07 4.00E:07 :4.00E:07
dz3(m) :1.00E:06 1.00E:06 :1.00E:06 1.00E:06 :2.00E:06 2.00E:06 :2.00E:06 2.00E:06
m3(kg) 3.35E:14 3.35E:14 3.35E:14 3.35E:14 3.35E:14 3.35E:14 8.24E:20 8.24E:20
Particle 1 2 3 4 5 6 7 8
dx3(m) 0 5.15E:06 3.00E:06 0 0 2.85E:06 :5.51E:07 0
dy3(m) 0 1.57E:06 :2.00E:07 0 0 :1.77E:06 :1.15E:06 0
dz3(m) 0 1.07E:06 :1.00E:06 0 0 1.93E:06 :2.96E:06 0
Particle 1 2 3 4 5 6 7 8
dx3(m) 0 5.15E:06 3.00E:06 0 0 2.85E:06 :5.51E:07 0
dy3(m) 0 1.57E:06 :2.00E:07 0 0 :1.77E:06 :1.15E:06 0
dz3(m) 0 1.07E:06 :1.00E:06 0 0 1.93E:06 :2.96E:06 0
Motion3and3Mass3of3Particles3Leading3to3Collision
Motion3of3Particles3Following3Collision3:3Simulation
Motion3of3Particles3Following3Collision3:3Theoretical
Particle 1 2 3 4 5 6 7 8
dx3(m) 1.00E:06 2.00E:06 3.00E:06 4.00E:06 5.00E:06 6.00E:06 7.00E:06 8.00E:06
dy3(m) :1.00E:07 1.00E:07 :2.00E:07 2.00E:07 :3.00E:07 :3.00E:07 4.00E:07 :4.00E:07
dz3(m) :1.00E:06 1.00E:06 :1.00E:06 1.00E:06 :2.00E:06 2.00E:06 :2.00E:06 2.00E:06
m3(kg) 3.35E:14 3.35E:14 3.35E:14 3.35E:14 3.35E:14 3.35E:14 8.24E:20 8.24E:20
Particle 1 2 3 4 5 6 7 8
dx3(m) 0 5.15E:06 3.00E:06 0 0 2.85E:06 :5.51E:07 0
dy3(m) 0 1.57E:06 :2.00E:07 0 0 :1.77E:06 :1.15E:06 0
dz3(m) 0 1.07E:06 :1.00E:06 0 0 1.93E:06 :2.96E:06 0
Particle 1 2 3 4 5 6 7 8
dx3(m) 0 5.15E:06 3.00E:06 0 0 2.85E:06 :5.51E:07 0
dy3(m) 0 1.57E:06 :2.00E:07 0 0 :1.77E:06 :1.15E:06 0
dz3(m) 0 1.07E:06 :1.00E:06 0 0 1.93E:06 :2.96E:06 0
Motion3and3Mass3of3Particles3Leading3to3Collision
Motion3of3Particles3Following3Collision3:3Simulation
Motion3of3Particles3Following3Collision3:3Theoretical
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4.1.6 DLVO Interaction Results 
Similar to the collision reactions the DLVO test used the results of the collision detection as 
inputs, as well as the data in Table 4.  The DLVO function was run for these interacting pairs and 
the potential was computed, the results shown in Table 13 below.  The DLVO potential for the 
interacting pairs of particles was computed theoretically as well, with the results shown on the 
right of the table.  The computed potentials match the theoretical potentials, indicating that the 
DLVO computation within the simulation is correct.  
Table 13 - The calculated and simulated DLVO potential between interacting particles is shown in the table above.  The 
interaction is attractive if the energy is negative and repulsive if the energy is positive. 
 
4.2 Separation Results 
Having established that the simulated physics of the model function the system as a whole was 
evaluated in a series of separation experiments.  The results of this evaluation are shown in 
Figures 12, 13, and 14.  Figure 12 displays the yield and purity of small and large particles as a 
function of voltage.  The flow rate for this separation was 5μL/min.  Yield and purity were 
determined for the particles collected as they eluted from the channel.  Particles were collected 
based on the height of their elution; large particles were collected in the upper half and small 
particles in the lower half. 
Pair%1 Pair2 Pair1 Pair2
(2.51E(18 (1.53E(21 (2.51E(18 (1.53E(21
1.13E(18 1.76E(20 1.13E(18 1.76E(20
(1.39E(18 1.61E(20 (1.39E(18 1.61E(20DLVO%Potential%(J)
EDL%Repulsion%(J)
Simulation Theoretical
DLVO%Potential%in%Pairs%of%Interacting%Particles
van%der%Waals%Potential%(J)
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Figure 12 – Separation results from flow rate of 5e-6L/min at variable voltages ranging from 0-50 volts.  The voltage was 
applied over a 200-micron channel to generate the electric field.  a) Percent yield of large particles  (radius 2.6 microns) b) 
Percent yield of small particles (27nanometers) c) Purity of large particles d) Purity of small particles 
Figure 13 shows the simulation results when the flow rate is increased to 10 μL/min.  For this 
dataset the same voltages were applied so a relationship can be drawn between the flow rates and 
separation efficiencies. 
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Figure 13 - Separation results from flow rate of 10e-6L/min at variable voltages ranging from 0-50 volts.  The voltage was 
applied over a 200-micron channel to generate the electric field.  a) Percent yield of large particles  (radius 2.6 microns) b) 
Percent yield of small particles (27nanometers) c) Purity of large particles d) Purity of small particles 
Figure 14 displays the results from the separation with the same parameters as the previous 
simulations, but with a flow rate of 15μL/min. 
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Figure 14 - Separation results from flow rate of 15e-6L/min at variable voltages ranging from 0-50 volts.  The voltage was 
applied over a 200-micron channel to generate the electric field.  a) Percent yield of large particles  (radius 2.6 microns) b) 
Percent yield of small particles (27nanometers) c) Purity of large particles d) Purity of small particles 
5 Discussion 
The objective of this thesis was to develop a computationally modeled separation process that 
captures sufficient physics in the fractionation of particles to evaluate the separation of like-
charged particles in a continuous flow environment.  By accomplishing these goals the model 
could be used to optimize separations and design improved systems.  The simulation was 
evaluated through a series of experiments to confirm its validity.  The first set of tests confirmed 
its ability to capture the physics of the separation process through diffusion, electric-field driven 
particle motion, fluid velocity, particle collisions and DLVO interactions.  The tests for these 
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physical aspects of the system demonstrated that the model accurately computes the dynamic 
components of particle motion.  The data illustrating this conclusion is found in the results 
section of this thesis. 
Having established that the simulation models the individual components of a separation process 
the system as a whole was tested.  This experiment demonstrated the impacts of fluid flow rate 
through the channel and the voltage applied to produce the electric field.  By tailoring these 
values to the separation the yield and purity can be optimized.  As shown in figure 12, the large 
particles have the highest yield and purity when no voltage is applied and at a flow rate of 
5μL/min, whereas the small particles have no yield.  This separation profile is related to 
hydrodynamic chromatography, where the larger particles sample higher fluid velocity streams 
due to their size and elute sooner.  As this simulation was run for a finite time only the particles 
that eluted were counted; if the simulation time were extended the purity of large particles would 
decrease, as a higher number of small particles would eventually elute.  By examining a higher 
voltage, 20 volts for example, the yield of large particles has dropped while the yield and purity 
of small particles has significantly increased.  This is due to the electric field mediated motion 
driving the particles toward the bottom of the channel.  The small particles have a higher 
electrophoretic mobility than the large particles so they elute at a lower average height than the 
large particles.  It is important to note that as the yield of large particles decrease the purity 
approaches 100%.  This phenomenon occurs when the electric field is sufficient to propel the 
majority of the small particles below the collection height for the large particles.  As the voltage 
is further increased the number of large particles in the lower half of the channel increase, 
decreasing the purity of the small sample collection. 
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The results shown in figure 13 follow the same trend however, due to the elevated flow rate of 
10μL/min, the peaks are shifted toward the higher end of the applied voltages.  If the experiment 
were continued for higher voltages the plots would follow the same trend.  This same principle 
applies for the results shown in Figure 14 where the experiment was conducted at a flow rate of 
15μL/min.  It should be noted that in Figures 12 and 13, the peaks occur at 20volts and 40 volts, 
respectively.  This seems to have a direct correlation to the flow rate of the fluid and particles, 
5μL/min in Figure 12 and 10μL/min in Figure 13.  These plots illustrate the relationship between 
flow rate and electric field magnitude on the separation of particles, however if higher purity and 
yield are necessary than those available other properties of the system must be adapted. 
Other key parameters of the system that could be changed to alter the simulation results include 
the fluid, the channel dimension, and the height cutoff that divides large particle collection from 
small.  By adapting this collection cutoff height between the particles the separation results can 
be shifted to better select for a specific species.  This optimal separation height can be 
determined by monitoring the average elution heights of the particle species and, by examining 
the standard deviation of heights within the channel a collection cutoff can be placed to optimize 
the collection of one or both species.  A limitation of tuning the simulation in this manner is the 
impact on the yield of small particles.  If the collection height is lowered and the electric field 
increased to shift the average particle height toward the bottom of the channel, the purity of 
small particles can be increased in addition to both the purity and yield of large particles.  A 
drawback to this method is the significantly decreased yield of small particles; similar to 
hydrodynamic chromatography they are delayed in the low flow region near the channel wall 
[47].  Although the particles may be in the correct height range to be collected, they fail to elute 
from the channel during the simulated timeframe.  If the simulation were to be continued for a 
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sufficient time following injection of the sample the small species would eventually be collected 
and increase the yield. 
Due to the dimensions of the system it may not be feasible to manufacture the divider between 
the eluting species if the cutoff height is too close to the bottom or top of the channel.  An 
alternative to this is changing the channel dimensions.  By increasing the height of the channel 
the distance across which to fractionate the particles is heightened.  Based on the electric field 
and flow magnitudes this could benefit the yield and purity.  Another alternative is changing the 
channel length, increasing the exposure to the electric field.  Dimensional changes to the system 
can improve separations of specific particles; however, these are design changes that require new 
microfluidic devices to be built. 
To demonstrate the impact of dimensional changes another separation experiment was conducted.  
This test utilized a channel with twice the length and a flow rate of 10μL/min; due to the 
extended length and exposure of particles to the electric field a lower range of field magnitudes 
was used.  In Figure 13 the maximum yields occurred at 40 volts; for this experiment it was 
assumed that the channel length has a similar relationship to separation results as flow rate so the 
electric field was produced with 20 volts across the channel height.  The results from this 
experiment are shown in Figure 15 below. 
This data demonstrates that by changing channel dimensions in addition to tuning voltage and 
flow rate inreased yield and purity are possible.  Compared to Figures 12 and 13 where high 
purity came at the cost of low yields this experiment suggests that both can be obained.  Looking 
at Figure 15a,c the large particles reach a maximum purity around 20 volts and the yield at that 
point is 79%.  Compared to Figure 13 where the maximum combined purity and yield was 90% 
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and 66% respectively, this is a significant increase.  Shifting focus to the small particles the 
maximum purity obtained in this configuration was 66% with a yield of 97%.  This purity is not 
high however the yield is sufficient that further processing could be pursued to increase the 
purity. 
 
Figure 15 - The separation results from a simulation with extended channel length, L.  The flow rate for this fractionation 
was 10 microliters/minute at a variable voltage ranging from 10-30. a) Percent yield of large particles  (radius 2.6 
microns) b) Percent yield of small particles (27nanometers) c) Purity of large particles d) Purity of small particles  
During the testing of the physical components of the system it was found that the result of 
collision interactions may place particles within one Debye length of others; the current state of 
the system accounts for this resulting interaction by computing the distance between particles 
after collisions and feeding the new interactions to the DLVO function.  A limitation of this 
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method lies with the potential for DLVO interactions to result in collisions.  This possibility is 
not accounted for in the simulation; due to the finite duration of each time step it is not realistic 
to resolve these rebounding reactions between particles.  A potential solution to this would be to 
model the collisions and interactions on a system scale rather than as pairwise interplay, however 
this would require higher processing capabilities. 
By utilizing computational models such as these separation processes can be optimized to match 
the target species in a biological sample.  These optimizations can improve the resulting yield 
and purity from the fractionation process, reducing the need for additional sample processing.  
This type of simulation is also useful in the design and testing of separation systems prior to 
manufacture.  By customizing and validating the microfluidic device for specific samples prior to 
building the system the resulting design will be better suited for its task.  
6 Conclusion 
Improved computational models of microfluidic separations would help drive the field of clinical 
diagnostics and aid in increasing the utility of existing devices.  In this thesis a computational 
simulation of a fractionation process was developed to examine the separation of like charged 
particles in a continuous flow environment was feasible, while maintaining high yield and purity.  
To determine that the model would accurately represent the physics of separation processes, 
computational experiments were conducted to ensure validity.  These experiments are described 
and the results shown in the testing and results portions of this report.  To optimize the 
simulation in Matlab® the simulation code was developed in a vectorized form to minimize 
looping structures.  While this improves computing efficiency for small numbers of particles 
(<5000), the system is unable to process higher numbers in a timely manner.  Another goal of 
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this thesis was to eliminate particle overlap in the simulation.  This was accomplished by 
implementing a collision response and interaction potential between particles either in contact or 
in close proximity.  In the data produced and discussed in the results and conclusion it was 
shown that both high yield and purity can be achieved by optimizing dimensions, flow rated, and 
electric field magnitude.  The experiments conducted demonstrated that while high separation 
efficiency can be obtained for one species the yield or purity of the other might be sacrificed.  By 
customizing the channel dimensions to maximize the difference in average heights of the 
particles, high metrics can be achieved for both species in a separation. 
Future directions for this research include adapting the model to a parallel computing platform.  
With increased processing capacity, higher particle numbers could be simulated.  This would 
increase the validity of the simulation by more closely modeling physiological concentrations.  
With the increased computing capacity, Stokesian dynamics could be implemented, providing 
two-way coupling between the particle and fluid.  This addition to the simulation would improve 
the simulated hydrodynamics.  If higher particle concentrations are used then the Stokesian 
dynamics are more important as the elevated total volume of particles will have and increased 
impact of the fluid flow.  This model should, in the future, be used in parallel with microfluidic 
separation experiments to verify that the data generated does in fact simulate experimental data 
and to use the model to optimize separation processes. 
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Appendix A: Computational Model 
A.1	   Main	  Simulation	  Code	  
clc 
close all, clear all 
  
%% User Inputs 
n = 100;                       % Number of Time Steps in 
Simulation 
h = 200e-6;                     % Chamber Height (m) 
l = 500e-6;                    % Channel Length (m) 
w = 100e-6;                     % Channel Width (m) 
vis = 1e-3;                     % Viscosity of Solvent (Pa.s) 
z = 1;                          % Valence number of Solvent 
c_elec = .001;                        % Concentration of Solvent 
Electrolyte (moles/m^3) 
A_H = 1e-19;                    % Hamaker Constant (J) 
T = 298;                        % Temperature (K) 
V = 40000.0e-3;                 % Volts Applied Across Channel 
(V) 
Q = 10e-6;                      % Flow Rate (L/min) 
vol = 1e-6;                    % Sample Volume (L) 
eta = 1.0;                     % Coefficient of Restitution 
(collisions) 
  
 
%% Particle 1 User Inputs 
rp1 = 2e-6;                     % Particle Radius (m) 
np1 = 100;                      % Number of Particles 
%q1 = 0;                         % Surface Charge, if mobility 
unavailable 
mu1 = 0.8e-8;                   % Mobility m^2/Vs 
rho1 = 1000;                    % Particle Density (Kg/m^3) 
mass1 = (4/3)*pi*(rp1^3)*rho1;  % Particle Mass (Kg) 
r1(1,1:np1) = rp1; 
m1(1:np1) = mass1; 
  
%% Particle 2 User Inputs 
rp2 = 27e-9;                    % Particle Radius (m) 
np2 = 100;                      % Number of Particles 
%q2 = 0;                         % Surface Charge, if mobility 
unavailable 
mu2 = 1.2e-8;                   % Mobility m^2/Vs 
rho2 = 1000;                    % Particle Density (Kg/m^3) 
mass2 = (4/3)*pi*(rp2^3)*rho2;  % Particle Mass (Kg) 
r2(1,1:np2) = rp2; 
m2(1:np2) = mass2; 
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%% Constants 
kb = 1.3802e-23;   % Boltzman Constant (J/K) 
R = 8.314;               % Gas Constant (J/mol*K) 
elec = 1.6021e-19;       % Elementary Charge (C) 
F = (6.022e23)*elec;     % Faraday's Constant 
epsilon_r = 78.3;        % Relaive Dielectric Permittivity          
of Solvent (water @ 25 C) 
epsilon_0 = 8.8542e-12;  % Dielectric Permittivity in Vacuum 
(C^2/Jm) 
epsilon = epsilon_r * epsilon_0;    % Dielectric Permittivity 
Constant 
lambda_D = (epsilon*R*T/(2*(F^2)*(z^2)*c_elec))^.5;  % Debye 
Length 
kappa = 1/lambda_D;      % Inverse Debye Length 
t = 10*h*w*l*60*1000/Q;  % simulation time 
dt = t/(n);              % Time Step (s) 
E = V/h;                 % Magnitude of Electric Field (V/m) 
  
%% Particle 1 
D1 = (kb*T) / (6*pi*vis*rp1);   % Stokes-Einstein Diffusivity 
(m^2/s) 
kick1 = sqrt(2*D1*dt);          % Kick Magnitude 
%zeta1 = q1 / (epsilon * ((1/rp1)+(1/lambda_D)));   % Zeta 
Potential (from charge) 
%mu1 = zeta1*epsilon/vis;       % Mobility from Zeta potential 
zeta1 = mu1*vis/epsilon;        % Zeta Potential (from mobility) 
gamma1(1:np1) = tanh(z*elec*zeta1/(4*kb*T));    % Gamma value 
for DLVO 
ye1(1:np1) = -E*mu1*dt;         % Movement from e-field (m) 
  
%% Particle 2                    
D2 = (kb*T) / (6*pi*vis*rp2);   % Stokes-Einstein Diffusivity 
(m^2/s) 
kick2 = sqrt(2*D2*dt);          % Kick Magnitude 
%zeta2 = q2 / (epsilon * ((1/rp2)+(1/lambda_D)));   % Zeta 
Potential (from charge) 
%mu2 = zeta2*epsilon/vis;       % Mobility from Zeta potential 
zeta2 = mu2*vis/epsilon;        % Zeta Potential (from mobility) 
gamma2(1:np2) = tanh(z*elec*zeta2/(4*kb*T));    % Gamma value 
for DLVO 
ye2(1:np2) = -E*mu2*dt;         % Movement from e-field (m) 
  
%% Place Particles in Intial Location 
x12(1,(np1+np2)) = 0;    % Initial x-locations for particle 1 
and 2 
y12 = w*rand(1,(np1+np2));  % Initial y-locations for particle 1 
and 2 
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    z12 = (h/8)*(7+rand(1,(np1+np2)));    % Initial z-locations 
for particle 1 and 2 
  
tot_np1 = np1;          % Particle_1 count for yield efficiency 
calculations 
tot_np2 = np2;          % Particle_2 count for yield efficiency 
calculations 
  
Collision_Count = 0; 
col_loc = []; 
np1_collection = 0; 
np2_collection = 0; 
tot_np1_eluted = 0; 
tot_np2_eluted = 0; 
  
r12=[r1 r2];    % Concatenated Radius Array 
m12=[m1 m2];    % Concatenated Mass Array 
ye12=[ye1 ye2];   % Concatenated electic field array 
gamma = [gamma1 gamma2]; 
         
r1 = []; r2 = []; r1p = []; r2p = []; gamma1=[]; gamma2=[]; j=0; 
Particle_1_elution_h = []; Particle_2_elution_h = []; 
%% Begin Simulation 
for i = 1:n 
    j = j+1; 
    if j==10 
    current_step = i 
    j=0; 
    end 
     
%% Particle Motion 
    dx1 = kick1*(1-2*rand(1,np1));            % x-direction 
brownian motion (particle 1) 
    dy1 = kick1*(1-2*rand(1,np1));            % y-direction 
brownian motion (particle 1) 
    dz1 = kick1*(1-2*rand(1,np1));            % z-direction 
brownian motion (particle 1) 
    dx2 = kick2*(1-2*rand(1,np2));            % x-direction 
brownian motion (particle 2) 
    dy2 = kick2*(1-2*rand(1,np2));            % y-direction 
brownian motion (particle 2) 
    dz2 = kick2*(1-2*rand(1,np2));            % z-direction 
brownian motion (particle 2) 
         
    dx12=[dx1 dx2]; 
    dy12=[dy1 dy2]; 
    dz12=[dz1 dz2]; 
dx1 = []; dy1 = []; dz1 = []; dx2 = []; dy2 = []; dz2 = []; 
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    ye12=[ye1 ye2];   % Concatenated E-Field component 
  
x_vel = velocity(Q,vis,w,h,y12,z12);      % Pozrikidis 
%x_vel = Vel_Function(Q,w,h,y12,z12);       % Velocity Function 
from Bruus, Mortensen, Lima 
  
         
dx12 = dx12 + dt*x_vel; % Particle motion in x-direction 
dz12 = dz12 + ye12;     % Particle motion in y-direction 
         
x12 = x12 + dx12;         % Updated x-locations for x-direction 
y12 = y12 + dy12;         % Updated y-locations for y-direction    
z12 = z12 + dz12;         % Updated y-locations for z-direction 
         
%% Particle Interactions 
[r c ri ci D] = Collision_Detection(x12,y12,z12,r12,lambda_D); 
     
Collision_Count=Collision_Count+length(r);      % Total number 
of Collisions 
  
[x12, y12, z12] = Collision(x12, y12, z12, dx12, dy12, dz12, m12, 
r, c, dt, eta, r12); 
        % Calculates the collision interactions of particles 
  
if ~isempty(ri) 
[x12, y12, z12] = DLVO(x12, y12, z12, r12, m12, ri, ci, A_H, D, 
gamma, epsilon, kappa, kb, T, z, elec, dt); 
end 
  
y12((y12+r12) > w) = w - r12((y12+r12) > w);   % Wall Boundaries  
y12((y12-r12) < 0) = r12((y12-r12) < 0);       % Wall Boundaries 
z12((z12+r12) > h) = h - r12((z12+r12) > h);   % Wall Boundaries 
z12((z12-r12) < 0) = r12((z12-r12) < 0);       % Wall Boundaries     
 
eluted = find(x12 > l);      % Particles that elute from channel 
np1_eluted = eluted(eluted <= np1);  % Indices of species 1 that 
eluted 
np2_eluted = eluted(eluted > np1);   % Indices of species 2 that 
eluted 
Particle_1_elution_h = [Particle_1_elution_h 
z12(np1_eluted)];   % Array of eluted particle heights 
Particle_2_elution_h = [Particle_2_elution_h 
z12(np2_eluted)];   % Array of eluted particle heights 
np1_col = length(z12(z12(np1_eluted)>(.5*h)));   % Indices of 
species 1 collected 
np2_col = length(z12(z12(np2_eluted)<(.5*h)));   % Indices of 
species 2 collected 
	   69	  
np1_eluted = length(np1_eluted); % Number of particle 1 eluted 
np2_eluted = length(np2_eluted); % Number of particle 2 eluted 
tot_np1_eluted = tot_np1_eluted + np1_eluted;    % Total number 
of species 1 eluted 
tot_np2_eluted = tot_np2_eluted + np2_eluted;    % Total number 
of species 2 eluted 
np1_collection = np1_collection + np1_col;   % Total number of 
species 1 collected 
np2_collection = np2_collection + np2_col;   % Total number of 
species 2 collected 
tot_np1 = tot_np1 + np1_eluted; 
tot_np2 = tot_np2 + np2_eluted; 
 
%% Particle Re-entry for continuous flow 
x12(eluted) = 0;      % Particle re-entry for 
continuous flow 
y12(eluted) = w*rand(1,length(eluted)); % y-location for re-
initialized particles 
z12(eluted) = (h/8)*(7+rand(1,length(eluted)));  % z-location 
for re-initialized particles 
end 
 
%% Evaluation 
tot_np1=tot_np1-np1       % Total number of particle 1 injected 
tot_np2=tot_np2-np2       % Total number of particle 2 injected 
  
Yield_1 = np1_collection/tot_np1           % Species 1 Yield 
Yield_2 = np2_collection/tot_np2           % Species 2 Yield 
  
Purity_1 = np1_collection/(np1_collection+tot_np2_eluted-
np2_collection)   % Species 1 Purity 
Purity_2 = np2_collection/(np2_collection+tot_np1_eluted-
np1_collection)   % Species 2 Purity 
  
p1_avg_h = mean(Particle_1_elution_h)      % Average height of 
species 1 
p2_avg_h = mean(Particle_2_elution_h)      % Average height of 
species 2 
  
st_dev_1 = std(Particle_1_elution_h)       % Standard deviation 
of species 1 heights 
st_dev_2 = std(Particle_2_elution_h)       % Standard deviation 
of species 1 heights 
  
suggested_separation_cutoff=((p1_avg_h-p2_avg_h-st_dev_1-
st_dev_2)/2)+p2_avg_h+st_dev_2 	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A.2	   Pozrikidiz	  Velocity	  Function	  	  
function [x_vel] = velocity(Q,vis,w,h,y,z) 
% Pozrikidiz Velocity Function 
% This calculation positions the origin at the center of the 
channel such 
% that a and b are the half channel width and height, 
respectively. 
  
n = 100; 
a = w/2;            % corresponds to the channel width 
b = h/2;            % corresponds to the channel height 
x_arg = a/b; 
y = y - a; 
z = z - b; 
Q = Q/(60*1000); 
F_sum = 0; 
v_sum = 0; 
for i = 1:n 
    alpha_n = (2*i - 1) * pi / 2; 
    F_sum   = F_sum + tanh(alpha_n * x_arg) / (alpha_n^5); 
    v_sum = v_sum+((-
1^i)/(alpha_n^3))*(1/cosh(alpha_n*a/b))*cosh((alpha_n/b)*y).*cos
((alpha_n/b)*z); 
end 
Func = 1 - (6/x_arg) * F_sum; 
G = 3 *vis * Q / (4 * a * Func * b^3);   % pressure drop Eq. 
(5.1.22) 
u = (G/(2*vis))*(b^2 - z.^2 + (4*b^2) * v_sum); 
x_vel(1,:) = u(:); 
x_vel(x_vel<0) = 0; 
end 	  
A.3	   Bruus	  Velocity	  Function	  
function [x_vel] = Vel_Function(Q,w,h,y,z) 
% Velocity Function from Bruus, Mortensen, Lima "In vitro blood 
flow in a 
% rectangular PDMS microchannel: experimental observations using 
a confocal 
% micro-PIV system" 
  
n = 100; 
conversion = 1/(60*1000); % m^3/(s * liters) 
Q = Q*conversion; % conversion from liters/min to m^3/s 
num = 0; 
denom = 0; 
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for i = 1:n 
j = 2*i-1; 
k = j*pi; 
num = num + (1/(j^3))*sin(k*z(:)/h).*(1-(cosh(k*(y(:)-
w/2)/h))/(cosh(k*w/(2*h)))); 
denom = denom + (192*h/((k^5)*w))*tanh(k*w/(2*h)); 
end 
u = ((48*Q)/((pi^3)*h*w))*(num(:)./((1-denom(:)))); 
x_vel(1,:) = u(:); 
x_vel(x_vel<0) = 0; 
end 	  
A.4	   Distance	  Calculations	  	  
function [r c ri ci D] = Collision_Detection(x,y,z,rp, lambda_D) 
% Finds the pairwise distance^2 between all particles 
         
nn = repmat(x,length(x),1);     %  
Lx = triu((nn - nn'),1);        % Relative X Distances, Utilizes 
matrix symmetry to eliminate duplicates 
Lx = Lx.^2;                     % Squared X Distances 
  
nn = repmat(y,length(y),1);     % 
Ly = triu((nn - nn'),1);        % Relative Y Distances, Utilizes 
matrix symmetry to eliminate duplicates 
Ly = Ly.^2;                     % Squared Y Distances 
  
nn = repmat(z,length(z),1);     % 
Lz = triu((nn - nn'),1);        % Relative Z Distances, Utilizes 
matrix symmetry to eliminate duplicates 
Lz = Lz.^2;                     % Squared Z Distances 
nn = repmat(rp,length(rp),1);    
Lr = triu((nn + nn'),1);        % Summed Radii, Utilizes matrix 
symmetry to eliminate duplicates 
nn = []; 
D = sqrt(Lx+Ly+Lz) - Lr;      % Distance between particles 
[r c] = find(D < 0);             % Use [r c] as coordinates for 
collision calculation 
[ri ci] = find(D<lambda_D & D>0);% Use [ri ci] as coordinates 
for DLVO calculation 
D = max(triu(tril(D(ri,ci)))); 
end 	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A.5	   Kinetic	  Collision	  Response	  	  
function [x, y, z] = Collision(x, y, z, dx, dy, dz, m, r, c, dt, 
eta, rad) 
  
%   For the Collision response, [r c] correspond to particles a 
& b, 
%   respectively.  [r c] serve as the indices for the location 
and velocity 
%   of a & b. 
         
U = [dx./dt; dy./dt; dz./dt]; % Initial Particle Velocities 
         
Uab = zeros(3,length(x)); 
Uab(:,r) = U(:,r) - U(:,c);   % Relative Velocity for Colliding 
Particles a & b 
Uab(:,c) = Uab(:,r);          % Relative Velocity for Colliding 
Particles a & b 
  
Va = zeros(3,length(x));     % Final Velocity Matrix, particle a 
Vb = zeros(3,length(x));     % Final Velocity Matrix, particle b 
R = [x;y;z];                 % Position vector of particles 
 
u_n = zeros(3,length(x));            
u_n(:,r) = (R(:,r)-R(:,c))./repmat(sqrt(sum((R(:,r)-
R(:,c)).^2)),3,1);   % Unit Normal Vector from Particle a to b 
u_n(:,c) = u_n(:,r);                                % Unit 
Normal Vector from Particle a to b 
         
         
dot_r = zeros(1,length(x)); 
dot_c = zeros(1,length(x)); 
dot_r(r) = sum(Uab(:,r).*u_n(:,r)); % Relative Velocity 
component along Unit Normal 
dot_c(c) = sum(Uab(:,c).*u_n(:,c)); % Relative Velocity 
component along Unit Normal 
         
Va(:,r) = U(:,r) - 
(1+eta)*repmat((m(c)./(m(r)+m(c))).*(dot_r(r)), 3, 1).*u_n(:,r); 
                                            % Final Velocity of 
Particle a 
                                     
Vb(:,c) = U(:,c) + 
(1+eta)*repmat((m(r)./(m(r)+m(c))).*(dot_c(c)), 3, 1).*u_n(:,c); 
                                            % Final Velocity of 
Particle b 
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x = x + (Va(1,:) + Vb(1,:))*dt;      % Updated x-locations for 
x-direction 
y = y + (Va(2,:) + Vb(2,:))*dt;      % Updated y-locations for 
y-direction 
z = z + (Va(3,:) + Vb(3,:))*dt;      % Updated z-locations for 
z-direction 
end 	  
A.6	   DLVO	  Interactions	  
 
function [X, Y, Z, v_r, v_c] = DLVO(X, Y, Z, R, M, r, c, A_H, D, 
gamma, epsilon, k, Kb, T, z, elec, dt) 
% r and c are the row and column indices of interaciting 
particles from the 
% distance calculations 
for i = 1:length(r) 
r_vect = [X(r(i))-X(c(i)); Y(r(i))-Y(c(i)); Z(r(i))-Z(c(i))];  % 
Vector between interacting particles 
r_mag = sqrt(sum((r_vect.^2),1)); 
u_r_vect(:,i) = r_vect/r_mag; 
u_c_vect(:,i) = -r_vect/r_mag; 
end 
DA = (R(r).*R(c))./(R(r)+R(c));     % Derjaquin Approximation 
for Sphere-Sphere 
W_vdW = -(A_H/6)*(DA./D); % Van der Waals Attractive Force 
  
W_rep = 
64*pi*epsilon*((Kb*T/(z*elec))^2)*gamma(r).*gamma(c).*DA.*exp(-
k*D); 
  
W_DLVO = W_vdW + W_rep; 
abs_DLVO = abs(W_DLVO); 
v_r = zeros(3,length(X)); 
v_c = zeros(3,length(X)); 
  
v_r(:,r) = 
(repmat((W_DLVO./abs_DLVO).*sqrt(2*abs_DLVO./(M(r)+(M(r).^2)./M(
c))),3,1)).*u_r_vect; 
 
v_c(:,c) = 
(repmat((W_DLVO./abs_DLVO).*sqrt(2*abs_DLVO./(M(c)+(M(c).^2)./M(
r))),3,1)).*u_c_vect; 
 
X = X + (v_r(1,:)+v_c(1,:))*dt; 
Y = Y + (v_r(2,:)+v_c(2,:))*dt; 
Z = Z + (v_r(3,:)+v_c(3,:))*dt; 
end 
