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In this paper we present an algorithm for the construction of uniformly
continuous, compactly supported refinable interpolating functions for arbitrary
dilation matrices. We investigate the asymptotic behavior of their symbols and we
develop a link to the theory of translation invariant MRA. Ó 1999 Academic Press
1. INTRODUCTION
In the definition of a multiresolution analysis (MRA) and in the theory of subdivision
algorithms an important role is reserved for refinable interpolating functions. See [6, 10,
17, 21].
A function ϕ is called refinable if it satisfies a two-scale relation or dilation equation
ϕ(x)=
∑
γ∈Zd
aγ ϕ(Ax − γ ),
where A is a dilation matrix; i.e., it has integer entries and all eigenvalues of A have
modulus larger than one. If a function ϕ is continuous, ϕ(k) = 0, k ∈ Zd , k 6= 0, and
ϕ(0)= 1, we say that ϕ is an interpolating function.
The goal of this paper is to present an algorithm for the construction of refinable
interpolating functions for an arbitrary dilation matrix. The construction of refinable
interpolating functions is an intermediate step in the construction of orthonormal wavelet
bases and is of interest in its own right.
In the theory of MRA a function φ is called a generator or a scaling function if its
translates and dilates form a Riesz basis for the spaces Vj = Span{φ(Ajx − γ ), γ ∈ Zd }
and if, furthermore, these spaces form an MRA, i.e., a nested sequence {Vj , j ∈ Z} of shift
invariant closed subspaces of L2(Rd) with⋃
j∈Z
Vj = L2(Rd ),
⋂
j∈Z
Vj = {0}.
The generators are deeply related to refinable interpolating functions. For instance,
the translates of a generator φ are orthonormal if and only if ϕ = φ ∗ φ(−x) is a
165
1063-5203/99 $30.00
Copyright Ó 1999 by Academic Press
All rights of reproduction in any form reserved.
166 JOSIP DERADO
refinable interpolating function. In other words, one can start with a refinable interpolating
function ϕ such that ϕˆ(ξ) ≥ 0 and obtain a generator φ with orthonormal translates
by simply taking φˆ = √ϕˆ. We refer to [17] for a general survey of these concepts.
Interpolating wavelets, i.e., wavelets generated by refinable interpolating functions, are
also considered in [2, 3, 4, 5, 11, 16, 23].
Another point of view on refinable interpolating functions is the subdivision scheme
or iterative interpolating process. In the iterative interpolating process the original data
are a complex valued function f whose domain of definition is Zd or in general a
lattice G of the Euclidean space Rd . An extension function f∞, which interpolates the
original data, is defined using a refinable interpolating function ϕ, specifically, f∞(z) =∑
k∈Zd f (k)ϕ(z− k). Using the fact that ϕ is a refinable interpolating function, f∞ can be
computed as the limit of the iterative process
fk+1(A−(k+1)z)=
∑
j∈Zd
fk(A
−kj)az−Aj , ∀z ∈ Zd ,
where az−Ak are coefficients from the two-scale relation and where in each step the domain
is more refined. We refer to [10] for a general survey of these concepts.
Once we have determined a refinable interpolating function ϕ, we can construct a
multiresolution analysis in such a way that all the important properties of the function ϕ
will be inherited by the MRA and in particular by the elements of the Riesz basis of MRA.
In the case of the subdivision scheme, the final approximation will inherit these properties.
Thus, we are especially interested in compactly supported, smooth refinable interpolating
functions.
In one dimension several approaches are known to construct refinable interpolating
functions with compact support and arbitrary high regularity. See [9, 22, 26].
Since the higher-dimensional constructions are much more difficult, most questions that
have been answered in one dimension are still open in higher dimensions. Contributions
thus far have dealt with this question in a somewhat limited context. Riemenschneider and
Shen [24] have constructed refinable interpolating functions for the dilation A= 2I using
the theory of box splines, and Dahlke and Maass [8] have shown that the symbol of the
scaling function must satisfy a certain system of linear equations. In some particular cases
for selected dilation matrices they were able to give special solutions for this system of
equations.
This paper goes beyond its predecessors in several regards. It provides an algorithm for
the construction of symbols, which works for arbitrary dilation matrices and it yields an
explicit formula for the symbol. The construction only depends on the choice of self-affine
tiling; that is, a set T ⊆ Rd , where AT =D + T , parameterized by a digit set D of coset
representatives of Zd/AZd and an additional integer parameter P . See [13]. This yields a
refinable interpolating function ϕP,D which has the following properties:
• each ϕP,D is uniformly continuous,
• it satisfies Strang–Fix conditions of a given order L,
• it reproduces a space of polynomials of order less than or equal to L − 1 by
projection onto space spanned by integer translates of ϕP,D ,
• it satisfies Cohen’s conditions,
• the corresponding symbol is positive,
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• as opposed to other approaches, Cohen’s conditions and positivity of symbol are
easily verified,
• it can be factored as a convolution of a characteristic function of a tile (L times)
with some distribution.
Similar to the case of Daubechies’ wavelets and the associated refinable interpolating
functions, for any given digit set D one has a family of refinable interpolating functions.
In this context it is natural to ask about asymptotic behavior of the scaling functions ϕP,D
as P goes to∞. In the case of Daubechies’ polynomials it is known that in the limit one
obtains sinc bases. In this paper we show a similar asymptotic result for a given digit
set D and we show that these refinable interpolating functions converge to a function
whose Fourier transform is a characteristic function. This provides a link to the theory
of translation invariant MRA.
This paper is organized as follows. In Section 2, we explain the general setting of
refinable interpolating functions. In Section 3 we describe an algorithm and we derive an
explicit formula to compute the symbols which generate refinable interpolating functions.
We also present some examples. In Section 4 we discuss the asymptotic behavior of ϕP,D
and their relation to the Bernstein polynomials. We also make a link to translation invariant
MRAs. Finally, in Section 5 we discuss some examples of asymptotic behavior.
2. GENERAL SETTING
Throughout this paper {ui}q−1i=0 , {li}q−1i=0 , and {gi}q−1i=0 will denote a set of representatives
or a digit set of, respectively, Zd/AZd , Zd/BZd , and B−1Zd/Zd , where B stands for AT .
Furthermore, let G denote B−1Zd/Zd and q = |detA|.
Computing the Fourier transformation, defined by ϕˆ(ξ) = ∫Rd ϕ(x)e−2piix·ξdx , of the
two-scale relation we get
ϕˆ(ξ)=
∑
γ∈Zd
1
q
aγ e
−2pii〈γ,B−1ξ 〉ϕˆ(B−1ξ).
The symbol M(ξ) corresponding to the refinable interpolating function ϕ and dilation
matrix A is then defined as
M(ξ)=
∑
γ∈Zd
1
q
aγ e
−2pii〈γ,ξ 〉.
If a solution of the dilation equation is compactly supported, then the set of nonzero
coefficients aγ , the so-called mask of φ, is finite and therefore the symbol is just a
trigonometric polynomial. Conversely, with the Paley–Wiener theorem it is not hard to see
that finite masks lead to compactly supported scaling functions. Since for computational
purposes we would like to have compactly supported refinable interpolating functions,
from now on we will consider only symbols which are trigonometric polynomials.
Iterating the Fourier version of the two-scale relation one obtains ϕˆ(ξ) = ∏∞j=1
M(B−j ξ). Hence, instead of searching directly for a refinable interpolating function we
can search for an algorithm for the construction of a symbol.
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In general, not every trigonometric polynomial is a symbol for an interpolating scaling
function. Lemarie-Rieusset and Cohen [17] have given sufficient conditions on the symbol
to yield a refinable interpolating function.
THEOREM 2.1. Let M(ξ) be a trigonometric polynomial which satisfies
(P1) M(0)= 1
(P2) M(ξ)≥ 0
(P3) ∑
g∈G
M(ξ + g)= 1
(P4) M(ξ) satisfies Cohen’s condition;
then ϕ defined by ϕˆ(ξ)=∏∞j=1M(B−j ξ) is a refinable interpolating function.
Cohen’s condition in (P4) is a technical condition which requires the existence of a
compact set K which tiles Rd , has disjoint integer translates, contains a neighborhood
of 0, and finally
M(B−j ξ) 6= 0 for all ξ ∈K and j ≥ 1, j ∈ Zd .
Furthermore, if for a symbol M(ξ) the following holds,(
∂
∂ξ
)k
M(g)= 0 for all k = (k1, k2, . . . , kd), |k| ≤ L− 1 and all g ∈G, g 6= e,
then we say that symbol satisfies Strang–Fix conditions of order L. In the univariate case
Strang–Fix conditions imply a factorization
M(ξ)=
(
1+ e−2piiξ
2
)L
F(ξ).
The factor ((1 + e−2piiξ )/2)L tends to increase the smoothness, since it corresponds to
convolving B-spline χ[0,1] ∗ · · · ∗ χ[0,1] (L times) with a tempered distribution associated
to F(ξ). The Strang–Fix conditions are necessary, but not sufficient conditions for
smoothness. Although in the multivariate case the relation between regularity and Strang–
Fix conditions is more subtle, it is plausible that factoring may imply higher regularity at
least in some particular cases. The Strang–Fix conditions are also strongly related to the
approximation properties of refinable interpolating functions. More precisely, a refinable
interpolating function satisfies the Strang–Fix conditions of order L if and only if
5L−1 = Span
{
xk = xk11 · · ·xkdd ; |k| = k1 + · · · + kd ≤ L− 1
}
is reproduced by projection onto V0 = Span{ϕ(x−k); k ∈ Zd }. See [7, 15]. To summarize,
we shall look for trigonometric polynomialsM(ξ) which satisfy the following properties:
(P1) M(0)= 1
(P2) M(ξ)≥ 0
(P3) ∑g∈GM(ξ + g)= 1
(P4) Cohen’s condition
(P5) Strang–Fix conditions of high order or proper factorization.
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In the next section we will give a construction of such polynomials and prove the following
theorem:
THEOREM 2.2. For a given set of representatives {ui, i = 0, . . . , q − 1} of Zd/AZd ,
L ∈N, and P ∈N such that P ≥ q(L− 1)+ 1, let
(a) mD(ξ)=
∣∣∣∣∣ 1q
q−1∑
i=0
e−2pii〈ui,ξ 〉
∣∣∣∣∣
2
and mg(ξ)=mD(ξ + g)
(b) 8(k0, k1, . . . , kq−1)=

1
#{{ki =max0≤j≤q−1 kj }} , if k0 = max0≤j≤q−1kj
0, otherwise
(c) MP (ξ)=
∑
0≤ki≤P∑q−1
i=0 ki=P
8(k0, k1, . . . , kq−1)
(
P
k0, k1, . . . , kq−1
)
m
k0
Dm
k1
g1
· · ·mkq−1gq−1
where mkigi =mgi (ξ)ki .
Then MP satisfies (P1)–(P3) and factors as MP(ξ) = mLD · F(ξ) where F is also a
trigonometric polynomial. Furthermore, MP satisfies the Strang–Fix conditions of order
2L. If mD(ξ) satisfies Cohen’s condition, then so does MP (ξ).
3. AN ALGORITHM FOR THE CONSTRUCTION OF REFINABLE INTERPOLATING
FUNCTIONS
The idea is to generalize an univariate algorithm due to Lemarié-Rieusset and Strichartz
explained in [26]. Their algorithm has two steps. In the first step a simple “canonical”
trigonometric polynomial mD satisfying (P1)–(P4) is found. We will call mD a basic
symbol corresponding to the dilation matrix A. In the second step they construct more
general symbols satisfying higher Strang–Fix conditions.
The following proposition, due to Gröchenig et al. [12], provides us with the basic
symbol mD for an arbitrary dilation matrix.
PROPOSITION 3.1. Let m0(ξ)= (1/q)∑q−1i=0 e−2pii〈ui ,ξ 〉. Then m0(ξ) satisfies
(a) m0(0)= 1
(b)
∑
g∈G
|m0(ξ + g)|2 = 1
(c) m0(g)= 0 for all g ∈G,g 6= e (Strang–Fix conditions of order 1).
Proof. (a), (c) are obvious. (b) follows from a well-known statement about character
sums in compact Abelian groups. See [12, Lemma 5.1].
It follows directly from the proposition that mD(ξ) = |m0(ξ)|2 satisfies properties
(P1)–(P3) and Strang–Fix conditions of order 2, and if m0(ξ) satisfies Cohen’s condition,
so does mD(ξ); i.e., mD(ξ) will be one particular solution of the problem. The question
for which digit sets D the symbol mD satisfies Cohen’s condition is surprisingly subtle
and difficult. No satisfactory characterization is known, although sufficient conditions are
described in [12] and [18].
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Now fix L ∈N, and choose P ∈N such that P ≥ q(L− 1)+ 1. Let mg(ξ)=mD(ξ + g)
for all g ∈G, g 6= e. Then (P3) can be rewritten as
mD(ξ)+mg1(ξ)+mg2(ξ)+ · · · +mgq−1(ξ)= 1. (1)
Raising both sides to the P th power
(mD(ξ)+mg1(ξ)+mg2(ξ)+ · · · +mgq−1(ξ))P = 1P (2)
and expanding, (2) becomes ∑
ω∈
mω1 ·mω2 · · ·mωP = 1, (3)
where  = {ω = (ω1, . . . ,ωP ), ωi ∈ G, 1 ≤ i ≤ P }. The idea is to partition  into q
subsets Ie, Ig1, . . . , Igq−1 , i.e., to write the left side of (3) as
LHS=
∑
ω∈
=
∑
Ie
+
∑
Ig1
+
∑
Ig2
+· · ·+
∑
Igq−1
such that, if we define MP (ξ) = ∑Ie then MP(ξ + g) = ∑Ig for all g ∈ G. This
guarantees that (P3) holds. (P2) is satisfied, since all the terms in MP are nonnegative.
Furthermore, if we partition in such a way that the term mPD is in
∑
Ie
, then MP(ξ) can be
written as
MP (ξ)=mPD(ξ)+ rest,
where the rest consists of nonnegative terms. Hence,MP (ξ) will satisfy (P1) and ifmD(ξ)
satisfies Cohen’s condition, MP(ξ) will satisfy the condition too. So, the main question
is how do we partition ? First, note that the cardinality of  is qP , so it is possible to
partition  in q disjoint subsets of the same cardinality. Next, G acts on  by
τg(ω)= (ω1 + g,ω2 + g, . . . ,ωq−1 + g)
and thus defines an equivalence relation ∼ on , i.e., ω ∼ η if there is a g ∈ G such
that τg(ω) = η. The relation ∼ divides  into classes [ω], which are orbits of the form
[ω] = {τg(ω) : g ∈ G}, each with cardinality q . Now, we pick one set of the orbits’
representatives, including (e, e, . . . , e), to be elements of Ie and define Ig as Ig = τgIe,
i.e., Ig = {τgω : ω ∈ Ie}. Finally, we define a symbol MP to be
MP (ξ)=
∑
ω∈Ie
mω1(ξ)mω2(ξ) · · ·mωP (ξ).
We have to check that
MP (ξ + g)=
∑
ω∈Ig
mω1(ξ)mω2(ξ) · · ·mωP (ξ) (4)
holds. But,
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MP(ξ + g)=
∑
ω∈Ie
P∏
i=1
mωi (ξ + g)
∑
ω∈Ie
P∏
i=1
mωi+g(ξ)
=
∑
ω˜∈τgIe=Ig
P∏
i=1
mω˜i (ξ)=
∑
ω∈Ig
P∏
i=1
mωi (ξ).
Thus the polynomials MP (ξ) satisfy properties (P1)–(P3), and if mD(ξ) satisfies (P4),
then they also satisfy (P4). The algorithm yields a variety of different symbols MP(ξ)
depending on the choice of representatives. In order to satisfy the Strang–Fix conditions
of maximum order L, we will choose a specific set of representatives which guarantees
a factor mLD in each term. For this we select those P -tuples from each orbit with the
maximum number of e’s among their coordinates. If in two P -tuples the same maximum
number of e’s appears, we choose the P -tuple in which the identity e first appears when
read from left to right. There is only one such tuple in each orbit. Moreover, among
all (
P
k0, k1, . . . , kq−1
)
P -tuples which correspond to the term mk0Dm
k1
g1 · · ·mkq−1gq−1 , the number of those tuples start-
ing with e equals the number of tuples starting with another element of G with the same
maximal multiplicity.
Hence, the symbol MP(ξ) we choose is of the form
MP(ξ)=
∑
0≤ki≤P∑q−1
i=0 ki=P
8(k0, k1, . . . , kq−1)
(
P
k0, k1, . . . , kq−1
)
m
k0
Dm
k1
g1 · · ·m
kq−1
gq−1, (5)
where 8 is defined as
8(k0, k1, . . . , kq−1)=

1
#{{ki = max
0≤j≤q−1
kj }} , if k0 = max0≤j≤q−1kj
0, otherwise.
Since k0 ≥ ki and P ≥ q(L− 1)+ 1, we have k0 ≥ L and the symbol can be factored as
MP (ξ)=mLD(ξ) · F(ξ) where F(ξ) is still a trigonometric polynomial.
Remarks. (a) This algorithm generalizes the univariate algorithm. In the algorithm of
Strichartz for the univariate case the power P was necessarily an odd number, while in the
above algorithm this requirement is superfluous.
(b) The requirement P ≥ q(L − 1) + 1 is necessary to factor mLD(ξ) and satisfy the
Strang–Fix conditions. In general, P can be any number larger than 1.
(c) If Cohen’s condition is satisfied for MP on some set K , then the corresponding ϕ is
uniformly continuous. This follows from a more general result we present here in the form
of a lemma.
LEMMA 3.2. Let M(ξ) be a trigonometric polynomial satisfying (P1)–(P3). Then the
function ϕ defined by ϕˆ(ξ)=∏+∞j=1M(B−j ξ) is uniformly continuous.
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Proof. We first define a sequence ϕˆm(ξ) = ∏mj=1M(B−j ξ)χBmQ0 where Q0 =
[−1/2,1/2]d . It is relatively easy to see that ϕˆm→ ϕˆ uniformly. Furthermore,
‖ϕˆm+1‖L1 =
∫
Bm+1Q0
|ϕˆm+1(ξ)|dξ (ϕˆ≥0)=
∫
Bm+1Q0
ϕˆm+1(ξ) dξ
=
∫
⋃q−1
i=0 Bm(Q0+li )
M(B−m−1ξ) ·
m∏
j=1
M(B−j ξ)dξ
=
q−1∑
i=0
∫
Bm(Q0+li )
M(B−m−1ξ) ·
m∏
j=1
M(B−j ξ)dξ
=
q−1∑
i=0
qm
∫
Q0
M(B−m−1(Bmξ +Bmli)) ·
m∏
j=1
M(B−j (Bmξ +Bmli))dξ
periodicity of M= qm
∫
Q0
q−1∑
i=0
M(B−1ξ + gi)︸ ︷︷ ︸
=1
·
m∏
j=1
M(B−j (Bmξ))dξ
= qm
∫
Q0
m∏
j=1
M(B−j (Bmξ))dξ =
∫
BmQ0
m∏
j=1
M(B−j ξ)dξ
=
∫
BmQ0
ϕˆm(ξ)dξ = ‖ϕˆm‖L1 .
By induction we obtain ‖ϕˆm‖ = ‖ϕˆ0‖ = ‖χQ0‖ = 1. Now, by Fatou’s lemma, ‖ϕˆ‖L1 ≤
lim infn→+∞ ‖ϕˆm‖ = 1. Thus ϕˆ ∈ L1⇒ ˆˆϕ = ϕ(−x) is uniformly continuous.
(d) In the construction we used generalized cardinal B-spline as a basic symbol and an
approach based on self-affine lattice tilings, but the algorithm would work if we used any
other basic symbol mD , i.e., any other simple trigonometric polynomial which satisfies
(P1)–(P3).
3.1. Examples
The masks obtained by this construction are symmetric about the origin, i.e., ai,j =
a−i,−j . Therefore, in this section they are presented only by their upper part, i.e., [ai,j ]
for j ≥ 0; the lower part can be easily obtained by reflection. The position of a0 in the
mask is denoted by a box.
EXAMPLE 1. Here is an example of the construction. Let
A=
[−2 1
1 1
]
and the digit set D = {(0,0), (0,1), (−1,1)}. Then we have
m0(ξ)= 13 (1+ e
−2piiξ2 + e−2pii(ξ2−ξ1)).
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Hence,
mD(ξ)= |m0(ξ)|2 = 19 [3+ 2 cos(2piξ1)+ 2 cos(2piξ2)+ 2 cos(2pi(ξ1 − ξ2)].
Let P = 4. Then
M4(ξ)=m4D +
(
4
3 1 0
)
m3Dmg1 +
(
4
3 0 1
)
m3Dmg2 +
1
2
(
4
2 2 0
)
m2Dm
2
g1
+ 1
2
(
4
2 0 2
)
m3Dm
2
g2 +
(
4
2 1 1
)
m2Dmg1mg2
=m4D + 4m3Dmg1 + 4m3Dmg2 + 3m2Dm2g1 + 3m2Dm2g2 + 12m2Dmg1mg2 .
This results in the following mask:
1
2187

6 6 0 6 6 0 0 0 0
6 0 −66 −66 0 6 0 0 0
0 −66 −57 0 −57 −66 0 0 0
6 −66 0 900 900 0 −66 6 0
6 0 −57 900 2187 900 −57 0 6

.
EXAMPLE 2. Let
A=
[
2 1
−1 2
]
and the digit set D = {(0,0), (1,0), (2,0), (1,1), (2,1)}. For P = 3 the construction
provides us with the following mask:
1
3125

0 0 0 0 0 −50 −100 −100 −50 0 0
0 0 −50 −75 −50 0 0 0 −50 −75 −50
0 −50 −100 0 750 1450 1450 750 0 −100 −50
0 −75 0 775 2100 3125 2100 775 0 −75 0
 .
EXAMPLE 3. Let
A=
[
2 1
0 2
]
and D = {(0,0), (1,0), (0,1), (1,1)}. For P = 4 the construction provides us with the
following mask:
1
16384

48 64 −192 −576 −736 −576 −192 64 48
96 0 −384 0 576 0 −384 0 96
48 −576 −192 5184 9504 5184 −192 −576 48
0 −1024 0 9126 16384 9126 0 −1024 0
 .
The refinable interpolating function computed by this mask is shown in Fig. 1.
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FIGURE 1
EXAMPLE 4. Let
A=
[
1 1
−2 2
]
and D = {(0,0), (1,0), (1,1), (1,−1)}. For P = 5 the construction provides us with the
following mask:
1
262144

0 0 0 0 0 36 0 0 0 0 0
0 0 0 0 60 120 60 0 0 0 0
0 0 0 0 180 0 180 0 0 0 0
0 0 −60 120 120 −120 120 120 −60 0 0
0 −60 0 1080 0 220 0 1080 0 −60 0
−24 −120 900 1320 −540 −1728 −540 1320 900 −120 −24
−60 0 1500 0 −12720 0 −12720 0 1500 0 −60
−60 720 1480 −10920 −11580 80 −11580 −10920 1480 720 −60
0 720 0 −10440 0 82680 0 −10440 0 720 0
120 720 −3900 −9240 79020 167520 79020 −9240 −3900 720 120
156 0 −4580 0 92160 262144 92160 0 −4580 0 156

.
The refinable interpolating function computed by this mask is shown in Fig. 2.
4. ASYMPTOTIC BEHAVIOR OF THE SYMBOL MP
In this section we will show the connection between MP(ξ) and the Bernstein
polynomials and use known facts about the convergence of Bernstein polynomials to
investigate convergence of MP(ξ) when P goes to∞.
FIGURE 2
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Let 1n denote the full simplex{
x = (x1, . . . , xn) :xi ≥ 0;
n∑
i=1
xi ≤ 1
}
.
We need some general facts about the Bernstein polynomials. The Bernstein polynomi-
als of order P of the function f (x1, x2, . . . , xq−1) on 1q−1 are defined as
BPf (x1, x2, . . . , xq−1)
=
∑
ki≥0
q−1∑
i=0
ki=P
f
(
k1
P
,
k2
P
, · · · , kq−1
P
)(
P
k0, k1, . . . , kq−1
)
x
k0
0 x
k1
1 · · ·x
kq−1
q−1 ,
where x0 = 1−∑q−1i=1 xi .
There are two facts about convergence which are important for us.
(1) BP f (x1, . . . , xq−1)→ f (x1, . . . , xq−1) at all points of continuity, and
(2) BP f → f uniformly if f is continuous on 1q−1 as P →∞.
For the proof and more details see [19, 26].
In the univariate case for q = 2 we have Daubechies’ polynomials, which are of the form
M2L−1ξ =
L−1∑
k=0
(
2L− 1
k
)(
cos2(piξ)
)2L−1−k(
sin2(pix)
)k
.
If we compare M2L−1 with the one dimensional version of the Bernstein polynomials,we
have
B2L−1f (x)=
2L−1∑
k=0
f
(
k
2L− 1
)( 2L− 1
k
)
xk(1− x)2L−1−k,
where f : [0,1]→R. We immediately see that
M2L−1(ξ)= B2L−1χ[0,1/2)
(
sin2(piξ)
)
,
where χ[0,1/2) is the characteristic function of the interval [0,1/2). Using the convergence
properties of the Bernstein polynomials, we conclude that
M2L−1(ξ)→ χ[0,1/2)
(
sin2(piξ)
)
,
which implies that
ϕˆ2L−1(ξ)=
∞∏
j>1
M2L−1
(
ξ
2j
)
→ ϕˆ(ξ)=
∞∏
j>1
χ[0,1/2]
(
sin2
(
pi
ξ
2j
))
= χ[−1/4,1/4)(ξ),
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where the convergence is pointwise almost everywhere. In the general case, we have to
compare
MP(ξ)=
∑
0≤ki≤P∑q−1
i=0 ki=P
8(k0, k1, . . . , kq−1)
(
P
k0, k1, . . . , kq−1
)
m
k0
Dm
k1
g1 · · ·m
kq−1
gq−1
and
BP f (x1, x2, . . . , xq−1)
=
∑
ki≥0
q−1∑
i=0
ki=P
f
(
k1
P
,
k2
P
, · · · , kq−1
P
)(
P
k0, k1, . . . , kq−1
)
x
k0
0 x
k1
1 · · ·x
kq−1
q−1 .
As in the case of Daubechies’ polynomials, there is a striking similarity. To identifyMP
as some BP , we have to choose f as
f
(
k1
P
,
k2
P
, · · · , kq−1
P
)
=8(k0, k1, . . . , kq−1).
Now, let xi = ki/P and x0 = 1−∑q−1i=1 xi . We have
f (x1, . . . , xq−1)=

1
#{{xi = max
0≤j≤q−1
xj }} , if x0 = max0≤j≤q−1xj
0, otherwise.
(6)
In particular, f (x1, x2, . . . , xq−1) = 1 iff xi < x0 for all i , 1 ≤ i ≤ q − 1. Using the fact
that
∑q−1
i=0 xi = 1, we have
f (x1, x2, . . . , xq−1)= 1 iff ∀i 2xi +
q−1∑
j=1
j 6=i
xj < 1.
We define hyperplanesHi: 1q−1→R as
Hi(x1, x2, . . . , xq−1)= 2xi +
q−1∑
j=1
j 6=i
xj
and let K =⋂q−1i=1 {Hi < 1}. Then we have f (K)= 1, f (K¯c)= 0 and if
x ∈
⋂
i∈I
{Hi = 1} ∩
⋂
j∈J
{Hj < 1} where I ∩ J = ∅,
then f (x)= 1/#I .
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It is not difficult to see that K¯ is the closed convex hull of the vertices
(0,0,0, . . . ,0),
(
1
2
,0,0, . . . ,0
)
,
(
0,
1
2
,0, . . . ,0
)
, . . . ,(
0,0, . . . ,
1
2
)
,
(
1
q
,
1
q
, · · · , 1
q
)
.
Before we state the main theorem of the section, we need some additional definitions.
DEFINITION. Let τG: Rd → 1q−1 be defined as τG(ξ) = (mg1(ξ),mg2(ξ), . . . ,
mgq−1(ξ)) and let Q1 = τG(Rd )∩K andQ0 = τG(Rd)∩ K¯c and Q¯1 = {ξ ∈Rd :mg(ξ)≤
mD(ξ),∀g ∈G}.
We are now prepared to state the following theorem.
THEOREM 4.1 (Asymptotic behavior of the symbol MP(ξ)). Let f be as in (5) and let
8˜(ξ)= f (τG(ξ)). Then
(a) MP(ξ)= BP 8˜(ξ)
(b) MP → χQ¯1 , a.e. or more precisely, MP (ξ)→ 8˜(ξ) pointwise for all ξ ∈ Rd ,
as P →∞
(c) if E ⊆ Rd , E compact and such that 8˜|E is continuous, then convergence in (b)
is uniform on E.
Proof. (a) follows directly by taking xi =mgi (ξ).
(b) The convergence at the points of continuity of 8˜ and uniform convergence on the
compact set where 8˜ is continuous are direct results of general facts (1) and (2) about
convergence of the Bernstein polynomials. It remains to prove the pointwise convergence
at the points of discontinuity of 8˜.
Let ξ be a point of discontinuity of 8˜, i.e., ξ ∈Qc0 ∩Qc1 on the boundary of K. In that
case there is a set of indices I = {i1, i2, i3, . . . , ik} such that mgi (ξ)=mD(ξ) for i ∈ I and
mgj (ξ) < mD(ξ) for j /∈ I .
Observe first that
mg(ξ)=mD(ξ)⇒MP (ξ + g)=MP (ξ). (7)
This is true because MP(ξ) is a sum of terms of the form
8(k0, k1, . . . , kq−1)
(
P
k0, k1, . . . , kq−1
)
m
k0
Dm
k1
g m
k2
g2
· · ·mkq−1gq−1,
i.e., terms wheremD has the largest power. InterchangingmD(ξ) with mg(ξ) will result in
a sum of terms
8(k0, k1, . . . , kq−1)
(
P
k0, k1, . . . , kq−1
)
mk0g m
k1
Dm
k2
g2 · · ·m
kq−1
gq−1,
i.e., terms where mg(ξ) has the largest power, which is exactly MP(ξ + g).
Further, note that
mg(ξ) < mD(ξ)⇒MP(ξ + g)→ 0. (8)
178 JOSIP DERADO
This is simply a result of the fact that
Mp(ξ + g)= Bpf (τG(ξ + g))→ f (τG(ξ + g)).
Sincemg(ξ) < mD(ξ), we have f (τG(ξ + g))= 0 and henceMp(ξ + g)→ 0. Now, using
(7) and (8) we have
1=
∑
g∈G
M(ξ + g)=
∑
i∈I
MP (ξ + gi)+
∑
j /∈I
MP (ξ + gj )
= #I ·MP(ξ)+
∑
j∈I
MP (ξ + gj ).
The second term vanishes in the limit, and so MP(ξ)→ 1/#I .
Remarks. (a) We have already seen that if Cohen’s condition is satisfied for mD it
is also valid for MP for all P . However, in the limit as P →∞, Cohen’s condition
is not necessarily preserved. Furthermore, it is easy to see that |⋂∞j=1Bj Q¯1| ≥ 1 is
necessary for Cohen’s condition to hold in the limit. If this were not the case, then ϕˆm =∏m
j=1 χQ¯1(B
−j ξ)χBm[−1/2,1/2] converge to the refinable but not necessary interpolating
function. We will give the examples in the next section.
(b) Link to translation invariant MRA. A MRA V = {Vj }j∈Z is translation invariant if
each subspace Vj is invariant under the translations, i.e., if
f (x) ∈ Vj ⇒{f (x − y) : y ∈Rd} ⊆ Vj .
Most examples of MRA do not satisfy this property.
In [21], Madych proved that ϕ is a generator for a translation invariant MRA if and only
if ϕˆ = χQ for a set Q which satisfies the following properties:
(T1) Q⊂ BQ
(T2) Q∩Q+ k ' ∅ ∀k ∈ Zd , k 6= 0
(T3) ⋃k∈Zd (Q+ k)'Rd
(T4) ⋃k∈Zd (BkQ)' Rd .
In our case
ϕˆ(ξ)=
∞∏
j=1
χQ¯1(B
−j ξ)= χQ,
where Q = ⋂∞j=1BjQ¯1. In most examples of the next section, Q satisfies (T1)–(T4).
In general, Q¯1 can always be represented as Q¯1 = E + Zd where E is a compact set
containing [−, ]d for some  > 0. In general E is not determined uniquely. But, for
such E we have the following proposition:
PROPOSITION 4.1. If E satisfies
(1) E ⊂ BE
thenQ= BE and generates a translation invariant MRA. Furthermore, {(F−1χQ)(x−k),
k ∈ Zd } where F−1 is inverse Fourier transform forms an orthonormal basis for V0.
MULTIVARIATE REFINABLE INTERPOLATING FUNCTIONS 179
Proof. First, note that BE satisfies (T1). (T4) follows from the definition of Q¯1. From∑q−1
i=0 χQ¯1(B
−1(ξ − li ))= 1 we obtain
Rd =
q−1⋃
i=0
BQ¯1 + li =
q−1⋃
i=0
BE +BZd + li = BE +Zd .
Thus,BE satisfies (T3). Furthermore, |E| = 1/q⇒ |BE| = 1. Hence, by Lemma 1 in [13],
BE satisfies (T2). Furthermore, (T2) and (1) imply BE ∩ E + z = ∅, ∀z ∈ Zd , z 6= 0.
Hence, it is easy to see Q = BE and it satisfies (T1)–(T4). Furthermore, ∑z∈Zd χ2Q
(ξ + z) = ∑z∈Zd χQ(ξ + z) = 1 and therefore {F−1χQ(x − k), k ∈ Zd} forms an
orthonormal basis for V0 which yields an orthonormal basis for L2(Rd).
In conclusion, under the weak assumptions of Proposition 4.1, the process of construct-
ing refinable interpolating functions yields a translation invariant MRA in the limit.
5. EXAMPLES
EXAMPLE 1. In the one-dimensional case for A = [q] and the canonical choice of
digits, i.e., D = {0,1, . . . , q − 1}, we have
m0(ξ)= 1
q
(1+ e−2piiξ + e−2pii2ξ + · · · + e−2pii(q−1)ξ )= 1− e
−2piiqξ
q(1− e−2piiξ ) .
Therefore,
mD = sin
2(piqξ)
q2 sin2(piξ)
. (9)
Now we compute Q¯1.
Q¯1 =
{
ξ :mD
(
ξ + k
q
)
≤mD(ξ), k = 1, . . . , q − 1
}
=
{
ξ : sin
2(piq(ξ + k/q))
q2 sin2(pi(ξ + k/q)) ≤
sin2(piqξ)
q2 sin2(piξ)
, k = 1, . . . , q − 1
}
=
{
ξ : sin2
(
pi
(
ξ + k
q
))
≥ sin2(piξ), k = 1, . . . , q − 1
}
=
[
− 1
2q
,
1
2q
]
+Z.
Hence
Q=
∞⋂
j=1
qj Q¯1 =
[
−1
2
,
1
2
]
⇒ ϕˆ = χ[−1/2,1/2] and therefore ϕ(x)= sin(pix)
pix
.
Thus, Theorem 4.1. contains the observation in Lemma 2.4.31 in [20] as a special case.
In this case, since ϕˆ is the characteristic function of a set of measure 1, Cohen’s condition is
satisfied. If the choice of a digit set is not canonical, Cohen’s condition may not be satisfied
in the limit as can be seen in the following example.
180 JOSIP DERADO
Remark. The symbols obtained by our algorithm in the one-dimensional case are related
to the work of Belogay and Wang [1] and Heller [14].
EXAMPLE 2. Let A = [3] and D = {0,1,5}. Then one can compute that Q¯1 is
[− 115 , 115 ]∪[− 415 ,− 16 ]∪[ 16 , 415 ]+Z and ϕˆ = χQ, whereQ= [− 15 , 15 ]∪[− 35 ,− 12 ]∪[ 12 , 35 ].
Since |Q|< 1, Cohen’s condition is not satisfied. See Remark (a) in Section 4.
EXAMPLE 3. In two dimensions for q = 2 we have four different equivalent classes of
matrices over SL(2,Z) (see [18]):[
0 2
1 0
] [
0 2
−1 0
] [
0 2
−1 1
]
and
[
1 1
−1 1
]
.
For all four matrices we choose a digit set D = {(0,0), (1,0)}. Thus mD(ξ1, ξ2) =
cos2(piξ1) and Q¯1 is ([− 14 , 14 ] + Z)×R. Iterating Q¯1, we obtain ϕˆ = χ[−1/2,1/2]2 for the
first two matrices and for the last two, we get ϕˆ = χQ, where
Q= convex hull
[(
−3
4
,
1
4
)
,
(
1
4
,−3
4
)
,
(
3
4
,−1
4
)
,
(
− 1
4
,
3
4
)]
for the third one and
Q= convex hull
[(
0,
1
2
)
,
(
0,−1
2
)
,
(
−3
4
,
1
4
)
,
(
− 1
2
,
1
2
)
,
(
1
2
,−1
2
)
,
(
3
4
,−1
4
)]
for the last one. Except for the last matrix, Cohen’s condition for χQ¯1 is satisfied. In the last
case |Q|< 1, and therefore Cohen’s condition is not satisfied. See Remark (a) in Section 4.
EXAMPLE 4. In two dimensions, for diagonal matrices
A=
[
a 0
0 b
]
and the canonical choice of a digit setD = {(i, j) : i = 0,1, . . . , a−1; j = 0,1, . . . , b−1}.
It is easy to see that
Q¯1 =
[
− 1
2a
,
1
2a
]
×
[
− 1
2b
,
1
2b
]
+Z2
and ϕˆ = χ[−1/2,1/2]2 results in the sinc basis
ϕ(x, y)= sin(pix)
pix
sin(piy)
piy
.
The same conclusion holds for the matrices
A=
[
0 a
b 0
]
,
i.e., permutated diagonal matrices. In both cases, for diagonal or permuted diagonal
matrices, Cohen’s condition is satisfied. In higher dimensions the analogous statement for
diagonal matrices holds.
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In dimension two for q = 3 we have the following examples:
EXAMPLE 5. Let
A=
[
2 1
−1 1
]
and a digit set D = {(0,0), (1,0), (2,0)}. In this case the symbol mD is same as in the
univariate case for q = 3, i.e.,
mD(ξ1, ξ2)= sin
2(3piξ1)
9 sin2(piξ1)
.
Hence, Q¯1 = ([− 16 , 16 ] +Z)×R. Iterating Q¯1, we get ϕˆ = χQ where
Q= convex hull
[(
−5
6
,
1
3
)
,
(
−1
2
,
1
2
)
,
(
0,
1
2
)
,
(
5
6
,−1
3
)(
1
2
,−1
2
)(
0,
1
2
)]
.
Cohen’s condition is satisfied.
EXAMPLE 6. Let
A=
[
1 1
3 0
]
and a digit set D = {(0,0), (1,1), (1,2)}. In this case the symbol is
mD(ξ1, ξ2)= 19
(
3+ 2 cos(2pi(ξ1 + ξ2))+ 2 cos(2pi(ξ1 + 2ξ2))+ 2 cos(2piξ2)
)
.
The solutions of the equationsmD =mg , which determine Q¯1, are obtained on the lines
x + 2y =±1
3
+Z
x + y =±1
3
+Z
y =±1
3
+Z.
Therefore
Q¯1 = convex hull
[(
−1
3
,0
)
,
(
−2
3
,
1
3
)
,
(
−1
3
,
1
3
)
,
(
1
3
,0
)
,(
2
3
,−1
3
)
,
(
1
3
,−1
3
)]
+Z2.
It is easy to see that the convex hull satisfies assumptions for a set E in Proposition 4.1.
That implies
Q= convex hull
[(
−2
3
,
1
3
)
,
(
−1
3
,
2
3
)
,
(
1
3
,
1
3
)
,
(
2
3
,−1
3
)
,
(
1
3
,−2
3
)
,
(
−1
3
,−1
3
)]
,
i.e., Q is a set bounded by the lines
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x + 2y =±1
x − y =±1
2x + y =±1.
Cohen’s condition is satisfied.
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