A, B: sensitivity of simulations (sim_a, Fig.2A ) to the slope of the linear function over a range of values for the standard deviation of division ratios (A) and local standard deviation of growth rates (LSDG) (B); each element in the graph indicates the -log p--value (see colorbar) for the equality of coefficients of variation between the experimental data and the simulations, calculated by applying Levene's test on the relative deviations from the mean [32] ; the white lines mark the 95% confidence interval for measured parameters (Table S1 ). C--N: results of simulations in which cell growth rates were adjusted to cell volumes using fitted inverse (C--E),
quadratic (F--H), logarithmic (I--K) and probability density (PDF) functions (L--N). C, F, I: functions
were fitted to the data shown in figure 1H , using the least squares method; function coefficients giving the best fit to the data are shown in the top right of each panel. L: growth rates at different volumes were based on the line of maximum probability across the PDF (red); above 160 µm 3 , where the data were too sparse and the PDF became erratic, growth rates were kept constant (blue line). D, G, J, M: boxplots of simulated volumes at different iteration numbers, corresponding to C, F, I, L; for simulation parameters other than function coefficients, the default values used in Table S1 were Table" indicates the figure or table where the data were used.
Lines 11 to 20 indicate how the data was filtered. "Variable" corresponds to the heading of the column in the cell data tables that contained the raw values; "Filter n" lines specify the headings of columns in the cell data tables that were used to select cells with values between at least "Filter n min" and less than "Filter n max"; for "ROI number", 1 corresponds to the inflorescence meristem.
Lines 22 to 25 provide summary statistics for each treatment (n, median, mean and standard deviation). Lines 27 to 31 give summary statistics for each inflorescence apex. Raw values for each treatment are listed below line 33. 
Installing and using image analysis, simulation and statistical scripts
The scripts were written in Python 2.7.3 using an Apple computer running MacOS X 10.9.4 --small changes may be needed to install and run them on a different platform.
To install and run the image analysis scripts, expand the file Supplemental_software.zip on the Desktop, open the file 3D_meristem_analysis/Image_processing_instructions.pdf and follow the instructions. Fiji [S2] was used to visualize and interact with processed images, using macros included in Supplemental_software.
To run the statistics and simulation scripts, use a script editor to open the corresponding files (3D_meristem_analysis/python_scripts/statistical_analysis.py and 3D_meristem_analysis/python_scripts/cell_growth_simulation.py) and follow the instructions annotated in the section "Main programme". Functions need to be copied and pasted from the scripts directly to a Python shell.
Supplemental Experimental Procedures

Overview of image analysis
The Supplemental_software file contains the annotated source code and detailed instructions on how to install and use the Python scripts and Fiji macros used for 3D image analysis. Briefly:
3D segmentation used the morphological watershed algorithm [S1] implemented in
SimpleITK, after Gaussian blurring with given sigma values for the x, y and z dimensions. Cell volumes were measured by counting voxels in each segmented cell.
To define regions of interest (inflorescence meristem and floral buds), four points per
bud were manually selected around the base of 3 to 5 bud primordia. For each primordium, a sphere was drawn around the center of mass of the four landmark points and reaching up to the furthest point. The region of interest was defined as the section of this sphere above the best--fitting plane for the four points. The inflorescence meristem was defined in a similar way, using as landmarks the point closest to the meristem for each bud. The main axis of the inflorescence meristem was defined as the vector normal to the best--fitting plane for the meristem landmarks and crossing their center of mass.
3. To define cell layers, cells touching the image borders or facing the bottom of the image were masked, then binary erosion was used to identify cells in the outermost layer; cells considered abnormally thick for their layer (more than 1.3 times the median thickness) were masked and not attributed to any layer; cells already attributed to a layer were deleted and the process was repeated until all cells had been assigned to a layer.
4. To measure GFP, the signal was first corrected for diminishing intensity with increasing depth in the confocal stack, based on the FM4--64 signal within the boundaries of 6. To calculate the local standard deviation of growth (LSDG), binary dilation was used to find the immediate neighbors of each cell that had been matched between images 1 and 2. For each cell and neighbor that had been successfully matched across the two images, relative growth rates were calculated as the ratio between cell volumes in image 2 and image 1. The standard deviation of the relative growth rates (defined as the LSDG) was calculated if n was at least 3.
Overview of simulations
All simulations used functions defined in the Python script /3D_meristem_analysis/python_scripts/cell_growth_simulation.py (Supplemental_software).
The functions were used directly in a Python shell, following the instructions annotated on the script.
The simulations sim_a described in Fig After each time all cells were allowed to grow and divide for a full cycle, a random subset of cells was removed to maintain the population size around 400 (similar to the number of cells measured in one inflorescence apex).
Simulations sim_b described in Fig. 2A were as described above for sim_a, except that the number of cell growth iterations (corresponding to cell cycle length) of individual cells was adjusted to compensate for cell growth heterogeneity by dividing it by the growth variability factor k.
For both sim_a and sim_b, default parameter values (Table S1 ) were chosen to minimize cell variability (lower bounds of the 95% confidence intervals for the SD of cell division ratio and for the mean LSDG) and maximize the correction of cell volumes (most negative value in the 95% confidence interval for the slope of the regression between cell volumes and growth rates). Artifactual variability in growth rates introduced by imaging and image processing was estimated by independently imaging the same apices from different angles at a single time point and processing the images as if they corresponded to different time points (Table S2, treatments 4--7). The resulting local standard deviation of volume ratios (LSDR, calculated as described above for the LSDG) was used to calculate the corrected LSDG (Table S1) (Fig. 2B ), data were pooled from 5 simulations and from 3--5
inflorescence apices, and the p--values for equality of coefficients of variation were calculated as described above (Statistics). When simulations were run over a range of parameter values ( Fig.   S2 A, B), parameters that were not varied remained at the default values described above.
To test different functions for the relation between cell volume and growth rate, inverse, quadratic and logarithmic functions were fitted to the cell volume and growth rate data shown in Figure 1H , using the least squares method (source code in Supplemental Software, script /3D_meristem_analysis/python_scripts/statistical_analysis.py ). The functions and best--fitting coefficients were used instead of the linear function in simulation sim_a as described above to produce the data shown in Figure S2 C--K. The probability density function for growth rate as a function of cell volume was calculated using Gaussian kernel density (source code in statistical_analysis.py).
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