Several recent papers have sought to provide theoretical explanations for Zipf's Law, which states that the size distribution of cities in an urban system can be approximated by a Pareto distribution with shape parameter (Pareto exponent) equal to 1. This paper assesses the empirical validity of Zipf's Law, using new data on 73 countries and two different estimation methods -standard OLS and the Hill estimator. Using OLS, we find that, for the majority of countries (53 out of 73), Zipf's Law is rejected. Using the Hill estimator, Zipf's Law is rejected for the minority of countries (29 out of 73). Non-parametric analysis shows that the Pareto exponent is roughly normally distributed for the OLS estimator, but bimodal for the Hill estimator. Variations in the value of the Pareto exponent are better explained by political economy variables than by economic geography variables.
Introduction
One of the most striking regularities in the location of economic activity is how much of it is concentrated in cities. Since cities come in different sizes, one enduring line of research has been in describing the size distribution of cities within an urban system.
The idea that the size distribution of cities in a country can be approximated by a Pareto distribution has fascinated social scientists ever since Auerbach (1913) first proposed it. Over the years, Auerbach's basic proposition has been refined by many others, most notably Zipf (1949) , hence the term "Zipf's Law" is frequently used to refer to the idea that city sizes follow a Pareto distribution. Zipf's Law states that not only does the size distribution of cities follow a Pareto distribution, but that the distribution has a shape parameter (henceforth the Pareto exponent) equal to 1.
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The motivation for this paper comes from several recent papers (e.g. Krugman (1996) , Gabaix (1999) , Cordoba (2000) , Axtell and Florida (2000) , Reed (2001) ), which seek to provide theoretical explanations for the "empirical fact" that the ranksize-rule for cities holds in general across countries. The evidence they present for the existence of this fact comes in the form of appeals to past work such as Rosen and Resnick (1980) , or some regressions on a small sample of countries (mainly the US).
One limitation of such appeals to the Rosen and Resnick result is that their paper is over 20 years old, and is based on data that dates from 1970. Thus, one pressing need is for newer evidence on whether the rank-size-rule continues to hold for a fairly large sample of countries.
The present paper sets out to do four things: the first is to test Zipf's Law, using a new dataset that includes a larger sample of countries. The second is to perform the analysis using the Hill estimator suggested by Gabaix and Ioannides (2002) . Third, it non-parametrically analyses the distribution of the Pareto exponent to give an indication of its shape and to yield additional insights. Finally, this paper sets out to explore the relationship between inequality in the sizes of cities as measured by the Pareto exponent, and some plausible economic variables.
There are two key issues regarding Zipf's Law. The first is whether the Pareto distribution is indeed a good approximation to the size distribution of cities, and the second is the appropriate estimation method.
Although the size distribution of cities is clearly right-skewed, there are many other right-skewed distributions that might fit the size distribution of cities better than the Pareto distribution. As Cowell (1995) argues in his book on measuring income inequality, any simple formula that is used to describe the functional form of the distribution can at best be viewed "as useful approximations that enable us to describe a lot about different distributions with a minimum of effort." (Cowell (1995) , p. 71).
Thus for example, Cameron (1990) has shown that a two-parameter Weibull distribution fits the size distribution of cities better than the Pareto distribution, while Hsing (1990) and Alperovich and Deutsch (1995) do the same for the generalised Box-Cox transformation. It is clear that any general distribution would fit an empirical distribution better than any particular distribution, unless the data fits the particular distribution (almost) perfectly. The task of exploring the distribution that best describes the urban system is beyond the scope of this paper. Nevertheless, the finding that more general distributions fit the urban system better, does not invalidate the use of the Pareto distribution as a useful first approximation.
An equally important issue is whether the estimation method that has hitherto been used to estimate Zipf's Law (i.e. OLS) is valid. Gabaix and Ioannides (2002) show that running the Zipf regression using OLS leads to estimates that are biased downward (for the sample sizes used in the cities literature, the biases can be very large), and underestimated standard errors. Thus, a key contribution of the present paper is to calculate the Hill (1975) estimator for the Pareto exponent, which is the maximum likelihood estimator (and hence overcomes the bias of OLS) if city growth follows a random process, and also yields the correct standard errors.
To briefly preview the results, we find that, using OLS, the average value of the Pareto exponent is 1.11, which is greater than that predicted by Zipf's Law. For 53 countries this value is significantly different from 1; of these, 39 are significantly greater than 1 while 14 are significantly less than 1. This value displays clear patterns across continents; countries in Africa, South America and Asia have on average smaller values (indicating less evenly sized cities) than countries in Europe, North America, and Oceania. For the Hill estimator, the average value of the Pareto exponent is higher at 1.17, but for only 29 countries is this value significantly different from 1, with 23 having values significantly greater than 1. Thus, the outcome depends on the estimation method used. The Pareto exponent is roughly normally distributed for the OLS estimator, but bimodal for the Hill estimator, suggesting a possible bias in the Hill estimator when the size distribution of cities does not follow an exact power law. Finally, in the second stage regression to uncover the factors that influence the value of the Pareto exponent, we find that political economy variables such as government expenditure and the GASTIL index, play a more important role than economic geography variables such as transport costs and scale economies.
The next section outlines the rank-size-rule and briefly reviews the theoretical and empirical literature in the area. Section 3 describes the data and the methods including the Hill estimator, and section 4 presents the results, along with nonparametric estimation of the Pareto exponent. Section 5 takes the analysis further by seeking to uncover any relationship between these measures of the urban system and some economic variables, based on models of economic geography and political economy. The last section concludes.
The Rank-Size-Rule and Related Literature
The form of the size distribution of cities as first suggested by Auerbach in 1913 takes the following Pareto distribution:
where x is a particular population size, y is the number of cities with populations greater than x, and A and α are constants. Zipf's (1949) contribution was to propose that the distribution of city sizes could not only be described as a Pareto distribution but that it took a special form of that distribution with α =1, and A corresponding to the size of the largest city. This is Zipf's Law.
As the purpose of this paper is not to test any of the recent theoretical developments in the literature, a brief note on the key ideas behind the current theories will suffice to give an indication of the direction in which the literature is heading. The idea of a random growth model to explain the size distribution of cities was first suggested by Simon (1955) . Gabaix (1999) clarifies the Simon idea by
showing how an approximate power law might emerge from Gibrat's Law, the assumption that the expected rate of growth of a city and its variance are independent of its size. Cordoba (2000) is a refinement of the random growth story; he shows that scale economies can play a role in the evolution of cities only if city size affects the variance of city growth but not its mean. Reed (2001) argues that a geometric
Brownian motion for the evolution of the size of cities can generate a power law if the time of the observation is itself a random variable that follows an exponential distribution.
From a more microfounded perspective, the paper by Brakman, Garretsen, Finally, two other papers approach the issue from a slightly different perspective. Axtell and Florida (2000) use a multi-agent model of endogenous firm formation to generate Zipf's Law from uncertainty arising from the location of new firms. Krugman (1996) shifts the randomness from city growth rates to the size of the hinterland of port cities, by arguing that randomness in the connections between regions generates hinterlands and hence cities whose sizes follow a power law.
The key empirical article in this field is Rosen and Resnick (1980 
They found indications of both concavity (β'<0) and convexity (β'>0) with respect to the pure Pareto distribution, with more than two thirds (30 of 44) of countries exhibiting convexity. As Guerin-Pace (1995) demonstrates, this result is also sensitive to sample selection.
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Other empirical studies on the rank-size-rule include Alperovich (1984 Alperovich ( , 1988 and Kamecke (1990) . These papers seek to address some of the issues involved in testing the rank-size-rule, such as the appropriate tests and methods. However, these papers have tended to depend on data from the UN Demographic Yearbook, which has data for cities with populations of over 100,000. The problem with this is that, having such a high threshold for the cities included in the sample means that for many countries, only the upper tail of the distribution is represented, whereas for other, larger countries, most of the cities in the urban system are included. In this paper we will use an alternative data set that has different (generally, lower) population thresholds for cities to be included in the sample. This gives us a larger set of cities in each country, which allows us to capture a larger proportion of the system of cities, especially for smaller countries.
On previous papers that have used the Hill estimator for estimating Zipf's Law, the best known is Dobkins and Ioannides (2000) , who find that the Pareto exponent is declining in the US over time, using either OLS or the Hill method.
However, they also find that the Hill estimate of the Pareto exponent is always smaller than the OLS estimate, thus calling into question the appropriateness of the Hill method, at least for the US (OLS is supposed to be biased downward, and the Hill estimator is supposed to overcome this bias). Additional evidence from Black and Henderson (2000) , who use a very similar dataset, suggests that the reliability of the Hill estimate is dependent on the curvature of the log rank -log population plot, something which we return to in section 4.3 below.
While obtaining the value for the Pareto exponent for different countries is interesting in itself, there is also great interest in investigating the factors that may influence the value of the exponent, for such a relationship may point to more interesting economic and policy-related issues. Rosen and Resnick (1980) , for example, find that the Pareto exponent is positively related to per capita GNP, total population and railroad density, but negatively related to land area. Mills and Becker (1986) , in their study of the urban system in India, find that the Pareto exponent is positively related to total population and the percentage of workers in manufacturing. Alperovich's (1993) cross-country study using values of the Pareto exponent from Rosen and Resnick (1980) finds that it is positively related to per capita GNP, population density, and land area, and negatively related to the government share of GDP, and the share of manufacturing value added in GDP. One problem with these previous investigations is that they have not been based on any formal models. In this paper, the variables included in the right hand side of the second stage regression are based on theoretical models, although it still falls short of estimating a fully specified equation. Some discussion of the sample selection criteria used here is in order.
Cheshire (1999) raises this issue. He argues that there are three possible criteria: a fixed number of cities, a fixed size threshold, or a size above which the sample accounts for some given proportion of a country's population. He objects to the third criterion as it is influenced by the degree of urbanisation in the country. However, it is simple to see that the other two criterion he prefers are also problematic: the first because for small countries a city of rank n might be a mere village indistinguishable from the surrounding countryside, whereas for a large country the nth city might be a large metropolis. While the limitation of the second criterion is obvious from the attempts to estimate the rank-size-rule using UN Demographic Yearbook data outlined above. The data as we use it seems in our opinion to represent the best way of describing the reality that large countries do have more cities than small countries on average, however, what is defined as a city in a small country might not be considered as such in a larger country. In any case, if it is believed that the rank-sizerule holds, then sample size shouldn't matter since all cities would lie along a straight line.
As an additional test, data was kindly provided by Paul Cheshire on carefully defined Functional Urban Regions (FURs), for twelve countries in the EC and the EFTA. This dataset, by more carefully defining the urban system, might be viewed as a more valid test of Zipf's Law. However, because the minimum threshold in the dataset is 300,000, meaningful regressions were run for only the seven largest countries in the sample (France, West Germany, Belgium, the Netherlands, Italy, Spain, and the United Kingdom). This serves as an additional check on the validity of the results obtained using the main dataset. The results using Cheshire's dataset are similar to those obtained using Brinkhoff's dataset and are not reported for brevity.
Data for the second stage regression which seeks to uncover the factors which influence α is obtained from the World Bank World Development Indicators CD-ROM, the International Road Federation World Road Statistics, the UNIDO Industrial Statistics Database, and the Gallup, Sachs and Mellinger (1999) geographical dataset.
The GASTIL index is from Freedom House.
Methods
Two estimation methods are used in this paper: OLS and the Hill (1975) method.
Using OLS, two regressions are run:
Equation (2) seeks to test whether α=1, while equation (3) seeks to uncover any nonlinearities that could indicate deviations from the Pareto distribution. Both these regressions are run for each country and each time period separately, using OLS with robust standard errors. This is done for all countries although a Cook-Weisberg test for heteroskedasticity has mixed results. As an additional check, the regressions were also run using lagged population of cities as an instrument for city population, to address possible measurement errors and endogeneity issues involved in running such a regression. The IV estimators passed the Hausman specification test for no systematic differences in parameter values, as well as the Sargan test for validity of instruments. Results using IV are very similar to the ones obtained using OLS, and are not reported.
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One potentially serious problem with the Zipf regression is that it is biased in small samples (see Gabaix and Ioannides (2002) ). Gabaix and Ioannides (2002) show using Monte Carlo simulations that the coefficient of the OLS regression of equation (2) is biased downward for sample sizes in the range that is usually considered for city size distributions. Further, OLS standard errors are grossly underestimated (by a factor of at least 5 for typical sample sizes), thus leading to too many rejections of Zipf's Law. They also show that, even if the actual data exhibit no nonlinear behaviour, OLS regression of equation (3) will yield a statistically significant coefficient for the quadratic term an incredible 78% of the time in a sample of 50
observations. This clearly has serious implications for our analysis. Gabaix and Ioannides (2002) propose an alternative procedure, the Hill (1975) estimator. Under the null hypothesis of the power law, it is the maximum likelihood estimator. Thus, for a sample of n cities with sizes x 1 ≥…≥x n , this estimator is: The Pareto exponent (using both the OLS estimate and the Hill estimate) is then used as the dependent variable in a second stage regression where the objective is to explain variations in this measure using variables obtained from models of political economy and economic geography. Since this measure can be viewed as a measure of inequality, the second stage can be interpreted as an attempt to identify the causes of inequality in the sizes of cities.
Results
In this section, we discuss only the results for the latest available year for each country, for the regressions (2) and (3) for Zipf's Law and the Hill estimator. This is to reduce the size of the tables. Full details are available from the author upon request.
4.1
Zipf's Law using OLS Table 1 presents the detailed results of regressing (2) and (3) for cities. We find that the largest value of the Pareto exponent of 1.719 is obtained for Kuwait, followed by Belgium, whereas the lowest value is obtained for Guatemala at 0.7287, followed by Syria and Saudi Arabia. Unsurprisingly, the former two countries are associated with a large number of small cities and no primate city, whereas in the latter three countries one large city or two dominates the urban system.
The summary results of regressing (2) and (3) for both cities and urban agglomerations are summarised in Table 3 . Directing our attention to the top half of the table for cities, the first set of observations labelled Full Sample shows the summary statistics for α, α' and β' for the latest available observation in all countries.
We see that the mean of the Pareto exponent for cities is approximately 1.11. This lends support to Rosen and Resnick's result (they obtain a mean value for the Pareto exponent of 1.13).
Breaking down the results by continents, we find that there seems to be a clear distinction between Europe, North America and Oceania which have high average values of the Pareto exponent (the average being above 1.2 in these cases) and Asia, Africa, and South America, which have low average values of the exponent (below 1.1). 7 This indicates that populations in the first three continents are more evenly spread over the system of cities than in the last three continents. The last set of observations in the top half of table 3 records the mean values for the countries of the former Eastern Bloc. These countries were largely excluded from the Rosen and
Resnick sample, but as can be seen from Table 4 the mean value of the Pareto exponent for these countries is roughly 1.1, so the inclusion of these countries in the data set is not driving the results. These findings raise the interesting question of why these differences exist between different continents. Could it be the different levels of development, or institutional factors? The next section will seek to identify the reasons for these apparently systematic variations.
Summarising the results of equations (2) and (3) Asian countries, and Australia, so is clearly not representative of the world as a whole. In their defence it could be argued that in 1970 a significant proportion of the world's urban population was in Europe, before the rapid urbanisation in the less developed countries occurred, thus justifying a more Euro-centric sample, since in most developing countries there simply did not exist an urban system in any real sense of the word.
One major concern in the literature is how "cities" are defined. Official statistics, even if reliable, are still based on the statistical authorities' definition of city boundaries. These definitions may or may not coincide with the economically meaningful definition of "city", usually defined as the entire metropolitan area (see Rosen and Resnick (1980) or Cheshire (1999) ). Data for urban agglomerations might more closely approximate such a functional definition, as they typically include surrounding suburbs where the workers of a city reside. However, not all countries collect data for such urban agglomerations. Nevertheless, we do have a small sample of countries for which such data is available, and for these countries equations (2) and (3) are run for the sample of agglomerations as well. 8 The results for the latest available period are presented in Table 2 , and are summarised in the lower half of Table 3 . 8 However, due to the limited number of countries for which agglomeration data are available, the second stage regression relating the value of α to some economic variables uses the perhaps less accurate city data. It is left to the reader to evaluate the validity of any results so obtained.
We find that the mean value of the Pareto exponent (0.870) is lower for agglomerations than for cities. This is to be expected, since the Pareto exponent is a measure of how evenly distributed is the population (the higher the value of the exponent, the more even in size are the cities), and urban agglomerations tend to be larger relative to the core city for the largest cities than for smaller cities. Once again a slight pattern can be observed across continents in that the mean value for the Pareto exponent is slightly larger for Europe than for the other continents; the small sample size however does not make this result particularly strong.
What about the significance of the parameter estimates? Table 4 gives the breakdown of the results of regressions (2) and (3), showing the significance of the Pareto exponent from one, and the significance of the quadratic term from zero, at the 5% significance level 9 , in both cases subdividing the results into continents.
Using the latest observation of cities, we find that α is significantly greater than one for 39 of our 73 countries, while a further 14 observations are significantly less than one. The result for cities is perhaps unsurprising and follows Rosen and
Resnick's result fairly closely. They find that, of 44 countries, 32 had the Pareto exponent significantly greater than 1, while 4 countries had the exponent significantly less than 1. Nineteen out of 20 European countries in their sample had the exponent significantly greater than 1. It is also unsurprising that in our sample Europe in particular has a large proportion of observations with the Pareto exponent significantly greater than 1 (21 out of 26 observations, or 81%). What is more surprising is the results for agglomerations.
For agglomerations, the Pareto exponent is never significantly greater than one, apart from three countries (the Netherlands, the United Kingdom and the Philippines), while fully 16 of the 26 observations for agglomerations were significantly less than one. The usual result found in the literature (see Rosen and Resnick (1980), Cheshire (1999) ) has been that, while the Pareto exponent may or 9 Hence in reading what follows, it should be kept in mind that, even if Zipf's Law (α=1) does hold, we would expect to reject α=1 5% of the time. Any fraction of rejections greater than this can be attributed to systematic deviations from the null hypothesis rather than random chance.
may not be close to one for cities, they would be closer to one for agglomerations, thus implying that Zipf's Law works if we would only define the cities more carefully. This conclusion is strongly rejected for our sample of countries in favour of the alternative that agglomerations are less equal in size than would be predicted by
Zipf's Law. Our interpretation of this finding is that, in more recent years, the growth of cities (especially the largest cities) has mainly taken the form of suburbanisation, so that this growth is not so much reflected in administratively defined cities, but shows up as increasing concentration of population in larger cities when urban agglomerations are used. It is unlikely that sample selection bias is driving this result, as the countries for which agglomeration data are available include 2 from Africa, 5
from Asia, 5 from South America, 3 from North America, 9 from Europe, and
Australia and New Zealand. Furthermore, the average value of the Pareto exponent for cities for these countries is 1.185, so the sample was if anything biased in favour of more evenly distributed city sizes rather than less evenly distributed city sizes.
For values of the quadratic term, the patterns are less strong. Recalling that a significant value for the quadratic term represents a deviation from the Pareto distribution, we find the following results. For the cities sample, 30 observations or 41% display a value for the quadratic term significantly greater than zero, indicating convexity of the log-rank -log-population plot, while 20 observations (27%) have a value for the quadratic term significantly less than zero, indicating concavity of the log-rank -log-population plot. These results are again in the same direction as those obtained by Rosen and Resnick (1980) , but less strong (they find that the quadratic term is significantly greater than zero for 30 out of 44 countries). On the other hand, for agglomerations, we find that half of the observations (13 out of 26) have a value for the quadratic term not significantly different from zero, with 10 or 38% having a quadratic term significantly less than zero.
Zipf's Law using the Hill estimator
As noted above, the OLS estimator is biased in small samples; hence the Hill estimator is used as an alternative method. The Hill estimator has the property that, if
Zipf's Law holds, then the Hill estimator is the maximum likelihood estimator, hence it overcomes the bias of OLS. between the difference in estimates using the two methods, and the number of cities in the sample (corr=-0.2575). for the OLS estimator, and hence that we reject the null hypothesis that the Pareto exponent is equal to 1 more frequently using the OLS estimator (in the figures, a rejection occurs when no portion of the vertical line indicating the confidence interval intersects the horizontal line at 1.00).
Non-parametric analysis of the distribution of the Pareto exponent
An additional way of describing the distribution of the Pareto exponent across countries is to construct the kernel density functions. The advantage of doing so is that it gives us a more complete description of how the values of the Pareto exponent are distributed -whether it is unimodal or bimodal, or whether it is normally distributed or not. In implementing this method, we use the latest available observation for each country. We construct the efficient Epanechnikov kernel function for the Pareto exponent for both the OLS and Hill estimators, using the "optimal" window width (the width that minimises the mean integrated square error if the data were Gaussian and a Gaussian kernel were used), and including an overlay of the normal distribution for comparative purposes. (see figure 6 ). What we find is that, in general, the Hill estimator is larger than the OLS estimator if the quadratic term is positive (i.e. the log rank -log population plot is convex), while the reverse is true if the quadratic term is negative. In other words, when the log rank -log population plot is not linear, OLS does not fit either tails of the distribution well, however the Hill estimator fits the lower tail of small cities better, while implying a worse fit in the upper tail. 11 These results are similar to those obtained by Dobkins and Ioannides (2000) and Black and Henderson (2000) for US cities (see the brief discussion in section 2 above).
The bimodal distribution of the Hill estimates can thus be explained as follows. Since we find that the Hill estimate is related to the curvature of the log rank -log population plot, a positive value for the quadratic term would imply a larger value of the Hill estimate (and vice versa for a negative value of the quadratic term).
Our interpretation of this is the following. Gabaix and Ioannides (2002) note that the 10 While the "optimal" window width exists, in practice choosing window widths is a subjective exercise. Silverman (1986) shows that the "optimal" window width oversmooths the density function when the data are highly skewed or multimodal. 11 This is exactly the opposite to the result we would get if we weighted the regression equation (2) by the population of cities. In this case, the regression line will fit the upper tail better by virtue of its greater weight.
Hill estimator is biased if the model of random growth fails. However, a model of random growth (e.g. Gabaix (1999) 
Explaining Variation in the Pareto Exponent
The Pareto exponent α can be viewed as a measure of inequality: the larger the value of the Pareto exponent, the more even is the populations of cities in the urban system (2000)), the openness of an economy to international trade. The model predicts that economic activity will be more highly concentrated in space the larger are scale economies and the lower are transport costs, also the larger the share of non-agricultural ("footloose") activities in the economy. Greater openness to international trade is predicted to reduce the degree of agglomeration, as the strength of forward and backward linkages is reduced 12 .
However, there are many other variables that can affect the value of the Pareto exponent, hence the econometric specification seeks to control for such variables. We 12 Although, to be clear, existing economic geography models do not predict Zipf's Law. Nevertheless, one would expect that the variables that the models indicate are important in the degree of concentration of economic activity, should also play a big role in the size distribution of cities.
could think of political factors influencing the location decision of firms and hence people, as in Ades and Glaeser (1995) . They argue that political stability and the extent of dictatorship are key factors that influence the concentration of population in the capital city. Also, it seems likely that the size of the country, as measured by population or land area or GDP, would play a role in influencing the value of the Pareto exponent.
Thus the reduced-form equation that we estimate is:
Where α it is the Pareto exponent, GEOG is the list of variables obtained from economic geography: SCALE is a measure of the degree of scale economies in manufacturing, T-COST is a measure of transport cost, NONAGRI is the share of manufacturing and services value-added in GDP, and TRADE is international trade as a percentage of GDP 13 . POLITIC is a group of political variables: GASTIL is the GASTIL index of political rights and civil liberties, TOTGOVEXP is total government expenditure as a share of GDP, NEWSTATE is an indicator variable for the time the country achieved independence, and WARDUM is an indicator variable for whether the country had an external war between 1960 and 1985. CONTROL is a set of variables controlling for the size of the country; here the control variables used are lnGDPPC (the log of per capita GDP in constant US dollars), lnAREA (the log of the land area of the country), and lnPOP (the log of population). Finally, DUMMIES is the set of continent dummies.
One potential concern is the effect of using an estimated coefficient from a first stage regression as a dependent variable in a second stage regression 14 . Lewis (2000) shows that the danger in doing so is that there could be measurement error in the first stage estimate, leading to inefficient estimates in the second stage.
Heteroskedasticity might also arise if the sampling uncertainty in the (second stage) 13 A detailed definition of the variables is given in the Data Appendix. 14 Using a one-stage estimation procedure (i.e. including the RHS variables of equation (5) in the Zipf regression equation (2)), would avoid the complications that this involves. Unfortunately, apart from city populations, we do not have city-level data for any other variable, hence the necessity of this twostage procedure.
dependent variable is not constant across observations. He advocates the use of feasible GLS (FGLS) to overcome this problem. However, Baltagi (1995) points out that FGLS yields consistent estimates of the variances only if T → ∞. This is clearly not the case for our sample; hence FGLS results are not reported. In addition, Beck and Katz (1995) show that FGLS tends to underestimate standard errors, and that the degree of underestimation is worse the fewer the time periods in the panel. They propose an alternative estimator using panel corrected standard errors with OLS, which they show to perform better than FGLS in the sense that it does not underestimate the standard errors, but still takes into account the panel structure of the data and the fact that the data could be heteroskedastic and contemporaneously correlated across panels. The regressions using panel-corrected standard errors are those that are reported below. Table 9 presents the results using the OLS estimate of the Pareto exponent as the dependent variable. The number of observations is somewhat less than the full sample because data is not available for all countries in all years. Column (1) Including controls for country size and continent dummies (columns (2) and (3)) shows the non-robust results of the economic geography variables, which contrasts with the strong robustness of the political variables. The only robustly significant economic geography variable is the degree of scale economies, and this enters with the opposite sign to what we would expect from existing theoretical models. The political variables remain highly significant. One additional interesting result is that in the final specification in column (3), the variables controlling for the size of the country do not have a large impact (they are only marginally jointly significant at the 10% level). Table 10 presents the results for regression equation (5) using the Hill estimate of the Pareto exponent as the dependent variable. We find that, of the economic geography variables, only transport costs are robustly significant, with the negative sign indicating that a more even size distribution is associated with lower transport costs (which does not agree with our theoretical priors). Once again the political variables are always highly significant whether or not we include size and continent controls. Also, the signs of all the political variables are the same as in Table 9 , indicating the robustness of the result. Just as in Table 9 , the size controls have little impact in the final specification in column (3), in this case not even jointly significant at the 10% level.
A key limitation of the tests in this section is the fact that they are not strongly grounded in economic models; neither political economy models nor current models of economic geography make any predictions with respect to the value of the Pareto exponent. Nevertheless, the results are highly suggestive. Political economy variables appear to play a larger role in determining the value of the Pareto exponent and hence the size distribution of cities, than economic geography variables. Further, the explanatory power of the model is good, with R 2 equal to 0.66 for column (3) of table 9, and R 2 equal to 0.61 for column (3) of table 10.
Comparing our results to previous findings, we find that our results for column (3) of Tables 9 and 10 (including all the variables and controls) are broadly in line with those of Alperovich (1993) . However, we get somewhat different results from those of Rosen and Resnick, as they find that the Pareto exponent is positively related to per capita GNP, total population and railroad density, and negatively related to land area. One likely explanation for this difference in results is that our specification is more complete than the one used by Rosen and Resnick; this can also be seen from the larger R 2 that we obtain (0.66) compared to their largest R 2 of 0.23. However, the Hill estimator will be biased if the size distribution does not follow a power law.
Using either method, we reject Zipf's Law much more often than we would expect based on random chance. Using OLS, we reject the Zipf's Law prediction that the Pareto exponent is equal to 1, for the majority of countries: 53 of the 73 countries in our sample. This result agrees with the classic study by Rosen and Resnick (1980) , who reject Zipf's Law for 36 of the 44 countries in their sample. We get the opposite result using the Hill estimator, where we reject Zipf's Law for a minority of countries (29 out of 73). Therefore, the results we obtain depend on the estimation method used, and in turn, the preferred estimation method would depend on our sample size and on our theoretical priors -whether or not we believe that Zipf's Law holds.
In attempting to explain the observed variations in the value of the Pareto exponent, we sought to relate the value of the Pareto exponent estimated using both OLS and the Hill approach, to several variables used in models of economic geography and political economy. Results using either estimator as the dependent variable are very similar. We find that political economy variables such as government expenditure and the GASTIL index play a larger role in explaining variations in the Pareto exponent than economic geography variables such as transport costs and scale economies.
Data Appendix
This appendix describes the variables used in the regressions (the full list of data sources is given in the text). Unless otherwise mentioned, all data are from the World Bank World Development Indicators CD-ROM.
SCALE is the degree of scale economies, measured using a measure constructed as the share of industrial output in high-scale industries where the definition of highscale industries is obtained from Pratten (1988) . The method used is to obtain the output of 3-digit industries from the UNIDO 2001 Industrial Statistics Database, then use Table 5 .3 in Pratten (1988) to identify the industries that have the highest degree of scale economies, and divide the output of these industries by total output of all manufacturing industries.
T-COST is transport cost, measured using the inverse of road density (total road mileage divided by land area). Source: United Nations WDI CD-ROM and
International Road Federation World Road Statistics.
NONAGRI is the share of non-agricultural value-added in GDP TRADE is the ratio of total international trade in goods and services to total GDP.
GASTIL is the GASTIL index. It is a combination of measures for political rights and civil liberties, and ranges from 1 to 7, with a lower score indicating more freedom. Source: Freedom House.
TOTGOVEXP is total government expenditure as a percentage of GDP.
WARDUM is a dummy indicating whether the country had an external war between 1960 and 1985. Source: Gallup, Sachs and Mellinger (1999) .
NEWSTATE is a categorical variable taking the value 0 if the country achieved independence before 1914, 1 if between 1914 and 1945, 2 if between 1946 and 1989 , and 3 if after 1989. Source: Gallup, Sachs and Mellinger (1999) .
LnGDPPC is the log of per capita GDP, measured in constant US dollars.
LnAREA is the log of land area, measured in square kilometres.
LnPOP is the log of population. z statistics in parentheses * significant at 10%; ** significant at 5%; *** significant at 1% OLS with panel-corrected standard errors results reported. z statistics in parentheses * significant at 10%; ** significant at 5%; *** significant at 1% OLS with panel-corrected standard errors results reported. 
