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Resumen. El granizo es capaz de infringir cuantiosos daños y su estudio es útil 
para los servicios meteorológicos, la industria de los seguros y el sector agrope-
cuario. Debido a la reducida ocurrencia espacial y temporal de los eventos de 
granizo, determinar su localización y frecuencia es difícil y costoso.  Se realizó 
un estudio de los datos de un radar polarimétrico de banda C (INTA Anguil, La 
Pampa) utilizando 14 tormentas de granizo y alrededor de 1400 casos en un ra-
dio de 240 km desde Enero de 2011 a Diciembre de 2012.  Se utilizaron cinco 
técnicas de minería de datos para calcular la probabilidad de granizo en superfi-
cie obteniendo una accuracy por encima del 86% con bajos valores (<21%) de 
falsas alarmas para el mejor modelo.  Estos métodos probaron ser herramientas 
útiles para la clasificación de granizo con datos de radar. 
1   Introducción 
El granizo es un fenómeno meteorológico capaz de infligir cuantiosos daños 
[1],[2],[3]; se considera un riesgo agroclimático y su estudio es útil para los servicios 
meteorológicos, la industria de los seguros y la comunidad agropecuaria [2].  Es poco 
frecuente, con una reducida extensión espacial y temporal y una variabilidad que su-
pera a la de los otros fenómenos meteorológicos [3],[4],[5],[6] por lo tanto detectar su 
ocurrencia en superficie es una tarea difícil y costosa [3],[4],[5],[6].  Ante esta situa-
ción los radares meteorológicos son una alternativa a las redes terrestres de medicio-
nes, porque abarcan una gran superficie y disponen de una única resolución en tiempo 
y espacio [2].  Existen estudios que exploran la relación de las variables medidas por 
los radares con el granizo.  La mayoría de estos trabajos que utilizan técnicas de mine-
ría de datos (MD), realiza aprendizaje supervisado, por lo que necesitan un conjunto 
de datos previamente etiquetado para aprender y que posteriormente permita identifi-
car la presencia de un hidrometeoro, en este caso granizo, en una nueva tormenta.  Por 
ejemplo, para clasificar celdas de tormentas severas
1
 hay estudios con Redes Neurona-
les (NN) [7], Algoritmos Genéticos (GA) [8], Maquinas de Vectores Soporte (SVM) 
                                                           
1 Que pueden generar granizo 
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[9] y Radial Basis Function (RBF) [9]. También se usaron Árboles de Decisión (DT) 
[10],[11], Regresiones (R) [12] [13] [14], Naive Bayes (NB) [11] y Redes Neuronales 
Bayesianas (BNN) [15] para determinar la probabilidad de granizo severo, tamaño del 
granizo o tipo de tormenta.  En Argentina los trabajos se concentran en la provincia de 
Mendoza y se utiliza Regresión Logística (RL) [3],[5].  El Instituto Nacional de Tec-
nología Agropecuaria (INTA) cuenta con un radar meteorológico de doble polariza-
ción en la provincia de La Pampa, cuya frecuencia de granizo es una de las más alta en 
la Pampa Húmeda [16].  El objetivo de este trabajo es generar un modelo de clasifica-
ción de ocurrencia de granizo en superficie utilizando técnicas de MD y datos polari-
métricos derivados del radar meteorológico de INTA en La Pampa.  
2   Datos 
Para analizar el granizo se necesitan datos con alta resolución espacial y temporal 
debido a la pequeña escala y corta duración de este fenómeno [1].  Estos datos se ob-
tuvieron de diversas fuentes que se integraron y organizaron en una base de datos con 
dos tipos de información: 1) los datos de campo (detallan la caída de granizo, después 
de una tormenta) y 2) los datos registrados por el radar. 
2.1   Datos de campo 
Los casos etiquetados, se recolectaron de fuentes usadas en los antecedentes:  
a) Reportes de compañías de seguros agrícolas: SanCor, La Segunda y La Dulce 
([14],[17],[18],[19],[20],[21]).  Cuenta con verificación visual in situ de un perito. 
b) Reportes en medios de comunicación y redes sociales ([13],[14],[20],[21],[22], 
[23]). 
c) Redes de informantes ([14],[20],[21],[22],[23]):  c.1)Red del Servicio Meteoro-
lógico Nacional (SMN) http://www.smn.gov.ar/?mod=voluntarios&id=1; c.2)Red de 
pluviómetros de la Policía de La Pampa 
http://www.policia.lapampa.gov.ar/lluvias.php; c.3)La red termo pluviométrica de la 
Red de Información Agropecuaria Nacional (RIAN) 
http://rian.inta.gov.ar/agua/informes.aspx; c.4)El Sistema Integrado de Información 
Agropecuaria (SIIA) http://www.siia.gov.ar/.  Todas estas fuentes tienen observación 
in situ. 
d)Informantes calificados: técnicos INTA, profesionales-asesores agropecuarios y 
productores locales ([3],[12],[16],[20],[21],[22],[23]).  Hay observación in-situ. 
e)Recorridas a campo posteriores o durante una tormenta ([21],[22],[24]): además 
de aprovechar las recorridas mensuales de la RIAN se realizaron salidas después de 
las tormentas del 10-12-2012 y el 24-12-2012. 
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Todas las fuentes proveen: la fecha de la tormenta, latitud y longitud del lugar y la 
etiqueta que indica si cayó o no cayó granizo.  Se obtuvieron 1.419 lotes (1.077 nega-
tivos y 342 positivos) correspondientes a 14 fechas con tormentas del período prima-
vero-estival del 2011 y 2012. 
2.2   Datos del Radar Meteorológico 
El radar ubicado en Anguil (La Pampa), opera en banda C y es de doble polariza-
ción.  La antena permite un giro en sentido horizontal de 360º y este radar está confi-
gurado para elevarse en ángulo vertical 12 veces, entre 0,5º de base y 15,1º de tope, 
para rangos de 120, 240 y 480 km con una resolución espacial de 1 km
2
.  La frecuen-
cia de este escaneo completo está programada cada 10 minutos, totalizando 144 ad-
quisiciones diarias registrando las variables: factor de reflectividad (Z), reflectividad 
diferencial (ZDR), coeficiente de correlación polarimétrica (RhoHV), desplazamiento de 
fase diferencial (PhiDP), desplazamiento de fase diferencial específica (KDP), velocidad 
radial (V) y anchura del espectro (W).  El día del radar se extienden de las 00:00 hs a 
las 23:50 hs [21]. 
Para este trabajo se procesaron Z, ZDR y RhoHV en el rango de 240 km, para la pri-
mera elevación (0,5º) integrando un valor por día; de esta manera los datos del radar y 
los de campo tienen la misma escala temporal y se pueden aparear.  Para cada pixel de 
1 km2 se calculó el valor máximo, mínimo, promedio y total de las 144 tomas diarias 
correspondientes a los 14 días sobre los cuales se recolectaron los datos de campo.  
Estas variables se calcularon con la primera elevación porque al ser la más cercana a 
la superficie es la que mejor representa lo que puede precipitar a nivel del suelo 
[2],[17],[18],[22],[24] (Fig. 1).  Los cálculos se realizaron con GIC, parte del software 
INTA-Radar
2
 desarrollado en Python 2.7 que usa numpy para cálculos matriciales y 
gdalg para transformar las matrices en imágenes GeoTIFF [21].  El listado final de 
variables calculadas se presenta en la tabla 1.  
Para conformar el dataset final, a las variables listadas en la tabla 1 se le agregó la 
variable etiquetada Hail que contiene el valor 1 en caso de caída de granizo y el valor 
0 en caso que no haya caído granizo.  Para realizar esta unión de los datos del radar 
con la de verdad de campo, también se usó el software INTA-Radar, pasando como 
parámetros: fecha, latitud y longitud del lugar etiquetado. El programa recorre las 12 
imágenes de resumen diario de la fecha indicada y extrae los valores del pixel en el 
cual “caen” las coordenadas geográficas definidas [21]. 
                                                           
2 https://github.com/INTA-Radar  
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Fig. 1. Esquema del cálculo de variables de radar de resumen diario. 
Tabla 1. Variables derivadas de los datos polarimétricos (Z, ZDR y RhoHV) del radar. 
Variable Descripción 
MxDbz1 Máximo de Z ocurrido durante las 24 horas en la 1ra elevación. 
MnDbz1 Mínimo de Z ocurrido durante las 24 horas en la 1ra elevación. 
AvDbz1 Promedio de Z ocurrido durante las 24 horas en la 1ra elevación.  
TotDbz1 Total de Z ocurrido durante las 24 horas en la 1ra elevación. 
MxZDR1 Máximo de ZDR ocurrido durante las 24 horas en la 1ra elevación. 
MnZDR1 Mínimo de ZDR ocurrido durante las 24 horas en la 1ra elevación. 
AvZDR1 Promedio de ZDR ocurrido durante las 24 horas en la 1ra elevación.  
TotZDR1 Total de ZDR ocurrido durante las 24 horas en la 1ra elevación. 
MxRho1 Máximo de RhoHV ocurrido durante las 24 horas en la 1ra elevación. 
MnRho1 Mínimo de RhoHV ocurrido durante las 24 horas en la 1ra elevación. 
AvRho1 Promedio de RhoHV ocurrido durante las 24 horas en la 1ra elevación.  
TotRho1 Total de RhoHV ocurrido durante las 24 horas en la 1ra elevación. 
Se analizaron las estadísticas básicas del dataset y se realizaron diagramas de caja 
comparando los casos negativos y positivos usando R.  Se aprecian diferencias entre 
las clases, siendo más evidente en algunas variables como los valores máximos y pro-
medios de Z, los valores mínimos y máximos de ZDR y los valores mínimos de RhoHV. 
3   Resultados  
Se seleccionaron las técnicas RL, DT (C4.5), NB y SVM porque presentan buenos 
resultados en clasificar granizo en los antecedentes.  Se optó por C4.5 para el DT por-
que es el más utilizado en los trabajos previos. En el caso de RL, DT y NB se presume 
que facilitaran el análisis de las variables seleccionadas por los modelos; se utilizó 
Tanagra [25] para correr estas técnicas.  Se aplicó Gene Expression Programming 
(GEP) porque aparece como una buena herramienta en la clasificación de imágenes 
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satelitales (Ej:[26],[27]) e interesa analizar su comportamiento con imágenes de radar; 
se evolucionó una RL porque es la técnica más utilizada en los antecedentes.  Se usó 
GeneXproTools 5.0 para su ejecución.  La tabla 2 resume los parámetros utilizados en 
cada algoritmo. 
Tabla 2. Parámetros de configuración de las técnicas utilizadas. 
Técnica Parámetros 
GEP Función objetivo: RL, Función Fitness: Máxima Verosimilitud, 
Cromosomas: 30, Genes: 4, Tamaño de Gen: 32, Linking Fun-
ction: Addition, Estrategia: Optimal Evolution, Conjunto de fun-
ciones: 29, Operadores Genéticos: 32.  Estos parámetros son los 
sugeridos por [28] de acuerdo a la cantidad de variables de entra-
da. 
RL Función de costo: Máxima Verosimilitud. No se estandarizaron ni 
normalizaron las variables continuas. Corte: 0,5. 
DT (C4.5) Max. .Nro de Hojas: 5, Nivel de confianza: 0,25, Criterio de divi-
sión: Gain Ratio. Sin prunning. 
SVM Exponente:1, Filtro: normalizado. 
NB Lambda: 0.0, se asume homocedasticidad. 
 
El problema se trató de forma binaria con todas las técnicas.  El dataset se dividió 
aleatoriamente en una proporción utilizada por otros autores ([3],[4],[11],[12]) que 
consiste en usar 2/3 de los casos para entrenamiento y 1/3 de los casos para valida-
ción, manteniendo la proporción original de casos positivos y negativos en cada set de 
datos. 
Para medir la performance de cada modelo generado se calcularon las medidas 
Probability Of Detection (POD) o Recall, False Alarm Ratio (FAR) y Percent Correct 
(PC) o Accuracy; sobre el dataset de validación, ya que son las medidas más utiliza-
das en los antecedentes.  Las formulas 1 a 3 presentan el cálculo de cada medida.  La 
tabla 3 presenta los resultados de cada técnica y la Fig.2 muestra detalles de los mode-
los obtenidos. 
POD= Verdaderos Positivos / (Verdaderos Positivos + Falsos Negativos) (1) 
FAR = Falsos Positivos / (Verdaderos Positivos + Falsos Positivos) (2) 
PC= (Verdaderos Positivos + Verdaderos Negativos) / (Verdaderos Positivos + Verda-
deros Negativos + Falsos Positivos + Falsos Negativos) 
(3) 
Tabla 3. Medidas de performance en validación de cada técnica utilizada. 
 GEP RL DT (C4.5) SVM NB 
POD 0,6942 0,8171 0,6857 0,8052 0,5285 
FAR 0,2364 0,4463 0,2066 0,4876 0,4628 
PC 0,8668 0,8541 0,8541 0,8436 0,7590 
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Fig. 2. a) Recorte de una de las reglas obtenidas con DT. b) Función logística para 
la clasificación granizo=1. c) Uno de los cuatro árboles de expresión obtenidos con 
GEP, ejemplo de función, valores de variables y constantes. D) Función lineal obteni-
da con NB. 
La técnica que mejor clasifica los casos en forma global es GEP, aunque RL, DT y 
SVM presentan resultados similares, NB es la técnica que muestra mayor confusión.  
En la clasificación de granizo es necesario contar con un buen rendimiento al momen-
to de detectar los casos positivos, el mejor valor de POD lo consigue RL, seguido por 
SVM.  En un segundo escalón aparecen GEP y DT, siendo NB la de peor performan-
ce.  Finalmente, es importante tener un valor bajo de FAR, en este aspecto DT tiene el 
mejor resultado, seguida por GEP.  Las tres técnicas restantes presentan valores ele-
vados de falsas alarmas. 
Los coeficientes son consistentes entre los modelos NB y RL en cuanto al signo; 
los cuales son coherentes con los antecedentes: a mayor Z (MxDbz1), valores menores 
(MnZDR1) o extremos (MxZDR1, TotZDR1) de ZDR y menores valores de RhoHV 
(MnRho1, TotRho1) mayor probabilidad de ocurrencia de Granizo.  La relación de 
valores altos de Z también se aprecia en el DT obtenido. 
4   Conclusiones y Trabajos Futuros  
Las técnicas que mejor relación presentan en los resultados de performance de las  
medidas POD, FAR y PC son GEP y DT, mientras que la de menores valores es NB. 
RL, DT y NB permiten analizar de manera más sencilla, el comportamiento de las 
variables involucradas ante la presencia de granizo.  Esta propiedad es importante 
para la caracterización del comportamiento de las variables del radar en la identifica-
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ción de granizo en la región.  Por ejemplo, a partir del DT generado, se ve que 55 
dBZ es un valor más adecuado como indicador de presencia de granizo para La Pam-
pa, en lugar de los 45 dBZ configurados por defecto en el radar, a los 50 dBZ utiliza-
dos para Paraná por [19] y los 60 dBZ indicados para Pergamino por [19]. 
Las técnicas supervisadas de MD resultaron ser herramientas adecuadas para gene-
rar modelos de clasificación de granizo en superficie utilizando datos polarimétricos 
de un radar meteorológico de banda C. 
Como trabajos futuros sería importante realizar nuevas pruebas incorporando otras 
variables polarimétricas al dataset como PhiDP y KDP e integrar los datos en las 12 
elevaciones y no solo de la primera.  También sería interesante generar un set de datos 
solo con variables derivadas de Z, para evaluar el rendimiento potencial de un modelo 
que solo necesite esta variable ya que el mismo se podría aplicar a radares de banda C, 
de doble o de simple polarización (como el ubicado en INTA Pergamino). 
Finalmente, sería significativo evaluar técnicas de MD para generar modelos que 
determinen el daño que hace el granizo en cultivos a partir de las variables polarimé-
tricas del radar meteorológico. 
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