Abstract. Rational Chebyshev approximations to Dawson's integral are presented in well-conditioned forms for |x| £ 2.5, 2.5 á |x| á 3.5, 3.5 g |x| á 5.0 and 5.0 S \x\.
Because of its many applications this latter function has been extensively studied and tabulated. Its more important mathematical properties are included in Gautschi's [1] summary, while Armstrong [2] reviews both its applications and some computational methods. Many schemes for computing wiz) are less effective near the real axis, and algorithms for computation there frequently begin with a value of Fix).
Extensive tabulations of Dawson's integral exist. Perhaps the most accurate is that of Lohmander and Rittsten [3] , which gives 10D values for much of the range, and selected values to 20D. More recently, Hummer [4] has published 18D values of the coefficients in the expansion 33 (1.3) Fix) = ^akT2k+iix/5) , \x\ Û 5, k=0 where T2k+iis) is the Chebyshev polynomial of the first kind of degree 2fc 4-1.
In this paper we present a set of nearly-best rational approximations to F{c) for all real x and with relative accuracies up to 22S. These approximations are not only more accurate than Hummer's, but may be made the basis of significantly faster subroutines.
(2.1) Fiz) = +Z1F1ÍI; 3/2; -z2) .
It follows that Dawson's integral is an antisymmetric function, and that values for all real x can be obtained from computations valid for [0, =o ). Differentiating (1.1) we find that for all complex z (2.2) F'Oz) = -2zF(z) + 1 , while for k è 1 the derivatives can be shown to obey the recurrence
These results allow the computation of the Taylor series expansion about any point at which Fiz) is known with sufficient accuracy. In particular, since F(0) = 0, the Maclaurin series
is easily obtained.
Although (2.4) converges for all finite z (hence Fiz) is an entire function), the ratio of successive terms is only -2z2/(2k + 3). Practical convergence is thus delayed until k becomes greater than \z2\ -3/2, and serious cancellation errors may occur in summing (2.4) for even moderately large z. A more efficient expansion of F(z) in the neighborhood of the origin is the continued fraction
which can be obtained either by applying the QD algorithm to (2.4), or as a special case of the continued fraction for l/i77i(l; 7; x) given by Perron [5, p. 123, Eq. (8)].
Thacher [6] shows that (2.5) converges throughout the complex plane, is uniformly more efficient than (2.4) and is numerically stable in the first octant of the complex plane. For large \z\, however, convergence is slow, and some 70 convergents are needed to attain 25D accuracy at z = 6. Thus, for large z, expansions about the point at 00 are desirable. By deforming the path in the integral representation of the (modified) complex error function [1, Eq. 7.1.4], it can be shown that Fix) can be represented as the Cauchy principal
Replacing l/(x -t) by the identity (27) u_ = i_(v(±y + _öAr x -t x (¡éo \x / 1 -i/a and integrating, we have
where [a;] is the greatest integer contained in x. Equation (2.8) is the familiar asymptotic series with two different expressions for the remainder, depending on whether n is even or odd. (We are indebted to the referee for pointing out that Stieltjes [7] gives a similar remainder term for n even.) The development of recurrences and converging factors does not seem worthwhile in view of the good accuracy of (2.8) (almost 29D for x = 8). The continued fraction (2-9)
corresponding to (2.8) diverges for all real x, but appropriate convergents can be profitably used for computation. Gautschi [9] has recently observed that it is in fact asymptotic in the sense of Poincaré. denominator. Experiences with other choices of intervals and forms closely paralleled previous experiences in approximating (3.2) Ei iv)
-A e_ -" t (It [8] , including the existence of "barriers" and entire counter-diagonals of cases in the Walsh array with nonstandard error curves. Aside from the form in the first interval, the final choice of forms and intervals was achieved by analogy with the Ei(a.) case. With a simple change of variable in (1.1) we have (3.3) ë F(z) -r J n 2Vy dy .
Comparison of (3.2) and (3.3), ignoring the difference in the lower limit of integration, indicates a similarity of the integrals involved provided v = Az, i.e., v2 = z. The approximating forms and intervals for Ei(.r) were
x L x J 6 < x < 12; 12 < x < 24 24 ^ x .
Replacing x by x2 everywhere in (3.4), except in the 1/x factor out front (because of the relationship of the denominators of the integrands in (3.2) and (3.3)), we arrive at the forms and approximate intervals of (3.1). with the aid of (2.2) and (2.3). All expansion coefficients used were derived in 40S arithmetic. The final master function routines in 25S arithmetic were extensively checked by comparing calculations based on two different methods wherever possible, and by direct comparison against calculations in 40S arithmetic. These checks indicated an accuracy of from 23S to 25S in our master routine. 4 . Results. Table I where the maximum is taken over the appropriate interval, for the initial segments of the various L" Walsh arrays. Tables II-V present coefficients for selected approximations along the main diagonals of these arrays. Each approximation listed, with the coefficients just as they appear here, was tested against the master function routines with 5000 pseudo-random arguments. In all cases the maximal error agreed in magnitude and location with the values given by the Remes algorithm. In all intervals except the first the approximations were found to be slightly illconditioned when expressed as ratios of polynomials. For these intervals the approximations are presented here as well-conditioned /-fractions: The coefficients are all presented to an accuracy slightly greater than that warranted by the maximal errors in the approximations. Reasonable additional rounding will not seriously affect the overall accuracy of the approximations. Subroutines based on these coefficients and achieving essentially machine accuracy have been written for the CDC 3600 and the IBM System/360 at Argonne National Laboratory.
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