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Abstract
Puntanen et al. [J. Statist. Plann. Inference 88 (2000) 173] provided two matrix-based
proofs of the result stating that a linear estimator By represents the best linear unbiased es-
timator (BLUE) of the expectation vector X under the general Gauss–Markov modelM =
{y, X, σ 2V} if and only if B(X : VX⊥) = (X : 0), where X⊥ is any matrix whose columns
span the orthogonal complement to the column space of X. In this note, still another devel-
opment of such a characterization is proposed with reference to the BLUE of any vector of
estimable parametric functions K. From the algebraic point of view, the present development
seems to be the simplest from among all accessible in the literature till now.
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1. Introduction and the theorem
Let Rn,p and Rn be the sets of n × p real matrices and n × n symmetric non-
negative definite matrices, respectively. The symbols X′ and C(X) will denote the
transpose and column space of X ∈ Rn,p. Moreover, QX will stand for the orthogonal
projector onto the orthogonal complement C⊥(X) of C(X), i.e.,
QX = In − XX+, (1)
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where X+ is the Moore–Penrose inverse of X defined as the unique solution to the
equations
XX+X = X, X+XX+ = X+, XX+ = (XX+)′, X+X = (X+X)′. (2)
One of the classical problems in mathematical statistics is to characterize repre-
sentations of the best linear unbiased estimator (BLUE) of an estimable vector of para-
metric functions K under the general Gauss–Markov model M = {y, X, σ 2V}.
The symbols appearing in specification ofM have the following meaning: y ∈ Rn,1
is an observable random vector with expectation E(y) = X and dispersion matrix
D(y) = σ 2V, where X ∈ Rn,p and V ∈ Rn are known, while  ∈ Rp,1 and σ 2 > 0
are unknown parameters. The model is assumed to be consistent in the sense that
y ∈ C(X : V), where (X : V) denotes the n × (p + n) columnwise partitioned ma-
trix. According to [1], there is no loss in generality when estimability of the vector
K, specified by K ∈ Rk,p, under the model M is understood as the existence
of a linear estimator Ay, specified by A ∈ Rk,n, such that E(Ay) = K for every
 ∈ Rp,1. This is clearly equivalent to the matrix equation
AX = K, (3)
thus leading to the estimability criterion
C(K′) ⊆ C(X′) (4)
as a necessary and sufficient condition for the solvability of (3) with respect to A.
Further, a statistic By, specified by B ∈ Rk,n, is defined to be a representation of
the BLUE of K when By is unbiased, i.e., E(By) = K for every  ∈ Rp,1, and
D(By) L D(Ay) for every Ay which is unbiased for K. The symbol L denotes
the Löwner partial order and means that D(Ay) −D(By) ∈ Rn . Consequently, it
follows that By represents the BLUE of K if and only if
BX = K (5)
and
BVB′ L AVA′ for every A ∈ Rk,p satisfying AX = K. (6)
It is known (cf. Drygas [2, p. 55] and Rao [4, p. 282]) that the BLUE of K can
be characterized as in the theorem below, which is one of the crucial results in the
theory of linear estimation in the general Gauss–Markov model.
Theorem. Under the general Gauss–Markov modelM = {y, X, σ 2V}, a statistic
By represents the BLUE of an estimable vector of parametric functions K if and
only if (5) holds along with
C(VB′) ⊆ C(X), (7)
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or, equivalently, if and only if B is a solution to the equation
B(X : VX⊥) = (K : 0), (8)
where X⊥ denotes any matrix such that C(X⊥) = C⊥(X).
Puntanen et al. [3] provided two matrix-based proofs of criterion (8) in the case
where K = X. In this note, still another proof of the equation characterizing the
BLUE is proposed. It seems to be the simplest from among all accessible in the
literature till now.
2. Proof and a corollary
Estimability of K, equivalent to the inclusion (4), ensures solvability of Eq. (3).
Its general solution may be expressed in the form
A = B + ZQX, (9)
where B satisfies (5) and Z is free to vary over Rk,n; cf. Theorem 2.3.2 in [5]. In fact,
it is clear that, in view of (1), (2), and (5),
AX = BX + ZQXX = K.
To show that (9) is the general solution, assume that A0 is any matrix satisfying
A0X = K and notice that for Z = A0 − B the expression (9) takes the form
A = B + (A0 − B)(In − XX+) = A0 − KX+ + KX+ = A0.
In view of (9), the condition (6) may be reexpressed as the requirement that
BVB′ L BVB′ + BVQXZ′ + ZQXVB′ + ZQXVQXZ′ for every Z ∈ Rk,n.
(10)
This in particular means that the Löwner order in (10) must hold for Z = −cBV,
with any given c ∈ (0, 2/λ1), where λ1 denotes the largest eigenvalue of V. This
leads to
0 L −c2BVQX((2/c)In − V)(BVQX)′. (11)
Since c < 2/λ1 implies 2/c > λ1, it follows that (2/c)In − V is a positive definite
matrix, and therefore (11) is possible only when BVQX = 0, which is clearly equiva-
lent to (7). The converse implication is trivial, for substituting QXVB′ = 0 simplifies
(10) to the form
BVB′ L BVB′ + ZQXVQXZ′ for every Z ∈ Rk,n,
which is obviously true. The equivalence of (8) to the conjunction of (5) and (7) is
apparent, and thus the proof is complete. 
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A repeated analysis of the proof above reveals the crucial role of an estimator
B(In − cVQX)y. An effect of this analysis is formulated below in terms of quadratic
and matrix risk functions, which for an estimator Ay of the vector K are defined as
ρ(Ay; K) = E[(Ay − K)′(Ay − K)]
= ′(AX − K)′(AX − K)+ σ 2 trace(AVA′)
and
P(Ay; K) = E[(Ay − K)(Ay − K)′]
= (AX − K)′(AX − K)′ + σ 2AVA′.
Corollary. Under the general Gauss–Markov model M = {y, X, σ 2V}, an un-
biased estimator By represents the BLUE of an estimable vector of parametric
functions K if and only if it is not worse than B(In − cVQX)y with respect to the
quadratic or matrix risk functions, i.e.,
ρ(By; K)  ρ(B(In − cVQX)y; K)
or, equivalently,
P (By; K) L P(B(In − cVQX)y; K),
where c is any given number from the interval (0, 2/λ1).
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