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Abst rac t - - In  this paper, we introduce a general parallel algorithm for the evaluation of Chebyshev 
and trigonometric series. The algorithm is based on a recurrence property that allows the effective 
implementation partial sums that can be calculated independently. Several examples, carried out 
on a Cray T3D, are provided comparing the Forsythe and Clenshaw parallel algorithms. (~) 1999 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Nowadays, the use of parallel computers is growing in practical applications, allowing the viability 
of grand challenge problems and reducing the execution time of different procedures. From this 
viewpoint, it is interesting to introduce parallel versions of classical sequential algorithms, even 
the study of new routines if they permit the effective decreasing of CPU time used with respect 
to older algorithms. 
The evaluation of polynomials is a common task and parallel algorithms for the evaluation of 
finite series exist [1-5]. 
Recently, the authors have presented [6] a parallel version of the Forsythe Algorithm to evaluate 
a finite series of Chebyshev polynomials of the first kind. In this paper, we present a general 
approach to the multiprocessor evaluation of finite series of polynomials. This approach may 
be used to parallelize the Forsythe and Clenshaw Algorithm for Chebyshev polynomials of the 
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first and second kind. Besides, due to their relation with Chebyshev series, we may apply these 
algorithms to the parallel evaluation of trigonometric sums. These algorithms are suitable for 
the evaluation of the sums at any value of the variable. 
The paper is organized as follows. In Section 2, we present the general parallel approach and we 
apply it to the Forsythe and Clenshaw Algorithms. In Section 3, we use the parallel algorithms 
in the case of Chebyshev and trigonometric sums. In Section 4, we analyze theoretically the 
algorithms, and in Section 5, we show some numerical tests performed in a Cray T3D. 
2. PARALLEL  ALGORITHM 
A sequence of orthogonal polynomials {¢r(x)} always satisfies [7] the triple recurrence relation: 
¢~(~) + ~(x)  ¢~_1(x) + ~(x)  ¢~-2(x) = 0, r > 2, (1) 
for some functions at(x) and/3r(x). Algorithms for evaluation of finite series based on orthogonal 
polynomials exist and are extensively used, such as the Clenshaw [8] or Forsythe [9] Algorithms. 
In this work, we focus our attention on sets of polynomials that satisfy the following recurrence 
relation: 
¢~+~(x) +~7,p(x) ¢(~_l)p+~(x) +Zy'P(x) ¢(~-2),+m(~) = 0, (2) 
for some functions a~,P(x) and ~r~'p(x), mbeing the shift for the recurrence and p an index allow- 
ing stepping, m = 0, . . .  ,p - 1 (p is the number of processors). We may write this expression (2) 
in a more general way, obtaining the following p-parallel recurrence relation: 
cm'p(x) + ~'P(x) ~7"P(x) +/~m'p(x) (I sm_'P(z) = 0, (3) 
where (Dm'p(x) = ¢,p+m for equation (2). Applied to series whose polynomials fulfill the relation, 
allows us to independently calculate the p partial sums of the series. Indeed, with this notation 
and supposing that n = kp - 1, the series 
n 
E a~¢r(x) (4) 
r----O 
may be reformulated as 
where 
kp-  1 
r=0 
) = ~ asp+m¢8,+m(x) = d~ ''pq~,m'p(x) 
m=0 ks=0 ks=0 
p -1  




Pm'p(x) = ~ A m'p ~m'p(x) (6) 
s--~O 
and A~ 'p = a,p+m. 
Now the algorithm to evaluate ach partial sum pm'p(x) may be obtained by applying the 
Clenshaw or Forsythe Algorithm to relation (3). This gives us a complete parallel algorithm. A 
preliminary version applied to the Forsythe Algorithm appears in [6]. 
2.1. Application to the Forsythe Algorithm 
The Forsythe Algorithm [9] is based on a direct application of the three-term recurrence for- 
mula (1) and consists of 
)-~ ar¢~(x) = A(x), (r) 
r=0 
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where 
¢0(X), el(X), f l (Z) ---- a0 ¢0(X) -F el (~l(X), 
¢~(x) = -~, (z )¢ , _ , ( z )  - Z,(x)¢,_~(z), ] (8) 
r=2, . . . ,n .  
f , (x )  = f , - l (Z )  + a~ ¢~(z), 
By applying the p-parallel relation (3), we evaluate ach partial sum, pm,p(x ) -~-  F~_l(x),m,p 
where 
• "~'P(x), O'~'P(x), F~'P(x) = m'~ 'p ~'~'P(x) + A7 'p 4)'~'P(x), 
'~ 'p (z )  m,,, ~, ,  m,~ m,p ] = -a ,  (x) (I),._ l(X) - fir (x) (I),..2(x), (9) 
r=2, . . . , k -1 .  
F2 ' " (~)  m,~ ,,,,,, ,,,,,~ F~. 1 (x) + A . ~ . (x), 
The values of ~r~'P(x) = Cm(X) and ~'~'P(x) = Cp+m(X), for m = 0, . . .  ,p - 1, must be obtained 
from (1) in an initialization process. 
2.2. Application to the Clenshaw Algorithm 
The well-known Clenshaw Algorithm [8,10] permits us to evaluate a finite series of orthogonal 
polynomials by means of the expression: 




bn+l(X) = bn+2(x) = O, 
br (x )  = ar  - O~r+l(X) br+l(X) - flr+2(X) br+2(x) ,  for r = n , . . . ,  0. 
W, ith the p-parallel relation (3), we evaluate ach partial sum pm'p(x) through 
(11) 
Pm'p(x) = B'~'P(x) ¢'~'P(x) + B'~'P(x) {(I)7'P(x) + ~'~'P(x) ~n'P(x)}, (12) 
where 
B~,p rn,p 
= Bk+ 1 = O, 
(13) 
B m,p Am,p m,p m,p m,p~m,p for r = k -  1,. ,0. 
= - -  (~r+l  Br+l - flr+2 ~- ' r+2,  • " 
As in the previous case, we obtain 42~'P(x) and 42~'P(x), form -- 0,... ,p -  I, in an initialization 
process. 
We may remark that the Clenshaw Algorithm begins the recurrence from the end, that is, 
from r -- n, while in the Forsythe Algorithm the recurrence b gins with r = 0. 
3. APPL ICAT ION TO THE EVALUATION OF  
CHEBYSHEV AND TR IGONOMETRIC  SUMS 
In this section, we present an application of the previous algorithms to the parallel evaluation 
of Chebyshev and trigonometric series. We only present he parallel Clenshaw Algorithm (see [6] 
for more details of the parallel Forsythe case). 
3.1. Parallelizing the Evaluation of Chebyshev Series 
The parallel algorithm can be applied to evaluate Chebyshev series because its polynomials 
fulfill an interesting property of the product rules for the first and the second kind polynomials: 
1 TAx) T.,(x) = ~ {Tm+p(x) +T~m_p~(z)}, 
1 
%(z) u,,,(z) = ~ {Urn+&) + Utm-~l(z) } 
(14) 
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Therefore, in the case of the Chebyshev polynomials of the first kind, the parallel recurrence (2) 
now has the form: 
Tsp+m(x) - 2 Tp(x) T(s-1)p+m(X) + T(s-2)p+m(X) : O, for s ~ 2, (15) 
that is, a m'p = -2Tp(x) and/3s m'v = 1. Thus, the parallel Clenshaw's Algorithm to evaluate 
pn(x) = ~-]~n= o ar Tr(x) can be written as the following algorithm. 
(i) First, calculate an initialization: Tk(x), k = 2,.. .  ,p. 
(ii) Next, compute P°,P(x),.. . ,  PP-I,P(x) in parallel using p processors, with 
Pm'P(x) = B~ '~ Tin(x) - B'~ 'p Tp_m(x), (16) 
where B~ n'p and B~ ''p are evaluated with the recurrence 
B~ 'p ~ l~rn'P ~ O, 
"'kq- 1 
(17) m,p l.:?m,p B~ 'p = Arm 'p + 2 Tp(x) B~+ 1 - -~+2, r = k - 1 , . . . ,  0. 
(iii) Finally, compute in parallel the value of the polynomial 
p-1 
pn(x) = E Pm'P(x)" (18) 
m=O 
In the case of the Chebyshev polynomials of the second kind, the parallel recurrence (2) may 
be expressed as 
Usp+m(x)  - 2Tp(x )  V (s_ l )p+m(x  ) "[- V(s_2)p+m(X)  = 0, for s k 2. (19) 
Therefore, the parallel Clenshaw's Algorithm to evaluate the finite series 
n 
p (x) = ar Ur(x) 
r~0 
can be written in a similar way as the first kind polynomials. 
(i) Starting values Uk(x), for k --- 2 , . . . ,  2p, and Tp(x). 
(ii) Computation of P°,P(x),. . . ,  PP-I,p(x) using p processors, with 
Pm'P(x) = B~'PUm(x) + B'~'P{Up+m(X) - 2Tp(x)Um(x)}, (20) 
where B~ 'p and B~ 'p are evaluated with the recurrence (17). 
(iii) Calculation of pn(x) p-1 = Em=o Pm'P(z )  • 
3.2. 'ParaUel iz ing the  Eva luat ion  of  T r igonometr i c  Series 
The above parallel algorithms can also be applied to evaluate trigonometric series due to their 
well-known relation with Chebyshev series [7]: 
sin(n 8) 
T,,(x) = cos(n~), Un-l(x) = sin(g) ' with x -- cos~. 
Thus, to evaluate the cosine series (~-'~rn=0 ar cos(r 8)) we may use any of the algorithms to eval- 
uate finite series of Chebyshev polynomials of the first kind, while to evaluate the sine series 
(~rn__ 1 ar sin(r 0)), we may use any algorithm to evaluate finite series of Chebyshev polynomials 
of the second kind. For these cases, as the problem is reduced to the other ones, we do not 
perform any more tests and analysis. 
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4. ANALYS IS  OF T IME COMPLEXITY  
In this section, we study the computational complexity of the algorithm introduced in case of 
Chebyshev series for a MIMD computer. 
The computational complexity, using p processors (Tp), for the parallel Forsythe Algorithm 
was presented in a previous paper [6]: Tp = 2 [log2( p - 2)] + [log2p ] + 4k - 7. 
In this work, we present he analysis for the parallel Clenshaw Algorithm. 
In Part (i), we must evaluate some initial values. In the case of the Chebyshev polynomials 
of the first kind, if we calculate them sequentially, we need 2p-  4 steps, and when computed 
in parallel, we need 2 [log2( p - 2)] steps. In the case of the Chebyshev polynomials of the 
second kind, we need in parallel 4 [log2( p - 2)] steps. In Part (ii) (the body of the method), we 
need 3 (k + 1) steps. Finally, Part (iii) of the algorithm, that is, the evaluation the expression (18) 
needs at most [log 2 p] steps using p processors. 
Hence, taking into account all the parts of the algorithm, the arithmetic omplexity is, for the 
Chebyshev polynomials of the first kind Tn(x), 
Tp = 2 Ilog2(p - 2)] + [log2p ] + 3 (k + 1) (21) 
and Tp = 4 [log2(p - 2)] + Vlog2 p] + 3 (k + 1) steps for the Chebyshev polynomials of the second 
kind Un(x). 
The speed-up, Sp, of the parallel method over the sequential Clenshaw method will be 
7'1 3 n + 2 (22) 
Sp = ~pp = 2 [log2( p -  2)] + Ilog2p] + 3 (k + 1)' 
The former equation, as l imn_~ Sp = p, leads us to an asymptotic result as follows. 
PROPOSITION 1. Asymptotically, the parallel Clenshaw Algorithm is optimal with respect o the 
sequential Clenshaw Algorithm. 
A similar result may be obtained for the Chebyshev polynomials of the second kind and trigono- 
metric sums. 
5. NUMERICAL  TESTS 
The algorithms presented here have been tested on a Cray T3D with up to 512-PE using the 
Message Passing Interface (MPI) as a parallel environment at the Edinburgh Parallel Computing 
Centre (EPCC). This computer is hosted by a Cray Y-MP system. Each T3D PE consists 
of a DECchip 21064 Alpha processor with 64 Mb of memory. The hardware configuration of 
the computer includes two IO gateways upporting host communications down 200 Mbyte/sec. 
The election of MPI for parallelism is based on its functionality, portability and support for 
heterogeneous parallel architectures. 
Table 1. Speed-up (Sp = T1/Tp), efficiency (Ep = Sp/p) and the cost (Cp -- p .  Tp), 
versus the number  of processors p on a Cray T3D. For each variable, the upper  result 
has been done with a polynomial of degree 104, the middle result of degree 105 and 
the lower result of degree 106 .
p 2 4 8 16 32 64 128 
1.59 2.26 3.33 4.3 4.59 4.5 4.21 
Sp 1.77 2.9 5.51 10.09 16.76 23.88 29.83 
1.79 2.99 5.94 11.67 22.61 42.48 74.76 
0.798 0.56 0.41 0.26 0.14 0.07 0.03 
Ep 0.887 0.72 0.68 0.63 0.52 0.37 0.23 
0.89 0.74 0.74 0.72 0.70 0.66 0.58 
0.0023 0.0032 0.0043 0.0068 0.0126 0.0257 0.05 
Cp 0.02 0.025 0.026 0.028 0.034 0.048 0.077 
0.2 0.24 0.244 0.248 0.256 0.273 0.310 
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Figure 1. Efficiency inthe parallel valuation a CRAY T3D of several polynomials 
using the parallel algorithms ofForsythe, Clenshaw and the trivial one. 
In Table 1 and Figure 1, we show some results, performed on a Cray T3D, about he efficiency 
(Ep = Sv/p ) of the Clenshaw parallel algorithm proposed here, compared with the sequential 
one. In Figure 1, we may observe that the efficiency decreases substantially as the number of 
processors increases. Besides, this metric has an asymptotic behavior towards a maximum value 
that also decreases as the number of processors increases. These kind of figures are typical of 
problems of low computational complexity, as the solution of triangular linear systems (see [11]). 
The most notable difference between the Forsythe and the Clenshaw p-parallel implementation 
is only evident for the particular case of two processors, when the Forsythe Algorithm performs 
slightly better. For a bigger number of processors, the Clenshaw Algorithm is the best one (as we 
can expect from the computational complexity of both algorithms). In Figure 1, we also plot the 
results for the trivial parallel algorithm obtained by using the explicit definition of the Chebyshev 
polynomials as cosine functions. This last algorithm is clearly the least efficient one due to the 
evaluation of trigonometric functions. 
In Figure 2, we show the efficiency of the Clenshaw Algorithm when varying the number of 
processors at different polynomial degrees. The plot, for each polynomial, has first a region 
of fast decrease, being the slope higher for low degree polynomials. Thus, from the figure, we 
conclude that only when the degree is large enough, the parallel procedure is competitive at every 
implementation, but for a low number of processors the algorithm works well. 
In Table 2, we present the speed-up, efficiency, and cost results on a Cray T3D without aking 
into account the communication time between processors, that is, we only consider the arithmetic 
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Table 2. Speed-up, S; ,  and efficiency, E ;  on a Cray T3D without considering the 
communication time among processors. Also given is the evaluation cost, C;  (cost of 
the arithmetic operations), and the communication cost, C~ (cost of the communi- 
cation process). For each variable, the upper result has been done with a polynomial 
of degree 104 , the middle result of degree 105 and the lower result of degree 106 .
p 2 4 8 16 32 64 128 
s; 
1.78 3.03 6.01 11.28 20.8 33.3 41.1 
1.795 3.10 6.17 12.35 24.14 46.6 85.8 
1.799 3.11 6.22 12.4 24.62 48.8 96.3 
E; 
0.89 0.76 0.75 0.70 0.65 0.52 0.32 
0.897 0.775 0.771 0.771 0.754 0.73 0.67 
0.899 0.778 0.777 0.775 0.769 0.76 0.75 
c; 
0.002 0.0024 0.0024 0.0026 0.0028 0.0035 0.0057 
0.0202 0.023 0.023 0.0235 0.024 0.024 0.027 
0.201 0.234 0.231 0.234 0.235 0.237 0.2409 
0.00023 0.0007 0.0016 0.0039 0.0088 0.02 0.04 
C~ 0.00026 0.0015 0.0021 0.0036 0.0087 0.02 0.04 
0.00026 0.01 0.0109 0.0122 0.0151 0.02 0.04 
0.8 ~_~_ .± • . . . . . .  . . . . . . . . .  . . . . . . .  . . . . . . . .  ] 
o .s l - .~  . . . . . .  " . ~  . . . . . . . . . . .  ~ -I 
....-.t_10 4 / 
o , i J i | 
0 20 40 60 80 100 120 140 processors 
Figure 2. Efficiency in the parallel evaluation on a CRAY T3D of a polynomial of 
degree n (n -- 104,.. . ,  106) using the parallel algorithm of Clenshaw depending on 
the number of processors. 
105 
cost (superscript *). This table illustrates the cost of the communication process in this problem, 
specially for low degree polynomials, for which the communication time can be higher than the 
purely evaluation time. 
We must remark that RISC chips can simultaneously perform m multiplies and adds in a 
single clock cycle (m a small integer, 1-4), thus, the performance ratio between Forsythe and 
Clenshaw Algorithms is close to the unity, as it may be appreciated on Figure 1. In other kind 
of processors, this ratio is close to 3/4 as it was obtained from the complexity analysis of both 
sequential lgorithms. 
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