ABSTRACT: We show that, for multi-tape Turing machines, non-deterministic linear time is more deterministic Turing machines (that receive their input on their work tape) require time Q(n 2 ) to powerful than deterministic linear time. We also recognize non-palindromes of length n (it is easy to discuss the prospects for extending this result to see that time O(n log n) is. sufficient for a more general Turing machines. non-deterministic machine).
Introduction
Among subsequent attempts to extend this result to multi-tape Turing machines, we may note two number of additional tapes.
linear time is more powerful than deterministic linear time. More specifically, we show that there not recognized by any multi-tape deterministic are more shows that [10] ) (Kannan an additional space bound (growing strictly more difference in power.
additional handicap, and it is not clear that this powerful than deterministic one-tape machines (both handicap alone does not account for the observed powerful than deterministic multi-tape machines with results, the deterministic machines suffer an slowly than their time bound). In both of these machines receive their input on a read-only input non-deterministic multi-tape machines are more tape). The second results of Kannan. The first (Kannan [9] ) shows that non-deterministic two-tape machines two-tape a non-deterministic by language recognized a their input on a read-only input tape). This result only that non-determinism adds power, but that this additional power cannot be compensated for by any Our main result in this paper states that, for is Turing machine in linear time (both machines receive non-deterministic Turing machine in linear time, but (which will be proved in Section 4 below) shows not multi-tape Turing machines,
The first evidence that non-deterministic Schnitger [18, 19] , but the present paper owes both its overall strategy and many 9f its tactics to the paper of Paul and Reischuk [15] .
The overall strategy may be described briefly as Analogously, the simulation of Dymond and Tompa [3] , as well as the simualtion of the present paper, involves a certain "two-person pebble game" .
Additionally, in the present paper we must exploit certain constraints satisfied by the computation non-deterministic linear time, then deterministic follows. If deterministic linear time equals graphs of deterministic multi-tape Turing machines.
These constraiI;lts imply a "segregator theorem" for linear time equals alternating linear time for machines making a bounded number of alternations. By a padding argument, this implication extends to non-linear time bounds. This much is as in Paul and
Reischuk [15] . The key to the proof is a simulation (which will be given in Section 3) whereby any language recognized by a deterministic Turing machine in non-linear time is recognized faster by an alternating Turing machine making just four alternations. As in Paul and Reischuk [15] , a diagonalization completes the proof.
The simulation mentioned above shows that alternating time with four alternations is more powerful than deterministic time. This may be compared with previous results by Paul, Prauss and
Reischuk [14] and by Dymond and Tompa [3] showing that alternating time (with no bound on the number of alternations) is more powerful than deterministic time, and by Hopcroft, Paul and Valiant [7] showing that deterministic space is more powerful than dete~inistic time.
The simulation of Hopcroft, Paul and Valiant [7] involves a certain "pebble game" played on the vertices of an acyclic directed graph that represents (at a certain level of abstraction) the computation of a deterministic Turing machine.
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thes'e graphs, which is proved in Section 2.
2.~Segregator Theorem
In this section we lay the graph-theoretic foundation for our simulation. The proof uses depth-reduction techni~ues due to Erdos, Graham and Szemeredi [4] and to Valiant [22] . 
Consequences for Determinism versus

Non-Determinism
In this section we show how the simulation of For every~1, and every time-constructable f and g with f(n)=w(g(n)), then non-empty.
Proof: (See Paul and Reischuk [15] for details.) By the tape: reduction theorem of Book, Greibach and
,2(g) (and, by taking complements, n 1 (g)=ll1, 2 (g)).
A straightforward induction on k shows that Ik(g)=I k 2(g) (and , therefore llk(g)=n k ,2(g)). A machine in n k ,3 running in time f can diagonalize over all machines in I k ,2 running in time g. The resulting language is in \Ie are now ready to prove our main result. This proposition is proved by modifying the strategy of Dymond and Tompa [3] to take account of the allowed number of rounds. This proposition is proved by a construction involving grates [18, 19] and expanding graphs [5] .
We conjecture that the upper bound of Proposition only the case of few rounds remains. Tarjan [10] ).
It may seem at first glance that these results~.
