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SOBRE LA COHOMOLOGIA ASOCIADA A UN
OPERADOR LINEAL DIFERENCIAL COHPLEJO*
par
David MONO
Resumen. Asociada a un operador lineal
diferenciai de la forma
Cn) Cn-l)P(y) -= Y +a1(z)y + •.. +on(z)y
(a, c O/~))
K -
donde ocn) es el espaclo de las funciones
holomorfas definidas en el abierto n£ a:,
existe siempre una sucesion exacta de ha-
ces sobre n:
Po + KerP + V + ® + 0
donde V es el haz de germenes holomorfos
sobre n y KerP es el haz de soluciones de
PCy) = O. Esta da lugar a la suceSlon
exacta de cohomologlas de haces:
* Este trabajo forma parte de la tesis de grade
del autor en el programa de Magister Scientiae
de la Universidad Nacional de Colombia, y fue
realizado bajo la direccion del Profesor Jairo
Charris.
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o ~ Hcn,KerP) + HOcn,0) -+ HOcn,@) +
1 n ) 1H Cl"KerP -+ H cn,~) ~. 0.0
Como H1Cn,ID) = 0, por 1a sobreyectividad
de ~_ ocn) ...ocn), y H°(n,~):: rcn,,$)
dZpara toda haz $, obtenemos la sucesion
e x a c t a
o -+ Ker P -+ 0 (n) !. 0 cn) + H 1 (n, Ker P) ~ 00
En este trabajo trataremos de reconstruir
esta sucesion exacta utilizando tecnicas
elementales; en un caso particular (cuan-
do KerP es el haz trivial nXKerP) y reem-
plazando el grupo de cohomologla de haces
por Hom(H1Cn,Z), [n)9 se obtiene eotonces
un criLerlo efectivo de existencia de so-
luciones de ecuaciones lineales no homo-
geneas, y una demostraci6n muy sene ilIa
del isomorfismo del primer g upo de coho-
mologla de ~ech can coefle·entes en ~n y
Hom(Hl(n,E),(Cn), para n<;;:lCabierto.
§l. l n t r o d ucc l Sn , E1 Teorema de Morera del ana
1isis complejo elemental puede formularse en termi
nos de una sucesion exacta
d
(1) 0 ~ ~i~e·oCn) ~ ocn) ~ HOMCH1(n),~),
en 1a cual n es un abierto conexo de ~, oCn) es e1
espacio vectorial de las funciones holomorfas en n,
inc. es la inclusion de [ en o(n) Cconsiderando a
los numeros complejos como funciones constantes),
~lcn) denota H1cn,E) e I esta definido por
I(f)C [yJ) = f f Cz Jdz .
y
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En este articulo se generaliza este resultado, ree~
dplazando ~ por un operador diferencial lineal de
la forma
dn dn-1 d
P ::: + a1(z) n~l +.00+ a ~(z) -t a (z),dzn dz n~~ dz n
con al<;~O(~n~
cesion exacta
k ~ 1 ~ 0 0 • ~ n , para obtener la su-
( 2 ) 11v ,
donde KerP es e1 haz de soluci6n de F(y) ::: O. Ob~
dservamos que cuando P es e1 operador dz' 1a suce-
sian (2) se reduce a (1), salvo por 1 presencla
de 0 a la derecha.
§20 ~ operador ~. exactttud ~ O(Q) c Empe ZCi -
remas haciendo 1 siguiente suposicion, necesaria
9ara asegurar 1a existencia de un sistema fundaD~D
tal de n soluciones, ho1omor as en Q, de la ecua-
cion P{y ) ::: 0:
,r.
(3) La.o 6unc.-i.one..6 a1~ ... ,an .s o n hofomoJt6a-6 e.n ~,
fa e.nvofve.nte. .6impfe.me.nte. c.one.xa de. Qo
Como consecuencia de (3), exis en funciones
'"'Pi" •• '¢n €: O(Q) que forman un sistema f un d am en t a L
de soluciones de P(y) = 00 Es bien conocido que
el wronskiano W(¢l'o.o,¢ ) (0 simplemente W) nunC2
'" n
se anula en Q. Ver [4J, pp 116,284.
La definicion del operador I de la sucesi6n ( v-- ~\ -
se basa en e1 metodo de variac ion de parame ros 0F
17 1
ra la soluci6n de ecuaciones lineales no homoge-
neas en el campo real. Segun este metodo, para e~
contrar una soluci6n de la ecuaci6n P(y) = f, se
jusca funciones c1,oo.,cn que satisfagan
'( )A,(n-2)( ) I( ) (n-2)( ) = 0c1 X 'l'A x + ... +c x ¢ x~ n n
I (n-l) ,(n-1)
CA(x)¢l (x)+ .•. t-c (x)¢ (x ) = f ,
1 n n
puesto que de existir tales funciones ck' se tendra
que P(c1¢1+' ..+cn¢n) = f. Resolviendo (4) con la re
gla de Cramer se obtiene
=
(_l)1<+nf
W(01,··,O ), . n
¢ (n - 2 ) •• d> ( n - 2 ) $ ( n - 2 ) cjJ ( n - 2 ) •• ¢ (n-Z)
1 'k-1 k k+1 n I
I
donde el signo fl",fl significa omltase, y como en el
caso real toda funci6n continua es una derivada, se
pueden encontrar las ck. En el caso complejo, la si
tuaci6n es algo mas complicada, ya que no todo mie~
bro de Oen) es la derivada de un miembro de O(n),
cuando n no es simplemente conexo.
definicion del operador I.
Esto motiva la
Definicion 1. Sea ¢l""¢nE: o(n) un sistema
fundamental de soluciones de la ecuacion P(y) = O.
Se define I: oen) ~ Hom(H1(n), KerP), un operador






De nuevo, I esta bien definido pOI' el Teorema de Cau
chy, y es evidentemente lineal, ya que f figura 11-
nealmente bajo el signo integral.
Ahora, si If es el homomorfismo nulo de H1(~)
en Ker P, entonces, porIa independencia lineal de
las ¢k:
para toda curva cerrada y en n y para k = 1,o ..,n.
Esto implica, pOI' e~ Teorema de Morera, que Wkf es
W
la derivada de alguna funci6n ck E: 0 (~) , Y entonces
exactamente como en el caso real, se comprueba f§-
cilmente que P(cl¢l+ooo+Cn¢n) = f. Hemos demostra-
do que Ker I<;p(O(n», la mitad del
LEMA 1. La ~uce~~6n (2) e~ exacta en la ~egun-
da ~n~tanc~a de o(n).
DEMOSTRACIONo Queda solo pOI' ver que Ker I 2
p(o(n», 0, en otras palabras, que si f = peg),
paga aLgfin g cO (n), entonces If:=: 00 Ahor a , If
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TT .c
0 si solo si
wk.l. derivada n 0 Afires y -W- es una enWkf
mamos que si f = P(g), entonces W- es la deri
vada de
(5) (_1)k+n W(¢1,ooo'¢k_1' g, ¢k+l,oo'~n)
W
Para demostrar esto, notamos que P(g) se puede e~
presar en la forma siguiente, donde el numerador
es de orden (n+1)x(n+1),
P(g) = W(¢1,ooo'¢n,g)
W







tiene orden n-1 perc tiene n soluciones lineal-
mente independientes (las ¢1)' de manera que todos
sus coeficientes deben ser identicamente 00 Por
10 tanto
( 6 ) W(¢l,OOo,¢n,g)
W2
Es claro que sera suficiente demostrar que al de-
rivar (5) obtenemos (6) para el caso k = n, ya
que los demas casos resultan de este mediante un
intercambio de columnas en Wk y en el numerador
de (5) que producen el mismo cambio de signo en
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(5) y (6)0 Suponiendo entonces que k = n, y deri-
vando (5), obtenemos
( <P1 ···d>n_1 g
_1 j •(7 ) ~(n-2) ~(n-2) (n-2)
W2 , -1 000'n_1 g W
I </>(n) (n ) (n)




donde e1 cuarto determinante del numerador es __I
Como (6) y (7) tienen ambos a W2 en el denomin2~a:
es suficiente mostrar que sus numeradores COl~~~-
den. Esto se hace mostrando que se trata de L~'
identidad algebr§icai la que se estab1ece en el
guiente
TEOREMl\o PaJta n :;., 2 e..6 valida la .6-tg((.<-2.C':c
igualdad, donde. A = (a~) e.4 una matJt-tz (n+1)x(~~
J 0de name~o~ eomplejo~ y A~ e~ el eodete~minan.~~ ,
i J
rtOJt de.l e.,te.me.nto ao
J
An+1 det A = An An+1 _ An An+1
n+1 n n+1 n+1 n
La demostraci6n resultara de~ lema siguiente
;':Agradezco al P ofesor Yu Takeuchi de la Un i v r i r."
dad Nacional por esta demostraci6n.
LEMA. Sea. A una. ma.tlt.iz c.ua.dlta.da. nXn no ~-ingu-






e.n t» nc e~
DEMOSTRACION. Para mayor sencillez, supongamos




(10) All B12 + A12 B22 = 0 (matriz kX(n-k»







Reemplazando (12) en (11), tenemos
( 13 )
Por 10 tanto,
De (14) se observa que B22 es no singular. Por otra
parte parte, se puede verificar inmediatamente 1a
igua1dad:siguiente







-1= det A det A11 det Al1 = det Ao
De (14) y (16) tenemos la igualdad deseadao De la
misma manera se demuestra la identidad (9) en caso
de que det B22 t 00 ASl, si
se debe tener que det B22 =
tiene 1a igualdad (9), en e1
det All = 0 entonces
o ; por 10 tanto, se
sentido de 0 = 00
DEMOSTRACION del TEOREMA. Sea A 1a matriz:
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I 1 1










Supongamos primero que det A ¢ 00




f .aO!j en1:onces es
J .nor




Aplicando el Lerna~ tenernos
1
a~~ll b
n na1 n bn+1
~ det A~
n-l n-l !bn+1 bn+1a
1
a
n-11I I n n+1
0 sea, que
1 1 I Ib~ det A na1 an_1! b idetAn+
o I det A ~









(II) Supongamos ahora que det A - O. Sean
k = 1,2, ••• ,n+l.
Tales n+l vectores son dependientes, 0 sea, exis-
ten Al,oo.,An+l no todos nulos, tales que
Por la definicion de los co-determinantes menores,
se tiene que
nAlA.n+ J. para todo i :::1,2"o9n+1,
ya que Cr omando el caso
llez)





a 1 • • an
n+l n+l
A lal .,A lan+ n+






I n n+l n n+llIA a1+A lal .oA a +A la II n n+ n n n+ n
-+-::: 0)0 De ahl se
n
es cero ( L A.(fila j)+fila n
j = 1 J
deduce que el segundo miembro
y este determinante
de la igualdad (8) es O. Si A A .1 I: 0n nT entonces
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A An+1 A Ann n+1 n+1 n
- A An+1A An = 0 si A = 0 0n n n+1 n+l n
entonces A~ = 0 para i = 1,00 0 , n+11





- An An+1 -_ 0, L (8) 1 1 ." uego se cump e en e sentl-n+1 n
do de que 0::; O ••
El teorema anterior establece inmediatamente
que si f::; P(g) para a Lg fin gC O(2), entonees
If{ [yJ) ::; ° para todo (yJ C H1 un; 0 sea, que If
es el homomorfismo nulo de H1(n) en Ker Po Par 10
anto,
Esto eoncluye la demostraeion del Lema 1, Se puede
observar que si denotamos can ck a la funeion en
(5), entonees es faeil eomprobar, mediante el mane
n
]0 de los determinantes, que E ek~k = g. I
k=l
§3o Sobreyectividad de Io Para demostrar la
sobreyectividad de I en la sucesion (2), haeemos
una restriceion sobre la naturaleza de n:
Definicion 2. Diremos que n~c, abierto y eo-
nexo, es un abie~to lib~e, si siempre que se eseo-
ge de cad a eomponente aeotada de ~ ~ n un solo pun
to, el eonjunto as! formado no eontiene ninguno de
sus puntos de aeumulaciono
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Este es el caso si ¢~D tiene un nGmero fin ito
de componentes. Evidentemente, que D sea libre
equivale a decir que para cada componente conexa
y acatada B de ¢ - n, d(B,(¢ ~ D)-B) > O. En es-
tas circunstancias, H1(D) es el grupo abeliano Ii
hre generado pOll'las curvas cerradas YB (una para
cada componente conexa y acotada B de € - D) tales
que
~ {10Ind(yB,t)
sf z c B
s I z£.(¢-D)~B
~Ref 0 [1))" 'feo,rema 3) 0 -En 10 que sigue, denotaremos con D el abierto obte
nido reemplazando cada componente conexa y acotada
R de ~ - ~ pOl' uno ~ualquiera) de sus puntoso Sf Q
- Aes ell co n j un t o de estos puntos, tenemos que D "" D-Q 0
Para cada
da por.
q E: Q, denotaremos con y q a la curva da
Y (t) ::;:q + c
q q
27Tite ,
-domde 0 < £ < d(q, (~ - A) - q). H1eD) est~ g~q
neF'adlCl)Ifm;rememte po r- las clases de homologla de-las Y CiJ: ~ q c (Q", Y se tieme que Hi (D) ~ H1 (D), con el
:Esom,Qrfi!smClldeterminado por.
donde B es la compCllnente de ¢ - n que contiene a-
q (Refo~l])o Como Q esta contenido en D, YB es una
eurva en ~~ Y YB - Yq en no
La idea central de la demostracion de la sobre
yectividad de I es la siguiente: dado un homomor-
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fismo 'f€ Ho m IHi (n), Ker p), hay que encontrar
f c o(n) tal que If = "P c Como n es un abierto Ii
bre, sera suficiente demostrar que para toda curva
(17)
Si 'f ( [T B]) = £ (lk<Pk (recordemos que las <Pk for-k=l
man una base de Ker P), entonces (17) equivale a
decir que
(18 )
-En efecto, vamos a encontrar a f E: 0 (n) 0 Podemos -reemplazara TB en (18) por Tq' ya que Tq - TB en no
La integral en (18) depende solamente de la parte
principal de Wkf en q, y esta, a su vez, depende---w-
de la parte principal de f en qo Mostraremos, uti
lizando el Teorema de Mittag-Leffler, ([2J, p , 291),-que ex ste f t<: o(n) cuya parte principal en cad a






la.6 m-i.6ma.6 c.ond-ic.ione.6 (3), la.6 n
k = 1,ooo,n, .lion linealmente -in
Ae en c.ualqu-ie~ ab Leru:» V c no
DEMOSTRACIONo Supongamos que existen constan-
n k+ltes (ll,.oo,(ln'€:'CC tales que E (-1) (lkWk(z) = 0
k=l





°- en V ,I
<p(n-2)/1r.p(n-2)1 ' .. n I
10 eual impliea, por la independencia de las filas
de W, que existen funeiones f1,O, ... ,f1,n_2 defi-
nidas en V tales que
( 2 ° )
pa a todo z Co V (los vectores en (20) son las £i-
las del determinante en (19». La derivada del de-
terminante en (19) es tambien 0 en V:
Ian an
II ~1. . <D'n( 21 ) I 0 en V.1¢~n-3) 6(n-3)1 -,n
lep~n-l)o. <b(n-1)l.n I
Esto implica que existen funciones f 2 0'·· 0 , f 2 ~ ,, , n - J
definidas en V tales que
( 22)
~ ~(n-3)
a = f2,0(z)<b(z)+ .• 0+f2,n_3(z)r.p (z)
-"(n-1)+ f2,n_l(z)¢ (z)
para tada z en V. Restando (22) de (20), obtenemos
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- f2 3(Z»¢(n-3)(Z),n-
-"( n - 1)- f2,n_1(z)~ (z)o
Ssto contradice la independencia de las filas de W,
a menos que todos los coeficientes sean 0; en par-
ticular, f1 n~2. Por 10 tanto,,
(23) para todo z
en V.










tt,(n-1) ,j,(n-1)I 't'1 • 0'1'n
p 0 0 ex.
n




'1'1' 0 o 'I' I
~(n) 0" ~(n)
1 n
Como el segundo de estos determinantes es 0, por
(23), se deduce que 10 mismo es cierto del primero.
Se puede conclulr, de la misma forma que antes, que
..>0. -30(n-4) 0 0o:tt:Sp{<p,.oo,~ } en V. De manera Ln d uc t Lv a ob
~ ~ ~(n-k) -}tenemos que aCSp{~, .. o,~ } y acSp{~ en V.
Per 0 est 0 e s a b sur do, ya que las <Pi son in depen die nt e s
(sobre ~) en V. ~
LEMA 3. Cuando Q e.s u.n ab-ie.ltto Li.blte., e.l ope.lta··
dolt I e.1.l I.loblte.ye.etivo.
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i-i\DEMOSTRACION. Recordemos primero que las W






en serie alrededor de q c Q de las




entonces el -1coeficiente de (z-q) en la parte pri~
W fde k es
W-
I< k k
bo c1 + b1 c2 +.0.+ bm_1 cm
cipal en q





Para que se cumpla (18) es necesario y suficiente:
( 25)
Interpretemos las ecuaciones (25) como ecuaciones
lineales con incognitas c1' •. o,cm" Ahora, m no
es fijo; para que las ecuaciones (25) tengan solu-
cion, cualesquiera que sean los





sean linealmente independientes sabre ~. Suponga-
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mos que no; entonces, para todo m~ m ::: 1 ,2 , 0 0 ,




(27) ~1 + 0 0 0 + v '" 0m m -m
Dividiendo (27) pOI" el coeficiente de maxima mag-
nitud, podemos suponer que uno de ellos es igual
a 1, y que los demas tienen magnitud menor 0
igual a 10 Notemos que para m' ~ m , se cum p Le que
(27' ) 1 1 n n13 I V + 0 0 0 + 13 ,v- ::: 00m 1ft m""'1l '
1 nSea ahora §m ~ (Bm,oo o,Bm)o POI" 10 anterior ~m
esta contenido en la frontera topologica del pol!
disco
la que es un conjunto compactoo POI" 10 tanto, la
sucesi6n tiene una subsucesion convergente
'" (Bl,ooo,Bn), tambien en la fro~
POI" (27'), podemos reemplazar
a algun punto,
tera de
13 pOI" esta subsucesion~ sin que se deje de cum-
-'-ffi




(28) 01 1 n n~ v +000+13 v ::: 00
Si (28) no fuera cierto, habr1a una primera coor-
denada de la suma a la izquierda distinta de 00
S1 esta fuera la m-esima, entonces
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(29) 1 1 n nB v +.o.+B v ¢ O.-m -m
Sinembargo, (27) implica que esta suma es
kk:::l,ooc,n ~ B +
m
(29) sf se cumple al reemplazar a los
igual a
kB v, .'o ~ ya que para todo k,
para m' ~ m,
k kS por B jm
Luego ,(28) se cumple, y esto implica precisa~
mente que
00
\' 1 m n
L b (z-q) +000+8mm=o
00
\' n ml b (z-q) :: 0
mm,;;;:o
para todo z para el que estas sumas convergen, con
~ adiciendo el Lema 20 Recordemos que como 8
pertenece a la frontera de (0,1), no todos sus con
ponentes son 0,.
los n vectores
Concluimos que para algGn m = ~(q),
k~m s k ::1 , 0 0 " , n , son 1in eaIm en 't
independientes sobre ~, y, por 10 tanto, para
m :: m(q) as ecuaciones (25) tienen soluci6n.
Considerernos la funcion racional
m (q) 0
p (z):: I c~(z-q)-J
q ]=1 ]
donde los coeficientes c~ son las soluciones de
]
(25) para m ~ m(q)c Por el Teorema de Mittag
Leffler [2J existe f E: oun cuya parte principal
en cad a punto q E: Q es P q (El teorema de Mi-
tLag Leffler es aplicable ya que Q no tiene pun-




acotada B de ~ - Qo
para k=l,oo.,n y para toda omponente conexa y
Por 10 tanto If = fo
TEOREMAo Con la eond~e~6n (3) y euando Q e~ un
ab~e4to l~b~e, la ~uee~~6n (2) e~ exaeta, y el 1nd~
ee del ope4ado4 P, den~n~do po~ x(P) = dim(KerP)
- dim(CokerP), e~ ~gual a n(l - b1), donde b1
e6 el 4ango del g~upo l~b~e abel~ano H1(Q)o
DEMOSTRACIONo La exactitud esta demostrada en
los Lemas 1 y 20 De la exactitud resulta que
bl n nbl.Coker P ~ Hom (H
1
(Q), Ker P) ~ Hom Cz , a: ) ~ ~
Notao El Lema 1 nos proporciona 10 que es ese~
~ialmente una generalizacion del Teorema de Morera,
y un criterio efectivo para determinar la existen-
cia de soluciones de ecuaciones lineales no homo-
genas, 10 cual podemos ilustrar con un pequeno eje~
plo:
Sea P(y) = y" - 3y' + 2y, Y consideremos P
actuando en OeD'), D' = {zE:~lo < Izi < 1} 0 Las
funciones eZ, e2z forman un sistema fundamental de
Entoncessoluciones de P(y) = 0 , en D' 0
W(z) 3z W1(z)
2z= e = e
y por 10 tanto,
Wi 00 m m-z L (-1) z-(z) = e =W m=l m~
W2 00 m m-2z L (-2) z-(z) = e =W m-1 m~190 -.L
ze ,
,




Res.( ~,O) = Res"(
Para
1fez) = tenemos quez
de manera que f 1- P(O(D'» , no r-
fez) = 2z-1+3z-2+2z-3 ,
W2fW-' 0) = 0 , y entonces, por
el Lema 1, existe en
ecuacion P(y) = f.
O(D') una so Lu c io n de la
TEOREMA. PaJr.a Q £: (i:
n~Hom(Hi(Q),(C )
g-f.a de C ec n ) .
bo f'b v 1(n nun a -<..eJr.-to'-<" Jr.e, H l',~ )
'I 1(Vonde H~ e~ el gJr.upo de c.ohomolo-
DEMOSTRACION.
P:O(Q) ~ O(Q) es
ficar
Comencemos observando que si
dn
-n 'dz
condicion (3), y Ker P se puede identi-
e " <, E1 haz
entonces ciertamente se
cumple la
con Ker P es e1 haz trivial Q,
Ker P = Qx~n , y e1 grupo H1(Q, Ker p) de cohomo-
'.( 1 nlogia de haces se reduce al grupo de eech H (Q,~').
Comparando la sucesi6~ exacta (2) con la sucesi6n
exacta P 1
0-+ Ker P-+ O(n)·-+ O(Q)~ H (Q,Ker P)-+ 0,
de cohomologia de haces (ver Resumen), obtenemos e1
isomorfismo deseado. I
Lo que es mas interesante es que se puede dar
el isomorfismo del teorema anterior en una forma ca
S1 expllcita; aunque e1 grupo de cohomologla de
~ech es un l!mite inductiv09 es bien conocido un teo
rema de Leray ([3J p.44) que da condiciones sobre
un recubrimiento abierto ~ de Q que garantizan que
H1(U,OCn) es isomorfo a H1(Q,~n) por la aplica-
cion al limite. En nuestro caso estas condiciones
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son satisfechas cuando ~ es, par ejempla, un reeD
brimiento por abiertos convexos, y con un tal recti
brimien·o~. 1a sucesian
(J 0 0 0 to -+- H CU, KerP) -e- H CLL, (9) -r H nt, ~) -+ H. lt, KerP) -+0,
c sea
x ~o + KerP + ocn) + o(n) ~ H~(~,KerP) -+ a ,
s1 es exacta (en general 1a sucesion de cohomolo-
gla solo es exaCTa en el limite inductivo). Campa
rando esta Gltima sucesi6n con 1a sucesi6n (2), y
analizando 1a forma de los hamomorfismos de cone-
xlan 0 e I, se puede obtener una idea bastante
expllcita del
Hom(H1 (l"2),li:nL...
isomorfismo '1del grupo de eech con
***
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