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Local confidence intervals for regression function with binary response variable
are constructed. These intervals are based on both theoretical and ‘‘plug-in’’ normal
asymptotic distribution of a usual statistic. In the plug-in approach, two ways of
estimating bias are proposed; for them we obtain the mean squared error and
deduce an expression of an optimal bandwidth. The rate of convergence of theoretical
distributions to their limits is obtained by means of Edgeworth expansions. Likewise,
these expansions allow us to deduce properties about the coverage probability of
the confidence intervals. Theoretic approximations to that probability are compared in
a simulation study with the corresponding coverage rates.  1999 Academic Press
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1. INTRODUCTION AND NOTATIONS
This work is placed in the context of nonparametric regression estima-
tion and undertakes the task of constructing local confidence intervals for
regression function with a binary response variable. These intervals are
usually based on the normal limit distribution of a statistic related to some
regression estimator (see Ha rdle [7]); throughout this work we will use the
kernel regression estimator introduced by Nadaraya [9] and Watson [14].
The accuracy of confidence intervals depends on how fast the theoretical
distribution converges to its limit. To analyze this rate, Edgeworth expan-
sions are a basic tool. The approximation to the distribution of a statistic
by means of Edgeworth expansions has been studied by many authors; see,
for example, Wallace [13], Bhattacharya and Ghosh [2] or Hall [5].
These expansions allow us to deduce both order and form of the difference
between coverage probability and nominal level for confidence intervals
based on normal approximations. In this matter, the works of Hall [4, 6]
are in an nonparametric curve estimation setup; to be exact, they concern
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with density and regression estimation, respectively. In contrast to Hall
[6], here we will assume a random design model.
As it has been indicated above, confidence intervals for a binary regres-
sion function will be constructed from a statistic with asymptotic normal
distribution, but the parameters depend on unknown theoretical functions
which have to be estimated in practice. Then we will talk about two kinds
of intervals that will be denominated theoretical normal and plug-in
normal. The first one will use the limit normal distribution with theoretical
parameters, and in the second one unknown functions are estimated in a
nonparametric way. We will get Edgeworth expansions for the correspond-
ing statistics which confirm the rates of convergence for the normal limit
and its plug-in approach obtained in Cao-Abad [3] by means of Berry
Essen bounds.
Let X be a continuous explanatory variable with density function f (x)
and Y a binary response variable, i.e., with 0, 1 values. Let p(x) denote the
probability of Y variable takes value 1 for a given X’s value x. Then p(x)=
P(Y=1 | X=x)=E(Y | X=x). Let us assume that both p and f are
unknown and, for the sake of simplicity, that explanatory variable X is
one-dimensional.
From a random sample [(Xi , Yi), i=1, ..., n] of independent and identi-
cally distributed observations of (X, Y), we construct the NadarayaWatson
nonparametric kernel estimator, p^h(x), defined in the following way,
p^h(x)=( f h(x))&1 n&1 :
n
i=1
Kh(x&Xi) Yi ,
where Kh(u)=h&1K(uh) is called the kernel function with bandwidth h
and f h(x)=n&1 nk=1 Kh(x&Xk) is the RosenblattParzen kernel density
estimator (Rosenblatt [11]; Parzen [10]). The smoothing parameter h
will verify that hn15  C0 , where C0 is a constant and convergence is in
probability or in a determinist way, according to the selection criterion of
optimal bandwidth which has been used; see, for example, Ha rdle [7].
Along this work it will be assumed that h is determinist and of some order
n&15+:, with &45<:<445, which includes the optimal one, n&15.
Local confidence intervals for p(x) can be constructed from the statistic
(nh)12 ( p^h(x)& p(x)) or its standardized
S=_(x)&1 (nh)12 ( p^h(x)& p(x)&B(x)),
where B(x)=h2 dK ( p"(x) f (x)+2p$(x) f $(x)2 f (x)) and _2(x)=cK ( p(x)
(1& p(x)) f (x)), with dK= t2K(t) dt and cK= K(t)2 dt. This statistic S
has, under mild hypothesis, a N(0, 1) asymptotic distribution.
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Then a nominal :-level two-sided confidence interval for p(x) is
I=( p^h(x)&(nh)&12 z:2_(x)&B(x),
p^h(x)+(nh)&12 z:2_(x)&B(x)), (1)
where z: denotes the value such that P(N(0, 1)>z:)=:. Clearly, P( p(x)
# I )=P( |S|<z:2), but this probability is not exactly 1&: because N(0, 1)
is only an approximation to the true distribution of S. To analyze how
close this probability is to the nominal confidence level we will develop in
Section 2 the Edgeworth expansion of the distribution function P(Sz).
In practice the parameters B(x) and _2(x) need to be estimated. If we do
it by means of corresponding nonparametric kernel estimators for regres-
sion and density besides their derivatives, using different bandwidths, we
obtain
B (x)=h2 dK
p^"g4(x) f g1(x)+2 p^$g3(x) f $g2(x)
2 f g1(x)
and
(2)
_^2(x)=cK
p^h(x)(1& p^h(x))
f g1(x)
,
where
f $h(x)=n&1 :
n
i=1
K$h(x&Xi), f "h(x)=n&1 :
n
i=1
K"h(x&Xi),
p^$h(x)=n&1( f h(x))&2 \f h(x) :
n
i=1
K$h(x&Xi) Yi
& f $h(x) :
n
i=1
Kh(x&Xi) Yi+ ,
p^"h(x)=n&1( f h(x))&3 \f h(x)2 :
n
i=1
K"h(x&X i) Yi
& f h(x) f "h(x) :
n
i=1
Kh(x&Xi) Yi &2 f h(x) f $h(x) :
n
i=1
K$h(x&Xi) Yi
+2 f $h(x)2 :
n
i=1
Kh(x&X i) Yi+ ,
and K$h(u)=h&2K$(uh) and K"h(u)=h&3K"(uh) are the two first derivatives
of kernel function. If we define
T=_^(x)&1 (nh)12 ( p^h(x)& p(x)&B (x))
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and the plug-in two-sided :-level confidence interval for p(x),
I =( p^h(x)&(nh)&12 z:2 _^(x)&B (x),
p^h(x)+(nh)&12 z:2 _^(x)&B (x)), (3)
then P( p(x) # I )=P( |T |<z:2). The closeness of this probability to 1&: is
determined calculating the Edgeworth expansion of the distribution func-
tion P(Tz), in Section 2. Likewise, we propose an alternative estimate of
B(x) with only a bandwidth; an asymptotic expression for such a band-
width is derived by minimizing the mean squared error.
Once Edgeworth expansions are obtained, they are used in Section 3 to
determine an approximate expression for the difference between real and
nominal coverage probability for intervals I and I . Section 4 includes the
results of a simulation study carried out to compare the aforementioned
theoretical expression and the coverage rate of the confidence intervals I and
U (its one-sided version) for two models and a range of bandwidth h values.
Finally, in Section 5 we prove the results appearing in earlier sections.
2. EDGEWORTH EXPANSIONS
We will develop in this section the calculus of explicit formulas for the
approximation between normal and S or T distribution functions from
correspondent Edgeworth expansions. Likewise, we will provide two ways
of estimating bias in the plug-in approach.
2.1. Edgeworth expansion for S
Define the variables Zi=(Zi, 1 , Z i, 2)=(Kh(x&Xi), Kh(x&Xi) Yi), the
function
H(z1 , z2)=
z2
_(x) z1
(4)
and the statistic Wn=(nh)12 (H(Z )&H(+)), where Z =n&
1 ni=1 Zi and
+=E(Z1).
Consider the following hypothesis:
(H.1) h  0, nh   and nh9  0
(H.2) K is bounded, nonnegative, symmetric and  K(t) dt=1
(H.3)  t6K(t) dt<
(H.4) f (x)>0 and 0<p(x)<1
(H.5) f and p are six times continuously differentiable
In Edgeworth expansion the so-called cumulants play a fundamental
role. For a general random variable with characteristic function /, the j th
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cumulant, kj , is defined to be the coefficient of (it) jj ! in a power series
expansion of log(/(t)). Cumulants are related to moments (in particular, k1
is the mean and k2 is the variance) and verify, among other properties, that
they are invariant under changes of origin for j>1. This quality allows us
to obtain cumulants of the statistic S through the ones of Wn by the following
result.
Lemma 1. Under hypotheses H.1H.5:
Wn =S&n12h92(_(x) f (x))&1 \m4 D3&d2KD2 f "(x)2 f (x)+
&n12h132(_(x) f (x))&1 \m6D4&m4dKD2 f
IV (x)
24 f (x)
&m4dKD3
f "(x)
2 f (x)
+d3K D2
f "(x)2
4 f (x)2++o(n12h132)
where Dj=(( pf )(2 j&2) (x)& p(x) f (2 j&2)(x))(2 j&2)!, j=2, 3, 4, with f ( j)
denoting the jth derivative of f, and mj= t jK(t) dt, j2.
As a consequence of this lemma, cumulants of S are equal to the ones
of Wn , with the exception of the first one that is different in a constant. To
calculate the cumulants of Wn we will use the formulas given in James and
Mayne [8]; for this purpose we define
wj=Z j&E(Z j)=n&1 :
n
i=1
Zi, j&E(Z1, j), j=1, 2,
and write, by means of a Taylor expansion of the function H,
(nh)&12 Wn =H(Z )&H(+)
= :
2
i=1
Ai wi+ :
2
i, j=1
Aij wiwj+ :
2
i, j, k=1
Aijkw iwjwk+ } } } ,
where
Ai1 } } } is=
1
s ! \
s
z(i1) } } } z(is)+ H(z)} z=+ .
To apply the mentioned formulas it is necessary that cumulants of order
r of w=(w1 , w2), kr(w), will be of order v&r+1 for some v  , and that
Ai1 } } } is will be independent of v, or at least of order v
0. These results are
proved in the following lemma.
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Lemma 2. If hypotheses H.1H.5 hold, then kr(w) are of order (nh)&r+1.
Moreover, for each s1: Ai1 } } } is=(&1)
s p(x)(_(x) f (x)s)+O(h2), if none
of index i1 , ..., is is equal to 2; Ai1 } } } is=(&1)
s+1(s_(x) f (x)s)+O(h2), if
exactly one of index i1 , ..., is is equal to 2 and Ai1 } } } is=0 in other case.
Let }i, i=1, 2, denote the cumulants of order one of w, }ij, i, j=1, 2, the
ones of order two, } ijk, i, j, k=1, 2, the ones of order three and }ijkl,
i, j, k, l=1, 2, the ones of order four; then, applying James and Mayne’s
formulas,
K1((nh)&12 Wn)=:
i, j
Aij}ij+O((nh)&2),
K2((nh)&12 Wn)=:
i, j
Ai Aj} ij+2 :
i, j, k
AijAk} ijk
+ :
i, j, k, l
(6AijkAl+2AikA jl) }ij}kl+O((nh)&3),
K3((nh)&12 Wn)= :
i, j, k
Ai AjAk} ijk
+6 :
i, j, k, l
AikAjAl} ij}kl+O((nh)&3)
and
K4((nh)&12 Wn)= :
i, j, k, l
AiAjAkAl }ijkl+24 :
i, j, k, l, m
AilA jAk Am} ijk}lm
+ :
i, j, k, l, m, n
(24Aikm AjAlAn+48AikA jmA lAn) }ij}kl}mn
+O((nh)&4).
The other cumulants of Wn are at most of order (nh)&32. Using the
expressions for Ai1 } } } is given in Lemma 2, the ones relating cumulants and
moments (see for example, Stuart and Ord [12]), and the fact that for
r, s=1, 2, 3, 4,
+r0=E[Kh(x&X1)r]= :
2
j=0
h&r+2 j+1m[r]2 j
f (2 j)(x)
(2 j)!
+O(h&r+7)
and
+0s =E[Kh(x&X1)s Y1]
= :
2
j=0
h&s+2 j+1m[s]2 j
( pf ) (2 j)(x)
(2 j)!
+O(h&s+7), (5)
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where D2 and D3 are defined in Lemma 1 and m[r]j = t
jK(t)r dt, we can
obtain, after tedious and cumbersome calculations,
K1(S)=n12h92C11+n12h132C12+n&12h32C13
+O(n12h172+n&12h72+n&32h&32),
K2(S)=1+h2C21+h4C22+n&1h&1C23&n&1
+O(n&1h+h6+n&32h&32),
K3(S)=n&12h&12C31+n&12h32C32+O(n&12h72+n&32h&32)
and
K4(S)=n&1h&1C42&3n&1+O(n&1h+n&2h&2),
where
C11 =(_(x) f (x)2)&1 \m4D3 f (x)&d2KD2 f "(x)2 + ,
C12=(_(x) f (x)2)&1 \m6D4 f (x)&m4dKD2 f
IV (x)
24
&m4 dKD3
f "(x)
2
+d3KD2
f "(x)2
4 f (x) + ,
C13=(_(x) f (x)2)&1 D2(dKcK&m[2]2 ),
C21=(_(x) f (x))&2 m[2]2 \p(x)(1& p(x)) f "(x)2 +D2(1&2p(x))+
&dK
f "(x)
f (x)
,
C22=(_(x) f (x))&2 { dKf (x) (cKdK&2m[2]2 ) D22
+m[2]4 \p(x)(1& p(x)) f
IV (x)
24
+D3(1&2p(x))+
&m[2]2 dK
f "(x)
f (x) \p(x)(1& p(x))
f "(x)
2
+D2(1&2p(x))+=
&m4
f IV (x)
12 f (x)
+3d2K
f "(x)2
4 f (x)2
,
C23=( f (x) cK)&1 (3c2K&2m
[3]
0 ),
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C31=(_( f ) f (x) cK)&1 m[3]0 (1&2p(x)),
C32=(_(x) f (x))&3 {m[3]2 \(1& p(x))(1&2p(x)) p(x) f "(x)2
+D2(1&3p(x)+3p(x)2)+&_2(x) f (x)
_\3m[3]0 dK2cK ((1&2p(x)) f "(x)+2D2)+12D2(cKdK&m[2]2 )+=
and
C42 =(_2(x) f (x)2 cK)&1 (m[4]0 (1&3p(x)+3p(x)
2)
&12_2(x) f (x)(m[3]0 &c
2
K)).
Now, from usual Edgeworth expansions expressions (see for example Hall
[5]), we obtain the following expansion of distribution function of S,
P(Sz)=8(z)&,(z) {n12h92C11+h2C21 z2+n&12h&12C31
z2&1
6
+n&1h&1 \C42 z
3&3z
24
+C 231
z5&10z3+15z
72
+C23
z
2+
+h4 \C22 z2+C 221
z3&3z
8
+C11C31
z3&3z
6 +
+n&12h32 \C13+C32 z
2&1
6
+C21C31
z4&6z2+3
12 +
+n12h132 \C12+C11C21 z
2&1
2 ++nh9C 211
z
2
&n&1
z3+z
8 =
+O((nh)&32+h6+nh11+n12h172+n&12h72
+n&1h+n32h272), (6)
and then follows the next result.
Theorem 1. Under hypotheses H.1H.5, if h=O(n&15+:) with &45<
:<445 then
sup
z # R
|P(Sz)&8(z)|=O(n&25+A),
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where A=0 for :=0 (optimal bandwidth), A=9:2 for 0<:<445 (over-
smoothing) and A=&:2 for &45<:<0 (undersmoothing).
The best order in this approximation is n&25, which is reached when we
use optimal bandwidths h=O(n&15). Also for these ones, the first three
terms after 8(z) in (6) are of equal order n&25, the others (except n&1) are
of order n&45 and the rest is of order n&65.
The validity of (6) is proved under hypothesis over moments and Crame r
condition for the Zi ’s (see for example Theorem 2b of Bhattacharya and
Gosh [2] or Theorem 2.2 of Babu [1]). The first ones hold whenever m[r]0
exists for sufficiently large r, according to the expansion extension we wish.
The second one is necessary for the remainder to be of adequate order,
since it has the form (sup |t|>$ |Q1(t)| )n } nC, where C>0 and Q1(t)=QZ1(t)
represents the characteristic function of Z1 . If the Crame r condition holds,
that is, if lim |t|   |Q1(t)|<1, then for all $>0: sup |t|>$ |Q1(t)|=%<1
and therefore (sup |t| >$ |Q1(t)| )n decreases faster than n&C, for any C>0.
However, in our context Q1(t)=Q1, n(t), because variables Z1=Z1, n
depend on h and therefore on n. Then it is not enough that sup |t| >$ |Q1(t)|
<1 since sup |t|>$ |Q1, n(t)|=%n<1, and it cannot even happen that
limn   %nn=0; for example, if %n=1&n
&1 then limn   %nn=e
&1. This
problem can be solved in the way Hall [5] points out, that is, by proving
that sup |t|>$ |Q1, n(t)|1&hC($), where C($) is a positive constant, and
by requiring (nh(log(n)))  , because then
\ sup|t|>$ |Q1(t)|+
n
} nC(1&hC($))n } nCnC exp [&C($) nh]=O(n&p),
for any p>0. The next result establishes our version of the Crame r condi-
tion for a rather general class of kernel functions.
Lemma 3. If K is symmetric, nonnegative, bounded with M=supu # R K(u)
<, strictly decreasing for positive values, of class one and lim |u|   K(u)=0,
then for each $>0,
sup
&t&>$
|Q1, n(t)|1&2hf (x) K &11 (h=) =$ min[ p(x), 1& p(x)]
for all sufficiently small h (sufficiently large n), where K &11 is the positive
inverse function of K, =$>0 and = holds that 0<h=<M.
Remark 1. The result still holds if we keep up the hypothesis: K is
symmetric, nonnegative, bounded and lim |u|   K(u)=0, and also we
assume that the range of K can be split up in a finite number of intervals
where K is differentiable and strictly decreasing or increasing. Then the
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proof is similar but more cumbersome, although it can be simplified if we
assume that K has its global maximum in zero. Thus, the condition about
the range of K is not even necessary, but we can allow K to be constant
in some intervals. Also, the result holds if K has a finite number of maxima
and minima.
2.2. Edgeworth Expansion for T
With regard to the bandwidths appearing in (2), we will assume that
they are optimal according to some determinist criterion; so, bandwidths h
and g1 will be of order n&15, g2 and g3 of order n&17 and g4 of order n&19.
Before obtaining the expansion of distribution function of the plug-in
statistic we will calculate the mean squared error for the problem of
estimating B(x) by means of B (x), defined in (2), and by means of a
simplified version that uses an only bandwidth to estimate all functions. In
this latter case we will deduce an expression for the asymptotic optimal
bandwidth.
2.2.1. Bias estimation. In order to calculate MSE we need to obtain
bias and variance of B (x); we will do it through the mean and variance,
that is the two first cumulants, of the statistic Vn=H(Z )&H(+), where
Z =n&1 ni=1 Zi , +=E(Z1), Z i=(Z i, 1 , Zi, 2 , ..., Z i, 12), i=1, ..., n, with
Zi, 1 =Kg1(x&Xi), Zi, 2 =Kg3(x&Xi),
Zi, 3=Kg4(x&Xi), Zi, 4=K$g2(x&Xi),
Zi, 5=K$g3(x&Xi), Zi, 6=K$g4(x&Xi),
Zi, 7=K"g4(x&Xi), Zi, 8=Kg3(x&Xi) Yi ,
Zi, 9=Kg4(x&Xi) Yi , Zi, 10=K$g3(x&Xi) Y i ,
Zi, 11=K$g4(x&Xi) Yi , Zi, 12=K"g4(x&Xi) Y i
and
H(z1 , z2 , ..., z12)=
z23z12&z3z7z9&2z3z6z11+2z
2
6 z9
2z33
+
z4(z2 z10&z5z8)
z22z1
.
The relationship between Vn and B (x) is reflected in the next result,
before which we need to consider the following hypotheses:
(H.6) K is twice continuously differentiable.
(H.7)  t5K$(t) dt<,  t6K"(t) dt<, lim |t|   t3K(t)=0 and
lim |t|   t4K$(t)=0.
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Lemma 4. Under the hypotheses H.2H.7, one has
Vn =
B (x)&B(x)
h2dK
& g24dK D5& g
2
3dK D6& g
2
2dK p$(x)
f $$$(x)
2 f (x)
+ g21dK p$(x) f $(x)
f "(x)
2 f (x)2
+O(n&49),
where D2 , D3 and m4 are defined in Lemma 1,
D5=3D3+
p"(x) f "(x)
4
+
p$(x) f $(x)3
f (x)2
&
3p$(x) f $(x) f "(x)+2p"(x) f $(x)2
2 f (x)
and
D6=
p$$$(x) f $(x)
2
+
p$(x) f $(x) f "(x)+ p"(x) f $(x)2
f (x)
&
p$(x) f $(x)3
f (x)2
.
As in the preceding section we use the formulas of James and Mayne
[8], so we define wj=Z j&E(Z j) and prove that cumulants of w=
(w1 , w2 , ..., w12) are of adequate order.
Lemma 5. If hypotheses H.2H.7 hold, then the cumulants kr(w) are of
order (ng54)
&r+1.
The application of James and Mayne’s formulas allow us to derive that
K1(Vn) = O(n&49) and K2 (Vn) = n&1g&54 cK" ( p(x) (1& p(x))4 f (x)) +
o(n&1g&54 ), where cK"= (K"(t))
2 dt. In consequence, bearing in mind that
g4=O(n&19), we obtain
MSE(B (x))=(E(B (x))&B(x))2+Var(B (x))=O(h4n&49).
2.2.2. Simple bias estimation. Assume now that all unknown functions
in B(x) are estimated in a nonparametric way using the same bandwidth,
namely g, and call B g(x) the resultant estimator:
B g(x)=h2dK (2nf g(x)2)&1 {f g(x) \ :
n
i=1
K"g(x&Xi) Yi+
& f "g(x) \ :
n
i=1
Kg(x&Xi) Yi+= . (7)
In order to calculate the MSE of this estimator, we can use an analogous
but easier process to former case by defining: Zi=(Zi, 1 , ..., Zi, 4), i=1, ..., n,
where Zi, 1=Kg(x&Xi), Zi, 2=K"g(x&Xi), Zi, 3=Kg(x&Xi) Y i and Zi, 4=
K"g(x&X i) Yi , and the function: H(z1 , ..., z4)=(z1 z4&z2 z3)(2z21).
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Applying similar results, we obtain
E(B g(x)&B(x))=h2g2d2K \p
IV (x)
4
+
p$$$(x) f $(x)
f (x)
+
p"(x) f "(x)
f (x)
+
p$(x) f $$$(x)
f (x)
&
p$(x) f $(x) f "(x)
f (x)2 ++O(h2g4)
=h2g2A1+O(h2g4)
and
Var(B g(x))=h4n&1g&5d2K cK"
p(x)(1& p(x))
4 f (x)
+O(h4n&1g&3)
=h4n&1g&5A2+O(h4n&1g&3),
from which we deduce that MSE(B g(x))rh4g4A21+h4n&1g&5A2 . Minimiz-
ing in g, the asymptotic optimal bandwidth for bias estimation is
g=n&19 \5A24A21+
19
. (8)
2.2.3. Edgeworth expansion. In this occasion we limit ourselves to
expose how the expansion would be, regardless of its validity. Also, we only
calculate the three first cumulants because the fourth needs an impressive
account of calculations.
Define Zi=(Zi, 1 , Zi, 2 , ..., Zi, 14), i=1, ..., n, where
Zi, 1 =Kh(x&X i), Zi, 2 =Kg1(x&Xi),
Zi, 3=Kg3(x&Xi), Zi, 4=Kg4(x&Xi),
Zi, 5=K$g2(x&Xi), Zi, 6=K$g3(x&Xi),
Zi, 7=K$g4(x&Xi), Zi, 8=K"g4(x&Xi), (9)
Zi, 9=Kh(x&X i) Yi , Zi, 10=Kg3(x&Xi) Y i ,
Zi, 11=Kg4(x&Xi) Yi , Zi, 12=K$g3(x&Xi) Y i ,
Zi, 13=K$g4(x&Xi) Yi , Zi, 14=K"g4(x&Xi) Y i .
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Also define the function
H(z1 , z2 , ..., z14)=\cK z9(z1&z9)z21 z2 +
&12
\z9z1 & p(x)&h2dk
_\z
2
4z14&z4z8z11&2z4z7z13+2z
2
7 z11
2z34
+
z5(z3z12&z6z10)
z23 z2 ++ (10)
and the statistic Wn=(nh)12 (H(Z )&H(+)), in which Z =n&1 ni=1 Zi
and +=E(Z1).
Lemma 6. Under the hypotheses H.2H.7, one has
Wn =T&n12h52(_(x) f (x))&1 _&g24d2KD5& g23d2K D6& g22 d2K p$(x) f $$$(x)
+ g21d
2
K p$(x) f $(x)
f "(x)
2 f (x)
+h2 \m4D3&d2K D2 f "(x)2 f (x)+&+o(n&25),
where D2 , D3 y m4 are introduced in Lemma 1 and D5 and D6 in Lemma 4.
The cumulants of T are calculated from the ones of Wn as in previous
sections, after proving the next result.
Lemma 7. If hypotheses H.2H.7 hold, then the cumulants kr(w) are of
order (ng54)
&r+1.
Remark 2. In fact the cumulants will be at most of order n&r+1g&3r+14 .
Moreover, if variables with second derivative of K are not involved then
the order will be at most n&r+1h&2r+1, where h is the greatest bandwidth
implicated; and if variables with first derivative are not involved either,
then the order will be at most (nh)&r+1.
Applying JamesMayne’s formulas, we obtain after tedious calculations,
K1(T )=
n12h52
_(x) f (x) _& g24d2K D5& g23d2KD6& g22d2K p$(x) f $$$(x)
+ g21d
2
K p$(x) f $(x)
f "(x)
2f (x)
+h2 \m4D3&d2KD2 f "(x)2 f (x)+&
&(nh)&12
cK (1&2p(x))
2_(x) f (x)
+o(n&25)
=C1(T )+o(n&25),
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K2(T )=1& g&34 h
3 dK K"(0)
cK
+ g21dK
f "(x)
2 f (x)
+h2 _(m[2]2 &2cKdK)
_
f "(x)
2cK f (x)
+(m[2]2 &cK dK) D2
1&2p(x)
_(x)2 f (x)2&+o(n&25)
=C2(T )+o(n&25)
and
K3(T )=(nh)&12 (cK_(x) f (x))&1 (m[3]0 &3c
2
K)(1&2p(x))+o(n
&25)
=C3(T )+o(n&15).
Remark 3. In the o(n&25) a number of intermediate orders appears
between n&25 and n&45; the largest one is O((nh5)12 g44)=O(n
&49) for the
first cumulant, O(h5g&43 )=O(n
&47) for the second one, and O(n&12h12)=
O(n&35) for the third one.
Finally, Edgeworth expansion results:
P(Tz)=8(z)&,(z) \C1(T)+(C2(T )&1) z2+C3(T )
z2&1
6 +
+o(n&25). (11)
Bearing in mind the order of the bandwidths, last expansion gives rise to
the approximation:
Theorem 2. Under the hypotheses H.2H.7: supz # R |P(Tz)&8(z)|=
O(n&29).
2.2.4. Edgeworth expansion with simple bias estimation. Let Tg denote
the modification of statistic T obtained by replacing B (x) with B g(x)
defined by (7). Then it is obtained
P(Tgz)=8(z)&,(z) \C1(Tg)+(C2(Tg)&1) z2+C3(Tg)
z2&1
6 +
+o(n&25),
where
C1(Tg)=
n12h52
_(x) f (x) _& g2d2KA1+h2 \m4D3&d2KD2
f "(x)
2 f (x)+&
&(nh)&12
cK (1&2p(x))
2_(x) f (x)
.
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A1 is the one appearing in (8), C2(Tg) is just like C2(T ) putting g in place
of g4 and C3(Tg)=C3(T ). Taking into account formula (8), it follows that
the order of approximation between both distribution functions is n&29,
just as for the previous case.
3. APPLICATION TO CONFIDENCE INTERVALS
The just obtained Edgeworth expansions allow us to study properties
relating to confidence intervals constructed from statistics S and T.
Particularly, they supply the necessary tool to determinate the order and
explicit formula for the approximation between real and nominal coverage
probability of intervals I and I defined in (1) and (3), respectively.
For interval I we make use of (6) to obtain
P( p(x) # I )=P(&z:2Sz:2)
=(1&:)&,(z:2) {h2C21z:2+n&1h&1 \C42 z
3
:2&3z:2
12
+C 231
z5:2&10z
3
:2+15z:2
36
+C23 z:2 ++nh9C 211z:2
+h4 \C22 z:2+C 221 z
3
:2&3z:2
4
+C11C31
z3:2&3z:2
3 +
&n&1
z3:2+z:2
4 =+O((nh)&32+h6+nh11+n12h172
+n&12h72+n&1h+n32h272). (12)
Then the next result is directly derived:
Theorem 3. Under hypotheses H.1H.5, if h=O(n&15+:) with
&45<:<445 then
P( p(x) # I )=(1&:)+O(n&25+A),
where A=2: for &215:235 (includes optimal bandwidth), A=&25&:
for &45<:&215 and A=&25+9: for 235:<445.
The best order in this approximation, n&23, is reached when h=O(n&13),
which is lower than the optimal bandwidth. For this one, the approximation
is of order h2=O(n&25). In most cases, the determinant factor in coverage
error is h2C21 , the dominant term of (Var(S)&1). On the other hand, the
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length of I is another thing to be borne in mind; this decreases as h increases,
for fixed n.
Remark 4. We can think about some way of adjusting the statistic, and
therefore the interval, in order to reduce its variance. Let us define _2c(x)=
_2(x)(1+C21(S)) if it is possible, that is, if 1+C21(S)>0. The new inter-
val, Ic , which is obtained from I by changing _ for _c , verifies P( p(x) # Ic)
=(1&:)+O(n&1h&1+nh9+h4). When an optimal bandwidth is used,
this approximation is of order n&45 and then the correction improves
appreciably the coverage accuracy.
If we repeat the former process but now for the plug-in interval (3),
using in this occasion the expansion (11), we obtain
P( p(x) # I )=(1&:)&,(z:2)(C2(T )&1) z:2+O(n&49),
where the order of the remainder is obtained from Remark 3. For the next
result we consider optimal bandwidths as it was indicated in the preceding
section.
Theorem 4. Under the hypotheses H.2H.7, P( p(x) # I )=(1&:)+
O(n&415).
The dominant term of (Var(T )&1) determines again the coverage error
order: O(g&34 h
3)=O(n&415). Analogous results and orders are obtained if
we use the statistic Tg , but in this case formula is rather less complex and
we need to obtain only a few number of bandwidths.
4. SIMULATIONS
We describe now the simulation study carried out to compare the coverage
rate of the confidence intervals with the theoretical approximations obtained
from the Edgeworth expansions. Two intervals are used: the two-sided
confidence interval I, given in (1), and its one-sided version
U=( p^h(x)&(nh)&12 z:_(x)&B(x), +).
The reason that we work with the interval U is that all the terms in the
Edgeworth expansion for S (6) come into play in its corresponding approx-
imation between real and nominal coverage probability (similar to the one
for I given in (12)).
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FIG. 1. Coverage rates (CRI, CRU) and theoretical approximations to coverage proba-
bility (TAI, TAU) of intervals I and U, with nominal level 0.95, as functions of the bandwidth
h for Model 1 and n=100, 1000, 10,000.
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FIG. 2. Coverage rates (CRI, CRU) and theoretical approximations to coverage proba-
bility (TAI, TAU) of intervals I and U, with nominal level 0.95, as functions of the bandwidth
h for Model 2 and n=100, 1000, 10,000.
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We have drawn 10,000 samples of sizes n=100, 1000 and 10,000 of
(X, Y) in two situations:
Model 1: XtBeta(2, 2) and p(x)=x2
Model 2: XtN(0, 1) and p(x)=
exp(x)
1+exp(x)
.
For every model and sample size n, we have obtained the coverage rates of
intervals I and U, with nominal confidence level of 0.95, at x=0.5 for a
range of bandwidth h values.
The results are shown in Figs. 1 and 2. These display coverage rates of
intervals I and U together with theoretical approachs to real coverage
probability (right side of (12) except for the remainder, and the analogous
relating to U) as functions of the bandwidth h. In every figure one can
notice a good adjustment between the corresponding curves, a fact which
corroborates the expansion given in (6). We must remember here that this
expansion is valid for h=O(n&15+:) with &45<:<445 and then it is
not correct for very large or small bandwidths. Anyway, in general there
exists a wide range where coverage rates are close to 0.95. Evidently, as n
increases, smaller bandwidths must be used.
Moreover, we have approximated via Monte Carlo an optimal band-
width h, exactly the one minimizing MSE( p^h(x))=E[( p^h(x)& p(x))2]. To
do this we have drawn 50,000 trials for each of the six cases, obtaining the
following values: 0.18, 0.10, 0.06 for Model 1 and 0.54, 0.31, 0.19 for Model
2 with n=100, 1000, 10,000, respectively. At the figures one can observe
that undersmoothing is preferable to the opposite.
5. PROOFS
Proof of Lemma 1. It is clear that H(Z )=_(x)&1 p^h(x). The rest is
a consequence of H(+)=_(x)&1 +01 +10 , where +01 and +10 are defined
by (5).
Proof of Lemma 2. Because of properties of the cumulants, one has
kr(w)=kr(Z )=n&r :
n
i=1
kr(Zi)=n&r+1kr(Z1)
=O \n&r+1 :
r
m=1
 +?1r1 s1 } } } } } +
?m
rm sm+ ,
236 M. CELIA RODRI GUEZ-CAMPOS
where the second summation extends over all nonnegative values of
[?1 , ..., ?m] such that ?1(r1+s1)+ } } } +?m(rm+sm)=r and +rs=E[Zr1, 1Z
s
1, 2]
=O(h&(r+s)+1) for r, s0. The first part of the lemma is then immediately
obtained. The second part follows from (4).
Proof of Lemma 3. Let us remember that Zi=(Wi , WiYi), where
W=Kh(x&X), and call fW (w | y) conditional density of W to y value of Y.
Therefore \w # (0, h&1M],
fW (w | 1)=
h2
p
|(K &11 )$ (hw)| [( p } f )(x&hK
&1
1 (hw))
+( p } f )(x+hK &11 (hw))], (13)
where ( p } f )(x)= p(x) f (x) and p=P(Y=1)= ( p } f )(u) du.
On the other hand, the characteristic function of Z1 at t=(t1 , t2) # R2 is
Q1, n(t)= pE[exp [i(t1+t2) W] | Y=1]+(1& p) E[exp [it1W] | Y=0].
Since &t&>$ O |t1 |>$3 or |t1+t2 |>$3 then
sup
&t&>$
|Q1, n(t)|max {p sup|t| >$3 |E[exp [itW] | Y=1]|+1& p,
p+(1& p) sup
|t|>$3
|E[exp [itW] | Y=0]|= . (14)
With regard to the first of the previous supremes we can write
E[exp [iWt] | Y=1]
=|
=
0
exp [iwt] fW (w | 1) dw+|
h&1M
=
exp [iwt] fW (w | 1) dw
=I1+I2 . (15)
The first integral verifies that
|I1 |P(W<= | Y=1)
=1&P(x&hK &11 (h=)Xx+hK
&1
1 (h=) | Y=1)
=1&
1
p |
x+hK1
&1(h=)
x&hK1
&1(h=)
( p } f )(u) du
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=1&
h
p |
K1
&1(h=)
&K1
&1(h=)
( p } f )(x+sh) ds
1&
2h
p
( p } f )(x) K &11 (h=)+
h
p |
K1
&1(h=)
0
_|( p } f )(x&sh)+( p } f )(x+sh)&2( p } f )(x)| ds.
Also, noting (13),
I2 =
1
p |
h&1M
=
exp [iwt] h2 |(K &11 )$ (hw)| [( p } f )(x&hK
&1
1 (hw))
+( p } f )(x+hK &11 (hw))&2( p } f )(x)] dw
+
2h2
p
( p } f )(x) |
h&1M
=
exp [iwt] |(K &11 )$ (hw)| dw
=I21+I22 ,
where
|I21 |
h
p |
K1
&1(h=)
0
|( p } f )(x&hs)+( p } f )(x+hs)&2( p } f )(x)| ds
and
I22=
2h
p
( p } f )(x) |
M
h=
exp [ith&1s] |(K &11 )$ (s)| ds.
Coming back to (15),
|E[exp [itW] | Y=1]|
1+
2h
p
( p } f )(x) } |
M
h=
exp [ith&1w] |(K &11 )$ (w)| dw }
+
2h
p |
K1
&1(h=)
0
|( p } f )(x&sh)+( p } f )(x+sh)&2( p } f )(x)| ds
&
2h
p
( p } f )(x) K &11 (h=). (16)
In order to study the first integral, we define l(w)=|(ddw) K &11 (w)|.
Given =">0, let L(w)=mj=1 cjISj (w) we denote a simple function, supported
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on bounded intervals Sj recovering (h=, M), such that Mh= |l(w)&L(w)| dw
=". Then
} |
M
h=
exp [ith&1w] l(w) dw } :
m
j=1
cj } |Sj exp [ith
&1w] dw }+="
and hence, lim |t|   |Mh= exp [ith
&1w]l(w) dw|=0. Also, since K &11 (M)=0,
one has that
|Q(t)|= } 1K &11 (h=) |
M
h=
exp [ith&1w] l(w) dw }1,
where Q(t) is a characteristic function verifying: |Q(t)|<1 \t{0. In conse-
quence: \$>0, _=$>0 such that
sup
|t|>$ } |
M
h=
exp [ith&1w] l(w) dw }<K &11 (h=)(1&2=$).
On the other hand, since the second integral in (16) tends to zero as
h  0, we can select h so small that for given =$>0,
|
K1
&1(h=)
0
|( p } f )(x&hs)+( p } f )(x+hs)&2( p } f )(x)| ds
<K &11 (h=)( p } f )(x) =$,
and therefore, turning to (16), \$>0, _=$>0 such that
sup
|t|>$
|E[exp [itW] | Y=1]|1&
2h
p
p(x) f (x) K &11 (h=) =$. (17)
We can use a similar procedure in order to bound the second supreme
in (14), obtaining that \$>0, _=$>0 such that
sup
|t|>$
|E[exp [itw] | Y=0]|1&
2h
1& p
(1& p(x)) f (x) K &11 (h=) =$. (18)
The result follows from (17), (18) and (14).
Proofs of Lemmas 4 and 5. They are analogous to the ones of Lemmas
6 and 7, respectively, which are proved immediately after.
Proof of Lemma 6. Observing (9) and (10) it is evident that (nh)12
H(Z )=T. The remaining terms are inferred from (nh)12 H(+) by using (5)
and the following means for a generic bandwidth h,
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E(K ( j)h (x&X1))=f
( j)(x)+h2dK
f ( j+2)(x)
2
+O(h4)
E(K ( j)h (x&X1) Y1)=( pf )
( j) (x)+h2dK
( pf ) ( j+2) (x)
2
+O(h4),
with j=1, 2 and f ( j) denoting the j th derivative of f.
Proof of Lemma 7. It is obvious that the cumulants of order one of w
are zero; for r2,
kr(w)=n&r+1kr(Z1)
=O \n&r+1 :
r
m=1
 +?1r1, 1 , r1, 2 , ..., r1, 14 } } } } } +
?m
rm, 1 , rm, 2 , ..., rm, 14+ , (19)
where the second summation extends over all nonnegative values of
[?1 , ..., ?m] such that
?1(r1, 1+r1, 2+ } } } +r1, 14)+ } } } +?m(rm, 1+rm, 2+ } } } +rm, 14)=r
and +r1 , r2 , ..., r14=E[Z
r1
1, 1
Zr2
1, 2
} } } } } Zr14
1, 14
]. The most unfavourable case,
regarding the order of these moments, is produced when only variables
with bandwidth g4 are considered. In this case,
+r1 , r2 , ..., r14=O (n
&19g&3 
14
j=1 rj
4 )=O(g
&3  14j=1 rj+1
4 ).
Therefore, coming back to (19), we have
kr(w)O(n&r+1g&3r+14 )O(g
&3r+1+2(2&r)
2 )=O(n
&r+1g&5r+54 ).
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