In independent component analysis it is assumed that the observed random variables are linear combinations of latent, mutually independent random variables called the independent components. Our model further assumes that only the non-Gaussian independent components are of interest, the Gaussian components being treated as noise. In this paper projection pursuit is used to extract the non-Gaussian components and to separate the corresponding signal and noise subspaces. Our choice for the projection index is a convex combination of squared third and fourth cumulants and we estimate the non-Gaussian components either one-by-one (deflation-based approach) or simultaneously (symmetric approach). The properties of both estimates are considered in detail through the corresponding optimization problems, estimating equations, algorithms and asymptotic properties. Various comparisons of the estimates show that the two approaches separate * Joni Virta is PhD student, University of Turku, 20014, Finland 
INTRODUCTION

Blind source separation model and its extensions
The basic blind source separation (BSS) model assumes that the observed random vectors x i ∈ R p are linear combinations of some unobservable random vectors z i ∈ R p , i = 1, . . . , n, the estimation of which is the main objective. This can be formalized as
where µ is a location shift and Ω ∈ R p×p is a non-singular mixing matrix. In independent component analysis (ICA) it is further assumed that the random vector z i has mutually independent and standardized components and that at most one of the components is normally distributed. The constraint on non-Gaussianity is needed as otherwise the rotational invariance of the standard multivariate Gaussian distribution makes the model ill-defined. For an overview of ICA and BSS models, see e.g. Comon and Jutten (2010) .
However, if it is reasonable to assume the existence of more than one source of noise it might be too strict to restrict the number of Gaussian components to at most one. In the so-called non-Gaussian component/subspace analysis (NGCA) (Blanchard et al., 2005) the assumptions in the model (1) are relaxed by allowing more sources of Gaussian noise. That is, as formulated in Theis et al. (2011) , one assumes that for some d, 0 ≤ d ≤ p the vector z i consists of a d-dimensional non-Gaussian subvector (that spans the signal space) and a (p − d)-dimensional Gaussian subvector (that spans the noise space) that are independent of each other. In this model the signal and the noise subspaces are well defined and estimable but the individual components are not. A further distinctive property of NGCA is that the dimension of the signal subspace is usually assumed to be known. For other related or similar models, see Bonhomme and Robin (2009) , Comon and Jutten (2010) , Woods et al. (2015) and Risk et al. (2015) .
In this paper we combine the ICA and NGCA approaches and require that in (1) exactly p − d of the mutually independent components of z i are Gaussian. The objective is then to estimate the signal and noise subspaces (as in NGCA) as well as the individual signal components (as in ICA). In the estimation we use projection pursuit (PP) with convex combinations of squared third and fourth cumulants as projection indices. We derive the properties of the estimates assuming that d is known, but also discuss its estimation in Section 7.
Projection pursuit in ICA
Projection pursuit is a popular method that finds hidden structures in multivariate data by searching for one-or low-dimensional projections of interest. This is done by finding projections that maximize the value of an objective function, the so-called projection index. The classical measures of skewness and kurtosis, the third and fourth moments of a random variable after standardization, have been widely used for this purpose. Huber (1985) considered various projection indices with heuristic arguments that non-Gaussian linear combinations are the most interesting. His indices were ratios of two dispersion functionals thus measuring kurtosis with the classical kurtosis measure as a special case. Peña and Prieto (2001) used projection pursuit for hidden cluster identification with the classical kurtosis measure. For early contributions on projection pursuit see also Friedman and Tukey (1974) and Jones and Sibson (1987) .
In the engineering literature Hyvärinen and Oja (1997) were the first to propose a projection pursuit approach for independent component analysis with the absolute value of the excess kurtosis, the fourth cumulant of a standardized random variable, as the projection index and considered later an extension with a choice among several alternative measures of non-Gaussianity, including the absolute value of the classical skewness, the third cumulant of a standardized random variable. The approach is called deflation-based FastICA or symmetric FastICA depending on whether the independent components are estimated one-by-one or simultaneously, respectively. These two versions of FastICA can actually be seen as the optimization of different norms of the same vector of component-wise criterion values, namely the repeated maximization of L ∞ -norm and the maximization of L 1 -norm, respectively. In this paper we choose however to work with the L 2 -norm, firstly because of its analytical tractability over other choices of L p -norms, and secondly because of its connection to the popular JADE estimate, see Corollary 5.2. The deflation-based approach also has the useful property that under our model the estimation of each sequential component can be seen as a test for normality, allowing us to do inference on the dimension d of the signal subspace, see Section 7. Although the use of the L 2 -norm was mentioned already in Hyvärinen (1999) and Comon and Jutten (2010) the idea was not carried any further. For recent discussions of FastICA methods, see Ollila (2010) , Nordhausen et al. (2011) , Miettinen et al. (2014) , Miettinen et al. (2015) , Wei (2015) . For other classical approaches to ICA, see e.g. Cardoso (1989) , Cardoso and Souloumiac (1993) and the application of the latter to NGCA in Kawanabe (2005) .
In the engineering literature the ICA procedures are often seen more as numerical algorithms than as estimates of certain population quantities and considering their statistical properties is usually neglected. Recently, however, also more statisticians have become interested in the problem. Chen and Bickel (2006) and Samworth and Yuan (2012) , for example, developed estimates that need only the existence of first moments and rely on efficient nonparametric estimates of the marginal densities. Efficient estimation methods based on residual signed ranks and residual ranks have also been developed recently by Ilmonen and Paindaveine (2011) and Hallin and Mehta (2015) . For other approaches see also, for example, ; Hastie and Tibshirani (2003) ; Matteson and Tsay (2016) .
The joint use of multiple cumulants
Regarding signal separation, one limitation to the previously discussed methods is set by the measure of non-Gaussianity itself; if some signal component has a distribution with the same criterion value as the normal distribution (usually zero) it is treated as noise. This is where the benefits of our preferred approach show the most; jointly using both third and fourth cumulants means that the signal components can have either zero skewness or zero excess kurtosis and still be estimated. Furthermore, we show that the method is Fisher consistent under suitable moment conditions. Theoretically any number of univariate cumulants of order three or higher could be used together to find the non-Gaussian signals, see Moreau (2001) .
The joint use of third and fourth cumulants in ICA-type problems has also been previously discussed in the literature: Jones and Sibson (1987) approximate the entropy of a distribution suitably close to the Gaussian distribution with a particular weighted sum of squared skewness and excess kurtosis, a special case of the projection index we use, see also Amari et al. (1996) for similar constructions; ; use the method of moments to estimate the source score functions either from Pearson's system of distributions or the extended generalized lambda distribution (EGLD) by matching moments (or L-moments) up to the fourth; Karvanen and Koivunen (2004) propose using a weighted sum of the absolute values of skewness and excess kurtosis as an objective function in minimization of mutual information; Comon and Rajih (2006) used the characteristic function to solve an independent component problem with more latent variables than observed variables; Li et al. (2011) proposed using a joint diagonalization of second or higher order cumulant matrices in the context of joint blind source separation (JBSS) and Comon et al. (2015) considered the simultaneous decomposition of multiple symmetric tensors of different orders.
The structure of the paper
The paper is structured as follows; we begin in Section 2 by providing some notation. Section 3 introduces the model along with the relevant assumptions and also discusses the concepts of signal separation functionals and affine equivariance. Sections 4 and 5 then consider the estimation of the signals both separately and simultaneously via projection pursuit with the previously unexplored use of the L 2 -norm. A thorough discussion is provided including also the asymptotic behaviors of both considered methods. In Sections 6 and 7 the presented procedures are compared in their ability to extract single signals and the entire signal subspace. In the latter some thought on estimating the value of d is also given. We end with some discussion on the results and prospective work in Section 8. The proofs are reserved for the Appendix.
The simulations and computations were performed using R 3.2.3 (R Core Team, 2015) and additionally the packages clue (Hornik, 2016 ), ggplot2 (Wickham, 2009 ), ICS , JADE , Rcpp (Eddelbuettel and François, 2011) and RcppArmadillo (Eddelbuettel and Sanderson, 2014) .
NOTATION
Univariate moments
For a univariate random variable x, we write x st := (x − E(x))/ V ar(x) for its standardized version. The classical skewness, kurtosis and excess kurtosis of x are then
Note that the measures γ(x) and κ(x) are the third and fourth cumulants of the standardized variable x st . For symmetric random variables γ(x) = 0 and for the normal distribution κ(x) = 0.
Throughout the paper we assume that z 1 , . . . , z n is a random sample from a p-variate distribution of z with E(z) = 0 and Cov(z) = I p and that the p components of z are mutually independent. As the methods considered are essentially moment-based we use, for all k = 1, . . . , p, the following shorthands for marginal moments.
Assuming a fixed weight parameter α ∈ [0, 1], we will see in Sections 4 and 5 that the previous moments act as building blocks for the following asymptotic variances of the elements of our unmixing matrix estimates.
where 
Vector-and matrix-valued quantities
We write F x for the cumulative distribution function (c.d.f.) of a p-variate random vector x. Then F Ax+b is the c.d.f. of Ax+b. If the random vector x has the mean vector µ and the covariance matrix Σ, the standardized vector x st is given by x st := Σ −1/2 (x − µ), where Σ −1/2 is chosen as the unique symmetric matrix G satisfying GΣG T = I p . Multivariate standardization is affine equivariant up to rotation, that is, if x * = Ax + b, then (x * ) st = Vx st , for some orthogonal matrix V ∈ R p×p , see e.g. . This result is crucial in proving the affine equivariance of the signal separation functionals later on.
Fixing α ∈ [0, 1], the projection pursuit methods in the following sections are based on the objective function
where x is the observed random vector and u T u = 1. For the estimating equations we further need its gradient,
Remark 2.1. Later in this paper the gradient T α (u) is used to build a fixedpoint algorithm for the orthonormal rows of the matrix U, see Algorithms 1 and 2. In practice more stable algorithms are obtained by replacing the gradient with the following alternative based on a modified Newton-Raphson algorithm.
see e.g. Hyvärinen and Oja (1997) and Miettinen et al. (2017) for further discussion.
Some often encountered sets of square matrices include the set of all orthogonal matrices, the set of all heterogeneous sign-change matrices (diagonal matrices with diagonal elements equal to ±1), the set of all heterogeneous scaling matrices (diagonal matrices with positive diagonal elements) and the set of all permutation matrices denoted, respectively, by U, J , D and P. The set of all d × p matrices with orthonormal rows is denoted by U d×p and the equivalence relation A ≡ B means that A = PJB, for some P ∈ P, J ∈ J . Also, let C denote the set of all matrices that can be expressed as JDP where J ∈ J , D ∈ D and P ∈ P.
The norm · refers for vector arguments to the standard Euclidean norm and for matrix arguments to the Frobenius norm.
SIGNAL SEPARATION MODEL
The model and its assumptions
The model used throughout the paper is the following combination of the ICA and NGCA models in which the p-variate observations x 1 , . . . , x n are thought to be independent realisations of the random vector x ∈ R p generated as
We further assume that the unobserved random vector z satisfies the following two assumptions.
Assumption 1. The components of z are mutually independent and standardized.
Assumption 2. The components of s are non-Gaussian and the components of n are Gaussian.
The standardization conditions E(z k ) = 0 and E(z 2 k ) = 1, k = 1, . . . , p, implied by Assumption 1 serve as identification constraints for the location µ and the scales of the columns of Ω, implying that E(x) = µ and Cov(x) = Σ = ΩΩ T . Writing Ω = (Ω 1 , Ω 2 ) the model can also be expressed as
where Ω 2 ∈ R p×(p−d) can be identified only up to a rotation from the righthand side. The matrix Ω 1 ∈ R p×d , however, can be identified up to the signs and permutation of its columns, a fact which follows from the classical Skitovich-Darmois theorem restated here as Theorem 3.1, see Theorem 1 in Ibragimov (2014) . The proof of Corollary 3.1 is given in the Appendix. Corollary 3.1. The submatrix Ω 1 can be identified up to the signs and permutation of its columns.
Assumption 2 quantifies our prior knowledge on the dimensions of the non-Gaussian signal subspace and the Gaussian noise subspace. Inference, testing and estimation of the dimension of the signal subspace is also briefly discussed in Section 7. In addition to Assumptions 1 and 2, for the limiting distributions of our unmixing matrix estimates to exist the existence of some higher moments of z is further required, see Theorems 4.2 and 5.2.
In the case of d = 0 we simply get a multivariate normal model without any signal s and if d = p − 1 or d = p one gets the basic independent component model. Another related model is the so-called noisy independent component model, x = Ωs+n, with d non-Gaussian independent components in s and Gaussian noise in the p-variate n with Ω ∈ R p×d . Stacking the signal and noise parts to a single vector, the effective mixing matrix (Ω|I) is then non-square and standard ICA methods no longer apply. For such models, see e.g. Bonhomme and Robin (2009) and Comon and Jutten (2010) .
Signal separation functionals
Our approach for estimating the signal components and the signal subspace is projection pursuit with a preliminary step advised by the following theorem. The theorem is one of the key results of independent component analysis, see for example Miettinen et al. (2015) for its proof.
Theorem 3.2. Let x ∈ R p follow the signal separation model in (4). Then the standardized vector
Theorem 3.2 essentially states that the estimation of the relevant rows of Ω −1 can, using standardization, in fact be reduced to a simpler problem, namely to the estimation of a matrix U with orthonormal rows, and this is the task we use projection pursuit in the next sections for. Having estimated U a transformation into the signal space is then given by x → Wx, where W := UΣ −1/2 . Next, we give the definition of a signal separation functional which formalizes the role of the transformation matrix W above.
Definition 3.1. The matrix-valued functional W ∈ R d×p is said to be a signal separation functional if (i) under the model (4) it holds that W(F x )x ≡ s and (ii) W(F x ) is affine equivariant in the sense that for all x and all full-
The condition (i) in the definition above states that signal separation functionals are up to sign and permutation Fisher consistent to the d rows of Ω −1 corresponding to the signals. Note that this invariance with respect to signs and order is unavoidable since neither is fixed in the model (4). The condition (ii) implies in particular that if we consider F n , the empirical distribution function of a random sample x 1 , . . . , x n from F , the estimate W(F n ) is also affine equivariant. This gives us the practical advantage of needing to consider only the case of identity mixing, Ω = I p , when discussing the estimates' asymptotic behaviors, the case of general Ω easily following.
The requirement of affine equivariance further means that in the case of d = p any signal separation functional W(F ) is also an ICS functional, that is, W(F ) provides a transformation to an invariant coordinate system (ICS), see Tyler et al. (2009) and .
ESTIMATING THE SIGNALS SEPARATELY
Our first approach uses projection pursuit to estimate a single signal at a time, continuing until all d signals have been extracted. The objective function in Definition 4.1 has been discussed already in Jones and Sibson (1987) for α = 0.8, but only the cases α = 0 and α = 1 have been previously given a comprehensive treatise in literature, including asymptotics. First, to actually guarantee the validity of our approach, we present the following inequality, an extension of the first part of Theorem 2 in Miettinen et al. (2015) .
Theorem 4.1. Assume the model in (4) and let U = (u 1 , . . . , u d )
T be the matrix of Theorem 3.2. Without loss of generality, assume further that, for a chosen α ∈ [0, 1], the signals in s are ordered decreasingly according to the values αγ 2 + (1 − α)κ 2 . Then for any fixed k ≥ 1,
Theorem 4.1 implies that the kth row of U is a global maximizer of G α in the orthogonal complement of span(u 1 , . . . , u k−1 ). Thus the d signals can be recovered by repeatedly searching for mutually orthogonal vectors u maximizing the value of the projection index G α . This technique is concretised in the following definition.
Definition 4.1. For a chosen α ∈ [0, 1], the deflation-based projection pursuit functional based on convex combination of squared third and fourth cumulants is a functional W(F x ) = UΣ −1/2 , where Σ = Cov(x) and the orthonormal rows of the matrix U = (u 1 , . . . , u d )
T are found one-by-one such that
As all L p -norms are equal in R, the proposed method (which uses L 2 ) is equivalent to the first d steps of deflation-based FastICA (which uses L 1 ) (Hyvärinen, 1999) whenever using only one of the cumulants. That is, choosing either α = 0 or α = 1 in Definition 4.1 corresponds to deflation-based FastICA with the respective projection indices |κ(u
Recalling that the transformation x → Ax+b induces the transformation x st → Vx st for some orthogonal V, the affine equivariance of the procedure given in Definition 4.1 follows simply from the fact that the optimization problem along with its constraints is invariant under mappings x st → Vx st , where V ∈ U. Thus we have the following result. In practice the solution for the kth step can be found with the following fixed-point algorithm, the derivation of which is given in the Appendix.
Algorithm 1: Deflation-based signal separation Initialize
Remark 4.1. To ensure that the signals are found in the right order and to guarantee hence affine equivariance the initial value must be chosen in practise carefully. Following Nordhausen et al. (2011) , one possible initial value for the vector u k is obtained by first searching the FOBI (Cardoso,
Figure 1: The asymptotic variances of the individual elements of the estimated deflation-based projection pursuit functionalŴ.
1989) or kJADE (Miettinen et al., 2013) solution for x and then taking that row of the estimated rotation which gives the kth largest value for the objective function G α .
Besides the algorithm, the estimating equations provide a way to derive the asymptotic behavior of the estimated signal separation functionalŴ in the case Ω = I p . As discussed in Section 3.2, considering this special case only is sufficient as the estimateŴ is affine equivariant.
Theorem 4.2. Let x 1 , . . . , x n be a random sample from the independent component model in (4) with Ω = I p . Assume that the eighth moments exist and that min 1≤j≤d {αγ
Then there exists a sequence of solutionsŴ such thatŴ → P (I d , 0) and the limiting distribution of √ n vec(Ŵ − (I d , 0)) is multivariate normal with mean vector 0 and the following asymptotic variances.
For d = p, the assumptions concerning third and fourth cumulants may be slightly relaxed as one of the values αγ 2 j + (1 − α)κ 2 j can then be zero. Also, if α = 1 it is sufficient that only the sixth moments exist.
The first expression of Theorem 4.2 describes the asymptotic variances of the lower diagonal part ofŴ and the third expression the asymptotic variances of the upper diagonal part, see Figure 1 . Three interesting remarks include: firstly, the asymptotic variances of the first k rows of the unmixing matrix estimateŴ do not depend on the distribution of any of the further signals; secondly, the asymptotic variances of the rows of the submatrixŴ 2 depend only on the distribution of that particular signal and, thirdly, if the kth independent component has zero skewness (excess kurtosis) then for all α = 1 (α = 0) the value of A k is the same, that is, if there is no skewness (excess kurtosis) no cost has to be paid in the asymptotic variances for a "wrong" choice of α ∈ (0, 1).
ESTIMATING THE SIGNALS SIMULTA-NEOUSLY
In this section we extend on the previous one by exploring the simultaneous estimation of all signal components. The methodology then corresponds to the use of L 2 -norm and convex combinations of criterion functions in symmetric FastICA. As in Section 4, we first provide the justification for the validity of the approach in the form of the following inequality.
Theorem 5.1. Assume the model in (4) and, for a chosen
The inequality in Theorem 5.1 says that the true value of U is a global maximizer of the sum of the objective functions G α for its individual rows suggesting again an optimization procedure for estimating it. In the context of independent component analysis Comon (1994) calls projection indices that satisfy inequalities such as the one in Theorem 5.1 contrasts, see also Moreau (2001) . Both of them show that in general any cumulants of order three or higher can be used in independent component analysis as contrasts.
Definition 5.1. For a chosen α ∈ [0, 1], the symmetric projection pursuit functional based on convex combination of squared third and fourth cumulants is a functional W(F x ) = UΣ −1/2 where Σ = Cov(x) and the matrix U = (u 1 , . . . , u d )
T having orthonormal rows satisfies
Recall that in symmetric FastICA utilizing third or fourth cumulants one finds U ∈ U that maximizes either
> 1, the L 2 -based method of Definition 5.1 differs from symmetric FastICA also for the marginal weights α ∈ {0, 1}. Compare this to the discussion after Definition 4.1 in the previous section.
Like in the previous section it is again straightforwardly seen that the proposed functional is affine equivariant implying the following.
Lemma 5.1. The symmetric projection pursuit functional W(F x ) in Definition 5.1 is a signal separation functional for every α ∈ [0, 1].
The derivation of the following fixed-point algorithm is again postponed to the Appendix. Defining
T we then have the following.
Algorithm 2: Symmetric signal separation Initialize U;
Remark 5.1. Although the choice of the initial value seems less crucial in this case we advice again to use as initial value for the matrix U the appropriately ordered directions based on FOBI or kJADE.
Unlike in Algorithm 1 the order of the extracted signals is not fixed in Algorithm 2. Thus, to choose the most important signals (in the sense of the objective function) one has to compare the values G α (u k ), k = 1, . . . , d, post-extraction.
Figure 2: The asymptotic variances of the individual elements of the estimated symmetric projection pursuit functionalŴ.
Besides the above algorithm, the estimating equations in the Appendix further provide us with the following novel asymptotic variances for the elements of the estimateŴ in the case Ω = I p .
Theorem 5.2. Let x 1 , . . . , x n be a random sample from the independent component model in (4) with Ω = I p . Assume that the eighth moments exist and that min 1≤j≤d {αγ 
Again, if d = p it is sufficient that at most one of the values αγ
is zero and for α = 1 it is sufficient that the sixth moments exist. A visual description of Theorem 5.2 is given in Figure 2 . Comparing it to Figure 1 shows one fundamental difference between the two approaches; every off-diagonal element ofŴ 1 has asymptotic variance depending on both the row and column index signals. However, the matrixŴ 2 has equal asymptotic behavior for both methods. This aspect is further discussed in Section 6. Analogously to the deflation-based method, if the kth and lth independent components both have zero skewness (excess kurtosis) then all choices of α = 1 (α = 0) yield the same value for B kl .
Remark 5.2. Comparing the asymptotic variances in Theorem 5.2 in the marginal case d = p and α = 0 with those of JADE in Miettinen et al. (2015) shows that the two are equal. Thus the symmetric L 2 -based projection pursuit using fourth cumulants provides with a lighter computational load the same asymptotic accuracy as given by the classical JADE method.
LIMITING EFFICIENCY OF THE SIG-NAL SEPARATION ESTIMATE
6.1 The two parts of the signal separation estimate
Consider the division of the signal separation estimate into the two parts shown in Figures 1 and 2 ,Ŵ = (Ŵ 1 ,Ŵ 2 ). Assuming Ω = I p , which is again sufficient because of the affine equivariance, we can then write.
Thus the variation ofŴ 1 around I d tells how well the individual signals are separated from each other and the variation ofŴ 2 around zero matrix informs of the ability to separate between the signal and noise subspaces. The asymptotic variances of the elements of these matrices therefore measure the accuracy of the respective separations. Using the affine equivariance of the estimate we can prove the following theorem implying thatŴ 1 andŴ 2 are asymptotically independent.
Theorem 6.1. The covariance matrix of the limiting distribution of
The last p − d block covariance matrices are the same.
Comparison of individual signal estimates
Both discussed projection pursuit methods produce consistent estimates,
, and their comparison should thus be made using the asymptotic covariance matrix Φ 1 . A global measure of variation is given by
where d k=1 ASV (ŵ kk ) is the same for both estimates and for all α, see Theorems 4.2 and 5.2. Conveniently, for both methods ASV (ŵ kl ), for k = l, depends only on the distributions of the components z k and z l and is not affected by the dimensions d and p. Consequently it is sufficient to consider, as in Miettinen et al. (2015) , only the values V 12 := ASV (ŵ 12 )+ASV (ŵ 21 ) for different choices of two marginal distributions when measuring their influence to the asymptotic performance. For the symmetric projection pursuit we have V 12 = B 12 + B 21 and, assuming that the component z j , j = 1, 2, is extracted first, for the deflation-based projection pursuit we have V 12 = 2A j + 1. The two marginal distributions were chosen as standardized versions of either the exponential power distribution, EP(λ), or the gamma distribution, Γ(λ), with the respective densities
with τ 1 , τ 2 > 0 and a positive shape parameter λ. The quantity V 12 depends on the marginal distributions only through their shape parameters λ, see Miettinen et al. (2015) for more details. For both methods, we distinguished the versions using third cumulants only, α = 1, fourth cumulants only, α = 0, and a convex combination with the weight α = 0.8, see Section 7 for motivating this choice. We then computed the value of V 12 for different combinations of distribution families and shape parameters using numerical integration and Theorems 4.2 and 5.2 and the results are shown in Figures 3  and 4 . Note that we do not report the results in cases where both components come from the symmetric exponential power family as then the asymptotic variances of the estimates with 0 < α < 1 are the same as the asymptotic variances of the estimates with α = 0 (since skewness carries no information, both distributions being symmetric) and the results for α = 0 are already given in Miettinen et al. (2015) . In the figures a darker shade indicates a larger value so that the performance of a particular method is at its best in the areas of lighter color. From the contour plots it is evident that performance-wise the methods are very close to each other, although, not counting the anomaly in the middle plot of the top row of Figure 4 , the symmetric projection pursuit gives in general asymptotically slightly more accurate results. Also, as the distributions in Figure 4 are respectively skewed and symmetric, skewness contains in these settings more information on the separation than kurtosis, explaining why the left-most plots have the overall lightest shade.
Comparison of subspace estimates
Apart from estimating the individual signals, another interesting objective is the estimation of the whole signal subspace. Assuming Ω = I p , we approach the problem via the orthogonal projection matrix
giving an orthogonal projection onto the signal subspace. Our main result is then as follows.
Theorem 6.2. LetŴ = (Ŵ 1 ,Ŵ 2 ) be a signal separation functional estimate satisfying
Theorem 6.2 essentially states that the asymptotic behavior of the estimated projection matrixP depends only on that ofŴ 2 , and not on how well the signals are separated from each other as measured byŴ 1 . Since
, a natural measure for a particular method's ability to estimate the signal subspace is then
the sum of asymptotic variances of the elements ofŴ 2 . Comparison of Figures 1 and 2 now easily yields the conclusion that both discussed projection pursuit methods are asymptotically equally adept at estimating the signal subspace. That is, if we are only interested in separating the signal from the noise, it does not matter asymptotically whether we use the method of Definition 4.1 or 5.1.
Finite-sample performance
We next compare the methods' performances as the relative amount of noise in the model is increased. Assuming d < p, one possible measure for the accuracy of the separation is given by
where Ω is the true mixing matrix. The measure (5) can be seen as an analogue of the minimum distance index (MDI) (Ilmonen et al., 2010) for non-square matrices and similar techniques as used in proving Theorem 4.1 in show that 0 ≤ D(Ŵ) ≤ 1, the value zero indicating perfect separation. Furthermore, the techniques used in can be used to show that the computation of D can be reduced to an optimization problem over a set of finite support and that the limiting distribution of ndD 2 (Ŵ) is a weighted sum of independent chi-squared variables with one degree of freedom. The expectation of this limiting distribution is then the sum of the weights, that is, the sum of asymptotic variances of the off-diagonal elements ofŴ, given by tr(Φ 1 ) − d k=1 ASV (ŵ kk ) + tr(Φ 2 ). For our simulation setting we chose d = 3, the signal vector s having Uniform(0, 1), Exponential(1) and Laplace(0, 1) components each standardized to have zero mean and unit variance and the amount of Gaussian noise was taken to be p − d = 0, 5, 10, 20. Moreover, we considered the sample sizes n = 1000, 2000, 4000, 8000, 16000, 32000 and two different weightings α = 0.2, 0.8. The latter of these is motivated in Section 7 and the former can be seen as the "opposite" of that. Due to the affine equivariance of the methods we used, without loss of generality, the mixing matrix Ω = I p . For each of the 2000 repetitions we ran the two projection pursuit algorithms using the alternative gradients in Remark 2.1 with the initial values based on FOBI as discussed in Remarks 4.1 and 5.1 and then computed the corresponding values D(Ŵ). The averages of ndD 2 (Ŵ) over the repetitions under the previous combinations of parameters are shown in Figure 5 , from which three immediate remarks can be made: the choice α = 0.8 gives uniformly better results, the symmetric projection pursuit is in all cases slightly superior to the deflationbased one and this difference gets relatively smaller and smaller by increasing the amount of noise. The latter observation is easily explained by noticing that, with respect to the expected value of the limiting distribution of ndD 2 (Ŵ), the two methods differ only by having different matrices Φ 1 . As the number of noise is increased the matrix Φ 2 common to both methods gets larger while Φ 1 retains its size and its relative importance thus diminishes by the addition of noise. As a conclusion, for data with high signal-to-noise ratio (SNR) the use of the symmetric version is advocated and for data with low SNR there is not much difference between the discussed methods.
7 SOME RELATED PROBLEMS
Cluster identification
Given that all the methods allow tuning in the form of the weighting parameter α, a natural question is whether there exists some optimal choice of weighting for any particular choice of signal distributions. We approach this question in the context of cluster identification. Both skewness and kurtosis have been used before for similar purposes, see e.g. Jones and Sibson (1987) and Peña and Prieto (2001) .
For the model, assume that z is a mixture of two multivariate normal distributions, namely
standardized to have zero mean and identity covariance matrix with π ∈ (0, 1), µ ∈ R\{0} and e 1 = (1, 0, . . . , 0) T . The true dimension is then d = 1 and s ∈ R has a univariate bimodal distribution. Thus all signal separation functionals now consist of only one row. The current setting can also be seen as the problem of estimating the Fisher linear discrimination subspace without knowing the group membership.
A motivation to use both third and fourth cumulants simultaneously in this context stems from the fact that non-trivial normal mixtures of the form (6) can have zero skewness or zero excess kurtosis. Namely, symmetric mixtures, π = 0.5, have zero skewness and mixtures with either π = π 0 := (3 + √ 3) −1 or π = 1 − π 0 have zero excess kurtosis, see Preston (1953) . This means that neither third nor fourth cumulants alone can find the latent groups for all values of π, a problem not encountered when using any nontrivial convex combination of them.
For d = 1, the deflation-based and symmetric estimates are the same and the accuracy of the estimation of the signal is provided by A 1 , see Theorems 4.2 and 5.2. We searched the values of α minimizing A 1 for π ∈ (0, 1) and the three choices of µ = 2, 5, 10 and the results are shown in Figure 6 (we only need to consider the interval π ∈ (0, 0.5] due to symmetry). First, the plot shows that the choice of µ has hardly any effect on the optimal value of α. Secondly, we see the two discontinuity points discussed previously, π = π 0 and π = 0.5. And thirdly, we observe that the curve goes to zero when approaching the point π 0 from the right. This counterintuitively suggests using only fourth cumulants even though κ 1 ≈ 0 in the vicinity of π 0 . However, a careful examination shows that when π = π 0 + for some small > 0, the quantity A 1 as a function of α indeed has a global minimum near zero but it also satisfies lim α→0+ A 1 (α) = ∞. Thus for practical purposes the global minimum is too close to zero to be of any use. While from Figure 6 it is clear that no single value of α is the best choice in every situation, the true implication of the experiment is that one should always use both cumulants instead of just one of them. However, if such universal value is needed α = 0.8 provides a good approximation for the optimal α for a large set of location differences µ and mixing proportions π. This choice is further supported by its connection to the classical Jarque-Bera test statistic for normality (Jarque and Bera, 1987) 
where the cumulants are standardized by their asymptotic standard errors in the Gaussian case, leading to weighting equivalent to choosing α = 0.8. It is also of course highly tempting to use a classical test statistic for normality with well-known asymptotic behavior in searching non-Gaussian components.
The particular value α = 0.8 also corresponds to the effective value derived in Jones and Sibson (1987) .
Inference on unknown dimension d
In most applications the true number of signals d is unknown and must be estimated from the data. In the deflation-based approach the estimation of d can be combined with the estimation of the signals as for each estimated direction the value of the objective function G α (u k ), k = 1, . . . , p, is in fact a test statistic for sub-Gaussianity of the last p − k + 1 components, a multivariate extension of the Jarque-Bera test (Jarque and Bera, 1987) . The following algorithm outlines the basic idea of this testing procedure.
Algorithm 3: Estimation of the unknown dimension d X ←− a sample of size n; α ←− significance level; N ←− number of normal samples drawn; for k ∈ {1, . . . , p} do Estimate u k from X with the deflation-based PP; for j ∈ {1, . . . , N } do Draw a sample Y j of size n from N p−k+1 (0, I p−k+1 ); Estimate u j 1 from Y j with the deflation-based PP;
That is, since at the correct dimension d the remaining components are Gaussian, we can test the null hypothesis H 0 : d = k by comparing the supremum of G(u) in (U T ) ⊥ to its simulated distribution for standard multivariate Gaussian distribution. Strict theoretical justification of this procedure is still missing but will be worked out in a separate paper. Another, naïve way is given by using something analogous to the screeplot of PCA. That is, we first estimate full p components and for each estimated row u k , k = 1, . . . , p, compute the value of the objective function G α . Then we order the components in decreasing order with respect to these values and find a suitable cut-off point after which all remaining components have approximately zero value for the objective function. The estimate for d is then the number of components with non-zero objective function value. An example of a such screeplot is given in Figure 7 where the three signals are as in the simulation setup of Section 6 and the Gaussian noise dimension is five. The curves of the estimated 5 % critical values of the tests for subGaussianity based on G α (u k ), k = 1, . . . , p, are provided as well (the critical values are estimated using 10000 normal samples). The figure is based on a sample of n = 2000 and shows nicely how here the signal dimension would correctly be identified as three by all the four different approaches considered.
A real data example
One of the most popular applications of ICA is the demixing of vectorized images which, while violating the assumption on i.i.d. observations, has nevertheless been shown very successful in practice, see e.g. Brys et al. (2005) ; ; Hallin and Mehta (2015) . In fact, the algorithms then consider and analyse the marginal distribution of the intensities of an image rather than their joint distribution. To this end, we consider the three grey-scale images available in the R-package ICS , depicting a forest road, cat and a sheep. Each image is a matrix of size 130 × 130, the elements giving the intensity values of the corresponding pixels. For our setting we further simulated 12 images of same size with independent standard Gaussian noise pixels and vectorized all the images to arrive into a 130 2 × 15 data matrix X. Each row ("observation") of X contains then the intensities of a single fixed pixel across all images and each column ("variable") the intensities of a single image. The three true images and the 15 mixed ones are shown in the Appendix.
We next mixed the images using a random 15 × 15 matrix Ω with independent standard Gaussian components as X → XΩ T . Our objective is then to estimate from the mixture both the true images and also the number of them, d = 3, using deflation-based projection pursuit. Using again three different choices, α = 0, 1, 0.8, the three estimated images with highest objective function values are shown in Figure 8 . The recovered images indicate that each weighting found nicely all true images but the third images found by using only a single cumulant are mixed with noise. Using a convex combination of them however found successfully all three images.
To estimate the true number of images we used Algorithm 3 with the number of normal samples N = 500 and the weighting α = 0.8. The Figure  9 then shows both the resulting objective function values of each step (scaled to (0, 1)) and the generated p-values for the null hypothesis that the currently estimated component along with the remaining ones are just Gaussian noise. Both lines correctly indicate that d = 3 is the true dimension; the objective function values are very small beginning from the fourth estimated component and at significance level β = 0.05 only the last of them differs significantly from the ones estimated from pure noise. However, the high number of tests done makes this anomaly easily attributed to randomness. 
DISCUSSION
In this paper we introduced a blind source separation model that combines the traditional ICA and NGCA models assuming that the observed random vectors are linear transformations of latent vectors having d non-Gaussian signals and p − d channels of Gaussian noise. To estimate the signals we proposed two different projection pursuit methods; the first one estimates the signals one-by-one and the second one simultaneously. Our projection index of choice was a convex combination of squared third and fourth cumulants yielding the advantage of finding also some signals that could be treated as noise when using only one of the cumulants. Naturally also other nonlinearity functions can be used in practice by replacing the objective function G and its gradient T appropriately. This can free us of making any assumptions on the existence of higher moments but, however, then the validity of Theorems 4.1 and 5.1 should be verified for the alternative function. For both described methods we first gave a precise definition and a proof that the approach actually finds the correct solution. Next, an algorithm along with the affine equivariance property, estimating equations and the asymptotic behavior were given and discussed for both approaches.
Using extensive simulations, asymptotic computations and a real data example we investigated the methods' abilities to separate the signals both from the noise and from each other. The results showed that both approaches are asymptotically equally good in separating the noise from the signals but the simultaneous estimation showed slight superiority in separating individual signals coming from particular parametric families from each other. Both simulations and asymptotic theory also indicated that for data with low signal-to-noise ratio the choice of the method is largely irrelevant, the rela-tive difference between the methods diminishing as the number of noise is increased. Furthermore, we proposed an experimental method for using the deflation-based approach to estimate the true signal dimension and showed its usefulness with both a simulation and a real data example.
Prospective work includes: approaching the estimation problems from the viewpoint of joint cumulants, specifically using FOBI and JADE as the basis (this approach constitutes the second part of Virta et al. (2015) , the unpublished manuscript on which the current treatise is partially based on), giving a proper theoretical treatise of the estimation of the unknown dimension d for both the deflation-based and symmetric approaches, and finally, the implementation of the procedures e.g. in the form of an R-package.
A APPENDIX A.1 Some notation
We begin by providing notation used in the proofs of the asymptotical behaviors. The limiting distributions of our unmixing matrix estimates depend on the joint limiting distributions of
The central limit theorem can be used to prove the joint limiting multivariate normality of these statistics with the variances and covariances as listed in Table 1 . Finally, by e k , k = 1, . . . , p, we denote the standard basis vectors of R p , by E kl := e k e T l the matrix with one as the element (k, l) and rest of the entries zero, and byz i := z i −z the centered identity-mixed observations.
A.2 Proofs of Section 3
Proof of Corollary 3.1. The claim is equivalent to saying that if we have Ω * 1 := Ω 1 A −1 and s * := As where A = (a ij ) ∈ R d×d is invertible and s * has 
standardized independent components, then the matrix A must be of form DP where D ∈ D and P ∈ P.
We will first show that no column of A can have more than one non-zero element. To see this, take any two distinct components s * i and s * j , i = j, of s * . As s * i and s * j are independent under our assumptions so are clearly the random variables k:a ik a jk =0 a ik s k and k:a ik a jk =0 a jk s k , obtained by ignoring the independent components not present in both sums. Now, by Skitovich-Darmois theorem all summands in both sums must be Gaussian but our assumption on their non-Gaussianity contradicts this. The only way both cases can hold simultaneously is when we are actually summing over an empty set, and thus {k : a ik a jk = 0} = ∅, ∀i = j. Therefore, each column of A can have at most one non-zero element.
Secondly, as A is assumed invertible all of its rows must have at least one non-zero element, and A being a square matrix the only way both this and the previous condition can be satisfied is when A ∈ C. Furthermore, as the components of s * are assumed to be standardized, the non-zero elements of A have to be ±1 and thus A = DP.
A.3 Proofs of Section 4
Proof of Theorem 4.1. Theorem 3.2 says that s = Ux st but actually a stronger statement can be made: Theorem 2 in Miettinen et al. (2015) implies that the whole vector of independent components satisfies z = Vx st for some orthogonal matrix V = (v 1 , . . . , v p )
T where naturally (v 1 , . . . , v d ) T = U. Using this it is easy to check that the claim of the theorem is equivalent to showing that for any fixed k ≥ 1 we have
for all u ∈ R p satisfying u T u = 1 and u T e l = 0 for all standard basis vectors e l , l = 1, . . . , k − 1.
To prove this equivalent claim note first that due to the additivity and homogeneity of cumulants the following two identities hold under the model.
First differentiating w.r.t. u k and the Lagrangian multipliers and then solving for the Lagrangian multipliers (by multiplying by u T j , j = 1, . . . , k, from the left) and substituting them back in yields the following estimating equation for the kth row u k .
This implies that the solution satisfies
To prove Theorem 4.2 we first present the following lemma.
Lemma A.1. Let x 1 , . . . , x n be a random sample from the independent component model in (4) with Ω = I p . Assume that the eighth moments exist and that min 1≤j≤d {αγ 2 j + (1 − α)κ 2 j } > 0. Then there exists a sequence of solutionsŴ such thatŴ → P (I d , 0) and
Proof of Lemma A.1. The consistency of the estimator can be proven similarly as in Miettinen et al. (2015) : notice first that the population and sample objective functions, which now have the general forms
are continuous for our choices of functions G j . Then, the uniform law of large numbers in conjunction with the compactness of the unit sphere guarantees that sup u T u=1 |D(u) − D n (u)| → P 0. Thus for eachû k , k = 1, . . . , d, we can choose a sequence of solutions converging to the population maximums, u k → P e k , implying then thatŵ k =Ŝ −1/2û k → P e k . For the asymptotic behavior ofŴ = (ŵ 1 , . . . ,ŵ d ) we require in the current proof and the proof of Lemma A.3 the following estimators which assume a given estimateŴ.
In terms of W =ÛŜ −1/2 the estimating equations forŵ k have the form
whereT αk := 3αĥ 3kt3k + 4(1 − α)ĥ 4kt4k → P λ k e k and λ k := 3αγ 2 k + 4(1 − α)κ k β k . Then, using the equation after (4) in Nordhausen et al. (2011) we get the identity
where J k = j>k E jj . Next, using (3) from Nordhausen et al. (2011) separately fort 3k andt 4k gives the following two identities.
and (9) and (10) together with the identity obtainable with Slutsky's theorem that
1) (and the analogy fort 4k ) we get an alternative expression for √ n(T αk − λ k e k ) which can be substituted into (8). Inspecting the result element-wise (l = 1, . . . , p) then yields the following three equations from which the result follows by noting thatŜ is symmetric. Proof of Theorem 4.2. The expressions of Theorem 4.2 follow straightforwardly by computing the variances of the expressions given in Lemma A.1 using Table 1 given in the beginning of this supplementary material.
A.4 Proofs of Section 5
For the proof of Theorem 5.1 we first present and prove the following lemma.
Lemma A.2. Let the matrix V ∈ R d×p have orthonormal rows, b ∈ R p and r ∈ N, r ≥ 2. Then U is compact and then using the uniform law of large numbers. The population objective function is then maximized by any (JP, 0) and, specifically, there exists a sequence of solutions that satisfiesÛ → P (I d , 0) implying that W =ÛŜ −1/2 → P (I d , 0). For the asymptotic behavior itself, we have to use two different sets of estimating equations, the first one in (11) and the one in (12). Starting with the latter, the sample version for the kth column of it is exactly as (7) but with The first identity of the above three gives the asymptotic behavior for the off-diagonal element (k, l) in the matrixŴ 1 assuming that the asymptotic behavior of the element (l, k) is known; the second one gives the asymptotic behavior of the diagonal elements ofŴ 1 and the third one gives the asymptotic behavior of the wholeŴ 2 . The last two already yield the second and third claims of the lemma but for the first part we still need the actual asymptotic expressions for the lower triangle ofŴ 1 and those are provided by the first set of estimating equations in (11). 
whereĥ 3k ,ĥ 4k ,t 3k andt 4k are as in the proof of Lemma A.1. With an approach similar to the one used in the proof of Theorem 6 in Miettinen et al. (2015) we have √ nĥ 3lŵ T kt 3l = γ l √ n(ŵ k − e k ) T γ l e l + γ l e T k √ n(t 3l − γ l e l ) + o P (1), and above equation by A yields
for all orthogonal U. So in particular (14) has to hold when U ∈ J ⊂ U and inspecting various cases shows that this can hold only if A is block-diagonal with p − d + 1 blocks of sizes
Furthermore, noticing that (14) must hold for all U ∈ P ⊂ U and again inspecting element-wise shows that it is necessary for the final d blocks to be identical.
Proof of Theorem 6.2. First, expanding the projection matrix aŝ
and then using Slutsky's theorem yields √ n(P − (I d , 0)
An alternative expression for the inverse term is obtained by noticing that √ n((ŴŴ T ) −1 (ŴŴ T ) − I d ) = 0 and expanding the left-hand side in above manner and again using Slutsky's theorem. This yields √ n((
which, when substituted into the expression for √ n(P−(I d , 0) T (I d , 0)) above along with the fact thatŴ = (Ŵ 1 ,Ŵ 2 ), yields, after some simplification, the desired result.
A.6 The images of the real data example in Section 7
The three true images and the 15 mixed images obtained by mixing the true images with 12 images of independent Gaussian noise in the real data example of Section 7 are shown in Figures 10 and 11 , respectively. 
