Security in the Internet of Things (IoT) is now considered a priority, and trust in machine-to-machine (M2M) communications is expected to play a key role. This paper presents a mechanism to detect an emerging threat in M2M systems whereby an attacker may create multiple fake embedded machines using virtualized or emulated systems, in order to compromise either a targeted IoT device, or the M2M network. A new trust method is presented that is based on a characterisation of the behaviours of real embedded machines, and operates independently of their architectures and operating systems, in order to detect virtual and emulated systems. A range of tests designed to characterise embedded and virtual devices are presented, and the results underline the efficiency of the proposed solution for detecting these systems easily and quickly.
INTRODUCTION
The Internet of Things is a concept in which very large numbers of physical objects can be connected to the Internet. The IoT infrastructure requires an integration of several technologies and the objects (things) will be mostly connected wirelessly to the main infrastructure. In particular, the objects will be mostly based on embedded devices, such as sensors, smart-phones, etc. (Atzori et al., 2010 ). An essential role will be given to Machine-to-Machine (M2M) networks, this refers to communications among objects. In the future, M2M communications will mostly operate without human intervention.
When available, the main characteristics of these objects may be subdivided as follows:
• MCU/CPU: from embedded to high performance processor, such as ARM, MIPS, PowerPC, AVR, x86, x86-64, etc.: from few MHz to GHz, single core to multi core;
• OS: open source and proprietary, such as Linux based, Windows based, iOS based, Symbian, etc.;
• Memory -data storage: from few KB to TB;
• Memory -RAM: from few KB to GB;
• Network interfaces: from one to multiple interfaces at the same time, such as Wired, RFID, ZigBee, Bluetooth, Wi-Fi, Cellular, GPS, etc.;
• Power: from very low or zero power to high power consumption; battery and/or wired;
• Type: mobile or static.
It is possible to envision that in the future, networks of smart objects or "things" will manage and control parts of our lives in an autonomous way. They will operate in various application areas, such as healthcare, smart robots, cyber-transportation systems, manufacturing systems, smart home technologies, smart grids and building security Lee et al., 2013) . For this reason, securing the IoT must be a priority, before continuing to deploy it in the real world and on a larger scale.
An important factor in securing the IoT and M2M communications is trust. Nowadays there are various papers in the literature addressing how to manage trust among objects in IoT (Bao and Chen, 2012; Saied et al., 2013; Nitti et al., 2014) . However, these do not consider how to trust the systems inside the objects. As shown in Figure 1 , an attacker may create multiple fake embedded machines using virtualized or emulated systems in order to compromise the network or part of it. In this case, a real embedded device (A) will assume that it is communicating with other real embedded devices (B, C, D and E) and will trust them accordingly. This will lead to a security issue in the network and in particular for the data transmitted by "A" throughout the attacker(s).
The aim of this paper is to show the first stage of a possible detection mechanism to help trust agents in embedded devices to trust other systems and recognize a virtualized or emulated environment. The rest of this paper is organised as follows: In section 2 the related work on detection of virtual and emulated systems is presented. In section 3 we describe the algorithm used to collect the behaviour information from real machines. The detection methods adopted and the results obtained from the characterisation tests are discussed in section 4. Finally in section 5, we present our conclusions and directions for future research on detecting virtual and emulated systems.
VIRTUALIZATION AND EMULATION DETECTION
Virtualized and emulated detection mechanisms have been mostly studied for x86/x64 architectures. The few works done so far are focused on the detection of Android-based emulated environments (Vidas and Christin, 2014; Jing et al., 2014) . These detection mechanisms can be categorized as follows:
• CPU and memory tests: memory states and CPU registers and instructions are used to detect if a virtual machine (VM) is running
• Remote tests: a remote machine is used to collect information from network packets in order to understand the capabilities of another machine
• Timing tests: consist of using particular CPU instructions to perform a time analysis detection
• Fingerprinting tests: information about the system is collected, such as driver names, CPU ID, system registers, etc.
Rutkowska (Rutkowska, 2004 ) introduced a simple mechanism, called "The Red Pill", to detect if a system was running on a virtual machine, simply by using the SIDT (Store Interrupt Descriptor Table) instruction to access to the IDT register. The author noted that the value of this register was different in real machine and virtual machine, because in an x86 CPU there is only one IDT register for every OS running in the system. However, this approach does not work in newer machines as they use multi-core processors and there is one IDT register for each of them.
In (Martignoni et al., 2009) , the authors created an automated method to generate random red-pills. They used a CPU guided system to detect emulators such as QEMU and BOCHS for x86 architectures. This method consists of checking that the same instruction (red-pill) with the same CPU state will return the same state in the memory. If the result of the execution of a red-pill in the emulated CPU is different from the result in the real CPU, it will lead in a detection status. In (Shi et al., 2014) an enhanced red-pill method called cardinal pill is proposed. It consists of using all definitions present in the IA-32 manual to create pills and then check discrepancies between real CPU and emulated CPU. However, these mechanisms can fail to detect hypervisors that use the real CPU to execute the instructions, as, in these cases, the results would be the same. The authors in (Chen et al., 2008) stated that it is possible to use the method created by (Kohno et al., 2005) to detect virtualized hosts. The method proposed was able to detect the clock rate of a remote machine using the TCP timestamp option defined in RFC 1323 (Jacobson et al., 1992) . However, this method cannot be used nowadays, as demonstrated, in Linuxlike OS the timestamp present in the TCP packets is influenced by the application NTP, which provides an up to date timestamp to the system using time servers. Moreover, the method proposed in (Kohno et al., 2005) is not valid for remote machines that use a Windows based OS, because it does not use the TCP timestamp option by default, and the clock skew can be faked by the remote host observed (Polcák and Franková, 2014) .
Another method used to detect a virtualized or emulated environment is time analysis. (Raffetseder et al., 2007) and (Jia-Bin et al., 2012) showed that by timing the access to control registers, such as CR0, CR2 and CR3, and the execution of a NOP instruction, it is possible to detect if the machine is real or not.
A fingerprinting mechanism uses specific hardware and software values to understand if there is a virtualized or emulated environment. (Chen et al., 2008; Raffetseder et al., 2007) suggested using the MAC address of a machine to obtain the vendor name. However, this can be faked very easily, for example by using an application like MAC-Changer (Ortega, 2013) . More information can be obtained from drivers used for specific hardware devices, such as video card, network card, etc. Furthermore, registry keys or running applications give the opportunity to find a virtualized or emulated environment as underlined by (Chen et al., 2008) and (Jia-Bin et al., 2012) . In some cases it is possible to check if the application is running in a virtual environment by accessing the virtual machine API as shown by (Quist and Smith, 2006) .
There have only been a few studies related to the detection of embedded emulated environments, and these are focused at Android based devices. (Jing et al., 2014) proposed a heuristic detection mechanism by combining the Android API, Android system properties and the system hardware information with a detection time of 20 minutes. Moreover, (Vidas and Christin, 2014) used the same information collected in (Jing et al., 2014) with new information about the CPU and graphical performances to detect the Android's Dalvik VM.
As far as we are aware, there have been no general studies on the detection of virtual or emulated environments for embedded systems. In this work we propose a novel detection method that consists of checking the behaviours of embedded devices, virtual and emulated embedded systems. In this work we consider embedded CPU and MCU such as x86, MIPS and ARM, without considering specific information from the OS. CPU/MCU and memory tests, and timing tests are not used in this work because different embedded architectures use different registers and instruction sets. Moreover, remote tests, as previously described, are not applicable, considering that embedded systems based on Linux can use NTP to update their date and time. Additionally, we postulate that the fingerprinting detection method can be easily faked, in particular in fully emulated environments; nevertheless, as we describe, during some tests this may be a valid detection method. Finally, we believe that adopting our method it will be difficult for a virtual or emulated system to fake the behaviour results, because this uses the network stack in order to perform the characterization. In this case, the virtual or emulated system needs to check when a socket is created and handle it every time, because it can't know a priori that it was called by our method. This would lead to an increasing in the overall delay time and decrease in system performance. Additionally, there is a necessity to modify part of the kernel, which is not always possible.
CHARACTERISATION ALGORITHM
In order to perform the characterisation an algorithm was developed to collect information from real, virtualised and emulated environments. This consists pinging the localhost (127.0.0.1) in the system under consideration 1000 times, and for every ping collecting the ping response time (ms), the system timestamp (s) and the CPU/MCU usage (%), as shown in Figure  2 . The timestamp information was collected using the "date". The CPU/MCU usage was collected from "/proc/stat" or "iostat", depending on the OS used. We tested virtualized and emulated systems including: Android Emulator (Android Developers, 2014) , Genymotion (Genymobile, 2014) , GXemul (Gavare, 2014) , OVPsim (Open Virtual Platform, 2014), QEMU (Bellard, 2005) , VirtualBox (Oracle Corporation, 2014) and VMware Player (VMware Inc, 2015) . All these were used with default configurations, along with a real machine used as reference (termed RM), which had the following characteristics:
• OS: Linux Mint 17 (qiana) with kernel 3.13.0-24-generic
• CPU: Intel(R) Core(TM) i3-4130 CPU @ 3.40GHz (4 cores)
• RAM: 7897 MiB Next, we used as comparison, real embedded devices including: ALIX 6F2 (PC Engines GmbH, 2007), Google Nexus 5 and 7 (Google and LG Electronics, 2013; Google and Asus, 2012), Carambola (8devices, 2012), Arduino Yún (Arduino, 2013) and Raspberry Pi (Raspberry Pi Foundation, 2012). For each device, eight tests comprising the characterisation algorithm were performed by tuning the ping command with different options and stressing the CPU/MCU (whereby the CPU usage levels is maintained at 100%) as shown in Table 1 .
In order to stress the CPU/MCU the "dd" command was used, with input data from urandom, if=/dev/urandom, and writing this data to the null de- -c 1000 -s 20000 -i 0.2 Yes -c: stop after sending n ping packets -i: wait n seconds between sending each packet -s: specifies the number of data bytes to be sent vice, of=/dev/null. In some characterisations, multiple instances of this program were executed to overload the CPU/MCU in multi-core devices. In these cases the information collected was analysed using different characterisation metrics for ping response times, timestamps and CPU/MCU usage levels as shown in Tables 2 and 3 .
RESULTS OF CHARACTERISATION TESTS
The results obtained show the same behaviours for the real embedded devices in tests 1 to 4, however it was decided to exclude tests 5 to 8 as they do not give reliable results to identify virtual or embedded systems. The issues in identifying virtual or embedded systems in tests 5 to 8 were related to the ping packet size, whereby large-sized ping packets consume high computational resources which can cause problems in embedded devices with low processing power. Table  2 shows the range of behaviours concerning ping response times and timestamps for RM used during the tests. Information about the CPU/MCU levels are not shown for tests 2 and 4, because the CPU/MCU was under stress and its usage levels were always at 100%. Table 3 shows characterisation results for all real embedded devices (termed EM). In the rest of this paper we use the notations listed in Table 4 for the tests as well as the following notations: ping response time "P."; timestamp "T."; CPU/MCU level "C."; standard deviation "SD"; simulation "Sim.". The detection method is based on the behaviours of RM and embedded machines as characterised in Tables 2 and 3 . These ranges were used as threshold values to detect virtual or emulated systems. Let TMin X (CM i ) and TMax X (CM i ) be the minimum and maximum value in the range for the characterisation metric CM i of X (RM or EM). Let T(CM i ) be the CM i value obtained from the target system. By considering RM, the virtual or embedded system is considered detected if T(CM i ) < TMin RM (CM i ). Moreover, it is considered better than RM if T(CM i ) ≪ TMin RM (CM i ), this means that in some cases it is faster than the RM and/or the measurements obtained have a low error, i.e. P.SD close to 0, P.Total reduced by half or C.Mean less than 1% during tests 1 and 3. The machine emulation detection algorithm is based on the detection of illegitimate embedded devices. It uses the characterisation metrics based on EM and it is described in Figure 3 . Considering EM, an illegitimate embedded device is considered Figures 4 and 5 show the results of the behaviour characterisations. These were obtained by combining the information gathered from the tests of the virtual and emulated systems using the RM as reference.
Figures 6 and 7 show the same results as Figures 4 and 5, but using the behaviours of embedded machines as reference. It can clearly be seen that when adopting the EM behaviours, the detection of virtual or emulated systems is significantly higher than when adopting the RM behaviours. It may also be observed that by considering all tests for the EM, the AE is more detectable than the GX2. From these results it is possible to observe that our solution detects every virtual and emulated system. Furthermore, it is possible to detect them by using only behaviours obtained from P.Total, P.Mean±SD and T.Total.
These results show that at least six virtual and emulated systems can be detected only considering RM behaviours and in particular by using P.Mean±SD. We observed that the Genymotion, OVPsim, VirtualBox and VMware behave close to, and in some cases better than RM. Moreover, Genymotion, VirtualBox and VMware are detectable using the fingerprinting test as shown in Table 5 . This test was applied using detection values such as vbox, virtualbox, virtualized, oracle, innotek, intel, genuineintel, genymotion, vmware and their variants. The final machine emulation detection algorithm is focused only on the detection of illegitimate em- Comparing the information obtained from all the tests it is possible to observe that the results from tests 1 and 2 give a better detection than tests 3 and 4. In fact, by using the detection method developed for tests 1 and 2 it is possible to detect virtual and emulated systems in around 3 minutes. This is very important to minimise the power consumption in battery powered embedded devices and also be able to trust a system easily and quickly.
CONCLUSION
IoT is rapidly growing and M2M communications, provided by embedded devices, will have an important role in it. The primary goal must be to secure this communication by giving the ability to machines to trust each other. However, in order to trust each other these need also to communicate with trust agents with the capability to detect illegitimate embedded devices in the network. For this reason, we believe that the proposed algorithm is the first step to identify fake systems in order to create an effective trust among machines in IoT. A possible attacker would have to modify the TCP stack in the kernel in order to always return ping values in a specific range and with specific behaviours. Moreover, the attacker needs to know these values a priori, and a modification of the TCP stack may lead to other system issues. Also, any change in the kernel may lead to different timestamp values and this will be detected by the algorithm.
This work has demonstrated that the application of this method allows reliable detection of fake embedded machines that can compromise the network. This was done without using mechanisms applied to detect virtual and emulated systems in x86/x64 architectures, but by using a novel behaviour characterisation, which is independent of the architecture and the OS. In fact, other detection methods rely on the type of CPU architectures and/or the OS, thereby reducing their applicability in the IoT. The proposed method is not only effective, but it is also efficient and easily applicable to future IoT embedded devices.
Virtualized or emulated environments are normally used by anti-virus companies or researchers to study the behaviours or activity of malware in a system. The proposed method can be used by embedded malware, such as Chuck Norris botnet (Celeda et al., 2010) and Chameleon Wi-Fi virus (Milliken et al., 2013) , in order to detect fake environments and in this case decide to change their behaviour. However, we think that detecting these fake systems will give great advantages for protecting the network.
Future research will involve improvements of this method and tests of a larger range of real embedded devices that are going to be part of IoT. Moreover, we 
