ABSTRACT. We describe the set of propagation of maxima of upper semicontinuous viscosity subsolutions of fully nonlinear, degenerate elliptic Hamilton-Jacobi-Bellman equations in the concave case, i.e., for operators represented as the minimum of a parametrized family of 2 nd order linear operators. We show that the set where an interior maximum propagates contains the reachable set of a suitable deterministic differential game, as well as the unavoidable set of a controlled diffusion process. We also obtain a Strong Maximum Principle for a class of operators that are not strictly elliptic.
INTRODUCTION
The classical Strong Maximum Principle (briefly, SMP) for uniformly elliptic linear operators states that a subsolution of a homogeneous equation in an open connected set Ω ⊆ R N that attains a nonnegative maximum at an interior point x ∈ Ω must be constant (under the appropriate sign condition on the zeroth order coefficient of the operator). For degenerate elliptic linear operators the set where the maximum propagates from x is not necessarily all Ω, but it can be described in terms of the trajectories of appropriate deterministic or stochastic ordinary differential equations as follows. Let u be a classical subsolution of 
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Indiana University Mathematics Journal c , Vol. 52, No. 3 (2003) where the matrix a is nonnegative semidefinite, i.e., a ≥ 0, and c ≥ 0. Following Fefferman and Phong, call subunit for a any vector Z such that a − Z ⊗ Z ≥ 0, where (Z ⊗ Z) ij := Z i Z j . Examples of subunit vectors are the columns Y h of a and the columns X j of a matrix σ such that a = σ σ T /2, after multiplication by a small constant. If 0 ≤ sup Ω u = u(x), then the set Prop (x, u) where u attains the maximum u(x) contains the following sets (and their closure):
(i) all the points that can be reached from x following a finite number of trajectories of subunit vector fields backward and forward in time; (ii) all the points z such that any neighborhood of z can be reached from x with positive probability by the trajectories of the stochastic differential equation
where B t is an M-dimensional Brownian motion. The result about (i) was found by Bony [11] , Hill [17] , Redheffer [24] for the vector fields X j (see also [1] ), it appears in the book of Oleinik and Radkevic [23] for the fields Y h , and in the book of Taira [28] for general subunit vectors. Stroock and Varadhan [26, 27] proved (i) for X j and Y h and (ii) by probabilistic methods, as an application of their theorem on the support of a diffusion process, see also [18, 25] .
Under further assumptions on the operator, one can obtain from these properties that Prop(x, u) = Ω and therefore prove a Strong Maximum Principle for some equations that are not strictly elliptic; this was done by Bony [11] for operators satisfying the Hörmander hypoellipticity condition.
The goal of this paper is to give an appropriate extension of these results to subsolutions of fully nonlinear degenerate elliptic equations 
Throughout the paper we consider F written in this form and make assumptions on the coefficients a(·, α), b(·, α), c(·, α).
The main example we have in mind are the Hamilton-Jacobi-Bellman operators of stochastic optimal control; they appear naturally in the form (1.3) when one is maximizing a given payoff. On the other hand, in minimization problems the operator is the supremum of a family of linear operators, so F is convex. The propagation of maxima in this second case is simpler and it was studied in the companion paper [8] , we explain below the differences between the concave and the convex case. Since degenerate equations of the form (1.2) do not have classical solutions in general, we will work in the framework of viscosity solutions, see, for instance, [14, 6] .
Next we explain how we extend the results (i) and (ii) for linear operators to Hamilton-Jacobi-Bellman equations. We take an upper semicontinuous viscosity subsolution u of (1.2) and x ∈ Ω such that 0 ≤ sup Ω u = u(x) and define Prop(x, u) as before. For the deterministic property it is natural to consider, for each α ∈ A, subunit vectors Z j (y, α) corresponding to the matrices a(y, α) appearing in (1.3) and the controlled system (1.4)
with control functions β j and α taking values, respectively, in [−1, 1] and A. In the linear case (i.e., A is a singleton) there is a single controller choosing β, (i) says that he seeks to drive the system from x to as many points as possible, and all these reachable points belong to Prop(x, u). In the nonlinear case there is a second controller choosing α. In the convex case studied in [8] (i.e., inf is replaced by sup in (1.3)) the two controllers cooperate to achieve the same goal as before, and again all reachable points belong to Prop(x, u). In the concave case (1.3), instead, there is a conflict between the two controllers, α plays the role of a disturbance, and Prop(x, u) contains, roughly speaking, the points that β can reach under the worst possible behavior of α. We give a rigorous formulation of this result within the theory of deterministic differential games; our main new tool is a viability theorem proved in [13] and [9] . In Section 3 we recall all the (few) necessary definitions, so that no previous exposure to differential games is needed to read this paper.
For the stochastic property it is natural to look at the controlled diffusion (1.5)
for admissible control functions α . taking values in A. In the convex case Prop(x, u) contains all the points whose neighborhoods can be reached from x with positive probability for some control α . (this is a corollary of some results in [8] , we prove it in the appendix of this paper). In the concave case there is a conflict between the controller and the diffusion driven by the Brownian motion, and Prop(x, u) contains only the unavoidable points, namely, the points whose neighborhoods are hit with positive probability no matter what the controller does. Our proof is independent of the Stroock and Varadhan's results and methods. Instead, we use PDE methods, the notion of viable set for (1.5) introduced and studied by Aubin and Da Prato [2, 3, 4] , and a simple geometric characterization of viable sets found very recently by Bardi and Jensen [10] using viscosity solutions methods. (The viability theorem in [10] is related to the simpler invariance theorem for diffusions of [9] that was used for the convex case in [8] .)
From these properties of the propagation set we deduce also a Strong Maximum Principle for a class of operators that are not strictly elliptic. This result assumes the existence of subunit vector fields independent of α and generating a Lie algebra of full rank at all points of Ω, so it can be viewed as a generalization to concave operators of Bony's SMP for linear hypoelliptic equations.
The Strong Maximum Principle for viscosity subsolutions of fully nonlinear equations was proved by Caffarelli and Cabré [12] for uniformly elliptic operators, and by ourselves [7] for a class of possibly degenerate operators different from (1.3) that may involve the p-Laplacian, the ∞-Laplacian and the minimal surface operator. Somewhat different formulations of the SMP for viscosity solutions were found by Trudinger [29] in the uniformly elliptic case, and by Kawohl and Kutev [21] for a class of strictly elliptic equations. Some results on the connection between invariance and viability properties of diffusions and uniqueness for the Dirichlet problem associated to nonlinear degenerate elliptic PDEs were announced by Jensen in [20] . We do not deal with uniqueness issues here and refer the interested reader to [19, 14] and the references therein.
The paper is organized as follows. Section 2 contains the basic assumptions, a Hopf Boundary Lemma, and a geometric property of the propagation set. Section 3 begins with a short self-contained presentation of some tools of the theory of differential games, and then presents the result on the propagation of maxima along the trajectories of the deterministic system (1.4). Section 4 contains some preliminaries on controlled diffusions and the description of the propagation of maxima along the paths of (1.5). In the Appendix we revisit the convex operators studied in the companion paper [8] and improve the stochastic propagation properties.
Preliminary versions of some results of Sections 2 and 3 appeared in the Ph.D. thesis of Da Lio (University of Padua, December 1998), were announced at the Eighth Tokyo Conference on Nolinear PDE and at the Equadiff '99, and appeared, without proofs, in the proceedings of these conferences (H. Ishii ed., Tokyo 1999; B. Fiedler, K. Gröger and J. Sprekels eds., World Scientific, Singapore, 2000).
We wish to thank Olivier Alvarez for a useful remark on the first draft of the paper that lead us to improve Section 4.
HOPF BOUNDARY LEMMA AND PROPAGATION SETS
We are given a connected open set Ω ⊆ R N and
where A is a compact subset of a normed space, S(N) is the set of the real symmetric N × N matrices equipped with the usual partial order and norm, a :
continuous. A standing assumption throughout the paper is
which implies that F is degenerate elliptic (i.e., nondecreasing in the matrix argument X) and proper (i.e., it is also nondecreasing in r ) [14, 6] . We consider the partial differential equation
where u is a scalar function, Du, D 2 u denote respectively the gradient and the Hessian matrix of u. Throughout the paper we will also denote with σ T the transpose of any matrix σ . The first result is a Hopf Boundary Lemma for viscosity subsolutions. It will be used in both next sections and it is of independent interest.
Then for any
Proof. We introduce the usual auxiliary function
where γ is a positive constant to be chosen. Note that v(x 0 ) = 0 and
If (3.3) or (3.4) holds, then for γ large enough or small enough, respectively, we get
By the continuity of F , for some C > 0 there exists r > 0 such that
Define the set X := B(x 0 , r ) ∩ B(y, R) and let us choose ε > 0 small enough so
Note that εv is a strict supersolution of (3.2) in X as well. By using the same arguments as in the proof of Lemma 3.1 in [8] , it is not hard to prove that
The main examples of subunit vectors are the rescaled columns of a and the columns of a square root of a.
Example 2.2. We denote with Y h (x, α), the h-th column of the matrix
We look for constants λ h such that λ h Y h (x, α) are subunit vectors of a(x, α). By the Cauchy-Schwarz inequality
where we adopt, as usual, the summation convention. Then we get the desired inequality if a ih λ i λ h ≤ 1. Note that for any compact subset
T , and denote with X j the j-th column of σ . Then all
Remark 2.4. In the Hopf Boundary Lemma 3.1 the condition (3.3) is verified if for all α there is a subunit vector
where X j (α) are the columns of σ (α).
Next we define precisely the sets where an interior maximum of a subsolution of (3.2) propagates. Definition 2.5. For x ∈ Ω and u upper semicontinuous viscosity subsolution of (3.2) with 0 ≤ supΩ u = u(x), Prop(x, u) is the set of points y ∈ Ω such that u(y) = u(x). The propagation set Prop(x) of a maximum at x for the operator F is the intersection of all the sets Prop(x, u) as u varies among all subsolutions of (3.2) attaining a nonnegative maximum at x.
Note that Prop(x, u) and Prop(x) are relatively closed in Ω for all x and u. The next theorem describes the main geometric property of the set Prop(x, u). It employs the notion of generalized exterior normal (Bony normal [11] , or proximal normal) to a relatively closed set K, ∅ ≠ K ⊆ Ω, at y ∈ K, which is a vector
We will denote this by ν ⊥ K at y.
Theorem 2.6. Under the previous assumptions, let u be a viscosity subsolution of (3.2) attaining a nonnegative maximum at
Suppose by contradiction that for all α ∈ A there exists a subunit vector Z of the matrix a(z, α) such that Z · ν = 0. This implies that for all α ∈ A we have 
and there existsε > 0 such that
Next we consider the function w(x) := u(x) −εv(x), for x ∈ B(z, r ), and note that w(x) has a maximum at z because v(z) = 0. Therefore, sinceεv ∈
, and F is nondecreasing in the second argument, we get
This is a contradiction with the fact that alsoεv satisfies (3.7) (because F is positively 1-homogeneous in the last three arguments) and completes the proof.
Ë
We end this section with a Strong Maximum Principle for strictly elliptic operators. A more general result will be given in the next section.
Corollary 2.7 (Strong Maximum Principle 1). Assume that for all
Proof. Suppose by contradiction there exists x 0 ∈ Ω such that Ω = Prop(x 0 , u) for a subsolution u attaining a nonnegative maximum at x 0 . Fix x ∈ ∂ Prop(x 0 , u) and ν ⊥ Prop(x 0 , u) at x. By Theorem 3.6 and Example 3.2 there exists α ∈ A such that, for all h = 1, . . . , N, Y h (x, α) · ν = 0, and this contradicts the fact that a(x, α) > 0 for any α ∈ A.
Ë

PROPAGATION ALONG DETERMINISTIC TRAJECTORIES
Let us begin the section by recalling a few simple notions of the theory of twoperson differential games (see, e.g., [15, 5, 13] We denote with Γ r the set of relaxed nonanticipating strategies for the second player.
In this section we assume the existence of a finite family of Lipschitz subunit vector fields associated to the operator F , that is,
and
We fix an arbitrary compact set B ⊆ R M and consider the vector field with two controllers (players) X : R
where β = (β 1 , . . . , β M ) . We extend it to R N × B × A r by setting
and observe it is Lipschitz continuous in the state variable y ∈ R N uniformly in the controls µ ∈ A r , β ∈ B. We denote with y x (·, β, γ) the solution of (S)
where β ∈ B, γ ∈ Γ r . We call y x (·, β, γ) a trajectory of the system (S).
Definition 3.2.
The reachable set in Ω from x for player β against player γ is
The main result of this section states that R S (x) is contained in the propagation set Prop(x) of the operator F defined in (3.1). The key tool we employ is the following notion of viable set for the system with two players (S) and its geometric characterization.
Definition 3.3.
A relatively closed set K ⊆ Ω is viable in Ω for player γ against player β if for all x ∈ K there exists a relaxed nonanticipating strategy γ ∈ Γ r such that, for any control β ∈ B, τ > 0, and trajectory y x (·, β, γ) of (S) that remains in Ω for all t ∈ [0, τ), we have that y x (t, β, γ) ∈ K for all t ∈ [0, τ) as well.
Theorem 3.4 (Viability). Let
Proof. In the case of Ω = R N the result can be found in [13] and [9] , see also the references therein. To prove the general case we use a localization argument as in the proof of Theorem 2.1 in [8] .
It is enough to prove that for any x ∈ ∂K ∩ Ω there exists a relaxed nonanticipating strategyγ : B → A r such that, for all controls β ∈ B, if the trajectory of (S), y x (t, β,γ) ∈ B(x, r ), ∀ t ∈ [0, τ), for some r > 0 and τ > 0, then y x (t, β,γ) ∈ K, ∀ t ∈ [0, τ). Let x ∈ ∂K ∩ Ω and r > 0 be such thatB(x, 2r ) ⊆ Ω. We claim thatB(x, 2r ) ∩ K is viable for the vector field 
(t) =X(y(t), β(t),γ[β](t))
y(0) = x remains inB(x, 2r ) ∩ K, ∀ t ∈ [0,
τ). Since y x (t, β,γ) ∈ B(x, r ) and y x (t) = y x (t) in B(x, r ), we conclude that y x ∈ K for all t ∈ [0, τ).
Ë
The next theorem is the main result of this section. Proof. From Theorem 3.6 it follows that, for all z ∈ ∂ Prop(x, u) and ν ⊥ Prop(x, u) at z, there exists α ∈ A such that Z j (z, α) · ν = 0 for all j, and this implies that
Therefore Theorem 4.4 applies and gives the statement (i). Since Prop(x) is the intersection of all Prop(x, u), (ii) follows immediately from (i). To prove (iii) it is enough to show that U ⊇ R S (x)
for any U viable in Ω , U x. Suppose by contradiction there exists z ∈ R S (x) and z ∉ U. By the viability property of U there exists a nonanticipating strategyγ ∈ Γ r such that, for any β ∈ B with trajectory y x (·, β,γ) that remains in Ω for all 0 ≤ t < τ, y x (t, β,γ) ∈ U for all 0 ≤ t < τ. On the other hand, by definition of R S (x), there existsβ ∈ B such that y x (t,β,γ) = z for some t > 0, and y x (s,β,γ) ∈ Ω for all 0 ≤ s ≤ t. This is a contradiction that completes the proof. The last result of this section is a Strong Maximum Principle in the case there exist subunit vector fields independent of the parameter α and satisfying the classical Hörmander rank condition. It is the natural extension to concave operators of Bony's SMP for linear hypoelliptic operators [11] . 
Ë Example 3.6. Suppose that for some
λ > 0, M ≤ N, ξ T a(x, α)ξ = a ij (x, α)ξ i ξ j ≥ λ 2 M j=1 ξ 2 j , ∀ ξ ∈ R N , ∀ x ∈ Ω, ∀ α ∈ A.
Proof. In this case we choose B = [−1, 1]
M and the system (S) becomes the symmetric system with the single controller β
It is well known that such a system can reach in small time all points of a neighborhood of x (a consequence of Chow's theorem). Then Prop(x) is open; since it is also relatively closed in Ω and Ω is connected, we conclude that Prop(x) = Ω. Ë Example 3.10. We consider an operator defined as the minimum between a uniformly elliptic and a hypoelliptic linear operator, and claim it satisfies the Strong Maximum Principle. More precisely, we take A = {1, 2},
and a(x, 2) = σ (x)σ (x) T , where the columns X j of σ are C ∞ vector fields that generate a Lie algebra of full rank N at every point x ∈ Ω. We suppose that sup Ω M j=1 |X j | 2 =: Λ 2 < +∞. If we set ν := min{λ/Λ, 1}, it is easy to check that νX j (x), j = 1, . . . , M, are subunit vectors for both a(x, 1) and a(x, 2), so the last corollary applies.
PROPAGATION ALONG PATHS OF CONTROLLED DIFFUSIONS
Throughout this section we assume the existence of a continuous σ :
where σ T denotes the transpose matrix of σ , and, for some C > 0,
Note that it is not restrictive to assume that the data have the following property
In fact, if we name S this set and suppose it is not convex, it is easy to see that [5] , p. 113). Therefore F can be rewritten in the form (3.1) with the property (5.1). In the sequel we will assume (5.1). If a representation (3.1) without this property is available, the results can be read on the original data by means of relaxed controls, see Remark 5.9.
We take a probability space (Ω , F , P) with a right-continuous increasing filtration of complete sub-σ fields {F t }, a Brownian motion B t in R M F t -adapted, and call A the set of progressively measurable processes α t taking values in A. We consider the controlled stochastic differential equation
Given a subset S ⊆ R N we denote by t x (S) the first exit time from S c , i.e.,
It is known that t x is a stopping time if S is either open or closed. We also set
Definition 4.1. If Ω = R N , the unavoidable set U SDE (x) from x for the system (SDE) is the set of points z such that P (t x (B(z, δ)) < +∞) > 0 for any admissible control and any δ > 0; in the general case the unavoidable set U SDE (x) in Ω from x ∈ Ω for (SDE) is the set of z ∈ Ω with the property that for all δ > 0 there exists ε > 0 such that for all α . ∈ A,
is the closed ball of radius δ centered in z and
A corollary of the main result of this section states that the unavoidable set U SDE (x) of the controlled diffusion (SDE) is contained in the propagation set Prop(x) of the operator F defined in (3.1). The key tool we employ is the following notion of viable set for the stochastic system (SDE) and its geometric characterization. We set
Definition 4.2. If Ω = R
N , a closed set K is viable for (SDE) if for all initial points x ∈ K there exists an admissible control that keeps X t in K for all time almost surely [2, 3, 4, 10] ; in the general case we say that a relatively closed set K ⊆ Ω is viable for (SDE) in Ω if for all x ∈ K and ε > 0 there exists
We recall from [9] the definition of the 2 nd order normal cone
Theorem 4.3 (Viability). Under the previous assumptions, a relatively closed subset
Proof. In the case Ω = R N it was proved in [10] that (5.2) is a necessary and sufficient condition for viability. For the general case we fix ε > 0 and take a cut-off function ζ such that 0 < ζ(y) ≤ 1 for all y ∈ Ω and
We consider the system in the whole space R N (4.3)
in Ω, and bothσ andb are null off Ω. We claim thatK is viable for (5.3) if and only if (5.2) holds. In fact on ∂Ω we haveσ (·, α) = 0,b(·, α) = 0, whereas for all z ∈ ∂K ∩ Ω and
if and only if (5.2) holds. This proves the claim by the result of [10] quoted before. Now we note that if dist(X t , ∂Ω) ≥ ε for all t ∈ [0, τ ε x ) a.s., then X t coincides a.s. with the trajectoryX t of (5.3), and thus it remains in K for all t ∈ [0, τ ε x ) almost surely. Therefore P (t x (Ω ε \ K) < τ ε x ) = 0, which is the desired conclusion.
Ë
The next result describes the connection between the unavoidable set for (SDE) and the viability property. Proof. The proof of the first statement is straightforward. For the second statement we suppose by contradiction that for some viable relatively closed set U ⊆ Ω containing x, there is z ∈ U SDE (x) \ U . Then for someδ > 0 we havē B(z,δ) ∩ U = ∅. Since U is viable in Ω, and x ∈ U, for all ε > 0 there exists an admissible controlᾱ t such that P (t x (Ω ε \ U) < τ ε x ) = 0. Since x ∈ U, this implies also P (t x (B(z,δ) < τ ε x ) = 0. This is a contradiction with the fact that z ∈ U SDE (x) and completes the proof.
We will use the following technical result that is an extension of Lemma 7.2.17 in [28] . Its proof is based on the degenerate ellipticity of F and on the very definition of viscosity subsolution, see [8] .
Lemma 4.5. Let u be a viscosity subsolution of (3.2), u.s.c. inΩ, such that
then for any sufficiently small neighborhood U of x 0 , u attains its maximum u(x 0 ) at some point of the set {x ∈ ∂U | v(x) < 0}.
The next theorem is the main result of this section. Theorem 4.6. Under the previous assumptions, let u be a viscosity subsolution of (3.2) attaining a nonnegative maximum at
(ii) Prop(x 0 , u) is viable in Ω for (SDE).
Proof. Suppose by contradiction there exist
Prop(x 0 ,u) (x) such that for all α ∈ A we have
We can find δ > 0 such that
Consider the function g(y) :
Prop(x 0 ,u) (x), there exists η > 0 such that
where γ is a positive constant yet to be determined. We want to apply Lemma 5.5. We observe that v(x) = 0 and v < 0 if and only if g < 0. Direct calculations give
where, for q ∈ R N \{0}, q⊗q denotes the symmetric matrix defined by (q⊗q) ij = q i q j . We have
If γ is chosen small enough, from (5.6) we obtain
0. Now we can apply Lemma 5.5 and get the existence of points y arbitrarily close to x such that g(y) < 0 and u(y) = u(x 0 ) (i.e., y ∈ Prop(x 0 , u)). This contradicts (5.7) and completes the proof of (i).
To prove (ii) it is enough to recall that Prop(x 0 , u) is closed and put together (i) with Theorem 5.3. Corollary 4.7. Under the previous assumptions, for any x ∈ Ω, the propagation set Prop(x) contains the unavoidable set U SDE (x) in Ω for (SDE).
To convince the reader that U SDE (x) is a large set giving a good representation of the propagation set Prop(x), in the next remark we give an example where the two sets coincide.
Remark 4.8. In the case Ω = R N we fix x 0 and assume either
or that for some δ 0 > 0 and all balls B of radius smaller than δ 0 , x 0 ∉ B, there exists a constant C such that (4.10) sup
where X t is the trajectory of (SDE) corresponding to the admissible control α . , E denotes the expectation, and χ B is the characteristic function of B. Then
The proof we sketch below adapts the probabilistic argument of 
with F given by (3.1) (see, e.g., [22] ). Therefore v is a subsolution of (3.2) as well, and the proof is complete.
Remark 4.9. If we have a representation of the form (3.1) for the operator F that does not satisfy the convexity assumption (5.1), we may want a formulation of the results of this section in term of the original data, without going through the convexification procedure. This can be done by using relaxed controls in (SDE). Their definition can be found, for instance, in [16] (see also the references therein; we warn the reader that the theory of stochastic relaxed controls is considerably more involved than the one for deterministic systems that we used in the previous section). We replace standard controls with relaxed controls in all definitions, and the Viability Theorem 5.3 holds without the convexity assumption (5.1), see [10] . We assume the same hypotheses of the previous sections. Our goal is to improve some results in [8] on the propagation of maxima for the viscosity subsolutions of (A.2) in terms of the stochastic system (SDE). The sets Prop(x, u) and Prop(x) are defined here as in Definition (3.5) with the PDE (3.2) replaced by (A.2). We first recall the definition of invariant set for (SDE). Definition A.1. A relatively closed subset K ⊆ Ω is invariant with respect to the system (SDE) (in Ω) if, for all x ∈ K and all α . ∈ A, P (t x (Ω \ K) < τ x ) = 0.
We define the reachable set from x ∈ Ω for (SDE) as follows R SDE (x) := {z ∈ Ω | ∀ δ > 0 ∃ α t such that P (t x (B(z, δ)) < τ x ) > 0}.
This set is larger than the reachable set defined in [8] . It is easy to see that R SDE (x) is relatively closed in Ω. Proof. Suppose by contradiction that for some invariant set U for (SDE), U x, there is z ∈ R SDE (x) \ U . Then there exists δ > 0 such thatB(z, δ) ∩ U = ∅. Since U is invariant for (SDE), for all admissible controls α . we have P (t x (Ω \ U) < τ x ) = 0 and this implies also P (t x (B(z, δ)) < τ x ) = 0, a contradiction with z ∈ R SDE (x). The fact that R SDE (x) ⊆ Prop(x) follows from the invariance of Prop(x, u) for all subsolutions u of (A.2), see Theorem 2.2 and Proposition 3.2 in [8] .
Ë
In the next remark we show that the sets R SDE (x) and Prop(x) do indeed coincide, at least under some mild additional assumptions. (A similar statement was made in Remark 3.1 of [8] about a different definition of the reachable set. We believe that result is not correct without further conditions, as well as Remark 2.1 of [8] that is used in the proof ).
Remark A.3. We fix x 0 ∈ Ω and assume either (5.9) or (5.10) for all closed balls B ⊂ Ω of radius smaller than δ 0 , x 0 ∉ B, and some C. Then R SDE (x) = Prop(x).
The proof is similar to that of Remark 4.8 and uses the probabilistic argument of [27] and [18] . We fix y ∈ R SDE (x 0 ) and construct a subsolution v of (3.2) such that v(y) < v(x 0 ) = 0 = max R N v, so that y ∈ Prop(x 0 ). By definition of R SDE (x 0 ) there exists δ > 0 such that P (t x 0 (B(y, δ)) < τ x 0 ) = 0 for all α . ∈ A, and we can assumeB(y, δ) ⊆ Ω. We choose ∈ C(R N ) with support contained inB(y, δ) and such that ≤ 0 and (y) = −1. Now we consider the following value function of a stochastic control problem 
