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1. INTRODUCTION 
In [2] Ornstein constructed a Kolmogorov (K)-automorphism which 
is not a Bernoulli shift. In [4] it was shown that by altering the construc- 
tion according to some parameters one gets uncountable nonisomorphic 
K-automorphisms with the same entropy. 
It is not clear whether these transformations are imbedible in flows. 
At least one example was given by Ornstein [3] of K-automorphism with 
no square root and a fortiori not imbedible in a flow. In this paper we 
show how to fit Ornstein’s construction so as to get a continuous flow. 
This gives us uncountable nonisomorphic K-flows all having infinite 
entropy. At the end we make some remarks about the possibility of 
constructing finite entropy K-flows. 
In our construction we follow [4] closely and therefore assume complete 
familiarity with that paper. 
Once the way of adapting to the continuous case the construction 
of the discrete flow is understood, the steps seem very natural. Therefore, 
most of the time we state the corresponding steps needed to replace the 
arguments to fit the continuous case and only sketch the proofs. We 
refer the reader to [SJ for general background on entropy theory. 
2. CONTINUOUS GADGETS 
Our construction will be carried on a nonatomic Lebesgue probability 
space (Q, g, p). 
Let P = (PI *** Pk) be a finite measurable partition of Q. 
DEFINITION. A continuous galiget G is a subset of Q together with 
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an isomorphism 4 which maps it onto a Euclidean three dimensional 
rectangular box 
G’ = {(x, y, .z) IO < x < a, 0 < y < b, 0 < x < h), 
in such a way that if $-l(~o , yO, z,,) E Pi then $-‘(x0 , y, x,,) E Pi for all 
0 < y < b. Together with G we associate the partially defined flow S, 
along the z coordinate, i.e., 
&c-yx, y, 4 = +-yx, Y9 z + 9, --z<t<h-2. 
We call h = h(G) the height of the gadget and ab the measure of its base. 
For w E G, the function f(t, w) given by f(t, w) = i, if St(w) E Pi 
defines the p-name of w in G, for --z < t < h - z. In what follows we 
shall omit the map 4 and identify w with r+(w) when there is no danger 
of confusion. 
DEFINITION. A box in G is a subset B 
B = {(x, Y, 4 I x E E, 0 < y < b, h, < z < h,), 0 < h, < h, < h, 
where E is a measurable subset of the interval [0, u]. 
We shall now describe an operation on two gadgets G, and G, , having 
the same measure of the base, whereby we get a new gadget G, t G, . 
The new gadget will combine the G, and G, independently as far as the 
flows S, act on the partition P, i.e. the names will be combined in a 
statistically independent way. Let (ur , b, , h,) and (us , b, , h,) be the 
dimensions of the boxes corresponding to G1 and G, , respectively. 
G, * G, will be the union of G, and G, and will be isomorphic to a box 
with three dimensions (ui * b, , 1, h, + h,). The map C$ corresponding 
to G, t G, will be defined as follows. (In this discussion we assume that 
G, and Ga are identified with their boxes.) Let #r map the set {y 1 0 < 
y < b,) onto the set {(yrya) 1 0 < yi < b, , 0 < ys < 1) in a (Lebesgue) 
measure preserving way, i.e., the map #i transfers the one dimensional 
Lebesgue measure into the two dimensional Lebesgue measure. Put 
#l(Y) = (AYY), ?&“(YN. 
Let +.a be the corresponding map of G, . Let 4 map the set {(x, y) ( 0 < 
x < a,, 0 < y < b} onto the set {X 1 0 < x < u,b,} in a (Lebesgue) 
measure preserving way. Define also 
&9 Y> = (?Y, $x). 
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Observe that 6 is measure preserving in the plane. Now we are ready to 
define 6, 
&% Y9 4 = <$l<% MY)), h”(r), 4 for b, Y, 4 E GI 
and 
k% Y> 4 = <$4<&~, 42YYNh 422w, z + 4) for (x, y, z) E G, . 
It is not difficult to verify that 4 defines a legitimate gadget and the names 
of the points are combined independently. 
“Cutting” a gadget into m gadgets will mean the collection of m 
gadgets Gi i = l,..., m where 
and the partition on the Gi’s is induced by G. That is, we cut the gadget 
along its y coordinate and this will give us k isomorphic gadgets as far as 
the names are concerned and they are all isomorphic to G. 
3. THE CONSTRUCTION 
We let {f(n)} and {s(n)} b e se q uences of integers as in [4]. For each 
sequence (g(n)} f o zeros and ones we shall construct a K-flow S,{g(n)} = 
s tv 
The flow will be defined via a sequence of gadgets G(n) which will 
increase in measure to the total measure space. The space is partitioned 
into three sets P = ( p, , Pf , P,) with the same proportions as in [4]. 
Let G(1) be a gadget with height s(l) and base measures (a, b) where 
a . b is the measure of the base of G(1) in [4]. G(1) is a subset of P, . 
We get G(1) from G*(l) as follows. Take a subset of Pt and represent 
it as three dimensional Euclidean body 
&(l) = {(x, y, z) (0 < x < a . b, 0 < y < 1, 1 < z < x(f(1) - l)}. 
Also take a subset of P, and represent it as 
R,(l) = {(x, y, 4 I 0 < x G a~b,O~y~1,x(f(l)-l)~z<f(l)-l}. 
We let G(1) be G(1) u D,(l) u D,(l) and define 4 of G(1) as follows 
(Recall the functions I,&~, $r2 of Section 2). 
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Let J map {(x, y) I 0 < x<a,O~y~l}onto(x~O~x~a}in 
a (Lebesgue) measure preserving way. Put 
if (x, y, a) E G(l), and 
$4x, y, 4 = (x, y, z + h + 4./(l) - l)), 
if (x, Y, 4 E D,(l). 
We proceed by induction. Suppose G(n) is given. Cut it into 2”+l 
gadgets Gr ,..., Gzn+I . Add to the bottom of Gi a subset of P, represented 
and a gadget with the same size of basis as Gi and height i + s(n + 1). 
Denote the new gadget Hi . Now, put 
and 
G(n + 1) = (H, * H,) * --) s H,,,, if g(n) = 0 
G(n + 1) = (Hz,+, * H2w-J -) * H- if g(n)=l. 
To get G(n + 1) repeat the same construction as in the formation of 
G(l), usingf(n + 1) instead off(l). 
The flow S, is defined for all the measure space and we let it act on 
V- m<l,oo S,P = 9. This is done because the construction does not 
guarantee that P under S, generates =F. 
It is convenient to regard the flow as a shift on a function space. To 
each point w corresponds a function from the reals to the set (e, f, s) 
which is piecewise constant, f(t, U) defined by 
f(t, w) = e, &b) E pt? 
= f* St(w) E pt 
= s, &(w) E ps - 
The function f(t, w) will be called the p-name of w. 
4. THE BLOCK STRUCTURE 
The names of points have a rigid block structure, like in the discrete 
case. An n-block in the name of w is a part of f(t, W) t, < t < t, such 
that Stl(w) is in the bottom of G(n) and t, is the first time after t, that it 
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is not in G(n). The name f(t, w) determines uniquely the tt blocks 
for all tt. 
LEMMA 1. The n blocks are statistically independent and each n block 
is statistically independent of all m blocks which are disjoint of it. 
5. THE ZERO-ONE LAW 
In this section we show that the flows S, have the zero-one property 
or a trivial tail, i.e., n,,, 3 is a trivial u-field, where 9t = v,,# S,,P. 
One way of achieving this goal is by showing that if C = C(0, m) is a 
cylinder set in the function space determined by the values of f(t, w) in 
the interval (0, m).then 
That is, the set C(0, m) becomes asymptotically independent of the total 
past F0 . 
THEOREM 1. Sf , -CO < t < co, acting on .F is a K-flow. 
Proof. Let C(0, m) = C be a fixed cylinder set determined by the 
interval (0, m). Choose M so large that if 2 is all of G(M) except the top 
part of height m and the bottom part of height m then p(Z) > 1 - 6. 
Put C, = C n 2. Since C, C 2 and it is determined by its values on 
(0, m) it follows that if wi E C, and wa E 2 is at the same level and the 
same x as wr then oa E C, . This implies that C, can be approximated 
by a union of boxes in G(M). Therefore, it will be enough to prove the 
following. Let D be a box in G(M) n 2, then 
/+J: I t@-,,D I Fo) - /@)I > 4 + 0, 
and the convergence is uniform in D. With the observations above the 
proof proceeds along similar lines as in [4]. Choose K such that f (K) is 
large compared to h(M). Assume n > h(K) + 1. For w E S-J = 2, 
let $(a) denote the first time less than n that w hits the bottom of G(K) 
and let &(w) be the first time after tt(w) that w hits the set P, . Because 
of the choice of n, 0 < t,(w) < tJw). Therefore, the u-field 3Q,) 
which is determined by the values of f(t, w) prior to tt(w) contains s0 
(Both o-fields are restricted now to 2.) Let t,,,,(w) be the first time o is 
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in the bottom of G(M). Denote by 9+)rtM(W) the u-field generated by 
the values of f(t, w) in the interval(t,(w), t&m)). It follows from Lemma 1 
that the random variable t,(w) - tr(w) is independent on 
LF t,(w) ” %8(wLt&&J) 
and has uniform distribution. Also if we restrict ourselves to the set 
E = (CO: h(M) < tS(w) - t+) <f(K) - h(M)} 
the independence and uniformity still holds. But in this case n - tM(w) 
will be uniformly distributed. Since f) is a box its measure is the product 
of its base and height. The conditioning on 9&, v F&,);tM(w) n E 
will not change the probability of hitting the bottom of G(M) uniformly. 
It follows that the probability of hitting D given =%&,, v 9&,)1M(w) n E 
will be as the unconditional probability of a. Since p(E) can be made 
arbitrarily close to 1 by choosingf(K) sufficiently large the claim of the 
theorem follows. 
6. THE ENTROPY 
We shall establish now that all the flows S, constructed above are of 
infinite entropy. 
Before proving this we need the following: 
LEMMA 2. Let P = (PI . .. P,,,), Q = (Q1 ... Qk) be partitions and P 
is e-independent of Q then 
h(P/Q) > (1 - c)@(P) - E log N}. 
Proof. Let J be the set of indices such that forj E J, Ci 1 p(Pi/Qi) - 
p(PJl < E, it follows that CiEJ p(QJ / > 1 - E. Now, 
V/Q) 2 c AQ2j) W’/Qd. 
js.l 
Consider the partition induced by P on Qj , P n Qi . Let P be such a 
partition on Qi that dist(P) = dist(P) and 1 P n Qi - P 1 < E. 
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Now, 
h(P) = h(P) < h(P/Q, n P) = h(P/Q<) + h(F/P) 
< h(P/Q,) + 6 - log N. 
Therefore, h(P/Qj) I > h(P) - E log N. 
THEOREM 2. h(S,) = a~. 
Proof. It is enough to prove that for some n, h(S,) = co. Partition 
G(1) into N equal b oxes all having height h(G(1)). Denote the partition 
by Q. Let n be as in the proof of theorem 1, i.e. n is so large that S-,Q 
is E-independent of any partition R, 4F0 measurable. The choice of n is 
independent of N as was remarked in the proof of Theorem 1. 
Let us extend Q to the total space by adding to Q the complement of 
G( 1) and call this partition &. It is clear that 
4& 9 &I 2 r(W)) W,Q/% n G(l)) 
~,4W)(1 - 4@(Q) - E log NJ 
= pG(l)( 1 - l )” log N + co as N+co. 
7. MATCHING BLOCKS 
We shall say that f(t, w) disagrees with f(t, wi) at most p yO of the time 
in the interval (tl , tz) if 
(A = the Lebesgue measure). With this definition the lemmas of Section 7 
in [4] transformed into corresponding lemmas for the continuous case 
and we get (corresponding to Lemma 4 there) the following lemma. 
LEMMA 3. There is an c > 0 such that if a is an n-block of w in the 
interval (tl , tz) and w1 is any point such that for some subinterval (t3 , tJ 
of (tlt2) of length at least $(t, - tl) the name of o1 disagrees with the name 
of w in (t3 , t4) in at most CO/~ of the time then there is an n-block in the name 
of w1 close to a, i.e., 1 t,(w) - tb(u4)l < Cscn f (i) where t,,(o) is the 
beginning time of the block a in w. 
We are now in position to prove the main theorem. 
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THEOREM 3. Let g(n) be a sequence of zeros, and ones determines the 
jZow S, and let gl(n) th e se q uence determines S,l. If St1 is a factor of S, then 
gl(n) = g(n) for all but a$nite number of n’s. 
Sketch of the proof. Let P be the generating partition of S, and let Q 
be such that St acting on Q is isomorphic to S,’ acting on its generating 
partition. 
We can approximate Q by a partition Q measurable 9(0, T) so that 
The ergodic theorem would imply that as t -+ co the Q-name of a point 
w and the &-name of w will disagree on (0, t) in at most E o/o of the time. 
For any finite set of rational numbers (rl .** r,) = r and any sequence 
of (5, .*a 5%) = 4 where & E (f, e, s) put 
C(r, 5) = (w: f(r, , w) = &}. 
The ergodic theorem implies that as t -+ co the proportion of time that 
w spends in C(r, e) approaches p(C(r, e)) for almost all W. Since there are 
countably many C(r, e) we can choose a representative point w such that 
the visits to the sets C(r, e) will be all asymptotically proportionally to 
their measures and also it will hold for the Q-names and the &-names. 
Now, the same frequency arguments as in [4] will conclude the proof 
of the theorem. 
8. REMARK ON FINITE ENTROPY 
We have seen that our construction yields flows of infinite entropy. 
The reason for it is that the time spent in Pr has a continuous distribution 
(uniform in each gadget). The uniformity of the distribution of the time 
enables us to prove that S, is a K-flow. It seems plausible that we can 
make the distribution of the time spent in f discrete and still get the 
trivial tail property. Probably all we need is distribution of time which 
is not an arithmetic distribution (see the renewal theorem in [l]). 
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