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a b s t r a c t
Based on monadic datalog, we introduce the concept of weighted monadic datalog over
unranked trees. This provides a query language that can be used to extract quantitative
information from semi-structured databases where the quantities are taken from some
semiring S. We show that weighted monadic datalog is as expressive as weighted tree
automata on unranked trees. Moreover, we prove that a query can be evaluated efficiently
on an unranked tree provided that (i) S is commutative and the underlying datalog program
is non-circular or (ii) S is a finite and commutative ω-cpo semiring.
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1. Introduction
Data on the Web are commonly stored in semi-structured databases which are represented and exchanged by means
of the eXtensible Markup Language (for short: XML) [9]. XML documents are typically abstracted by labelled ordered trees
where the rank of a node (i.e., the number of its subtrees) is not determined by its label [2,28]. We refer to such trees as
unranked trees.
The popularity of XML led to an immense increase of research concerning information extraction techniques for semi-
structured databases or, equivalently, unranked trees. The two main approaches that are pursued in this field, are either to
employ tree automata which run on unranked trees, or to define query (or: wrapping) languages. Let us recall some of the
major concepts of these two approaches.
Thatcher andWright developed the basic theory of automata on ranked trees [37,38] and unranked trees [36] (also cf. [35,
32,10,33]). Neven and Schwentick [34] studied query automata on unranked trees which allow to express unary queries,
i.e., they reject or accept nodes in a given tree rather than accepting or rejecting the input tree as a whole. Query automata
can thus be employed for selecting nodes in an unranked tree.
Webriefly recall somequery languages. XPath [1] is a declarative navigational language based on regular path expressions
denoting paths. Mecca and Atzeni [31] describe “Editor”, an imperative programming language consisting of search and
restructuring instructions, and Buneman et al. [11] introduced the query language “UnQL”, which is based on relational
algebra queries. Two logic-based query languages are monadic second order logic (for short: MSO logic), and monadic
datalog. MSO logic interpreted over trees has been investigated in [38,12] and it is considered as an expressiveness yardstick
for query languages by some researchers [25]. Monadic datalog has been introduced by Gottlob and Koch [25,24] and proved
to have the same expressiveness as MSO logic. We refer the reader to [33] for a survey on automata, logic, and XML.
Instead of considering techniques for expressing Boolean-valued queries only, i.e., methods for accepting trees or
selecting nodes in trees, it is natural to extend this approach to quantitative queries. For instance, one might want to
determine the number of nodes that meet a given condition, or the weighted sum of pieces of information stored at these
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nodes. This natural generalization is accomplished by utilizing a set S of quantities and impose on S an algebra in order to
calculate with quantities. It has turned out that the class of semirings [23,27] is well-suited for this scenario (cf., e.g., [4,30,
16] for automata on semirings).
Let us briefly list some of the relevant quantitative approaches. Weighted bottom-up tree automata over ranked trees
extend their unweighted counterpart by assigning a semiring element to every transition; they have been studied by
numerous researchers [3,8,29,20,22], and Droste and Vogler [18] investigated weighted tree automata over unranked trees.
Flesca et al. [21] introduced weighted path queries, which are based on weighted regular expressions. Bistarelli et al. [5–7]
studied semiring-based constraint logic programming; this is an extension of (constraint) logic programming in the sense
that weights, i.e., semiring elements, are allowed to occur in Horn clauses. Droste and Gastin [13–15] generalized MSO to
weightedMSO (interpreted over semirings) and proved that recognizable formal power series are exactly theMSO-definable
formal power series (assuming restrictions on the semiring or on the set of weightedMSO logic formulas). Droste and Vogler
extended this equivalence to ranked trees [17] and to unranked trees [18].
In this paper we extend monadic datalog to a quantitative approach, and for this we introduce the concept of weighted
monadic datalog (for short: wmd). Roughly speaking, a wmd program over a semiring (S,⊕,⊗, 0, 1) is a finite set R of Horn-
clauses, called rules, which do not allow for function symbols. The predicates which are defined by the programmer, have
to be either nullary or unary. Besides these programmed (or: user-defined) predicates onemay also use structural predicates
to build atomic formulas of the form:
root(x), labelα(x), leaf(x), firstchild(x, y),nextsibling(x, y), lastchild(x).
Structural predicates must not be used in the head of rules. Apart from atoms with user-defined or structural predicates, a
body of a rule can also contain elements of the semiring S (as in semiring-based constraint logic programming). A sample rule
over the semiring of natural numbers looks as follows, where p and q are user-defined predicates, 2 is a semiring element,
and x and y are variables:
p(x)← q(), 2, firstchild(x, y), p(y).
In fact, if the rules do not contain semiring elements, then we obtain monadic datalog programs as defined in [25,24]. A
wmd query (R, q) consists of a wmd program R and a nullary user-defined predicate q.
The semantics of a query (R, q) is a mapping from the set UΣ to S, where UΣ is the set of unranked trees over Σ ; we call
suchmappings unranked tree series. Given an unranked tree t, the variables which occur in R are interpreted as positions of t,
and thus the atoms with the structural predicates obtain their intuitive Boolean-valued meaning. Moreover, every instance
p(w) of an atomwith a user-defined predicate p and a positionw of t is mapped to an element in S being themeaning of p(w);
this mapping is called t-interpretation. As in semiring-based constraint logic programming, the semiring values obtained
from the atom instances of a rule-body are combined by means of the semiring multiplication ⊗; and, assuming that for
some user-defined predicate p there are several rules with p in their left hand side, the semiring values of the corresponding
rule-bodies are combined by means of the semiring addition ⊕. In this way, rules are interpreted over t. Based on this, we
can define the immediate consequence operator T R,t which is a transformation of the set of all t-interpretations. In order
to guarantee that TR,t has a least fixpoint, we impose a partial order ≤ on S and assume that (S,≤) is an ω-complete partial
order which is preserved by the semiring operations. We call such a semiring an ω-cpo semiring. Then the semantics of a
query (R, q) is the fixpoint of TR,q applied to q(). We note that every c-semiring (used in [6] for defining the semantics of
semiring-based constraint logic programming) is anω-cpo semiring but not vice versa. Also we note that wmd queries over
the Boolean semiring B are equivalent to monadic datalog queries.
In contrast to (unweighted) monadic datalog, the fixpoint of TR,t cannot be computed in a finite number of steps in
general. This is due to possible circular dependencies of atom instances and an infinite diverging sequence of elements of
the semiring. Wmd programs that do not admit such circular dependencies are called non-circular. We show that for non-
circular wmd programs the immediate consequence operator has a unique fixpoint and that this fixpoint can be determined
in a finite number of steps (cf. Lemma 3.26). This fact makes it possible to define an alternative semantics for non-circular
wmd programs that can be used in conjunction with arbitrary semirings. For non-circular wmd programs over ω-cpo
semirings this semantics coincides with the one obtained by computing the least fixpoint of the immediate consequence
operator (cf. Lemma 3.29). In fact, there is an ω-cpo semiring for which arbitrary wmd programs are more expressive than
non-circular wmd programs (cf. Lemma 3.31).
Let us briefly explain the two main results that we obtain in this paper. We will prove that every unranked tree series
which is recognizable by an unranked weighted tree automaton over a commutative semiring S is also definable by a non-
circular wmd program over S (cf. Theorem 4.4). As a second main result we prove that a non-circular wmd query (R, q) can
be evaluated in timeO(size(R) · |pos(t)|) for an input tree t, if the used semiring is commutative (cf. Theorem 5.7); here size(R)
is the number of atoms in R and pos(t) is the set of positions of t. Thereforewmd is said to have a linear combined complexity.
The focus of this paper is on foundational results; however, in Section 6 we will also indicate possible applications to
XML. Our results are entirely new and do not depend on [18]; we note that [18] only contains qualitative results and no
complexity results.
The paper is organized as follows: In Section 2we fix the basic notions and in Section 3wedefine the syntax and semantics
of wmd program and queries. In Section 4 we study the expressiveness of wmd queries and in Section 5 their evaluation
complexity. Section 6 gives an extended example of a wmd query. Finally, Section 7 concludes the paper by pointing out
several open problems.
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2. Preliminaries
2.1. Sets and graphs
By N we denote the set of non-negative integers and by N+ the set of positive integers. For k ∈ N the set {i ∈ N+ | i 6 k}
is abbreviated by [k]; thus [0] = ∅.
For sets A, A′, B with A′ ⊆ A and a function f : A→ B we denote by f |A′ the function f |A′ : A′ → B with f |A′(a′) = f (a′) for
every a′ ∈ A′. Let f : A→ A.We define f 0 : A→ A by f 0(a) = a and for every n ∈ Nwedefine f n+1 : A→ A by f n+1(a) = f (f n(a))
for every a ∈ A.
A pair (V, E) is called (directed) graph iff V is a set and E ⊆ V × V . By E+ we denote the transitive and by E∗ the transitive
reflexive closure of E. The graph (V, E) is called complete iff E = V × V and cyclic iff there is a v ∈ V with (v, v) ∈ E+.
2.2. Unranked trees
An alphabet is a finite non-empty set Σ . In this paper we will employ the well-known notions Σ∗ (set of strings over Σ ),
ε (the empty string), |w| (length of a string w), w · v or simply wv (concatenation of w and v), and formal languages over Σ .
LetΣ be an alphabet. The set UΣ of unrankedΣ-trees is the smallest formal language U overΣ ∪{(, )}∪{, }which satisfies
the property that for every σ ∈ Σ , k ∈ N, and t1, . . . , tk ∈ U, also σ(t1, . . . , tk) ∈ U. We abbreviate substrings of the form σ()
by σ. A subset of UΣ is called unranked tree language (over Σ ).
Let t ∈ UΣ . The maximal rank of t, denoted by maxrk(t) ∈ N, and the set of positions of t, denoted by pos(t) ⊆ (maxrk(t))∗,
are defined by induction on the structure of unranked trees as follows: If t = σ(t1, . . . , tk) for some σ ∈ Σ , k ∈ N, and
t1, . . . , tk ∈ UΣ , then maxrk(t) = max{k,maxrk(t1), . . . ,maxrk(tk)} and pos(t) = {ε} ∪ {i · w | i ∈ [k] and w ∈ pos(ti)}. The
position ε ∈ pos(t) is called the root of the unranked tree t.
Let w1,w2 ∈ pos(t). The position w1 is called a prefix position of w2, denoted by w1 6 w2, iff there is a u ∈ [maxrk(t)]∗ with
w1u = w2 and a proper prefix position of w2, denoted by w1 < w2, iff w1 6 w2 and w1 6= w2. If w1 6 w2 (w1 < w2) does not
hold, we write w1 6 w2 (w1 6< w2). A position w ∈ pos(t) is called a leaf iff there is no w′ ∈ pos(t)with w < w′.
For every w ∈ pos(t)we define the label of t at w, denoted by t(w) ∈ Σ , the subtree of t at w, denoted by t|w ∈ UΣ , and the
rank of t at w, denoted by rkt(w) ∈ maxrk(t), as follows: If t = σ(t1, . . . , tk) for some σ ∈ Σ , k ∈ N and t1, . . . , tk ∈ UΣ , then
• if w = ε, then t(w) = σ, t|w = t, and rkt(w) = k,
• if w = iw′ for some i ∈ [k] and w′ ∈ pos(ti), then t(w) = ti(w′), t|w = ti|w′ , and rkt(w) = rkti(w′).
For every t ∈ UΣ and position w ∈ pos(t)we have t|w = t(w)(t|w·1, . . . , t|w·rkt(w)).
As an example consider the alphabet Σ = {α,β,σ}. Then σ, σ(α,α), and β(α,σ(β,σ)) are unranked trees in the infinite
set UΣ . Let t = β(α,σ(β,σ)). Then maxrk(t) = 2 and pos(t) = {ε, 1, 2, 21, 22}. Moreover, t(1) = α, t|1 = α, rkt(1) = 0, and
t(2) = σ, t|2 = σ(β,σ), and rkt(2) = 2.
A ranked alphabet is an alphabet ∆ together with a rank function rk∆ : ∆→ N. Let δ ∈ ∆. The natural number rk∆(δ) is
also called rank of δ and is simply denoted by rk(δ) if rk∆ is clear from the context. We usually write δ(k) in order to indicate
that the rank of δ is k (where k ∈ N). For every k ∈ Nwe abbreviate the set {δ ∈ ∆ | rk(δ) = k} by∆(k). We call∆monadic iff
∆ = ∆(0) ∪∆(1). Themaximal rank of∆ is defined as maxrk(∆) = max{n ∈ N | ∆(n) 6= ∅}.
The set of ranked ∆-trees, denoted by T∆, is the set of all unranked ∆-trees which respect the rank function rk∆. More
precisely, T∆ = {t ∈ U∆ | ∀w ∈ pos(t) . rkt(w) = rk∆(t(w))}.
2.3. Semirings
A semiring is a tuple S = (S,⊕,⊗, 0, 1) where S is a set, ⊕,⊗ : S × S → S are binary operations on S, and 0, 1 ∈ S
such that (S,⊕, 0) is a commutative monoid, (S,⊗, 1) is a monoid, ⊗ distributes over ⊕, and 0 is absorbing w.r.t. ⊗. We
only consider non-trivial semirings, i.e., semirings with 0 6= 1. By abuse of notation we identify the semiring S with its
underlying carrier set S. It will always be clear from the context which algebraic structure we mean. We call S commutative
iff ⊗ is commutative and idempotent iff ⊕ is idempotent. Moreover, S is locally finite iff for every finite subset S′ ⊆ S also
〈S′〉⊕,⊗ is finite (where 〈S′〉⊕,⊗ is the closure of S′ under⊕ and⊗, i.e., the smallest set Sˆ ⊆ Swith Sˆ ⊇ S′ and s1⊕ s2, s1⊗ s2 ∈ Sˆ
for every s1, s2 ∈ Sˆ) and S is additively locally finite iff for every finite subset S′ ⊆ S also 〈S′〉⊕ is finite (where 〈S′〉⊕ is defined
accordingly).
Let A be a set and S be a semiring. A formal power series (over A and S) is a mapping ϕ : A → S. For an element a ∈ A we
usually write (ϕ, a) instead of ϕ(a) and call (ϕ, a) the coefficient of a. The support of ϕ, denoted by supp(ϕ), is defined as the
set {a ∈ A | (ϕ, a) 6= 0}. For a class Φ of formal power series we define supp(Φ) = {supp(ϕ) | ϕ ∈ Φ}. The set of all formal
power series over A and S is denoted by S〈〈A〉〉. Let Σ be an alphabet. We call a formal power series in S〈〈UΣ 〉〉 an unranked tree
series (over UΣ and S).
Let (A,6) be a partially ordered set (for short: poset) and B ⊆ A. We denote the supremum of B by unionsqB. A mapping
c : N → A is called ω-chain in A iff n1 6 n2 implies c(n1) 6 c(n2) for every n1, n2 ∈ N. The poset (A,6) is called ω-complete
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(for short: ω-cpo) iff A has a least element, say ⊥, and every ω-chain has a supremum. A mapping f : A → A is called
monotone iff a1 6 a2 implies f (a1) 6 f (a2) for every a1, a2 ∈ A, and it is called continuous iff for every ω-chain c in Awe have
f (unionsq{c(n) | n ∈ N}) = unionsq{f (c(n)) | n ∈ N}.
Let (S,⊕,⊗, 0, 1) be a semiring. A tuple (S,6) is called ω-cpo semiring iff (S,6) is an ω-complete partial order, and
• ⊕ and⊗ are monotone, i.e., a 6 b implies s⊕ a 6 s⊕ b, s⊗ a 6 s⊗ b, and a⊗ s 6 b⊗ s for every a, b, s ∈ S,
• ⊕ and⊗ are continuous, i.e., for every s ∈ S and ω-chain c in Swe have
– unionsq{c(i) | i ∈ N} ⊕ s = unionsq{c(i)⊕ s | i ∈ N},
– unionsq{c(i) | i ∈ N} ⊗ s = unionsq{c(i)⊗ s | i ∈ N},
– s⊗ unionsq{c(i) | i ∈ N} = unionsq{s⊗ c(i) | i ∈ N}.
Note that c ⊕ s, c ⊗ s, and s ⊗ c are in fact ω-chains because of the monotonicity properties of ⊕ and ⊗, so that their
suprema is well-defined.
By abuse of notation we identify (S,6)with S. Now we give some examples of ω-cpo semirings.
• The Boolean semiring B = ({0, 1},∨,∧, 0, 1)with the natural order 0 6 1 is an ω-cpo semiring.
• The tropical semiring (N ∪ {∞},min,+,∞, 0) with min(∞, n) = n = min(n,∞) and∞+ n = ∞ = n +∞ for every
n ∈ N ∪ {∞} together with the reverse natural order in natural numbers is an ω-cpo semiring.
• The arctic semiring (N ∪ {−∞},max,+,−∞, 0) with max(−∞, n) = n and −∞+ n = −∞ for every n ∈ N ∪ {−∞} is
a semiring. Note that the arctic semiring together with the natural order on natural numbers is not an ω-cpo semiring
because it lacks the element∞.
• Every complete semiring S (cf. Chapter 22 of [23]) that is infinitary idempotent, i.e., that satisfies ∑i∈I si = s for every
non-empty family (si)i∈I over S and s ∈ S such that s = si for every i ∈ I, together with the partial order 6, that is defined
for every a, b ∈ S as a 6 b iff a⊕ b = b, is an ω-cpo semiring.
• The semiring of natural numbers with infinity S′ = (N ∪ {∞},+, ·, 0, 1), where∞ + a = ∞,∞ · 0 = 0 · ∞ = 0, and
∞ · b = b · ∞ = ∞ for every a ∈ N and b ∈ N+ together with the reverse natural order > is an ω-cpo semiring with∞
being its least element ((N∪ {∞},>) is even a complete lattice). This example demonstrates that the zero-element of an
ω-cpo semiring is not necessarily its least element. Furthermore, notice that S′ is not a subset complete semiring because
the addition is not idempotent.
• Every semiring (S,⊕,⊗, 0, 1) can canonically be extended to an ω-cpo semiring S′ as follows. Let S′ = S ∪ {⊥} (where
⊥ 6∈ S) and let ⊥ ⊕ s1 = ⊥, ⊥ ⊗ 0 = 0 ⊗ ⊥ = 0, and ⊥ ⊗ s2 = s2 ⊗ ⊥ = ⊥ for every s1 ∈ S′ and s2 ∈ S′ \ {0}. Let
idS′ ∪ {(⊥, s) | s ∈ S′} be the employed partial order. Such an ω-cpo semiring is called flat.
• A c-semiring [5] is a complete1 semiring (S,⊕,⊗, 0, 1) such that ⊕ is completely idempotent, ⊗ is commutative, and 1
is absorbing with respect to ⊕. It is easy to see that every c-semiring S together with the binary relation 6 on S defined
for every s1, s2 ∈ S as s1 6 s2 iff s1 ⊕ s2 = s2, is an ω-cpo semiring; in fact, (S,6) forms a complete lattice (see Theorem 9
in [5]). On the other hand, there are ω-cpo semirings (e.g., the semiring of natural numbers with infinity together with
the reverse natural order) that are not c-semirings.
Bistarelli et al. introduced c-semirings [5,6] in order to define the semantics of weighted constraint logic programs. This
is due to the fact that circular dependencies of atoms in logic programs necessitate to compute least fixpoints of weighted
interpretations. These fixpoints might not exist when employing general semirings. We will show that the strictly more
general class of ω-cpo semirings is sufficient to compute these least fixpoints and to verify their existence.
As a first step of proving this property of ω-cpo semirings we state the following lemma.
Lemma 2.1. Let (S,6) be an ω-cpo semiring, m ∈ N, and c1, . . . , cm be ω-chains in S. Then unionsq{c1(n) | n ∈ N} ⊕ · · · ⊕ unionsq{cm(n) |
n ∈ N} = unionsq{c1(n)⊕ · · · ⊕ cm(n) | n ∈ N} and unionsq{c1(n) | n ∈ N} ⊗ · · · ⊗ unionsq{cm(n) | n ∈ N} = unionsq{c1(n)⊗ · · · ⊗ cm(n) | n ∈ N}.
Proof. Here we only show the first statement, as the second statement can be proved accordingly. Since S is an ω-cpo
semiring we have
unionsq {c1(n1) | n1 ∈ N} ⊕ · · · ⊕ unionsq{cm(nm) | nm ∈ N}
= unionsq{unionsq{· · · unionsq {c1(n1)⊕ · · · ⊕ cm(nm) | nm ∈ N} · · · | n2 ∈ N} | n1 ∈ N}.
Now we define for every k ∈ [m] and i1, . . . , ik−1 ∈ N a set Lki1,...,ik−1 ⊆ S as follows:
Lki1,...,ik−1 =
{unionsq{· · · unionsq {c1(i1)⊕ · · · ⊕ cm(im) | im ∈ N} · · · | ik+1 ∈ N} | ik ∈ N}.
Let R = {c1(n)⊕ · · · ⊕ cm(n) | n ∈ N}. It remains to show that unionsqL1ε = unionsqR. First we show unionsqR 6 unionsqL1ε . The definition of the sets
Lki1,...,ik−1 implies c1(n)⊕ · · · ⊕ cm(n) 6 unionsqLmn,...,n 6 unionsqLm−1n,...,n 6 · · · 6 unionsqL2n 6 unionsqL1ε for every n ∈ N, thus, unionsqL1ε is an upper bound of R.
Hence, unionsqR 6 unionsqL1ε .
Next we show that unionsqL1ε 6 unionsqR. To this end we prove that unionsqLki1,...,ik−1 6 unionsqR for every k ∈ [m] and i1, . . . , ik−1 ∈ N. This can
easily be done by induction on k (where k = m is the base case and k→ k− 1 is the induction step) 
1 i.e., sums are defined for arbitrary families of semiring elements; note that in [6] c-semirings have been defined without the requirement that the sum
of an infinite number of elements exists.
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Fig. 1. Diagram of the tree σ(α,α(σ,β,β)). The position of each node is indicated.
3. Weighted monadic datalog
In this section we will define the syntax as well as the ω-cpo semiring-based semantics of weighted monadic datalog.
3.1. Syntax
Throughout this paperwe fix a set V = {x1, x2, x3, . . .} of variables2 for being used inweightedmonadic datalog. However,
in examples we will also use x, y, z, . . . as variables. Also, throughout Section 3.1, we assume that S is an arbitrary semiring
and Σ an arbitrary alphabet.
Definition 3.1 (Datalog Atom). Let P be a ranked alphabet. A (datalog) atom over P is an expression of the form p(v1, . . . , vk)
where p ∈ P, k = rk(p), and v1, . . . , vk ∈ V . We denote the set {v1, . . . , vk} by Var(p(v1, . . . , vk)). By AP,V we denote the set of
atoms over P. Let A ⊆ AP,V ∪ S. Then Var(A) denotes the set⋃a∈A Var(a)where we put Var(s) = ∅ for every s ∈ S. Let a ∈ AP,V
and t ∈ UΣ . A t-variable assignment of a is a mapping ρ : Var(a)→ pos(t).
Definition 3.2 (Atom Instance). Let P be a ranked alphabet and t ∈ UΣ . An atom instance over P and t is an expression of the
form p(w1, . . . ,wk) where p ∈ P, k = rk(p), and w1, . . . ,wk ∈ pos(t). By AP, pos(t) we denote the set of atom instances over P
and t.
Let a = p(v1, . . . , vk) ∈ AP,V (for some p ∈ P, k = rk(p), and v1, . . . , vk ∈ V) and let ρ be a t-variable assignment of
a. Then the ρ-instance of a, denoted by ρ(a), is the atom instance p(ρ(v1), . . . ,ρ(vk)) over P and t. Let A ⊆ AP,V ∪ S and
ρ : Var(A)→ pos(t). Then ρ(A) denotes the set {ρ(a) | a ∈ A}where we put ρ(s) = s for every s ∈ S.
Definition 3.3 (Structural Predicates). The set sp(Σ), called the ranked alphabet of structural predicates of Σ , is defined as
the ranked alphabet
sp(Σ) = {root(1), leaf(1), firstchild(2),nextsibling(2), lastsibling(1)} ∪ {label(1)σ | σ ∈ Σ}.
Now let t ∈ UΣ . The set Bt ⊆ Asp(Σ),pos(t), called the set of all valid instances of atoms over t with structural predicates, for short:
base atoms of t, is defined as
Bt ={root(ε)} ∪ {leaf(w) | w ∈ pos(t)with rkt(w) = 0}
∪ {firstchild(w,w · 1) | w ∈ pos(t)with w · 1 ∈ pos(t)}
∪ {nextsibling(w · i,w · (i+ 1)) | w ∈ pos(t) and i ∈ [rkt(w)− 1]}
∪ {lastsibling(w · i) | w ∈ pos(t) and i = rkt(w) and i 6= 0}
∪ {labelσ(w) | w ∈ pos(t) and σ = t(w)}.
Notice that lastsibling(ε) 6∈ Bt .
The predicates in sp(Σ) can be considered as predefined predicates in the following sense: an atom instance a comprising
a predicate in sp(Σ) is true for a given tree t iff a ∈ Bt . As an example consider the tree t = σ(α,α(σ,β,β)) shown in Fig. 1.
Then root(ε), lastsibling(23), and firstchild(2, 21) are true for t, whereas labelβ(1) and nextsibling(1, 21) are not.
In this paper we only consider weighted monadic datalog over unranked trees. However, a version of weighted monadic
datalog over ranked trees can easily be defined as follows: let ∆ be a ranked alphabet; then sp(∆) = {root(1), leaf(1)} ∪
{child(2)i | i ∈ [maxrk(∆)]} ∪ {label(1)σ | σ ∈ ∆}; for every t ∈ T∆ the set of base atoms of t is defined accordingly (i.e., atom
instances over root, leaf, and labelσ are as in the unranked case and childi(w, v) is true iffw ∈ pos(t), i ∈ [rkt(w)], and v = w·i).
Definition 3.4 (Weighted Monadic Datalog Rule). Let P be a monadic ranked alphabet; its elements are called user-defined
predicates. A weighted monadic datalog rule (for short: wmd rule) over P, Σ , and S is of the form
h← b1, . . . , bn,
2 Note that in logic programming it is common to write variables in capital letters. However, in accordance with the syntax of weighted MSO logic we
use lower-case letters, because there these variables are first-order variables and the capital letter variables are used as second order variables.
226 T. Stüber, H. Vogler / Theoretical Computer Science 403 (2008) 221–238
where n ∈ N+, h ∈ AP,V , and b1, . . . , bn ∈ AP∪sp(Σ),V ∪ S. The head of the rule r = h ← b1, . . . , bn, denoted by head(r), is the
atom h, and the body of r, denoted by body(r), is the set {b1, . . . , bn}. We call b1 to bn the body atoms of r. Moreover, atoms(r)
denotes the set {h, b1, . . . , bn}. The set of variables occurring in r, denoted by Var(r), is defined to be the set Var(atoms(r)).
Let t ∈ UΣ . A rule instance over P, Σ , t, and S is of the form
h′ ← b′1, . . . , b′m,
where m ∈ N+, h′ ∈ AP, pos(t), and b′1, . . . , b′m ∈ AP∪sp(Σ),pos(t) ∪ S. The notions head(r′), body(r′), and atoms(r′) for a rule instance
r′ are defined similarly to wmd rules. Let ρ : Var(r) → pos(t). The ρ-instance of r, denoted by ρ(r), is the rule instance
ρ(h)← ρ(b1), . . . ,ρ(bn) over P, Σ , t, and S, where we put ρ(s) = s for every s ∈ S.
Example 3.5. Let P = {p(0), q(1)}, Σ = {α,β}, and S = (N,+, ·, 0, 1). Then r = q(x)← 3, s(z), firstchild(y, x), 4 is a wmd rule
over P, Σ , and S. We have body(r) = {3, s(z), firstchild(y, x), 4} and Var(r) = {x, y, z}. Note that we also refer to the occurring
semiring elements 3 and 4 as body atoms.
Now let, e.g., t = α(β) and ρ : V → pos(t) be a mapping defined as ρ(x) = ρ(z) = ε and ρ(y) = 1. Then the ρ-instance
ρ(r) of r is q(ε)← 3, s(ε), firstchild(1, ε), 4.
For the following discussion, we assume that P is an arbitrary monadic ranked alphabet.
Definition 3.6 (wmd Program). A finite set R of wmd rules over P, Σ , and S is called weighted monadic datalog program (for
short: wmd program) over P, Σ , and S. By size(R)we denote the number
∑
r∈R |atoms(r)|.
Example 3.7. Let P = {q(0), r(1)},Σ = {α}, and S be the arctic semiring (N∪{−∞},max,+,−∞, 0). Let R be the set consisting
of the following rules:
q()← r(x), (r1)
q()← 0, (r2)
r(x)← lastsibling(x), 1, (r3)
r(x)← nextsibling(x, y), r(y), 1. (r4)
Then R is a wmd program over P, Σ , and S. In fact, size(R) = 11.
The definition of the set of base atoms Bt of a tree t suggests that variables in datalog atoms range over positions in trees.
In fact, when evaluating a wmd program for a given tree t we first generate the set of all instances of program rules for
positions in t. However, some of these instances can be disregarded because they contain base atoms that are not satisfied
by t. This is captured by the following definition.
Definition 3.8 (Program Instance). Let t ∈ UΣ and A ⊆ AP∪sp(Σ),V ∪ S. Moreover, let ρ : Var(A)→ pos(t). Then ρ(A) is called
valid in t iff ρ(A) ∩ Asp(Σ),pos(t) ⊆ Bt .
Let R be a wmd program over P, Σ , and S. Moreover, let r ∈ R and ρ : Var(r) → pos(t). The ρ-instance ρ(r) of r is called
valid in t iff ρ(body(r)) is valid in t. By Φr,t we denote the set {ρ : Var(r) → pos(t) | ρ(r) is valid in t} of all assignments of
variables in r to positions in t that make r valid in t.
Example 3.9 (Continuation of Example 3.7). Let t be the tree α(α,α). ThenΦr1,t = {ρ1,ρ2,ρ3}with ρ1(x) = ε, ρ2(x) = 1, and
ρ3(x) = 2. For r2 we have Φr2,t = {ρ4}, where ρ4 is the empty mapping (because Var(r2) = ∅) and for r3 we have Φr3,t = {ρ5}
with ρ5(x) = 2. Note that there is no ρ′5 ∈ Φr3,t with ρ′5(x) = ε because lastsibling(ε) 6∈ Bt . Finally,Φr4,t = {ρ6}with ρ6(x) = 1
and ρ6(y) = 2.
Definition 3.10 (Query). A weighted monadic datalog query (for short: wmd query) over Σ , P, and S is a pair (R, q) where
q ∈ P(0), and R is a wmd program over Σ , P, and S. We also call (R, q) a wmd query from Σ to S.
Lemma 3.11. Let r, r′ ∈ R such that body(r′) ∩ Asp(Σ),V ⊆ body(r) and Var(r′) ⊆ Var(r). Then for every ρ ∈ Φr,t we have
ρ|Var(r′) ∈ Φr′,t .
Proof. The relation body(r′) ∩ Asp(Σ),V ⊆ body(r) implies ρ(body(r′) ∩ Asp(Σ),V) ⊆ ρ(body(r)). We can conclude ρ(body(r′)) ∩
ρ(Asp(Σ),V) ⊆ ρ(body(r)) because for every a ∈ body(r′) \ Asp(Σ),V we have ρ(a) 6∈ ρ(Asp(Σ),V). This yields ρ(body(r′)) ∩
Asp(Σ),pos(t) ⊆ ρ(body(r)) due to the fact that ρ(body(r′)) ∩ Asp(Σ),pos(t) ⊆ ρ(Asp(Σ),V). Replacing ρ(body(r′)) by ρ|Var(r′)(body(r′))
we can assert that ρ|Var(r′)(body(r′)) ∩ Asp(Σ),pos(t) ⊆ ρ(body(r)).
Since ρ(r) is valid in t we have ρ(body(r)) ∩ Asp(Σ),pos(t) ⊆ Bt . Together with the derived assertion we obtain
ρ|Var(r′)(body(r′)) ∩ Asp(Σ),pos(t) ⊆ Bt , which proves the lemma. 
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3.2. Semantics
We will describe the semantics of wmd queries, in particular, we allow for circular dependencies between atoms in
programs. Our semantics is based on interpretations, where an interpretation is a mapping from instances of atoms with
user-defined predicates to the semiring. This extends the notion of interpretations for conventional unweighted logics,
where an interpretation maps atom instances to true or false, hence, they are mappings to the Boolean semiring. In fact,
(unweighted) monadic datalog [25] is an instance of weighted monadic datalog which is obtained when employing the
Boolean semiring. As a consequence this semantics is only defined for ω-cpo semirings because it requires us to compute
the least fixpoint of a sequence of interpretations which might not exist for arbitrary semirings. In the next section we will
demonstrate how to deal with arbitrary semirings when datalog programs without circular dependencies are considered
only.
We fix an alphabet Σ , a tree t ∈ UΣ , a monadic ranked alphabet P, an ω-cpo semiring Swith least element⊥, and a wmd
program R over P, Σ , and S.
Definition 3.12 (Interpretation). A t-interpretation over P and S is a mapping I : AP, pos(t) → S. By It,P,S we denote the set of all
t-interpretations over P and S. For every s ∈ S we define a designated interpretation Is with Is(a) = s for every a ∈ AP, pos(t).
The immediate consequence operator of R with respect to t, denoted by TR,t , is a mapping TR,t : It,P,S → It,P,S that is defined
for every I ∈ It,P,S and a ∈ AP, pos(t) as follows:
TR,t(I)(a) =
⊕
r∈R
⊕
ρ∈Φr,t
ρ(r)=a←b1,...,bn
I(b1)⊗ · · · ⊗ I(bn),
where we put I(s) = s for every s ∈ S and I(b) = 1 for every b ∈ Asp(Σ),pos(t). Notice that this sum is always finite.
Example 3.13 (Continuation of Example 3.9). The set of atom instances AP, pos(t) is the set {q(), r(ε), r(1), r(2)}. Consider the
interpretation I with I(q()) = 5, I(r(ε)) = −∞, I(r(1)) = 0, and I(r(2)) = 3. Then we get for I′ = TR,t(I):
I′(q()) = max
r∈R maxρ∈Φr,t
ρ(r)=q()←b1,...,bn
I(b1)+ · · · + I(bn) = max{I(r(ε)), I(r(1)), I(r(2)), I(0)}
= max{−∞, 0, 3, 0} = 3,
I′(r(ε)) = max{} = −∞,
I′(r(1)) = max{I(nextsibling(1, 2))+ I(r(2))+ I(1)} = max{0+ 3+ 1} = 4,
I′(r(2)) = max{I(lastsibling(2))+ I(1)} = max{0+ 1} = 1.
We are interested in determining a fixpoint of the immediate consequence operator, i.e., an interpretation that is
preserved under TR,t . However, we do not only need to show that such a fixpoint exists, but we do also need to select a
distinguished one if there are multiple fixpoints. In accordance with unweighted monadic datalog, where the least fixpoint,
i.e., an interpretation with a minimal number of true atom instances, is the considered one, our semantics is based on the
least fixpoint, too. To this end we need to define an order on the set of interpretations using the order of the given ω-cpo
semiring. The two subsequent lemmas give some important properties of this order.
Definition 3.14 (Interpretation Order). We extend the order 6 on S to the set It,P,S as follows for every I1, I2 ∈ It,P,S: I1 6 I2
iff I1(a) 6 I2(a) for every a ∈ AP, pos(t).
The following lemma can easily be proved by showing that I⊥ is the least element of It,P,S and that the interpretation
I ∈ It,P,S with I(a) = unionsq{c(n)(a) | n ∈ N} for every a ∈ AP, pos(t) is the supremum of a given ω-chain c in It,P,S.
Lemma 3.15. The poset (It,P,S,6) is an ω-cpo. Moreover, we have (unionsq{c(n) | n ∈ N})(a) = unionsq{c(n)(a) | n ∈ N} for every ω-chain
c in It,P,S and a ∈ AP, pos(t).
Lemma 3.16. The immediate consequence operator TR,t of R with respect to t is monotone and continuous.
Proof. First we prove that TR,t is monotone. Let I1, I2 ∈ It,P,S with I1 6 I2. Let a ∈ AP, pos(t). By the definition of TR,t we
have for j ∈ {1, 2} that TR,t(Ij)(a) = ⊕r∈R⊕ρ∈Φr,t,ρ(r)=a←b1,...,bn Ij(b1) ⊗ · · · ⊗ Ij(bn). Since I1 6 I2 we have I1(b) 6 I2(b) for
every atom instance b ∈ AP, pos(t). Hence, TR,t(I1)(a) 6 TR,t(I2)(a) due to the properties of the ω-cpo semiring S. This yields
TR,t(I1) 6 TR,t(I2).
Next we prove that TR,t is continuous. Let c be an ω-chain in It,P,S and a ∈ AP, pos(t). It suffices to show TR,t(unionsq{c(i) | i ∈
N})(a) = unionsq{TR,t(c(i)) | i ∈ N}(a); this can easily be done by using Lemmas 2.1 and 3.15. 
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Example 3.17 (Continuation of Example 3.13). By means of the immediate consequence operator TR,t we compute the
sequence T 0R,t(I−∞), T 1R,t(I−∞), . . .
T 0R,t(I
−∞) T 1R,t(I−∞) T 2R,t(I−∞) T 3R,t(I−∞)
q() −∞ 0 1 2
r(ε) −∞ −∞ −∞ −∞
r(1) −∞ −∞ 2 2
r(2) −∞ 1 1 1
For every i > 3 we have T iR,t(I−∞) = T 3R,t(I−∞).
The following lemma states that the least fixpoint of TR,t exists. It can easily be proved by using Lemma 3.16, the fact that
S is an ω-complete partial order, and the fixpoint theorem of Knaster–Tarski.
Lemma 3.18. The family (T nR,t(I⊥))n∈N is an ω-chain in It,P,S. Furthermore, the supremum unionsq{T nR,t(I⊥) | n ∈ N} is the least fixpoint
of TR,t , which we denote by T ωR,t .
The semantics of weighted monadic datalog is defined similarly to that of unweighted monadic datalog. We associate
with every wmd query (R, q) an unranked tree series [[(R, q)]]which maps an unranked Σ-tree t to a semiring element. This
semiring element is simply obtained by applying the least fixpoint of TR,t to the atom instance q() (recall that q is a nullary
predicate and that an interpretation maps atom instances to the semiring).
Definition 3.19 (Semantics of wmd Queries). Let q ∈ P(0). The unranked tree series defined by the wmd query (R, q) fromΣ to
S is the unranked tree series [[(R, q)]] ∈ S〈〈UΣ 〉〉with ([[(R, q)]], t) = T ωR,t(q()) for every t ∈ UΣ . The set of unranked tree series
defined by wmd queries from Σ to S is denoted by uMD(Σ, S).
Let (R1, q1) and (R2, q2) be wmd queries from Σ to S. Then (R1, q1) and (R2, q2) are called semantically equivalent iff
[[(R1, q1)]] = [[(R2, q2)]].
Example 3.20 (Continuation of Example 3.17). Since T nR,t(I−∞) = T 3R,t(I−∞) for every n > 3 we have T ωR,t = T 3R,t(I−∞). Then
we get ([[(R, q)]], t) = T 3R,t(I−∞)(q()) = 2. The unranked tree series defined by the wmd query (R, q)maps every tree t to the
maximal rank in t, i.e., ([[(R, q)]], t) = maxw∈pos(t) rkt(w).
In this paper we restrict ourselves to nullary queries. However, the semantics of weighted monadic datalog can easily be
extended to unary queries as follows: for a unary wmd query (R, q)with q ∈ P(1), a tree t ∈ UΣ , and a position w ∈ pos(t)we
can define the semantics of (R, q) at (t,w) by T ωR,t(q(w)).
Notice that whenever there is an n ∈ N with T nR,t(I⊥) = T n+1R,t (I⊥), then T mR,t(I⊥) = T nR,t(I⊥) for every m > n. In this case
the least fixpoint T ωR,t of TR,t can be computed in finite time. Unfortunately, this behavior does not occur in general, as the
program
q()← q(), 1
q()← 0
witnesses (when using the arctic semiring). However, in the Boolean case (i.e., unweighted monadic datalog) a fixpoint is
always reached after a finite number of steps. This is due to the local finiteness of the Boolean semiring. The following lemma
asserts that this is a common property of every locally finite ω-cpo semiring.
Lemma 3.21. Suppose that S is a locally finite ω-cpo semiring. Then there is an n ∈ Nwith T ωR,t = T nR,t(I⊥). If S is finite, then there
is such an n with n 6 (|S| − 1) · |P| · |pos(t)|.
Proof. Let C be the set of semiring elements that occur in thewmd rules of R. Then the definition of TR,t yields range(TR,t(I)) ⊆
〈C ∪ range(I)〉⊕,⊗ for every interpretation I : AP, pos(t) → S. Thus,⋃m∈N range(T mR,t(I⊥)) ⊆ 〈C ∪ range(I⊥)〉⊕,⊗. Since C ∪ range(I⊥)
is finite, also
⋃
m∈N range(T mR,t(I⊥)) is finite because S is locally finite. But then the set {T mR,t(I⊥) | m ∈ N} can only be finite and
hence T ωR,t ∈ {T mR,t(I⊥) | m ∈ N}.
Now assume that S is finite. Then there is an injective mapping o : S → [m] where m = |S| such that s1 6 s2
implies o(s1) 6 o(s2) for every s1, s2 ∈ S. Now we define a mapping c : It,P,S → N by c(I) = ∑a∈AP, pos(t) (o(I(a)) − 1) for
every I ∈ It,P,S. The proof is completed by showing for every m ∈ N that (i) 0 6 c(T mR,t(I⊥)) 6 (|S| − 1) · |P| · |pos(t)|,
(ii) c(T mR,t(I⊥)) 6 c(T
m+1
R,t (I
⊥)), and (iii) c(T mR,t(I⊥)) = c(T m+1R,t (I⊥)) implies T mR,t(I⊥) = T m+1R,t (I⊥). Statement (i) is easy to see
because |AP, pos(t)| = |P| · |pos(t)|. For the proof of Statement (ii) observe that T mR,t(I⊥) 6 T m+1R,t (I⊥) due to Lemma 3.18.
Hence, T mR,t(I⊥)(a) 6 T
m+1
R,t (I
⊥)(a) and so o(T mR,t(I⊥)(a)) 6 o(T
m+1
R,t (I
⊥)(a)) for every a ∈ AP, pos(t). This implies c(T mR,t(I⊥)) 6
c(T m+1R,t (I⊥)). Next we prove Statement (iii). Since c(T mR,t(I⊥)) = c(T m+1R,t (I⊥)) and o(T mR,t(I⊥)(a)) 6 o(T m+1R,t (I⊥)(a)) for every
a ∈ AP, pos(t), we have o(T mR,t(I⊥)(a)) = o(T m+1R,t (I⊥)(a)) for every a ∈ AP, pos(t). Then T mR,t(I⊥)(a) = T m+1R,t (I⊥)(a) for every
a ∈ AP, pos(t) because o is injective. This gives T mR,t(I⊥) = T m+1R,t (I⊥). 
T. Stüber, H. Vogler / Theoretical Computer Science 403 (2008) 221–238 229
In analogy to the definition of the set uMD(Σ, S)we define uMD(Σ) to comprise of all unranked tree languages definable
by nullary monadic datalog queries over Σ (cf. [25]). The following lemma states the correspondence between monadic
datalog and weighted monadic datalog over the Boolean semiring (where supp is defined in Section 2.3).
Lemma 3.22. supp(uMD(Σ,B)) = uMD(Σ).
Proof. Here we only give a proof idea. The inclusion supp(uMD(Σ,B)) ⊇ uMD(Σ) is easy to see because every monadic
datalog program R is also a wmd program over B and the support of the unranked tree series defined by (R, q) for some
nullary predicate q, conincides with the semantics of (R, q) intended in [24,25].
For the inclusion supp(uMD(Σ,B)) ⊆ uMD(Σ) let (P, q) be a wmd query from Σ to B. It is easy to see that P can easily be
transformed into an equivalent monadic datalog program as follows: (i) remove every occurrence of the semiring element
1 in any of the rules in P, and (ii) drop every rule that contains the semiring element 0. 
3.3. Non-circular programs
In the previous section we have defined the semantics for wmd programs over ω-cpo semirings. Here we study non-
circular wmd programs, i.e., programs that do not allow for circular atom dependencies. It turns out that the semantics of
such programs can be computed by a finite number of applications of the immediate consequence operator.
Throughout this section we fix an alphabet Σ , a tree t ∈ UΣ , a monadic ranked alphabet P, an arbitrary semiring S, a
nullary predicate q ∈ P(0), and a wmd program R over P, Σ , and S.
Definition 3.23 (Dependency Graph). The dependency graph of R and t is the graph (AP, pos(t), E) such that for every a, b ∈
AP, pos(t) we have (a, b) ∈ E iff there is a rule r ∈ R and ρ ∈ Φr,t such that a = head(ρ(r)) and b ∈ body(ρ(r)).
Definition 3.24 (Circularity). The wmd program R is called circular iff there is a t′ ∈ UΣ such that the dependency graph of
R and t′ is cyclic. The wmd query (R, q) is circular iff R is circular. A wmd program and a wmd query are non-circular if they
are not circular.
In Definition 3.12we have defined the set It,P,S of interpretations and the immediate consequence operator TR,t forω-cpo
semirings. However, these definitions do not use any of the additional properties ofω-cpo semirings and, thus, they are also
applicable to arbitrary semirings. Moreover, for a non-circular wmd program R there is an n such that the result of applying
the immediate consequence operator n times does not depend on the interpretation started with.
Lemma 3.25. Let n = |P| · |pos(t)|. If R is non-circular, then for every I, I′ ∈ It,P,S we have T nR,t(I) = T nR,t(I′).
Proof. For every a ∈ AP, pos(t) let na ∈ N be the length of the longest path in the dependency graph of R and t that starts in a.
The number na is well-defined because the dependency graph of R and t is not cyclic. We claim that for every a ∈ AP, pos(t) and
I, I′ ∈ It,P,S we have that T mR,t(I)(a) = T mR,t(I′)(a) for every m ∈ N with m > na. This claim trivially implies the lemma because
na 6 |AP, pos(t)| 6 n for every a ∈ AP, pos(t).
We prove the claim by well-founded induction on the dependency graph of R and t, i.e., let a ∈ AP, pos(t) and assume that
we have already proved the claim for every atom instance a′ ∈ AP, pos(t) that is reachable from a in the dependency graph
of R and t in one or more steps. Let m ∈ N with m > na. We show T mR,t(I)(a) = T mR,t(I′)(a), which is easy to see for m = 0. If
m > 1, then let r ∈ R and ρ ∈ Φr,t such that ρ(r) = a ← b1, . . . , bl for some n ∈ N and b1, . . . , bl ∈ Asp(Σ)∪P, pos(t) ∪ S. Then
na > nb for every b ∈ AP, pos(t)∩{b1, . . . , bl} by the definition of the dependency graph. Thus, T m−1R,t (I)(b1)⊗· · ·⊗T m−1R,t (I)(bl) =
T m−1R,t (I′)(b1)⊗· · ·⊗T m−1R,t (I′)(bl) because T m−1R,t (I)(bi) = T m−1R,t (I′)(bi) for every i ∈ [l] due to the induction hypothesis. Hence,
T mR,t(I)(a) = TR,t(T m−1R,t (I))(a) = TR,t(T m−1R,t (I′))(a) = T mR,t(I′)(a) by the definition of TR,t . 
Recall that I0 is the interpretation that maps every atom instance to the element 0 of the semiring (cf. Definition 3.12).
The following lemma can easily be proved by using Lemma 3.25.
Lemma 3.26. If R is non-circular, then TR,t has the unique fixpoint T |P|·|pos(t)|R,t (I0).
Definition 3.27 (Non-Circular Semantics). Let R be non-circular. The unranked tree series nc-defined by the wmd query (R, q)
from Σ to S is the unranked tree series [[(R, q)]]nc ∈ S〈〈UΣ 〉〉 with ([[(R, q)]]nc, t) = T |P|·|pos(t)|R,t (I0)(q()) for every t ∈ UΣ . The set
of unranked tree series nc-defined by wmd queries from Σ to S is denoted by uMDnc(Σ, S).
Observation 3.28. Let R, q, and t be as in Definition 3.27. Then ([[(R, q)]]nc, t) ∈ 〈Sˆ〉⊕,⊗ where Sˆ = {0, 1} ∪ S′ and S′ is the set of
semiring elements occuring in R.
In Lemma 3.18 we have determined T ωR,t to be the least fixpoint of the immediate consequence operator TR,t . Since we
consider general semirings in this section, there is no predefined order on interpretations and so the notion “least” fixpoint
is not defined. However, because of Lemma 3.26 there is one unique fixpoint if R is non-circular. In this case we overload the
notion T ωR,t and use it to denote the unique fixpoint of TR,t .
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The following lemma states that both semantics coincide for ω-cpo semirings. It follows from the definitions of [[(R, q)]]
and [[(R, q)]]nc, and Lemma 3.26.
Lemma 3.29. If R is non-circular and S is an ω-cpo semiring, then we have [[(R, q)]] = [[(R, q)]]nc.
Corollary 3.30. If S is an ω-cpo semiring, then uMDnc(Σ, S) ⊆ uMD(Σ, S).
The following lemmagives evidence that arbitrarywmdprograms have a stronger expressiveness than non-circularwmd
programs.
Lemma 3.31. There is an alphabet Σ and a commutative ω-cpo semiring S such that uMD(Σ, S) \ uMDnc(Σ, S) 6= ∅.
Proof. Let S = (P (N),∪, +ˆ,∅, {0}) where N1+ˆN2 = {n1 + n2 | n1 ∈ N1 and n2 ∈ N2} for every N1,N2 ⊆ N. As the partial
order of S we use the natural subset order. Observe that S is a commutative ω-cpo semiring. Let Σ = {α} and consider the
following (circular) wmd program R:
c(x)← lastsibling(x), {1}, c(x)← nextsibling(x, y), c(y), {1},
p(x)← {0}, p(x)← p(x), firstchild(x, y), c(y),
r()← root(x), p(x).
Let t ∈ UΣ and k = rkt(ε). It is easy to verify that the following equivalences hold for every i ∈ [k] and n ∈ N:
T nR,t(I
∅)(c(i)) =
{∅, if n < k− i+ 1
{k− i+ 1}, otherwise ,
T nR,t(I
∅)(r()) = T nR,t(I∅)(p(ε)) =

∅, if n = 0
{0}, if 0 < n < k+ 1
{k · j | 0 6 j 6 n− k}, if k+ 1 6 n
.
Then {rkt(ε) · i | i ∈ N} = T ωR,t(r()) = ([[(R, r)]], t) for every t ∈ UΣ . Nowwe assume that there is a non-circular wmd program
R′ and a nullary predicate q such that [[(R′, q)]]nc = [[(R, r)]]. Let S′ be the finite set of semiring elements of S that occur in R
and let Sˆ = S′ ∪ {∅, {0}}. Then ([[(R′, q)]]nc, t) ∈ 〈Sˆ〉∪,+ˆ for every t ∈ UΣ by Observation 3.28. It suffices to show that
{{n · i | i ∈ N} | n ∈ N} 6⊆ 〈Sˆ〉∪,+ˆ. (1)
Let N ⊆ N be infinite. We define the least element distance of N, denoted by l(N), as l(N) = min{i ∈ N |
there is a j ∈ N with j+ i ∈ N}. Now let m be the maximal of such distances in Sˆ, i.e., m = max{i ∈ N |
there is an infinite N ∈ Sˆwith i = l(N)}. The number m is well-defined because Sˆ is finite. Now observe that 〈Sˆ〉∪,+ˆ cannot
contain an infinite set N with l(N) > m because:
• For every N1,N2 ⊆ Nwe have that if N1 ∪ N2 is infinite or N1+ˆN2 is infinite, then N1 or N2 must be infinite.
• If N1,N2 ⊆ N such that N1 is infinite, then l(N1 ∪ N2) 6 l(N1) and l(N1+ˆN2) 6 l(N1) (if N1+ˆN2 is infinite).
Thus, (1) holds because for every m the set {{n · i | i ∈ N} | n ∈ N} contains an infinite set N ⊆ Nwith l(N) > m. 
4. Expressiveness
Droste and Vogler defined weighted tree automata on unranked trees over commutative semirings [18]. Now we are
going to show that weighted monadic datalog has more computational power than such automata. For the discussion in
this section we suppose that S is a commutative semiring and Σ is an arbitrary alphabet.
Definition 4.1 (wsa [19]). Let ∆ be an alphabet. A weighted string automaton (for short: wsa) over ∆ and S is a tuple
M = (P,λ,µ, ν) where P is a finite non-empty set (of states), λ, ν : P → S, and µ : ∆ → SP×P . Let w = a1 · · · an ∈ ∆∗
with n ∈ N and a1, . . . , an ∈ ∆. A run r ofM on w is a sequence r = q0q1 · · · qn where q0, . . . , qn ∈ P. The set of all runs ofM on
w is denoted by RM(w). Let r = q0q1 · · · qn ∈ RM(w). Theweight of r, denoted by [[r]], is defined as λ(q0)⊗ k1⊗ · · ·⊗ kn⊗ ν(qn),
where ki = µ(ai)qi−1,qi for every i ∈ [n]. The formal power series recognized byM is the formal power series [[M]] ∈ S〈〈∆∗〉〉 that is
defined for every w ∈ ∆∗ by ([[M]],w) =⊕r∈RM(w)[[r]]. By Srec〈〈∆∗〉〉we denote the set {ϕ ∈ S〈〈∆∗〉〉 | ϕ is recognized by a wsa}.
Definition 4.2 (uwta [18]). An unranked weighted tree automaton (for short: uwta) over Σ and S is a tuple M = (Q, δ, γ)
where
• Q is a finite non-empty set (of states),
• δ : Q × Σ → Srec〈〈Q∗〉〉
• γ : Q → S.
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The automaton M induces a mapping hM : UΣ → SQ that is defined as follows for every t ∈ UΣ and q ∈ Q:
hM(t)q =
⊕
(q1,...,qk)∈Qk
(δ(q,σ), q1 · · · qk)⊗ hM(t|1)q1 ⊗ · · · ⊗ hM(t|k)qk ,
where k = rkt(ε) and σ = t(ε). The unranked tree series recognized by M is the unranked tree series [[M]] ∈ S〈〈UΣ 〉〉 that is
defined for every t ∈ UΣ by ([[M]], t) =⊕q∈Q γ(q)⊗ hM(t)q.
An unranked tree seriesϕ is called recognizable by an unrankedweighted tree automaton iff there is a uwtaMwith [[M]] = ϕ.
The class of unranked tree series over UΣ and S that are recognizable by an unranked weighted tree automaton is denoted
by uTA(Σ, S).
Example 4.3. Let Σ = {σ} and S = (N∪ {−∞},max,+,−∞, 0} be the arctic semiring. Now we construct an example uwta
M overΣ and S that computes the height of unranked trees in UΣ , more precisely, ([[M]], t) = height(t) for every t ∈ UΣ (note
that we let height(σ) = 0).
We define M = (Q, δ, γ) with Q = {h, q}, δ(h,σ) = [[Mh]], δ(q,σ) = [[Mq]], γ(h) = 0, and γ(q) = −∞ where the wsa
Mh = ({p0, p1, pε},λh,µh, νh) and Mq = ({∗},λq,µq, νq) are defined as follows
λh :
p0 p1 pε
0 −∞ 0
νh :
p0 p1 pε
−∞ 1 0
µh(h) :
p0 p1 pε
p0 −∞ 0 −∞
p1 −∞ −∞ −∞
pε −∞ −∞ −∞
µh(q) :
p0 p1 pε
p0 0 −∞ −∞
p1 −∞ 0 −∞
pε −∞ −∞ −∞
λq :
∗
0
νq :
∗
0
µq(h) : ∗∗ −∞ µq(q) :
∗
∗ 0
Now observe that for every string w ∈ Q∗ we have
([[Mh]],w) =

0 , if w = ε,
1 , if w ∈ {q}∗ · {h} · {q}∗,
−∞, otherwise,
([[Mq]],w) =
{
0 , if w ∈ {q}∗,
−∞, otherwise.
It is easy to show by structural induction on UΣ that for every t ∈ UΣ we have hM(t)h = height(t) and hM(t)q = 0. Thus,
([[M]], t) = height(t) for every t ∈ UΣ due to the definition of γ.
Theorem 4.4. uTA(Σ, S) ⊆ uMDnc(Σ, S) for every commutative semiring S. There is an alphabet Σ and a commutative semiring
S such that uTA(Σ, S) ⊂ uMDnc(Σ, S).
Proof. First we show that uTA(Σ, S) ⊆ uMDnc(Σ, S) for every commutative semiring S. To this end let M = (Q, δ, γ) be a
uwta over Σ and S. Moreover, for every q ∈ Q and σ ∈ Σ let Mq,σ = (Pq,σ,λq,σ,µq,σ, νq,σ) be a wsa that recognizes δ(q,σ).
Assume that all state sets Q and Pq,σ are pairwise disjoint. We construct a non-circular wmd query that defines [[M]].
Let P be the monadic alphabet {q(1) | q ∈ Q} ∪ {p(1) | q ∈ Q,σ ∈ Σ, p ∈ Pq,σ} ∪ {f (0)}, where f is a new symbol (it does not
occur in one of the state sets). Let (R, f ) be a wmd query over P, Σ , and S, where the set of rules R is defined as follows:
• for every q ∈ Q the set R contains the rule:
f ()← root(x), γ(q), q(x) (a)
• for every q, q1 ∈ Q , σ ∈ Σ , and p, p′ ∈ Pq,σ the set R contains the rules:
q(x)← labelσ(x), firstchild(x, y),λq,σ(p), q1(y),µq,σ(q1)p,p′ , p′(y), (b)
q(x)← labelσ(x), leaf(x),λq,σ(p), νq,σ(p), (c)
p(x)← nextsibling(x, y), q1(y),µq,σ(q1)p,p′ , p′(y), (d)
p(x)← lastsibling(x), νq,σ(p). (e)
232 T. Stüber, H. Vogler / Theoretical Computer Science 403 (2008) 221–238
Note that, in the last two rules, the p on the left-hand side determines the q and σ on the right-hand side, because of the
disjointness of the sets Pq,σ . It is easy to see that R is non-circular. Now we prove that [[(R, f )]]nc = [[M]]. Let t ∈ UΣ . We show
that T ωR,t(f ()) = ([[M]], t). At first we claim that for every q ∈ Q , σ ∈ Σ , p ∈ Pq,σ ,w ∈ pos(t), and l ∈ [k] (where k = rkt(w)) that
T ωR,t(p(w · l)) =
⊕
(pl,...,pk)∈Pk−l+1q,σ
pl=p
⊕
(ql+1,...,qk)∈Qk−l
νq,σ(pk)⊗
⊗
l+16i6k
µq,σ(qi)pi−1,pi ⊗ T ωR,t(qi(w · i)). (2)
The validity of this claim can be shown by downwards induction on l: If l = k, then the left-hand side of (2) is equal to νq,σ(p)
by using a rule of type (e); also the right-hand side of (2) is equal to νq,σ(p), because {(pl, . . . , pk) ∈ Pk−l+1q,σ | pl = p} = {(p)},
Qk−l = {ε}, {i | l+ 1 6 i 6 k} = ∅, and⊗i∈∅ si = 1 for every si ∈ S. If l < k and (2) holds for l+ 1, then
T ωR,t(p(w · l)) = TR,t
(
T ωR,t
)
(p(w · l)) (because T ωR,t is a fixpoint)
= ⊕
p′∈Pq,σ
⊕
ql+1∈Q
T ωR,t
(
ql+1(w · (l+ 1)))⊗ µq,σ(ql+1)p,p′ ⊗ T ωR,t(p′(w · (l+ 1)))
(because of the definition of TR,t and by rules of type (d))
= ⊕
p′∈Pq,σ
⊕
ql+1∈Q
T ωR,t
(
ql+1(w · (l+ 1)))⊗ µq,σ(ql+1)p,p′⊗
( ⊕
(pl+1,...,pk)∈Pk−lq,σ
pl+1=p′
⊕
(ql+2,...,qk)∈Qk−l−1
νq,σ(pk)⊗
⊗
l+26i6k
µq,σ(qi)pi−1,pi ⊗ T ωR,t(qi(w · i))
)
(I.H.)
= ⊕
(pl,...,pk)∈Pk−l+1q,σ
pl=p
⊕
(ql+1,...,qk)∈Qk−l
T ωR,t
(
ql+1(w · (l+ 1)))⊗ µq,σ(ql+1)pl,pl+1⊗
(
νq,σ(pk)⊗
⊗
l+26i6k µq,σ(qi)pi−1,pi ⊗ T ωR,t(qi(w · i))
)
= ⊕
(pl,...,pk)∈Pk−l+1q,σ
pl=p
⊕
(ql+1,...,qk)∈Qk−l
νq,σ(pk)⊗
⊗
l+16i6k
µq,σ(qi)pi−1,pi ⊗ T ωR,t(qi(w · i)).
This proves (2). We now show by induction that for every w ∈ pos(t) we have that the following equation holds for every
q ∈ Q:
hM(t|w)q = T ωR,t(q(w)). (3)
Let w ∈ pos(t) and assume that (3) holds for every w′ ∈ pos(t)with w < w′. Let q ∈ Q , k = rkt(w) and σ = t(w). If k = 0, then
hM(t|w)q = (δ(q,σ), ε) =⊕p∈Pq,σ λq,σ(p)⊗ νq,σ(p) = T ωR,t(q(w)) (using rules of type (c)). If k > 0, then
hM(t|w)q
= ⊕
(q1,...,qk)∈Qk
(δ(q,σ), q1 · · · qk)⊗
⊗
i∈[k]
hM(t|w·i)qi
= ⊕
(q1,...,qk)∈Qk
(δ(q,σ), q1 · · · qk)⊗
⊗
i∈[k]
T ωR,t(qi(w · i)) (I.H.)
= ⊕
(q1,...,qk)∈Qk
⊕
r∈RMq,σ (q1···qk)
[[r]] ⊗⊗
i∈[k]
T ωR,t(qi(w · i))
= ⊕
(q1,...,qk)∈Qk
⊕
(p0,...,pk)∈Pk+1q,σ
λq,σ(p0)⊗
(⊗
i∈[k]
µq,σ(qi)pi−1,pi
)
⊗ νq,σ(pk)⊗
⊗
i∈[k]
T ωR,t(qi(w · i))
= ⊕
(q1,...,qk)∈Qk
⊕
(p0,...,pk)∈Pk+1q,σ
λq,σ(p0)⊗ µq,σ(q1)p0,p1 ⊗ T ωR,t(q1(w · 1))
⊗ νq,σ(pk)⊗
⊗
26i6k µq,σ(qi)pi−1,pi ⊗ T ωR,t(qi(w · i))
=⊕
q1∈Q
⊕
p0,p1∈Pq,σ
λq,σ(p0)⊗ µq,σ(q1)p0,p1 ⊗ T ωR,t(q1(w · 1))⊗ T ωR,t(p1(w · 1)) (by (2) for l = 1)
= T ωR,t(q(w)). (using a rule of type (b))
Eq. (3) and the use of a rule of type (a) imply T ωR,t(f ()) =
⊕
q∈Q γ(q) ⊗ T ωR,t(q(ε)) =
⊕
q∈Q γ(q) ⊗ hM(t|ε)q = ([[M]], t). Thus,
[[(R, f )]] = [[M]].
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Next we show that uMDnc(Σ, S) = uTA(Σ, S) does not hold in general. Let Σ = {α} and S = (N,+, ·, 0, 1) the semiring of
natural numbers. The non-circular wmd query (R, f )with R containing the rules
f ()← q(x), root(x)
q(x)← leaf(x), 2
q(x)← firstchild(x, y), q(y), q(y)
defines the unranked tree series ϕ ∈ S〈〈UΣ 〉〉 with (ϕ,αn(α)) = 22n for every n ∈ N. Assume that ϕ is recognized by a uwta
M = (Q, δ, γ) over Σ and S. But then ([[M]],αn(α)) 6 cn+1 · d where c = |Q| ·max({γ(q) | q ∈ Q} ∪ {(δ(q,α), q′) | q, q′ ∈ Q})
and d = max{(δ(q,α), ε) | q ∈ Q}. So there is an n ∈ N with ([[M]],αn(α)) < (ϕ,αn(α)) which contradicts the assumption
that ϕ is recognized by M. Thus, ϕ cannot be recognized by any uwta. 
Example 4.5. LetM, Σ , and S be as in Example 4.3. We show that height = [[M]] ∈ uMDnc(Σ, S) by applying the construction
from the proof of Theorem 4.4 to M. Here we only give the relevant rules of the resulting wmd query (R, f ), i.e., only those
rules r ∈ Rwith−∞ 6∈ body(r):
f ()← root(x), 0, h(x), ((a))
h(x)← labelσ(x), firstchild(x, y), 0, h(y), 0, p1(y), ((b) with (q1, p, p′) (h, p0, p1))
h(x)← labelσ(x), firstchild(x, y), 0, q(y), 0, p0(y), ((b) with (q1, p, p′) (q, p0, p0))
h(x)← labelσ(x), leaf(x), 0, 0, ((c) with p pε)
p0(x)← nextsibling(x, y), h(y), 0, p1(y), ((d) with (q1, p, p′) (h, p0, p1))
p0(x)← nextsibling(x, y), q(y), 0, p0(y), ((d) with (q1, p, p′) (q, p0, p0))
p1(x)← nextsibling(x, y), q(y), 0, p1(y), ((d) with (q1, p, p′) (q, p1, p1))
p1(x)← lastsibling(x), 1, ((e) with p p1)
pε(x)← lastsibling(x), 0, ((e) with p pε)
q(x)← labelσ(x), firstchild(x, y), 0, q(y), 0, ∗(y), ((b) with (q1, p, p′) (q, ∗, ∗))
q(x)← labelσ(x), leaf(x), 0, 0, ((c) with p ∗)
∗(x)← nextsibling(x, y), q(y), 0, ∗(y), ((d) with (q1, p, p′) (q, ∗, ∗))
∗(x)← lastsibling(x), 0. ((e) with p ∗)
One can easily show by structural induction that for every t ∈ UΣ and w ∈ pos(t),
T ωR,t(f ()) = height(t),
T ωR,t(h(w)) = height(t|w),
T ωR,t(p0(w)) =

−∞, if w = ε,
maxj<i6rkt(w′) height(t|w′ i)+ 1, if w = w′j for some w′ ∈ pos(t)
and j ∈ rkt(w′),
T ωR,t(p1(w)) = 1,
T ωR,t(q(w)) = T ωR,t(∗(w)) = 0.
5. Combined complexity
Here we prove that the fixpoint T ωR,t can be computed efficiently for non-circular wmd programs over commutative
semirings. As an auxiliary tool, we first define so called connected wmd queries [25] and prove that for every wmd query
there is a connected wmd query which is semantically equivalent to the original one.
If two variables x and y occur in the same atom of a rule r, then for every valid instance ρ(r) the value ρ(x) determines
the value ρ(y) due to the definition of base atoms, e.g., if x is assigned to 23 in the atom nextsibling(x, y), then y must be
assigned to 24. If all variables of a rule are connected in this manner, either directly or indirectly, then the assignment of one
variable determines the assignments all other variables. Hence, there are at most |pos(t)| valid instances of r. Such rules are
called connected.
Throughout this section we fix an alphabet Σ , a monadic ranked alphabet P, an arbitrary semiring S, a nullary predicate
q ∈ P(0), and a wmd program R over P, Σ , and S.
Definition 5.1 (Connected wmd Program). Let r ∈ R. The variable connection relation of r, denoted by Er , is defined as the
transitive and reflexive closure of the set of all pairs (v1, v2) ∈ Var(r) × Var(r) such that there is an a ∈ body(r) with
v1, v2 ∈ Var(a).
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Two atoms a1, a2 ∈ atoms(r) are called connected (in r) iff (v′1, v′2) ∈ Er for every v′1 ∈ Var(a1) and v′2 ∈ Var(a2). The atom
connection relation of r, denoted Eˆr , is the binary relation Eˆr = {(a, b) ∈ atoms(r)× atoms(r) | a and b are connected in r} on r.
Moreover, r is said to be connected iff Er = Var(r)× Var(r).
The wmd program R is called connected iff every r ∈ R is connected. Let q ∈ P(0). The wmd query (R, q) is called connected
iff R is connected.
Example 5.2. Let r be the following wmd rule:
q(x1)← nextsibling(x1, y1), p(y1),
r(x2), firstchild(x2, y2), q(y2),
p(x3),nextsibling(x3, y3), leaf(y3).
Then Var(r) = {x1, y1, x2, y2, x3, y3}. The relation Er is obviously an equivalence relation having the equivalence classes
{x1, y1}, {x2, y2}, and {x3, y3}. Hence, r is not connected. We have that q(x1) and p(y1) are connected but p(y1) and leaf(y3) are
not. In this example also Eˆr is an equivalence relation (we have written equivalent atoms in the same line).
The following lemma can easily be proved where the key property is the fact that for every v1, v2 ∈ Var(r) with
(v1, v2) ∈ Er we have that ρ1(v1) = ρ2(v1) implies ρ1(v2) = ρ2(v2) for every ρ1,ρ2 ∈ Φr,t .
Lemma 5.3. Let r ∈ R be connected and t ∈ UΣ . Then |Φr,t| 6 |pos(t)|.
Roughly speaking, Eˆr is an equivalence relation on atoms(r). However, this is not really true, because every atom in
(AP(0),V ∪ S) ∩ atoms(r)) is connected with every other atom of r. However, the following lemma can easily be proved.
Lemma 5.4. Let r ∈ R and A′ = {a ∈ atoms(r) | Var(a) 6= ∅}. Let E be the restriction of Eˆr to A′. Then E is an equivalence relation
on A′.
We will prove that every wmd program can be transformed into a semantically equivalent wmd program that is
connected. We will illustrate the general construction in the following example.
Example 5.5 (Continuation of Example 5.2). We construct three new rules rβ, r1α, and r2α as follows:
q(x1)← nextsibling(x1, y1), p(y1), p1(), p2(), (rβ)
p1()← r(x2), firstchild(x2, y2), q(y2), (r1α)
p2()← p(x3),nextsibling(x3, y3), leaf(y3), (r2α)
where p1() and p2() are new nullary predicate symbols. Observe that rβ, r1α, and r2α are connected and that they, roughly
speaking, behave similarly to r, because non-connected atoms in r can be dealt with independently. By replacing r by these
three rules in a wmd program Rwe obtain a semantically equivalent wmd program that has less non-connected rules than
R.
Lemma 5.6. If S is commutative, then for every wmd query (R, q) we can construct a semantically equivalent connected wmd
query (R′, q′) in time O(size(R)) such that size(R′) = O(size(R)).
Proof. Assume that R is not connected. Then there is an r ∈ R that is not connected. Let A′ = {a ∈ atoms(r) | Var(a) 6= ∅},
and E be the restriction of Eˆr to A′. Then E is an equivalence relation due to Lemma 5.4. Let A0 = {a0,1, . . . , a0,m0 }, A1 ={a1,1, . . . , a1,m1 }, . . . , An = {an,1, . . . , an,mn } be the equivalence classes of A′ with respect to E (chosen in such a way that
head(r) ∈ A0 if Var(head(r)) 6= ∅). Furthermore, we define B = (A0 ∪ (atoms(r) \ A′)) \ {head(r)} and let b1, . . . , bm be the
elements of B. Hence, body(r) = {b1, . . . , bm} ∪ {a1,1, . . . , a1,m1 } ∪ · · · ∪ {an,1, . . . , an,mn }. We define new nullary predicate
symbols p1, . . . , pn that do not occur in R and let rβ, r1α, . . . , rnα be the rules
rβ = head(r)← b1, . . . bm, p1(), . . . , pn(), riα = pi()← ai,1, . . . , ai,mi ,
for every i ∈ [n]. Now we define Rˆ = R \ {r} ∪ {rβ, r1α, . . . , rnα}. Observe that Rˆ can be constructed in time O(atoms(r))
from R, that size(rβ) + size(r1α) + · · · + size(rnα) = O(size(r)), and that rβ, r1α, . . . , rnα are connected rules. Thus, if (Rˆ, q)
and (R, q) are semantically equivalent, then by repeatedly applying this construction to every non-connected rule in R
we obtain a connected wmd program R′ in time O(size(R)) such that (R′, q) and (R, q) are semantically equivalent and
size(R′) = O(size(R)).
It remains to show that (Rˆ, q) and (R, q) are semantically equivalent. Let t ∈ UΣ . Moreover, let I ∈ It,P,S and I′ ∈
It,P∪{p1,...,pn},S be two t-interpretations that satisfy the two properties that (i) TRˆ,t(I
′)(pi()) = I′(pi()) for every i ∈ [n], and
(ii) I(a) = I′(a) for every a ∈ AP, pos(t). We claim that then the following equation holds:
TRˆ,t(I
′)(a) = TR,t(I)(a) for every a ∈ AP, pos(t). (4)
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This claim is verified by the following derivation:
TRˆ,t(I
′)(a) =⊕
r′∈Rˆ
⊕
ρ∈Φr′,t
ρ(r′)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl)
= ⊕
r′∈R\{r}
⊕
ρ∈Φr′,t
ρ(r′)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl)
⊕ ⊕
ρ∈Φrβ,t
ρ(rβ)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl) (because a 6= pi() = head(riα))
=⊕
r′∈R
⊕
ρ∈Φr′,t
ρ(r′)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl) (5)
=⊕
r′∈R
⊕
ρ∈Φr′,t
ρ(r′)=a←c1,...,cl
I(c1)⊗ · · · ⊗ I(cl) (I and I′ coincide on AP, pos(t))
= TR,t(I)(a).
At Derivation Step (5) we made use of the fact that⊕
ρ∈Φr,t
ρ(r)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl) =
⊕
ρ∈Φrβ,t
ρ(rβ)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl),
which can be proved as follows:⊕
ρ∈Φr,t
ρ(r)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl)
= ⊕
ρ∈Φr,t
head(ρ(r))=a
I′(ρ(b1))⊗ · · · ⊗ I′(ρ(bm))⊗ I′(ρ(a1,1))⊗ · · · ⊗ I′(ρ(an,mn))
(because S is commutative and body(r) = {b1, . . . , bm} ∪ {a1,1, . . . , an,mn })
=⊕ ρβ∈Φrβ,t
head(ρβ(rβ))=a
I′(ρβ(b1))⊗ · · · ⊗ I′(ρβ(bm))
⊗⊗
i∈[n]
(⊕
ρiα∈Φriα,t
I′(ρiα(ai,1))⊗ · · · ⊗ I′(ρiα(ai,mi))
)
(because Var(rβ),Var(r1α), . . . ,Var(rnα) partition Var(r) and head(rβ) = head(r))
=⊕ ρβ∈Φrβ,t
head(ρβ(rβ))=a
I′(ρβ(b1))⊗ · · · ⊗ I′(ρβ(bm))⊗
⊗
i∈[n] TRˆ,t(I
′)(pi()) (because riα is the only rule whose head is pi())
=⊕ ρβ∈Φrβ,t
head(ρβ(rβ))=a
I′(ρβ(b1))⊗ · · · ⊗ I′(ρβ(bm))⊗
⊗
i∈[n] I
′(ρβ(pi()))
(because ρβ(pi()) = pi() and because TRˆ,t(I′)(pi()) = I′(pi()))
=⊕ ρ∈Φrβ,t
ρ(rβ)=a←c1,...,cl
I′(c1)⊗ · · · ⊗ I′(cl). (because body(rβ) = {b1, . . . , bm} ∪ {p1(), . . . , pn()})
If we show that the least fixpoints T ωR,t and T
ω
Rˆ,t
coincide on AP, pos(t), the assertion follows. Let I = T ωRˆ,t|AP, pos(t) ∈ It,P,S. It suffices
to prove that I is the least fixpoint of TR,t . Then for every a ∈ AP, pos(t) we have TR,t(I)(a) = TRˆ,t(T ωRˆ,t)(a) by Eq. (4) (by choosing
I = T ω
Rˆ,t
|AP, pos(t) and I′ = T ωRˆ,t). Since T ωRˆ,t is a fixpoint of TRˆ,t we obtain TR,t(I)(a) = I(a). Hence, I is a fixpoint of TR,t . Now
let I˜ be another fixpoint of TR,t . The proof is completed by showing I 6 I˜. Let I˜′ ∈ It,P∪{p1,...,pn},S with I˜′(a) = I˜(a) for every
a ∈ AP, pos(t) and I˜′(pi()) = TRˆ,t(I˜′)(pi()) for every i ∈ [n] (this is well-defined because pi occurs only in the head of rule riα and
every predicate that occurs in body(riα) is in P). Then Eq. (4) (by choosing I = I˜ and I′ = I˜′) yields for every a ∈ AP, pos(t) that
TRˆ,t(I˜
′)(a) = TR,t(I˜)(a) = I˜(a) = I˜′(a). Thus, I˜′ is a fixpoint of TRˆ,t and so T ωRˆ,t 6 I˜′. By restricting T ωRˆ,t 6 I˜′ to AP, pos(t) we obtain
I 6 I˜ = I˜′|AP, pos(t) . 
A fact that makes unweighted monadic datalog remarkably useful is that a program R can be evaluated in time
O(size(R) · |pos(t)|) for every input tree t (cf. Theorem 4.2 in [25]). So if we consider a fixed semi-structured database, then
evaluating a monadic datalog query can be done in time linear in the size of the query. On the other hand processing a fixed
query on a multiple databases can be done in time linear in the size of each database. So monadic datalog is said to have
linear combined complexity. This nice complexity result generalizes to the weighted case as follows.
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Theorem 5.7. Let (R, q) be a wmd query and t ∈ UΣ . The following three statements hold, provided that semiring operations can
be evaluated in one computation step.
1. If R is non-circular and connected, then we can compute ([[(R, q)]]nc, t) in timeO(size(R) · |pos(t)|) (i.e., linear on the size of R).
2. If S is commutative and R is non-circular, then ([[(R, q)]]nc, t) can be computed in time O(size(R) · |pos(t)|) (i.e., linear on the
size of R).
3. If S is a finite commutativeω-cpo semiring, then ([[(R, q)]], t) can be computed in timeO(|S| ·(size(R) · |pos(t)|)2) (i.e., quadratic
on the size of R).
Proof. First we prove Statement 1. As the first computation step we construct the dependency graph G = (V, E) of R and
t. This can be done as follows (cf. Definition 3.23): as the set of vertices we take the set AP, pos(t) of all atom instances over
P and t; thus we have |V| = |AP, pos(t)| 6 |P| · |pos(t)| 6 size(R) · |pos(t)| different nodes (assuming that every predicate of
P is used in R); for every r ∈ R, ρ ∈ Φr,t , and b ∈ body(ρ(r)) with b ∈ AP, pos(t) we add the edge (head(ρ(r)), b) to E. Thus,
|E| 6 ∑r∈R∑ρ∈Φr,t |body(r)| = ∑r∈R |body(r)| ·∑ρ∈Φr,t 1 6 ∑r∈R |body(r)| · |pos(t)| 6 size(R) · |pos(t)| by Lemma 5.3. Hence, G
can be constructed in time O(size(R) · |pos(t)|) and |V| + |E| = O(size(R) · |pos(t)|).
Second, for every a ∈ AP, pos(t) we construct a set Da = {(r,ρ) | r ∈ R,ρ ∈ Φr,t, head(ρ(r)) = a}. Again, this can be
accomplished in time O(size(R) · |pos(t)|) by Lemma 5.3. Third, we sort G topologically, which can be accomplished in time
O(|V| + |E|), which is equal to O(size(R) · |pos(t)|) (note that this computation step is possible because G is not cyclic).
Let r ∈ R and ρ ∈ Φr,t . For every r ∈ R and ρ ∈ Φr,t with ρ(r) = b0 ← b1, . . . , bn we abbreviate the product
T ωR,t(b1)⊗· · ·⊗T ωR,t(bn) by T ωR,t(ρ(r)). Observe that for every a ∈ AP, pos(t) we have T ωR,t(a) = TR,t(T ωR,t)(a) =
⊕
(r,ρ)∈Da T
ω
R,t(ρ(r)) by
the definition of TR,t . Let Ba = ⋃(r,ρ)∈Da body(ρ(r)). So T ωR,t(a) can be computed byO(|Ba|) applications of semiring operations
if the value T ωR,t(b) is known for every b ∈ Ba. For every b ∈ Ba we have either (1) b ∈ S, (2) b ∈ Asp(Σ), pos(t), or (3)
b ∈ AP, pos(t). In case (1) T ωR,t(b) is known because it is just b; in case (2) T ωR,t(b) is immediately given by the structure of
the t; case (3) implies (a, b) ∈ E by the definition of G. Hence, if we compute every a ∈ AP, pos(t) in an inverse topological
ordering of G, we can ensure that every T ωR,t(a) can be computed by O(|Ba|) applications of semiring operations. The total
number of applied semiring operations for computing T ωR,t is thus
∑
a∈AP, pos(t) O(|Ba|) = O(
∑
a∈AP, pos(t) |Ba|). We compute∑
a∈AP, pos(t) |Ba| 6
∑
a∈AP, pos(t)
∑
(r,ρ)∈Da |body(ρ(r))| =
∑
r∈R
∑
ρ∈Φr,t |body(r)| 6 size(R) · |pos(t)| (where the last approximation
has been shown above). Hence T ωR,t , and so ([[(R, q)]]nc, t), can be computed by O(size(R) · |pos(t)|) applications of semiring
operations.
Statement 2 is a consequence of Statement 1 and Lemma 5.6.
Next we prove Statement 3. Using Lemma 5.6 we transform (R, q) into a semantically equivalent, connected wmd query
(R′, q′) in time O(size(R)). Observe that a single application of the immediate consequence operator TR′,t for a connected
program R′ takes time O(size(R) · |pos(t)|). By Lemma 3.21 this has to be done at most O((|S| − 1)|P| · |pos(t)|) times. Thus,
T ωR,t can be computed in time O(size(R) · |pos(t)|) ·O((|S| − 1)|P| · |pos(t)|) = O(|S| · (size(R) · |pos(t)|)2). 
6. An XML example
In this section we give a less abstract example of a wmd query and show how weighted monadic datalog can be used to
state quantitative queries for semi-structured databases. The following XML document is an extract of a very simple library
database that stores information about authors and books as well as articles written by them.
<bibliography>
<author>
<name> Bertrand Russell </name>
<book>
<name> Principia Mathematica </name>
</book>
<book>
<name> Religion and Science </name>
</book>
</author>
<author>
<name> James W. Thatcher </name>
<book>
<name> Complexity of Computer Computations </name>
</book>
<article>
<name> Algebraic Semantics </name>
</article>
</author>
</bibliography>
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We are interested in determining the maximal number of books an author has written (which is 2 in the above example)
by means of weighted monadic datalog. The appropriate semiring is the arctic semiring (N ∪ {−∞},max,+,−∞, 0). The
unranked tree series assigning to every such library database the demanded maximal number of books is defined by the
following wmd program:
q()← labelauthor(x), firstchild(x, y), n(y) isbook(x)← 0
n(x)← lastsibling(x), isbook(x) isbook(x)← labelbook(x), 1
n(x)← nextsibling(x, y), isbook(x), n(y)
when q is used as the query predicate. (We note that the weighted MSO logic formula [18] ∃x.labelauthor(x)∧ (∀y.desc(x, y)∧
labelbook(y) ∧ 1) induces the same unranked tree series.)
Now let us consider another example. Assume that every article in the library costs a units of a given currency and that
every book costs b units.Wewant to determine the total cost of all articles and books in the library. The appropriate semiring
for computing such a weighted sum is the semiring of natural numbers (N,+, ·, 0, 1). We only want to take those article
nodes and book nodes in account that are direct children of a node that is labelled “author”. The following wmd program
defines such a query:
q()← labelarticle(x), a, ac(x) ac(x)← labelauthor(y), firstchild(y, x)
q()← labelbook(x), b, ac(x) ac(x)← ac(y),nextsibling(y, x)
when q is used as the query predicate. The predicate ac evaluates to 1 for a given tree node x iff the parent node of x is
labelled “author”.
(
We note that the same unranked tree series can also be expressed by the following weighted MSO logic
formula [18]: ∃x.(∃y.desc(y, x) ∧ labelauthor(y)) ∧ ((labelarticle(x) ∧ a) ∨ (labelarticle(x) ∧ b)).)
According to Grohe and Schweikardt [26] unweighted MSO logic on unranked trees is non-elementary more succinct
than monadic datalog. Since monadic datalog is contained in weighted monadic datalog (cf. Lemma 3.22) this result carries
over to weighted MSO logic and weighted monadic datalog. Observe that in both of our examples the wmd programs are
rather small and do not show a non-elementary blowup. We claim that this holds for the majority of the real-life examples.
7. Conclusion and open problems
In summary, we have defined a semiring-weighted version of monadic datalog that is adopted fromweighted constraint
logic programming. Due to cyclic dependencies in wmd programs we defined the general semantics of such programs for
ω-cpo semirings. In order to show that arbitraryweighted tree automata on unranked trees can be simulated by non-circular
wmd queries, we introduced a slighty different semantics for non-circular programs which can be used in conjunction with
arbitrary semirings.
The two final results indicate the usefulness of weighted monadic datalog because it is at least as powerful as weighted
tree automata (Theorem 4.4) and it has quadratic combined evaluation complexity (Theorem 5.7).
We did not answer the following open problems:
• Is it decidable whether an arbitrary wmd program is non-circular or not?
• Howdoesweightedmonadic datalog relate to unrestrictedweighted uMSO logic?Do they have the same expressiveness?
More precisely, how do the two sets uMDnc(Σ, S) and uMSO(Σ, S) relate to each other for alphabets Σ and commutative
semirings S, where uMSO(Σ, S) (as defined in [18] is the class of unranked tree series over UΣ and S defined by weighted
MSO logic formulas.
• Information transport in wmd programs is not only from leafs to the root but arbitrary. Thus, it is reasonable to compare
weighted monadic datalog to a weighted version of two-way automata instead of comparing it to weighted bottom-up
tree automata.
• We did not study how expressive unary wmd queries are and how they relate to query automata on unranked trees (cf.
[34]).
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