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IMPLEMENTASI ALGORITMA KNN UNTUK MEMPREDIKSI POTENSI
PENYAKIT JANTUNG DENGAN PYTHON FLASK
Nur Chudlori Aziz
Abstrak 
Penyakit jantung koroner adalah penyakit tidak menular yang menjadi pembunuh
nomor 1 di Indonesia. Gaya hidup yang tidak baik dan pola konsumsi masyarakat
modern yang tidak sehat menjadi salah satu penyebab penyakit ini menjangkit pada
banyak orang. Menurut prediksi WHO penyakit jantung akan menyebabkan 11 juta
kematian di tahun 2020. Perlu kesadaran akan kesehatan dan pengetahuan tentang
potensi  penyakit  jantung pada setiap  individu.  Pemanfaatan  teknologi  di  bidang
kesehatan sudah banyak dilakukan di berbagai tempat dan salah satu teknologi yang
sedang  memuncak  adalah  machine  learning  dan  data  mining.  Menggunakan
teknologi  data  mining  dengan  melakukan  implementasi  algoritma  K-Nearest
Neighbors (KNN) untuk mengembangkan sebuah sistem yang mampu memprediksi
potensi penyakit jantung pada setiap orang. KNN adalah algoritma supervised yang
melakukan klasifikasi pada objek yang belum diketahui kelasnya dan mencari objek
terdekat yang memiliki kesamaan kelas. Sistem dikembangkan berbasiskan website
yang menggunakan  micro-framework Flask sehingga pengembangan lebih efisien.
Flask adalah micro-framework berbasiskan bahasa pemrograman Python yang tidak
memiliki banyak  tools dan  library  sehingga lebih ringan dan tidak menggunakan
banyak resource. 
Kata Kunci: Penyakit Jantung Koroner, Data Mining, K-Nearest Neighbors, Flask, 
Python
Abstract 
Heart disease is a non-communicable disease and the number 1 cause of death in 
Indonesia.  According  to  WHO predictions,  heart  disease  will  cause  11  million 
deaths in 2020. Bad lifestyle and unhealthy consumption patterns of modern society 
are  the causes of this  disease experienced by many people.  Lack of knowledge 
about heart conditions and the potential dangers cause heart disease attacks before 
any preventive measures are in presently. The use of technology in the health sector 
has been widely practiced in various places and one of the advanced technologies is 
machine learning. Machine learning technology can be used to predict the potential 
for heart disease by implementing the K-Nearest Neighbors (KNN) algorithm on a 
website-based  system  that  is  accessible  to  many  people.  KNN  is  a  supervised 
algorithm that classifies objects in which class is not yet known and looks for the 
closest objects with the same class. The system is developed based on a website that 
uses the Flask micro-framework so that development is more efficient. Flask is a 
micro-framework based on the Python programming language that does not contain 
many tools and libraries so it is more portable and does not utilize a lot of resources. 




Seiring berkembangnya zaman akses terhadap banyak hal menjadi lebih mudah tanpa
perlu  mengeluarkan  banyak  tenaga.  Berbagai  jenis  makanan  dan  minuman
berkembang  beraneka  ragam  namun  tidak  semuanya  baik  untuk  kesehatan  tubuh
manusia  dan cenderung  berakibat  buruk bagi  tubuh  karena  kandungan  lemak  dan
kalori yang tinggi namun rendah serat (Widyastuti, 2018). Tidak bisa dipungkiri di era
percepatan ini manusia tidak bisa menggunakan banyak waktu untuk menunggu sajian
dan akan mencari fast food atau junk food padahal jenis makanan tersebut cenderung
memiliki nilai gizi yang rendah dan disajikan sebagai makanan utama (Sutrisno et al.,
2018).  Penyakit  Tidak Menular  (PTM) menjadi  akibat  dari  gaya hidup yang tidak
sehat menjadi penyebab kematian bagi 36 juta orang setiap tahunnya atau 63%  dari
seluruh kematian yang terjadi di dunia setiap tahunnya (Kementrian Kesehatan RI,
2014).
Salah  satu  Penyakit  Tidak  Menular  (PTM)  adalah  penyakit  jantung  yang
menjadi  penyebab  kematian  nomor  1  di  Indonesia  (Rohman,  Suhartono,  &
Supriyanto,  2017).  Penyakit  jantung  dikhawatirkan  oleh  banyak  orang  karena
kemunculannya yang tiba-tiba menyerang dan bisa menyebabkan kematian seketika.
Ada beberapa macam penyakit jantung antara lain ada penyakit jantung koroner dan
aritmia.  Penyakit  jantung koroner  (PJK) yang menurut  World Heath Organization
(WHO)  pada  tahun  2002  telah  menyebabkan  kematian  sebanyak  7  juta  orang  di
seluruh dunia dan diprediksi akan menjadi 11 juta di tahun 2020 (Iskandar, Hadi, &
Alfridsyah,  2017).  Penyakit  jantung  koroner  terjadi  ketika  ada  penumpukan  plak
dalam  arteri  koroner  sehingga  suplai  oksigen  ke  jantung  tidak  maksimal  (Ghani,
Susilawati,  & Novriani, 2016). Aritmia  sebagai penyakit tidak banyak dikenal oleh
masyarakat umum namun pada 2011 telah terjadi 2,1 juta kasus (Sukaman, 2019).
Aritmia adalah gangguan pada jantung yang terjadi akibat penjalaran impuls listrik
pada miokardium yang tidak  normal  (Yuniadi,  2017).  Hal  ini  menyebabkan detak
jantung yang lambat, cepat, atau tidak teratur.  
Perlu  adanya  pengetahuan  kondisi  tubuh  masing-masing  orang dan  hal  ini
dapat  dilakukan dengan menggunakan teknologi.  Teknologi  menjadi medium yang
populer dalam penelitian untuk menjadi solusi dari banyak permasalahan sejak abad
ke-20  (Burmaoglu,  Sartenaer,  &  Porter,  2019)  termasuk  dalam  dunia  kesehatan.
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Penggunaan teknologi untuk memprediksi akan adanya potensi seseorang menderita
penyakit  jantung  akan  lebih  efektif  dengan  menggunakan  data-data  klinis  yang
dihimpun dari kasus-kasus yang pernah terjadi.  Pertumbuhan teknologi sedang pada
puncaknya dengan teknologi Machine Learning yang menjadi bagian dari kecerdasan
buatan (Rayan, Alfonse, & Salem, 2019).
 Machine  Learning  memiliki  peran  penting  dalam  meningkatkan  kualitas
layanan kesehatan karena mampu menyajikan diagnosis medis hingga memprediksi
penyakit  (Rayan,  Alfonse,  &  Salem,  2019).  Salah  satu  algoritma  yang  mampu
melakukan  prediksi  adalah  K-Nearest  Neighbors  (KNN)  .  KNN  adalah  algoritma
yang digunakan untuk klasifikasi  dan termasuk dalam metode  supervised machine
learning  (Budianto, Ariyuana, & Maryono, 2018).  Algoritma KNN bekerja dengan
mencari  atribut  terdekat  dari  data  latih  dan  mengklasifikasikannya  (Anggoro  &
Rahmatullah,  2020).  Algoritma  ini  memiliki  beberapa  kelebihan  antara  lain  tidak
membutuhkan waktu banyak untuk proses pelatihan, efektif dengan data latih yang
besar,  dan sederhana untuk dipelajari  (Mutrofin,  Izzah,  & Kurniawardhani,  2015).
Terdapat penelitian sebelumnya yang menggunakan KNN dalam mendeteksi penyakit
jantung,  Lia Andiani  (2020) dalam penelitiannya untuk membandingkan algortima
KNN dengan algortima Random Forest dalam analisis penyakit jantung menghasilkan
KNN dengan tingkat  akurasi  yang lebih  baik  yakni  0,93% dibandingkan Random
Forest yang hanya 0,73%.
Penelitian ini bertujuan untuk melakukan implementasi algoritma KNN dalam
memprediksi  potensi  penyakit  jantung  dengan  menggunakan  Python  Flask.  Flask
adalah sebuah  micro-framework ditulis  menggunakan bahasa pemrograman Python
yang tidak memiliki banyak tools dan library (Chauhan et al., 2019). Flask termasuk
dalam  micro-framework sehingga sumber daya yang digunakan tidak besar dan dapat
dialokasikan  pada  proses  KNN  maka  tepat  Flask  digunakan  untuk  implementasi
algoritma KNN.
Beberapa  penelitian  tentang  penggunaan  KNN  mengenai  penyakit  jantung
hanya berkutat pada analisis dan mengetahui tingkat akurasi algoritma namun dalam
penelitian ini akan dibangun sebuah sistem berbasiskan website yang bisa digunakan
siapa saja yang memiliki data kesehatan untuk mengetahui potensi penyakit jantung
sehingga dapat dilakukan pencegahan sejak dini. 
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Temuan  yang  dihasilkan  penelitian  ini  dapat  digunakan  dalam  upaya
pencegahan  datangnya  penyakit  jantung  dan  menekan  angka  kematian  yang
disebabkan oleh penyakit jantung yang banyak tidak tertangani dengan baik karena
ketidaksadaran  penderita  dan  minimnya  pengetahuan  tentang  kondisi  jantung
penderita. Masyarakat luas dan pekerja kesehatan dapat menggunakan hasil penelitian
ini untuk menunjang dalam pembelajaran terkait penyakit jantung.
 METODE 
2.1 Data Collection
Data didapat dari UC Irvine (UCI) Machine Learning Repository yang terdiri
dari  4  database yakni:  Cleveland,  Hungaria,  Swiss,  dan Long Beach VA (Andian,
Sukemi, & Rini, 2020).  Data set  ini memiliki 303 baris data dan 13 atribut dengan
satu atribut tambahan bernama ‘target’ yang memiliki 2 label kelas: memiliki penyakit
jantung (1) dan tidak memiliki  penyakit  jantung (2) (Aini,  Sari,  & Arwan, 2018).
Terdapat 138 data dengan keterangan tidak memiliki penyakit jantung dan 165 data
dengan keterangan memiliki penyakit jantung. Berikut adalah rincian keterangan dari
setiap atribut.




Cp Chest Pain Type, nyeri pada dada. Atribut ini 
memiliki 4 macam nilai: typical angina, atypical
angina. non-anginal pain, dan asymptomatic
Trestbps Tekanan darah pasien ketika tidak beraktifitas 
atau dalam masa istirahat
Chol Kadar kolesterol
Fbs Kadar gula darah, jika lebih dari 120 mg/dl 
bernilai True dan jika kurang dari 120 mg/dl 
bernilai False
Restecg Resting Electrocardiographic Results, Hasil tes 
elektrokardiografi ketika pasien istirahat. 
Dengan nilai: 0 untuk normal, 1 memiliki 
kelainan gelombang ST-T, dan 2 menunjukkan 
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kemungkinan hipertrofi ventrikel kiri yang pasti 
berdasarkan kriteria Estes
Thalach Denyut jantung maksimal
Exang Nyeri yang dialami pasien saat berolahraga. 
Bernilai True jika iya dan False jika tidak
Oldpeak Penurunan ST disebabkan berolahraga
Slope Slope pada puncak ST setelah berolahraga. 
Memiliki 3 jenis nilai: upsloping, flat, 
downsloping
Ca Banyaknya pembuluh darah yang terdeteksi 
melalui proses pewarnaan
Thal Pemeriksaan thalassemia. Dengan 3 nilai: 
normal, fixed defect, reversable defect
Target Label kelas: memiliki penyakit jantung (1) atau 
tidak memiliki penyakit jantung (0)
2.2 Data Preprocessing
Data  yang  digunakan  sebagai  data  training  tidak  selalu  data  yang  ideal
sehingga data mentah tersebut perlu diproses dalam sebuah metode bernama  Data
preprocessing.   Data preprocessing  berfungsi  untuk memperbaiki  format  data  dan
membersihkan  gangguan  atau  noise  pada  data  mentah  (Gunawan,  2016).   Dalam
penelitian ini digunakan dua macam  Data preprocessing:
A. Z-score Normalization
Sebelum menerapkan Principal Component Analysis data yang akan diproses
perlu dinormalisasi dengan menggunakan metode Z-score Normalization, metode ini
bekerja  berdasarkan  mean  dan  standard  deviation  pada  data  sehingga  didapatkan
rentang yang ditentukan dari dataset. Pada penelitian yang dilakukan Anggoro (2019)
didapatkan  bahwa  metode  ini  mampu  meningkatkan  akurasi  pada  model.  Rumus






 X i '= Data yang dinormalisasi
x i = Data asli
μ = Rata-rata data
σ= Standar deviasi data
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B. Principal Component Analysis
Untuk  menghindari  Curse  of  Dimensionality karena  variabel  yang  banyak
maka  perlu  mereduksi  variabel  hingga  menjadi  beberapa  variabel.  Dimensionality
Reduction  adalah  proses  yang  dilakukan  untuk  mereduksi  variabel  yang  banyak
menjadi  lebih  ramping  dan  efisien.  Pada  penelitian  ini  untuk  melakukan
Dimensionality  Reduction  menggunakan  metode  Principal  Component  Analysis
(PCA).  PCA populer  digunakan dalam data berdimensi  tinggi  (Kusnadi  & Ranny,
2016) seperti pada penelitian ini yang menggunakan data dengan 13 dimensi. PCA
mereduksi  sejumlah dimensi  yang saling  berhubungan  menjadi  kumpulan  dimensi
yang lebih kecil yang dinamakan principal component (Afrin & AT, 2015). Principal
component  tidak akan lebih banyak daripada dimensi data awal (Jamal et al., 2018).
Dengan  mengekstraksi  fitur  menggunakan  eigenvector dan  eigenvalue  dapat
mengurangi  kompleksitas  dimensi  data  (Adiwijaya  el  al.,  2018).  Jolliffe  (dalam
Nasution, 2019) mengungkapkan bahwa  Principal Component Analysis  faktor yang
kurang dominan tanpa mengubah makna dari data asli. Menurut Adiwijaya   (2018)
langkah untuk mereduksi dimensi menggunakan PCA adalah sebagai berikut:
Inisiasi X dengan data  training  yang terdiri dari n-vektor dengan dimensi data (m).







X i  (2)
Dengan  n adalah  jumlah  data  dan  X iadalah  data  observasi.  Lalu  hitung  matrix







( X i− X ) (X i−X )
T
   (3)
Di mana n adalah jumlah data dan X iadalah data observasi lalu X  adalah mean dari
data. Untuk menemukan nilai eigen dan vektor eigen menggunakan persamaan:
C x vm= λm vm (4)
Setelah menemukan nilai eigen, urutkan dari nilai yang paling besar ke nilai yang 
paling kecil. Kumpulan vektor eigen yang sesuai dengan nilai eigen yang sudah 
diurutkan akan menjadi principal component. Dimensi  principal component akan 
dikurangi berdasarkan nilai eigen.
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2.3 Data Processing
A. K-Nearest Neighbors (KNN)
KNN  adalah  algoritma  supervised  yang  melakukan  klasifikasi  pada  objek
yang belum diketahui kelasnya dan mencari objek terdekat yang memiliki kesamaan
kelas.  Jumlah  objek  terdekat  ditentukan  berdasarkan  nilai  K.  Nilai  K  tidak  bisa
diberikan nilai 1 atau genap.
Gambar 1. KNN
Pada  gambar  di  atas  dijelaskan  jika  terdapat  dua  kelas  atau  label  dan
menggunakan  nilai  K=3.  Terdapat  3  objek  terdekat  dengan  objek  yang  belum
memiliki kelas: 2 objek biru dan 1 objek merah. Maka, objek yang tidak memiliki
kelas  akan memiliki  kelas  biru karena  objek  terbanyak terdekat  dengan nilai  K 3
adalah objek dengan kelas biru.
Untuk  menemukan  objek  dengan  jarak  terdekat  menggunakan  Euclidean
distance. Berikut adalah rumus untuk menentukan  Euclidean distance:
Di=√∑
i=1




Di= Jarak variabel ke-i
  i = variabel data (i=1,2,3,...n)
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  n = dimensi data
pi= data testing
q i= data training
Pertama tentukan terlebih dahulu nilai K. Lalu, jarak data testing dengan data
training  menggunakan  rumus  di  atas.  Urutkan  jarak  yang  terdekat  sampai  yang
terjauh. Ambil objek yang memiliki jarak terdekat sebanyak nilai K. Tentukan kelas
yang paling banyak berdasarkan yang terdekat lalu tetapkan kelas tersebut pada objek
yang baru diuji.
Menurut  Amra  (2017)  KNN  memiliki  beberapa  kelebihan  antara  lain:
algoritma  ini  mudah  dipahami  dan  diimplementasikan,  cepat  dalam melatih  data,
bagus untuk data yang terdapat banyak  noisy,  dan baik untuk data yang memiliki
banyak kelas. Namun, di samping kelebihan-kelebihan tersebut KNN juga memiliki
beberapa  kekurangan  seperti:  Lazy  Learner,  Memakan  banyak  resource  terutama
memory, tidak terlalu cepat, dan sensitif terhadap struktur data lokal.
2.4 Evaluasi Model
Untuk  mengetahui  sejauh  mana  akurasi  model  dari  algoritma  diperlukan
evaluasi model. Penelitian ini menggunakan metode  Cross-Validation yakni metode
statistik  yang digunakan untuk mengevaluasi  performa pembelajaran dan performa
prediksi  pada  dataset  yang  tidak  diketahui  (Nilashi  et  al.,  2017).   Pada  Cross-
Validation data set  akan dibagi menjadi dua bagian, data  training  dan data  testing.
Setiap data akan menjadi bagian dari data training atau data testing dengan metode ini
(Lutfi & Hasyim, 2019).  Cross-Validation memiliki bentuk k-fold validation di mana
nilai k akan menentukan pembagian data, misal jika menggunakan  8-fold validation
maka dataset dibagi menjadi 7 subset untuk training set dan 1 untuk testing set.
2.5 Perancangan Website
Pada  penelitian  ini  dalam  pemanfaatan  algoritma  KNN  untuk  mendeteksi
potensi  penyakit  jantung  dibutuhkan  sebuah  interface  sebagai  medium  input dan
output.  Teknologi  website  menjadi  interface  yang ideal  karena  setiap  orang dapat
mengaksesnya  tanpa  perlu  memiliki  executable  dan  dapat  diakses  di  mana  saja
dengan  platform apa saja.  Dalam mengembangkan teknologi  website  ini digunakan
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salah  satu  framework  yakni  Flask  yang  ditulis  dengan  bahasa  Python.  Flask
menyediakan kemudahan dan fleksibilitas dalam pengembangan serta ringan karena
tidak banyak built-in library yang ada sehingga disebut  micro-framework  (Vogel et
al., 2017).
Dalam pengembangannya sistem ini menggunakan metode  waterfall  karena
sistem yang dibangun telah memiliki spesifikasi dan langkah yang jelas sehingga akan
meminimalisir  kesalahan dalam proses pengembangan dan penggunaan metode ini
agar setiap waktu fokus terhadap setiap proses pengembangan. Menurut Gumawang
&  Rakhmadi  (2018) metode  ini  memiliki  beberapa  tahap  antara  lain:  analisis
kebutuhan,  perancangan,  pengembangan,  pengujian,  implementasi,  dan  perawatan.
Digambarkan pada flow diagram seperti pada gambar di bawah ini.
(Gumawang & Rakhmadi, 2018)  Gambar 2. Model Waterfall
2.5.1 Analisis Kebutuhan
Dalam  pengembangan  penelitian  ini  tidak  membutuhkan  banyak
kebutuhan dari  segi sistem informasi karena data yang dibutuhkan adalah
dataset yang sudah didapat seperti penjelasan pada sub bab 2.1. Untuk tools
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yang digunakan menggunakan  micro-framework  Flask yang menggunakan
bahasa pemrograma Python karena dinilai ringan dan tidak memakan banyak
resource  sehingga  resource  bisa  dialihkan  untuk  proses  prediksi  oleh
algoritma KNN. Data lain yang dibutuhkan adalah data pengguna yang akan
diprediksi yang didapatkan ketika sistem sudah mengudara.
2.5.2 Perancangan
Sistem dirancang menggunakan 2 model  Unified Modeling Language
(UML)  untuk  membantu  mengarahkan  ketika  pada  tahap  pengembangan
yakni Use Case dan Activity Diagram. Model Use Case sebagai representasi
interaksi  antara  pengguna  dan  sistem.  Model  Activity  Diagram  sebagai
representasi alur kerja dari aktifitas sistem.
A. Use Case
Use Case adalah sebuah diagram yang menggambarkan peran
kerja  aktor  pada  fungsi-fungsi  tertentu  (Shofia  &  Anggoro,  2020).
Penggunaan  diagram  ini  untuk  memudahkan  dalam  pengembangan
sistem. Dalam sistem ini akan ada 2 aktor yakni user dan admin. User
adalah  pengguna  biasa  yang  bisa  melakukan  tes  untuk  mengetahui
potensi  penyakit  jantung  dengan  cara  memasukkan  data  yang
dibutuhkan sistem. Admin adalah pengelola yang memantau dataset.
Gambar 3. Use Case
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B. Activity Diagram
Activity  Diagram  adalah  diagram  alur  proses  penggunaan
sistem oleh aktor dan bagaiman sistem melakukan respon terhadap aksi
oleh aktor.
Gambar 4. Activity Diagram
Dari  Activity Diagram  di atas dapat dilihat bahwa pengguna hanya perlu
memasukkan data-data yang dibutuhkan sistem untuk melakukan analisis
prediski. Jika data yang dimasukkan salah atau tidak sesuai yang diminta
maka akan muncul pesan  error  dan meminta pengguna memasukkan data
dengan benar. Jika data sudah benar sistem akan melakukan prediksi dan
menampilkan hasilnya serta menyimpannya di basis data.
2.5.3 Pengembangan
Sistem  yang  telah  dirancang  akan  dikembangkan  menjadi  aplikasi
berbasis  web  harus  dikembangkan  dengan  menggunakan  beberapa  tools
untuk  meningkatkan  efisiensinya.  Penggunaan  kerangka  web  akan
mencegah masalah keamanan dan mengurangi cara kode yang tidak efisien
seperti mengulangi penulisan fungsi yang sama. Alat yang digunakan dalam
makalah ini dijelaskan di bawah ini.
A. Python
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Sistem  dikembangkan  menggunakan  bahasa  pemrograman  Python.
Python menjadi salah satu bahasa pemrograman yang populer digunakan
untuk  pengembangan  aplikasi  web. Menurut  Tiobe  Index  Python
menempati urutan ke-4 sebagai bahasa pemrograman yang paling populer
pada Juni 2016 (Vogel et al., 2017). 
B. Flask
Flask  adalah  sebuah  micro-framework berbasis  bahasa  Python yang
tidak  memiliki  banyak  tools  dan  library  (Chauhan  et  al.,  2019).  Untuk
membuat pengembangan lebih efisien maka digunakan Flask. Penggunaan
Flask akan meringankan beban resource dan bisa dialihkan untuk KNN. 
C. MySQL
MySQL adalah  salah  satu  Database  Management  System  (DBMS)
yang  dapat  digunakan  untuk  penyimpanan  data  pada  sistem.  MySQL
digunakan di banyak sistem karena kecepatannya dalam memproses data
dan memiliki  Structured Query Language  (SQL)  yang mudah dipahami
sehingga  mendukung  efisiensi  pengembangan  sistem  (Anggoro  &
Supriyanti, 2019).
2.5.4 Testing
Kompleksitas yang rendah pada sistem ini tidak memerlukan pengujian
yang  banyak  dan  rumit  pada  sisi  sistem.  Penggunaan  black  box  testing
cukup untuk menguji fitur dan workflow dari sistem mengingat sistem tidak
memiliki  banyak  fitur.  Black  box  testing  melakukan  pengujian  secara
pragmatis  dengan melihat  hasil  dari  setiap  action  yang dikenakan  tester
pada sistem. Melihat respon yang diberikan sistem apakah sesuai dengan
yang diharapkan atau tidak. Fungsi-fungsi yang diuji  adalah fungsi yang
berhadapan langsung dengan pengguna seperti  login,  prediksi, atau  input
data. Hal ini dapat dilakukan secara manual ataupun menggunakan metode
unit testing.
3. HASIL DAN PEMBAHASAN
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Sebanyak 303 data yang dihimpun dari  dataset  memiliki  13 dimensi dan 1
label. Sebanyak 54.45% atau 165 pasien menderita penyakit jantung dan 45.54% atau
138 pasien tidak menderita penyakit jantung. Sebelum dilakukan implementasi pada
website  data  perlu  diolah  terlebih  dahulu  menggunakan  algoritma  KNN  untuk
menemukan hasil akurasi yang paling optimal.
Tahap awal yang dilakukan adalah melakukan pembagian dari dataset menjadi
data training  dan data testing  dengan komposisi 70% untuk data training  dan 30%
data testing.  Jumlah data  untuk  data training  sebanyak 212 data  dan jumlah data
untuk  data  testing  sebanyak  91  data.  Pada  data  testing  terdapat  50  data  pasien
menderita penyakit jantung dan 41 data pasien tidak menderita penyakit jantung. Data
training dilakukan proses data preprocessing tahap pertama yakni normalisasi dataset
menggunakan  Z-score Normalization  karena skala data yang berbeda-beda sehingga
akan menyebabkan ketimpangan pada  bobot  tiap  dimensi.   Z-score  Normalization
juga akan berguna dalam peningkatan akurasi (Anggoro & Supriyanti,  2019). Data
yang memiliki nilai di bawah rata-rata akan memiliki nilai negatif  sedangkan data
yang memiliki nilai di atas rata-rata akan memiliki nilai positif. Seperti ditunjukkan
pada gambar 1 data yang belum dinormalisasi terlihat memiliki skala yang berbeda di
tiap dimensinya, gambar 2 menunjukkan data yang telah dinormalisasi memiliki skala
yang lebih berimbang pada tiap dimensinya.
Gambar 1. Data sebelum dinormalisasi Z-Score
Gambar 2. Data setelah dinormalisasi Z-Score
Data yang sudah dinormalisasi akan dilakukan data preprocessing yang kedua
yakni mereduksi dimensi data menggunakan  Principal Component Analysis (PCA)
karena dimensi yang terlalu besar (13). Saat melakukan proses reduksi dengan PCA
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perlu  ditentukan  berapa  banyak  principal  component  yang  akan  dibuat.  Nilai
principal component yang dipilih adalah yang tidak banyak kehilangan informasi data
(information  loses).  Dari  penelitian  yang  telah  dilakukan  didapatkan  nilai  PC  2
dengan  cumulative variance  sebesar 98.15% serta tidak banyak terjadi  information
loses  dari  data  asli  dan  mengurangi  84.61% dari  total  dimensi  atau  sebanyak  11
dimensi.
Gambar 3. Nilai Principal Component
Tahap  selanjutnya  adalah  data  processing  menggunakan  algoritma  KNN  untuk
klasifikasi.  Nilai  K  sebagai  neighbor  harus  nilai  ganjil  karena  jumlah  kelas  yang
genap. Untuk mencari nilai K yang optimal digunakan k-fold cross validation dengan
k pada k-fold adalah 10. Nilai K untuk KNN yang digunakan menggunakan rentang 1
≤ K ≤ 20. Pada gambar 3.4 nilai K=7 memiliki tingkat akurasi paling tinggi dibanding
nilai K lain.
Nilai K=7 didapat jika jumlah data pada dataset sebanyak 303 atau maksimal
ditambah  19 data  menjadi  322.  Jika penambahan  data  melebihi  19 data  dan total
dataset melebihi 322 maka nilai K tidak lagi 7.
14
Gambar 4. Nilai K pada KNN
Data testing tanpa label  yang telah dilakukan proses prediksi dibandingkan
dengan data testing target dan ditemukan rata-rata dari kecocokan kedua data tersebut
untuk  menemukan  akurasinya.  Akurasi  yang dihasilkan  pada  proses  KNN setelah
dilakukan normalisasi  lebih tinggi dari proses KNN tanpa normalisasi (Anggoro &
Kurnia,  2020).  Dalam  penelitian  ini  menunujukkan  akurasi  yang  dihasilkan  dari
algoritma  KNN  dengan  data  yang  telah  dinormalisasi  menggunakan  Z-score





Tabel 1. Akurasi KNN
Seperti yang ditunjukkan pada gambar 3.5,  sistem website  dirancang sebagai
interface  dan  dalam  implementasi  algoritma  KNN  untuk  memprediksi  potensi
penyakit jantung. Sistem bekerja satu arah yakni menerima input  dari pengguna dan
mengeluarkan  hasil  prediksi  yang  telah  diolah  menggunakan  algoritma  KNN
berdasarkan  data  yang  dimasukkan  oleh  pengguna  melalui  website.  Flask  adalah
micro-framework sehingga tidak memiliki banyak built-in library. Untuk menunjang
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efisiensi  perancangan  sistem  website  digunakan  beberapa  modul  antara  lain:  WT
Forms, SQLAlchemy, Bcrypt, dan Login.
 
Gambar 3.5. Alur kerja sistem
Flask memungkinkan pengembangan  website  dengan struktur  file  yang lebih
fleksibel.  Pada  gambar  3.6 adalah  struktur  aplikasi  website yang berada  di  dalam
direktori  app di  mana direktori  admin dan predict  digunakan untuk menempatkan
berbagai  macam  business  logic  untuk  admin  dan  proses  prediksi.  Direktori  static
berisi aset untuk tampilan website berupa kode CSS dan Javascript. Kode html yang
menampilkan  berbagai  data  berada  di  direktori  templates  dengan  menggunakan
template engine Jinja2 sehingga memberikan efisiensi dan kerapihan pada kode yang
ditulis dan pengiriman data yang lebih tertata dari view menuju template.
Gambar 3.6. Struktur
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Website  akan  menerima  input  pada  route  /predict  dan  diproses  pada  route
yang  sama.  Dengan  menggunakan  fungsi  knn  yang  sudah  disiapkan,  data  input
pengguna akan dilakukan proses prediksi dengan algoritma KNN dengan dataset yang
berada di database yang menggunakan DBMS MySQL.
Setiap data yang telah dilakukan prediksi beserta hasilnya akan dimasukkan ke
dalam  database  sehingga akan memperbanyak  dataset  yang ada di  database.  Data
baru yang ada di  database disatukan menjadi  dataset  dan akan dilakukan pelatihan
untuk setiap data baru yang masuk, dari pelatihan yang berkala itu akan menghasilkan
model  KNN  yang  terus  ditingkatkan  kualtiasnya  dengan  dan  membentuk  yang
dinamakan  dynamic  learning  di  mana  model  machine  learning  diperbarui  dan
ditingkatkan secara dinamis dan berkala sesuai data baru yang didapatkan.
 Setelah  proses  prediksi  selesai  sistem  akan  melakukan  redirect  ke  route
/predict/result dan menampilkan halaman yang memberikan keterangan hasil prediksi
dan  rekomendasi  untuk  menjalani  pola  hidup  yang  lebih  sehat.  Pengguna  dapat
mengakses  route  /heart  untuk  mengetahui  informasi  terkait  penyakit  jantung  dan
pencegahannya.
Sistem  website  secara keseluruhan memiliki  sembilan  routes.  Terdapat  satu
admin yang akan memantau berapa banyak pengguna yang telah menggunakan sistem
website.  Database memiliki  dua  entitas  yakni  dataset  dan  admin.  Entitas  dataset
berbentuk  tabel berisi  dataset  yang  akan  digunakan  oleh  KNN dan  entitas  admin
berbentuk tabel berisi data admin untuk authentication.
Method Route Keterangan
GET / Halaman utama
GET dan POST /login Login admin
GET /logout Logout admin
GET /home Halaman admin
GET dan POST /predict Pengisian data oleh user dan proses 
prediksi
GET /predict/result Menampilkan hasil prediksi
GET /petunjuk Halamn panduan penggunaan sistem
GET /koroner Informasi terkait jantung koroner
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GET /tentang Informasi tentang sistem
Tabel 2. Routes website
Tabel Atribut Keterangan
Admin id, username, email, password Data admin
Dataset id, age, sex, cp, trestbps, chol, fbs, restecg, 
thalach, exang, oldpeak, slope, ca, thal, target
Dataset
Tabel 3. Basis data
Route  /  menjadi halaman utama ketika  website  diakses. Dari  sini  pengguna
dapat memilih apakah ingin melakukan prediksi atau berpindah ke halaman lain link
yang tersedia di bagian header.
Gambar 5. Halaman utama website
Route /login, /logout, dan /home menangani proses yang terjadi di sisi admin. /
login menampilkan halaman login dan proses autentikasi.  /logout memiliki  method
get  untuk menghapus  session  saat  admin akan keluar  dari  halaman  admin.  /home







Route /predict dan /predict/result menampilkan halaman input  data pengguna
dan menampilkan hasil prediksi. Untuk route /tentang, /koroner, dan /petunjuk berisi
informasi tentang sistem, penyakit jantung, dan petunjuk penggunaan sistem.
Gambar 8. Form input Gambar 9. Hasil prediksi
Tahap terakhir adalah pengujian sistem dengan menggunakan metode  black
box testing  seperti yang ditunjukkan tabel 4. Dalam pengujian ini sistem akan diuji
dengan  dihadapkan  pada  pengguna  yang  berinteraksi  aktif  dan  sistem  harus  bisa
melakukan respon seperti yang direncanakan.
Fungsi Input Output Status
Halaman utama Mengakses website Menampilkan halaman 
utama
Valid
Halaman login Memasukkan email dan password 
yang benar
Menampilkan halaman 
admin dan data pengguna
Valid
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Memasukkan email dan password 
yang salah
Kembali ke halaman 
login dan muncul pesan 
error
Valid
Prediksi Memasukkan data pengguna Menampilkan hasil 
prediksi
Valid
Tabel 4. Black box testing
4. KESIMPULAN
Dari penelitian yang telah dilakukan diketahui bahwa algoritma KNN dapat
digunakan dengan baik dalam implementasi sistem berbasiskan website menggunakan
Flask Python. Penggunaan Z-score normalization sangat mempengaruhi hasil prediksi
hingga mencapai akurasi sebesar  82.41%. Implementasi algoritma ke dalam sebuah
sistem  website  juga  memudahkan  untuk  digunakan  dalam proses  prediksi  potensi
penyakit jantung serta dapat digunakan oleh siapa saja.
Untuk menunjang efisiensi  dan efektifitas  yang lebih optimal  dalam proses
prediksi untuk penelitian selanjutnya maka perlu dilakukan peningkatan dalam proses
pembelajarannya  dengan modifikasi  algoritma  atau  data  preprocessing  yang lebih
baik juga improvisasi pada dataset karena akan lebih baik jika dataset memiliki data
yang lebih banyak dengan sedikit noise.
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