Data stream learning has been largely studied for extracting knowledge structures from continuous and rapid data records. In the semantic Web, data is interpreted in ontologies and its ordered sequence is represented as an ontology stream. Our work exploits the semantics of such streams to tackle the problem of concept drift i.e., unexpected changes in data distribution, causing most of models to be less accurate as time passes. To this end we revisited (i) semantic inference in the context of supervised stream learning, and (ii) models with semantic embeddings. The experiments show accurate prediction with data from Dublin and Beijing.
Introduction and Related Work
Stream learning, or the problem of extracting and predicting knowledge from temporal evolution of data, has been largely studied. Most of techniques in Database e.g., [Cheung et al., 1996] , adapting Apriori [Agrawal et al., 1996] for streams, focus on syntactic representation of data to identify frequent associations and exploit them for prediction. [Lee et al., 2003] improved its scalability by partitioning all streams using a sliding-window filtering. Approaches in Machine Learning e.g., [Gama and Kosina, 2011] focus on learning decision rules for classifying data from streams in real-time.
Although highly scalable, most approaches have been shown to be non robust to concept drift i.e., unexpected changes in data distribution [Coble and Cook, 2000] . Indeed their models, built on old data and then inconsistent with new data, are less accurate as time passes. Towards this challenge [Chu et al., 2011] applied online active learning using customized properties of weighing, Alternatively [Gao et al., 2007b] prioritized recent data during the elaboration of the learning model through regular updates, assuming temporally adjacent data is the most representative information for prediction. [Cao and Tay, 2003 ] trained an adaptive support vector machine by placing higher weight on the errors from recent training samples. [Kolter and Maloof, 2007] identify multiple candidate models learnt from different historical samples and adopt a dynamic weighted majority strategy. [Bifet et al., 2015] go further by considering dynamic sliding windows. Although such approaches manage gradual changes, they fail in maintaining high accuracy for sudden, abrupt changes. This is mainly due to inconsistent evolution of knowledge and lack of metrics to understand the semantics of its changes and concept drifts.
Towards this issue we consider their representation in the semantic Web. Such streams, represented as ontology streams [Huang and Stuckenschmidt, 2005] , are evolutive versions of ontologies where OWL (Web Ontology Language), which is underpinned by Description Logics (DL) [Baader et al., 2003] , is used as a rich description language. From knowledge materialization [Beck et al., 2016; Galárraga et al., 2013] , to predictive reasoning [Lécué, 2015] , all are inferences where dynamics, semantics of data are exploited for deriving a priori knowledge from pre-established (certain) statements. However concept drift is not handled, which limits accuracy of prediction for highly changing streams.
Our approach, exploiting the semantics of data streams, tackles the problem of learning and prediction with concept drifts. Given some continuous knowledge, how to manage its changes and their inconsistent evolution to ensure accurate prediction? Semantic reasoning and machine learning have been combined by revisiting features embeddings as semantic embeddings i.e., vectors capturing consistency and knowledge entailment in ontology streams. Such embeddings are then exploited in a context of supervised stream learning to learn models, which are robust to concept drifts i.e., sudden and inconsistent prediction changes. Our approach has been shown to be adaptable and flexible to basic learning techniques. The experiments have shown accurate prediction with live stream data from Dublin in Ireland and Beijing in China.
Next section reviews the adopted logic and ontology stream learning problem. In Section 3 we study concept drift and its significance. Section 4 presents how semantic embeddings are elaborated and exploited to derive accurate prediction. Finally, we report experimental results on accuracy with data from Dublin and Beijing and draw some conclusions
Background
The semantics of data is represented using an ontology. We focus on Description Logic (DL) to define ontologies since it offers reasoning support for most of its expressive families and compatibility to W3C standards e.g., OWL 2. Our work is illustrated using DL EL ++ [Baader et al., 2005] , which supports polynomial time reasoning. We review (i) DL basics of EL ++ , (ii) ontology stream, (iii) stream learning problem.
Description Logics EL

++
A signature Σ, noted (N C , N R , N I ) consists of 3 disjoint sets of (i) atomic concepts N C , (ii) atomic roles N R , and (iii) individuals N I . Given a signature, the top concept , the bottom concept ⊥, an atomic concept A, an individual a, an atomic role expression r, EL ++ concept expressions C and D in C can be composed with the following constructs:
The DL ontology O . = T , A is composed of TBox T , ABox A. A TBox is a set of concept, role axioms. EL ++ supports General Concept Inclusion axioms (GCIs e.g. C D), Role Inclusion axioms (RIs e.g., r s ). An ABox is a set of concept assertion axioms e.g., C(a), role assertion axioms e.g., R(a, b), individual in/equality axioms e.g., a = b, a = b. Example 1. (TBox and ABox Concept Assertion Axioms) Figure 1 presents (i) a TBox T where DisruptedRoad (2) denotes the concept of "roads which are adjacent to an event causing high disruption", (ii) concept assertions (11-12) with the individual r 0 having roads r 1 and r 2 as adjunct roads. All completion rules, which are used to classify EL ++ TBox T and entail subsumption, are described in [Baader et al., 2005] . Reasoning with such rules is PTime-Complete.
Ontology Stream
We represent knowledge evolution by a dynamic, evolutive version of ontologies [Huang and Stuckenschmidt, 2005] . Data (ABox), its inferred statements (entailments) are evolving over time while its schema (TBox) remains unchanged. .
, related to events, travel time, buses, through snapshots at time i ∈ {0, 1, 2, 3} (i.e., a view on [0, 3] ). In our example n is any integer greater than 5. Their dynamic knowledge is captured by evolutive ABox axioms e.g., (20) captures e 1 as "a social poetry event occurring in r 2 " at time 1 of P n 0 . By applying completion rules on static knowledge T and ontology streams P n 0 , snapshot-specific axioms are inferred. The evolution of a stream is captured along its changes i.e., new, obsolete and invariant ABox entailments from one windowed stream to another one in Definition 2 [Lécué, 2015] . (15) and (16) denote respectively lost and stable knowledge. All duplicates are supposed removed. Definition 2 provides basics, through ABox entailments, for understanding how knowledge is evolving over time.
It is entailed using DL completion rules on (4), (6), (9), (24), (25), (27) and (28). 
Ontology Stream Learning Problem
Definition 3 revisits classic supervised learning [Domingos and Hulten, 2000] for ontology stream as the problem of predicting knowledge (through entailment) in a future snapshot. Definition 3. (Ontology Stream Learning Problem) Let S n 0 be a stream; T , A be respectively TBox, ABox; g ∈ G an ABox entailment. An Ontology Stream Learning Problem, noted OSLP S n 0 , k, T , A, g , is the problem of estimating whether g can be entailed from T and A at time k ∈ (0, n] of stream S n 0 , given knowledge at time t < k of S n 0 . This estimation is denoted as p |T ∪A (S n 0 (k) |= g) with values in [0, 1] and k ≥ 1. g is a class assertion entailment in the form of G(a), with G a concept expression and a an individual. The estimation, adapted from [Gao et al., 2007a] , can be elaborated using knowledge from previous snapshots of S k 0 :
The problem of estimating whether class assertion g, defined as DisruptedRoad(r 2 ), can be entailed from T and A at time 4 of (Q∪R)
Concept Drift in An Ontology Stream
We introduce semantic concept drift, as a basis for qualifying, quantifying sudden and abrupt changes in an ontology stream.
Semantic Concept Drift
Definition 7 revisits concept drift [Gao et al., 2007b] for ontology streams as prediction changes (Definition 4) in ABox entailment, which are sudden and abrupt (Definitions 5, 6). Definition 4. (Prediction Change) Let S n 0 be a stream; T , A and G be TBox, Abox and its entailments. A prediction change in S n 0 is ocuring between time i and j in [0, n] with respect to T , A and its entailments iff:
where ε ∈ (0, 1] is a variable bounding the difference of estimation, v refers to the absolute value of v, and j > i ABox entailment g is called an evidence entailment of the prediction change. We denote by C |T ∪A (S n 0 , i, j, ε), the set of all evidence entailments of the prediction change with an ε difference between time i and j of ontology stream S n 0 . Example 5. (Prediction Change) g . = DisruptedRoad(r 2 ) can be entailed from T and A at time 2 of (Q ∪ R) n 0 with a zero probability following (29). Therefore a prediction change between times 2 and 4 (cf. Example 4) is captured with g ∈ C |T ∪A ((Q ∪ R) n 0 , 2, 4, 1 /3).
Definition 5. (α-Sudden Prediction Change)
A prediction change at point of time i in stream S n 0 , satisfying (30), is defined as α-sudden, with α ∈ (0, n-i] iff j = i + α. Definition 6. (Abrupt Prediction Change) A prediction change, satisfying (30), is abrupt iff ∃g ∈ G s.t.
where max{i,j} k=0
Suddenness characterises the proximity of prediction changes in streams i.e., the lower α the closer the changes. Abruptness captures disruptive changes from a semantic perspective i.e., conflicting knowledge among snapshots S n 0 (i), S n 0 (j) with respect to background knowledge T ∪ A. Definition 7. (Semantic Concept Drift) A semantic concept drift in S n 0 , is defined as a 1-sudden and abrupt prediction change.
Evaluating if a concept drift occurs for a snapshot update is in worst case polynomial time with respect to acyclic TBoxes and S n 0 in EL ++ since subsumption and satisfiability in (30), (31) can be checked in polynomial time [Baader et al., 2005] . Example 6. (Semantic Concept Drift) Two prediction changes from time i = 2 to 3 and 3 to 4 (cf. Table 2 ) have occurred for g . = DisruptedRoad(r 2 ) in (Q ∪ R) n 0 . They are semantic concept drifts as they are 1-sudden and abrupt with g . 
Significance of Concept Drift
Definition 8. (Semantic Concept Drift Significance)
The significance of a semantic concept drift, defined between points of time i ∈ (0, n) and i+1 of S n 0 with ε, T , A, G as difference, TBox, ABox, and entailments, is: (32) where the expression in between | refers to its cardinality.
Evaluating (32) 
is 0, hence a more significant drift between times 2, 3 than 3, 4. In other words conflicting facts g . = DisruptedRoad(r 2 ) and g . = ClearedRoad(r 2 ) w.r.t. T and A have the most significant impact on prediction changes at times 2 and 3. if ∃g, g ∈ G such that:
% Semantic concept drift with min. significance.
Computing a solution with [A1] given a polynomial input n, number of axioms, entailments in O and S n 0 is in worst case polynomial time, due to the complexity of evaluating a semantic drift cf. complexity of Definition 7. However computing significant α-sudden, abrupt prediction changes following [A1] is in worst case NP w.r.t. the number snapshots.
Ontology Stream Learning
We tackle the ontology stream learning problem by (i) computing semantic embeddings, as mathematical objects exploiting the properties of concept drifts, (ii) applying all embeddings in model-based learning approaches (Algorithm 2).
Semantic Embeddings
The semantics of streams exposes two levels of knowledge which are crucial for learning with concept drift: (i) (in-)consistency evolution of knowledge, and (ii) entailment of the forecasting target from stream assertions and axioms. They are semantic embeddings, captured as: consistency vectors (Definition 9) and entailment vector (Definition 10).
Definition 9. (Consistency Vector)
A consistency vector of snapshot S n 0 (i) in S n 0 , denoted by c i , is defined ∀j ∈ [0, n] by c ij if i < j; c ji otherwise such that:
where the expressions in between | refer to its cardinality i.e., the number of new (14), obsolete (15), invariant ( On contrary, the number of new and obsolete ABox entailments, capturing some differentiators in knowledge evolution, has a negative impact. When an inconsistency occurs, the value 1 is subtracted instead of considering its additive inverse. This ensures that the invariant factor has always a positive impact.
Evaluating (33) is in worst case polynomial time with respect to T and S n 0 in EL ++ . Indeed its evaluation requires (i) ABox entailment, and (ii) basic set theory operations from Definition 2, both in polynomial time [Baader et al., 2005] . Example 8. (Consistency Vector) Consistency vector c 3 i.e., (c 03 , c 13 , c 23 , c 33 ) of (Q ∪ R) n 0 (3) is (0, -0.8, 1, 1). Knowledge at time 3 is consistent / inconsistent / similar with knowledge at times 0 / 1 / 2 and 3.
An entailment vector (Definition 10) is adapting the concept of feature vector [Bishop, 2006] in Machine Learning to represent the (non-)presence of all ABox entailments (using |= w.r.t. T , A) in a given snapshot. Each dimension captures whether a particular ABox entailment is in (1) 
Semantic Prediction
Algorithm 2 [A2] aims at learning a model (line 12) over N ≤ n+1 snapshots of S n 0 , noted S n 0 | κ , for prediction at n+1. κ refers to the proportion of snapshots with concept drift used for modelling. S n 0 | κ is selected to capture (i) S n 0 (n) i.e., the closest (temporally) to S n 0 (n+1) (line 4), (ii) knowledge in the most (lines 8-9) significant concept drifts (Definition 8 -line 5), (iii) any other snapshots to meet N (line 11).
The model is trained, following Stochastic Gradient Descent method [Zhang, 2004] , using samples of the form {(e i , g i ) | i ∈ {1, . . . , N}} where e i is the entailment vector for S n 0 (i) and v(g i ) is the target variable in [0, 1], capturing the estimation of g i to be entailed. g i is determined by the entailment vector. The goal is to learn a linear scoring function f (e i ) = a T e i + b with model parameters a ∈ R N and b ∈ R which minimizes the following objective function O j :
where L represents the loss function (e.g., Hinge for SVM or log for logistic regression). R and α control the variance of the model in case of over fitting. R is a regularization term and α > 0 is a non-negative hyperparameter. Each sample (e i , g i ) in (35) is weighted by ω ij in (36) (resp. (37)) for filtering out consistent (resp. inconsistent) historical snapshots w.r.t. (33). ω ij controls the consistency level of models.
Algorithm 2 
10 % Expand |S n 0 |κ| with snapshots not involved in S.
12 % Learning model f using (35) with weight (36) or (37) .
[A1-2] parameterized with low ε, σ min , high κ and (36) as weight (line 12 (i)) favours models with significant concept drifts for prediction, which supports diversity and prediction changes in the model. Parameterized with high ε, σ min , low κ and (37) as weight, it will capture more consistent models.
The linear scoring function f in (35) has the following advantages compared to more complex structures such as artificial neural network: (i) better handling over-fitting with reduced sample size -due to filtering of snapshots not involved in significant concept drifts (lines 8-9 in [A2]), (ii) ensuring efficient, scalable learning and prediction for online contexts.
Experimental Results
We report accuracy by (i) studying the impact of [A2] and semantic embeddings on concept drift for Dublin-Ireland, Beijing-China applications, and (ii) comparing its results with state-of-the-art approaches. The system is tested on: 16 Intel(R) Xeon(R) CPU E5-2680, 2.80GHz cores, 32GB RAM.
• Beijing Air Quality (BAQ) Context: BAQ index, ranging from Good (value 5), Moderate (4), Unhealthy (3), Very Unhealthy (2) to Hazardous (1), can be forecasted using data streams of B 1 : air pollutants and meteorology elements B 2 : wind speed, B 3 : humidity observed in 12 sites. The variation of context, characterising a concept drift problem, makes BAQ index difficult to be forecasted specially with potentially erroneous sensor data. The semantics of context is based on a DL ALC ontology, including 48 concepts, 13 roles, 598 axioms. An average of 6, 500 RDF triples are generated at each update (i.e., every 600 seconds) for all streams.
• Dublin Bus Delay (DBD) Context: DBD, classified as Free (value 5), Low (4), Moderate (3), Heavy (2), Stopped (1) can be forecasted using reputable live stream contextual data (Table 3 ) related to D 1 : bus GPS location, delay, congestion status, D 2 : weather conditions, D 3 : road incidents. However bus delay is subject to major changes due the high degree of context variation. The latter, responsible for the concept drift problem, impacts accuracy the most. We consider an extended settings by enriching data using a DL EL ++ domain ontology (55 concepts, 19 roles and 25, 456 axioms). • Validation: Accuracy is measured by comparing predictions with real-time situations in cities, where results can be easily extracted and compared from all different approaches.
• Semantic Impact: Table 4 reports the positive impact of using semantic embeddings (cf. columns with ) on all forecasting tasks, with an average improvement of 26.6%. The embeddings naturally identify semantically (dis-)similar contexts by capturing temporal (in-)consistency(ies). Thus, they help in building discriminating models, even for long-termahead forecasting as shown for ∆ = 18-hours with a 33.1% gain. • Feature Impact: Table 4 emphasises an extra accuracy gain when increasing the number of features i.e., average gain of 68.5% accuracy from 1 to 3 features.
• Concept Drift is characterised by 48% and 51% of stream updates in respectively BAQ and DBD. We focus on 4 levels of concept drifts, ranging from a .2 to .8 significance ∀∆ ∈ {6, 12, 18}. Level 0 does not capture any change. Figure 3 reports the proportion of severity levels in concept drift for BAQ and DBD e.g., 7% are level-.4 for BAQ while 19% are level-.8 for DBD. Although accuracy clearly declined by increasing the severity level e.g., from 96% (level-.2) to 21%
(level-.8) in DBD, semantic embeddings has shown to significantly boost accuracy. More interestingly the more severity the higher improvement i.e., (average) 36% to 56% on level-.4 to .8. Thus integrating semantics is a way forward to build machine learning models which are robust to changes, potential erroneous sensor data and concept drifts.
• [A1-2] is evaluated with 3 variances of (ε, σ min , κ): (i) consistent model with (.9, .9, .1), (ii) mixed model with (.5, .5, .5), (iii) inconsistent model with (.1, .1, .9). N = 1, 500. Figure 4 (resp. 5) reports that prediction with consistent (resp. inconsistent) samples outperforms models with inconsistent (resp. consistent) samples by about 318% (resp. 456%) and 254% (resp. 322%) in respectively Beijing and Dublin for LCD (resp. HCD). These results confirm the importance of semantic encoding, which support the encoding of concept drift and consistency properties in our approach. • Baseline: We compare our approach B i , D • Lessons Learnt: Adding semantics to classic learning model has clearly shown the positive impact on accuracy, specially in presence of concept drifts. Our approach also demonstrates that the more semantic axioms the more robust is the model and hence the higher the accuracy. Axiom numbers are critical as they drive and control the semantics of data in streams, which improve accuracy, concept drift detection but not scalability (not reported in the paper). It is worst with more expressive DLs due to consistency checks, and with limited impact on accuracy. Lightweight semantics such as RDF-S would highly limit the scope of our model given the omission of inconsistency checking cf. Figures 4-5.
Conclusion
Our approach, exploiting the semantics of data streams, tackles the problem of learning and prediction with concept drifts. Semantic reasoning and machine learning have been combined by revisiting features embeddings as semantic embeddings i.e., vectors capturing consistency and entailment of any snapshot in ontology streams. Such embeddings are then exploited in a context of supervised stream learning to learn models, which are robust to concept drifts i.e., sudden and abrupt (inconsistent) prediction changes. Our approach has been shown to be adaptable and flexible to basic learning algorithms. In addition to demonstrate accurate prediction with concept drifts in Dublin and Beijing forecasting applications, experiments have shown that encoding semantics in models is a way towards outperforming state-of-the-art approaches. In future work we will investigate the impact of semantic embeddings in other Machine Learning models.
