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Abstract
For the first time we construct an infinite family of Kochen-Specker
sets in a space of fixed dimension, namely in R4. While most of the
previous constructions of Kochen-Specker sets have been based on com-
puter search, our construction is analytical and it comes with a short,
computer-free proof.
1 Introduction
The Kochen-Specker theorem (KS theorem) is an important result in quan-
tum mechanics [4]. It demonstrates the contextuality of quantum mechanics,
which is one of its properties that may become crucial in quantum infor-
mation theory [3]. In this paper we focus on proofs of the KS theorem
that are given by showing that, for n ≥ 3, there does not exist a function
f : Cn → {0, 1} such that for every orthogonal basis B of Cn there ex-
ists exactly one vector x ∈ B such that f(x) = 1 (where Cn denotes the
n-dimensional vector space over the field of complex numbers). This partic-
ular approach has been used in many publications, see for example [1, 5, 8]
and many references cited therein. Definition 1.1 given below formalizes one
common way of constructing such proofs, using a simple parity argument.
Therefore the structures that satisfy Definition 1.1 are sometimes referred
to as parity proofs of KS theorem.
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Definition 1.1. We say that (V,B) is a Kochen-Specker pair in Cn if it
meets the following conditions:
(1) V is a finite set of vectors in Cn.
(2) B = (B1, . . . , Bk) where k is odd, and for all i = 1, . . . , k we have that
Bi is an orthogonal basis of C
n and Bi ⊂ V.
(3) For each v ∈ V the number of i such that v ∈ Bi is even.
It is quite common in the literature [2, 5, 8] to refer to a KS pair as a
KS set, and we will do so sometimes in this paper.
An extensive summary of known examples of KS sets in low dimensions
is presented in [7]. It turns out that until recent time, the vast majority
of known examples have been found by computer search, however without
much insight in the sets generated [7]. More recently, first computer-free
constructions have appeared that relate KS sets to some other mathematical
structures such as Hadamard matrices [6]. In this paper we continue this
trend by giving a simple, computer-free construction of an infinite family of
KS sets in R4. This is the first time that an infinite family of KS sets in
a space of fixed dimension is found. Moreover, four is the smallest possible
dimension in which KS sets described in Definition 1.1 can exist, since the
definition clearly requires the dimension to be even, and the KS theorem
only holds in dimension at least 3.
KS sets are key tools for proving some fundamental results in quan-
tum theory and they also have various applications in quantum information
processing, see [2, 5] and the references therein.
2 The new construction
For integers m > 0 and s ≥ 0 we define the matrix
Rm,s =
(
cos
(
2pis
m
)
− sin
(
2pis
m
)
sin
(
2pis
m
)
cos
(
2pis
m
) ) .
By ⊗ we denote the Kronecker product of matrices. We now state our
main result.
Theorem 2.1. Let p, q ≥ 3 be relatively prime odd integers, let kp, kq be
integers relative prime to p and q respectively, and let c be a non-zero real
number such that
c2 = −
cos
(
2pi
(
kp
p −
kq
q
))
cos
(
2pi
(
kp
p +
kq
q
)) .
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Let a, b be vectors in R4 defined by
a =


(1− c) cos
2pikq
q
(1− c) sin
2pikq
q
−(1 + c) sin
2pikq
q
(1− c) cos
2pikq
q

 , b =


c+ 1
0
0
c− 1

 . (1)
Let r be the unique integer in the interval (0, pq) such that r ≡ 1 (mod p),
r ≡ −1 (mod q). Let M = Rp,kp ⊗Rq,kq . We have:
(i) For 0 ≤ i < pq the set Bi = {M
ia,M i−1a,M ib,M i−rb} is an orthog-
onal basis of R4.
(ii) Let V = {M ia : 0 ≤ i < pq} ∪ {M ib : 0 ≤ i < pq} and let
B = {Bi : 0 ≤ i < pq}. Then (V,B) is a Kochen-Specker pair.
Proof. (i) The fact that B0 is an orthogonal basis of R
4 is proved in Lemma 2.3
below. Since M is orthogonal, it follows that Bi is an orthogonal basis of
R
4 for each i, since Bi is the image of B0 under M
i.
(ii) Let the indices of B be taken modulo pq. For each i, the vector M ia
belongs to two bases, namely Bi and Bi+1, and the vector M
ib belongs to
two bases, namely Bi and Bi+r. In Proposition 2.4 below we show that the
vectors in the set V are pairwise linearly independent. Hence each element of
V belongs to exactly two bases in B, and all conditions for Kochen-Specker
pair are satisfied.
The condition that p and q are relatively prime is used to guarantee
the existence of the integer r with the given properties, using the Chinese
remainder theorem.
We note that for given p and q it is always possible to choose kp and kq
such that c is a non-zero real number. There are many possible choices; one
of them is
kx =
{⌈
x
4
⌉
if x ≡ 3 (mod 4)⌊
x
4
⌋
if x ≡ 1 (mod 4).
Then it is easy to show that
pi
2
< 2pi
(
kp
p
+
kq
q
)
<
3pi
2
and −
pi
2
< 2pi
(
kp
p
−
kq
q
)
<
pi
2
hence
−
cos
(
2pi
(
kp
p −
kq
q
))
cos
(
2pi
(
kp
p +
kq
q
)) > 0.
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We will now work towards proving that B0 is an orthogonal basis. For
simplicity we will write just Rp and Rq instead of Rp,kp and Rq,kq , respec-
tively. To reduce the use of brackets in upcoming calculations we will assume
throughout that the ordinary matrix product has a higher precedence among
algebraic operations than the Kronecker product. For example, the notation
X ⊗ Y Z denotes X ⊗ (Y Z).
We note that the vectors a and b defined in Theorem 2.1 can be written
as
a =
(
1− c
0
)
⊗Rq
(
1
0
)
+
(
0
1 + c
)
⊗Rq
(
0
1
)
and
b =
(
c+ 1
0
)
⊗
(
1
0
)
+
(
0
c− 1
)
⊗
(
0
1
)
.
Lemma 2.2. Assume that m = 0 or n = 1. Then
aT (Rmp ⊗R
n
q )b = 0.
Proof. Since the matrices Rp and Rq are orthogonal, we have
aT (Rmp ⊗R
n
q )b =
[
(1− c, 0)⊗ (1, 0)R−1q + (0, 1 + c)⊗ (0, 1)R
−1
q
]
×
(Rmp ⊗R
n
q )
[(
c+ 1
0
)
⊗
(
1
0
)
+
(
0
c− 1
)
⊗
(
0
1
)]
.
After expanding the right-hand side into four terms and simplifying each of
them as (T ⊗ U)(V ⊗W )(X ⊗ Y ) = TV X ⊗ UWY we get
aT (Rmp ⊗R
n
q )b = (1− c, 0)R
m
p
(
c+ 1
0
)
⊗ (1, 0)Rn−1q
(
1
0
)
+(0, 1 + c)Rmp
(
c+ 1
0
)
⊗ (0, 1)Rn−1q
(
1
0
)
+(1− c, 0)Rmp
(
0
c− 1
)
⊗ (1, 0)Rn−1q
(
0
1
)
+(0, 1 + c)Rmp
(
0
c− 1
)
⊗ (0, 1)Rn−1q
(
0
1
)
.
If m = 0 then
(0, 1 + c)Rmp
(
c+ 1
0
)
= (1− c, 0)Rmp
(
0
c− 1
)
= 0
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while if n = 1 then
(0, 1)Rn−1q
(
1
0
)
= (1, 0)Rn−1q
(
0
1
)
= 0.
Hence if m = 0 or n = 1 then
aT (Rmp ⊗R
n
q )b = (1− c
2)(Rmp )1,1(R
n−1
q )1,1 + (c
2 − 1)(Rmp )2,2(R
n−1
q )2,2 = 0
because (Rus )1,1 = (R
u
s )2,2 for all s, u.
Lemma 2.3. The set B0 defined in Theorem 2.1 is an orthogonal basis of
R
4.
Proof. The matrix M is orthogonal, hence M j = (M−j)T for all j. Note
that M−r = R−1p ⊗ Rq by the properties of r. The dot product of b and
M−1a can be written as aTMb. Furthermore the dot product of M i−1a and
M i−rb can be written as
aTM1−iM i−rb = aTM1−rb = aT (I ⊗R2q)b.
Therefore we need to prove the following six equalities, which we write in a
uniform way that allows us to treat four of the six cases simultaneously.
(i) aT (I ⊗ I) b = 0
(ii) aT
(
R−1p ⊗R
−1
q
)
a = 0
(iii) bT
(
R−1p ⊗Rq
)
b = 0
(iv) aT
(
R−1p ⊗Rq
)
b = 0
(v) aT (Rp ⊗Rq) b = 0
(vi) aT
(
I ⊗R2q
)
b = 0.
Equalities (i), (iv), (v) and (vi) follow from Lemma 2.2.
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In case (ii) we get
aT (R−1p ⊗R
−1
q )a =
[
(1− c, 0)⊗ (1, 0)R−1q + (0, 1 + c)⊗ (0, 1)R
−1
q
]
×
(R−1p ⊗R
−1
q )
[(
1− c
0
)
⊗Rq
(
1
0
)
+
(
0
1 + c
)
⊗Rq
(
0
1
)]
= (1− c, 0)RTp
(
1− c
0
)
⊗ (1, 0)RTq
(
1
0
)
+(0, 1 + c)RTp
(
1− c
0
)
⊗ (0, 1)RTq
(
1
0
)
+(1− c, 0)RTp
(
0
1 + c
)
⊗ (1, 0)RTq
(
0
1
)
+(0, 1 + c)RTp
(
0
1 + c
)
⊗ (0, 1)RTq
(
0
1
)
= (1− c)2(Rp)1,1(Rq)1,1 + (1− c
2)(Rp)1,2(Rq)1,2
+(1− c2)(Rp)2,1(Rq)2,1 + (1 + c)
2(Rp)2,2(Rq)2,2.
Since (Rs)1,1 = (Rs)2,2 and (Rs)1,2 = −(Rs)2,1 for each s, the last expression
simplifies to
(2c2 + 2)(Rp)1,1(Rq)1,1 + (2− 2c
2)(Rp)1,2(Rq)1,2. (2)
This is equal to 0 exactly when
c2 = −
(Rp)1,1(Rq)1,1 + (Rp)1,2(Rq)1,2
(Rp)1,1(Rq)1,1 − (Rp)1,2(Rq)1,2
= −
cos
(
2pikp
p
)
cos
(
2pikq
q
)
+ sin
(
2pikp
p
)
sin
(
2pikq
q
)
cos
(
2pikp
p
)
cos
(
2pikq
q
)
− sin
(
2pikp
p
)
sin
(
2pikq
q
)
= −
cos
(
2pi
(
kp
p −
kq
q
))
cos
(
2pi
(
kp
p +
kq
q
)) . (3)
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In case (iii) we get
bT (R−1p ⊗Rq)b = [(c+ 1, 0)⊗ (1, 0) + (0, c− 1)⊗ (0, 1)]×
(R−1p ⊗Rq)
[(
c+ 1
0
)
⊗
(
1
0
)
+
(
0
c− 1
)
⊗
(
0
1
)]
= (c+ 1, 0)RTp
(
c+ 1
0
)
⊗ (1, 0)Rq
(
1
0
)
+(c+ 1, 0)RTp
(
0
c− 1
)
⊗ (1, 0)Rq
(
0
1
)
+(0, c− 1)RTp
(
c+ 1
0
)
⊗ (0, 1)Rq
(
1
0
)
+(0, c− 1)RTp
(
0
c− 1
)
⊗ (0, 1)Rq
(
0
1
)
= (c+ 1)2(Rp)1,1(Rq)1,1 + (c
2 − 1)(Rp)2,1(Rq)1,2
+(c2 − 1)(Rp)1,2(Rq)2,1 + (c− 1)
2(Rp)2,2(Rq)2,2
= (2c2 + 2)(Rp)1,1(Rq)1,1 − 2(c
2 − 1)(Rp)1,2(Rq)1,2
which is equal to (2). Hence assuming that c2 equals the expression (3),
which is a necessary and sufficient condition for equality (ii) to hold, also
implies that equality (iii) holds.
This completes the proof of Lemma 2.3 and hence also the proof of
Theorem 2.1.
We finish the paper by showing that the 2pq vectors used in our construc-
tion are pairwise linearly independent. Strictly speaking this is not required
for the proof of the Kochen-Specker pair property, however it may be of
interest for example in the physical implementations of our construction.
Proposition 2.4. Let M,a, b be as in Theorem 2.1. The 2pq vectors
M ia (0 ≤ i < pq) and M ib (0 ≤ i < pq) are pairwise linearly indepen-
dent.
Proof. For a positive integer s let ζs = e
2pi
√−1/s denote the primitive s-th
root of unity in C. The eigenvalues of Rsp,kp ⊗R
t
q,kq
are ζ
±skp
p ζ
±tkq
q with all
four combinations of ± signs in the exponents. Since gcd(p, q) = gcd(p, kp) =
gcd(q, kq) = 1 and p, q are odd, it follows that the eigenvalues ζ
±skp
p ζ
±tkq
q are
not real unless s = t = 0. It follows that M i does not have a real eigenvec-
tor for 0 < i < pq, hence M ia and M ja are linearly independent whenever
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i 6≡ j (mod pq), and likewise M ib and M jb are linearly independent when-
ever i 6≡ j (mod pq).
It remains to consider the possibility that M ia and b are linearly depen-
dent for some i. Then (M ia)2 = (M
ia)3 = 0. Let M
−i = Rmp ⊗R
n
q . Explicit
calculations give
(M ia)2 = a
T (Rmp ⊗R
n
q )
[(
1
0
)
⊗
(
0
1
)]
= (1− c)(Rmp )1,1(R
n−1
q )1,2 + (1 + c)(R
m
p )2,1(R
n−1
q )2,2 (4)
(M ia)3 = a
T (Rmp ⊗R
n
q )
[(
0
1
)
⊗
(
1
0
)]
= −(1 + c)(Rmp )1,1(R
n−1
q )1,2 − (1− c)(R
m
p )2,1(R
n−1
q )2,2. (5)
Assume that the right-hand sides of (4) and (5) both equal zero, and subtract
the latter from the former. This gives (Rmp )1,1(R
n−1
q )1,2 = −(R
m
p )2,1(R
n−1
q )2,2.
After plugging this into (4) and performing some elementary manipulations
we deduce that c = 0 or
(Rmp )1,1(R
n−1
q )1,2 = (R
m
p )2,1(R
n−1
q )2,2 = 0. (6)
Since we assume a choice of kp, kq such that c 6= 0, we must have (6). Denote
Z =
(
0 −1
1 0
)
.
A quick argument shows that (6) implies that either both Rmp and R
n−1
q
are equal to Z or −Z, or they are both equal to I or −I. The first case is
not possible, since p and q are odd. So assume that both Rmp and R
n−1
q are
equal to I or −I. Then a calculation similar to those above shows that
M ia =


±(1− c)
0
0
±(1 + c)


where signs are to be taken consistently. In comparison with equation (1) we
see that if M ia and b are linearly dependent, then c 6= ±1, and 1−cc+1 =
1+c
c−1 .
The last equation has no real solution, and this completes the proof.
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