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The first three chapters o f this dissertation are concerned with the structural properties 
of solid polymer electrolyte systems. Model polymers of poly(ethylene oxide) (PEO) 
and poly(ethylenimine) (PEI) containing four repeat units were studied by using 
molecular dynamics simulations. The chain dimensions, dihedral angle distributions, 
triad conformations were analyzed for PEO, PEI, and PEO;salt systems. The special 
ability of PEI chains to form two kinds o f intra-chain hydrogen bonding, the single 
and double hydrogen bonding, makes the conformations of PEI chains more compact 
than PEO chains. The structural properties of PE 0 :LiCp3 S0 3  (lithium triflate) and 
PE 0 :NaCp3 S0 3  (having an ether oxygen:salt ratio o f 1 0 :1 ) complexes including the 
effects of oxygen-salt coordination on the polymer conformations and the ionic 
aggregation were also analyzed. The results show that the PEO chains contribute 
fewer oxygens (1 . 6  to Li^ and 2.2 to Na^ at 300K) to the cations than the triflate ions 
(4.6 and 4.9) and high temperature weakens PEO chain-cation coordination further. 
The species and the populations o f different ionic aggregates calculated from MD 
simulations agree well with experimental values. All the results will help the 
understanding of ionic conductivity mechanisms in polymers.
The second part (Chapter 4 and 5) focuses on computing vibrational frequencies 
and modes by using a new technique, principal component analysis (PCA) which is 
broadly used in signal processing, pattern recognition, and multivariate analysis. The 
advantages o f PCA to incorporate anharmonicity in the calculated spectra over the 
conventional normal mode analysis and Fourier transform are presented in Chapter 4.
XV
PCA-derived frequencies o f harmonie, anharmonic (with a quartic term in the 
potential energy), and Langevin ocsillators and water moleeules are more accurate 
than the frequencies calculated by normal mode analysis and Fourier transforms, in 
comparison with analytical or experimental results. New procedures in order to 
improve the PCA method including the determination of the vibrational energy, 
removal of the translations and rotations from the trajectories, and the treatment of 
flexible moleeules based on fragments are proposed. More test eases o f water, 
methane, water dimer, and ethane are provided to show that the frequencies are 
greatly improved by applying these new procedures in addition to the original PCA 
method. The last ehapter is a demonstration o f one of PCA's abilities to study 
molecular vibrational problems. Vibrational energy relaxation (VER) in liquid water 
has been previously studied by spectroscopy and molecular dynamics because of its 
importance in understanding aqueous and biological processes. PCA is able to set up 
a vibrational mode frame with some anharmonicity included. In this frame, by 
examining the vibrational energy possessed by each o f the vibrational modes as a 
function o f time, two distinguishable VER time scales o f 0.6-0.7 ps and 0.2-0.3 ps in 
liquid water were obtained that agree well in magnitude with experiment. However, 
PCA studies indicate that the longer time scale is attributed to energy transfer out of 
the initially excited vibrational modes and the shorter time scale refers to energy 





Introduction to molecular dynamics simulations and structural analyses of 
poly(ethylenc oxide), poly(cthylcnciminc), and their polymer:salt complexes.
1.1. Solid polymer electrolytes.
Our daily life has been greatly ehanged by the widespread applieations of 
polymers. Solid polymer electrolytes (SPE), as one substitute for conventional 
electrolyte solution-based materials, bave been used in the fabrication of bigb energy- 
density batteries. [1-4] Compared to conventional liquid-based electrolyte systems, 
SPE’s bave desirable meebanical properties to be used as the intermediate materials 
between electrodes, and therefore reduces problems o f leakage and improves 
operation safety. However, several shortcomings have hindered the industrial 
production o f bigb energy-density batteries using SPE. As an ideal polymer host for 
SPE, the polymer matrix must have relatively strong interactions with the salts to 
dissolve and separate the ions. On the other band, these interactions cannot be strong 
enough to trap the charge-carrying ions in the local polymer matrix. In a good SPE 
candidate, the polymer-ion interactions must have reached a balance between these 
two aspects to produce both strong enough interactions to dissolve the salt and weak 
enough interactions to ensure bigb ionic conductivity.
Poly(ethylene oxide) (PEO, (-CH2 CH2 0 -)n) was first suggested as a eandidate 
polymer host for SPE more than 20 years ago. [5] The strong interactions between the 
electronegative ether oxygens and the salt cations enable PEO to dissolve a variety of 
inorganic salts. Due to the linear chain structure of PEO, one would expect a high 
regularity in the entire structure of the polymer matrix. Indeed, it has been reported 
that the melting point of crystalline PEO is relatively high at 338 K and the 
crystallinity can be as high as 85%. [3] The role that the crystalline polymer plays in 
ionic conduction through the polymer matrix is still not fully understood. But it is 
generally considered true that the amorphous portions o f polymer contribute 
significantly to the conduction. Unlike conventional materials in which all particles 
would be fixed in the “crystal grids” below the melting temperature, the crystalline 
and amorphous phases can coexist in the temperature below the melting temperature, 
which is a unique property o f polymers. When a polymer material is in between the 
melting temperature and the glass transition temperature (for PEO, this temperature is 
213 K [3]), a small-scale local motion of polymer chains in the amorphous phase is 
allowed. Because of the local mobility o f these “glassy” portions, ionic conduction 
through the polymer matrix is made possible even though the polymer is not fully 
liquid-like. There is some NMR evidence to support this consideration. [6 ] However, 
the ionic conductivity of PEO-based SPE is still too small for any practical use. For 
PEO:LiX (X=C1 0 4 , CF3 SO3 ), the ionie conductivity is in the range o f 10’̂ -10"'* S cm"' 
at 373K but falls to 10"^-10'^ S cm * at room temperature, which is four orders in 
magnitude smaller than the conventional liquid electrolytes. [7] Therefore,
improvement of the polymer’s ionic conduction performance has been heavily 
pursued by altering the structures o f polymer hosts and species o f inorganic salts. 
Before a desirable polymer structure can be designed, an in-depth understanding of 
the mechanisms o f ionic conduction needs to be obtained. Due to the simplicity in 
structures o f PEO and PEO alkali salt systems, they serve as a practical beginning 
stage for making connections between ionic conduction and structural and dynamic 
properties o f polymer hosts.
An alternative polymer to PEO, poly(ethylenimine) (PEI, (-CH2 CH2 NH-)n) with 
the ether oxygen in PEO replaced by an NH group, is a step further toward structural 
complexity. It would be expected that PEI behaves similarly in ionic conduction to 
PEO since the electronegative nitrogen interacts with salt cations in a fashion similar 
to the oxygen in PEO. However, the hydrogen-bonding ability o f the NH groups 
makes PEI a very different system in terms o f both structural and dynamic features.
[8 ] Moreover, the nitrogen allows a third covalent bond to be formed thus making 
side-chain structures possible in the polymer. All these added flexibilities in the PEI 
structure have made PEI interesting for comparison with PEO. The melting point for 
a semicrystalline PEI sample is 332 K and the glass transition temperature is 250 K, 
comparable with PEO. [9] The amorphous state o f PEI, however, may not resemble 
the structure o f PEO o f the same phase. The NH groups in PEI can act as both H- 
bond donors and acceptors. This additional interaction therefore will change the intra- 
ehain configurations and modify inter-chain forces. The lack o f the H-bonding groups
in PEO may then cause substantial differences between PEO- and PEI-based polymer 
electrolytes.
The main focus o f this part o f my research is on the structural properties of the 
two polymers, PEO and PEI, and the inorganic salt-dissolved polymer electrolyte 
systems. In Chapter 2, the structures o f amorphous PEO and PEI are studied using 
molecular dynamics simulations. Several structural properties including the average 
polymer chain dimensions, dihedral angle distributions along different ehain atomic 
sequences, triad conformational analysis, and the intra- and inter-ehain hydrogen 
bonding are reported and compared between the two polymers. Radial distribution 
function analysis reveals that H-honds exist in a number of different ways between 
two adjacent NH groups in the same PEI chains. All intra-chain H-bonds are found to 
be nonlinear and longer that typical ones. These results are consistent with an ab 
initio study o f a methyl capped monomer o f PEI, dimethylethylenediamine. [10] 
Finally, the conformations o f PEO and PEI at different temperatures are discussed.
In Chapter 3 the molecular dynamics simulation study begins with the 
calculations of ehain dimensions and identification of conformations o f PEO and then 
the examination o f the ehain conformational changes caused by dissolving LiCFgSOg 
(lithium trifluoromethenesulphonate or lithium triflate) in the polymer amorphous 
phase. The concentration o f this polymer: salt eomplex has a 10:1 ether oxygen:Li^ 
ratio. Dihedral angle population density distributions for PEO chains show that the 
trans conformation is favored around C -0  bonds while the more compact gauche 
conformation is favored around C-C bonds and is enforced by the coordination of
adjacent oxygens to Li^. Calculated populations of the conformational triads indicate 
that the most stable conformation of the O-C-C-0 dihedral angle sequence around 
Li^- oxygens is tgt along PEO chains. The Li^ coordination numbers are reported and 
the populations of Li^- CF3 SO3 associated species are compared with vibrational 
spectral data. Again, the temperature dependence o f these properties is studied by 
comparing them at two different temperatures. Another system reported in Chapter 3 
is FEO:NaCF3 S0 3  10:1 (ether oxygen:Na^) complex. The conformational analyses 
are the same as in the lithium salt system and results from both polymer: salt 
complexes are compared. The two systems show very similar trends in the structural 
properties and their temperature dependence. One interesting finding is that unlike Li^ 
in the tetraglyme : LiCFs S O3 system, in which the monodentate coordination o f Li^ 
increases at higher temperature, the bidentate coordination of Na^ by CF3 SO3 
becomes more favorable at higher temperature, with a decrease in monodentate and 
tridentate coordinations.
1.2. Molecular dynamics simulation and model polymer electrolytes.
Molecular dynamics (MD) is a technique to solve Newton’s equations o f motion 
for a system with N  particles
+ / = 1,2,...AT, (1.1)
dt dr. dr.
where r ’s are position vectors in Cartesian coordinates for the particles and V and K  
are the system’s potential and kinetic energy, which are considered to be functions of 
the coordinates r ’s and their time derivatives, respectively. With the usual definition 
of kinetic energy, eq. ( 1 . 1 ) becomes
/ M , r , = f , = - : ^  (1.2)
dr.
with nii the mass and f  the foree aeting on the partiele i. A standard method for 
solving eq. (1.2) is the finite difference approach. [11] With the initial positions and 
velocities o f all particles known at to, the new positions and velocities at a later time to 
+ St can be obtained through calculating the forces from the initial positions using eq. 
(1.2). The new positions are then used to calculate next step’s forces and the 
equations o f motion are solved on a step-by-step basis. The step size St must be set 
small enough to allow a high accuracy in integrating eq. (1.2) for positions and 
velocities. After a large number o f steps are calculated, any system’s structural and 
thermodynamic properties of interest can be obtained by averaging over all time 
steps.
One of the most commonly used methods o f integrating eq. (1.2) is the so-called 
“leapfrog” scheme of the Verlet algorithm. [12-14] With the forces evaluated at a
time t, the new positions and velocities are calculated from the current positions r(t), 
the mid-step velocities and the force-derived accelerations a(t) as
r(t + Ô t) = r(t) + S t \ ( t  + 1/ 2S t)
(1.3)
\ ( t  + 1 /2S  t) = \ ( t  - 1 / 2S t) + S  t a(t)
In this algorithm the velocities at every whole number step are never calculated and 
the time differential between the velocities and positions is always a half time step. 
This is where the algorithm gets the name “leapfrog”. The current time velocities can 
he calculated as
2 v (0  = v(r +1 / + v(r -1  / 2^ , (1.4)
if  both positions and velocities are required for evaluating any properties o f the 
system.
Using molecular dynamics to solve the equations of motions exactly is not only 
possible because o f the simplicity and the repeatability of the algorithm introduced 
above, is but also necessary when the systems become large. Eq. (1.1) and (1.2) are 
sets of 3N  equations (if the positions and velocities are in Cartesian coordinates) and 
exact solutions are impossible to obtain w hen#becom es large, which is often the 
case for molecular systems of interests. MD simulations are therefore very valuable to 
experimentalists because they make connections between microscopic and 
macroscopic properties. For many problems in statistical mechanics that are only 
solvable by approximate methods or cannot be described by existing theories, 
computer simulation has been proven to be a useful tool. The roles played by 
computer simulation in solving those problems are twofold: starting with a model
constructed based on theories or hypotheses for the molecular system of interest, 
computer simulation gives the positions and velocities of microscopic particles and 
caleulates macroscopic properties. These results may be compared with experimental 
results to test the validation of the model and the theories behind it. On the other 
hand, if  the model is a good one, insights to the system of interest can be offered to 
assist experimentalists in the interpretation of experimental data and predictions can 
also be made by computer simulations.
The eonstruction o f the model used in a computer MD simulation is very critical 
in making a successful connection between the theory and experiment as previously 
diseussed. The goal o f generating a good model is to mimic the real potentials at a 
relatively high level o f accuracy for the systems with a set of simple equations to be 
easily solved by computer. For the polymer electrolyte systems, there are five spécifié 
categories o f interactions present between atoms: the bond stretehing, angle bending, 
torsion twisting, van der Waals interaction, and electrostatic attraction and repulsion 
between charged atoms. A typical equation set for evaluating these potentials used by 
AMBER, a commonly used MD simulation software package, [15,16] is
(1.5)
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' bonds ^  angles
+ j  X ^̂ [l + cos(Mÿ)-x)]+ Y.
^  dihedral nonboned
angles atom pairs
where fg, is the equilibrium bond distance, 0gq is the equilibrium bond angle, (/> is the 
dihedral angle, r is the distance between two atoms, qj and q2 are the atomic charges, 
K 's  are force constants, and A and B are constants determined by the atomic species.
The values o f the constants (Æ's, Veq, 6eq, etc.) are called a “force field” meaning a 
whole description of the forces (which are the first derivatives of potential energy 
with respect to the atomic positions) and are provided in the AMBER package or in 
the literature.[17] With eq. (1.5) set up in a computer simulation, the initial positions 
of atoms in a simulation “hox”, which includes a sufficiently large number of 
molecules to represent the amorphous polymers (for the PEO and PEI studies, they 
are 50 four repeat-unit, short-chain oligomers), are input in the computer. The initial 
velocities necessary to integrate eq. (1.2) using the leapfrog-Verlet algorithm, are 
assigned according to a Gaussian distribution at a desired temperature. Then the 
computer simulation is executed step by step using eq. (1.3) and (1.4). There are more 
details in the technical aspects of MD simulations including periodic boundary 
conditions, cutoffs, restraints, and particle mesh Ewald sums for electrostatic 
potentials. Thorough discussions on these topics can be found elsewhere. [11,18]
1.3. Methods for analyzing polymer structural properties.
Polymer materials, in contrast to other materials, do not have exact chemical 
formulas due to the fact that individual molecular chain lengths and structures may 
vary. Therefore special quantities have been introduced in polymer systems, such as 
weight-average molecular weight, polydispersity, mean square radius of gyration, and 
mean square end-to-end distance. The latter two, expressed as <5^> and <R^>, are 
used to determine the overall spatial extent o f the model polymers in MD simulations, 
for comparison with experiment. [19,20] The mean square radius o f gyration, which 
is an average of individual atoms’ mass weighted distances from the center o f mass, 
accounts for the spatial distribution o f atoms in a polymer chain. The mean square 
end-to-end distanee, being exact as its name indicates, simply measures the length 
spanned by the polymer chain. These quantities increase as the polymer chains 
become longer but the characteristic ratio, defined as C« = <R^>lnf' with n the number 
o f repeat units and / the average single bond length in the chain, allows a direct 
comparison between polymer chains with different sizes. This ratio is theoretically 
predicted as 1 for the random walk-like polymer chains and usually greater than 1 for 
real systems. [19] In the computer simulations of PEO and PEI, the characteristic 
ratios o f the model oligomers are compared with results from neutron scattering 
experiment to test the validity o f the models of four repeat units used to represent the 
amorphous polymers.
Because in a computer simulation the atomic positions and velocities are given at 
any time, direct analyses o f a molecule’s structures are possible to understand a
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system’s macroscopic properties at the molecular level. Radial distribution functions,
[1 1 ] among the most commonly used mathematical tool for direct structural and 
dynamic analyses, are used to analyze the computer simulations of PEO and PEI to 
reveal polymer chain-alkali cation coordination structures, cation-anion aggregations, 
and hydrogen bonding structures in model PEI systems. A pair radial distribution 
function g(r) is
g (r) -  P " ^  ^  / E  E  j  ^
and gives the probability of finding a pair o f atoms with a distance r  between them, 
compared to the probabilities if  those atoms are evenly distributed in space. From the 
computer simulated atomic positions, the populations o f atom pairs of interest with a 
distance r  apart are calculated and compared with the ideal case in which the 
interactions between the atoms are uniform so the atoms would fill the space in a 
completely even manner. In the PEO and PEI polymer and polymer: salt systems, the 
hydrogen bond between NH groups and the Coulombic interactions between charged 
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Chapter 2 
Molecular dynamics simulations and structural comparisons of amorphous 
poly(ethylene oxide) and poly(ethylenimine) models. “
2.1. Introduction.
The prospect o f high energy-density batteries has been greatly improved by the 
application of solid polymer electrolytes (SPE) because o f the polymeric materials’ 
mechanical properties. A candidate polymer matrix should have strong enough 
interactions with ions to dissolve and dissociate salts into the polymer matrix. [ 1 ] 
NMR evidence has shown that ion movement takes place mainly in an amorphous 
phase in polymers, [2] which is generally present at temperatures above the glass 
transition temperature. When a polymer system is above this temperature, local 
motion o f polymer chains is less restricted and can become associated with ion 
movement. Therefore, SPE and SPE-salt complexes with glass transition 
temperatures at or below ambient temperatures are desirable.
It has been more than 20 years since poly(ethylene oxide) (PEO, (-CEl2CH20-)n) 
was first suggested as one possible polymer matrix. [3] The melting point of 
crystalline PEO is 338K, and due to the regularity o f the linear structure o f PEO, its 
erystallinity can be as high as 85%. [4] X-ray diffraction studies have revealed that 
linear PEO adopts a (7/2) helical structure, indicating seven repeat units and two turns
 ̂This chapter is reproduced with permission from : Dong, H.; Hyun, J-K.; Durham, C.; Wheeler, R. 
A. Polymer 2001, 42, 7809-7817. © 2001 Published by Elsevier Science Ltd.
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per crystal period. [5] The glass transition temperature o f amorphous PEO is well 
below room temperature, at approximately 213K. [4] The strong interactions between 
the electronegative ether oxygen and salt cations enable PEO to dissolve a variety of 
inorganic salts. PEO has therefore become a common host polymer matrix in high 
energy-density batteries. In fact, PEO and PEO-based SPEs have been subjected to 
intensive study in recent years.
Structural properties o f polymer matrices are one important aspect o f a full 
understanding of ionic conductivity mechanisms in the SPEs. Molecular dynamics 
(MD) simulations have shown their power to represent real systems and provide 
insight into molecular structures. [6-9] An MD simulation of a model for crystalline 
PEO including sixteen 14-repeat unit chains in 8 crystallographic cells (2x2x2) was 
carried out at 300K and the equilibrium structure was compared with the X-ray 
crystal structure. [6] The good agreement suggested that the force field parameters 
reproduce well the crystalline PEO/PEO interactions. In subsequent MD work, 
analogues of PEO, C2El5-0(-CH2CH20-)nC2H5 with n=l-9, 12, 15, 32, 65, 165, and 
332, were simulated at 400K to represent the pure melts. [7] The study showed that 
the dihedral angles along the C-O-C-C atom sequence favored the trans over the 
gauche conformation, while the gauche conformation dominated the dihedral angles 
along the O-C-C-O sequence. Lin et al. used a new procedure to generate PEO 
models by simulating the polymerization process o f dimethyl ether in order to 
represent a multiply-dispersed sample o f polymeric materials. [8] The authors 
reported structural and dynamical properties by presenting radial distribution
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functions and comparisons of calculated vibrational spectra with experiment. 
Poly(oxyethylene) (POE, H(-CH2CH20-)nH), has the same chain structure as PEO. A 
12-repeat unit model of POE was simulated by Smith et al. at 300K, 333K, 373K, and 
450K. [9] The mean square radii of gyration <S^> and end-to-end distanees <R^> of 
this model agreed with small-angle neutron scattering (SANS) results for POE 
samples and followed the same temperature dependenee. All the work above indicates 
that molecular dynamics simulations have become a fruitful approach to understand 
macromolecular structure.
Poly(ethylenimine) (PEI, (-CH2 CH2 NH-)n) is an alternative to PEO because of 
their similar structures and ability to dissolve inorganie salts. In addition, the 
hydrogen atoms directly bonded to nitrogen add more complexity to PEI structures 
and give different ionic mobilities. The melting point for a semi crystalline PEI 
sample is 332K and the glass transition temperature is 25 OK. [1] The complexity of 
PEI structure is expected since the NH groups can behave as both proton donors and 
acceptors to form hydrogen bonds. X-ray diffraction studies of linear PEI showed a 
different crystal structure than PEO. Chatani et al. revealed that the linear PEI chains 
adopt a double-stranded helical structure. [10] Each strand takes a (5/1) helical form 
and two strands are connected by inter-chain hydrogen bonds. In each NH group, the 
N and H atoms, as hydrogen bond acceptor and the donor respectively, each form one 
H-bond with NH groups from another chain. The inter-atomic distance for N---N pairs 
is 3.16Â. For each single chain, dihedral angles along the C-N-C-C baekbone atom
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sequence are 160° and those along the N-C-C-N sequence arc 13°. Intra-chain 
hydrogen bonds do not exist in the crystal structure.
Computer simulation is a good way to understand the structural characteristics of 
PEO, but prior to our work there were no published MD results for models o f PEI or 
PEEsalt complexes. In this work, MD simulations on models of the amorphous phase 
o f PEO and PEI at 300K are presented. Chain dimensions, dihedral angle distribution, 
and conformational triads population analysis are compared with each other. Radial 
distribution function analyses on the PEI model system is done to study the presence 




Low molecular weight oligomeric analogues of PEO have heen widely used to 
model PEO and PEO:salt complexes as addressed in the introduction. Short 
oligomers can easily adopt a fully amorphous phase at accessible temperatures where 
ion transport takes place, so the structural analyses can be simplified by studying 
single-phase systems. Thus in this work, we use a four repeat-unit oligomer 
(CH3 X(CH2 CH2 X)4 CH 3 , X =0 in PEO-4 and NH in PEI-4) as the simulation model 
for the single amorphous phase o f PEO and PEI. For convenience, we shall call the 
tetramer models PEO-4 (it is conventionally called tetraglyme) and PEI-4. We filled 
PEO-4 and PEI-4 sample boxes with 50 chains and then simulated at 300K, near 
room temperature. This is below the melting temperature hut above the glass 
transition temperature for both PEO and PEI. This was done to obtain the amorphous 
phase in each.
2.2.2. Simulation details.
The AMBER 5 computer program [11,12] was used for MD simulations. The 
initial configurations o f PEO-4 and PEI-4 model molecules were generated by taking 
Cartesian coordinates o f a PEO chain with the same length as the model molecules in 
the known crystal structure. The coordinates o f oxygens were also used for nitrogens 
in PEI-4. The hydrogen in the NH groups was started along one tetrahedral direction
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with the correct N-H bond length. Periodic boundary conditions were applied and the 
SHAKE algorithm was used to constrain bond lengths, while bond angles and 
torsional angles remained flexible. The Berendsen coupling algorithm was used to 
maintain a constant temperature o f 300K±30K in the NPT and NVT ensembles [13] 
by scaling the kinetic energy every lOps. The partiele mesh Ewald (PME) method
[14] was used to caleulate long-range electrostatic interactions with direct-space 
cutoff values o f 10Â for PEO-4 and 12Â for PEI-4. [14] Nonbonded interactions were 
truncated beyond these ranges. In all cases, the equations of motion were integrated 
by using the leap-frog version of the Verlet algorithm with a time step o f 1 fs. The 
sample boxes o f PEO-4 and PEl-4 were started at a very low density o f O.lg/em^ and 
then simulated at 1 atmosphere for 1 ns in the NPT ensemble. Equilibrium densities 
for PEO-4 (l.Og/cm^) and PEl-4 (0.93g/cm^) were calculated by averaging densities 
over 0.2ns. Calculated densities for PEO-4 and PEI-4 are close to experimental 
densities o f PEO-4 and H2 N(CH2 CH2 NH)3 CH2 CH2 NH 2 , which are 1.009g/cm^ and 
0.998g/cm^, respectively. [15] Further simulations were performed at 300K in the 
NVT ensemble for 1.5 ns to reach equilibrium. To test for equilibration, total energies 
were monitored over the last 500ps of the 1.5ns run. The total energies fluctuated less 
than 1.6% and moving average energies calculated every lOps increased less than 
0.05% over the 500ps for both systems. The cosine torsional angle autocorrelation 
function [16] was also calculated. For the C-C and C -0  bonds in PEO-4, the 
relaxation times were 25.8ps and 21.4ps. In PEI-4, the relaxation times were 16.5ps 
and 24.3ps for the C-C and C-N bonds, respectively. After thus determining that our
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systems were at equilibrium, 500ps of atomic trajectory data were collected for PEO- 
4 and PEI-4.
2.2. j. Force
The AMBER force field model uses a potential energy function composed of five 
different terms: harmonic bond length stretching, harmonic bond angle bending, 




Z  ^ [ l  + cos(M(/i -y ) ]+ Z
dihedrals ^  i < j
A dielectric constant, e, o f unity is used in the electrostatic interaction term for both 
systems. The force field parameters used for PEO-4 are taken from the AMBER force 
field for ethers reported in the literature. [17] The force field parameters for the 
nitrogen atoms in PEI-4 were taken from a solvation free energy calculation on small 
aliphatic amines. [18] One missing parameter, the C-C-N bond angle bending force 
constant, is taken from a similar bond type in the database. The dihedral angle 
torsional parameter for the N-C-C-N atom sequence is obtained by fitting an energy 
profile from a density functional calculation for dimethylethylenediamine (DMEDA) 
into the dihedral angle torsion functional form. [ 19] All parameters used in this study 
are given in Table 2.1 and 2.2. Note that Aij= e*(Rij)^^ and Rÿ= 2*e*(Rÿf in the van 
der Waals parameter section.
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Table 2.1. Force field parameters for PEO-4. [17] (Scott E. Boesch provided the 
partial atomic charges. The charges were obtained fitting atom-eentered charges to 
reproduce the electrostatic potential from a B3LYP/6-31G(d) calculation.)
Bond Parameters
bond ifr (keal/molÂ^) (Â)
C T-C T 310T) E526
CT-H C 340.0 1.090
CT-OS 320.0 1.410
Angle Parameters
angle K q (kcal/mol rad^) 6 ^  (deg)
C T -C T -H C 50.0 109.50
C T -C T -O S 50.0 109.50
C T -O S -C T 60.0 109.50
H C -C T -H C 35.0 109.50
Torsional Parameters
torsion no. of paths Fn/2 (keal/mol) y(deg) n
X -C T - C T - -X 9 1.40 0.0 3.0
X -C T -O S --X 3 1.15 0.0 3.0
C T -C T -O S --CT 1 0.383 0.0 -3.0
C T -C T -O S --CT 1 0.1 180.0 2.0
O S -C T -C T --OS 1 0.144 0.0 -3.0
O S -C T -C T --OS 1 1.00 0.0 2.0
van der Waals Parameters and Partial Charges
atom type R* (Â) e* (kcal/mol) q
CT 1.9080 0.1094 0.103
HC 1.4870 0.0157 0.0355
OS 1.6837 0.1700 -0.348
21
Table 2.2. Force field parameters for PEI-4. (Scott E. Boesch provided the partial 
atomic charges and three field parameters for torsions of the PEl-4 ehains. The 
torsional parameters were obtained by fitting the quantum meehanically determined 
energy o f PEI-4 chains with different dihedral angles to a Fourier series.)
Bond Parameters
bond X] (keal/molÂ^) req (A)
C T -N T [18] 367.0 1.471
N T -H N  [17] 434.0 1.010
Angle Parameters
angle K q (keal/mol rad^) 6(q (deg)
C T -C T -N T  [17] 80.0 111.20
C T -N T -H N  [18] 35.0 109.50
C T -N T -C T  [18] 60.0 109.50
H C -C T -N T  [18] 35.0 109.50
Torsional Parameters
torsion no. of paths VJ2 (kcal/mol) y (deg) n
X -C T -N T -X [1 8 ]  6 1.0 0.0 3.0
N T -C T -C T -N T [19] 1 0.6 0.0 -3.0
N T -C T -C T -N T 1 0.4 0.0 -2.0
N T -C T -C T -N T 1 0.6 180.0 1.0
van der Waals Parameters and Partial Charges
atom type R* (A) e* (kcal/mol) q
NT [18] 1.875 0.1700 -0.614
HN[18] 1.689 0.0157 0.309
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2.3. Results and discussion.
The chain dimensions, dihedral angle distributions, and conformational triad 
populations were calculated and compared for PEO-4 and PEI-4 at 300K based on 
their atomic trajectories. Radial distribution functions were used to probe hydrogen 
bonding structures for the PEI-4 system.
2.3.1. Chain dimensions.
The overall polymer chain dimensions can be described by the mean square radius 
o f gyration, <S^>, and the mean square backbone end-to-end distance, <R^>. The 
mean square radius of gyration, a weight averaged expression o f polymer chain size, 
is a useful parameter in polymer studies because it can be measured directly by 
scattering methods. The characteristic ratio, defined as C„ = <R^>/nf, where n is the 
number o f backbone bonds and f  is the mean-square bond length, is theoretically 
predicted as I for a freely jointed polymer chain model of any length and is used to 
compare chain dimensions o f polymer samples with different chain lengths. [20] A 
real polymer chain has a C„ value greater than I and it reaches a limit as «—>oo. For 
poly(oxyethylene) (H0-(CH2CH20)n-H, POE, an analogue of PEO), the limiting 
value of Cn is approximately 5.2. [21] Calculation results are listed in Table 2.3 for 
PEO-4 and PEI-4 at 300K.
The characteristic ratio calculated in our work for PEO-4 is 5.7±0.2. A small- 
angle neutron scattering (SANS) study on a nearly monodisperse POE sample gave 
the characteristic ratio as 5.7-5.5 in the temperature ranging of 347-459K. [9] Another
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SANS result for a POE sample with the polydispersity of 1.5 at 353K gave a value of 
6.9. [22] A eharacteristie ratio value for PEO with the molecular weight Mw from 
6x10^ to 1.1x10^ in aqueous solution was reported to he 5.2+0.1 at 298K. [23] Our 
result for the monodisperse short chain sample is therefore in good agreement with 
the monodisperse POE Cn value, while it is larger than POE’s limiting value and 
smaller than the value for polydispersed POE.
Table 2.3. MD results of mean-square radii of gyration, <Ŝ >, and end-to-end distances, 
<R^>, and characteristic ratio, C,„ for PEO-4 and PEI-4 at 300K.
300K <S^> <R̂ > Q
PEO-4 21.3+0.3 143+4 5.7+0.2
PEI-4 17.7+0.2 95±3 3.6+0.1
Smaller values o f <5^> and <R^> for PEI-4 than for PEO-4 indicate a more 
compact spatial shape for PEI-4. The more compact shape in PEI-4 implies that there 
are relatively stronger intra-molecular attractions or inter-moleeular repulsions within 
the PEI-4 sample. Experimental data for the eharacteristie ratio are lacking, so our 
MD result for PEI-4 cannot he compared to any experiment. A theoretical calculation 
of linear poly(ethylenimine), in which each dihedral angle was allowed to sample a 
small number o f discrete torsional states according to the rotational isomeric state 
(RIS) theory, gave a value of 5.10-6.56 for the characteristic ratio at 300K. [24] Our 
result o f 3.6+0.1 for PEI-4 is smaller than this theoretical prediction for the long chain 
PEI polymer.
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2.3.2. Dihedral angle distribution.
For the backbone atoms of PEO-4 and PEI-4 chains, there are two different types 
o f dihedral angles defined by C-X-C-C and X-C-C-X atom sequences, where X =0 in 
PEO-4 and NH in PEI-4. In order to examine the conformations of PEO-4 and PEI-4 
chains, the time-averaged population density distribution of these dihedral angles (0) 
were calculated at 300K and the results are plotted in Figure 2.1.
Figure 2.1(a) compares the population density distribution of dihedral angles 
along the C-X-C-C sequence in PEO-4 and PEI-4. By our definition, the 
conformations are eclipsed when 0=0° and are labeled trans (denoted t) if 
120°<0<240°, gauche plus (g^) if  O°<0<12O°, and gauche minus (g~) if 240°<0<36O°. 
Not surprisingly, these two dihedral angle types give a similar distribution because of 
the similarity o f oxygen and NH groups. Both cases show that a trans conformation is 
predominant, while gauche conformations (g^ and g" ) give much smaller peaks near 
80° and 280°, respectively. Neither nor g“ is favored. Moreover, PEO-4 shows a 
larger population o f t (90%) while g^ and g” (10% total) are less populated compared 
to PEI-4 (t 84%, g 16%).
Figure 2.1(b) is the population density distribution of dihedral angles along the X- 
C-C-X atom sequence for PEO-4 and PEI-4. The g^ and g conformations are much 
more favored than t. This distribution is attributed to “the gauche effect”. It is well 
accepted that when atoms at the two ends o f a dihedral angle are very electronegative, 
the dihedral angle favors a gauche (g^ or g“ ) over the trans conformation despite the 
Coulombic repulsion between the two atoms. [25] The gauche effect has been found
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Figure 2.1. (a, upper) Average population density distribution of dihedral angles 
along the C-X-C-C backbone atom sequence for PEO-4 and PEI-4 at 300 K. (b, 
lower) Average population density distribution of dihedral angles along the X-C-C-X 
backbone atom sequence for PEO-4 and PEI-4 at 300 K. For both figures, X =0 in 
PEO-4 and NH in PEI-4.
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in high molecular-weight PEO and in lighter oligomeric crystals, melts, and solutions. 
By comparison, PEI-4 shows a more significant “gauche effect” than PEO-4. In PEI- 
4, the dihedral angles are almost exclusively in the g^ and g~ conformations (97% of 
the total compared to 78% in PEO-4), whereas the t (3%) conformation has a much 
lower population in PEl-4 than in PEO-4 (22%). The most favored dihedral angles of 
PEI-4 shift to 60° and 300°, toward the eclipsed conformation, compared to 75° and 
285° in PEO-4. These significant differences suggest that there may be a force 
between the two NH groups other than the usual “gauche effect” that pulls them 
closer. Hydrogen bonding is one likely possibility that will be described later.
2.3.3. Conformational triads population analysis.
Conformational triads are a combination o f three consecutive dihedral angles 
along the C-X-C-C-X-C atom sequence. The population analysis o f triads is one way 
to examine local structures of polymers. In expressing the geometry of triads, g' 
indicates a change in sign o f the gauche conformation. For example, tgg' corresponds 
either to the tg g" or tg“g^ conformation. The result of the conformational triads 
analysis at 300K is shown in Figure 2.2. In PEO-4, the tgt conformation has the 
largest population (59+3%), with smaller, but still significant percentages o f  ttt 
(20+2%) and tgg' (10+1%) triads. The result qualitatively agrees with an MD 
simulation on monoglyme and diglyme in aqueous solutions at 318K, [26] for 
monoglyme:water and diglyme:water mole fractions of 0.004-0.180 and 0.004 to 
0.130, respectively. This study reported 60%-70% tgt populations. In PEI-4, the tgt
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Figure 2.2. Population analysis of conformational triads along the C-X-C-C-X-C 
backbone atom sequenee for PEO-4 and PEI-4 at 300 K. X =0 in PEO-4 and NH in 
PEI-4. The standard deviations are shown as error bars.
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conformation is even more favorable (66+2%) than in PEO-4. Among all 
conformations, the largest differences in populations between PEO-4 and PEl-4 are 
tgg (24+1% in PEI-4 and 6+2% in PEO-4) and ttt (1.6+0.4% in PEI-4 and 20+2% in 
PEO-4). The different tgt and ttt populations are understandable, since the dihedral 
angle distrihution analysis shows that the central dihedral angle o f triads along the N- 
C-C-N sequence favors the gauche over the trans conformation much more in PEl-4 
compared to PEO-4.
2.3.4. Radial distribution function analysis fo r  PEI-4.
Radial distribution function (RDF) calculations provide insights into the PEO-4 
and PEI-4 structures hy reporting the relative density o f atom pairs separated by a 
distance r.
where i and /  refer to the i* andy* molecules and the angle brackets imply averaging 
over different configurations. [27] These functions give a way to understand 
interactions between atoms. Smith et al. reported the pair radial distribution functions 
for POE models. [9] Our calculation gives similar results, so they are not addressed 
here. The PEI system, with its NH group instead o f the ether oxygen in PEO, has 
more interesting structural characteristics. As discussed in the introduction, the NH 
group is key to forming hydrogen bonding interactions.
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We have chosen to focus on three possible ways to form a hydrogen bond 
between the two NH groups, depending on their relative positions. Adjacent NH 
groups are separated by one ethyl group, non-adjacent groups are separated by at least 
two ethyl groups but are in the same molecule, and intermolecular NH groups are 
from different molecules. All those component RDFs and the total RDF between 
nitrogen and hydrogen atoms (N - H) and between two hydrogen atoms (H---H) are 
plotted in Figure 2.3 and 2.4. The hydrogen atoms are only those within NH groups 
and, in the adjacent RDF calculation, the hydrogen and nitrogen pair that forms a 
covalent bond is omitted.
The intermolecular RDFs are plotted in Figure 2.3 and 2.4 to examine 
intermolecular hydrogen bonding. The non-adjacent N - H and H---H RDFs only show 
very small and indistinct structure in Figure 2.3 and 2.4. This result indicates that 
minimal non-adjacent hydrogen bonding occurs. In Figure 2.3, the first peak of the 
intermolecular N---H RDF occurs at 2.3Â. The intermolecular N -N RDF (not shown) 
gives 3.3Â as the most probable distance, as compared to the twice van der Waals 
distance o f 3.75Â for nitrogen atoms. Since the covalent bond length of N-H is 1.01Â 
and the N - H distance is 2.3Â, the intermolecular hydrogen bonding is linear. Thus, 
H-bonds with the classical 180° N-H -N angle, N -H distances near 2.3 A, and N---N 
distances less than the sum of van der Waals radii are formed between different PEl-4 
chains. The populations o f a single PEI-4 chain connected with other chains by 
hydrogen bonding were calculated. The most common case (39.0%) is that o f a single 
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Figure 2.3. The total radial distribution functions (RDFs) of N —H pairs and its 
components for PEI-4 at 300K. The adjacent (NH groups arc separated by one ethyl 
groups), non-adjacent (NH groups are separated by at least two ethyl groups but are 
in the same molecule), and intermolecular (NH groups are from different molecules) 
RDF are represented as dashed, dash dotted, and dotted lines, respectively. Only 
hydrogen atoms in NH groups are considered.
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Figure 2.4. The total radial distribution functions of H -H pairs and its components 
for PEI-4 at 300K. The adjacent, non-adjacent, and intermolecular RDF are 
represented as dashed, dash dotted, and dotted lines, respectively. Only hydrogen 
atoms in NH groups are considered. The adjacent RDF clearly shows two peaks at 
2.2Â and 2.8Â implying two distinguishable structures. These structures are shown in 
this figure labeled (A), double H-bonding for the first peak, and (B), single H- 
bonding structure for the second peak. The first minimum between the first and 
second peak, at 2.55Â, is set as the cutoff to distinguish the two structures.
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hydrogen bond to 2 or 3 chains also have large populations (38.1% and 13.8%). The 
population for chains having no hydrogen bonds with others is only 7.0%. But this 
intermolecular N H RDF does not account for the majority o f the total RDF. It 
implies that intermolecular H-bonding is not the most favorable structure.
We now analyze the extent of H-bonding between NH groups separated by only 
one ethyl group. In Figure 2.3 the adjacent N -H  RDF shows a strong peak at 2.6Â, 
with a distinct shoulder near 3.3Â. This peak implies an attraction between the 
nitrogen and hydrogen, but the distance is not short enough to represent a classical 
hydrogen bond, whose N---H distance is approximately 2.0Â. [28] The peak position 
in the adjacent N---H RDF is slightly longer than than 2.3Â, the most probable length 
o f an intermolecular H-bond. Because the adjacent NH pairs have to overcome the 
restraint of bond angles, the N---H distances between adjacent NH pairs cannot get as 
close as those between different molecules. For convenience, we shall not distinguish 
this hydrogen-bond-like interaction between adjacent NH groups from classical 
hydrogen bonding. It can explain the dihedral angle distribution of PEl-4, as it 
stabilizes the gauche conformations for dihedral angles along N-C-C-N. It also causes 
the shift o f these dihedral angles toward the eclipsed geometry, relative to PEO-4, 
because the two NH groups can get closer to each other. The presenee o f the shoulder 
(3.3Â) is an interesting feature and its origin is described later.
Figure 2.4 shows H H RDFs for PEI-4. As in Figure 2.3, the total RDF has the 
same shape as the RDF for hydrogens in adjacent NH groups in the distance range 
below 4Â. There are two peaks that occur at 2.2Â and 2.8Â, separated by a shallow
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minimum at 2.55Â. This means there are two distinguishable (NH)-C-C-(NH) 
structures. Since 97% o f the dihedral angles along this atom sequence are in a gauche 
conformation, there are two distinguishable gauche conformations. (They are not g^ 
and g” because g^ and g" are statistically indistinguishable.) A number of local 
structures have been examined for adjacent H - H distances of 2.2Â and 2.8Â to 
identify typical structures. Two distinguishable gauehe structures were found. One is 
a double hydrogen bonding structure in which both N-H bonds are oriented toward 
the adjacent nitrogens. (See Figure 2.5(A)) The structure is symmetrical and the 
distance between the two hydrogen atoms is near 2.2Â, so this corresponds to the first 
peak in the adjacent H---H RDF. Conformational constraints prevent the two N-H 
bonds from pointing directly at the adjacent nitrogen to form a 180° N-H---N angle. In 
the other structure, one o f the hydrogen atoms points toward the adjacent nitrogen and 
one points away from the adjacent nitrogen (Figure 2.5(B)). The distance between the 
two hydrogen atoms on adjaeent nitrogen atoms is 2.8Â, which gives the second peak 
in the adjaeent H---H RDF. Once again, the N-H N angle of this structure cannot be 
180°. A third gauche structure without H-bonds is also possible with both H atoms 
pointing away from the adjacent N atoms. In this case, the H- H distance would be 
longer than that in either the singly or the doubly hydrogen bonded structures. The 
absence o f any peaks in the adjacent H--H RDF at longer distances than 2.8Â 
suggests that the tgt conformation without H-bonding is unfavorable.
Referring back to the shoulder o f the adjacent N---H RDF at 3.3Â in Figure 2.3, 









Figure 2.5. Diagrams of two distinguishable Hydrogen-bonding structures in C- 
(NH)-C-C-(NH)-C units in PEI-4. (A) Double H-bond and (B) Single H-bond. 
Carbon hydrogens are omitted.
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its N---H distance is too short. The single hydrogen bonding structure, structure (B), 
could cause this shoulder because there is one non-H-bonded N -H  pair in this 
structure and this explanation is verified by Figure 2.6. Figure 2.6 shows the 
contributions from the structure in Figure 2.5(A) and structure in Figure 2.5(B) to the 
adjacent N---H RDF. The cutoff value for distinguishing the two structures is set at 
2.6Â, the minimum between the first and second peak in the adjacent H---H RDF. If 
the H---H distance is less than 2.6Â, the structure is considered to adopt structure (A), 
and the N -H RDF is calculated to give its contribution to the total adjacent N---H 
RDF. The same procedure is repeated for structure (B) where the H---H distance is 
greater than 2.55Â. In Figure 2.6, the different shapes o f the two structural 
contributions to the RDF are clearly shown. The single peak in the contribution from 
structure (A) implies that the two hydrogen bonds are formed approximately within 
the same distance, 2.6Â. Thus, the structure is symmetrical. The split contribution 
from structure (B) shows its asymmetrical character in the relative positions o f N and 
H. The first peak at 2.6Â is the length o f the H-bond and the second peak at 3.3Â is 
the distance between the non-H-bonded N---H pair. Thus, based on analyses o f the 
adjacent N---H and H---H RDFs, we conclude that there are two distinguishable H- 
bonding structures responsible for the predominance o f the gauche conformation of 
the (NH)-C-C-(NH) angle, the double and the single hydrogen bonding structures. An 
integration o f the adjacent H--H RDF gives relative populations o f the two structures 
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Figure 2.6. The H-bond angle distribution for the double H-bonding and the single H- 
bonding structures.
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Hydrogen-bonding angle distributions for the structures (A) and (B) are calculated 
and plotted in Figure 2.7. Each structure simply gives one peak at 99° for structure 
(A) and 104° for (B). The values indicate that the adjacent H-hond is far from linear, 
prohahly because of conformational constraints of the ehain.
The mean lifetime o f the adjacent H-bonding was also calculated to ensure that 
our results are statistieally meaningful. In Figure 2.6, the first minimum of the 
adjacent N---H RDF occurs at 3.0Â and any N H pairs within this distanse will be 
considered to form H-bonds. The H-honds will be considered to break when the N -H 
distances become larger than 3.0Â. The calculation gives a time much shorter that the 
500 ps length of the trajectory, 11.4ps, as the mean H-hond lifetime.
The MD results demonstrating hydrogen bonding structures between adjaeent NH 
groups is consistent with an ab initio study o f dimethylethylenediamine (CH3 -NH- 
CH2 -CH2 -NH-CH3 , DMEDA). [19] This work implies that the tgt structure is the 
most stable and also gives the single H-honding structure as the lowest energy 
structure and the double H-bonding structure as the second lowest energy from 
among 8  different structures calculated. This agrees qualitatively with our populations 
o f the two structures (63% for single and 37% for double). The ab initio double H- 
bonding structure gives N--H distances o f 2.59Â, H - H distances of 2.20Â, and the 
N-H" N angles o f 95.0° close to our MD results o f 2.6Â, 2.2Â, and 99°, respectively. 
The ab initio single H-honding structure gives N--H distances o f 2.45Â and 3.31Â,
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Figure 2.7. The contributions from the double H-honding and the single H-bonding 
structures to the adjaeent N.. .H RDF.
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of 2.6A, 3.3Â, 2.8Â, and 104° agree closely with values from ab initio quantum 
chemistry.
2.3.5. Helical structure analysis o f  PEO-4 and PEI-4 chains.
The dihedral angle distribution and the eonformational triads population analysis 
o f PEO-4 and PEl-4 provide information regarding their local structures. Recall that 
PEG and PEI crystal structure both show long-range conformational order: PEG 
chains adopt a (7/2) single helical, [5] while PEI chains adopt a (5/1) double-stranded 
helical structure. [10] Inter-chain H-bonding stabilizes the tightly formed double helix 
o f crystalline PEI. In the amorphous state, it is not known how much of the helical 
structure may be retained. Since crystalline PEG executes 2 helical turns for every 7 
repeat units, four monomeric units plus end-capping methyl and methoxy groups are 
sufficient for PEG-4 to form one helical turn. Likewise crystalline PEI executes one 
helical turn every 5 monomer units but adopts a double helical structure. Since our 
calculations imply that PEl-4 is more compact than PEG-4, four monomeric units 
plus the end-eaps should be sufficient to form locally helical structures for PEl-4. Gur 
results show, however, that only small parts o f PEG-4 (5.6%) and PEl-4 (8.2%) adopt 
helical structures, with left- and right-handed helices being equally populated. For 
PEl-4, calculations indicate that the single H-bonding is favored over the double H- 
bonding structure within helices.
The intermoleeular H-bonding analysis can indicate the extent of double-stranded 
helical structure in PEl-4. For our four repeat unit PEI model, a double helix
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extending the entire length of one chain requires 8  H-bonds exclusively with one 
other chain. Our result implies that only 2.0% of the total PEl-4 chains adopt this 




Molecular dynamics simulations o f four repeat unit models of poly(ethylene 
oxide) (PEO) and poly(ethylenimine) (PEI), denoted PEO-4 and PEI-4, were 
performed at 300K. The chain dimensions, dihedral angle distributions, and 
conformational triad populations were ealeulated and compared with available 
experiments to show the similarities and differences between equilibrium amorphous 
structures o f PEO-4 and PEl-4.
The chain dimension calculations gave values o f the mean-square radius of 
gyration, <S^>, and mean-square end-to-end distance, <R^>, both measures o f spatial 
extent o f a polymer, for the two systems. The <S^> value of 17.7±0.2 and <R^> value 
o f 95±3 for PEI-4 are smaller than the corresponding values for PEO-4, 21.3±0.3 and 
143±4, and indieate a more compact form for amorphous PEI-4 at 300K. The 
characteristic ratio is 5.7±0.2 for PEO-4 and 3.6±0.1 for PEI-4 and are comparable to 
results from small-angle neutron scattering experiments, [9,22] other MD simulations,
[9] and theoretical predictions [24] for similar systems related to PEO-4.
The dihedral angle distribution analysis reveals that PEO-4 and PEI-4 have 
similar distributions for the two types o f dihedral angles, C-X-C-C and X-C-C-X 
(X =0 in PEO-4 and X=NH in PEI-4). The C-X-C-C dihedral angles favor a trans 
conformation (t) while the gauche conformation (g^ and g”) is predominant for the X- 
C-C-X dihedral angles. Eor the C-X-C-C dihedral angles, PEO-4 has 90% T 
conformations and 10% g^ and g" compared to 84% t and 16% g"̂  and g~ 
conformations for PEI-4. Eor the X-C-C-X dihedral angles, PEI-4 almost exclusively
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favors or g"" conformations (97% population). By comparison, 78% of the X-C-C- 
X dihedral angles in PEO-4 adopt g^ and g" conformations. The most probable angles 
for or g" conformations are also different. In PEO-4, they are 75° and 285° while in 
PEI-4 they shift to 60° and 300°. The large populations o f or g" and the shift o f the 
most probable dihedral angles toward a more eclipsed conformation suggest a 
stronger attraction between the adjacent NH groups in PEI-4.
A triad population analysis implies that the tgt conformation is the most stable 
local structure for PEO-4 and PEI-4 because o f its large population (59+3% in PEO-4 
and 66+2% in PEI-4). PEO-4 shows a secondary preference for ttt conformations 
(20+2%) and PEI-4 has secondary preference for tgg conformations (24+1%). The ttt 
conformer is negligibly populated (1.6+0.4%) in PEI-4. It is easy to understand the 
decrease o f the ttt population in PEI-4 beeause only 3% o f N-C-C-N dihedral angles 
adopt the t conformation.
The presenee o f NH groups in PEI-4 brings more complexities to its structure.
One of the most important features is the possibility of hydrogen bond formation, 
since the NH groups can behave as both proton donors and proton acceptors. Total 
radial distribution tunctions (RDFs) and their component adjacent, non-adjacent, and 
intermoleeular RDFs were calculated for N - H, H - H, and N---N pairs o f PEl-4. Two 
distinguishable hydrogen bonding structures between adjacent NH groups have been 
found. One is the double H-bonding structure in which each member o f an NH pair 
acts as an H-bond donor and acceptor to the other adjacent NH of the pair (Figure 
2.5(A)). Another is the single H-bonding structure in which only one NH group forms
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an H-bond with an adjacent N (Figure 2.5(B)). In both cases the H-bonds are long 
(N - H distances are 2.6Â for both), and non-linear (N-H--N angles are 99° for the 
double H-bond and 104° for the single). The single H-bonding structure is more 
prevalent (63%) than the double (37%) and is apparently the most stable local 
structure for the (NH)-C-C-(NH) unit.
Intermoleeular hydrogen bonding was examined by analyzing the intermoleeular 
N -H  RDF for PEI-4. Its small contribution to the total N -H RDF suggests that 
intermoleeular H-bonding is not as common as H-bonding between adjacent NH 
groups in the same chain, but the shorter N---H distance implies that this interaction is 
stronger than the adjacent H-bonding. The RDF results also show that the 
intermoleeular H-bonding structure is nearly linear.
Only a small percentage of PEO-4 and PEI-4 adopt a helical structure (5.6% for 
PEO-4 and 8.2% for PEI-4). This means that PEO-4 and PEI-4 chains are much less 
ordered than in the polymer crystalline phases, where PEO is helical and PEI adopts a 
double helical structure. A population analysis o f PEI-4 chains displaying 
intermoleeular H-bonds was done to test the existence of double-stranded helices. The 
result indicates that this structure exists to an insignificant degree in the amorphous 
state o f PEI-4 at 300K.
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Chapter 3 
Molecular dynamics simulations and vibrational spectroscopic studies of local 
structure in amorphous CH3 0 (CH 2 CH2 0 )4 CH3 :XCF3 S0 3  (X=Li, Na) systems. “
3.1. Introduction.
Solid polymer electrolytes (SPE), usually comprised of alkali salts dissolved in a 
polymer matrix, are subject to intense study because they are crucial components of 
modem electronic devices, including high energy-density hatteries, fuel cells, and 
electroehromic displays. [1-5] For instance, SPE have been suggested to replace the 
liquid electrolyte in lithium-ion rechargeable batteries beeause SPE can provide 
variable geometries, large active areas, flexibility o f operation, and improved safety. 
In lithium hatteries, SPE serve as both the intermediate between the anode and 
cathode and as a medium for transporting lithium ions in the charging/discharging 
cycle of the cell.
Because o f its ability to solvate a variety o f inorganic salts leading to polymer 
electrolytes with significant values o f ionic conductivity, poly(ethylene oxide) or 
“PEO” is one of the most widely studied host polymer matrix for potential use as an 
electrolyte in high energy-density batteries. [4-6] It is now well known that ion 
transport occurs primarily through amorphous regions o f PEO:salt complexes. [7,8]
“ This chapter is reproduced with permission from: Hyun, J-K.; Dong, H.; Rhodes, C. P.; Freeh, R.; 
Wheeler, R. A. J. Phys. Chem. B 2001,105, 3329-3337 and Dong, H.; Hyun, J-K.; Rhodes, C. P.; 
Freeh, R.; Wheeler, R. A. J. Phys. Chem. B 2002,106, 4878-4885. © 2001 2002 American Chemical 
Society
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Ionic conductivity in PEO-based SPE, however, is low at room temperature, because 
large amounts of crystalline phases are present. [9] For instance, for PEO;LiX 
(X=C1 0 4 , CF3 SO3 ), ionic conductivity is in the range o f 10'^- 10'"̂  S cm"' at 100 °C, 
while it falls to the range o f 10'*’ -10'* S cm"' at room temperature. [10] This limits 
the practical operating temperatures to the 80-140 °C range. Thus, developing SPE 
with high conductivity along with acceptable mechanical properties at room 
temperature is highly desirable. Molecular-level understanding of ion transport in 
polymer: salt complexes is required to engineer systems with higher ionic conductivity 
at lower temperatures for improved device performance.
Although ionic motion through molecular liquids occurs through simple diffusion, 
ion-polymer interactions, polymer segmental motions, and ionic association 
complicate ion transport mechanisms in PEO-based SPE. Understanding each of 
these aspects and their interrelations in amorphous PEO is necessary to engineer 
PEO-based SPE with higher ionic conductivity. Numerous experimental and 
computational studies on these aspects have been performed. [11-17] Here 1 will 
focus the discussions on models for PEO-based SPE.
X-ray diffraction has been used to determine the structure of crystalline PEO and 
PEO:salt complexes. The crystal structure o f pure PEO, [18] for example, shows that 
individual PEO molecules adopt a 7/2 helieal structure, where 7 monomeric units 
make 2 turns. Structures o f PEO complexed with a variety of salts such as NaC 1 0 4 , 
NaSCN, HgCla, LiCFsSOs, NH 4 SCN, and KSCN have been determined by X-ray 
diffraction. [19-22] These studies show that the cations are coordinated to both the
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anions and the oxygens o f PEO and the overall coordination number is dependent on 
the cation and the anion. It is also concluded from these studies that the conformation 
o f PEO chains may be altered upon complexation with metal salts.
Vibrational spectroscopy has been employed to study such conformational 
changes in crystalline and amorphous systems. Conformational changes of PEO upon 
complexation with metal cations have been observed in PEO:NaX (X=Br, I, SON, 
BF4 , and CF3 SO3 ) and PEO:MSCN (M=K, Rb, and Cs) complexes by vibrational 
spectroscopy. [23,24] Furthermore, salt concentration and chain length effects on the 
conformational changes for oligomer:salt complexes such as glyme:MCF3 S0 3  have 
been examined using vibrational spectroscopy. [11,25,26] (M=Li, Na, and K; glyme 
is defined as CFl3 0 (CH2 CH2 0 )nCEt3 . For example, the n = 1 oligomer is described as 
monoglyme, n = 2 as diglyme, n = 3 as triglyme, and n = 4 as tetraglyme or 
tetraethylene glycol dimethyl ether.)
Ionic association in PEO:salt complexes and low molecular weight oligomer:salt 
systems has been investigated via vibrational spectroscopy [27-33] and X-ray 
absorption fine structure. [34-36] Ion association has been observed in 
PEG:MCF3 SÜ3 and glyme:MCF3 S0 3  (M=Li and K) solutions using vibrational 
spectroscopy. Different types o f ionic aggregates in these complexes— including free 
ions, ion pairs, and larger aggregates—have been identified by monitoring changes in 
the S O 3  symmetric stretching mode and the C F 3  symmetric deformation mode of the 
triflate ion (triflate is trifluoromethanesulfonate, CF3 SO3 ', sometimes abbreviated as 
Tf) as temperature and salt concentrations vary. [11,27,28] Although vibrational
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spectroscopy can provide excellent ways to identify the species o f ionic aggregates, 
their sizes and structures can only be inferred indirectly. Conductance measurements 
for a variety o f PEO:salt and oligomer:salt complexes also show that ionic 
conductivity increases with increasing salt concentration up to a certain level 
(dependent upon the species of salt) and then decreases at high salt concentrations, 
[10,37] where ionic mobility is presumably reduced by the lower mobility of larger 
aggregate species.
Published molecular dynamics (MD) and Monte Carlo (MC) simulations show the 
power o f each method for constructing structural models for crystalline and 
amorphous PEO and PEO: salt complexes. [38-42] Several MD simulations o f models 
o f PEO:MX (MX=Nal, Lil, LiBr, ZnBr2 ) have been performed to examine ionic 
association and conductivity. [43-49] Oligomer chain lengths in these studies vary 
from 1 to 142 monomeric CH2 CH2 O units. Different types of ionic aggregates were 
identified and the dependence o f ionic association on concentration was studied. 
Aggregates ranging in number of ions from 1 to 7 were detected and their sizes 
increase as MX concentration increases. [44] Diffusion coefficients were calculated 
for PEO:Nal complexes and a schematic picture o f diffusion has been suggested by 
Neyertz and Brown. [40,48] Muller-Plathe et al. [44] have also calculated diffusion 
coefficients and conductivity for PEO:Lil and have produced the same behavior of 
conductivity versus salt concentration as that from experiment at 400 K. Also, some 
features o f ion diffusion for metal salts in very short oligomers have been examined 
by MD simulations. Payne et al., [45-47] for example, have calculated diffusion
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coefficients and compared many features of ion diffusion for Nal in dimethyl ether 
and in monoglyme.
Low molecular weight oligomers analogous to PEO have also been widely used to 
model PEO:salt complexes in experimental studies. Oligomers more easily adopt a 
fully amorphous state at accessible temperatures, so single phase systems can be more 
easily prepared and analyzed. Among those, glymes have been extensively used in 
spectroscopic studies by two of the authors. [11,50] LiCFgSOs is one of the most 
widely used salts, in view of its applicability in practical PEO-based electrochemical 
cells. An additional advantage to CF3 SO3 ' is the ability to identify distinct aggregate 
species present in a system by Raman and infrared spectroscopy. [51]
MD simulation studies o f tetraglyme : M C F 3  S O 3  for comparison with experimental 
data are currently lacking, so MD simulations o f amorphous tetraglyme : L i C F 3  S O 3  
and tetraglyme : N a C F 3  SO 3  are reported here. Advantages of studying these systems 
include ( 1 ) tetraglyme and tetraglyme:salt complexes are more easily equilibrated, 
experimentally and computationally, than longer chain oligomers and (2 ) the 
LiCF3 S0 3  salt is actually used in some commercial lithium batteries. Moreover, 
halide salts previously studied cannot capture the monodentate, bidentate, or 
tridentate coordinate of Li^ and Na"̂  offered by CF3 SO3 . Dynamical properties will 
also be the subject of future work. This contribution thus emphasizes the temperature 
dependence of conformational changes upon metal cation complexation, Li  ̂ and Na' 
coordination by CF3 SO3 ', and their relation to the extent of ionic aggregation.
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3.2. Simulation methodology.
The models o f tetraglymeiLiTf and tetragIyme:NaTf eontains 50 tetraglyme 
ehains, 25 Li^ or Na^, and 25 T f  ions to satisfy the ether oxygen:salt ratio of 10:1. 
The initial tetraglyme ehain eonfiguration was generated from the known crystal 
structure for PEO. [18] The Lf^, N a \  and T f  ions were randomly distributed in the 
tetraglyme matrix. All parameters o f the inter- and intra-molecular interactions of 
tetraglyme and Li^ and Na^ ion were taken from the AMBER all-atom force field [52] 
while their partial charges were obtained from the literature. [53] The Lennard-Jones 
parameters for triflate ion were also from the AMBER all-atom force field. Partial 
atomic charges for the triflate ion were derived by a standard procedure. First, hybrid 
Hartree-Foek/density functional quantum chemical calculations [54] were performed 
and then the program CHELPG [55] was used to perform a least-squares fit to find 
charges that best reproduce the electrostatic potential on a grid o f points. The grid 
was chosen to include at least 13,000 points spaced 0.3 Â apart and located outside 
the van der Waals radius o f each atom. This procedure has been used in all the 
presented research to determine atomic charges for p-benzoquinones and their 
semiquinone anions and found to give one-eleetron reduction potentials within 
approximately 0.1 eV of their experimental values. [56-58] The force field parameters 
for ions are enclosed in Table 3.1 and the parameters for tetraglyme can be found in 
Table 2.A1 in Chapter 2.
Before the model boxes o f tetraglyme:salt complexes were made, the equilibrium 
state o f the model box of pure tetraglyme was verified. To do this, first the box was
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kept at 300 K and 1 atmosphere for approximately 1 ns in the NPT ensemble, where 
density close to the experimental density for tetraglyme ( 1  g/em^) was obtained.
Then total energies and eonformational changes were monitored over the last 500 ps 
of a sequential 2 ns NVT simulation. Moving average total energies calculated every 
10 ps increased 1.0% at 300 K and 0.2% at 400 K over this 500 ps period. 
Conformational changes (e.g. gauche to trans) occurred every 14.1 ps, on average, 
around C-C bonds and 17.7 ps around C-O bonds at 300 K and at 400 K, 
conformations changes every 4.3 ps around C-C bonds and 3.9 ps around C-O bonds. 
The cosine dihedral angle autocorrelation functions around C-C and C-O bonds were 
calculated from the molecular trajectories and the relaxation times were 15.9 ps and 
16.4 ps at 300 K and 2.8 ps and 2.5 ps at 400 K. These time scales were short 
compared to the simulation time and therefore the equilibrium state could be verified.
Molecular dynamics simulations of the model tetraglyme:LlTf and 
tetraglyme.'NaTf were performed at 300 and 400K using the AMBER 5.0 MD 
program. [59] Temperature was held constant in the NPT and NVT ensembles by the 
Berendsen coupling algorithm. [60] Bond lengths were constrained by SHAKE 
algorithm, while valence angles and dihedral angles remained flexible. Periodic 
boundary conditions were applied and the particle mesh Ewald (PME) method was 
used to evaluate the long-range eleetrostatie interactions. [61,62] A direet-space 
cutoff o f 12 Â was used for Lennard-Jones and the electrostatic potentials for both 
temperatures. The equations of motion were integrated with a time step o f Ifs. The 
models were kept at 300 and 400K and 1.0 atm for Ins in the NPT ensemble
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calculation. Stable densities were obtained, yielding 1.13 g/cm^ and 1.04 g/cm^ at 300 
K and 400 K for the lithium system and 1.13 g/cm^ at 300K and 1.01 g/cm^ at 400 K 
for the sodium system, respectively. Further equilibration was continued in the NVT 
ensemble for another 2 ns and atomic trajectories were collected for the last 500 ps, 
for analysis.
Table 3.1. The force field parameters for Li j Na ,̂ and Tf ̂  ions used in AMBER. [52-54] 
(Scott E. Boesch provided the partial atomic charges and force field parameters for dihedral 
angle of the inflate ion. For the procedure of obtaining these parameters please see Tables
Bond parameters
Bond Ky (kcal/mol Â )̂ êq (Â)










Dihedral angle No. of paths V,J1 (kcal/mol) y (deg) n
F-C-S-0 9 14.41 0 . 0 0 3.00
van der Waals parameters and charges
Atom type R* (Â) £* (kcal/mol) q
O 1.6612 0.2100 -0.573
C 1.9080 0.1094 0.282
F 1.7500 0.0610 -0.152
S 2 . 0 0 0 0 0.2500 0.895
l F 1.1370 0.0183 1.000
Na^ 1.8680 0.00277 1.000
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3.3. Results and discussion (I) -  the tetraglymeiLiCFsSOs complex.
A series of MD simulations of amorphous tetraglyme and tetraglymeiLiCFgSO]
(at ether oxygen;Li=10;l eomposition) were performed at 300 K and 400 K. The 
ehanges in the loeal struetures and eonformations o f tetraglyme chains upon Li"̂
complexation with ether oxygen and oxygen o f C F 3 S O 3  were examined and ionic 
aggregation was analyzed from MD results. Structural inferences from MD 
calculations were also compared with vibrational speetroseopie experiments.
3.3.1. Chain dimensions.
As discussed in the introduction, local structure and conformation o f PEO may be 
altered by metal cation complexation, so the dimensions of polymer chains may 
consequently be changed. The configuration o f polymer ehains can he characterized 
by the mean-square radius of gyration <S^>, a measure of the size of the spatial 
domain of polymer ehains, the mean-square backbone end-to-end distance <R^>, a 
measure of the spatial distribution o f polymer ehains, and the characteristic ratio C„, 
which can be used to compare polymer ehains with different sizes. The results for the 
pure tetraglyme and tetraglyme:salt complexes are presented in Section 3.5.1. where a 
thorough discussion can also he found on the chain dimensions and their ehanges by 
cation coordination and temperatures.
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3.3.2. Conformation o f  pure tetraglyme and its changes upon complexation.
In polyether chains, torsions along C-C bonds (an O-C-C-0 atom sequence) 
prefer gauehe states over trans states. This is referred to as the oxygen gauehe effect. 
[63,64] The gauche effect has also been found in PEO and low weight oligomer 
crystals, melts, and in solution. It is believed that a pendant oxygen atom acts to 
lower the energy o f the gauche conformation despite the Coulomhic repulsion 
between oxygen atoms in ethers and polyethers and therefore makes the gauche state 
the preferred conformation over the trans state. [63,64] Conformational 
characteristics o f ethers and polyethers including short-chain analogues o f PEO such 
as 1,2-dimethoxyethane (DME or monoglyme) have been a subject of several NMR 
vicinal coupling experiments and computational studies. [65-68]
To examine the conformations o f tetraglyme chains, the time-averaged population 
density distributions o f backbone dihedral angles (0) around C-O bonds (a C-C-O-C 
atom sequence) and C-C bonds were calculated from MD simulation results at T=400 
K. Comparisons o f dihedral angles for tetraglyme and tetraglyme: LiTf are shown in 
Figures 3.1 and 3.2. To generate Figures 3.1 and 3.2, we divided the tetraglyme chain 
into two parts, an “inside” region and an “outside” region. The inside region o f a 
chain includes all atoms within rings defined by adjacent oxygen atoms coordinating 
a Li"̂  cation. The outside region is the rest o f the chain. For example, if  two adjacent 
oxygen atoms coordinate a Li^, the inside region includes only one O-C-C-O subunit, 
if  three adjacent oxygens coordinate a Li^, the inside region includes an O-C-C-O-C- 
C -0  unit. If all five oxygen atoms o f a tetraglyme chain complex a single Li"̂ , the
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whole chain would define an inside region. On the other hand, if  only one oxygen 
atom of a tetraglyme chain complexes with a Li^, there should be only an outside 
region. For pure tetraglyme, Figure 3.1(a) shows that a gauche conformation (g^ and
g") along C-C bonds is predominant with a lesser, but still substantial fraction of 
chains adopting the trans conformation (labeled t). Our convention is to define the 
conformation with heavy atoms eclipsed as 0 =0 ° and label conformations g^ if the 
torsional angle 0 has a value O°<0<120°, g" if  240°<0<36O°, and t if  120°<0<24O°).
Among the two gauche conformations, neither g^ nor g" is preferred. Figure 3.1(b) 
shows that the trans conformation predominates along C-O bonds.
It has been observed from vibrational spectroscopy and X-ray diffraction studies 
that the conformation of pure PEO is altered upon complexation of metal salts, as 
discussed in the introduction section. So Li^ complexation with ether oxygen atoms 
o f tetraglyme chains is expected to alter the conformation of tetraglyme chains.
The time-averaged population density distributions o f backbone dihedral angles 
(0) around C-O bonds and C-C bonds for the inside region of tetraglyme are shown in 
Figure 3.1, for comparison with those o f pure tetraglyme. Figure 3.1(a) indicates that 
for dihedral angles o f tetraglyme:LiTf along the C-C bond, the g^ conformation is 
centered around 60°, while the g" conformation is centered around 300°, instead of the 
75° and 285° angles calculated in pure tetraglyme. The population o f both g^ and g' 
increases relative to those of pure tetraglyme while the t state vanishes. Compared to 
the distribution in pure tetraglyme, ether oxygen coordination to Lf^ apparently 
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Figure 3.1(a). Average population density distributions o f tetraglyme backbone 
dihedral angles around C-C bonds at 400K. The dashed line is for the torsions within 
the inside regions of tetraglyme:LiTf melts (defined in the text).
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Figure 3.1(b). Average population density distributions o f tetraglyme backbone 
dihedral angles around C -0  bonds at 400K. The dashed line is for the torsions within 
the inside regions of tetraglyme:LiTf melts (defined in the text). (These figures were 
made by Dr. Jin-Kee Hyun.)
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States, with angles near 60° and 300°. The distribution along the C-O bond o f the 
inside region shown in Figure 3.1(b) shows a slightly higher population of trans 
conformations and less o f the gauche conformations as compared to pure tetraglyme.
In Figure 3.2, only the dihedral angle population density distribution of the closest 
torsional angle of the outside region with respect to the inside region, or the 
complexing oxygen is plotted because the comparison o f further parts o f the outside 
region to pure tetraglyme shows that the torsions stay the same. For tetraglyme 
chains, the closest torsion should be along a C-O bond. Figure 3.2 shows that the 
gauche population increases upon Li^ complexation, while the trans population 
decreases. Furthermore, non-complexed tetraglyme chains show the same 
conformational population as pure tetraglyme (not shown). It is thus concluded that 
the complexation o f Li"̂  metal cations with ether oxygens is a short range interaction 
and influences only the local structures of tetraglyme chains.
Vibrational spectroscopy has been used to determine conformational sequences 
present in ethylene oxide chains and the conformational changes occuring upon 
cation complexation. Bands between 800 and 950 cm"  ̂have been assigned to modes 
that are a mixture of CH2  rocking and C-O-C stretching motions. [67] The 
frequencies and intensities of these bands are dependent on the local backbone 
conformation and conformational sequences. [25] The Raman spectra o f pure 
tetraglyme and tetraglyme:LiCF3 S0 3  with a ratio o f O:M=10:l at 295 K and 400 K in 
the region 780-900 cm'^ are presented in Figure 3.3. The band at 850 cm"' is 
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Figure 3.2. Average population density distributions of tetraglyme backbone 
dihedral angles around C-O bonds at 400K. The dashed line is for the closest torsion 
of the outside region of tetraglyme:LiTf melts (defined in the text). (This figure was 
made by Dr. Jin-Kee Hyun.)
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attributed to a xtx conformational sequence, where x denotes a number of possible 
conformations. [69,70] The comparison of the Raman spectra of pure tetraglyme at 
295 K and 400 K shows a band shift from 850 cm"’ to 845 cm"' at higher temperature. 
This band shift suggests that elevated temperatures cause changes in the value and 
distribution of torsional angles.
Speetroseopie evidence for the decrease in the O-C-C-0 torsional angles upon 
interaction o f a cation with the tetraglyme oxygen atoms can be seen in the Raman 
spectra shown in Figure 3.3. The appearance o f the high frequency band at 870 cm"' 
signals a decrease in the value o f the O-C-C-O torsional angle, in agreement with the 
MD results and consistent with behavior noted in other glyme:salt systems. No 
significant changes in band shape are observed for the tetraglymeiLiCFsSOs sample 
at 295 K compared to 400 K, suggesting that major changes in the value and 
distribution of torsional angles are not occurring over this temperature range.
Populations of tetraglyme triads (C-O-C-C-O-C dihedral sequences) in pure 
tetraglyme and tetraglyme : LiCFs S O3 complexes were calculated from the MD 
simulation results at 300 K and 400 K. Results are shown in Figure 3.4. For 
tetraglymeiLiCFsSOs complexes, only the tetraglyme chains that participated in 
complexation with Li^ were considered. The nomenclature used to describe 
conformations is defined in the beginning of this section. In addition, it should be 
noted that g' implies a change in sign o f the gauche conformation. For example, tgg'
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Figure 3.3. Raman spectra o f pure tetraglyme and tetraglyme:LiTf (with an ether 
oxygen:LiTf ratio of 10:1) at 295K and 400K in the region 780 cm 
(These spectra were taken by Dr. Christopher Rhodes.)
to 900 cm"
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In Figure 3.4, for pure tetraglyme, tgt conformers predominate and their 
population decreases with increasing temperature. Meanwhile the population of ttg, 
tgg, and tgg' conformers increases. Also interesting to note is the fact that the 
population o f ttt conformer has no significant dependence on temperature, within the 
error limits of the calculation. All conformational triad populations for 
tetraglyme: LiCFs SO3 complexes show the same trend as pure tetraglyme upon 
increasing the temperature from 300 K to 400 K. We note that the presence o f more 
gauche than trans conformers along the C-C hond at both 300 K and 400 K is 
consistent with shorter end-to-end chain lengths described in Section A, because the 
gauche conformation implies a more folded polymer chain. The decrease o f the 
population o f the most stable complexing structure, the tgt conformer, with increasing 
temperature indicates that the Li^-tetraglyme oxygen complexation somehow 
weakens at higher temperature.
3.3.3. LC ion complexation.
It is found from X-ray diffraction studies on structures of PEO:salt complexes that 
metal cations are coordinated to both the salt anions and oxygens o f PEO. For 
example, the crystal structure in crystalline P(E 0 )3 :LiCF3 S0 3  shows that Li^ cations 
are located within one helix and coordinated in an approximately trigonal bipyramidal 
arrangement by three adjacent PEO oxygen atoms and one oxygen atom from each of
two different CF3 S0 3 " ions. [20] No cationic or anionic bridges are observed between 
PEO chains in P(E0 )3 :LiCF3 S0 3 .
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ttt ttg tgt t ^  t ^ ’ others
Figure 3.4. Population analysis of conformational triads (C-O-C-C-O-C atom 
sequences) for tetraglyme and tetraglyme:LiTf melts at 300K and 400K. Error bars at 
the top of each column are calculated standard deviations.
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To examine how Li^ ions are coordinated to the oxygen atoms from hoth 
tetraglyme chains and CFsSOs" in amorphous tetraglymeiLiCFsSOs complexes, radial 
distribution functions (RDF) between Li^ and all oxygen atoms, gy.oCr), were 
calculated from MD simulation results at T=300 K. Results are displayed in Figure
3.5. Figure 3.5 shows that the first strong peak occurs at about 2.0 Â followed by a 
minimum at about 2.8 Â. The RDF at 400K (not shown) has a similar shape and gives 
the first peak at 2.0 Â and the first minimum at 2.9 Â as reported in Table 3.2.
Table 3.2. The positions of the first peaks (F‘ p) and the first minima (F‘ m) in radial 
distribution functions for tetraglyme : LiCF3 SO3 from MD simulations performed at BOOK and 
400K. The coordination numbers shown in parentheses were calculated by integrating the
Li-O(all) Li-O(tetraglyme) Li-O(triflate)
r p , A R'm,A r ' p , A D'm,A r ' p , A D'm,A
300K 2 . 0 2.8 (6.2) 2 . 1 3.8(2.!*) 2 . 0 2.8 (4.6)
400K 2 . 0 2.9 (6.2) 2 . 1 3.5 (1.4*) 2 . 0 2.8 (4.8)
*Since the first minima of gLi-o(tetragiyme) (r) are greater than those of gLi-o(aii) (r), the 
coordination numbers of tetraglyme oxygen are larger than their contributions to the total 
coordination numbers, which are the numbers of oxygen atoms within the first minimums of 
gLi-o(aii) (r). In order to get the correct contributions from tetraglyme oxygen, the gu-o(tetragiymc) 
(r) are integrated from 0 to 2.8Â giving 1. 6  and 1.3 at BOOK and 400K, respectively.
The total oxygen atom coordination number for the first coordination shell was 
calculated by integrating gy ^(r), from zero to the radius of the first coordination shell 
(2.8 Â). All positions o f peaks and minima in the RDF, as well as Lf*" coordination 
numbers are listed in Table 3.2. The large oxygen coordination numbers for Li^ (e.g. 
6.2 at 300 K) initially surprised us because four- and five-coordinate lithium ions are 
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Figure 3.5. Radial distribution function between Li^ and ail oxygen atoms in a 
tetraglyme:LiTf melt at 300K. The first minimum occurs at r = 2.8 Â and is used as 
the cutoff distance o f the first coordination shell.
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numbers as high as eight are known for L i\  [71] The higher coordination numbers 
are in fact favored by charged, hidentate or tridentate ligands with relatively 
inflexible “bite angles”, similar to CF3 SO3 ". Radial distribution functions between 
ether oxygen and Li^ and between triflate oxygen and Lf^ were also calculated 
separately (not shown). They were integrated to distinguish the tetraglyme’s and 
triflate’s contribution to Li^ complexation. This calculation shows that an average of 
4.6 CF3 SO3 oxygen atoms coordinate Li^ while an average of 1.6 ether oxygen atoms 
coordinate each Lf^. This result indicates that there is a competition in complexation 
o f Li^ between ether oxygens and CF3 S0 3 " oxygens, and that the degree of 
coordination of Li^ to CF3S0 3 " oxygens is stronger than that of ether oxygens. This 
observation is in contrast to the crystalline P(EO)3 :LiCF3 S0 3  compound, where a 
greater number o f ether oxygens than triflate oxygens coordinate to Li^. At 400 K, 
the coordination number remains the same at 6.2. The average contribution from 
CFsSOb" oxygens is 4.8, while tetraglyme oxygens contribute 1.3. This shows that the 
triflate oxygen is more competitive than tetraglyme oxygen in complexing with 
lithium ions at higher temperature. Fewer tetraglyme oxygens involved in Li^ 
coordination qualitatively agrees with the higher mean-square end-to-end distance at 
higher temperature, since the tetraglyme chains should expand as they coordinate 
fewer Li^ ions and become free to adopt trans rather than gauche conformations more 
frequently.
3.3.4. Ionic association.
The population o f Li^-triflate associated species was calculated in order to 
compare with IR experimental data. Figure 3.6 shows IR spectra o f the CF3 
symmetric deformation mode, 8 g(CF3 ), for the tetraglyme : LiCF3 S O3 sample with an 
ether oxygen:Li^ ratio of 10:1 at 295 K and 400 K. The frequency of this vibrational 
mode has been shown to be sensitive to the nature o f cation interactions with the SO3 
portion o f the triflate anion. [51,72] The spectra at each temperature can be curve-fit 
with a linear baseline and four mixed Lorentzian-Gaussian bands at 765, 761, 757, 
and 753 cm '\ These frequencies are assigned to the aggregate species [Li3 Tf]^^, the 
triple ion [LiiTf]^, the Li-Tf contact ion pair, and a spectroscopically “free” T f  ion, 
respectively. These assignments are based on numerous spectroscopic studies of the 
triflate ion vibrations in a variety of ethylene-oxide based solutions. The relative 
eontributions o f each component band to the total integrated band intensity in the 
5 s(CF3 ) region are summarized in Table 3.3. The integrated band intensities show 
that the LiTf ion pair predominates at 300 K, but signifieant populations o f T f ', 
[LiaTf]^, and some [LisTf]^^ also exist. At 400 K, ionic association increases, as the 
contributions from the larger [LizCFsSOs]^ and [Li3 CF3 S0 3 ]̂ '̂  aggregates increase 
and that from the LiTf ion pair decreases. The percentage of Li^ ions involved in 
each type o f aggregate observed in the MD simulations is also reported in Table 3.3 
and agrees remarkably well with the contributions of each component band to the 
total integrated IR band intensity. It should be noted that the percentages reported in 









Figure 3.6. Infrared spectra of tetraglyme:LiTf (with an ether oxygen:LiTf ratio of 
10:1) in the 5s(CF3) region at 295K and 400K. Curve-fitted peaks are shown below 
the recorded spectra. (These spectra and fitting were done by Dr. Christopher 
Rhodes.)
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maximum in the lithium-triflate oxygen RDF (2.0 Â). The excellent agreement o f the 
MD calculation with the experimental data indicates that the IR absorption o f the 
5s(Cp3) mode may only be sensitive to the most probable Li-0 distance. In summary, 
the MD simulations are consistent with IR spectral data and directly demonstrate an 
increase in population of larger aggregates at the higher temperature, a result that is 
also consistent with our MD analysis of the spatial extent of tetraglyme chains, their 
conformations, and Li^ coordination by oxygen.
Table 3.3. Comparison o f the percent contributions from different L i-Tf species to the total 
integrated intensity o f the 5s(CF3) band observed in IR experiments with percentages o f  Li 
cations bound up in different L i-T f species in m olecular dynamics (MD) simulations. (The LR
T f- L iT f [Li2Tf]" [LhTf]^+
300K IR* 20 51 27 2
MD 20 46 28 6
400K IR 21 44 28 7
MD 18 44 30 8
* This IR experiment was carried out at 295K.
Figure 3.7 shows the radial distribution functions between Li^ and the triflate 
center o f mass, gLj+_xf(r), at 300 K and 400 K to illustrate the temperature dependence 
o f the eation-anion association. The strong first peak occurs at about 3.4 Â, followed 
by the minimum at about 4.5 Â. The small peaks occurring between the first, largest 
peaks and the first minima at both temperatures are unusual. The slight difference in 
the positions of the larger and smaller peaks (3.4Â vs. 3.8Â), suggests that there may 
















Figure 3.7. Radial distribution functions between Li^ and the triflate center of mass 
at 300K and 400K. The first peaks occur at r = 3.4 Â and the first minima at r = 4.5 
Â at both temperatures. The larger peaks are due to hidentate coordination o f Li^ by 
one C F 3 S O 3 "  ion (indicated in (a)) and the smaller peaks at slightly longer distances 
are due to monodentate coordination (indicated in (b)).
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this possibility, we calculated radial distribution functions between Li^ and triflate 
oxygen if  the distances between lithium and the triflate center of mass are 3.4Â or 
3.8Â at both temperatures. The integration of these functions must give 3 because 
each triflate molecule has three oxygen atoms. At 400 K, the radial distribution 
function for the shorter Li^-triflate center o f mass distance (3.4Â) gives two peaks, 
one at 2.0Â and one at 3.4Â with areas o f 2.0 and 1.0, respectively. This implies that 
two of three triflate oxygens are bridged by one lithium ion within relatively the same 
distance and the third triflate oxygen is farther away from the lithium. This 
“hidentate” coodination of Li^ by triflate is shown in Figure 3.7 as picture (a). The 
L i - O  radial distribution function for the longer Li^-triflate center o f mass distance 
(3.8Â) also gives two different peaks, at 1.95Â and 4.0Â, with areas of 1.0 and 2.0, 
respectively. This result clearly suggests a different geometry: a lithium ion 
complexes with only one triflate oxygen and the other two oxygens remain 
uncomplexed to that particular Li^ ion. The picture (b) in Figure 3.7 represents this 
“monodentate” coordination geometry. At 300 K, the reason for the double peak in 
the Li^-triflate center o f mass RDF is the same. Therefore at both temperatures, the 
first larger peak in g^+.y/r) is caused by the hidentate geometry described in Figure 
3.7(a) and the second, smaller peak is due to the monodentate geometry in 3.7(b). The 
higher first peak means that the hidentate geometry is more probable than the 
monodentate geometry. Upon heating from 300 K to 400 K, the height o f the first 
peak remains approximately the same but the height o f the smaller peak increases, as 
the monodentate geometry becomes more favorable. We note that a comparison of
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the frequency splitting of the antisymmetric S O 3  stretching mode in the IR spectra o f 
tetraglyme:LiTf (not shown) with ah initio quantum chemical calculations [72] 
suggests that the predominant ion pair structure in the tetraglyme:LiTf solution is 
monodentate rather than hidentate. However, the analysis is complicated by the 
presence o f aggregates o f different sizes. Some minor changes in the antisymmetric 
S O 3  stretching frequency are observed with temperature, but it is unclear if  the ion 
pair coordination geometry is changing with temperature in solution.
The functions, gy+.xt^r), were next integrated to yield the average number o f Lf^
cations around a CFsSOs' ion, ny(r), as a function of distance between Li^ and the
CF3 S0 3 " center o f mass. This is plotted in Figure 3.8 for both temperatures. Figure
3.8 shows that the average number o f Li^ cations around each triflate slightly 
increases at higher temperature and the coordination number of Li^ in the first 
association shell is about 2.6 at 300 K and 3.0 at 400 K. This implies an increasing 
size of ionic aggregates with increasing temperature. Therefore we conclude that 
ionic aggregation increases at the higher temperature as the extent of monodentate 
coordination o f Li^ by triflate (Figure 3.7(b)) becomes more probable. The increase 
in monodentate coordination o f Li^ by triflate apparently allows Li^ to coordinate to 
more different triflate ions.
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Figure 3.8. The number of Li^ ions as a function of the distance between Li^ and the 
center of mass of triflate at 300K and 400K. The flat parts of the curves give the 
numbers of Li^ ions associated with one triflate ion in the first ion association shell. 
(This figure was made by Dr. Jin-Kee Hyun.)
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3.4. Conclusions on the tetraglymerLiCFsSOs system.
Molecular dynamics simulations o f pure tetraglyme and tetraglyme:LiCF3 S0 3  
complexes were performed at 300 K and 400 K for comparison with structures 
inferred from vibrational spectroscopic measurements. Structural analyses were done 
to investigate tetraglyme conformations, triflate coordination by L i \  and ionic 
aggregation, and the structures at the two different temperatures were compared. The 
calculated mean-square radius of gyration and end-to-end distance, measures of 
overall chain dimensions, show that pure tetraglyme chains become less extended at 
the higher temperature. Upon lithium complexation by ether oxygens the chains also 
become more compact, hut the chain dimensions of tetraglyme: L1CF3 S0 3  complexes 
increase at 400 K, showing that higher temperatures weaken Li^-ether oxygen 
complexation. The characteristic ratios o f tetraglyme chains have also been calculated 
and shown to be qualitatively consistent with values obtained by small-angle neutron 
scattering measurements and published MD simulations of related systems.
The influence of Li^-0 complexation on the distribution o f tetraglyme chain 
torsional angles and the populations o f conformational triads was also examined. For 
both temperatures, the trans conformation (t) o f dihedral angles along the C-O bond 
o f tetraglyme chains is predominant while the gauche conformation (g^ and g ) of 
dihedral angles along the C-C bond is favorable. Two parts o f tetraglyme chains 
complexed by lithium cations can be described; regions “outside” the oxygens 
coordinated to a lithium ion and regions “inside”. For the inside region, the gauche 
conformation along C-C bonds is still predominant hut the most probable angles are
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shifted from 75° (g^) and 285° (g ) for pure tetraglyme to 60° and 300° after L i -O  
complexation. For the outside region, only the torsional angles closest to the inside 
region are influenced significantly by L i - O  complexation. Raman spectra of the CH2  
rocking region provide supporting evidence for the calculated change in the O-C-C-O 
torsional angle resulting from the interaction of the Li^ ion with the tetraglyme 
oxygens. Analysis o f conformational triads (analysis o f C-O-C-C-O-C dihedral angle 
sequences) shows that the tgt conformation is the most stable structure for Lfl-O 
complexation and its population decreases at 400 K. This trend implies that oxygens 
o f the tetraglyme chains compete less effectively than triflate oxygens for Lfl at the 
higher temperature.
Radial distribution functions between lithium and oxygen have been calculated to 
investigate coordination of Li^ by oxygen atoms of triflate ions and tetraglyme 
chains. Integrating the Lfl-O radial distribution function over the first coordination 
shell gives an average 6 . 2  oxygen atoms coordinate to each lithium cation at both 
temperatures. The contribution from tetraglyme oxygens to the total coordination 
number decreases from 1. 6  at 300 K to 1.3 at 400 K, while the contribution from 
triflate oxygens increases from 4.6 to 4.8. This result confirms that triflate oxygens 
are more competitive than tetraglyme oxygens in complexing with Li^ at the higher 
temperature. This conclusion is consistent with the analyses of conformational triads 
discussed previously.
Ionic association has also been examined. The population o f lithium-triflate 
associated species was calculated from MD results for direct comparison with IR
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data. Computational and experimental results agree that the population of LiTf ion 
pairs decreases as temperature increases while populations of [LiiCFsSOs]"^ and 
[LisCFsSOs]^"^ aggregates increase. Two geometries o f eation-anion association were 
detected. In one geometry a lithium cation bridges two of three triflate oxygens 
(hidentate coordination o f Li"̂  hy triflate); in the other geometry a lithium cation 
complexes with only one triflate oxygen. The hidentate coordination geometry 
predominates at both temperatures, but the monodentate coordination increases upon 
going from 300 K to 400 K.
In summary, all of our analysis is consistent with the view that ionic aggregates 
become larger and aggregation becomes more extensive at 400 K than at 300 K. 
Triflate coordination of Li^ includes more monodentate coordination at the higher 
temperature and thus accommodates more bridges between two triflate ions. At the 
higher temperature, tetraglyme oxygens compete less effectively than triflate oxygen 
atoms for Li^ ions and the gauche conformation about C-C bonds (enforced by Li^ 
coordination by adjacent oxygen atoms of tetraglyme) becomes less predominant. As 
a result, the tetraglyme chains adopt more extended conformations in 
tetraglymeiLiCFsSOa at 400K than at 300K, in contrast to the temperature 
dependence of chain conformations evident for pure tetraglyme.
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3.5. Results and discussion (II) - the tetraglymerNaCFaSOs complex.
3.5.1. Tetraglyme chain dimensions.
The mean-square radius of gyration <S^> and mean-square backbone end-to-end 
distance <R^> describe the spatial extent o f polymer chains. In this simulation, these 
quantities are used to investigate conformational changes of tetraglyme chains which 
are affected by cation-ether oxygen complexation. <S^> and <R^> can be easily 
calculated from the trajectories in MD simulations. <R^> can also be directly 
observed experimentally using techniques such as light scattering, and therefore 
provide a way to evaluate the accuracy o f the applied force field. For convenience, a 
quantity called the characteristic ratio, defined as Cn=<R^>lnf, where n is the number 
of backbone bonds and f  is the mean-square bond lengths, is calculated for 
comparing polymer chains with different lengths. [63] For a freely jointed polymer 
chain model, this ratio is theoretically predicted as 1. For a real polymer chain, this 
ratio may vary because o f the presence o f intra- and inter-molecular forces and will 
reach a limit as »—>oo. For example, the C«, o f PEO in the melt is approximately 5.2. 
[73] Smith et al. reported Coo values o f 5.7-5.5 for nearly monodisperse PEO melts at 
347-459K by small-angle neutron scattering. [42] Our pure tetraglyme result gives C„ 
values of 4.9 at 300K and 4.4 at 400K, which are in qualitative agreement with the 
experimental data and show similar temperature dependence. The <S^>, <R^>, and C„ 
of tetraglyme chains in pure tetraglyme (taken from a separate publication [74]) are 
listed in Table 3.4 at 300K and 400K. In order to examine the effects of cation-ether
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oxygen complexation on the chain dimensions, tetraglyme:NaTf and tetraglyme:LiTf 
are also listed in Table 3.4.
Table 3.4. The mean-square radius of gyration, <Ŝ >, mean-square backbone end-to-end 
distance, <R^>, and characteristic ratio C„ for pure tetraglyme, tetraglyme:NaTf, and 
tetraglyme:LiTf samples at T=300 and 400 K. (Dr. Jin-Kee Hyun analyzed the tetraglyme and 
tetraglyme:LiTf samples and provided the data.)
T(K) (A )̂ </("> (A') c„
tetraglyme 300 21.3 ± 0.3 142.7 ± 4.3 4.9
400 20.0 ± 0.4 129.5 ± 6.3 4.4
tetraglyme:NaTf 300 17.6 + 0.4 88.7 ± 4.8 3.0
400 17.6 ± 0.6 95.1 ±8.7 3.3
tetraglyme: LiTf 300 18.2 ± 0.5 101.6 + 6.4 3.5
400 18.6 ± 0.8 110.9 ± 10.3 3.8
Compared to pure tetraglyme, all values of <S^> and <R^> in tetraglyme:MTf 
(M=Na, Li) are smaller at both temperatures. This indicates that either the intrachain 
attractions or interchain repulsions are stronger when eompared to pure tetraglyme. 
The complexation between the metal cations and the ether oxygens is one obvious 
attractive three. The smaller sizes o f tetraglyme ehains imply that the complexation 
causes the chains to form a more compaet shape. In the two tetraglyme:salts systems, 
the complexation o f sodium ions with ether oxygens results in smaller values o f <S^> 
and <R^> than complexation of lithium ions with ether oxygens at both temperatures. 
The caleulated differences are elose to the statistieal error however and may not be 
significant. O f further interest are the characteristic ratios of tetraglyme:MTf, which 
show an opposite temperature dependenee to what is found in pure tetraglyme for 
both systems, C„ increases with temperature. This effect implies that the cation
80
complexation with ether oxygens from the same chains becomes weaker at high 
temperature. The weakened cation-ether oxygen complexation may be because the 
eation-anion association (discussed further below) becomes more favorable in the 
competition of ether oxygens and triflate oxygens for sodium ions.
3.5.2. Conformations o f  tetraglyme chains.
Conformational analysis provides more detailed information about the tetraglyme 
chains and complements the preceding chain dimension calculations. In this analysis, 
dihedral angles o f the tetraglyme backbone bonds are calculated to show the chain 
conformation resulting from the cation-ether oxygen complexation. Each tetraglyme 
chain has two kinds o f dihedral angles. One is a dihedral angle around C-C bonds (an 
O-C-C-O atom sequence) and the other is around C-O bonds (a C-O-C-C atom 
sequence). The time-averaged population density distribution of the dihedral angles 
around the C-C bonds for pure tetraglyme at 400K is shown in Figure 3.9 (solid line, 
0 denotes the dihedral angles). This distribution gives three peaks as the two bigger 
peaks are at the two ends eentered around 75° and 285°and between them the smaller 
peak is eentered around 180°. By our definition, the dihedral angles around C-C 
bonds favor gauehe plus (g^, O°<0<12O°) and gauehe minus (g‘, 240°<0<360°) over 
trans (t, 120°<0<240°) eonformations. This is referred to as the oxygen gauche effect. 
In polyether ehains, a pendant oxygen atom is known to lower the energy o f the 
gauehe eonformation despite the eoulombie repulsion between ether oxygens, the so- 
called gauehe effeet. [63,64] For the dihedral angles around C-O bonds (not shown).
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Figure 3.9. Time-average population density distributions o f tetraglyme backbone 
torsions around C-C bonds in pure tetraglyme (solid line), tetraglymeiNaTf (dashed 
line), and tetraglymeiLiTf (dotted line) systems at 400K.
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the distributions indicate that the t conformation is predominant. All distributions are 
symmetric about 180° and therefore neither nor g' is favored over the other.
Because the two adjacent oxygens in one chain can stay in the relatively low- 
energy gauche conformation, they are in a geometry which allows two oxygens to 
coordinate a metal cation. The coordination to a metal cation affects the conformation 
o f the O-C-C-O atom sequence as well. In order to examine the confonuational 
changes, the time-averaged population density distributions of the dihedral angles 
around the C-C bonds of tetraglyme;NaTf systems at 400K are also shown in Figure
3.9 (dashed linej.To preferentially investigate conformations of portions of 
tetraglyme chains which are complexed to sodium ions, we divided the whole chain 
into two parts, an “inside” region and an “outside” region. The inside region of a 
chain includes at least two adjacent oxygen atoms that are coordinated to a Na"̂ , so 
this portion o f chain forms a local structure o f Na^-O complexation. The outside 
region is the rest of the chain. If only one oxygen atom of a tetraglyme chain 
complexes with a Na^, there should be only an outside region. If all five oxygen 
atoms of a tetraglyme chain complex with a N a \  the whole chain would define only 
an inside region. It should be noted that only dihedral angles o f those O-C-C-O atom 
sequences in which both oxygens are complexed with the same metal cations (the 
“inside” regions) are calculated for the population density distributions. Figure 3.9 
shows that g^ and g" conformations around C-C bonds are predominant for 
tetraglyme:NaTf samples. The populations o f g^ and g" become larger than their 
populations in pure tetraglyme while the t conformation vanishes for the portions of
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tetraglyme coordinated to sodium ions. This is because the N a-ether oxygen 
complexation forces the two oxygens to stay in a g^ or g" conformation. In the 
tetraglyme:NaTf, the two distribution peaks o f g  ̂and g‘ are centered around 60° and 
300°, instead o f 75° and 285° in pure tetraglyme. The shifts o f the most probable 
dihedral angles o f the ĝ  and g' conformations clearly show that the Na^-0 
complexation forces the two oxygens to be closer to each other to fit in two 
coordinate positions. To compare different cation species’ influence on tetraglyme 
chain conformations, the distribution o f the inside regions in tetraglyme:LiTf is 
shown in Figure 3.9 (dotted line). The two distribution peaks of the inside regions in 
the complexes show very small differences from each other, but the distribution o f C- 
C angles in tetraglyme:LiTf is shifted to a smaller angle (toward the eclipsed state). 
This may be because the lithium ion’s smaller size allows the two oxygens to be even 
closer to the lithium ion. However, the size does not affect the conformation very 
much and the complexation o f sodium and lithium with ether oxygen shows a very 
similar influence on tetraglyme chain conformation around the C-C bonds.
Conformational triads are three consecutive dihedral angles along a C-O-C-C-0- 
C tetraglyme chain sequence. The three dihedral angles are around O-C, C-C, C-O 
bonds and their dihedral angles, as described in the previous discussion, favor t, g^(or 
g'), and t, respectively. Therefore, the most probable triads for pure tetraglyme should 
be tg^t and tg't (in this ease, g will be used to represent either g^ or g" and g’ to 
indicate a change in sign of the gauche conformation. For example, tgg’ implies 
either tg^g' or tg'g^). Populations o f tetraglyme triads in pure tetraglyme and in
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tetraglyme:NaTf at 300K and 400K are also shown in Figure 3.10. In order to clarify 
conformational changes upon the Na^-0 complexation, only the tetraglyme chains 
that participated in the complexation are considered.
In both pure tetraglyme and tetraglyme:NaTf, the tgt conformation is 
predominant. For pure tetraglyme, the total population of tgt is 59.0% at 300 K and 
42.6% at 400K, and in tetraglyme:NaTf the population of tgt (in the “inside” regions) 
is 67.0% at 300K and 54.6% at 400K. At a given temperature, the population of tgt is 
higher in tetraglyme:NaTf compared to pure tetraglyme. The preference for the tgt 
conformation in tetraglymeiNaTf indicates that the Na"^-0 complexation favors this 
local chain confonnation. It can be easily understood that a gauche angle around the 
C-C bond enables the two oxygens to coordinate with Na^, and the t state implies a 
further distance between the big end groups and the Na"̂  which thus lower the 
repulsions. For tetraglyme:NaTf, the tgg and tgg’ have the second (15.7% at 300K 
and 17.9% at 400K) and third largest (6.4% at 300K and 11.1% at 400K) populations.
Compared to pure tetraglyme (as observed in Figure 3.10), the tetraglyme chains 
that are involved in complexation with Na^ have more tgg and fewer tgg’ 
conformations. In our work, the overall ether oxygen:salt ratio of 1 0 : 1  is used, but 
since only complexing tetraglyme chains are considered, the ether oxygen: salt ratio 
will be more concentrated in these local areas. Andreev et al. reported the crystal 
structure for a PEO:NaTf complex with ether oxygen:salt ratio of 1:1. The structure 
shows that the PEO chain adopts a zigzag conformation in which the triads (C-O-C- 
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Figure 3.10. Populations o f conformational triads (C-O-C-C-O-C backbone atom 
sequences) for tetraglyme and tetraglyme:NaTf complex at 300 and 400K. Error bars 
on each column are calculated standard deviations.
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with an ether oxygen:salt ratio o f 5:1 shows tgt and tgg conformational sequences, 
which is consistent with our computational results. [76] Another difference in triads 
population between pure tetraglyme and tetraglyme:NaTf occurs in the ttt 
conformation. The Na^-0 complexation decreases its population from 19.7% and 
17.3% in pure tetraglyme to 6.9% and 9.2% at 300K and 400K, respectively. The ttt 
conformation is the most extended chain structure and the decrease in its population 
implies a shorter end-to-end distance for the tetraglyme chains. This is an agreement 
with the chain dimension results.
Experimental evidence for the conformational changes of tetraglyme due to 
coordination to cations can be observed in the vibrational spectra. The bands in the 
800-1000 cm"’ region are particularly sensitive to conformation and have been used in 
PEO-salt systems to investigate conformational changes induced by the salt. [25,69] 
IR spectra of pure tetraglyme at 400 K and a tetraglyme:NaTf solution with ether 
oxygen: salt = 10:1 at 400 K are presented in Figure 3.11. The spectrum of pure 
tetraglyme shows a band centered at 851 cm"’ and a high frequency shoulder. The 
band at 851 cm"’ is due to ethylene oxide units or sequences which contain gauche O- 
C-C-O dihedral angles. The spectrum of the tetraglyme:NaTf solution shows a peak 
centered at 848 cm"’ and a defined shoulder at 864 cm"’. The 864 cm"’ band is due to 
predominantly CH2  wagging and CH2  twistingmotions of C-O-C-C-O-C units or 
sequences in tgt eonformations which interact with sodium atoms, and the band has a 
fairly weak IR intensity. [11,77] Previous studies have shown that preferred 
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Figure 3.11. Infrared spectra in the 800-900 cm" region of tetraglyme and 
tetralgyme-NaTf 10:1 solutions. (These spectra were taken by Dr. Christopher 
Rhodes.)
C-O-C bond sequences in trans-gauche-trans conformations. [25] The interaction of 
the ethylene oxide unit with a sodium ion results in a different O-C-C-0 dihedral 
angle than is present without the sodium atom. The frequency shift o f the center of 
the hand from 851 cm"' in pure tetraglyme to 848 cm"' in the tetraglyme:NaTf 
solution is attributed to the change in the relative populations of different eonformers.
3.5.3. Na^-ether oxygen complexation.
As seen in crystal structures of PEO:MTf (M=Na, Li) complexes, the cation can 
complex with oxygen tfom both the triflate ions and the polyether chains. [20,75] In 
PEO:NaTf (ether oxygen:salt = 1:1), the total coordination number for Na^ is six, 
consisting o f four oxygens from four different triflate ions and two oxygen from a 
polyether chain. In the crystal structure of tetraglyme:NaTf (ether oxygen:salt = 5:1), 
the total coordination number for Na^ is seven, consisting of two oxygens from two 
triflate ions and five ether oxygens from a single tetraglyme chain. [76]
Radial distribution functions (RDF) are used to examine the ether oxygen and 
triflate oxygen coordination to Na^ in amorphous tetraglyme:NaTf. The RDFs o f Na- 
O(total), Na-O(triflate), and Na-O(tetraglyme) at 400K were calculated from the 
trajectories and are displayed in Figure 3.12. The Na-O(total) RDF shows a strong 
first peak at 2.4Â followed by a minimum at 3.4Â. The Na-O(trifiate) RDF has a 
similar shape, with Na-O(total) as the first peak and minimum are located at 2.4Â and 
3.2Â, respectively. The Na-O(tetraglyme) RDF has a much smaller peak at 2.5Â and 
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Figure 3.12. Radial distribution functions (RDF) between Na and all oxygens (solid
line), Na and ether oxygens (dotted line), and Na 
in tetraglyme: NaTf complex at 400K.
and triflate oxygens (dashed line)
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Na^ and oxygens, are in agreement with the mean N a-0 distanee of 2.46Â observed 
experimentally for crystalline tetraglyme:NaTf. [76]
The larger peak o f the Na-O(triflate) RDF suggests that Na'*' is coordinated hy 
more triflate oxygens than tetraglyme oxygens. An integration of the RDFs from zero 
to the first minimum (the radius o f the first coordination shell) provides coordination 
numbers. All calculated results are list in Table 3.5. The total coordination number for 
Na^ is 7.3 at 400K. This coordination number is slightly larger than the six or the 
seven-coordinated Na"*" in the crystal structures. The results also give an average of 
2.0 ether oxygens and 5.3 triflate oxygens coordinating each N a \ The greater number
Table 3.5. The coordination numbers of Na^ and L f  in tetraglyme:NaTf and tetraglyme:LiTf 
samples at 300K and 400K. The total coordination numbers, the numbers of ether oxygens, 
and the numbers of triflate oxygens are calculated by integrating the appropriate radial
O(total) O(tetraglyme) O(triflate)
Na+ Li+ Na"" Li+ Na"* Li+
300K 7.1 6.2 2 . 2 1 . 6 4.9 4.6
400K 7.3 6.2 2 . 0 1.3 5.3 4.8
of triflate oxygens indicates the Na-triflate oxygen complexation is more favorable 
than Na-ether oxygen complexation. This result qualitatively agrees with the 
PEO;NaTf crystal structure but is in contrast to the crystalline tetraglyme:NaTf 
structure with ether oxygen:salt - 5 : 1  where ether oxygens are more favored than 
triflate oxygens.
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The RDFs of Na-O(total), Na-O(tetraglyme), and Na-O(triflate) at 300K have 
similar shapes (only the first minimum of the Na-O(total) RDF occurs at 3.3Â, 
slightly different from 3.4Â at 400K) and therefore are not shown. The coordination 
numbers obtained hy integrating these RDFs are listed in Table 3.5. As the 
temperature is increased from 300K to 400K, the total coordination number increases 
from 7.1 to 7.3, the contribution o f triflate oxygens increases from 4.9 to 5.3, and the 
contribution o f ether oxygens decreases from 2.2 to 2.0. This result suggests that at 
higher temperatures the triflate oxygens compete more successfully with ether 
oxygens for Na^.
This is consistent with the mean-square end-to-end distance results of 
tetraglyme:NaTf complex presented above. The larger extent of tetraglyme chains at 
400K implies a weaker Na-ether oxygen complexation. This result agrees with the 
temperature dependence shown by tetraglyme oxygen’s coordination numbers.
For comparison with tetraglyme:LiTf samples, which is reported in a previous 
paper, [78] the coordination numbers o f Lh are also listed in Table 3.5. The lithium’s 
result also shows a stronger cation-trifiate oxygen complexation (4.6 at 300K and 4.8 
at 400K) than cation-ether oxygen complexation (1.6 at 300K and 1.3 at 400K). The 
temperature dependence of coordination numbers in the two complexes also agrees 
each other although the coordination numbers of Li^ are smaller than the 
corresponding numbers o f Na"̂ . This can he attributed to the lithium ion’s smaller 
size, which does not allow as many coordination sites as the larger sodium ion.
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3.6. Comparison of ionic association in PEO-4:NaTf and PEO-4:LiTf.
Crystal structure studies of PEO:MTf complexes have shown that the metal ions 
strongly associate with the S O 3  portion of the triflate ions. For example, in the 
PEO:NaTf (ether oxygen:salt=l:l) crystal structure each Na^ associates with four 
oxygens from four triflate ions while each triflate ion also associates with four Na^ 
ions. In crystalline PEO:NaTf, two of the three oxygens in the S O 3  end of the triflate 
each coordinate with a Na^ ion, and the third oxygen bridges two Na^ ions. [75] In 
amorphous oligomer PEO:MTf system, estimates o f the populations o f free ion and 
ion associated species such as ion pairs and aggregates can be obtained from 
spectroscopic analysis o f the symmetric deformation mode of the CF3 portion in 
triflate, ôsCCFs), through the dependence o f the frequency of the ôsCCFs) mode on the 
nature o f cation-anion association. [72] A partial IR spectrum of tetraglyme:NaTf 
with an ether oxygen:Na ratio o f 10:1 at 400K are shown in Figure 3.13. The 
spectrum can be curve-fit with a linear baseline and four mixed Lorentzian-Gaussian 
bands at 765, 761, 757, and 753 cm"', corresponding to the aggregate species 
[Na3 Tf]^^, the triple ion [Na2 Tf]"̂ , the ion pair [NaTf], and the spectroscopically 
“free” ion T f '. The frequencies o f these species are consistent with studies o f triflate 
anions coordinated to Li^ and Na^ ions in a variety o f solvents. [11,25,50,72] The 
areas o f the four bands are integrated to yield estimates o f the populations of these ion 
associated species and are presented in Table 3.6.
The populations o f ionic species are also calculated from the trajectories collected 
in MD simulations o f the tetraglyme:NaTf sample. To investigate Na^-Tf “
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Figure 3.13. Curve-fit IR spectrum in the 740-780 cm"' region o f a tetraglyme-NaTf 
1 0 : 1  solution indicating the presence of different triflate species "free" triflate ions 
(Tf ° ) at 752 cm"’, ion-pairs (NaTf) at 755 cm"\ aggregate species ([NaiTf]"^) at 758 
cm '' and aggregate ([NasTf]^"^) at 765 cm ''. (This spectrum and fitting was done by 
Dr. Christopher Rhodes.)
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association, we examined structure from the perspective o f the cation and the anion 
separately. We count the number of sodium ions around a triflate anion hy using the
Table 3.6. Comparison of calculated populations of Na^-Tf ' associated “anion aggregates” 
(see text) in tetraglyme:NaTf samples from MD results at 300K and 400K with IR 
experimental data at 398K in parentheses. MD results for tetraglyme:LiTf samples are also 
listed for comparison. The ‘M’ in the species names denotes metal ions (either Li  ̂ or Na^). 
(The IR results were provided by Dr. Christopher Rhodes.)
Tf- MTf [MjTf]" [M3Tf]"
300K Na 42 40 15 3
Li 2 0 46 28 6
400K Na 9(24) 39(23) 38(35) 13(13)
Li 18 44 30 8
first peak positions of the Na-O(trifiate) RDFs, 2.5Â at both temperatures. All IR (in 
parentheses) and MD results are suiumarized in Table 3.6. At BOOK, the “free” triflate 
ion and the ion pair are the predominant species in tetraglyme:NaTf samples as they 
aceount for 42% and 40% of the total ion associated speeies. The triple ion has 15% 
of the total populations and only a very small amount (3%) of [NasTf]^"  ̂aggregates is 
found. However, the populations of these species change dramatically as temperature 
increases. Only 9% of total species are found to be “free” triflate ions at 400K. The 
ion pair still has a large population, 39% (40% at BOOK) while the triple ion and the 
[NasTf]^"  ̂aggregates demonstrate a large growth in their populations: from 15% to 
38%, and 3% to 13%, respectively. The changes indicate that the cation-anion 
association becomes more extensive at higher temperature. This agrees with the
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coordination number calculations and the chain dimension results. The results from 
two methods, MD simulations and IR spectroscopy, show some inconsistency for the 
“free” ion and ion pair, hut agree well for the more highly associated species.
The populations of triflate anion species in tetraglymeiLiTf samples calculated 
from MD trajectories are also listed in Table 3.6. These populations agree very well 
with IR results. [78] Among all ionic species, the Li^-Tf ' ion pair is the most 
populous species (46% at 300K, 44% at 400K). The next most populous species are 
the triple ion (28%), the “free” triflate ion (20%), and the aggregate (6 %) at 300K. 
Their populations change slightly at 400K, as they are 30%, 18%, and 8 %, 
respectively. In tetraglyme:NaTf there are more “free” ions (42%) than triple ions 
(15%) at 300K, whereas in tetraglyme:LiTf there are more triple ions (38%) than 
“free” ions (9%). However in tetraglyme:NaTf aggregation appears highly 
temperature dependent, hut in tetraglyme:LiTf the populations of Li^-Tf ' species 
show only a slight temperature dependence.
Radial distribution functions between Na^ and the triflate ion’s center o f mass are 
calculated and shown in Figure 3.14. These functions are expected to give more 
information of the N a -T f  " association. In our previous study of tetraglyme: LiTf 
system, the Li^- T f center o f mass RDF showed an interesting feature, as there was a 
strong first peak followed hy a smaller peak at both 300K and 400K. After further 
study, the two peaks turned out to he two distinguishable Li^-Tf " coordination 
geometries, the hidentate and the monodentate structure. The hidentate geometry was 
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Figure 3.14. Radial distribution functions (RDF) between Na"̂  and the triflate center 
o f mass in tetraglyme:NaTf eomplex at 300 (dashed line) and 400K (solid line). A 
RDF between Li^ and the triflate center of mass in tetraglyme:LiTf eomplex at 300K 
is shown for eomparison.
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mass o f triflate RDFs at 300K (solid line) and 400K (dashed line) gives a big peak at 
3.8Â with an indistinct shoulder.
A population analysis for cation environment has been done to further address the 
question o f ionic association geometries. In contrast to the analysis from the triflate 
ion’s point o f view presented above, the populations shown in Table 3.7 focus on how 
many triflate ions are around a Na^ and what kind of geometry is fomred between the 
Na^ and the triflate’s three oxygens. The cutoff value used in this calculation is 3.4Â, 
the first minimum of Na^-O(triflate) RDFs. It should be noticed that this cation 
environment analysis only considers triflate anions which are in the first coordination 
shell o f Na^. Some of the triflate anions around the Na"̂  are coordinated to other Na^ 
ions, and therefore possibly form more eomplicated ionie aggregates with several 
eations and anions. The result shows that the aggregate, [NaTfs]^", is the dominant 
aggregate with 52.0% of the population at 300K and 58.9% at 400K while the triple 
ion, [NaTf2 ]", is second most populous with 36.4% at 300K and 33.1% at 400K. The 
NaTf ion pair accounts for the rest o f the population. The highly associated speeies 
[NaTfa]^' becomes more highly populated at 400K indicating that the cation-anion 
association is favored with increasing temperature.
For each of the aggregates, details of the Na^-triflate oxygen aggregate geometries 
are summarized in Table 3.7. Mono, bi, and tri in the parentheses means that the Na^ 
associates with oxygens through a mono, bi, and tridentate geometry, respectively. In 
the NaTf pair, the monodentate geometry disappears at 400K while the hidentate and
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tridentate remain unchanges (Geometries with no significant temperature dependence 
are not listed in the table). In [NaTf)]", the population o f (mono,tri) coordination
Table 3.7. Coordination geometries for Na coordinated to triflate in tetragylme;NaTf smaples 
calculated from MD trajectories at 300 K and 400 K. Three species, the NaTf ion pair, 
[NaTl)]i and [NaTb]^", are found for the system. The association geometries between Nâ  
and triflate oxygens are listed in parentheses. Mono, bi, and tri denote monodentate, 
hidentate, and tridentate coordination geometries, respectively. Only geometries with 
significant temperature dependence are listed.
NaTf [NaTfz]-
(mono) (mono,tri) (bi,bi)
300K 3.4±0.3 11.1±0.5 13.5±0.7
400K 0 0.6±0.4 20.7±2.1
[NaTfj]'-
(mono,mono,bi) (mono,bi,bi) (mono,bi,tri) (bi,bi,bi)
300K 15.1±0.5 9.5±0.4 11.3±1,0 6.6±0.4
400K 1 1 .6 ±2 . 6 17.8±2.4 5.2±0.9 15.5±3.5
dramatically decreases from 11.1% to 0.6% at 400K. Meanwhile, the (bi,bi) 
coordination becomes more highly populated (20.7%, comparing to 13.5%) with 
increasing temperature. In [NaTfs]^", populations o f (mono,mono,bi) and (mono,bi,tri) 
decrease at high temperature. But (mono,bi,bi) and (bi,bi,bi) show an opposite 
temperature dependence as their populations increase from 9.5% to 17.8% and from 
6 .6 % to 15.5%, respectively. In general, this population analysis shows that the 
higher temperature favors the hidentate Na"^-Tf ' association geometry.
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3.7. Conclusions on the tetralymezNaCFsSOg system.
Molecular dynamics simulations and vibrational spectroscopy are described to 
investigate structural properties of tetraglyme:NaTf system with an ether oxygen:salt 
ratio o f 10:1 at 300 and 400K. Mean-square radii of gyration and end-to-end distances 
of tetraglyme chains are calculated from the MD simulations. Smaller values of these 
quantities for tetraglyme chains coordinating Na"̂  at both temperatures suggest that 
the tetraglyme chains form more compact shapes upon Na^-ether oxygen 
complexation. The population density distributions o f dihedral angles around C-C 
bonds in tetraglyme from the MD simulations are found to favor the gauche (g^ or g ) 
over the trans (t) conformation while the dihedral angles around C-O bonds favor the 
t more than the g^ and g‘ conformations. Upon Na^-ether oxygen complexation, 
dihedral angles around C-C bonds in which both oxygens coordinate to the same Na^ 
(defined as the inside regions) show predominant g^ and g' conformations while the t 
conformation vanishes. Moreover, the most probable values of those angles are 
shifted from non-coordinating tetraglyme's 75° (g^) and 285° (g ) to 60° and 300°. 
The population analysis of the conformational triads (C-O-C-C-O-C sequences) in 
tetraglyme chains shows that tgt is the most populous conformation (59.0%). The tgt 
conformation is stabilized by the Na -ether oxygen complexation as its population 
increases to 67.0% in tetraglyme:NaTf at 300K. At higher temperature, the tgt 
conformation in tetraglyme:NaTf decreases to 54.6%, showing that the Na^-ether 
oxygen complexation is less favored at the high temperature.
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The coordination numbers o f Na^ are calculated by integrating Na^-O(triflate) and 
Na^-O(tetraglyme) radial distribution functions (RDFs). Overall, the sodium ions are 
coordinated by approximately seven oxygens (7.1 oxygen atoms at 300K and 7.3 at 
400K). The triflate oxygens are clearly the major contributors to the first coordination 
shell (4.9 at 300K) and become even more favored (5.3) at 400K. Meanwhile, the 
ether oxygen’s contribution decreases from 2.2 to 2.0 with increasing temperature. A 
comparison of the Na^ coordination calculated in this work with the two crystal 
structures relevant to this work is a bit surprising. In the MD results the sodium ion is 
coordinated to 2.2 ether oxygen atoms and 4.9 triflate oxygen atoms at 300K. As 
noted earlier, this is consistent with the crystal structure of P(EO):NaTf wherein the 
sodium ion is coordinated to 2 ether oxygen atoms and 4 triflate oxygen atoms. 
However this stands in sharp contrast to the single crystal structure of 
tetraglymeiNaTf, where the sodium ion is coordinated to 5 ether oxygen atoms and 
two triflate oxygen atoms. We had expected that if  a significant difference between 
MD and crystal structure results would occur, the discrepancy would be with the high 
molecular weight PEO system because of the relatively greater difficulty in packing a 
continuous polyether chain into the crystal. However a closer examination o f the 
tetraglyme:NaTf crystal structure shows chains o f sodium ions completely "wrapped" 
by all oxygen atoms o f a tetraglyme molecule with triflate ions bridging adjacent 
"wrapped" cations. Therefore the crystal structure of the tetraglyme system is most 
unusual and quite unrelated to the structure o f the high molecular weight PEO system 
that our MD simulation more closely mimics.
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A number o f IR bands have been assigned for Na^-Tf ' association species in 
tetraglyme:NaTf systems and their populations are obtained by integrating the areas. 
The results from MD simulations agree well with IR experiments for [Na2 Tf]'^and 
[NagTf]^^ at 400K. The MD calculations also show that the population o f free ions,
T f, dramatically decreases from 42% to 9% with increasing temperature while 
[Na2 Tf]^and [Na3 Tf] '̂  ̂increase from 15% to 38% and from 3% to 13%. The ion pair, 
[NaTf], remains the most populous species at both temperatures (40% at 300K and 
39% at 400K). Compared to tetraglyme:LiTf system (presented previously), [78] 
tetraglyme:NaTf has more “free” T f ' at 300K and more [NazTfj^and [NasTfj^^ at 
400K.
Monodentate, hidentate and tridentate coordination geometries o f Na^ by T f ' 
were identified. For Na^ which is coordinated to two triflate ions, [NaTf)]", a 
distribution of coordination geometries exists and a double-bidentate geometry in 
which the Na^ bridges four oxygens, two from each triflate ions, is favored at the 
higher temperature. In [NaTf]]^", Na^-Tf " association through mono-bi-bidentate and 
bi-bi-bidentate geometries becomes more prominant with increasing temperature. It is 
important to emphasize that the notation o f [NaTf)]' and [NaTl)]^" includes only 
triflate anions which are in the first coordination shell of Na"̂ . Some of the triflate 
anions in these species are coordinated to other Na^ ions, and therefore exist as part of 
ionic aggregates rather than as isolated species. The percentages o f these association 
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Calculating accurate vibrational frequencies: the method of principal component 
analysis and its application to molecular dynamics simulations.
4.1. Quasiharmonic analysis and background information of principal 
component analysis.
Quasiharmonic analysis, as an alternative to the conventional normal mode 
analysis, has heen used to obtain vibrational frequencies, modes, and configurational 
entropies o f large systems from MD simulations using empirical force fields. [1-7]
This method first computes the variances and covariances (mean square 
displacements) o f atomic positions in a molecular trajectory to construct an effective 
force constant matrix. Then a diagonalization o f this matrix is followed to give 
eigenvalues and eigenvectors, from which the vibrational frequencies, modes and 
other quantities can be directly calculated.
The theory o f quasiharmonic analysis is adopted from a statistical technique, 
commonly known as principal component analysis (PCA) which has been extensively 
used in multichannel mapping in geology, weather forecasting in meteorology, and 
signal processing and pattern recognition in engineering. [8-10] PCA primarily serves as 
a dimensionality reduction technique in dealing with a large group o f experimental or 
computational data, which usually forms a multivariate time series (the original data
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matrix). The eigenvectors of the covariance matrix constructed from this data matrix 
define an orthogonal coordinate transformation, which transforms the original data 
matrix from the observation coordinate system to a new coordinate system. In the new 
coordinate space, the column vectors are aligned in a pattern such that the first vector 
specifying a particular “direction” in which accounts for most o f the total variances, and 
the next vector specifies a direction perpendicular to the previous and accounts for most 
o f the remaining variances, and so on. For a large set o f original data, the major part of 
the total variances in the observables can be summed or “compressed” in a few vectors 
and the remaining variance can be truncated without introducing a significant amount of 
error. This special set o f orthonormal vectors given by PCA is the set o f eigenvectors of 
a covariance matrix calculated tfom the original data. PCA is often given other names, 
e.g., factor analysis, Karhunen-Loeve transform, and singular value decomposition 
(SVD). In the area of multivariate time series analysis, these techniques are equivalently 
employed and their relationships and further discussions can be found in Ref. [11-13].
The application of PCA to molecular vibrations is based on the special feature that 
in the transformed data the variances are completely separate. In terms of atomic 
movements (variances) in a piece o f molecular trajectory, this ability of PCA makes 
the separation of vibrational modes possible. Since a Cartesian coordinate system is 
the natural choice for running molecular dynamics simulations but very inconvenient 
for expressing molecular vibrations, a coordinate transformation is desired in order to 
study the vibrational modes. PCA provides this transformation in matrix form in 
which the column vectors are eigenvectors o f the covariance matrix. This coordinate-
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transforming treatment in principle is the same as used in normal mode analysis and 
the similarities and differences between these methods will be described in the 
following section.
I l l
4.2. PCA comparison with conventional spectrum estimation methods. ®
4.2.1. PCA and normal mode analysis.
Theoretical calculation o f vibrational frequencies and modes has greatly assisted 
mode assignment in experimental spectroscopic analysis. The conventional normal 
mode calculation involves solving an eigenvalue problem of the force constant matrix 
constructed by evaluating the second derivative of potential energy with respect to 
molecular configurations. [14] This method is limited by the pure harmonic 
approximation to the real potential energy, e.g., using a “parabola” with constant 
curvature to approximate the shape o f the potential energy surface, and therefore is 
only valid when the system stays at the energy minimum with an infinitesimal amount 
of vibrations. Another diffieulty in calculating accurate frequencies emerges from the 
condensed phase calculation. The non-covalent effects on molecular vibrations are 
anharmonic. Quenched normal mode analysis, [15,16] instantaneous normal mode 
analysis (INM), [17-19] or combined quantum mechanical/moleeular mechanical 
(QM/MM) [20,21] simulations have been performed to replicate solute-solvent 
interactions. However, these methods are still limited by the harmonic approximation.
The name “quasiharmonic”, e.g., applying PCA to molecular vibrations, implies 
that this method can incorporate anharmonicity in the harmonie approximation frame. 
This method distinguishes itself from normal mode analysis by calculating the 
variances and covariances (the second order moments if  considering the molecular
 ̂This chapter is partially reproduced with permission from: Wheeler, R. A.; Dong, H. ChemPhysChem 
2003,4, 382-384 and Wheeler, R. A.; Dong, H. ChemPhysChem 2003, 4, 1227-1230. © 2003 WILEY- 
VCH Verlag GmbH&Co. KgaA, Weinheim.
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trajectory as a spatial population distribution of atomic positions) instead of the second 
derivatives. To be more exact, the covariance matrix is inversely proportional to the 
force constant matrix (consisting of the second derivatives of energy with respect to 
coordinates). Moreover, a single low energy-optimized geometry is used to caleulate 
the second derivatives in normal mode analysis and quenched normal mode analysis. 
(In INM, each of the instantaneous structures, still a single point on the potential 
energy surface, is used.) The calculated frequencies are only valid for small vibrations 
around this point and do not reflect any anharmonicity. PCA, on the other hand, 
calculates the second order moments based on the spatial distribution o f atomic 
positions, which is not a single point hut the actual part of the energy surface sampled 
during the simulation. This can best he seen in a schematic sketch for a one­
dimensional case in Figure 4.1. If the potential energy is harmonic, the distribution is a 
Gaussian and the second order moments are sufficient to describe it. The fitting given 
by PCA should be exactly the same as from normal mode analysis. When there is 
some anharmonicity present in the potential energy surface, PCA will give a fit o f the 
best Gaussian distribution to the sampled portion that may contain non-Gaussian 
characters, while normal mode analysis still remains harmonic, based on the curvature 
o f energy as a function o f coordinates, evaluated the energy minimum point.
Quasiharmonic analysis/PCA has found direct application in solving vibrations of 
large systems and condensed-phase mode analysis. The second order moments are 
evaluated much faster than the second derivatives when the system size gets even 
moderately large. In condensed phases, all the normal mode analysis-based methods
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like INM require a matrix diagonalization at every time interval during the entire 
trajectory in order to study the vibrations about the energy minimum point. Even for 
modern computers this can be extremely time-consuming when macromolecular 
systems (e.g. protein folding or enzyme mechanisms) are studied in condensed phases. 
In contrast, quasiharmonic analysis calculates a time average of the effective force 
constant matrix (inverse covariance matrix) and then performs only one 
diagonalization of the final matrix. This procedure therefore considerably reduces 
computational loads. All these advantages have made PCA a favorable choice over the 
conventional normal mode analysis for large and condensed-phase systems. Indeed, 
PCA has been used to identify several large-scale, low frequency motions of proteins. 
[22-24] However, not all modes, particularly high frequency modes were calculated in 
their work.
NMAPCA
Figure 4.1. A schematic sketch of the potential energy surface (solid line) being 
approximated by PCA (dashed line) and NMA (normal mode analysis, dotted line). 
PCA with the ability to incorporate anharmonicity fits the real surface better than 
NMA which fits the surface with a pure parabola.
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4.2.2. PCA and Fourier transform.
Fourier transform, one o f the most widely used numerical analysis methods, relates 
two different representations o f the same function, one in the time domain and the 
other in the frequency domain. In molecular vibrations, spectrum estimation is 
traditionally done by computing Fourier transforms o f time correlation funetions. [25- 
27] In the time domain, the correlation funetions measure the degree to which two 
dynamic properties o f the molecular system are correlated over a period o f time. The 
Fourier transforms of these functions give amplitudes at a series of frequencies to 
reveal the dynamics of the system in the frequency representation. Important time 
correlation functions for molecular systems include the atomic velocity correlation 
function whose Fourier transform is the “power” spectrum in theoretical calculations 
o f molecular vibrations. Other examples direetly related to experiment are the dipole 
moment, polarizability, and magnetization correlation functions, whose Fourier 
transforms are infrared, Raman, and NMR line shapes, respeetively. [25] However, the 
applications o f Fourier transforms to spectrum estimation are restricted by 
assumptions o f periodic or stationary time series and a linear system so that data may 
be projected onto complex sinusoidal basis functions. [28,29] PCA, on the other hand, 
although sharing many limitations of Fourier transforms, is more flexible than Fourier 
transforms because it gives data-adaptive basis functions in addition to the amplitudes 
o f frequency components. A theoretical treatment of the relationship between PCA 
and Fourier transform ean be found in Ref. [30].
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4.2.3. Numerical and water vibrational tests o f  PCA.
To test PCA’s ability to calculate vibrational frequencies accurately, a simple 
system, water in gas and liquid phases is used in this section. An isolated water 
molecule has three fundamental vibrations, the H-O-H bending mode at 1593 cm '', the 
symmetric O-H stretching mode at 3657 cm ', and the antisymmetric O-H stretching 
mode at 3756 cm ''. [31] The spectrum of the water dimer in gas phase has been 
studied by matrix isolation technique and rotation-vibration-tunneling spectroscopy. 
[32-41] The vibrations of the water dimer are shown to roughly have two ranges, the 
high-frequency (above 1600 cm ') intramolecular motions and the low-ffequency (well 
below 1 0 0 0  cm ') intermolecular motions which are combinations of each individual 
water molecule’s translational and rotational motions. Liquid water’s spectrum shows 
that the vibrations of water undergo substantial changes as the bending mode blue- 
shifts to 1635 cm ' and the two stretching modes red-shift to 3240 cm ' and 3446 cm '. 
These frequencies are listed in Table 4.1 for comparison with results o f PCA.
The computer simulations of the water systems were set up using the procedures 
below. For the isolated water molecule, 12 vibrationally excited starting geometries 
were generated by selecting random water molecules from a box o f 216 water 
molecules, equilibrated at constant temperature using periodic boundary conditions 
and the T1P3P force field. [42] For each starting geometry, 1 ps constant energy 
quantum MD trajectories were generated by using the B3LYP/6-3 lG(d) method, [43] 
a 1-fs time step, and the QMD option of the computer program NWChem. [44] Next, 
PCA was used to calculate vibrational frequencies and modes for each o f the 12
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trajectories, average the frequencies for each mode, and calculate standard deviations 
to estimate errors (the averaging procedure was judged necessary because 
anhamionicity o f the energy surface renders calculated frequencies amplitude 
dependent). Time steps as low as 0.1 fs were tested to find a balance between accuracy 
and computer time required. Mode assignments were made by using the XMol 
program [45] and projecting modes obtained by PCA onto conventional normal 
modes. [46] Simulations for water dimer were performed in exactly the same way, but 
using the 6-311++G(2d,2p) basis set because it reportedly gives a qualitatively correct 
geometry for (H2 0 )2 . [47] For liquid water, a single water molecule was defined as the 
QM region and the other 215 molecules as the MM region. Then a l p s  trajectory was 
generated using the CHARMM/GAMESS combination, [20] the HF/6-31G(d) 
method, a TIP3P water model, [42] and a 1 fs time step, in the NVE ensemble. 
“Standard quantum chemical” results in Table 4.1 were obtained by using the same 
quantum chemical methods as for generating trajectories, but the vibrational problem 
was solved by using the normal mode analysis method at the optimized geometries of 
H 2 O and (H2 0 )2 . Although vibrational frequencies calculated from standard quantum 
chemical methods are sometimes multiplied by empirical scaling factors to correct for 
anbarmonicities and errors inherent in the methods, [48] the table presents unsealed 
frequencies.
In Table 4.1, for two of water’s three modes, PCA-derived frequencies are within 
one standard deviation of the standard quantum chemical results and the two O-H 
stretching frequencies are closer to experiment than the quantum chemical results.
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Vibrational frequencies of (H2 0 ) 2  in Table 4.1 show that with one exception 
intramolecular vibrations are closer to experiment than those derived from standard 
quantum chemistry. The one exception is important, as the relative ordering of the 
acceptor and donor bending modes is reversed and the large standard deviation implies 
significant error in the calculated bending frequencies. Calculated frequencies for 
intermolecular vibrations are much closer to experiment than harmonic frequencies 
derived from standard quantum chemistry (but not quite as close as those from MP2 
calculations corrected explicitly for anharmonicity [49]). It is noted that modem 
spectroscopic experiments to probe intermolecular dynamics at frequencies less than 
approximately 150 cm ' are interpreted using rotation-vibration-tunneling 
Hamiltonians [50] rather than harmonic oscillator equations. Calculated frequencies 
for liquid water in Table 4.1 show good agreement with experiment. The large 
standard deviation in each frequency reflects the inhomogeneous spectral broadening 
observed experimentally. Overall, results for water, water dimer, and liquid water 
imply that PCA of quantum MD or QM/MM trajectories (or analogous Monte Carlo 
simulations) shows promise for going beyond the harmonic approximation to model 
intra- and inter-molecular vibrations, as well as condensed-phase molecular vibrations. 
It also allows the attachment o f realistic error estimates to calculated frequencies.
To compare PCA with Fourier transform-based methods for extracting frequencies 
from time series, both numerical and water vibrational tests are presented. The three 
numerical models are harmonic, anharmonic with a quartic term in the potential, [51] 
and Langevin oscillators. The Langevin oscillator is a harmonic oscillator subject to
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frictional damping and a randomly fluctuating force and is frequently used as a model 
for condensed-phase processes. [52] The equations of motion of these oseillators are 
analytically solvable and therefore serve as ideal test eases. The initial conditions of 
the oscillators used in computer simulations (with the “leapfrog” seheme o f the Verlet 
algorithm, [53] to integrate the equations o f motion. Also see Seetion 1.2) can be 
found as the footnotes in Table 4.2. The frequeneies from their analytical solutions are 
listed in Table 4.2 as well. For water test cases, one representative trajectory for the 
isolated and liquid water moleeules are borrowed from the 1 2  trajeetories averaged to 
present results in Table 4.1, to show the differences in the frequencies caleulated by 
PCA, Fast-Fourier transform (FFT), and maximum entropy method (MEM, a popular 
Fourier transform-based technique). [54] The trajectories (initially 1000 steps for 
PCA) were extended to 30 times longer for FFT analysis to give a resolution in 
wavenumbers eomparable to PCA and MEM. The experimental results for water are 
discussed previously and listed in Table 4.2 for comparison.
Since the equations o f motion of the harmonic oscillator are pure harmonic and 
can be solved exactly by Fourier transform techniques, accurate frequencies are 
expected from FFT, MEM, and PCA. Indeed PCA gives frequencies slightly closer to 
the exact solutions for both the harmonic and anharmonic oscillators. Moreover, 
results in Table 4.2 indicate that the Langevin oscillator is damped too quickly for FFT 
to give a well defined frequency, buf PCA gives a result slightly closer to the 
analytical frequency than the MEM technique. For the water molecule and liquid 
water. Table 4.2 shows that PCA of the quantum MD and QM/MM trajeetories gives
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frequencies significantly closer to experimental values than either the FFT or MEM 
results. The superior accuracy of PCA is particularly striking for the higher frequency 
O-H stretching modes, whose frequencies calculated by using PCA are -15%  closer to 
experiment (approximately 490 cm'^ closer) that the next best method (MEM).
In conclusion, principal component analysis is demonstrated to give overall more 
accurate frequencies than the conventionally used spectrum estimation methods such 
as normal mode analysis and Fourier transform-based techniques. By constructing a 
much simpler covariance matrix than the force constant matrix, PCA calculates the 
frequencies much faster and more accurately due to its ability to incorporate 
anharmonicity, compared to normal mode analysis. Although the FFT algorithm 
makes Fourier transforms faster than PCA (but the FFT method needs much longer 
trajectories to have reasonable resolution), numerical tests verify the superior accuracy 
o f PCA compared to FFT and MEM. In addition, PCA gives the eigenvectors needed 
for vibrational mode assignments. Moreover, PCA is a very general technique for a 
variety o f multivariate data series and therefore may be applied to MD, quantum MD, 
QM/MM trajectories, or even theoretically, Monte Carlo simulations to estimate 
optimal spectra.
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Table 4.1. Comparison of vibrational frequencies (cm'') calculated by principal component 
analysis (PCA) with results by standard quantum chemical calculation and experiment for 









Antisym stretch 3838 6 3850 3756 [31]
Sym stretch 3719 9 3728 3657 [31]
Bend 1719 1 2 1713 1593 [31]
(H2 0 ) 2
Acceptor antisym stretch 3896 9 3912 3715-3745 [32-35]
Donor free O-H stretch 3881 9 3894 3714-3730 [32-35]
Acceptor sym stretch 3804 1 1 3814 3600-3638 [32-35]
Bridge O-H stretch 3683 54 3704 3530-3601 [32-35]
Acceptor H-O-H bend 1568 37 1641 1601 [37]
Donor H-O-H bend 1519 90 1660 1619,1611 [38-41]
Bridging H out-of-plane bend 402 134 645 520 [38-41]
Donor in-plane rock 296 1 0 2 375 243,320,290 [38-41]
Acceptor twist 205 93 154 ??
Acceptor wag 181 64 156 ??
0  " 0  stretch 178 25 191 155,147,150 [38- 41]
H-0 O-H torsion 153 53 130 ??
H2 O (liq)
Antisym stretch 3542 1 1 0 3446 [55]
Sym stretch 3438 107 3240 [55]
Bend 1693 81 1635 [55]
[a] Averages include data deemed statistically significant at the 99% confidence level by 
applying Dixon’s Q test. [56]
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Table 4.2. Comparison of frequencies calculated by using the fast Fourier transform (FFT), 
maximum entropy method (MEM), and principal component analysis (PCA) with analytical 
solutions to harmonic, quartic, and Langevin oscillators or experimental results for a single 
water molecule in isolation and in liquid phase.
FFT MEM PCA Analytical or experiment
Harmonic [a] 5.008 5.001 5.001 5.000
Quartic [b] 5.454 5.435 5.447 5.446 [51]
Langevin [c] -  [d] 4.995 4.926 4.899 [52]
Water (cm ') 1718 1724 1714 1593 [31]
3803 3804 3716 3657 [31]
3929 3978 3824 3756 [31]
Liquid water [e] 
(cm') 1970 1958 1793 1635 [55]
3925 3798 3305 3240[55]
4120 4046 3337 3446 [55]
[a] The equation of motion of a one-dimensional harmonic oscillator is mx" + fcc = 0. The 
parameters and initial conditions used are m = 0.5, k = 12.5, x(0) = -1.0, and x' (0) = 0.0.
[b] The model of a quartic oscillator is defined by mx” + Ax (1 + y9x̂ ) = 0 with m = 0.5, k = 
\2.5,P=  0.25, x(0) = -1.0, andx'(O) = 0.0.
[c] A one-dimensional Langevin equation mx" + cx' + Ax = R{t) with m = 0.5, k = 12.5, c = 1.0, 
x(0) = -1.0, and x' (0) = 1.0 is used as the numerical model. R{t) is the random number term 
with a Gaussian distribution.
[d] The Langevin oscillator is damped quickly and the random force becomes dominant before 
a sufficiently long trajectory can be generated for the FFT method to give a well-defined peak.
[e] Average frequencies calculated by PCA of 12 trajectories for isolated water and liquid 
water can be found in Table 4.1. With one exception, FFT- and MEM-derived frequencies for 
the tests differ from experiment more than PCA frequencies differ from experiment by at least 
three times the standard deviations. Large standard deviations for liquid water in Table 4.1 
reflect inhomogeneous spectral broadening.
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4.3. Methodology.
4.3.1. Theory o f  principal component analysis and its application to molecular 
vibrations.
Principal component analysis, a commonly used dimensionality reduction 
technique, extracts the “principal components” from an immense amount o f data, 
discards the insignificant components with minimized truncation error in order to 
achieve the desirable goal o f data compression. [10,57-60]
Consider that a set o f D  measurements made for a system at t discrete time 
intervals forms the original data matrix X by setting the D  measurements at every time 
as the column vectors x  (t):
X = [x(0), x(l), ... x(t)...], in which
It should be noted that in this expression the vector elements are actually the 
displacements o f each individual measurement away from the time averages. 
Expanding the vector x as a linear combination of any set of orthonormal basis 
vectors, for instance, ^  = [(pj (pj ...(p,- ...(p ,)]  with ( p /  = ], the following
is true:
D
x - f i t p i  + f 2 <p2 + , (4.2)
(= 1
th ey ’s are the coefficients which also form a matrix Y for all time t, whose column 
vector y is related to x expressed in matrix representation:
X = # y  X = d>Y (4.3a)
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(4.3b)
Eq. (4.3a, 4.3b) can also be considered to represent an orthogonal coordinate 
transformation from one set of coordinates to another where each row vector (p/ is the 
new coordinate axes’ projections on the old coordinate axes. This coordinate 
transformation seheme is a very powerful technique to transform interesting subjects 
to a coordinate system that is easier to understand.
Often the size o f the original data matrix X is extremely large so that a reduction in 
size after the transformation is desirable. One method of doing this is to truncate the 
linear combination in eq. (4.2) after d  terms (usually d «  D), to get a new vector x . 
The mean-square error s  between the original matrix and the truncated data matrix, 
averaged over all time t, is
£ = ( (x -x X x -x )^
^  D  d  X Z  D d
V /=1 ;=1 y  V !=1 i=l
(4.4)
\i=d+]
Using eq. (4.3b), this error is expressed as
(4.5)
where R , = (l/t)XX^ is the time-averaged covariance matrix (for simplicity the term 
time-averaged will be omitted hereafter) o f the original time series in which the 
elements o f Rx are:
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Now the problem becomes to search a special set of (p’s to minimize the error s . 
Referring to the proof found elsewhere [30], the (p’s are the eigenvectors o f R* 
R ,(p ,= l,(p ,, (4.7)
where Â’s are the associated eigenvalues. If the (p’s are lined up in a sequence so that 
their associated eigenvalues are in a descending order, then the first eigenvector 
defines a direction in which the total variances in X are maximally accounted for since 
the error g is minimized if the truncation is made after the first term in eq. (4.2). In a 
similar fashion the second eigenvector accounts for the maximum remaining variance 
in a direction orthogonal to the first eigenvector (because all eigenvectors are 
orthogonal) and so on.
Another interesting feature o f this coordinate transformation can be seen when the 
covariance matrix for the transformed matrix Y is constructed and converted as 
R^ = YY^ = (D^XX (D = 0 ^ R , 0 . (4.8)
Since 0  is the eigenvector matrix that diagonalizes R%, eq. (4.8) implies a 
diagonalized covariance matrix for Y. This result ean be further interpreted that the 
row vectors o f Y are totally uneorrelated since all Tÿ = 0 when i j.
Molecular trajectories given by computer simulations are no different than a group 
o f 37V (TV is the total number o f atoms in the system) atomic positions at a series of 
time steps and therefore can be treated by PCA. Usually a trajectory is generated in 
Cartesian coordinates. PCA will find an orthogonal transformation matrix, 0 ,  that
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transforms the trajectory from Cartesian to a new set o f coordinates. Eq. (4.8) states 
that the variances in the newly-transformed trajectory are completely uncorrelated. In 
other words, the motions expressed in the new coordinates are orthogonal to each 
other. Thus the column vectors o f this transformation matrix can be thought as a set o f 
vibrational modes and eq. (4.3h) gives the way to do the transformation. As explained 
in the chapter introduction, this new set of vibrational modes may or may not be the 
same as given by normal mode analysis depending on the specific shape o f the 
potential energy surface sampled by the trajectory.
In order to relate the covariance matrix Rx in principal component analysis to the 
effective force constant matrix in quasiharmonic analysis, an equilibrium probability 
distribution o f the atomic positions, E(X), o f the molecular trajectory can he expressed 
as a normalized multivariate Gaussian distribution:
1
(2 ^ y
where | Rx | is the determinant o f the covariance matrix o f the mass-weighted atomic 
positions X . The potential energy, F(X), sampled by this particular trajectory 
determines the configurational partition function from the probability distribution:
f (X )  = v - js iT T |R . I' "  exp(- r (X ) / t . r ) , (4.10)
where ks and T  are the Boltzmann constant and temperature, respectively. Next, 
truncating the potential energy at the second order,
E ( X ) - l x ^ F ^ X ,  (4.11)
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and combining eq. (4.11) with eq. (4.10) and comparing with eq. (4.9) gives the 
effective force constant matrix constructed in quasiharmonic analysis is as
(4.12)
In a similar fashion as solving the eigenproblem of the force constant matrix in normal 
mode analysis, the frequencies and modes can be calculated from the eigenvalues and 
eigenvectors o f this effective force constant matrix.
4.3.2. A modification in calculating vibrational frequencies.
Because of the heavy computational load required for calculating the inverse 
matrix using eq. (4.12) when N, the number of atoms in the system, becomes large, 
this step is skipped and the covariance matrix itself is directly diagonalized. The 
reason for doing so is that the set o f eigenvectors o f Feff is orthonormal and each 
eigenvector forms a column o f O that diagonalizes Feff,
O ^ F ^ O z^ A  (4.13)
where A is a diagonal matrix in which the eigenvalues 1  lay along the diagonal. 
Inverting eq. (4.13) follows as
A -‘ = (4.14)
The property that the inverse o f an orthonormal matrix is its transpose is used here. 
Since A"' is a diagonal matrix (whose diagonal terms are just 1"'), then the resultant 
matrix, A', should also be diagonal, with the diagonal elements different than those in 
A"' only by a factor o f l/k ^ T . For the same reason, the expression second from the
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right in eq. (4.14) should also be diagonal, in other words, 0  diagonalizes Rx as well. 
Eq. (4.14) indicates that a matrix and its inverse have a common set of eigenvectors. 
Therefore the covariance matrix Rx can be directly diagonalized without calculating its 
inverse and the eigenvalues o f Rx, X', are used to calculate the eigenvalues o f the 
effective force constant matrix by 
k T
A - - 7 T -  (4.15)
/ t .
Eq. (4.6) and (4.12) compose the basis o f the methodology of PCA or 
quasihanuonic analysis for molecular vibrations; however, in practical use o f these 
equations a number o f unforeseen challenges have been overcome to allow this new 
method to show its ability to caleulate aecurate vibrational frequencies. These 
challenges will be addressed and corresponding modifications will be described in the 
methodology section following.
The first issue to resolve is that for a molecular trajectory with sampling time often 
limited in picoseconds or shorter, in calculating frequencies by eq. (4.12) or (4.15) the 
conversion factor ksT  is not commonly suitable for all o f the vibrational modes. One 
important assumption of using eq. (4.9) to derive eq. (4.12) is that the entire potential 
energy surface for the system is sampled completely and evenly. With the time scale at 
the macroscopic level for real systems, this assumption is usually satisfied and the 
factor ksT  (as the total vibrational energy) is good for every vibrational mode. 
However, this macroscopic time scale (even though it can be as short as sub-ps for 
simpler systems) is still well above the limitation o f computer simulation techniques.
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In a typical computer simulated moleeular trajectory on the order o f ps  ~ ns, the 
amount o f energy is probably distributed unevenly among the vibrational modes. 
Therefore UbT is not necessarily the exact amount of energy associated with every 
mode for this short simulation time. The previously introduced eq. (4.15) needs to be 
modified to reflect the specific amount o f vibrational energy possessed by each 
individual mode.
Consider a one-dimensional harmonic oscillator, whose total vibrational energy is 
given as the sum of kinetic and potential energy terms:
^  (4-16)
where q is the vibrational coordinate, p is the reduced mass, and co is the frequency of 
the oscillator. During each cycle o f the oscillation the kinetic and potential parts keep 
exchanging energy with each other but their time averages are the same and each 
accounts for exactly one half of the total vibrational energy. Therefore, either the time 
average o fp  or ry ̂ q^ ean be used to specify Evw-
PCA or quasiharmonic analysis actually decomposes the moleeular motions into a 
set of separate one-dimensional quasiharmonic oscillators. In the oscillators, the
total vibrational energy ean be caleulated as ^instead of kgT in eq. (4.15). In
practice, this term is calculated by projecting the mass-weighted Cartesian velocities 
I ^ X j , j  = \,2 ,..3N )  onto the PCA mode and then summing the squares over all 
time steps:
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^ v i b  ~  \ / ^ A i  }  -
. 2 '
\ V  J
(4.17)
with (j)ĵ  is the f  element in the i eigenvector (p, in eq. (4.7).
4.3.3. Translation and rotation present in molecular trajectories.
It has been found in testing principal component analysis o f molecular vibrations 
that the translational and rotational motions of the system can affect the caleulated 
modes and frequencies. In the normal mode analysis the force constant matrix is set up 
based on a single low energy-optimized structure without actual movements.
However, PCA treats a series of moleeular structures generated by a simulation in 
which the molecule is subject to translation and rotation. The six external motions, 3 
translations and 3 rotations, are very likely present in atomic displacements. When the 
covariance matrix o f the original trajectory is constructed, the equilibrium or time- 
averaged atomic positions can be shifted and altered if  the system as a whole 
undergoes a movement. In Cartesian coordinates the average position for each atom is 
usually determined by taking a time average o f each of the coordinate variables. The 
shifting in the average positions caused by translation actually plays no role in 
affecting the covariances because the translational motions uniformly shift the 
positions in Cartesian space. However, if  the same Cartesian space is used, the 
rotational motions do not change all atomic positions uniformly and these changes are 
structure dependent. If the rotational motions present in a trajectory are significant, the 
time-averaged positions in Cartesian space will be altered unevenly and therefore the
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covariances (which depend on the displacements from the averages) will also be 
changed unevenly. One way of dealing with this problem used in this chapter is to 
remove both translational and rotational motions before calculating the averages and 
covariances.
It is well known that the whole motions o f a system can be approximately 
separated into three groups, translation, rotation, and internal vibration when a 
carefully chosen coordinate system is used. [14] This coordinate system includes the 
three space-fixed Cartesian coordinate axes on the center of mass o f the system, the 
three body-fixed rotational axes which are coincident with the principal axes o f inertia 
o f the undistorted structure, and 3N-6 vibrational coordinate axes in the body-fixed 
system specifying the vibrational modes. By using this consideration, the task of 
removing translation and rotation from vibration involves searching for these special 
coordinate systems from the original trajectory, overlaying them for all time steps, and 
then only the pure “vibrational” motions will be kept.
The translational motions in the space-fixed Cartesian coordinates can first be 
separated from the other motions. Consider tracing an arbitrary point in the molecule 
in the space-fixed coordinates at each time step, then set three orthogonal axes on this 
point. There will be a series o f this kind of coordinates in the original Cartesian space 
and they are moving along with the trajectory. But if  the point is viewed in each of 
these moving coordinates, then it does not have any net translational motions. In other 
words, the point is translation free. A conventional choice of this arbitrary point is the 
center o f mass of the molecule because it is convenient for setting the rotational and
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vibrational coordinates later. The eondition o f setting the eenter o f mass as the origin 
of the moving coordinate system is given as
Z m „ r ; ,= 0  (4.18)
n=\
where m is the atomie mass and r„' is the atomie eoordinate in this new “eenter-of- 
mass” eoordinate system. Eaeh r„ ean be obtained by subtracting the eenter-of-mass 
coordinates, Rcom, from atomie coordinates r, all expressed in the original spaee-fixed 
coordinates:
K   r , - X
Putting this equation back in eq. (4.18) one can see the condition is satisfied. In a PCA 
calculation, the procedure to remove translation is therefore simply to use eq. (4.19) to 
caleulate r„' and replace the original r„ by r„' at eaeh time step.
The removal o f rotation ean be achieved in a similar fashion by setting up a series 
of “body-fixed” eoordinate systems (they are moving relative to the original spaee- 
fixed coordinate system) at eaeh time interval in a way so that the orientation o f the 
system is unchanged in time. Then overlaying these coordinate axes will eliminate the 
rotational motions. With the eenter o f mass located at the origin o f this set o f body- 
fixed eoordinate axes, a set o f principal axes of inertia serves as a good choice to 
specify the directions of rotation. The moment of inertia of an atom with mass m 
located at r ( r , , /=1,2,3 for x, y, and z axis in Cartesian space) from the center o f mass 
with respect to i and j  axes is defined by
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^  -  n , y, ^ -1,2,3 . (4.20)
The total moment of inertia o f the system can form a matrix I where its entries are 27 
(sum over N  atoms). [61] The eigenvector matrix (the column vectors are eigenvectors 
of I ) will diagonalize matrix I to make the off-diagonal entries, the products of inertia, 
become all zeroes. These eigenvectors are called principal axes which completely 
separate the moment o f inertia along with these three axes. This method works 
perfectly for rigid bodies (e.g. the internal distances between particles remain 
constant). However, for the molecules in which the internal motions (vibration) are the 
greatest interest, the principal axes o f inertia deviate from the true rotation axes 
depending on the magnitude o f the vibrational motions. When the molecule undergoes 
a small vibration a set o f conditions similar to eq. (4.18) has been given by Eckart for 
specifying the true rotation axes, [62]
n=\
where a is the equilibrium or average positions of the atoms. In the same paper Eckart 
presented a procedure to find the rotation axes starting with constructing a matrix B:
then searching for an orthogonal transformation T to transform B to a symmetric 
matrix S
BT = S . (4.23)




and this will satisfy eq. (4.21). Therefore the new coordinate axes described by T are 
the true rotation axes. In the same reference the details o f finding S were suggested 
and T could be obtained by multiplying the inverse matrix B"' on the both sides o f eq. 
(4.23).
One problem with this procedure o f finding the rotation axes that has been pointed 
out is that the inverse matrix o f B does not always exist. This singularity problem can 
be solved by the well-suited technique, singular value decomposition (SVD), and a 
modification to Eckart’s procedure given by Pickett and Strauss is used in this chapter. 
[63]
4.3.4. Frequencies and modes o f  molecules with flexible structures.
Once the translational and rotational motions are removed from a trajectory, the 
covariance matrix that is a measure o f the pure vibrational motions is constructed for 
solving frequencies and modes. When the structure o f a molecule shows some 
flexibility, for instance, the dihedral angle motions of the main chain atoms or the 
distorted motions o f the side groups are present, some atoms particularly far away 
from the center of mass o f the molecule can travel in a large area of space. The 
assumption o f small vibrations is probably not valid for this situation. In practice it has 
been found that if  these motions (often related to low frequencies) are present in the 
trajectory, PC A likely gives a strong mixing o f these motions with the usual high-
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frequency bending and stretching motions. The mixing also results in inaccurate 
frequencies (bending and stretching modes that are lower than they should be). This 
problem can be explained very similarly to the translation’s and rotation’s effect on 
PC A discussed in the previous section. In the molecules with flexible structures, the 
vibrations associated with the large-scale low-frequency motions can be considered as 
combinations of translations and rotations of smaller fragments of the molecules. For 
example, the C-C hond stretch in the ethane molecule is a perfect internal vibration but 
it can also be seen as a combination o f translations o f the two methyl groups in 
opposite directions. The twisting motion around the same C-C hond is a dihedral 
angle-changing motion o f H-C-C-H groups. It can also be seen as the relative rotation 
o f the two methyl groups along their common C3 axes. This consideration implies that 
when these “internal” translations and rotations are present in the trajectory, the 
determination o f average structures and covariances would be affected in the same 
manner as they are affected by the true external translations and rotations. One way to 
eliminate these effects is to treat the fragments affected by these “internal” 
translational and rotational motions as separated smaller “molecules”.
Prior to the determination o f average structures and covariances, the entire 
molecule needs to be divided into smaller fragments. For each fragment, the proper set 
o f coordinates is determined individually in the same way as described in the previous 
section. However, a further calculation is necessary in this stage: the specific atomic 
displacements caused by these “internal” translations and rotations o f the fragments 
are needed since they will later be a part o f the internal vibrations for the whole
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molecule. For the translational motions of an individual fragiuent, again the center of 
mass o f the fragment can be the origin of the body-fixed coordinate system. Since in a 
Cartesian coordinate system translation shifts the atomic positions evenly, the 
displacements of each the atoms caused by translation are equal to the displacements 
o f the center o f mass:
^ ^ t m n s  ~  ^ ^ c o m -  (4-25)
The next step is to find the atomic displacements exclusively associated with the 
rotational motions. For a finite rotation it has been proven that the change in positions 
cannot be represented by a single vector (e.g. the displacement between a position 
vector before and after the rotation). [64] It is obvious that this displacement is not 
perpendicular to either the initial or the end position vectors. However, when the time 
interval is set small enough in the trajectory that the rotation in this amount o f time is 
infinitesimal, the displacements are close enough to represent the rotation. The 
rotation matrix T (see eq. (4.23)) for such an infinitesimal rotation is nearly 
diagonalized with very small (antisymmetric) off-diagonal entries:
^ 1  6/Q 3
— dÇl 2 1 c / O  I
y dÇl 2 — dCl ] 1 j
04.26)
Then the displacements caused by this infinitesimal rotation are the differences 
between the original r and transformed vector r',
= r ' - r  = T r - r .  (4.27)
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The actual matrix multiplication can be carried out to show that if  a vector dQ. is set to
have components dQ.\, dD.2, and dQ.3, Ar,-ot is
01.28)
After the displacements associated with the “internal” translations and rotations of the 
fragment are calculated and stored, they can be subtracted from the atomic positions 
and the remaining are pure vibrations within the fragment. Once the average structure 
is determined for this fragment using the translation and rotation-free trajectory, a 
covariance matrix is constructed and diagonalized for eigenvectors and eigenvalues. 
Eq. (4.3b) is then used here again to transform the Cartesian displacements to a 
vibrational coordinate system based on the body-fixed axes on this fragment. In total 
3Ni (Ni is the number of atoms in fragment i) dimensions of this transformed 
displacement matrix, six of them should be zeroes because they are associated with 
three translations and three rotations which have already been removed. These matrix 
elements need to be replaced by dot products of the stored Ar’s with the six vectors 
specifying translations and rotations. The whole procedure is merely the same as 
introduced earlier with the only difference being that it is for smaller fragments and 
has accounted for the “internal” translations and rotations.
If this procedure is repeated for each of the fragments, the transformed matrices 









and then do the transformation for the whole molecule. In this equation (p’s are 
eigenvectors for the individual fragment covariance matrices. They take the 3#i x3tVi, 
3 N2 ^ 3 N 2 , ... blocks along the diagonal where M , ... are the number of atoms in 
the 1^, 2"*̂ , ... fragments, respectively. The rest o f the matrix is padded with zeroes.
By examining the column vectors of this 3jVx3 # matrix, T , one finds that it is 
orthonormal and therefore defines a unitary transformation for the initial whole 
molecule’s covariance matrix Rx
P, (4.30)
The resultant matrix now transformed in a fragment-based coordinate system, 
should be nearly block diagonalized since the covariances between different fragments 
should be small. This treatment shown in eq. (4.30) is in principle very similar to the 
symmetry-aided treatment in the conventional normal mode analysis in which the 
force constant matrix is also block diagonalized first by a unitary transformation. [14] 
The column vectors of this unitary transformation matrix are linear combinations of 
internal coordinates for the whole molecule according to symmetry operations.
The final step follows the same step as the regular PCA procedure. ?x, the 
modified covariance matrix will be diagonalized to give eigenvalues (frequencies) and 
eigenvectors (modes) for the whole molecule. It needs to be noted that the modes at 
this time are linear combinations o f the column vectors o f T , which are the 
translational, rotational, and vibrational modes of the fragments. The transformation 




Test cases include isolated water, methane, water dimer, and ethane molecules. 
Their initial structures for QM/MM simulations were randomly selected from 
previously generated trajectories o f these molecules equilibrated at constant 
temperature 300K by molecular dynamics. A constant energy QM/MM trajectory was 
generated for each test molecule and structure using the CHARMM/GAMESS 
combination, [20] for 1 ps at a 0.5 fs time interval. The velocity assignment was only 
performed once at the beginning o f the simulations at 300K. The entire molecules 
were defined as the QM region using the B3LYP hybrid Hartree-Foek/density 
functional method with a 6-3 lG(d) basis set, except for the water dimer test ease, in 
which the 6-311++G(2d,2p) basis set was used because it reportedly gives a 
qualitatively correct geometry. [47] After the trajectories were generated, the plain 
PCA method and PCA with modifications to calculate vibrational energy in specific 
modes and to remove translation and rotation were applied to calculate vibrational 
frequencies and modes for all test molecules. We shall call the precedures PCA, PCA- 
I (energy corrected), and PCA-II (energy corrected, with translation and rotation 
removed). The new PCA procedure o f treating the molecules with flexible structures 
in individual fragments, PCA-III was also used for the water dimer and ethane tests. 
All results from PCA methods were then compared with standard quantum chemical 
calculation results using the same method/basis set, in which the frequencies and 
modes were solved by diagonalizing the force constant matrix based on the optimized 
structures. Finally, experimental results were provided for further comparison.
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4.5. Results and discussion.
Table 4.3 shows the ealculated frequencies for isolated water molecules, calculated 
by using various methods, and experimental values. The first columns o f the table, 
water 1 and water2  are the frequencies of two sample water trajectories by the plain 
PCA method without any modifications as described in eq. (4.9-15). The frequencies 
are far from the experiment and are often more than one order of magnitude lower. 
This suggests that the original PCA formalism fails to predict the frequencies even for 
the simplest molecules. Two water tests with different initial structures are presented 
here to show that the amount of energy distributed in each vibration is different. For 
instance, the frequency for 0-H  antisymmetric stretch o f water 1 is much greater than 
the frequency o f the same mode of water 2  even though they were both started at 
300K. This means that the universal energy factor kgT is not appropriate for 
calculating vibrational frequencies from simulations o f limited length. The second 
columns o f the two water tests are the frequencies calculated using eq. (4.15) and 
(4.17) to correct the energy term (the PCA-I method) but without removing the 
translation and rotation from the same trajectories. The frequencies are improved from 
the original PCA. The antisymmetric stretch o f water 1 and all three frequencies of 
water 2 are reasonably close to experiment but the H-O-H bend and O-H symmetric 
stretch o f water 1 are still very low. These two modes are found to be highly mixed 
with rotational motions and the other four are not. The frequencies calculated using eq. 
(4.15) and (4.17) are thus in better agreement with experiment if  there is no rotation- 
vibration mixing. The third columns of frequencies are given by PCA with energy
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term corrected and translation and rotation removed (PCA-II method). The results are 
considerably improved for each o f the vibrational modes. The frequencies for the two 
stretches are consistently close to experiment and for the bend are 7% higher than 
experiment but still better than the frequencies given by the conventional quantum 
chemical calculations. Therefore the suggested modifications (Section 4.3.2 and 4.3.3) 
greatly improve PCA’s application to molecular vibrations.
Table 4.4 presents the same tests on a different system, methane (two sample 
methane trajectories, methane I and 2), which is more complicated than water. Again 
as shown in the water tests, the plain PCA fails to calculate a consistent set o f accurate 
frequencies for methane. When eq. (4.17) is used to correct the specific amounts of 
energy associated with individual modes, the removal o f translation and rotation can 
make a difference for the frequencies o f methane. Table 4.4 shows that out o f total 9 
vibrations there is only I frequency (asymmetric deformation, 1534 cm ') for methane 
I and I frequency (C-H symmetric stretch, 2973 cm ’) for methane 2 by PCA-I 
significantly closer to experiment than PCA-II (1627 cm"' and 3011 cm'*). There are 2 
frequencies (symmetric deformation, 1335 cm ’ and 1364 cm'' and asymmetric 
deformation 1491 cm ' and 1585 cm ') for methane I and 3 frequencies (symmetric 
deformation, 1370 cm * and 1371 cm ', asymmetric deformation, 1587 cm ' and 1555 
cm ', and C-H asymmetric stretch, 3097 cm'' and 3109 cm ') for methane 2 that are 
consistent regardless of the presence of translation and rotation. However, the 
translation and rotation in trajectories strongly affects the rest o f the frequencies, either 
giving high (for bend-type modes) or low (for stretch-type modes) wavenumbers.
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Again, the modified PCA method calculates frequencies eomparable and often closer 
to experiment than the standard quantum chemical method. The observation here 
confirms that the suggested modifications to the original PCA formalism improve the 
accuracy of the predicted frequencies.
One interesting feature o f the PCA derived frequencies can be seen in methane 
tests. Methane is a highly symmetric molecule and some vibrational modes are triply 
degenerate. This degeneracy is reflected in the conventional quantum chemical 
calculations. But it is not displayed by the PCA calculation. Instead the frequencies are 
approximately grouped as the same pattern shown in quantum chemical calculation 
and experiment, with fine differences between them. This can be explained as when 
the molecule undergoes vibrational motions, the symmetry o f the instantaneous 
structures is lowered, thus breaking the degeneracy. The quantum chemical calculation 
is based on the energy-optimized structure of methane which retains the high level 
symmetry resulting in degenerate modes and frequencies. In experiment there is a 
large number of molecules being observed, the experimental frequencies are actually 
the averages over all possible configurations of methane molecules and therefore show 
the expected degeneracy in a statistical sense. It is expected that the degeneracy in the 
PCA-calculated frequencies will be improved as the trajectories become longer. In one 
group member’s work, this is actually verified from the results of long simulations (up 
to 50 ps) for ammonia and methane. [65]
In a similar fashion to the effect on PCA derived frequencies of the external 
whole-molecule motions, the “internal” translations and rotations of fragments o f a
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flexible molecule can also spoil the construction of the covariance matrix. In order to 
test the modified procedure proposed in Section II. 4, two test systems are selected 
that would in effect “double” the structure of the previously tested water and methane 
molecules. Table 4.5 and 4.6 show the results of the water dimer system and the 
ethane molecule, respectively.
The total vibrational motions of the water dimer are in two groups, the high- 
tfequency motions of each water’s bend and stretches, and the low-frequency related 
combinations of the “internal” translations and rotations of the two water parts. 
Therefore it is natural to set each water unit as a fragment and calculate the 
translations, rotations, and vibrations separately at each time step. The final PCA then 
can be performed to regroup the two sets of motions together to find frequencies and 
modes. Table 4.5 shows the calculated results using PCA with only the global 
translation and rotation removed (PCA-II) and the PCA with the fragment setup 
(PCA-III) methods as described in Section 4.3.4. In the first column of the table, PCA- 
II, there are only 5 modes that can be clearly assigned and two o f them (the bridge O- 
H stretch and donor free O-H stretch) are very low compared to experiment. The 
frequencies of other modes are simply listed in an ascending order in the rest of the 
entries, and it should be noted that these strongly mixed modes do not correspond to 
the listed modes. The frequencies in the second column, PCA-III, however, are much 
closer to experiment than those in the first column. Indeed, the high frequency bending 
and stretching modes given by PCA-lIl are all better than the conventional quantum 
chemical calculation. At the low frequency end, PCA-III gives two closer frequencies
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to experiment for the O "O streteh and donor in-plane rock, one poorer for the donor 
out-of-plane bend, and the rest are not comparable due to the lack o f experimental 
data. In general, the improvement in predicting frequencies for the water dimer by 
treating the system as fragiuents is obvious in Table 4.5.
Table 4.6 presents the same treatment o f the ethane molecule which can be 
considered as two methyl groups linked by the C-C bond. Each methyl group has its 
own set o f translational, rotational, and vibrational motions. Then the two sets of 
motions are regrouped by PCA to find the cooperative motions between the two 
methyl group fragments and related frequencies. In the table, the first column is the 
frequencies by the PCA-II method. For the high frequency C-H streteh modes, this 
method tends to give very low frequencies except one asymmetric streteh (3005 cm"'). 
For the same stretches the results with the extra dividing step (PCA-III method) are in 
very good agreement with experiment and all are better than conventional quantum 
chemical calculations. For the motions based on H-C-H bends, e.g. the deformations, 
PCA-III again predicts the frequency better than PCA-II and conventional quantum 
chemical methods. Next, for the motions considered as combinations o f the “internal” 
translations and rotations, the frequencies o f the methyl group rocking motions by 
PCA-III are closer to experiment than PCA-II. The frequencies o f the C-C twist and 
C-C streteh by both PCA methods are approximately same. With three exceptions, the 
C-C twist observed at 289 cm"' (PCA 260 c m '\ quantum chemical 315 cm '), a methyl 
rock at 822 em“' (PCA 1075 cm ', quantum chemical 832 cm ') and a methyl 
antisymmetric deformation at 1469 cm"’ (PCA 1589 cm"', quantum chemical
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1538 cm"’), results of PCA methods are closer to experiment than quantum chemical 
results. From the comparison presented in Tahle 4.6 it is shown that the PCA-III 
method modified fiom the original PCA, in which the fragments o f flexible molecules 
are treated separately prior to the construction of covariance matrices, has the ability 
to predict vibrational frequencies accurately.
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Table 4.3. Vibrational frequencies (cm '') calculated by principal component analysis 
(PCA) of two QM/MM simulation trajectories o f isolated water molecules (Water 1 
and Water 2) with various modifications. The frequencies are compared with standard 
quantum chemistry and experiment results. Simulation details are described in the text.
P C A  o f  W a t e r  1 P C A  o f  W a t e r  2
S t d .
Q u a n t .
E x p .
[ 3 1 ]
PCA" P C A - l ' ’ PCA.
I T
PCA" p c a - T PCA-
I T
b e n d 120 482 d 1 7 0 4 5 5 1 7 0 1 1 7 0 1 1 7 1 3 1593
s y m .  s t r . 1 1 5 1 4 6 3663 1 4 6 3633 3655 3728 3657
a n t i s y m .
s t r .
1855 3335 3759 328 3659 3763 3850 3756
and rotation tfom the trajectory. PCA with energy correction and translation and 
rotation removed. These modes are highly mixed with rotation modes.
Table 4.4. Vibrational frequencies (cm '') calculated by principal component analysis 
(PCA) of two QM/MM simulation trajectories o f isolated methane molecules with
v a r i o u s  m o d i f i c a t i o n s a s  t h e  s a m e  p r e s e n t e d i n  T a b l e  4 . 3 .
P C A  o f  M e t h a n e  1 P C A  o f  M e t h a n e  2
S t d .
Q u a n t .
E x p .
[ 6 6 ]
PCA" PCA-l'' P C A -
I T
PCA" p c a - T PCA-
I T
s y m  d e f . 1 4 9 1335 1364 4 6 1370 1 3 7 1 1 3 7 4 1306
s y m .  d e f . 2 9 1 8 4 4 “ 1372 1 1 1 6 1698 1 4 0 2 1 3 7 4 1306
d y m .  d e f . 4 4 7 2009 1 4 2 1 7 4 1 1891 1422 1 3 7 4 1 3 0 6
a s y m .
d e f .
4 4 1 4 9 1 1585 6 0 1 1587 1 5 5 5 1 5 9 4 1 5 3 4
a s y m .
d e f .
255 1534 1627 6 3 1 7 0 0 1587 1 5 9 4 1 5 3 4
C - H  s y m .  
s t r .
1 7 9 2694 2989 82 2973 3 0 1 1 3051 2 9 1 7
C - H
a s y m .  s t r .
762 1763 3006 2440 1799 2806 3 1 6 1 3 0 1 9
C-H
asym. str. 203 1887 3 1 1 0 853 2024 3058 3 1 6 1 3019
C - H
a s y m .  s t r .
7 3 1934 3113 127 3097 3109 3161 3019
Same as in Table 4.3. The deformation modes are highly mixed with C-H 
stretch modes without removing translational and rotational motions.
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Table 4.5. Vibrational frequencies (cm ’) ealculated by principal component 
analysis (PCA) of a single QM/MM simulation (with B3LYP/6-311++G(2d,2p) 
method/basis) trajectory of isolated water dimers with and without dividing the 
whole flexible structure in parts (described in the text). The frequencies are 
compared with the treatment of standard quantum chemistry and experiment.
p  ^ , ,  S t a n d a r d  Q u a n t  E x p .  [ 3 2 -
P C  A  o f  w a t e r  d i m e r  . . .
________________________________________________________________C h e m  3 5 , 3 7 - 4 1 ]
P C A - I T  P C A - I I l ' ’
0 . . . 0  t o r s i o n 1 7 0 165 1 3 0 -
0 . . . 0  s t r . 1 4 0 1 3 7 1 9 1 1 4 7 - 1 5 5
a c c p t .  w a g 1 2 7 320 156 -
a c c p t .  t w i s t 205" 7 0 1 5 4 -
d o n .  i .  p .  r o c k 252" 303 375 2 4 3 - 2 9 0
d o n .  o .  p .  b e n d 425" 253 645 5 2 0
a c c p t .  H O H  b e n d 506" 1632 1 6 4 1 1 6 0 1
d o n .  H O H  b e n d 1021" 1642 1 6 6 0 1 6 1 1 - 1 6 1 9
b r i d g e  O H  s t r . 2 1 8 1 3673 3 7 0 4 3 5 3 0 - 3 6 0 1
a c c p t .  s y m .  s t r . 1176" 3738 3814 3600-3638
d o n .  f r e e  O H  s t r . 1392 3818 3894 3714-3730
a c c p t .  a n t i s ,  s t r . 1 5 8 9 " 3825 3912 3 7 1 5 - 3 7 4 5
Same as in Table 4.3 and 4.4. Modified PCA with fragments setup. These 
modes are strongly mixed with others and therefore carmot be assigned. The 
frequencies of these modes given by PCA-II are listed in an ascending order.
147
Table 4.6. Vibrational frequencies (cm ') calculated by principal component 
analysis (PCA) o f a single QM/MM simulation trajectory of isolated ethane 
molecules with and without dividing the whole flexible structure in fragments 
(described in the text). The frequencies are compared with the treatment of 
standard quantum chemistry and experiment.
PCA
PCA-IT
o f  e t h a n e
p c a - i i T
S t a n d a r d  
Q u a n t  C h e m
E x p .  [ 6 6 ]
C H 3 t w i s t 262 260 315 289
C H 3 r o c k 862 860 832 822
C H 3 r o c k 1 2 1 7 1 0 7 5 832 822
C - C  s t r . 983 987 1009 995
C H 3  r o c k 1 2 1 0 1183 1235 1 1 9 0
C H 3 r o c k 1226 1 2 0 7 1235 1 1 9 0
C H 3 s y m .  d e f . 1383 1 4 1 6 1432 1 3 7 9
C H 3 s y m .  d e f . 1588 1426 1 4 5 4 1388
C H 3 a n t i s y m .  d e f . 1 5 4 6 1 4 4 5 1 5 3 1 1468
C H 3 a n t i s y m .  d e f . 1 5 9 1 1 5 0 7 1531 1468
C H 3 a n t i s y m .  d e f . 1 5 9 1 1 5 1 1 1538 1 4 6 9
C H 3 a n t i s y m .  d e f . 1851 1589 1538 1469
C - H  s y m .  s t r . 1918 2947 3046 2896
C - H  s y m .  s t r . 1958 2991 3 0 4 7 2954
C - H  a s y m .  s t r . 2390 3015 3098 2969
C - H  a s y m .  s t r . 2597 3040 3098 2969
C - H  a s y m .  s t r . 2615 3047 3122 2985
C - H  a s y m .  s t r . 3005 3059 3122 2985
Same as in Table 4.3 and 4.4. Modified PCA with fragment setup.
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4.6. Conclusions.
The formalism of principal component analysis (PCA) is introduced and its 
application to molecular vibrations is discussed in detail for determining average 
positions, constructing the covariance matrix, and solving the eigenprohlem to give 
vibrational modes and frequencies. A proof of that the inverse covariance matrix from 
a trajectory effectively represents the force constant matrix is carried out. Compared 
with the conventional normal mode analysis, this method shows advantages of 
incorporating anharmonicity and saving computer time. The problems in accurately 
predicting frequencies in the actual PCA calculations are addressed and explained 
from the aspect o f the energy associated with individual motions and the mixing 
between the external and internal motions. To each problem a modification in the 
application o f PCA to analyze molecular trajectories is provided to improve PCA’s 
performance. For the energy term to convert the eigenvalues of the covariance matrix 
to frequencies, a new quantity related to the specific amount o f energy in each mode is 
suggested to replace the universal ksT  term (see eq. (4.15) and (4.17)). A pre-treatment 
o f the trajectory is also suggested to remove the apparent mixing between vibrational 
modes and the six translational and rotational motions. In this pre-treatment, the 
original trajectory in Cartesian space is transformed to a new set of coordinates 
including three Cartesian axes with the origin at the center of mass o f the system, three 
rotation axes to satisfy the Eckart condition in eq. (4.21), and 3A-6 axes for the pure 
internal vibrations. By identifying and overlapping these new coordinates at each time 
interval the translational and rotational motions are eliminated from the trajectory.
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Finally, for molecules with flexible structures, a modified procedure of treating the 
fragments first and then regrouping the whole molecule is proposed in this chapter. 
Test trajectories generated by QM/MM simulations for isolated water, methane, the 
water dimer, and ethane systems are presented to show the improvement made by 
these modifications. All frequencies caleulated by the original PCA and modified PCA 
methods are compared to illustrate the overally improved accuracy. It is also shown 
that the frequencies are closer to experiment than the standard quantum chemical 
calculation results.
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Chapter 5 
Vibrational energy relaxation in water studied by principal mode analysis of 
quantum mechanical/molecular mechanical (QM/MM) simulations.
5.1. Introduction.
The unique structural and dynamic properties o f liquid water are the key to 
understanding the solvation process and aqueous reaction chemistry. Water is the 
universal solvent in life and forms a complicated hydrogen bonding network in 
interacting with biological systems. By allowing energy transfer through this network, 
water helps to stabilize reactive intermediates and lower the energy barrier in 
biological processes. [1-3] The details o f how water receives energy and then 
distributes it among the hydrogen bonded continuum are fascinating aspects of liquid 
water dynamics. Spectroscopic studies of vibrational energy relaxation (VER) in 
aqueous systems can provide direct insights into the energy transfer processes 
between the solute and the bath and therefore has been intensively investigated for 
years. [4-6] Among these studies, the energy relaxation time scales, the mechanisms 
o f energy transfer, and the rearrangement of surrounding water molecules due to the 
extra energy introduced into the system are all o f great interest. Furthermore, for 
polyatomic molecules, intramolecular vibrational energy redistribution (IVR) 
provides an alternative path for energy transfer to VER. Because o f the solute-bath 
interactions through hydrogen bonding, IVR among water’s three vibrational modes
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is considered to be a competitive mechanism to VER and therefore makes the whole 
picture o f energy transfer in liquid water even more interesting. [7]
Experimentally, with the recent advances in laser technology and time-resolved 
spectroscopy, a particular vibration of an interesting molecule can be excited and its 
relaxation can be observed directly even at the femtosecond level. Saykally et al. used 
far-infrared vibration-rotation-tunneling spectroscopy to measure the relaxation times 
following excited intermolecular vibrations in a series o f water systems. [8-10] They 
found that the lifetime for the hydrogen bond was strongly affected by the excited 
librational motions and the hydrogen bond breaking was closely related to the 
reorientation relaxation and dielectrie relaxation processes in the liquid phase. The 
high frequency water O-H stretching vibrations in liquid water and HDO/D2 O were 
also studied by femtosecond mid-infrared pump-probe spectroscopy. [11-16] By 
exciting the O-H stretch with pulses around 3400 cm"' and monitoring the intensity 
changes at a number of different frequencies, Loek and Bakker reported a lifetime of 
0.26 ps for the O-H stretch excitation and a thermal equilibrium constant of -0.55 ps 
for surrounding water to reposition. [16] They suggested that the H-O-H bending 
overtone was the energy-aecepting intermediate and that the energy was thermally 
distributed among all degrees o f freedom o f surrounding water molecules. The 
temperature dependence o f the time scales were also studied to show an unusual 
increase in the 0.26 ps time scale with inereasing temperature. The authors suggested 
that the weaker hydrogen bond at high temperature lowered the coupling between the 
O-H stretch and H-O-H bend states and therefore elongated the energy transfer time
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scale. They also indicated that a local temperature jump caused the “uphill” spectral 
diffusion by weakening the local hydrogen bonding.
Dlott et al. applied an ultrafast anti-Stokes Raman technique to the same water O- 
H stretching motions excited from 3000 to 3600 em"‘ and observed two comparable 
time scales of 0.4ps and 0 .7 -l.lps by analyzing the responses o f the absorption band 
at the same frequency range. [17-21] However, their interpretations o f these time 
scales were different from Lock and Bakker’s. Dlott et al. attributed the short-time 
process to spectral diffusion which is due to “local” liquid structure and the longer- 
time process to energy transfer from O-H stretching to H-O-H bending vibrations.
[17] For the mechanisms o f energy relaxation in water, both groups agreed that 
hydrogen bonding played a central role in which the weaker hydrogen bond reduced 
the coupling between the stretch and the accepting intermediates and bath. Dlott et al. 
also further suggested that the specific relaxation intermediates might be responsible 
for breaking hydrogen bonds. [20] Besides these pump and probe vibrational 
spectroscopic studies, other VER experimental work includes vibrational saturation 
studies (0.3< x <0.6ps), [22] polarization resolved infrared double resonance 
spectroscopy, [23] and a laser induced fluorescence/heated flow tube method. [24] 
Among these studies, there are few direct measurements of the time scales of IVR in 
liquid water and its mechanisms are much less well understood.
VER in condensed phase has also been studied theoretically. [25-35] Kenkre et al. 
presented a complete quantum mechanical treatment o f both the internal degrees of 
freedom of the excited solutes and the hath degrees o f freedom based on the
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assumption that the coupling between the two sets of degrees of freedom is weak. 
With the use o f Fermi’s golden rule a general expression for the relaxation rate was 
given for polyatomic molecules in liquid and its temperature dependence was also 
predicted. [25] Oxtoby developed a semiclassical theory by replacing the quantum 
correlation functions with their classical counterparts. Skinner et al. further developed 
this theory by introducing quantum-correction factors (QCF) for multiple types of 
VER processes. [26,27,32-35] In a different approach, Stratt et al. suggested that the 
VER dynamics could be described simply by instantaneous-pair theory which only 
involves the relaxing solute and a single mutual-nearest-neighbor solvent molecule. 
By using instantaneous normal mode (INM) analysis they verified this assumption, 
but only for those high-frequency vibrations relative to the solute-solvent 
intermolecular instantaneous normal modes. As the excited vibrational frequency 
decreases, effects from multiple solvent molecules needed to be accounted for in the 
relaxation dynamics. [29-31]
Classical molecular dynamics (MD) or mixed quantum-classical MD simulations 
have been applied to VER in the liquid phase, particularly in water solution systems. 
[7,36-44] Abseher et al. and Bizzarri and Cannistraro investigated the structural and 
dynamical properties of water on a protein surface. Through their MD simulations, 
relaxation behaviors o f water in the first solvation shell including the diffusive 
mobility, rotational reorientation, and residence times were analyzed. [36,37] Rey and 
Hynes studied the excited O-H stretch relaxation in HOD/D2 O using MD. They 
reported a long relaxation time o f ~ 8  ps and suggested an O-H stretch relaxation
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pathway through the H-O-H bend overtone as the intermediate. [36,40] Other 
theoretical calculations of the rates o f VER in water systems include path integral 
influence functional methods [7,42] and path integral centroid molecular dynamics. 
[43,44]
In the present chapter, we provide a different approach to the conventional normal 
mode analysis to analyze the vibrations o f water. Combined quantum mechanical/ 
molecular mechanical (QM/MM) methods are used to simulate liquid water. [45] 
These methods provide a much more accurate description of the potential energy 
surface for liquid water than the empirical force fields used to determine nuclear 
wavefunctions in the previous theoretical studies. The VER in water is then studied 
by using principal mode analysis (PMA) of the QM/MM trajectories. [46,47] PMA is 
based on the statistical analysis method of principal component analysis (PGA). PCA 
finds wide use for compressing and representing data in signal processing, [48] 
pattern recognition, [49] and multivariate time series statistical analysis. [50] In our 
previous work, [46,47] we have shown that PMA, unlike conventional normal mode 
analysis, is able to incorporate anharmonicity and solvent effects for studying 
molecular vibrations in liquid phase. For instance, the frequencies o f isolafed water 
molecules, water dimers, and liquid water calculated by PMA are mueh closer to 
experiment than frequencies calculate by using conventional quantum chemical 
calculations. PMA also gives vibrational modes for liquid water that are different 
from the normal modes o f water in the gas phase, because it incorporates some 
anharmonicity. In this study, the principal modes o f water will be used for separating
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the total vibrational energy into individual modes. By monitoring the time 
dependenee of the vibrational energy in every mode of a single “solute” water 
molecule, it will ideally give more accurate time scales and mechanisms for VER and 
IVR in liquid water since the anharmonie QM/MM potentials can he optimally 
analyzed in terms of principal vibrational modes.
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5.2. Principal mode analysis: principal component analysis and its application to 
molecular vibrations.
Principal component analysis originated from Pearson’s fundamental work of 
fitting lines and planes by a means o f orthogonal least squares [51] and was later 
developed by Hotelling. [52] In its century-long development history, the method has 
been given various names such as factor analysis, [53] the Karhunen-Loève 
transform, [48,49] or singular value decomposition. [54] Besides subtle differences, 
these techniques all involve searching for a set o f orthonormal vectors determined in 
a sequence so that each vector accounts for a maximum remaining variance in a 
multivariate data set. The detailed technical aspect of PCA and the related methods 
are not the subject of this chapter and thorough discussions can be found elsewhere. 
[50,55]
For a piece of a molecular trajectory given by a computer simulation, which forms 
a multivariate time series, PCA involves first calculating the covariance matrix 
Rjj from the instantaneous atomic positions x (t):
&  = ( k  W - k  W -
where i and j  are atomic indices and N  is the total number of atoms in the system.
This matrix has been proven to represent an effective force constant matrix 
(constructed in normal mode analysis) in the following manner [56,57]
Fd, (5.2)
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where ks and T  are the Boltzmann constant and temperature, respectively. Then 
following the standard solution o f the eigenvalues equation constructed from the 
force constant matrix, the frequencies and modes can be obtained from the 
diagonalization o f The details of applying PCA to the molecular vibrations and 
necessary modifications to the standard procedures can be found in Ref. [58].
This method, principal mode analysis (PMA), provides an alternative to the 
conventional normal mode analysis with favorable advantages. Since the second 
order moments (covariances) are utilized instead of the second derivatives in normal 
mode analysis for the approximation of the potential energy surface, PMA is able to 
incorporate some anharmonicity in constructing the matrix. Moreover, PMA only 
diagonalizes the covariance matrix once because it calculates a time average of the 
matrix prior to solving the eigenproblem. Indeed, PCA has been used to investigate 
several lowest-frequency, large-scale motions of proteins. [59-61] In the present 
chapter, however, our focus is on providing evidence that PCA is able to accurately 
extract the effective motions from QM/MM molecular trajectories showing some 
anharmonie character. With the principal modes obtained, the specific amount of 
energy in each of these separate motions can be traced as a function of time. Then 
useful information about time scales and mechanisms of vibrational energy relaxation 
will be readily revealed.
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5.3. Molecular dynamics or QM/MM simulations of vibrational energy 
relaxation.
The processes of VER have been theoretically studied using molecular dynamics 
(MD) simulations. At the molecular level, MD or QM/MM (MD with quantum 
chemically derived potentials) simulations help to reveal the mechanisms of VER for 
a number o f solute-bath systems and give time scales in good agreement with 
experiment. [5,7,38-42,62-64] Considering the canonical ensemble, [65] the 
probability of finding a vibrational mode in the vibrational state is
=e)Lp(-E:,./&jT)/]>[^e]ip(-uE',. /tiT) (5 .3 )
where Ei is the energy of the /* state and the total vibrational energy possessed by this 
mode is then the sum over all the possible states
E ,„ = T .,E ,P ,.  (5,4)
If some excess vibrational energy is input into this vibrational mode at the beginning 
o f an MD simulation, the nonequilibrium energy will relax back to equilibrium with 
time or equivalently, the probability Pi will change with time as well. The time 
derivative of Pi(t) can be given as the sum of all energy transitions with higher energy 
states minus the sum of all transitions with lower energy states. [6 6 ] If one can safely 
assume that the populations o f the mode at higher excited states than the E* are 
negligible and ignores the upward transitions from the 1 excited state, following the 
standard treatment, [67] a expression for VER can be obtained:
= L  E. ^  ) f r ,  « ) -  (£>„, ). <5.5)
163
with the k's being the transition rate constants and the equilibrium vibrational 
energy. Eq.(5.5) implies that the total vibrational energy decays exponentially with 
the characteristic time r = 1 ) . Using the detailed balance condition,
= exp(-A(U,o / kT)k^^Q, where is the frequency difference between the two 
states, k^^^ would be mueh less than k^^^ (it is usually the case when m,o is larger
than 300 cm“’ at T=300 K), the vibrational energy relaxation in eq.(5.5) will be a 
monoexponential decay with only the transition rate from the first excited state to the 
ground state dominating the process. When plotting the vibrational energy versus 
time, a normalized term, [e (t) -  ) / ( e (0 ) -  ), where E (t) is an average
energy over a short time period (0 . 1  ps in analyzing the energy profiles in this work), 
is commonly used for getting the characteristic time x.
In the introduction it is suggested that PMA is able to calculate actual vibrational 
modes o f liquid water in which some anharmonie effects are included. These PMA- 
derived modes are not necessarily the same as the ones derived from normal mode 
analysis and thus might show more accurate and more interesting relaxation 
dynamics. In the PMA vibrational mode frame, the total vibrational energy possessed 
by the mode can be expressed in the quasiharmonic approximation as
EyibiO = (5.6)
; Z : Z
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where qi {t) and g, (0 are the PMA mode coordinates and velocities obtained hy
projecting the mass-weighted Cartesian coordinates and velocities onto the 
principal mode.
In liquid water, VER and IVR provide competitive paths for energy transfer. In 
order to further understand these processes, water in the gas phase can be studied by 
PMA to provide useful information about IVR. For an isolated water molecule, pure 
IVR should be possible because o f the anharmonie couplings between vibrational 
modes. These IVR processes can be examined in the vibrational energy versus time 
plots to give time scales o f the energy transfer path within water molecules. The IVR 
time scales can also be compared with the time scales of VER for liquid water to find 
out how competitive the IVR processes are with VER.
In VER processes, solvent water molecules play an important role since their low 
frequency intermolecular motions form a continuum of states that are the final 
destination of the solute’s excess vibrational energy. A time-dependent perturbation 
approach (Fermi’s golden rule) has been introduced to calculate the rate constants for 
such VER processes from the solvent’s perspective. This approach involves a solute- 
bath force correlation function calculated from an MD or QM/MM simulation and its 
Fourier transform at the transition frequency coij is: [32,33,67]
(5.7)
in which k .^ j is the rate constant for a transition from the state i to j ,  the fx is reduced 
mass, and ficOy the energy difference between state i and j .  F{t) is the fluctuating
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qm
force acting on the vibrational mode coordinate by the solvent molecules and
implies a quantum mechanical time eorrelation function. Usually this quantum
mechanical correlation function can be replaced by its classical analogue,
multiplied by a quantum-correction factor (QCF). For a vibration-translation and/or 
vibration-rotation energy transfer scheme between the solute and bath, a QCF has 
been suggested: [33]
QCF(a>) -  exp(j3hû) / /{l -  exp(-jBhco))y'^. (5.8)
This equation combined with eq. (5.7) has therefore provided a way to study VER 
through classical molecular dynamics simulations. With the PMA-derived vibrational 
modes for liquid water, the solute-bath forces can be transformed from a Cartesian 
coordinate system to the principal mode coordinate system and the calculation of the 
rate constants is straightforward. Thorough discussions on various aspects o f this 
formalism can be found in Ref. [25,26,32].
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5.4. Computational method.
A box of 216 water molecules was first equilibrated using classical molecular 
dynamics (MD) at constant pressure and temperature with periodic boundary 
conditions and the TIP3P force field and the CHARMM MD program. [6 8 ] Then the 
combined QM/MM simulation technique was used to mimic the liquid phase with a 
relatively low computational load. For each of 12 QM/MM simulations, a single 
water molecule was randomly selected from the box as the QM region and the 
remaining 215 molecules were chosen as the MM region in which the bond lengths 
and angles were held rigid using SFIAKE. The CHARMM/GAMESS combination 
[69] was used with the B3LYP/6-311++G (2d,2p) method/basis set which reportedly 
gives a correct hydrogen bond structure in the water dimer. [70] The 12 water boxes 
were then equilibrated for 1 ps o f QM/MM simulations with the same conditions as 
used in MD followed by another 1 ps for trajectory collection for calculating PMA 
frequencies.
An isolated water molecule has three vibrational modes: the antisymmetric stretch 
V, with an experimentally measured frequency of 3756 cm’’, the symmetric stretch V3 
of 3657 cm’’, and the bend V2 of 1593 cm‘\  [71] However, the absorption spectrum of 
liquid water differs substantially from the gas phase spectrum due to hydrogen 
bonding. The two stretching modes overlap and red-shift to form a broad band 
centered at ~ 3400 cm'' with a width of about 400 cm ' and the bending mode blue- 
shifts to 1635 cm''. [72] In Dlott’s ultrafast IR-Raman spectroscopic studies of VER, 
the O-H stretching mode(s) o f water were excited in the 2850-3670 cm ' range.
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[17,20] Similarly, Bakker et al pumped the water O-H stretch(es) at 3250-3400 cm’’ 
in their femtosecond mid-lR pump-probe spectroscopic experiments. [13,16] Due to 
the large overlapping between the two O-H stretching modes shown in the spectrum, 
both the antisymmetric and the symmetric stretch were probably excited in those two 
sets of experiments. We have calculated the frequencies of liquid water with the 
B3LYP/6-31++G(2d,2p) method and then both the antisymmetric and symmetric O- 
H stretching modes are excited based on the newly calculated principal modes.
The starting geometries o f the excited water molecules were prepared first using 
the QM water structures averaged over the 1 ps trajectories. Then by manually 
changing the atomic positions according to the principal modes, the antisymmetric 
and symmetric stretching modes were excited by an amount corresponding to one 
quantum of vibrational energy. Finally, these new structures were used to replace the 
structures o f the QM waters at the last step o f the previous QM/MM simulations. 
After the preparation, 8  ps trajectories of the QM water and the remaining MM water 
molecules were generated with a step size of 0.5 fs for each water box. Meanwhile, in 
order to study VER in a water molecule itself without solvent effects, the same QM 
waters were simulated under the same conditions, but excluding the 215 classical 
water molecules.
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5.5. Results and discussion.
5.5.1. Principal mode analysis o f  isolated water molecules and liquid water.
The pathway of vibrational energy relaxation in water involves two possible 
distinguishable processes: the intramolecular vibrational redistribution (IVR) in 
which the vibrational energy is transferred directly between the same water 
molecules’s three modes, and vibrational energy relaxation (VER) in which the 
excess energy may be distributed among adjacent water molecules. Before these 
processes can be studied, the vibrational frequencies and modes need to be 
determined to set up a vibrational mode frame in which the total vibrational energy 
can be separated. The average frequencies calculated by PMA of the 12 NVE 
trajectories are presented in Table 5.1 as 1627±4 cm'^ for the H-O-H bend, 3734±21 
cm'* for the O-H symmetric stretch, and 3824±11 cm'' for the O-H antisymmetric 
stretch, respectively. This excellent agreement with experiment is a demonstration of 
PMA’s ability to incorporate anharmonicity and therefore calculate more accurate 
frequencies than standard quantum chemical methods. The PMA frequencies from 
different trajectories are consistently closer to experiment by approximately 1 0 0  cm ’ 
than the quantum chemical result for the stretching modes. For the bending 
frequency, the PMA method gives a better value than the quantum chemistry method 
as well. This result also shows a very accurate description of the potential energy 
surface for gas phase water by the B3LYP/6-311++G(2d,2p) method.
In putting vibrational energy into the molecules, these principal modes are used to 
indicate the directions in which the atomic positions are changed. The orthogonality
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of the principal modes ensures only one particular mode is excited at the beginning of 
each simulation. This clear separation in mode excitation will make it easier to 
understand the mechanisms of IVRfVER in terms of the actual molecular motions.
The single-mode excited water molecules were simulated with the same 
conditions as in the equilibration stage. PMA was again applied to the trajectories to 
calculate frequencies and modes. The results are summarized in Table 5.1 under the 
isolation/excited column. The PMA frequencies are 3695±6 and 3764±6 cm ' for the 
two stretches. The bending mode frequency stays the same as the unexcited water.
The excellent agreement with experimental frequencies again indicates that PMA can 
provide an accurate description o f molecular vibrations for water. The extra excitation 
energy in the stretching modes means more areas o f the energy surface being sampled 
during the simulation and thus leads to a more precise approximation of the energy 
surface than the unexcited water.
The same starting geometries o f water moleeules were used in the liquid phase 
QM/MM simulations as well. The average PMA-derived vibrational frequeneies with 
standard deviations are also listed in Table 5.1 for comparison. When the molecules 
were not excited, the frequencies of the stretehing modes represent the experimentally 
observed “red-shift” in wavenumbers relative to frequeneies measured for gas-phase 
water very well. The symmetric stretch goes from 3734 to 3455 cm"' while the 
antisymmetric stretchinge frequency changes from 3824 to 3507 cm"'. However, the 
bending frequency calculated by PMA decreases from 1627 to 1502 cm"', which is a 
trend opposite to the one shown in experiment for liquid water. The standard
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Table 5.1. Frequencies for the bending, symmetric stretching, and antisymmetric 
stretching modes calculated by PMA o f isolated water and liquid water molecules. A 
water box was first equilibrated by using molecular dynamics. Then a water molecule 
was randomly selected and defined as the QM region from the box for each of total 12 
QM/MM simulations with the B3LYP/6-311++G (2d,2p) method. At the beginning of 
each simulation, the geometry of the water molecule was either not excited (no exc), or 
symmetrically or antisymmetrically excited (exe, the two ease were averaged together). 
The PMA frequencies are compared with the standard quantum chemical method
isolation liquid
no exc exc quantum exp No exc exc exp
bend 1627±4 1626±12 1640 1593 1520±121 1582±30 1635
sym str 3734±21 3695±6 3823 3657 3455±82 3316±82 3240
antis str 3824M1 3764±6 3924 3756 3507±70 3407±56 3446
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deviations of those frequencies become much larger than in the gas phase, a reflection 
of inhomogeneous spectral broadening typical in the liquid phase. When the OH 
stretching modes were excited at the beginning of the simulations, the frequencies of 
all modes are also in excellent agreement with experimental values. The bending 
mode is calculated at 1582±30 cm'' and that is also much closer to the experiment 
value than the frequency given from the unexcited liquid water. Although compared 
to the PMA frequency (1626±12 cm ') in isolation this bending frequency does not 
show the expected “blue-shift”, both frequencies are almost statistically identical. The 
frequencies of OH stretches are given at 3316 ±82 cm ' and 3407±56 cm '. They also 
agree with the experimental values within one standard deviation.
5.5.2. Vibrational energy transfer between vibrational modes /  IVR in isolated water 
molecules.
Before going into the condensed phase vibrational energy relaxation, IVR can be 
first examined in the gas phase where it is clearly a pure IVR process. Having set the 
molecular vibrations o f water in the frame of principal vibrational modes given by 
PMA, the total vibrational energy can be separated by projecting the atomie positions 
and velocities in Cartesian coordinates onto the principal modes. Then the vibrational 
energy in each mode is obtained using eq. (5.6). By plotting these vibrational energy 
in each mode as functions o f time, the paths o f the energy transfer between modes 
and their rates flowing in and out of each mode can be found.
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Figure 5.1 shows the total vibrational energy of the three modes for an example 
water moleeule in isolation with the symmetrie OH streteh excited. The symmetric 
stretch has the highest energy and three different oscillations can be seen in this 
energy profile. There are one with the largest amplitude change and the smallest time 
period, one with a small amplitude change and relatively fast oscillation, and finally 
one with a large amplitude change and the more frequent oscillation. The bend and 
antisymmetric stretch have approximately the same amount o f starting energy which 
is mueh lower than the symmetric stretch since only the latter mode is excited. In the 
bend an oscillation appears having the same time period as the second oscillation 
present in the symmetrie stretch energy profile. Meanwhile, the large scale slow 
envelope oscillation in the antisymmetric mode corresponds to the first oscillation in 
the symmetrie stretch. This plot clearly indicates that the vibrational energy is 
transferred between the two stretches and between the symmetrie streteh and the 
bend, respectively. An autocorrelation function is calculated for each of the energy 
profiles and fast Fourier transform (FFT) is used to generate the power spectrum. 
Figure 5.2 shows the autocorrelation functions and the insets are the power spectra 
given by FFT. Three eharaeteristie time periods are obtained at 3746 cm ' for the pure 
symmetrie streteh, 130 cm"' for the energy transfer between the two OH stretches, 
and 521 em‘* for the energy transfer between the symmetric streteh and the bend. The 
stretehing frequency is in agreement with experiment but is not as accurate as the 
PMA result o f 3687 em'^ for this particular trajectory. The reason the total vibrational 
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Figure 5.1. Total vibrational energy of the symmetrie stretching (top, 
solid line), antisymmetric stretehing (middle, dashed line), and bending 
(bottom, dotted line) modes for water in isolation with the symmetric 
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Figure 5.2. The autocorrelation functions for the total vibrational energy 
presented in Figure 5.1 for water in isolation. The insets are the power 
spectra of the correlation functions calculated hy fast Fourier transform 
(FFT).
175
vibration the configuration of atoms changes, the electronic energy also changes at 
the same rate. In order to keep the total energy constant for the isolated water 
molecule, there has to be a certain amount of energy exchanged between the 
vibrational energy and the electronic energy.
The total vibrational energy vs. time plots for all 12 trajectories with the 
symmetric stretch excited show similar features and their averages are presented in 
Table 5.2. The two frequencies o f 87 cm'^ and 516 cm’’ correspond to 0.38 ps and 
0.065 ps and indicate that these IVR processes are fast for water in isolation and 
could compete with VER processes in liquid water. To our knowledge, IVR time 
scales for a single gas-phase water molecule have not been measured, because water 
forms clusters in the gas phase. [73] The major energy transfer is between the two OH 
stretches as the amount of energy being transferred accounts for approximately 25% 
of the total amount o f energy possessed by the symmetric stretch (the difference 
between the maximum and minimum amplitudes o f the symmetric stretch is -25%  of 
the maximum amplitude o f the same oscillation in Figure 5.1). This significant energy 
transfer process also suggests a possible mechanism through IVR for the “uphill” 
spectral diffusion observed in liquid water, i.e. the direct transfer o f energy from a 
lower frequency to a higher frequency mode. [ 17]
When fhe vibrational energy is put in the antisymmetric stretching mode, which 
has a slightly higher frequencies than the symmetric stretch, the transfer processes are 
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Figure 5.3. Total vibrational energy o f the antisymmetric stretching (top, 
solid line), symmetric stretching (bottom, dashed line), and bending 
(bottom, dotted line overlapped with symmetric stretching) modes for 
water in isolation with the antisymmetric stretching mode excited at the 
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Figure 5.4. The autocorrelation functions for the total vibrational energy 
presented in Figure 5.3 for water in isolation. The insets are the power 
spectra of the correlation functions calculated by fast Fourier transform 
(FFT).
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Table 5.2. The energy plot appears quite different from the one previously discussed. 
The vibrational energy exchange between the two stretches occurs at a more frequent 
rate but with a smaller variation of energy ( - 1 2 % of the total) than the same 
processes shown in Figure 5.1. The time scale for this energy transfer is calculated as 
290 cm ' or 0.12 ps from both the symmetric and antisymmetric stretch energy 
profiles. This time scale is shorter than the same process when the symmetric stretch 
is initially excited. From Figure 5.3 it is shown again that the vibrational energy 
transfer primarily occurs between the stretches. The insignificant amount o f energy 
(less than 5%) being exchanged between either one of the stretches and the bend 
(even though the power spectrum of the bend shows a 473 cm"' peak which is close to 
516 cm"' in the symmetric stretch excited case) indicates weak couplings between the 
stretching and bending modes for the isolated water molecule.
5.5.3. Vibrational energy relaxation o f  liquid water.
The vibrational energy relaxation of water in the liquid phase is expected to be 
more complicated than in gas phase. The formation of a hydrogen bonding network 
represents the strong and complex interactions between the solute water molecules 
and bath. The vibrations of the water molecules are then strongly perturbed by the 
vibration-bath coupling. The IVR processes could be altered to show different 
characters from that in the gas phase. Moreover, the bath water molecules provide a 
continuum of energy-accepting states (including translational and rotational states) 
for the solute’s excess vibrational energy, so that VER processes are also possible.
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The overall effect on the vibrational energy decay by the two competing processes are 
studied using PMA of QM/MM trajectories o f liquid water and then the results are 
compared with experiment.
Figure 5.5 shows a representative plot of total vibrational energy (more precisely, 
a normalized excess vibrational energy, see Section 5.3) as a function o f time for the 
three modes of the QM water moleeule when the symmetric streteh is first excited. 
Very different from the same type o f the plot for isolated water, the amounts of 
energy in the modes do not remain constant but rather show an overall decrease over 
the length of the entire simulation. This energy loss has to be due to the energy 
transfer from the solute to the bath. The energy profiles also oscillate at times but 
there is no clear oscillatory pattern o f energy exchange between vibrational modes 
similar to the isolated water case. At the beginning o f the trajectory, the symmetric 
stretch has the highest amplitude and the other two have mueh lower energy, which is 
no surprise since energy is input in the symmetric stretch. However, after a short time 
the two unexcited modes show a large increase while the symmetric stretch shows a 
decrease in amplitude. This short time can be seen as about 0.2 ps from Figure 5.5 
since each point in this figure is an average over 0.1 ps (see Section 5.3). This energy 
increase cannot be fitted to an exponential growth because o f the limited number of 
points. The amount of energy the bend gains accounts for a significant portion, almost 
40% of the initial amount of energy in the symmetric stretch (calculated from the 




T= 0.21 ps1 .0 -
0 .8 -
ÜJ












sym str ftting 
T= 0.70 ps1.0
^  0 .8 -  
HI
g  0.6- 
lil
9  0.4- 
0)UJ




6 871 2 3 4 50
(Continued on the next page.)
181
antis str fitting 










1 4 80 2 3 6 75
time, ps
Figure 5.5. The normalized total vibrational energy of the bending (A), 
symmetric stretching (B), and antisymmetric stretching (C) modes for one 
sample QM/MM trajectory of liquid water with the symmetric stretching 
mode of the QM water excited at the beginning of the simulation. The 
solid lines are fittings with the characteristic times, x, shown on the 
figures. Only the fittings with values larger than 0.6 are used to 
calculate the averages and standard deviations listed in Table 5.2.
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energy transferred between the stretching and the bending modes for the isolated 
water molecule, this result suggests that this energy transfer process must be different 
from pure IVR, because of the existence of the solvent water molecules. As the 
simulation time evolves, the total amounts o f energy in the modes gradually drain out. 
This overall trend is fitted as an exponential decay with a single characteristic time 
scale and the actual fittings for all the mode are shown in Figure 5.5. The time scales 
for all the three vibrational modes when the symmetric stretch is excited, averaged 
over 12 trajectories, are included in Table 5.2 as 0.62±0.23 ps for the symmetric 
stretch, 0.28±0.12 ps for the antisymmetric stretch, and 0.23±0.16 ps for the bend. It 
can be seen that there are roughly two time scales for the vibrational energy 
relaxation, the longer (0 . 6  ps) one for the primarily excited mode and the shorter one 
(-0.2 ps) for the secondarily excited modes. It should be noted that for the two 
secondarily excited modes, the exponential decay fitting is done on the energy 
profiles after -0.3 ps, i.e. affer energy transfer into the modes.
Figure 5.6 represents the same vibrational energy versus time plot as in Figure 5.5 
but the antisymmetric stretch is excited for the QM water molecule. An example 
fitting o f the vibrational energy in the antisymmetric stretch is shown in the figure. 
Averaging over 12 trajecfories for fhis excitation, fhe time scale of overall VER is 
0.70±0.31 ps for the antisymmetric stretch. For the secondarily excited modes, after a 
energy growth range of -0 .4  ps, the decay times are 0.25±0.10 ps for the symmetric 
stretch and 0.16±0.12 ps for the bend. There are again clearly two time scales that are 
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Figure 5.6. The normalized total vibrational energy of the bending (A), 
symmetric stretching (B), and antisymmetric stretching (C) modes for one 
sample QM/MM trajectory o f liquid water with the antisymmetric 
stretching mode of the QM water excited at the beginning of the 
simulation. The solid lines are fittings with the characteristic times, x, 
shown on the figures. Only the fittings with values larger than 0.6 are 
used to calculate the averages and standard deviations listed in Table 5.2.
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principal modes agrees well with what has been found in the pulse-probe 
spectroscopic experiments. Bakker et al. observed two time scales of 0.26 ps and 0.55 
ps from their experiments by examining the intensities at several frequencies in the 
0-H  stretching band as functions o f delay time following an exeitation. The shorter 
time scale T\ was attributed to the energy transition from the OH streteh to an 
intermediate state, whieh is a speeifie eombination o f exeited intra- and 
intermolecular vibrations, while the longer one was for a “thermalization” process 
which is a vibrational energy redistribution among the bath’s degrees of freedom. 
[13,16] Dlott’s group also obtained two time scales, 0.4 ps and 0.7-1.1 ps, using a 
different spectroscopic technique but suggested that the shorter time would result 
from a “spectral diffusion” as the energy migrates from one end to the other of the 
OH stretching band in liquid water. For the longer time scale they suggested the 
transition from the stretching to an intermediate state, which is believed to be the 
bending overtone. [17,20] Our calculations are in better agreement with Bakker’s in 
magnitude but with a different explanation. By exciting the stretching modes 
individually, we find fhaf fhe vibrational energy relaxation process in the initially 
excited mode accounts for the longer time scale. However, by studying the overall 
energy decay it is not possible to determine which of two experimentally measured 
time scales, “thermalization” or that tabled T\, corresponds to this calculated time 
scale. This question will be answered after the foree-force correlation functions are 
analyzed in the next section. The short energy decay time found in the secondarily 
excited modes, on the other hand, can be clearly attributed to the spectral diffusion
186
Table 5.2. Time scales of IVR and VER of water in isolation and liquid phase. For each 
of the water molecules, either the symmetric stretching (abbreviated as sstr in the table) 
or the antisymmetric stretching (astr) mode was initially excited. For water molecules in 
isolation, the time scales for the total vibrational energy transfer rates between modes 
were calculated by Fourier transforming the energy autocorrelation functions and 
expressed as the frequency inverse. In liquid, the total vibrational energy in each of the 
three modes as functions of time were plotted and fitted to an exponential decay with a 
characteristic time x. The averages and standard deviations are listed in the table for all 12 
trajectories. The approximate time scales of energy growth for the secondarily excited 
modes (sec. exc. growth) are also listed for comparison with experiment.
isolation
sstr excited astr excited
bend/sstr sstr/astr bend/astr sstr/astr
freq'', ps 0.065±0.002 0.38±0.15 0.071±0.003 0.12±0.01
liquid, sstr excited
sec. exc. growth bend decay sstr decay astr decay
x,ps -0.3 0.23±0.16 0.62±0.23 0.28±0.12
liquid, astr excited
T, ps -0.4 0.16±0.12 0.25±0.10 0.70±0.31
experiment
spectral diffusion Ti thermalization
T, ps [13,16] Oj# 0^5
I ,  ps [17,20] 0.4 0.7-1.1
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process observed in Dlott’s experiment. Our simulations show that there is a 
vibrational energy growth process for the secondarily excited 0-H  stretch in the time 
range of approximately 0.3-0.4 ps followed by an energy decay o f 0.2-0.3 ps. These 
two time scales are very close suggesting that there is an energy exchange process 
between the secondarily excited stretch and, most likely the initially exeited stretch. 
This energy redistribution between the two stretches ean be seen as the changes in 
speetroseopic intensity and therefore our interpretation matehes with Dlott’s for the 
shorter time scale.
5.5.4. VER from  the solvent’s perspective.
Vibrational energy transfer processes involve vibrational states of both solute and 
bath water moleeules through the interactions between the two. In eontrast to the 
discrete vibrational states of the solute, the vibrational states o f the bath are 
praetieally eontinuous in the low frequency range below 800 cm '. These motions are 
mainly the combinations of solvent water molecules’ translations and rotations. In 
one of our previous papers, we calculated frequencies and modes by using PMA for 
the water dimer and found that the low frequency modes (100-300 cm"’) are the 
combinations o f each individual water molecule’s translations and rotations relative 
to one other. [46] It is expeeted that as the size of water elusters inereases, there will 
be more low frequency modes until a near continuum of modes is formed in liquid 
water. The importanee o f this continuum is that for every possible transition 
occurring in the solute, there is a group o f states in the bath that have the
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corresponding energy change and can be involved as the energy accepting states 
during VER processes. Therefore, by investigating the solvent dynamics (through the 
correlation function of forces on the solute by the bath), indirect information about 
the transitions within the solute can be studied and the transition rate eonstants can be 
calculated by using eq. (5.7) and eq. (5.8).
Figure 5.7 shows the time scales {z  = k~^) calculated from the Fourier 
transformed classical force-force eorrelation functions (eq. 5.7) for each vibrational 
mode of a symmetric stretch-excited water molecule in the liquid phase, plotted as a 
function o f frequency. This function of the VER transition frequency is an average 
over all 12 QM/MM trajectories and corrected with the QCF in eq. (5.8). This QCF is 
used because it has been claimed that it is appropriate for VER processes between the 
solute’s vibrations and bath’s translations and rotations. [33] In our QM/MM 
simulations, SHAKE was applied to solvent molecules. Therefore the energy 
accepting states in the hath are restricted to translations, rotations, and their 
combinations. In the figure, large bands are clearly seen around 2800-4000 cm"' for 
the two O-H stretching modes while there are smaller bands below 1000 cm"' for all 
three modes. The high frequencies are in qualitative agreement with the PMA- 
calculated frequencies for liquid water’s O-H stretching modes and the shortest time 
scale o f 0.7 ps occurs at 3500 cm"' for the symmetric stretching mode. Sinee in our 
QM/MM simulations the solvent water molecules have a rigid structure, there are no 
internal vibrational modes that can serve as the energy accepting states in the bath. 
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Figure 5.7. The time scales as functions o f the transition frequency 
calculated from Fourier transformed foree-force correlation function for 
liquid water with the symmetric stretching mode exeited. The forces are 
from the solvent acted on each o f the solute vibrational coordinates. The 
inset shows the low frequency part o f the functions.
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simultaneously participate in these VER processes to account for the high frequency 
difference. The time scale of 0.7 ps for the symmetric stretch is in good agreement 
with the result obtained from the previous section (0.62±0.23 ps). This implies that 
the major VER pathway is the transition from the first exeited to the ground 
symmetric stretch state with a group of translations and rotations of the hath as the 
energy accepting states. For the antisymmetric streteh, the shortest time scale in this 
frequency range is found to be 0.9 ps, which is contrary to 0.28 ps obtained by 
analyzing the total vibrational energy decay. Therefore this discrepancy implies that 
for the antisymmetric stretch, the transition from the first exeited to the ground state 
may not he a significant contributor to VER. Instead, the transition between the 
antisymmetric and the symmetric stretch, whose frequency difference is below 
100cm"', according fo a fast Fourier transform (EFT) of the velocity autocorrelation 
function for the solute, is possibly the major path. In Figure 5.7, the time scales for 
both stretches at this low frequency range are in the 0.2-0.4 ps range indicating fast 
energy exchange processes involving the two stretching modes. Therefore vibrational 
energy in the antisymmetric stretch could be preferentially transferred to the 
symmetric stretch with an excitation o f one or more translational or rational states in 
the hath at a shorter time scale (0.2-0.4 ps) than the 0.9 ps time scale at 3500 cm"'. 
This path is suggested from analyzing the overall vibrational energy decay in the 
previous section and is consistent with ultrafast IR-Raman spectroscopy experiments.
[17] A similar time scale o f 0.4 ps has been reported by this experiment interpreted as 
spectral diffusion, which is indeed a vibrational energy exchange process between the
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two 0-H  stretching modes. Compared to the time scale for IVR process, 0.38±0.15 
ps, obtained by analyzing the energy decay for isolated water molecules, it can be 
concluded both IVR and VER can well compete with each other at this time scale.
An interesting feature in Figure 5.7 is that the high frequency bands in the 2800- 
4000 cm'' range are roughly composed of four peaks. The number o f peaks matches 
with the number of solvent water molecules, two hydrogen bond acceptors and two 
hydrogen bond donors, with a direct contact to the central excited solute water 
molecule. The slight different local structures where these four solvent molecules are 
located may be the cause of the four distinguishable peaks.
The low frequency part (below 1000 cm ') in Figure 5.7 is enlarged in the inset to 
show more details. For the symmetric stretching mode, a shoulder from 240 to 380 
cm"' can be seen in the inset with a time scale o f 2.6 ps. Assuming this VER process 
only happens between the solute and a close solvent water molecule, our previously 
calculated water dimer results imply that this frequency falls in the range for the 
hydrogen bonding distortions. [46] However, it should be kept in mind that the liquid 
water structure may be substantially different from the water dimer in the gas phase 
and therefore these modes may not be the energy accepting modes. In the solute 
molecule, on the other hand, this frequency range matches the energy gap between 
the stretch and the bend overtone considering anharmonicity present in the latter state, 
which is approximately 200 cm"' by FFT. Therefore, this time scale accounts for the 
VER process between the symmetric stretch and the bend overtone in the solute. The 
energy accepting state in the bath possibly includes the hydrogen bonding distortions
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but it needs to be further studied. Compared to the 0.7 ps time scale for the transition 
from the first excited to the ground symmetric stretch, this transition path is much 
slower and thus does not make a major contribution to VER on the sub-picosecond 
time scale observed experimentally. However, from analyzing the total vibrational 
energy in the previous section, a time scale o f -0.3 ps, (whieh is much shorter than 
2.6 ps), for energy growth is obtained for the bending mode. This implies that besides 
the slower VER process, there must be a faster IVR process, which is enhanced by 
the existence o f the solvent probably by increase the coupling between the stretch and 
bend.
The same VER time scale as a function of transition frequency is also generated 
for the water molecules with the antisymmetric stretch excited (see Figure 5.8). This 
plot shows very similar features as seen in Figure 5.7 for the three vibrational modes 
and therefore is not discussed in detail. The values o f the time scales, though, are 
slightly shorter than the ones obtained from Figure 5.7. At 3500 cm '’, the plot gives 
0.4 ps for the antisymmetric stretch, which is shorter than 0.70±0.31 ps given by 
analyzing the total vibrational energy decay but the two time constants are still within 
one standard deviation of each other. For the symmetric stretch, the secondarily 
excited mode in this situation, the time scale is 0.6 ps at 3500 cm ' and 0.1-0.4 ps 
when the frequency is lower than 100 cm ' . Then the major VER process when the 
antisymmetric stretch is excited occurs from the first excited state to the ground state 
for the primarily excited mode, with the energy transferred to multiple external states
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Figure 5.8. The time scales as functions of the transition frequency 
calculated from Fourier transformed foree-force correlation function for 
liquid water with the antisymmetric stretching mode exeited. The forces 
are from the solvent acting on each o f the solute vihrational coordinates. 
The inset shows the low frequency part o f the functions.
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of solvent water molecules. For the secondarily excited mode, the energy is likely 
transferred through a faster path between the two stretches (the spectral diffusion 
process). The time scale for the stretch-to-bend overtone path is again longer (2 ps) 
than the 0.7 ps or 0.4 ps time scales indicating it does not significantly contribute to 
the sub-picosecond VER processes.
In both Figure 5.7 and 5.8, there is no peak at the 1500-1700 cm ’ frequency 
range, where the bending mode is expected to appear. Therefore, direct vibrational 
energy transfer processes involving the bending mode, e.g., from the first excited 
state to the ground state of the bend, are insignificant in the simulations reported here, 
with rigid solvent water molecules.
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5.6. Conclusions.
The vibrational energy transfer processes including intramolecular vibrational 
redistribution (IVR) and vibrational energy relaxation (VER) in water are studied by 
using principal mode analysis (PMA) to calculate frequencies and vibrational modes 
from QM/MM trajectories of water moleeules. The superior ability to predict 
frequencies for water both in the gas and liquid phase that PMA has shown illustrates 
PMA’s advantages over the conventional normal mode analysis. By analyzing 
QM/MM trajectories of water molecules in the gas and liquid phase with specific OH 
stretching modes excited, PMA sets up an accurate frame of vibrational coordinates 
for the liquid. Within this frame, the total vibrational energy can be separated along 
each o f the vibrational modes as functions o f time. Then the mechanisms and rates of 
energy transfer are readily studied.
The isolated water moleeules and liquid water show very different behaviors in 
terms of the transfer pathways and characteristic times depending on the exeitation 
conditions and solvent effects. In isolation, the primary IVR process is between the 
symmetric and the antisymmetric stretching modes at rates of 0.38±0.I5 ps and 
0 . 1 2 ± 0 .0 I ps, depending on whether the symmetric stretch or the antisymmetric 
stretch is excited at the beginning o f the simulations, respectively. The magnitude of 
the 0.38 ps energy transfer process is larger than the 0.12 ps process and both of them 
are more significant than the transfer processes between the stretches and the bend, 
which has the fastest time scale o f 0.07±0.03 ps.
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When the same proeesses are studied in the liquid phase, the perturbation due to 
the solvent water molecules (primarily hydrogen bonding) strongly alters both the 
pathways and the time scales. The energy exchange proeesses between the modes are 
significantly different from the processes in isolated water while the excess 
vibrational energy o f the excited water molecules constantly flows into the bath’s 
degrees o f freedom. Two distinguishable time scales are found for the overall VER 
processes from the calculation o f the vibrational energy as functions o f time fitted 
with monoexponential decay. They are 0.6-0.7 ps for the initially excited stretching 
mode and 0 .2 -0 .3 ps for the secondarily excited mode, including both the other stretch 
and the bend. There is also an energy growth time of approximately 0.3-0.4 ps for the 
two secondarily excited modes that is too short to fit accurately. These time scales 
agree very well with the values o f ultrafast pulse-probe spectroscopic experiments but 
our interpretation is different than those given in the experimental works.
An approach to VER through the force-force correlation function derived from 
applying time-dependent perturbation theory to the solute-bath interactions is 
presented to provide detailed information about the transitions between vibrational 
states. A Fourier transform is used to calculate the VER time scales as a function of 
the transition frequency corrected by the quantum-correction factor (QCF) for the 
vibration-translation and vibration-rotation scheme. A major VER process is 
identified as the transition from the first excited state to the ground state in the solute 
for the primarily excited mode. A time scale is calculated as 0.4-0.7 ps for this 
process and is in good agreement with the total vibrational energy decay results as
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well as the experimental value for Ti. Possible energy accepting states are multiple 
translations, rotations, or their combinations for the solvent water molecules. For the 
secondarily excited modes, the energy is transferred back to the primarily excited 
modes because its time scale, 0.1-0.4 ps, is shorter than a direct transition to the 
ground state. This time scale is near the same magnitude as the time scale o f an IVR 
process between the two 0-H  stretches. This suggests that IVR and VER processes 
are competitive with each other. This time scale is also in the same range as a time 
scale o f 0.4 ps observed in ultrafast IR-Raman spectroscopic studies for spectral 
diffusion. Our study suggests an agreement with experiment in the interpretation of 
the process occurring on this time scale. Another possible VER process is the stretch- 
to-bend overtone path, which is proposed by several spectroscopic studies, but the 
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Chapter 6 
Summary and prospective research in the application of principal component 
analysis to molecular vibrations.
Principal component analysis provides an alternative to the conventional normal 
mode analysis and Fourier transform to calculate vibrational spectra. [1,2] It uses 
second order moments from a distribution o f molecular structures in coordinate space 
instead of the second derivative of the potential energy with respect to a single 
structure. The second order moments or covariances form a covariance matrix 
effectively equivalent to the force constant matrix calculated in normal mode 
analysis. Following a diagonalization, vibrational frequencies and modes can be 
obtained from eigenvalues and eigenvectors o f the covariance matrix. PCA was 
previously used to study the non-Gaussian character of a few large scale, low 
frequency motions of proteins because o f its ability to incorporate some 
anharmonicity. [3,4] Flowever, in these studies the frequencies o f other motions were 
not calculated and the proof of PCA’s ability to calculate accurate vibrational 
frequencies and modes was lacking. By using PCA in the field of molecular 
vibrations, I propose new procedures in addition to the original PCA methodology. 
First, the specific amount of vibrational energy in each of the modes instead of the 
original ksT  (Boltzmann constant times temperature) term is used to obtain 
frequencies. Next, the translational and rotational motions are removed prior to the 
construction of the covariance matrix to eliminate their possible mixing with
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vibrations. For flexible molecules, PCA is first applied to each fragment of the whole 
structure. Then the individual fragments’ translations, rotations, and vibrations form a 
basis, in which the whole structure’s vibrational modes can be expressed as linear 
combinations of these fragments’ motions. This procedure helps to untangle the 
mixing between the motions from different fragments o f the whole molecule. In order 
to show the improvement in PCA’s performance by using these procedures, tests on 
water, water dimer, liquid water, methane, and ethane are presented in Chapter 4. The 
results show that PCA with the new procedures consistently calculates frequencies 
more accurately than the original PCA method and the conventional normal mode 
analysis.
PCA accurately calculates vibrational frequencies and modes due to its ability to 
incorporate anharmonicity. Within this more accurate PCA vibrational frame, 
processes relating to molecular vibrations such as vibrational energy relaxation VER 
can be examined. Liquid water VER processes have been an active research area 
both spectroscopically and computationally because of their central role in solvation, 
aqueous reaction, and protein folding mechanisms. [5-8] In Chapter 5 I present a 
VER study by applying PCA to QM/MM trajectories of liquid water. QM/MM 
simulations can provide a more precise description o f the system’s potential energy 
surface than molecular dynamics simulations using empirical force fields. Moreover, 
some anharmonic character in the energy surface ean be aceounted for in the PCA 
frame. The major result presented in Chapter 5 is that two distinguishable time scales 
o f 0.6-0.7 ps and 0.2-0.3 ps in liquid water were obtained for the VER processes
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involving energy transfer out of O-H stretching modes. These time scales agree well 
in magnitude with experiment but an interpretation different from the one given by 
experiment comes from the analysis of the vibrational energy as a function o f time. 
PCA studies indicate that the longer time scale is attributed to energy transfer out of 
the initially excited vibrational modes and the shorter time scale is due to energy 
transfer out o f the secondarily excited mode. The main energy transition path is from 
the first excited state to the ground state o f the excited O-H stretching mode with 
multiple translational and rotational modes o f the surrounding water molecules as the 
energy accepting modes.
Despite the good agreement with experiment and more information about VER in 
liquid water provided in Chapter 5, this PCA study is only at its preliminary stage. In 
the QM/MM simulation setup, only one water molecule is treated quantum 
mechanically for moderate computational cost, so the description of the bath water 
molecules may not be accurate. Moreover, the bath water molecules are rigid during 
the simulations. This accelerates the computation but also prevents the bath water 
molecules’ vibrational modes from being the energy accepting modes. Therefore, the 
next step of this liquid water VER research would include increasing the quantum 
mechanical region to include more than just one water molecule and eliminating the 
constraint on the internal coordinates o f the bath water in QM/MM simulations. Then 
these trajectories can be studied using the same methodologies as presented in 
Chapter 5.
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Another possible direction of research in Chapters 4 and 5 will lead to methods 
better than PCA. Independent component analysis (ICA) is a candidate to replace 
PCA in the field o f molecular vibrations. [9-11] ICA calculates moments higher than 
second order and separates them as completely as possible. This high-order statistics- 
based method is particularly suitable for calculating the molecular vibrations 
including cubic and quartic terms in the system’s potential energy and therfore goes 
beyond the “quasiharmonic” approximation. More accurate vibrational frequencies 
and modes can be expected from ICA than PCA.
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