Abstract. We consider several harmonic analysis operators in the multi-dimensional context of the Dunkl Laplacian with the underlying group of reflections isomorphic to Z n 2 (also negative values of the multiplicity function are admitted). Our investigations include maximal operators, g-functions, Lusin area integrals, Riesz transforms and multipliers of Laplace and LaplaceStieltjes transform type. Using the general Calderón-Zygmund theory we prove that these objects are bounded in weighted L p spaces, 1 < p < ∞, and from L 1 into weak L 1 .
Introduction
In [5] the authors considered various harmonic analysis operators in the Bessel context associated with the (modified) Hankel transform. The present paper is a continuation and extension of that research. We investigate several harmonic analysis operators such as heat and Poisson semigroups maximal operators, Littlewood-Paley-Stein mixed g-functions, mixed Lusin area integrals, higher order Riesz transforms, multipliers of Laplace and Laplace-Stieltjes transform type (noteworthy these multipliers cover, as special cases, imaginary powers of the Dunkl Laplacian) in a more general Dunkl setting with the underlying group of reflections isomorphic to Z n 2 . In fact, after restricting to reflection invariant functions this Dunkl situation reduces to the one from [5] . However, some objects of our interest are defined in a slightly different way than in [5] . This pertains to higher order mixed square functions and Riesz transforms; see the comment following Proposition 2.8. Moreover, in comparison with [5] , we investigate also mixed Lusin area integrals. Consequently, our present research delivers also new results in the Bessel setting.
For basic facts concerning the Dunkl framework we refer the reader to the survey article by Rösler [17] . Here, we invoke only the most relevant definitions, which will be needed for our purposes and, in particular, are connected with the special case when the group of reflections is isomorphic to Z n 2 . We will work in the space R n , n ≥ 1, equipped with the doubling measure dw λ (x) = n j=1 |x j | 2λ j dx, x = (x 1 , . . . , x n ).
The multi-index λ = (λ 1 , . . . , λ n ) represents the multiplicity function and will always be assumed to belong to (−1/2, ∞) n . Notice that negative values of the multiplicity function are admitted. We consider the group of reflections G generated by σ j , j = 1, . . . , n, σ j (x 1 , . . . , x j , . . . , x n ) = (x 1 , . . . , −x j , . . . , x n ).
Clearly, the reflection σ j is in the hyperplane orthogonal to the jth coordinate vector. The associated differential-difference operators
form a commuting system. The Dunkl Laplacian is defined in a natural way as
This operator will play in our context a similar role to that of the Euclidean Laplacian in the classical harmonic analysis. Obviously, the trivial choice of the multiplicity function (λ ≡ 0) reduces our situation to the analysis related to the classical Laplacian.
The study of harmonic analysis operators in the Dunkl setting has been carried out by many authors in recent years. In particular, in a general Dunkl context the unweighted L p mapping properties for the heat and Poisson semigroups maximal operators were implicitly established by Thangavelu and Xu in [22] . Recently the latter objects were studied also by Li and Liao [9] in the one-dimensional situation. Riesz transforms in the Dunkl setting have also drawn considerable attention. L p mapping properties of the first order Riesz transforms were investigated in the one-dimensional situation by Thangavelu and Xu [23] and then by Amri, Gasmi and Sifi in [2] . Later on Amri and Sifi [3] developed a variant of Calderón-Zygmund theory, which turned out to be well suited to the general Dunkl framework and, in particular, allowed them to obtain unweighted L p bounds for the first order Riesz transforms. All the above mentioned papers, however, contain a constraint on the multiplicity function, namely nonnegativity is required. Here, investigating the case when G ≃ Z n 2 , we are not so restrictive and allow the multiplicity function to be negative. Our considerations fit into a recent line of research connected with analysis for "low" values of type parameters, which was developed in the Bessel [5] , Jacobi [11] and Laguerre [16] settings. Furthermore, in comparison with [2, 3, 22, 23] we obtain weighted L p estimates with a large class of weights admitted.
This research is also motivated by results obtained recently in a discrete context of the Dunkl harmonic oscillator associated with the Dunkl Laplacian ∆ λ . This concerns especially results contained in the papers [13, 14, 20, 21] , where weighted L p mapping properties were studied for several operators such as Riesz transforms, imaginary powers of the Dunkl harmonic oscillator, g-functions and Lusin area integrals, and multipliers of Laplace and Laplace-Stieltjes transform type, respectively. It is worth pointing out that more recently in [1] some unweighted L p results for Riesz transforms in a general Dunkl harmonic oscillator context were proved.
The main objective of our paper is to analyze L p mapping properties of various harmonic analysis operators related to the Dunkl Laplacian setting. The main result of the paper, Theorem 2.1 below, says that the heat semigroup maximal operator, Littlewood-Paley-Stein mixed g-functions, mixed Lusin area integrals, higher order Riesz transforms and multipliers of Laplace and Laplace-Stieltjes transform type are bounded on weighted L p , 1 < p < ∞, spaces and are of weighted weak type (1, 1) for a large class of weights. To prove this we exploit the method from [14] , see also [20] , which allows us to reduce the analysis to the smaller space (R n + , dw + λ ) (here and later on dw + λ is the restriction of dw λ to R n + ≡ (0, ∞) n ) and appropriately defined Bessel-type operators emerging in a natural way from the original ones. Next, see Theorem 2.3 below, we show that these auxiliary operators can be interpreted as (vector-valued) Calderón-Zygmund operators associated with the space of homogeneous type (R n + , dw
The main technical difficulty connected with this approach is to prove the relevant standard estimates for the kernels involved. The technique we use has its roots in previous papers, see [5, 16] and references given there. As a consequence, by means of standard arguments, we obtain also similar results for analogous operators based on the Poisson semigroup. This, however, is not so straightforward in the case of Lusin area integrals, where more delicate analysis is needed; see the proof of Proposition 2.8. The proof of this result gives also an intuition how to deduce a similar result in the Dunkl harmonic oscillator context, see the comment following the statement of [20, Theorem 2.7] .
The paper is organized as follows. Section 2 contains the setup, definitions of all investigated objects in the Dunkl setting and statements of the main results. We define Bessel-type operators related to the space (R n + , dw + λ , | · |) and reduce proving the main theorem to showing that these auxiliary operators are (vector-valued) Calderón-Zygmund operators related to this smaller space. This section ends with various comments pertaining to the main results. In Section 3 we prove that the Bessel-type objects are L 2 (dw + λ )-bounded. Finally, in Section 4 we obtain standard estimates (see (2.6)-(2.8) below) for all kernels associated with the Bessel-type operators. This is the most technical part of the paper.
Notation. Throughout the paper we use a fairly standard notation with essentially all symbols referring to the spaces of homogeneous type (R n , dw λ , | · |) and (R n + , dw
Here and later on dw + λ stands for the restriction of dw λ to R n + . For the sake of clarity, we now explain all symbols and relations that might lead to a confusion. We denote by C ∞ c (R n + ) the space of smooth and compactly supported functions in R n + . By f, g dw
for the Muckenhoupt class of A p weights connected with the space (R n + , dw
x ∧ y = (min{x 1 , y 1 }, . . . , min{x n , y n }),
In an analogous way we define C ∞ c (R n ), f, g dw λ and L p (R n , W dw λ ). Furthermore, if x, y ∈ R n and β ∈ N n we understand the objects xy, x β , ⌊x⌋ and relation x ≤ y in the same way as above whenever it makes sense. We shall also use the following terminology. Given η ∈ Z n 2 , we say that a function f : R n → C is η-symmetric if for each j = 1, . . . , n, f is either even or odd with respect to the jth coordinate according to whether η j = 0 or η j = 1, respectively. If f is (0, . . . , 0)-symmetric, then we simply say that f is symmetric. Further, if there exists η ∈ Z n 2 such that f is η-symmetric, then we denote by f + its restriction to R n + . Finally, f η stands for the η-symmetric component of f , namely
The heat-Dunkl semigroup {W λ t } t>0 = {e −t∆ λ } t>0 generated by −∆ λ is given on L 2 (dw λ ) by
It has the integral representation
with the kernel
where
Here I ν denotes the modified Bessel function of the first kind and order ν > −1, cf. [24, p. 395] or [5, (1.1) ]. Moreover,
Observe that W λ t (x, y) restricted to (x, y) ∈ R n + × R n + is the heat-Bessel kernel considered for instance in [4, 5] . Now we are ready to introduce the main objects of our study, which are defined initially in L 2 (dw λ ) in the cases (1)-(4) and (6) , or in C λ (the space of smooth L 2 (dw λ )-functions whose Dunkl transform is also smooth and compactly supported in R n \ {0}) in the case of Riesz transforms (5).
(1) The heat-Dunkl semigroup maximal operator
where m(z) = (0,∞) e −t|z| 2 dν(t), with ν being a complex Borel measure on (0, ∞).
where M ∈ N n and |M | > 0. Note that similar arguments to those used in the proof of Proposition 2.4 (the case of R
is the parabolic cone with vertex at x,
and V λ t (x) is the w λ measure of the cube centered at x and of side lengths 2t. More precisely,
Our main result reads as follows.
Theorem 2.1. Assume that λ ∈ (−1/2, ∞) n and W is a weight on R n invariant under the reflections σ 1 , . . . , σ n . Let W + be the restriction of W to R n + . Then the multipliers of Laplace and Laplace-Stieltjes transform type and the Riesz transforms extend to bounded linear operators on
1 . Furthermore, the heat-Dunkl semigroup maximal operator, the mixed g-functions and the mixed Lusin area integrals are bounded on
Notice that for symmetric functions the condition W + ∈ A λ,+ p is equivalent to saying that W is in the Muckenhoupt class of A p weights associated with the initial space (R n , dw λ , | · |).
The proof of Theorem 2.1 can be reduced to showing analogous properties for certain, suitably defined, auxiliary operators emerging from those introduced above and related to the smaller space (R n + , dw
To proceed, for each η ∈ {0, 1} n we consider an auxiliary semigroup acting initially on L 2 (dw + λ ) and given by the formula
These semigroups have the integral representations, see (2.3),
Further, these integral formulas provide us a good definition of W λ,η,+ t on weighted L p spaces for a large class of weights and produce always smooth functions of (x, t) ∈ R n + × R + , see Lemma 3.2 below for more details.
For η ∈ {0, 1} n and M ∈ N n we denote δ η,M = δ 1,η 1 ,M 1 • . . . • δ n,ηn,Mn , being for every j = 1, . . . , n,
is, up to a sign, the formal adjoint of δ j in the space L 2 (dw + λ ). These derivatives correspond to the action of (T λ ) M on η-symmetric functions. To be more
Moreover, we may also think that each δ η,M acts on functions defined on the restricted space R n + . Now we are ready to introduce the auxiliary Bessel-type operators, which are defined initially in L 2 (dw + λ ) in the cases (1)- (4) and (6), or in
} in the case of the Bessel-type Riesz transforms (5).
(1) The maximal operator
(2) Littlewood-Paley-Stein type mixed g-functions
where M ∈ N n and |M | > 0. (6) Mixed Lusin area type integrals
where M ∈ N n , K ∈ N, |M | + K > 0, and A(x) is the parabolic cone with vertex at x, see (2.4). Here V λ,+ t (x) is the w + λ measure of the cube centered at x and of side lengths 2t, restricted to R n + . More precisely,
and for j = 1, . . . , n,
Notice that the Bessel-type Lusin area integrals can be written as
where the function Ξ λ is given by
Similar arguments to those given in [14, p. 6] and [20, pp. 1522-1524] allow us to reduce the proof of Theorem 2.1 by showing the following. Theorem 2.2. Assume that λ ∈ (−1/2, ∞) n and η ∈ {0, 1} n . Then the Bessel-type operators
1 . Furthermore, the sublinear operators (1), (2) and (6) are bounded on L p (R n + , U dw
1 . To prove Theorem 2.2 we will use the general (vector-valued) Calderón-Zygmund theory. In fact we are going to show that the Bessel-type operators (1)- (6) are (vector-valued) Calderón-Zygmund operators in the sense of the space of homogeneous type (R n + , dw
Then, in particular, the mapping properties claimed in Theorem 2.2 will follow from the general theory and arguments similar to those mentioned in [4, Section 2] . To proceed we shall need a slightly more general definition of the standard kernel, or rather standard estimates, than the one used in the papers [4, 5] . More precisely, we will allow slightly weaker smoothness estimates as indicated below, see for instance [20] .
Let B be a Banach space and let K(x, y) be a kernel defined on R n + × R n + \{(x, y) : x = y} and taking values in B. We say that K(x, y) is a standard kernel in the sense of the space of homogeneous type (R n + , dw
) and the smoothness estimates
for some fixed γ > 0. Notice that the bounds (2.7) and (2.8) imply analogous estimates with any 0 < γ ′ < γ instead of γ. Further, observe that in these formulas, the ball B(x, |y − x|) can be replaced by B(y, |x − y|), in view of the doubling property of w + λ . Furthermore, when K(x, y) is scalar-valued (i.e. B = C) and γ = 1, the difference bounds (2.7) and (2.8) are implied by the more convenient gradient estimate
Similar reduction holds also in the vector-valued situations we consider; see the comments and arguments presented in [11, Section 4] . Here, however, we will also use (2.7) and (2.8) with γ < 1 and thus it is convenient to analyze the smoothness estimates rather than (2.9).
A linear operator T assigning to each f ∈ L 2 (dw
is a (vector-valued) Calderón-Zygmund operator in the sense of the space (R n + , dw [18] and [19] .
The following result together with the arguments discussed above imply Theorem 2.2 and thus also Theorem 2.1. Theorem 2.3. Assume that λ ∈ (−1/2, ∞) n and η ∈ {0, 1} n . Then the Bessel-type operators
are (vector-valued) Calderón-Zygmund operators in the sense of the space of homogeneous type Formal computations and the results from papers [4, 5] suggest that the Bessel-type operators are associated with the following kernels related to appropriate Banach spaces B.
(1) The kernel associated with Bessel-type maximal operator W
Using formula (4.1) below it can easily be justified that W λ,η,+ (x, y) ∈ C 0 for x = y. (2) The kernels associated with Bessel-type mixed g-functions g
where M ∈ N n and K ∈ N are such that |M | + K > 0. (3) The kernels associated with Laplace transform type multipliers M
where Φ ∈ L ∞ (dt). (4) The kernels associated with Laplace-Stieltjes transform type multipliers M
where ν is a complex Borel measure on (0, ∞). (5) The kernels associated with Bessel-type Riesz transforms R
where M ∈ N n is such that |M | > 0.
(6) The kernels associated with Bessel-type mixed Lusin area integrals S
The following result shows that this is true in the Calderón-Zygmund theory sense.
Proposition 2.5. Assume that λ ∈ (−1/2, ∞) n and η ∈ {0, 1} n . Then the Bessel-type operators (1)-(6) are associated, in the Calderón-Zygmund theory sense, with the corresponding kernels just listed.
Proof. In the cases of W
we can proceed as in [4, Section 4] . The crucial facts needed in the reasoning are Lemma 3.2 and Propositions 2.4 and 2.6, which provide L 2 (dw + λ )-boundedness of the investigated operators and the growth estimates for the corresponding kernels (in some places we need slightly stronger estimates than growth condition, which nevertheless are established in Section 4). The case of S λ,η,+ K,M can be dealt with in a similar way. To be precise, we can proceed in much the same way as in [20, Proposition 2.5, pp. 1528-1529], where Lusin area integrals, in the context of discrete Dunkl setting, were investigated. We leave details to the reader. Proposition 2.6. Let λ ∈ (−1/2, ∞) n and η ∈ {0, 1} n . Then the kernels (1)-(6) listed above satisfy the standard estimates with the relevant Banach spaces B. More precisely, the kernels (1)-(5) satisfy the smoothness conditions with γ = 1 and the kernel (6) satisfies (2.7) and (2.8) with any γ ∈ (0, 1/2] such that γ < min 1≤k≤n (λ k + 1/2).
The proof of Proposition 2.4 is given in Section 3 and the proof of Proposition 2.6, which is the most technical part of the paper, is located in Section 4.
We conclude this section with various comments and remarks connected with our main results. We first note that our results imply analogous results for similar objects based on Poisson-Dunkl semigroup. More precisely, let {P λ t } t>0 be the Poisson-Dunkl semigroup generated by − √ ∆ λ ,
and for each η ∈ {0, 1} n consider an auxiliary Poisson-Bessel-type semigroup
. Obviously, by the subordination principle,
We focus on the maximal operators, Littlewood-Paley-Stein type mixed g-functions and multipliers of Laplace and Laplace-Stieltjes transform type based on these semigroups. In the definitions (1), (2) we exchange W λ t and W λ,η,+ t with P λ t and P λ,η,+ t , respectively. Further, in (2) we choose
and replace multipliers in (3) and (4) by
respectively, leaving the assumptions on Φ(t) and ν unchanged. Then, with the aid of (2.10), analogous results to Theorems 2.1 and 2.3 are valid for these new operators. The proof is based on a similar procedure to that described in [4] or [16, Section 3]; we leave details to the reader.
The treatment of Lusin area integrals based on the Poisson semigroup is more subtle and demands more effort and explanation. Consider the following square functions based on the Poisson-Dunkl semigroup and the auxiliary Poisson-Bessel-type counterparts:
where M ∈ N n , K ∈ N, |M | + K > 0, and Γ(x) is the cone with vertex at x,
Our main result concerning these operators reads as follows.
Theorem 2.7. Assume that λ ∈ (−1/2, ∞) n and W is a weight on R n invariant under the reflections σ 1 , . . . , σ n . Then the Lusin area integrals
Moreover, the Poisson-Bessel-type Lusin area integrals S λ,η,+ P,K,M , η ∈ {0, 1} n , are (vector-valued) Calderón-Zygmund operators in the sense of the space of homogeneous type (R n + , dw
A careful repetition of the arguments justifing Theorems 2.1 and 2.3 allows us to reduce proving Theorem 2.7 to showing the standard estimates for the kernels associated with S λ,η,+ P,K,M , η ∈ {0, 1} n , which are defined as
Since it seems not to be straightforward to obtain these estimates from Proposition 2.6 via (2.11), see the comment in [20, p. 1526], we give the proof of the following result at the end of Section 4.
Proposition 2.8. Let λ ∈ (−1/2, ∞) n and η ∈ {0, 1} n . Then the kernels S λ,η,+ P,K,M satisfy the standard estimates with the corresponding Banach spaces B = L 2 (Γ, t 2K+2|M |−1 dzdt). More precisely, they satisfy (2.7) and (2.8) with any γ ∈ (0, 1/2] such that γ < min 1≤k≤n (λ k + 1/2).
We now focus on the relation between Bessel-type objects and the operators associated with the Bessel setting from the papers [4, 5] . Note that choosing η 0 = (0, . . . , 0), in view of symmetry reasons, we have W λ,η 0 ,+ t = W λ t , where W λ t is the heat-Bessel semigroup considered in the above mentioned papers. Consequently, many results of [5] can be seen as special cases of Theorem 2.3 (specified to η = η 0 ). However, some definitions in our present situation, in particular when dealing with η = η 0 , are a little bit different from the ones used in [4, 5] . This concerns especially mixed g-functions and higher order Riesz transforms. These new definitions, however, seem to be more natural and appropriate; see comments in [15] , where a symmetrization procedure for general orthogonal expansions was proposed and [8] , where this procedure led to the symmetrized Jacobi setting that is connected with the initial context of Jacobi expansions in a similar way as our setting with the Bessel one.
Further, note that Lusin area integrals, which have more complex structure than the mixed gfunctions, were considered neither in [4] nor in [5] . Consequently, our present results provide some new results in the Bessel setting. This concerns not only alternatively defined mixed g-functions and higher order Riesz transforms, but also mixed Lusin area integrals.
Next, we give a comment concerning multipliers of Laplace-Stieltjes transform type. Using standard arguments, see the comment at the end of [5, Section 2], it can be shown that these multipliers and their Bessel-type counterparts are bounded on L p (dw λ ) and L p (dw + λ ), 1 ≤ p ≤ ∞, respectively. Here, however, Theorems 2.1 and 2.2 deliver also weighted L p mapping properties.
Remark 2.9. The exact aperture of the parabolic cone A is not essential for our developments. Indeed, if we fix β > 0 and write A β = (z, t) ∈ R n × (0, ∞) : |z| < β √ t instead of A in the definitions of mixed Lusin area integrals, then the results of this paper, and in particular Theorems 2.1-2.3, remain valid. Similar remark concerns the aperture of the cone Γ and the results contained in Theorem 2.7.
L 2 (dw
We first collect some auxiliary results which will be needed to establish Proposition 2. 4 . In what follows, we will frequently use the fact that the Dunkl transform D λ and its inverseĎ λ preserve η-symmetric functions, namely
Lemma 3.1. Let λ ∈ (−1/2, ∞) n , η ∈ {0, 1} n and M ∈ N n . Then,
Proof. By the tensor product structure of ϕ λ z and δ η,M,x it is sufficient to analyze the onedimensional situation (n = 1). Further, since (xz) η ϕ λ+η z (x) is η-symmetric with respect to x, having in mind (2.1) and (2.2), it is easy to deduce that
Iterating this identity we see that our task can be reduced to the cases M = 0, 1. This, however, is a straightforward consequence of the identities From the asymptotic behavior of the Bessel function J ν , ν > −1,
we can estimate the one-dimensional functions ϕ λ z as follows, see [5, Section 2],
, then for every x ∈ R n + and t > 0 we have
Proof. To prove the first two statements we can proceed as in the proof of [4, Lemma 3.5], see also the comments in [5, Section 2]. The crucial facts needed in the reasoning are the bounds
where E and F are fixed compact subsets of R n + and R + , respectively, and c > 0 is some constant depending on E and F . The above estimate can be verified by means of Lemma 4.1 below and Lemma 3.1 together with the bound (3.1), respectively.
Finally, the last statement is a consequence of Lemma 3.1, the estimate (3.1) and the dominated convergence theorem. Now we are ready to give the proof of L 2 (dw + λ )-boundedness of all the investigated Besseltype operators. This, however, is trivial in the case of multipliers of Laplace and Laplace-Stieltjes transform type, because in both cases m ∈ L ∞ (R n ). Moreover, the L 2 (dw + λ )-boundedness of the auxiliary Lusin area integrals is an immediate consequence of the L 2 (dw + λ )-boundedness of the Bessel-type g-functions. Indeed, from the general theory of spaces of homogeneous type we know that
, which in our context can also be justified with the aid of Lemma 4.6 below. Thus, it suffices to consider the remaining operators.
Proof of Proposition 2.4; the case of W λ,η,+ * . We observe that
where η 0 = (0, . . . , 0) and W λ * is the heat-Bessel semigroup maximal operator, see the comments following the statement of Proposition 2.8. Since W λ * is bounded on L 2 (dw 
Proof of Proposition 2.4; the case of g
. By Lemmas 3.2 and 3.1 we can write, for every x ∈ R n + and t > 0,
where the second equality holds by symmetry reasons. Since the function in square brackets above is ǫ-symmetric and D λ is an isometry in L 2 (dw λ ), we obtain
, which finishes the reasoning.
Proof of Proposition 2.4; the case of R
and thus an application of Lemma 3.2 together with Lemma 3.1 gives
Since the last expression, as a function on R n , is symmetric, using the L 2 (dw λ )-isometry of D λ we get
. It is not hard to verify that
η is dense in L 2 (dw λ ) η and the conclusion follows.
Kernel estimates
In this section we gather various technical facts, which finally allow us to obtain standard estimates for all the kernels under consideration. Our method is based on the technique used in the Bessel context in the paper [4] for the restricted range of λ ∈ [0, ∞) n and in [5] for the full range of λ ∈ (−1/2, ∞) n .
Given η ∈ {0, 1} n , the Bessel-type heat kernel can be expressed as, see [5, (3. 3)], (4.1)
where C λ,ε = (2λ + 1) 1−ε 2 −n/2−|λ|−2|ε| , and the function q(x, y, s) is defined as
The measures Ω ν , ν ∈ (0, ∞) n , appearing in (4.1) are products of one-dimensional measures,
where Ω ν j is defined on the interval [−1, 1] by the density
.
To shorten notation, we will write q instead of q(x, y, s) when no confusion can arise.
To estimate kernels defined via G λ,η,+ t (x, y) we will frequently use the following.
uniformly in x, y ∈ R n + and t > 0. Proof. We first deal with the one-dimensional situation (n = 1). Since the heat-Dunkl semigroup {W λ t } t>0 satisfies the heat equation ∂ t W λ t = −∆ λ W λ t , it can easily be verified that its kernel G λ t (x, y) also satisfies this equation with respect to x variable, i.e.
Observe that for each η = 0, 1 the functions ∂ t G λ,η,+ t (x, y) and δ η,2,x G λ,η,+ t (x, y) are η-symmetric with respect to x. Thus, in view of the above identity, they are both η-symmetric component of 2 n ∂ t G λ t (x, y) and hence they are equal. Iterating this identity we obtain
Combining this with the representation formula (4.1) gives
Proceeding in a similar way as in the proof of [5, Lemma 3.2], we obtain
uniformly in x, y, t > 0; here W, L, R ∈ N, S ∈ R and ε, η 1 , η 2 = 0, 1 are fixed. Using this estimate we see that
and
Since the bound of the first expression is dominating, we arrive at the desired conclusion. Now suppose that n is arbitrary. In view of the product structure of G λ,η,+ t (x, y), an application of Leibniz' rule gives
which leads directly to the asserted bound.
The next result constitutes an essence of our method. It provides a link from the estimates emerging from the integral representation of G 
where W/p = 0 for p = ∞. Then Υ u satisfies the integral estimate
It should be noted that for every λ ∈ (−1/2, ∞) n the w + λ measure of the ball B(x, R) or the cube centered at x and of side lengths 2R can be described as
The two lemmas below will be useful in justifying the smoothness estimates (2.7) and (2.8) when the corresponding kernel is not scalar valued (B = C). q(x, y, s) ≤ q(z, y, s) ≤ 4q(x, y, s), . Let λ ∈ (−1/2, ∞) n and γ ∈ R be fixed. We have
To be precise, in [20, Lemma 4.5] only the restricted range of λ ∈ [0, ∞) n was allowed. However, the same arguments as those in [20] show the result in the general case.
The next lemmas will be useful when proving kernel estimates for the kernels associated with Lusin area integrals. 
uniformly in x ∈ R n + and t > 0.
Proof. Since
the conclusion is a straightforward consequence of (4.2).
The result below can be seen as an extension of [20, Lemma 4.8] , which in our notation is valid only for λ ∈ [0, ∞) n . The crucial role in the proof plays the estimate
where ξ ≥ 1 is fixed. This was also used in [20, p. 1540] but only with ξ = 2. Here the technical side demands more effort and seems to be unavoidable in the general case λ ∈ (−1/2, ∞) n .
uniformly in x, x ′ ∈ R n + and t > 0. Moreover, one can take any γ ∈ (0, 1/2] satisfying γ < min 1≤k≤n (λ k + 1/2).
Proof. Let γ ∈ (0, 1/2] satisfying γ < min 1≤k≤n (λ k + 1/2) be fixed. Using (4.3) with ξ = 2, we see that in order to finish the proof, it suffices to verify that
Further, we may reduce our task to showing the one-dimensional version of (4.4). Indeed, taking into account the product structure of Ξ λ (x, z, t) and the identity
(here we use the standard notation concerning empty products) we get
This together with the one-dimensional versions of Lemma 4.6 and (4.4) gives
Next, we show (4.4) for n = 1. We can assume that |x − x ′ | ≤ √ t, since otherwise (4.4) is a straightforward consequence of Lemma 4.6 and the inequality 1 ≤
. Further, observe that
We will treat I 1 and I 2 separately. We first deal with I 1 . Using (4.3) specified to ξ = 1/(2γ) and then the Mean Value Theorem we arrive at the estimates
where θ is a convex combination of x and x ′ , which may depend on z and t. We denote
Then obviously
Combining this with (4.2) and the relations (4.5)
We now focus on I 2 . By Lemma 4.6, an explicit expression of V λ,+ √ t (x ′ ) (see (2.5)) and (4.2) we have
Thus to complete the proof it is enough to check that
notice that in this sum the last term is dominating. We first focus on J 1 . By means of the Mean Value Theorem and (4.5) we obtain
where θ is a convex combination of x and x ′ . To treat J 2 we observe that
The relevant estimate for the first term is straightforward because, in view of (4.5), we have
To bound the second one we apply the Mean Value Theorem to obtain
where θ is a convex combination of x and x ′ . Since for x ∧ x ′ ≥ 2 √ t the expression θ − √ t is comparable to quantities appearing in (4.5), we get the desired estimate. Treating the last term in a similar way as I 1 at the beginning of the proof, we get
where θ is a convex combination of x and x ′ . Since 2λ + 1 − 2γ > 0, in view of (4.5) we have
Proof of Proposition 2.6; the case of W λ,η,+ (x, y). The growth estimate (2.6) is an easy consequence of (4.1) and Lemma 4.2 (with p = ∞, W = 1, C = 1/4 and |α| = |β| = |ζ| = |ρ| = |τ | = u = 0). For symmetry reasons we only need to show the smoothness condition (2.7). In view of the Mean Value Theorem we have
with θ = θ(t, x, x ′ , y) a convex combination of x and x ′ . Hence, it remains to verify that
This, however, follows by applying successively Lemma 4.1 (taken with K = |r| = |M | = 0 and ℓ = e j , j = 1, . . . , n, where e j represents the jth coordinate vector in R n ), the relations We now prove the bound (2.7) for G λ,η,+ K,M (x, y); the estimate (2.8) can be treated analogously. After applying the Mean Value Theorem, our objective is to see that Next, we show the gradient estimate (2.9). Since Φ ∈ L ∞ (dt), our goal is to obtain the bound
This, however, follows from Lemma 4.1 (with K = 1, |M | = 0 and |ℓ| = 0, r = e j or ℓ = e j , |r| = 0, j = 1, . . . , n) and Lemma 4.2 (specified to p = W = 1, C = 1/8, u = 1 and τ = 0).
Proof of Proposition 2.6; the case of K λ,η,+ ν (x, y). Since ν is a complex measure, it has finite total variation, and then proving the growth and smoothness properties for K λ,η,+ ν (x, y) is reduced to showing (2.6) and (2.7) for the kernel {G On the other hand, the gradient estimate is achieved by using Lemma 4.1 (specified to K = 0 and |ℓ| = 0, r = e j or ℓ = e j , |r| = 0, j = 1, . . . , n) and Lemma 4.2 (with p = 1, W = |M |/2, C = 1/8, u = 1 and τ = 0).
Proof of Proposition 2.6; the case of S λ,η,+ K,M (x, y). We first deal with the growth estimate. Using Lemma 4.1, and then Lemma 4.5 we infer that
provided that (z, t) ∈ A. Now an application of the estimate
where κ ∈ N n is fixed, gives the bound exp − q 16t dΩ λ+η+1+ε (s), (4.8) for (z, t) ∈ A. Using sequently this estimate, Lemma 4.6 and then Lemma 4.2 (taken with p = 2, W = 2K + |M |, C = 1/16, u = 0) we arrive at the desired bound.
Next, we show the first smoothness estimate. More precisely, we will show (2.7) with any fixed γ ∈ (0, 1/2] satisfying γ < min 1≤k≤n (λ k + 1/2). To proceed, it is natural to split the region of integration A into four subsets, depending on whether x + z, x ′ + z are in R n + or not. We define A 1 = (z, t) ∈ A : x + z ∈ R n + , x ′ + z ∈ R n + , A 2 = (z, t) ∈ A : x + z ∈ R n + , x ′ + z / ∈ R n + , A 3 = (z, t) ∈ A : x + z / ∈ R n + , x ′ + z ∈ R n + , A 4 = (z, t) ∈ A : x + z / ∈ R n + , x ′ + z / ∈ R n + . The analysis related to A 4 is trivial and the case of A 3 is analogous to A 2 , thus we analyze only two cases. .
The right-hand side here coincides with the right-hand side of (4.9), and (4.10) follows. We now focus on the second smoothness condition (2.8). We prove it with γ = 1. Using the Mean Value Theorem, and then sequently Lemma 4.1, Lemma 4.5, Lemma 4.3 twice (with z = θ and z = y ∨ y ′ ) and (4.7) we obtain exp − q(x, y ∨ y ′ , s) 256t dΩ λ+η+1+ε (s) × Ξ λ (x, z, t)χ {x+z∈R n + } , for (z, t) ∈ A and |x − y| > 2|y − y ′ |. An application of Lemma 4.6, Lemma 4.2 (specified to p = 2, W = 2K + |M |, C = 1/256 u = 1) and then Lemma 4.4 leads directly to the desired estimate.
This finishes the whole reasoning justifying Proposition 2.6.
Since the expression in the right-hand side is independent of z, an application of Lemma 4.6 and then the change of variable t/u → t gives This together with Lemma 4.2 (taken with p = 2, W = 2k 1 + 2k 2 + |M |, C = 1/4, u = 0) leads directly to the required bound.
