Fund managers have to decide the amount of a fund's assets that should be kept in cash, considering the tradeoff between being able to meet shareholder redemptions and minimizing the opportunity cost from lost investment opportunities. In addition, they have to consider redemptions by individuals as well as institutional investors, the current performance of the stock market and interest rates, and the pattern of investments and redemptions which are correlated with market performance. We formulate the problem as a dynamic program, but this encounters the classic curse of dimensionality. To overcome this problem, we propose a provably convergent approximate dynamic programming algorithm. We also adapt the algorithm to an online environment, requiring no knowledge of the probability distributions for rates of return and interest rates. We use actual data for market performance and interest rates, and demonstrate the quality of the solution (compared to the optimal) for the top 10 mutual funds in each of nine fund categories. We show that our results closely match the optimal solution (in considerably less time), and outperform two static (newsvendor) models. The result is a simple policy that describes when money should be moved into and out of cash based on market performance.
Introduction
Mutual fund managers have to determine how much cash to keep on hand, striking a balance between the cost of meeting redemption requests against the opportunity cost of holding cash. The academic literature typically ignores several dimensions of the problem, such as the characteristics of the demands for redemptions. For example, the mutual fund has to consider both individual and institutional investors. Not only are redemption requests by institutional investors much larger, 5 illiquid assets. If the institutional demand alone is higher than R t , then a financial cost (interest rate), denoted by P f t , is also charged, as the demand must be satisfied immediately through short term loans while securities are liquidated (a process that can require several days). On the other hand, if too much cash is maintained, the portfolio is losing investment opportunities. This loss is measured using the fund's portfolio rate of return, denoted by P r t . P f t and P r t are Markov processes (not necessarily independent) which are exogenous to the system. We also assume they have finite support. Continuous processes could be discretized appropriately in order to apply the algorithms.
We let W t = (P . We note that more general structures, other than the Markovian assumption, could be considered for the processes. As a consequence, we would have to augment W t with additional features.
Knowing W t and R t , the cash rebalancing decision x t = (x t1 , x t2 ) is made, where x t1 is the amount of money to transfer from the portfolio to the bank account, while x t2 is the amount of money to transfer from the bank account to the portfolio. There is a limit on the amount of the portfolio that can be liquidated in one period, so we impose the constraint 0 ≤ x t1 ≤ M , where M is a deterministic bound. Normally, M would simply be chosen large enough that it never constrains the optimal solution, but it can also be justified by the 1940 Investment Company Act 1 which allows redemptions to be satisfied using shares of stock instead of cash if a redemption request is too large.
It is obvious that 0 ≤ x t2 ≤ max(0, R t − D l t − D s t ). We denote by X (W t , R t ) the feasible region for x t = (x t1 , x t2 ). The fund incurs transaction costs ρ tr for each dollar moved into or out of the fund, which means that total transaction costs are given by ρ tr (x t1 + x t2 ). Moreover, we assume that the shortfall cost ρ sh is larger than the transaction cost ρ tr . Finally, we assume that IE P f t |P f t−1 is positive and IE P r t |P r t−1 is greater than −ρ sh and −ρ tr . Clearly, ρ sh and ρ tr must be positive.
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We denote by R x t the cash level at the end of period t after the decision is taken. This means that R The state of the system before the decision is made is denoted by S t = (W t , R t ), while the state of the system after the decision is made is denoted by S x t = (W t , R x t ).
The one period cost is given by
The first term is the shortfall cost, while the second term is the financial cost. The third term is the opportunity cost and the last term is the transaction cost.
Let X π t (S t ) be a decision function which determines x t given the information in S t . We assume that we have a family of functions X π t , π ∈ Π. We consider both stationary and nonstationary policies in this paper, so for the purpose of properly representing nonstationary policies, the decision function is indexed by time. When we refer to a policy π, we mean the decision function X π t for some policy π ∈ Π. Later, we provide more specific meaning to a specific policy.
Our problem is to solve
where γ is a discount factor between 0 and 1. There are two strategies we can use to solve the problem (we test both in our experimental work). The first is an offline strategy where we use prior history to update our forecasts at each time period t, from which we generate what is typically a nonstationary forecast of the future. For example, we may feel that a sudden drop in the market will be followed by a fairly fast return to normal levels over the next few days. We would implement such a strategy using a finite horizon model (T might be five or 10 days).
The second strategy is an online implementation where we assume that all processes are stationary. In this case, we would use an infinite-horizon objective (T = ∞). We demonstrate how a steady-state model such as this can be implemented very easily, without requiring an explicit update to short-term forecasts.
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Mutual Fund Cash Holding Models
We first introduce a dynamic programming model where decisions at time t consider their impact on the future. This model is compared to two static models which use myopic policies. The first one is a straightforward simplification of the dynamic model, in the sense that the only difference between them is that the value function will not play a role when a decision is taken. This way,
we are able to measure the importance of the role of the value function, since it adds significant computational burden to solve the problem. The second static model, proposed by Yan (2006) , is even simpler. It does not consider transaction costs and there is no distinction between the two types of demand.
The policy obtained from minimizing the cost is the same as the one obtained from maximizing the profit. Since the original approximate algorithm deals with profit maximization, we use this terminology when describing the models and algorithmic strategies.
The Dynamic Model
We start this section discussing the optimal value functions for the cash holding problem. In section 2, we introduced the state of the system, at time t, before and after the decision is taken, denoted by S t = (W t , R t ) and S x t = (W t , R x t ), respectively. We let V * t (S t ) be the optimal value of being in state S t , where
Similarly, we let V * ,x t (S x t ) be the optimal value of being in post-decision state S x t , where
Equivalently, the optimal value functions can be defined recursively. Using the value functions around the pre-and post-decision states, we break Bellman's equation into two steps:
At time t = T , since it is the end of the planning horizon, V * ,x T (W T , R x T ) = 0. At time t − 1, for t = T, . . . , 1, the value of being in any post-decision state (W t−1 , R If we substitute (3) into (2), we get
For algorithmic reasons, throughout the paper, we only use (4), instead of (3) and (2), i.e., we only consider the value function around the post-decision state. Its main feature is the inversion of the optimization/expectation order in the value function formula. See Powell (2007) , Chapter 4, for a complete discussion of post-decision states.
In order to simplify notation, we will just drop the superscript x in the value function notation.
We perform a qualitative analysis of (4) in order to provide insights about the optimal policy. This analysis is also the foundation for the SPAR-Mutual algorithm.
Even without computing the expectation in (4), given the integrality assumptions on D Thus, disregarding its value at (W t−1 , 0), the function can be identified uniquely by its slopes 
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To describe the policy, we define the following ranges:
Theorem 1. Given a pre-decision state (W t , R x t ), assume (5) for all possible cash levels. Regions R 1 (W t ), R 2 (W t ) and R 3 (W t ) determine a decision rule for the optimization problem
The optimal policy is:
Proof: Proof of theorem 1. For any pre-decision state (W t , R t ), the optimal decision x * t for (6) is the same as the optimal decision x * t of the following linear problem:
Note that even without imposing integrality, each component of y and z is either equal to 0 or 1. Each y i = 1, for i = 1, . . . , M , represents the decision to transfer one dollar from the portfolio to the bank account. On the other hand, each z j = 1, for j = 1, . . . ,R represents the transfer of one dollar from the bank account to the portfolio. Moreover, given (5), if for some i, y * i = 1 then y * i = 1 for all i < i, y * i = 0 for all i > i and the entire vector z is equal to 0. Furthermore, if for some j, z * j = 1 then z * j = 1 for all j < j, z * j = 0 for all j > j and the entire vector y is equal to 0. This follows the logical reasoning that if money is transferred from the portfolio to the bank account it makes no sense to transfer money from the bank account to the portfolio.
M is reached. Symmetrically, ifR ∈ R 3 (W t ), then the optimal vector y * is equal to zero and z * j = 1 for all j such that γv t (W t ,R − j) < −ρ tr , that is, we keep transferring money to the portfolio while the transaction cost is smaller than the marginal value of having one less dollar in cash or until there is no more cash to be transferred. Finally, ifR ∈ R 2 (W t ), then y * = 0 and z * = 0, since the transaction cost is too high to justify any transfer of money, proving rules 1-3.
We next give an expression for the optimal slopes and show that they are monotonically decreasing, a property that we exploit in the SPAR-Mutual algorithm. This property not only accelerates the rate of convergence of the algorithm, but it is also central to its pure exploitation nature, resulting in a simpler and faster procedure.
Theorem 2. For t = T, . . . , 1 and all states (W t−1 , R x t−1 ), the optimal slopes are given by
wherê G(W t , R t , v * Moreover, the optimal slopes are monotone decreasing in the cash level dimension, that is,
implying concavity of the optimal value function.
The proof of Theorem 2 is given in the appendix.
The Static Models
In our first static model, given the time period t and the pre-decision state (W t , R t ), the objective is to find a decision that maximizes the expected profit in the next time period, where the profit is the negative of the cost given by (1). The second model is similar to the one proposed in Yan (2006). It does not consider transaction costs and there is no distinction between the two types of demand. Because of the latter simplification, the finance and the shortfall costs are collapsed together. As in the first static model, given the time period t and the pre-decision state (W t , R t ), the objective is to find a decision that maximizes the expected profit in the next time period, where the expression for the profit takes into consideration the simplifications mentioned above.
be the net flow of money. For the first and second model, the optimal decision x * t is thus found by solving, respectively, the maximization problems:
The optimal decision for the static models is obtained in a similar fashion as the optimal decision for the dynamic model at time period T −1, since no downstream effects are taken into consideration at the end of the planning horizon T . Therefore, our procedure to determine the optimal decision for the static models follows the reasoning of the proof of Theorem 1, i.e., we make the decision comparing the transaction cost with the marginal value of transferring one dollar to/from the bank account.
Given the pre-decision state (W t , R t ), let f 1 (W t , R x t ) and f 2 (W t , R x t ) denote the marginal value of transferring one dollar to the bank account for the first and second static models, respectively, when the cash level is R (8) and (9), we can easily obtain
where
. Symmetrically, the marginal value of transferring one dollar from the bank account is given by −f 1 (W t , R x t ) and
The optimal decision for the first model can be found using the procedure:
Since there is no transaction cost involved in the second model, its solution is determined using a similar procedure, replacing ρ tr by zero and
The Approximate Dynamic Programming Approach
The main idea of the algorithm is to construct concave and piecewise linear function approximations
) over the iterations. At each iteration, our decision function looks like
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is the piecewise, linear value function approximation computed using information up through iteration n − 1. We now see that our policy is parameterized by the slopesv n−1 t (W t , r), r = 1, 2, . . . for each possible value of W t . Thus, when we refer to a policy π, we are actually referring to a specific set of slopes.
The catch is that the algorithm does not try to learn the slopes for the whole state space, only for parts close to optimal cash levels, which are determined by the algorithm itself. Figure 1 illustrates the idea.
Optimal value function and the constructed approximation
At each iteration n and time t, instead of computing the expectation in (4), the algorithm observes one sample realization of the information vector. After that, the sample realization and the current value function approximation are used to take a decision x n t , leading the system to a post-decision state. Sample information around the new post-decision state is gathered and is used to update the approximate slopesv n−1 t−1 . A projection operation is then performed in case a violation of the concavity property occurs.
The SPAR-Mutual Algorithm
Before we present the algorithm, some notation is necessary. A general post-decision state at t is denoted by S x t or (W t , R x t ). The two of them are used interchangeably. We use S x,n t to denote the actual post-decision state visited by the algorithm at iteration n and time t. The same notation convention holds for the pre-decision states. At iteration n and time t, the actual decision taken by the algorithm is denoted by x n Article submitted to Management Science; manuscript no.
STEP 0: Algorithm initialization:
STEP 0b: Pick N , the total number of iterations.
STEP 0c: Set n = 1.
STEP 1: Planning horizon initialization: Observe the initial cash level R x,n −1 .
Do for t = 0, . . . , T :
and D s,n t .
STEP 3: Compute the pre-decision cash level:
STEP 4: Slope update procedure:
STEP 4b: For all possible states S x t−1 :
STEP 4c: Perform the projection operationv
. See (10).
STEP 5: Find the optimal solution x n t of max
STEP 6: Compute the post-decision cash level: R
STEP 7: If n < N increase n by one and go to step 1. Else, returnv N .
Figure 2 SPAR-Mutual Algorithm
corresponding slopes are denoted byv
We refer interchangeably to the value function itself and to its slopes.
The SPAR-Mutual algorithm is presented in figure 2. As described in Step 0, the algorithm inputs are piecewise linear value function approximations represented by their slopesv
The initial slopes must be decreasing in the cash level dimension. A slope vector that is equal to zero for all states and time periods is a valid input. Since we know that v * T (W T , R Before the decision at time period t is taken, the algorithm uses the sample information to update the slopes of time period t − 1. Steps 4a-4c describes the procedure and figure 3 illustrates it. We first observe slopes relative to the post-decision states (W . We have thatᾱ
x,n t +1} ), where 0 < α n t ≤ 1 and α n t can depend only on information that became available up through iteration n and time t. For example, it is valid to use α
where N (S x,n t ) is the number of visits to state S x,n t up until iteration n. The updating scheme may produce slopes that violate the property of being monotonically decreasing. In this case, a projection operation is performed to restore the property and obtain the updated approximation slopesv n t−1 (see Step 4c and figure 3.c).
Next, a decision x n t is made given the current state at time t. This decision is the optimal solution with respect to the current pre-decision state (W n t , R n t ) and value function approximation
Step 5. This decision can be easily calculated following the decision rule described in Theorem 1. We just need to consider the current pre-decision state (W Finally, the post-decision state R x,n t is computed, as in Step 6, and we advance the clock to time t + 1. As the algorithm reaches the planning horizon t = T , if the number of iterations has not reached its limit N , then the iteration counter is incremented, as in Step 7, and a new iteration is Article submitted to Management Science; manuscript no.
3.a: Current approximate function, optimal decision and sampled slopes Concavity violation 
3.b: Temporary approximate function with violation of concavity
3.c: Level projection operation: updated approximate function with concavity restored started from Step 1. Otherwise, the algorithm is finished returning the current slope approximation
We obtain sample slopes by replacing the expectation and the optimal slope v * t in (7) by the sample realization W n t and the current slope approximationv n−1 t , respectively. Thus, for t = 1 . . . , T , the sample slope isv 
As a byproduct of the previous theorem, we obtain the next theorem:
, if the stepsize condition of Theorem 3 is satisfied, then, with probability one, x * t is an optimal solution of max
Equation (12) implies that the algorithm has learned an optimal decision for all states that can be reached by an optimal policy. This implication can be easily justified as follows. We start with and each accumulation
is a pre-decision cash level that can be reached by an optimal policy. Once again, (12) tells us that the accumulation points x
The Infinite Horizon Cash Holding Problem
The infinite horizon problem arises when we believe that the exogenous information processes (prices, interest rates, deposits and redemptions) are stationary. The only change is that we drop the indexing by time of all variables. We adjust the algorithms to the infinite horizon case in a fairly straightforward way. For the static models, we use the procedure described in section 4, dropping the time index.
The ADP algorithm for the infinite horizon case is similar to the SPAR-Mutual algorithm described in figure 2 , except that we do not loop over the different time periods and again the time index is dropped. The modified SPAR-Mutual algorithm for the infinite horizon method brings a nice twist. It can be considered an online algorithm, in the sense that probability distributions do not need to be known or estimated. For the finite horizon case, the sample realizations for the interest rate, rate of return, deposits and withdrawals are obtained from a sample generator that follows a known distribution. On the other hand, actual daily historical values of the interest rate, rate of return, inflow money and demand for redemption can be used for the infinite horizon case, without any need to estimate the probability distribution underlying them. Moreover, as new daily information becomes available, it can be used to update the current slope approximations. We do not have a proof of convergence for this online algorithm, but we show that the policies produced by this algorithm outperform the static ones.
Numerical Experiments
The purpose of this section is to analyze the behavior of the different algorithmic approaches. We study the effect of discretization on CPU time and solution quality for the exact and the ADP algorithms. Moreover, we quantify how much we gain by considering the impact a decision has on the future, instead of just using a myopic policy. Finally, for the infinite horizon case, we can observe the behavior of an online algorithm and the errors incurred in constructing probability distributions and estimating their parameters.
We want to make sure we compare the algorithmic strategies when they are applied to realistic environments. To achieve this goal, the probability distributions are estimated using real data, Article submitted to Management Science; manuscript no.
including bank prime loan rates, rates of return of top performing funds, total asset values and redemption rates of a broad range of funds.
We start by describing the instances considered and the data used to construct them. After that, we discuss implementation details. We then present and analyze the results for the finite and infinite horizon cases.
Problem Instances
We start with the interest rate models. The Vasicek and the Cox-Ingersoll-Ross (CIR) processes are commonly used to model interest rates (Cairns (2004) ). The processes are described by dr t = α(µ − r t )dt + σdB t and dr t = α(µ − r t )dt + σ √ r t dB t , respectively, where r t represents the interest rate process, B t is a standard Brownian motion and α, µ and σ are parameters that must be estimated. We used discrete time versions of these models, capturing the behavior that decisions are made once each day. Thus, we use r t+1 = r t + α(µ − r t )∆ t + σ √ ∆ t Z t and
respectively, where Z t is normally distributed with mean 0 and variance 1, and ∆ t is the length of a single day (in whatever units we are measuring time).
We applied the maximum likelihood estimation (MLE) method to fit these parameters, using weekly prime rate historical data (from July, 2001 to June, 2006) from the Federal Reserve Board website 2 , as bank prime loan is one of several base rates used by banks to price short-term business loans.
For the portfolio rate of return, we used the Vasicek process to model the rate of return. We consider nine different sets of funds. Each set represents a market capitalization category (large, mid, small cap) and a style (blend, growth, value). Moreover, each set is composed of the 10 best performing funds in the given category/style over the past three years according to Yahoo Finance 3 .
We identify each set using the first letter of the corresponding category/style. For example, LB represents the set of large blend funds. we approximate the redemption amount for each instance over this period by multiplying their total net assets by the redemption rate. The resulting redemption amount is displayed in figure   4 .b. Since the cash holding problem objective value is directly related to the redemption amount involved, we can use the numbers in 4.b to quantify the actual amount of dollars that can be saved when each algorithmic strategy is employed to produce a policy.
Finally, we picked the transaction cost ρ tr and the shortfall cost ρ sh to be equal to .1% and .2%, respectively. For the finite horizon case, the planning horizon is set to T = 5 working days.
Implementation Issues
One of our goals is to compare the performance of an ADP-based algorithm to an exact solution obtained using traditional backward dynamic programming methods. This requires that we address Article submitted to Management Science; manuscript no. the fact that the interest rate and rate of return processes are unbounded and continuous, but an exact solution requires that they be bounded and discrete.
To obtain an exact solution, we had to create a discretized version of the interest rate and return processes. We did this by first discretizing and truncating the exogenous changes to interest rate and return processes. Using this modified process, we created a probability distribution for these processes that reflected both the discretization and the truncation. We then chose the finest level of discretization that could be solved with reasonable execution times (we allowed run times to span days), and defined this to be the exact solution. This solution could then be compared to solutions obtained using backward dynamic programming for coarser levels of aggregation, as well as solutions obtained using the SPAR-Mutual algorithm.
When using the SPAR-Mutual algorithm, we simulated the original continuous state (that is, the interest rate and returns -movements of cash were always assumed to occur in discrete quantities).
Sample observations of changes in interest rates and returns were generated by either using the original continuous distributions or sample observations from history (without discretization). Only the value function approximation was discretized. This strategy allowed us to estimate the errors produced using approximate dynamic programming in a realistic setting, but we still compared our performance against an "exact" model which assumed a very fine level of discretization.
Here, ν m = 10/(10 + m) is a stepsize formula.
The other ingredient to faster rates of convergence is the choice of discretization increments. It is intuitive to expect that coarser discretization increments (smaller state space) lead to faster rates of convergence in the initial iterations but poorer results in the long run, while finer discretization increments (larger state space) lead to slower rates of convergence in the initial iterations but more accurate results in the long run. The reasoning behind this intuition is that, when the discretization is fine, in the initial iterations, most of the state space (in the information dimension W t ) does not have enough observations to produce a reasonable slope approximation. Since the SPAR-Mutual
algorithm depends on the slope approximation to make a decision and this decision determines the further course of the algorithm, the rate of convergence can suffer from this lack of information.
We start the SPAR-Mutual algorithm (for the infinite horizon case) considering a coarse discretization increment for the rate of return. Then, after N 1 iterations, we switch the discretization increment increasing by a factor of two the state space. We repeat the same procedure after N 2
and N 3 iterations. The values of N 1 , N 2 and N 3 are a rough estimate of the number of iterations necessary to observe a wide spectrum of values of W t .
We close this section describing how the numerical experiments were conducted. All the algorithms were implemented in Java, on a 3.06 GHz Intel P4 machine with 2 GB of memory running
Linux. In order to evaluate the policies generated by the different algorithmic strategies, we created, for each instance, a unique testing set. For the finite horizon case, the testing set consists of 1000 different sample paths that were randomly generated following the processes described in section 7.1. For the infinite horizon case, the testing set consists of actual daily prime rate and rate of returns from July, 2005 to June, 2006. It is worth mentioning that the testing set is not used as part of the sample data required to learn the slopes.
Unless otherwise noted, we adopt as optimal the policy obtained using traditional dynamic programming with discretization increments .001 and .0001 for the interest rate and rate of return, respectively. For i = 1, . . . , 1000, letF π i be the value of following policy named π for the i th sample path ω i in the testing set, given bȳ
LetF * i be the value of following the optimal policy labeled by π * . Moreover, when the approximate algorithms are considered, we add the superscript n to the notation, indicating thatF n i is measuring the policy obtained after n iterations of the algorithm. In order to take into account the randomness involved in the approximate approaches, the policy considered to obtainF n i is in fact an average over 10 runs of the SPAR-Mutual algorithm, each starting with a different random seed.
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Finally, we measure our distance from the optimal policy using
We note that it is possible forF n i to be negative since one of the costs of holding cash is the lost return from not having the money properly invested. This cost can be negative during a market downturn, when we actually make money relative to the market.
Finite Horizon Results
We start by presenting the optimal value function (figure 5.a) and its corresponding slopes (figure 5.b) for time period t = 0 and a fixed interest rate when instance LB is considered.
5.a -Optimal Value Function 5.b -Corresponding Optimal Slopes
Figure 5 Initial time period and fixed interest rate -Instance LB Figure 5 .b also shows the three regions considered in theorem 1 as well as the planes that define them. Note that as the rate of return decreases the thresholds between Regions I (R 1 (W t )) and II (R 2 (W t )) and between Regions II and III (R 3 (W t )) increase, indicating that more cash should be held. This is consistent with the intuition that lower opportunity costs and market timing when the return is low lead to more cash holdings. Region II represents the main role played by the transaction cost ρ tr . When the cash level is in this region, it means that moving money from/to the portfolio is not justified, since the transaction cost ρ tr is too high compared to the marginal gain of increasing/decreasing the cash level.
Although not depicted in the figure, the interest rate plays a less significant role in the cash holding decision. When the interest rate is increased, the optimal slopes increase slightly, indicating that it is a little bit more valuable to hold cash. It is consistent with the intuition that higher financial costs lead to higher cash balances. Table 2 presents the percentage distance from the optimal policy for static and ADP approaches.
The ADP algorithm was run for 300 thousand iterations and the reported results are for the last iteration. The discretization increment for the interest rate was .001 and for the rate of return was .0005. Table 2 Static and ADP approaches -Distance from optimal Figure 6 shows the rate of convergence as a function of CPU time and as a function of number of iterations for the large style funds. These graphs illustrate that the algorithm has very fast initial convergence with a long tail. However, the convergence path is quite stable. Rate of convergence of the SPAR-Mutual algorithm for large style funds
The substantial gap between the two static methods shows that the second model is oversimplified and indicates that it is important to distinguish the two types of demand (individual and institutional) in addition to considering transaction costs. Traditional dynamic programming has running times comparable with the ADP approach when the discretization level (the discretization of prices and interest rates) is .005. However, the accuracy of its policy is inferior to the one Article submitted to Management Science; manuscript no.
produced by an ADP algorithm.
Infinite Horizon Results
In the finite horizon case, we compared the performance of different algorithms using an assumed probability distribution for the portfolio return and interest rates. In the infinite horizon case, the ADP algorithm is applied without any knowledge of the distributions, since actual data can be used in an online learning setting. By contrast, the exact infinite horizon model and the static model require that parameters first be estimated from the model. Actual data is also used to measure the policies, independently of the algorithm. Therefore, modeling and fitting the parameters of the underlying distributions does introduce errors in the resulting policies when value iteration and the static approaches are considered. Table 3 Percentage increased cost produced by the static models relative to the ADP approach from July,
to June, 2006
We can infer from this table that the savings using a dynamic policy instead of a static one were even more dramatic for the infinite horizon case. Other than the intrinsic dynamic versus static factor we can infer that the main reason behind the bigger difference is modeling errors.
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We conclude that real gains can be observed when an online algorithm is used instead of one that requires the estimation of the underlying distributions.
Insights and Conclusions
We proposed static and dynamic models for the mutual fund cash balance problem as well as algorithmic strategies to solve them. We were able to develop a provably convergent approximate dynamic programming algorithm that replaces the computation of expected values with the observation of sample realizations. Moreover, in an infinite horizon environment, our approach is an online algorithm that requires no estimation of probability distributions.
We were able to show experimentally that the SPAR-Mutual approximate dynamic programming algorithm delivers policies very close to the optimal ones in a short amount of time. Moreover, it is very robust relative to state space size, eliminating the curse of dimensionality. For the infinite horizon case, the SPAR-Mutual algorithm does not require the knowledge of the underlying probability distributions, eliminating the errors introduced by model selection and parameter estimation.
We proved that the optimal value functions are piecewise linear and concave in the cash level dimension, implying that dealing with the monotone decreasing value function slopes is equivalent to dealing with the function itself. This structural result allowed us to prove in a very intuitive way that the optimal policy does not produce transactions unless the cash level falls outside of a specific range. However, this range depends on the performance of the market and, to a lesser degree, interest rates.
We found that the rate of return is more influential than the interest rate when making a decision.
Furthermore, transaction costs and differentiating redemptions originating from institutional and retail investors are two factors that should be taken into consideration when solving the problem, as the policy obtained from the model that disregards these factors is inferior to the policies produced by the models that do consider them. Finally, dynamic policies outperform static ones by a significant margin, implying that the downstream effect of the decisions does play an important role and the increased computational burden introduced with the consideration of the value functions does pay off.
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We prove the theorem using a backward induction on t. We start with t = T − 1. By definition, we have In order to obtain (7), we plug in (4) in the definition of v * t−1 . Since the first three terms of the cost function C t (W t , R t , x) are independent of the decision x, the first three terms of (7) are obtained in the same fashion as we did for t = T − 1. The last three terms of (7) 
