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SPACE QUASI-PERIODIC STANDING WAVES FOR
NONLINEAR SCHRO¨DINGER EQUATIONS
W.-M. Wang
Abstract. We construct space quasi-periodic standing wave solutions to the nonlinear
Schro¨dinger equations on Rd for arbitrary d. This is a type of quasi-periodic nonlinear
Bloch-Floquet waves.
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1. Introduction to the Theorem
Consider the nonlinear Schro¨dinger equations (NLS) on Rd:
i
∂
∂t
U = −∆U − |U |2pU, (1.1)
where p ≥ 1 and p ∈ N is arbitrary; U is a complex valued function on R×Rd. In this
paper, we seek standing wave solutions of the form
U(t, x) = e−iEtu(x), (1.2)
where E ∈ R, and u is even and quasi-periodic in each xk, k = 1, 2, ..., d, given by a
quasi-periodic cosine series:
u(x) = u(x1, x2, ..., xd) =
∑
j1,j2,...,jd
uˆ(j1, j2, ..., jd)
d∏
k=1
cos(jk · λk)xk, (QP)
where for each k ∈ {1, 2, ..., d}, jk ∈ Z
2 and λk ∈ (1/2, 3/2)
2. The λk’s are the
parameters in the problem, and are assumed to be irrational, satisfying
‖jk · λk‖T 6= 0, (D)
for all jk 6= 0, where ‖ · ‖T denotes distance to the integers. We note that the quasi-
periodic series (QP) reduces to a periodic cosine series if jk and λk are one dimensional:
jk ∈ Z and λk ∈ (1/2, 3/2) for k = 1, 2, ..., d. For example, setting λk = 1 for all k,
leads to a periodic series with period 2π in each directions. In that case, solutions
with more general time dependence, the time quasi-periodic solutions, are known to
exist from e.g., [W1], cf. also [W2].
Substituting the Ansatz (1.2) into (1.1) yields the following stationary, nonlinear
elliptic problem:
−∆u− |u|2pu = Eu. (1.3)
For u ∈ H1(Rd) with a fixed L2(Rd) norm, there is a well established variational
structure under appropriate conditions on p: E is a Lagrange multiplier and (1.3) are
the minimizers for the energy functional:
E(U) =
∫
Rd
dx[
1
2
‖∇U‖2 −
1
2p+ 2
|U |2p+2].
Localized standing wave solutions are well known from the works of, for example,
Cazenave and Lions [CL]. (Cf. also the references therein.) The u’s given by (QP),
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however, are only in L∞ and solving (1.3) produces space quasi-periodic nonlinear
Bloch-Floquet waves, which are de-localized. (For quasi-periodic linear Bloch-Floquet
theory in one dimension, see e.g., [DS, E], cf. also [K] for linear quasi-periodic ground
states in arbitrary dimensions.)
Remark. For the purpose of this paper, the sign of the nonlinear term is unimportant,
i.e., it can be focusing or defocusing. (See the remark after the Theorem.) Functions
that are even under xk → −xk, for all k = 1, 2, ..., d, form an invariant subspace for
(1.3). Here we seek solutions u in this subspace given by the series in (QP).
To simplify notations, define
(j · λ)2 :=
d∑
k=1
(jk · λk)
2, (1.4)
where j = (j1, j2, ..., jd) ∈ Z
2d and λ = (λ1, λ2, ..., λd) ∈ (1/2, 3/2)
2d.
Let
U˜ = ae−i(j˜·λ)
2
t
d∏
k=1
cos(j˜k · λk)xk, (1.5)
where a ∈ R and j˜ ∈ Z2d. (If j˜ = 0, U˜ = aei|a|
2pt trivially solves (1.1).) Then U˜
satisfies the linear equation:
i
∂
∂t
U˜ = −∆U˜ ; (1.6)
and
u˜ = a
d∏
k=1
cos(j˜k · λk)xk (1.7)
satisfies
−∆u˜ = E˜u, (1.8)
with
E˜ = (j˜ · λ)2. (1.9)
Our main result is
Theorem. For every solution to the linear equation (1.6) in the form (1.5)
U˜ = ae−i(j˜·λ)
2
t
d∏
k=1
cos(j˜k · λk)xk,
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where a ∈ R and j˜ ∈ Z2d, there is a set in λ, Λ ⊂ (1/2, 3/2)2d satisfying
meas Λ ≥ 1−O(|a|p/2),
provided |a| ≪ 1 . If λ ∈ Λ, then there is a solution U , bifurcating from U˜ , to the
nonlinear equation (1.1) in the form (1.2, QP):
U(t, x) = e−i[(j˜·λ)
2
+O(|a|2p)]t[a
d∏
k=1
cos(j˜k · λk)xk +O(|a|
p)].
The nonlinear eigenvalue E, as a function in λ, is C1 on (1/2, 3/2)2d.
Remark. For notational simplicity we have taken λi, i = 1, 2, ..., d, to be two-dimensional.
The Theorem holds for higher dimensional λi, i = 1, 2, ..., d, with essentially the same
proof. The set Λ is a Cantor set (of positive measure). Since a is small, the same
Theorem holds if the nonlinearity enters with a plus sign (defocusing).
1.1. Some background. Most of the results in the literature on (1.1) or (1.3) are
for u, which are fast decaying or periodic in Rd. To our knowledge, the above Theorem
is the first such result on global in time, non-decaying solutions u which do not have
an underlying translation symmetry group. (Cf. Moser [M] for an iterative method
in the space periodic setting, i.e., on the quotient space L2(Rd/Zd) := L2(Td).) It is
periodic in time (with only the basic frequency), quasi-periodic in space and exists in
arbitrary dimensions. The Theorem shows that under appropriate conditions, every
small even generalized eigenfunctions of the linear operator in (1.8) bifurcates to an
eigenfunction of the nonlinear operator in (1.3), after small deformation.
Generally speaking, due to the non-compact Rd setting, there are very few known
results on space quasi-periodic solutions to nonlinear partial differential equations. In
one dimension, Damanik and Goldstein proved the global existence and uniqueness to
Cauchy problems for the KdV equation with small quasi-periodic initial data [DG].
Their method, however, seems to hinge on the integrable structure. It is noteworthy
that the Cauchy solutions in [DG] are almost-periodic in time (and quasi-periodic in
space). This result in fact motivated us to seek space quasi-periodic solutions in a more
general setting, albeit with simpler time dependence, as in the Theorem. Note also
that equation (1.1) is used to study Bose-Einstein condensation, cf. e.g., [LOSK], and
is usually called the Gross-Pitaevskii equation, when seeking non-decaying solutions.
One may pose similar questions for nonlinear difference equations, for example,
for the Frenkel-Kontorova model, studied in Aubry-Mather theory, cf. e.g., [EFRJ]
for its physical origin and [SdlL, GPT] for KAM-type results in one dimension. The
method proposed here could be applicable, providing space quasi-periodic solutions in
arbitrary dimensions, corresponding to sliding.
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1.2. Ideas of the proof. Since u˜ is real, we may seek real solutions u to (1.3). Use
diag · to denote a diagonal matrix. Substituting (QP) into (1.3) leads to the nonlinear
matrix equation on ℓ2(Z2d):
diag (
d∑
k=1
(jk · λk)
2 − E)uˆ− (uˆ)∗2p ∗ uˆ = 0;
with the linearized operator being
H = diag (
d∑
k=1
(jk · λk)
2 −E)− (2p+ 1)(uˆ)∗2p ∗ .
To fix ideas, set uˆ = uˆ(0). H is then quasi-periodic in d-dimensions on diagonal plus
a convolution operator. The issue is to control the inverse of H. The main difficulty
here is that for d > 1, Diophantine conditions on λ do not suffice. The problem is
more geometric, and we use the semi-algebraic technique developed by Bourgain in the
study of Anderson localization [B3] to do the linear analysis. This is different from the
space periodic setting in [W1], cf. also [W2], where the quasi-periodicity is in time,
which is one dimensional. Diophantine conditions together with eigenvalue variations
suffice for the linear analysis. (The main work in [W1, 2] is to extract parameters from
the nonlinear term, in order to vary the frequencies. By contrast, here the frequencies
λ are the given parameters.)
Once we have good control on the inverse of H, the nonlinear analysis proceeds
using a Newton iteration, based on Chap. 18 of [B2], cf. [BW, W1, 2]. This part
is rather standard and, in fact, shares many common features with other KAM-type
schemes.
Remark. The nonlinear analysis here is, in fact, simpler, since the “dynamical vari-
ables” are the space variables j ∈ Z2d; there is no modulation to the frequency λ.
Acknowledgement. It is a pleasure to thank T. Spencer and R. de la Llave for discus-
sions.
2. Green’s function estimates in (θ1, θ2, ..., θd)
Returning to the problem at hand, we seek solutions U close to U˜ in the form (1.2)
and (QP), seeking real u leads to the nonlinear matrix equation on ℓ2(Z2d):
diag (
d∑
k=1
(jk · λk)
2 − E)uˆ− (uˆ)∗2p ∗ uˆ = 0. (2.1)
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2.1. Lyapunov-Schmidt decomposition. We use a Newton scheme to solve (2.1),
using as initial approximation u(0) = u˜ in (1.7) and E(0) = E˜ = (j˜ · λ)2 in (1.9). In
the matrix notation of (2.1), uˆ is a column vector and uˆ(0) is the column vector with
uˆ(0)(j) = a/2d, if jk = ±j˜k, k = 1, 2, ..., d, and 0 otherwise. Below, since we only work
with uˆ, we slightly abuse the notation and write u for uˆ. We may also assume a > 0,
as if u is a solution, then so is −u.
Let
S = {±j˜k, k = 1, 2, ..., d}. (2.2)
Writing (2.1) as
F (u) = 0, (2.3)
the equations are divided into the Q-equations:
F (u)|S = 0; (2.4)
and the P -equations:
F (u)|Z2d\S = 0. (2.5)
The amplitudes on the set S are held fixed:
u|S = a/2
d; (2.6)
while the Q-equations are used to solve for E. Due to symmetry, the 2d equations in
(2.4) are the same, yielding
E = (j˜ · λ)2 − (2d/a)(u)∗2p+1|j˜ . (2.7)
So, for example, the first iteration gives
E(1) = (j˜ · λ)2 − (2d/a)(u(0))∗2p+1|j˜. (2.8)
Substituting the result in (2.7) into the P -equations (2.5), we use a Newton scheme
to solve for u on Z2d\S. For simplicity, omitting the subindex Z2d\S from now on, we
have formally,
∆u = [F ′(u)]−1F (u), (2.9)
where F ′(u) is the linearized operator:
F ′(u) = diag (
d∑
k=1
(jk · λk)
2 − E)− (2p+ 1)(u)∗2p ∗ . (2.10)
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Generally speaking, the idea is to start with the initial approximation (u(0), E(0))
as in (1.7, 1.9) and to iterate the Newton scheme, with each iteration i resulting in
an approximate solution (u(i), E(i)), after appropriate excisions in λ; and as i → ∞,
(u(i), E(i)) converges to a solution (u, E) to (1.3). Hence U in (1.2)-(QP) is a solution
to (1.1) for a subset of λ.
Remark. We note that the above P and Q-equations are decomposed according to the
Fourier support of u˜, S, and uses the condition (D). The Q-equations are resonant, as
the diag in (2.10) is 0 on S, when E = E˜; while the P -equations are non-resonant.
2.2. Invertibility of the linearized operators. From (2.9), the invertibility of F ′
is central to the Newton iteration. Since we seek solutions close to u(0), which is only
supported on S, we adopt a multiscale Newton scheme. The idea is as follows.
At each iteration i, choose an appropriate scale N and estimate [F ′N ]
−1, where F ′N
is F ′ restricted to
[−N,N ]2d ⊂ Z2d. (2.11)
We call the [F ′N ]
−1, the Green’s functions. To facilitate the estimates, add d auxiliary
variables
θ1, θ2, ..., θd,
to F ′ and define:
F ′(θ1, θ2, ..., θd) := diag (
d∑
k=1
(jk · λk + θk)
2 − E)− (2p+ 1)(u)∗2p ∗ . (2.12)
Denote (θ1, θ2, ..., θd) by θ ∈ R
d. We first make estimates on F ′N (θ) in θ and then use
the covariance with respect to the Z2d action on Rd:
(θ1, θ2, ..., θd) 7→ (θ1 + j1 · λ1, θ2 + j2 · λ2, ..., θd + jd · λd), (2.13)
to deduce estimates for
[F ′N (θ = 0)]
−1 := [F ′N ]
−1,
the Green’s functions used in the Newton scheme (2.9).
2.3. The (θ1, θ2, ..., θd) estimates. Denote the linearized operator F
′ by T ; and F ′N ,
TN . The goal of this section is to estimate the Green’s functions T
−1
N (θ) for all N
in “a large set” in θ ∈ Rd, after appropriate excisions in λ ∈ (1/2, 3/2)2d. Since d is
arbitrary, the geometry of the sets in θ = (θ1, θ2, ..., θd) comes into play. Diophantine
conditions, i.e., quantitative versions of (D), generally do not suffice, and we shall use
the semi-algebraic set technique developed by Bourgain in [B3], cf. Chap. 9 [B2]. For
that purpose, we need that u(i) and E(i) are algebraic in λ and control their degrees.
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To begin with, u(0) does not depend on λ (recall that u(0) now stands for uˆ(0)), and
from (1.9), (2.8), E(0) and E(1) are both quadratic polynomials in λ.
In this section, we assume what is needed on u and E in (2.10) from the nonlinear
analysis, in order to estimate the Green’s functions. Later in sect. 3, we verify these
assumptions along the nonlinear construction.
Let us first define semi-algebraic set.
Definition. A set S is called semi-algebraic if it is a finite union of sets defined
by a finite number of polynomial equalities and inequalities. More specifically, let
P = {P1, P2, ..., Ps} ⊂ R[x1, x2, ..., xn] be a family of s real polynomials of degree
bounded by κ. A (closed) semi-algebraic set S is given by an expression
S =
⋃
j
⋂
ℓ∈Lj
{Pℓsjl0}, (S)
where Lj ⊂ {1, 2, ..., s} and sjl ∈ {≥,=,≤} are arbitrary. We say that S as introduced
above has degree at most sκ and its degree B is the minimum sκ over all representations
(S) of S.
The following is a special case of Theorem 1 in [Ba], cf. Theorem 9.3 in Chap. 9
[B2].
Lemma 2.1. Let S ⊂ Rn be as in (S). Then the number of connected components of
S does not exceed O(sκ)n.
The two properties of semi-algebraic sets that play a central role here are the Tarski-
Seidenberg principle, which states that the projection of a semi-algebraic set of Rn onto
R
n−1 is semi-algebraic; and the Yomdin-Gromov triangulation theorem of these sets.
They are both stated in [B3], cf. the references therein. We do not repeat them here,
except their consequences. A first consequence is the following lemma, cf. Corollary
9.6 in Chap. 9 [B2], which will be used in the nonlinear construction in sect. 3:
Lemma 2.2. Let S ⊂ [0, 1]n be semi-algebraic of degree B. Let ǫ > 0 be a small
number and measn < ǫ
n. Then S may be covered by at most BC(1/ǫ)n−1 balls of
radius ǫ.
Our main goal is to prove the following.
Main Lemma. Assume that 0 < a≪ 1, u, and E as in (2.7), are rational functions
in λ on an interval I ⊆ (1/2, 3/2)2d. Assume further that there exists N0 = N0(a)≫ 1,
such that
deg u . e(logN0)
4
, (2.14)
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|u(j)| ≤ ae−α|j|, j ∈ Z2d, α > 0; (2.15)
and
deg E . e(logN0)
4
. (2.16)
For all N ≥ N0, there exists AN ∈ (1/2, 3/2)
2d, a semi-algebraic set of
deg AN ≤ N
4d, (2.17)
satisfying
meas AN ≤ a
p. (2.18)
For any λ ∈ I\AN , there exists a subset ΘN ⊂ R
d, whose sectional measures satisfy
meas [θi|∀fixedθk, k 6= i; θ ∈ ΘN ] ≤ e
−Nτ (τ > 0), (2.19)
for all i = 1, 2, ..., d. If θ /∈ ΘN , there are the estimates:
‖[TN (uˇ)(θ)]
−1‖ ≤ eN
σ
, 0 < τ < σ < 1, (2.20)
where ‖ · ‖ denotes operator norm on ℓ2(Z2d),
|[TN (uˇ)(θ)]
−1(j, j′)| ≤ e−β|j−j
′|, ∀|j − j′| > N/10, (0 < β < α), (2.21)
for all uˇ satisfying
‖uˇ− u‖ ≤ min {e−αˇN0 , e−αˇ(logN)
2/τ2
}, αˇ > α > 0, (2.22)
where ‖ · ‖ denotes ℓ2(Z2d) norm, and (2.15); Eˇ satisfying
|Eˇ −E| ≤ min {e−αˇN0 , e−αˇ(logN)
2/τ2
}, αˇ > α > 0, (2.23)
and rational with
deg uˇ, Eˇ . e(logN)
4
. (2.24)
We remark that, as mentioned earlier, for the nonlinear construction, the linearized
operators TN at different scales N are evaluated at different approximate solutions.
The more general estimates in (2.20)-(2.24) and the double exponential convergence of
the Newton scheme will permit this perturbation in sect. 3. Note that the algebraic in
λ requirement on u and E for the linear analysis is due to quasi-periodicity in space,
this is different from Chaps. 19, 20 in [B2] and [W1, 2], which are space periodic and
the algebraic dependence is only needed in the nonlinear analysis.
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2.4. Proof of the Main Lemma. The proof is very similar to the proof of Proposi-
tion 2.2 in [B3], which relies on Lemmas 1.18 and 1.20, so we will mainly indicate the
few points which need to be modified. Lemma 1.18 remains applicable here, as stated
below.
Lemma 2.3. Let A ⊂ [0, 1]n+r be semi-algebraic of degree B and such that
for each t ∈ [0, 1]r, measnA(t) < η, η > 0. (2.25)
Then
A := {(x1, x2, ..., x2r)|A(x1) ∩ ... ∩ A(x2r) 6= ∅} ⊂ [0, 1]
n2r (2.26)
is semi-algebraic of degree at most BC and measure at most
ηr = B
Cηn
−r2−
r(r−1)
2 (2.27)
with C = C(r) > 1.
Lemma 2.3 is a variable reduction lemma, eliminating the r-dimensional variable t.
It is worth noting that 2r copies of A are used. In our application, the set A is the set
in (λ, θ), so n = 2d and r = d. The lemma will be used to eliminate the d-dimensional
auxiliary variable θ. However, the measure in (2.27) is in n2r = (2d)2d dimensions,
while we need measure estimates in λ which is 2d dimensional. Lemma 1.20 in [B3]
serves this purpose.
Due to the Z2d action in (2.13), Lemma 1.20 is slightly modified and we have the
following:
Lemma 2.4. Let A ⊂ (1/2, 3/2)2dr be a semi-algebraic set of degree B and
meas2drA < η.
Let λi ∈ (1/2, 3/2)
2, i = 1, 2, ..., d, and
λ = (λ1, λ2, ..., λd) ∈ (1/2, 3/2)
2d.
Let ji ∈ Z
2, i = 1, 2, ..., d, and
j = (j1, j2, ..., jd) ∈ Z
2d.
Denote
jλ := (j1 · λ1, j2 · λ2, ..., jd · λd) ∈ R
d.
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Let J1, J2, ..., Jr−1 ⊂ Z
2d be finite sets with the following property:
min
1≤s≤d
(max(js,1, js,2)) > [B max
1≤s≤d
(max(ks,1, ks,2))]
C , (2.28)
if j ∈ Ji and k ∈ Ji−1, i = 2, ..., r− 1, and where C = C(d, r). Assume also
1
η
> max
j∈Jr−1
|j|C . (2.29)
Then
meas {λ ∈ (1/2, 3/2)2d|(λ, j(1)λ, ..., j(r−1)λ) ∈ A for some j(i) ∈ Ji}
<BCδ,
(2.30)
where
1
δ
= min
j∈J1
min
1≤s≤d
(max(js,1, js,2)). (2.31)
Proof. The proof becomes the same as that of Lemma 1.20 in [B3] after replacing ns
by max(js,1, js,2) in the corresponding lines of argument. 
Proof of the Main Lemma. Choose N0 = | log a|
s for some s > 1. Set i = 1 and
A =
d∑
k=2
(jk · λk + θk)
2 − (j˜ · λ)2.
From (2.7) and (2.10), to prove (2.20) and (2.21) at N = N0, it suffices that
|(j1 · λ1 + θ1)
2 −A| ≥ ap+1
for all j = (j1, j2, ..., jd) ∈ [−N0, N0]
2d. This leads to excise a set in θ1 of measure
satisfying (2.19), if 0 < sτ < 1 and sσ > 1. No excision in λ is needed for this step, so
(2.17) and (2.18) are trivially satisfied; (2.24) are the same as (2.14) and (2.16) and
do not yet come into play.
Iteration from scale N0 to a larger scale N , uses Lemmas 2.3 and 2.4, which need
(2.14) and (2.16) as input, and a matrix valued Cartan theorem. This is as the proof
of Proposition 2.2 in [B3]. So we do not repeat the details, except noting the following
modifications, which do not affect the proof:
• The matrix elements in [B3] are polynomials of degree bounded polynomially by N0,
see the paragraph above (2.9); while here e(logN0)
4
.
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• The Claim in [B3], (2.27) and (2.28) remain valid with uˇ and Eˇ replacing u and E
by direct perturbation. (The proof in [B3] corresponds to fix uˇ = u. The restriction
on the degrees is not needed for the perturbation. It is only in consideration for future
iteration from scale N to an even larger scale N ′.)
• We adapted Lemma 1.20 in [B3] and wrote Lemma 2.4. When applying to our case,
r is set to be r = 2d to prove the Claim. Alternatively, one may set r = 22d and view
θi = θi,1 + θi,2, which allows to use directly the proof in [B3] and maybe simpler.
• The Cartan theorem pertains to analytic functions, so the proof after the Claim,
(2.43) and onwards, remains valid and yields the estimates in (2.20) and (2.21). 
3. Nonlinear construction – proof of the Theorem
The nonlinear analysis uses the linear estimates in the Main Lemma and a Newton
scheme to solve the Q and P -equations iteratively. It is based on Chap. 18 in [B2], as
mentioned earlier. Let M be a large integer. It consists in showing that the following
are satisfied for all r > 0 and fixed small a:
On the entire λ space, namely (1/2, 3/2)2d:
(Hi) supp u(r) ⊆ B(0,M r) (supp u(0) ⊂ B(0,M)).
(Hii) ‖∆u(r)‖ < δr, ‖∂∆u
(r)‖ < δ˜r with δr+1 ≪ δr and δ˜r+1 ≪ δ˜r, where ‖ ‖ :=
supλ ‖ ‖ℓ2(Z2d).
(Hiii) |u(r)(j)| < ae−α|j| for some α > 0.
Using (2.7) and (Hi-iii), the nonlinear eigenvalue
E(r) = (j˜ · λ)2 − (2d/a)(u(r))∗2p+1|j˜ , (3.1)
is C1 in λ on (1/2, 3/2)2d. Moreover by (Hii),
|E(r) − E(r−1)| . ‖u(r) − u(r−1)‖ < δr, (3.2)
so that E(r−1) is a δr approximation of E
(r).
Below we continue with the assumptions on the restricted intervals in λ on (1/2, 3/2)2d,
where one could construct approximate solutions.
(Hiv) There is a collection Λr of intervals of size M
−rC , C > 1, such that
(a) On I ∈ Λr, u
(r)(λ) is given by a rational function in λ of degree at most MCr
4
.
(Consequently, E(r) is rational of degree at most M (2p+1)Cr
4
from (3.1).)
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(b) For λ ∈
⋃
I∈Λr
I,
‖F (u(r))‖ < κr, ‖∂F (u
(r))‖ < κ˜r with κr+1 ≪ κr and κ˜r+1 ≪ κ˜r
(c) Let N =M r. For λ ∈
⋃
I∈Λr
I, T = T (u(r−1)) := F ′(u(r−1)) satisfies
‖T−1N ‖ < M
rC ,
|T−1N (j, j
′)| < e−α|j−j
′| for |j − j′| > rC ,
where TN is T restricted to [−N,N ]
2d.
(d) Each I ∈ Λr is contained in an interval I
′ ∈ Λr−1 and
meas(
⋃
I′∈Λr−1
I ′\
⋃
I∈Λr
I) < ap/2[exp exp(log(r + 1))1/3]−1.
We remark that the approximate solutions u(r) are defined, a priori, on Λr, but as C
1
functions they can be extended to (1/2, 3/2)2d, using a standard extension argument,
cf. sect. 10, (10.33-10.37) in [B1], thus verifying (Hi-iii).
3.1. Proof of the Theorem. We give an outline to show that the iteration holds
with
δr < a
pM−(
4
3 )
r
, δ¯r < a
pM−
1
2 (
4
3 )
r
; κr < a
2p+1M−(
4
3 )
r+2
, κ¯r < a
2p+1M−
1
2 (
4
3 )
r+2
. (W)
• The initial steps:
Lemma 3.1. There is a set BN in λ, with meas BN < a
p/2, such that on (1/2, 3/2)2d\BN ,
‖T−1N ‖ < a
−(p+1),
|T−1N (j, j
′)| < e−α|j−j
′|,
(3.3)
for all N ≤ e| log a|
5/6
.
Proof. This follows from perturbation of the diagonals. From (2.7),
E(0) = (j˜ · λ)2 +O(a2p),
it suffices if
d∑
k=1
[(jk · λk)
2 − (j˜ · λ)2] > ap+1, (3.4)
13
for all j = (j1, ..., jk, ..., jd) ∈ [−N,N ]
2d\S. For each j ∈ [−N,N ]2d\S,
d∑
k=1
[(jk · λk)
2 − (j˜ · λ)2] 6≡ 0,
and is a quadratic polynomial in λ. Summing over j, the measure estimate follows,
and subsequently (3.3). 
Using Lemma 3.1 for the first R, R = | log a|3/4, steps of the induction, (Hi-iv) are
verified for all scales N ,
N ∈ [M,M | log a|
3/4
],
with
⋃
I∈Λr
I ⊆ (1/2, 3/2)2d\BN . On each I, (3.4) is satisfied. Here we used that
the semi-algebraic sets BN can be described by the violation of (2N + 1)
2d quadratic
polynomial inequalities in (3.4). Lemma 2.1 then gives that the number of connected
components in BN is bounded above by O(N
4d2). Each such components has sectional
length bounded above by O(a(p+1)/2). This leads to the interval structure in (Hiv).
Moreover (W) is satisfied for all r ≤ R.
The iterations to subsequent scales need to make additional excisions in λ, so that
the Main Lemma is available.
• The general steps – invertibility of TN (u
(r)), N =M r+1
Let u denote u(0), u(1), ... For all N¯ , let TN¯ = TN¯ (u) be the linearized operator
evaluated at u and restricted to [−N¯ , N¯ ]2d. Define the operator TN¯ (θ) as before.
Assume that (Hi-iv) hold at stage r. On the set of intervals Λr in (Hiv), there are
moreover the following estimates.
Lemma 3.2.
‖T−1
N¯
(θ)‖ < eN¯
σ
,
|T−1
N¯
(θ)(x, y)| < e−α|x−y|,
for all x, y such that |x− y| > N¯/10, away from a set ΘN¯ (θ) with
meas ΘN¯ (θ) < e
−N¯τ ,
where u = u(r), | log a|s ≤ N¯ ≤ rC , C > 2s, r ≥ R.
Proof. This follows from the Main Lemma and Lemma 2.2, which gives the interval
structures Λr in (Hiv), after excisions according to AN . 
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Assume (Hi-iv) hold at step r. To construct u(r+1), we need to control
T−1N (u
(r)) with N =M r+1.
Cover [−M r+1,M r+1]2d by [−M r,M r]2d and smaller cubes [−M0,M0]
2d + J , with
M r/2 < |J | < M r+1 and M0 ≪ N to be determined. We use resolvent equation to
estimate T−1N (u
(r)). The estimate on [−M r,M r]2d uses (Hi-iii) and standard pertur-
bation theory; while the estimates on the M0 cubes use the Main Lemma by setting
θ = J · λ ∈ Rd and the following projection lemma (Lemma 9.9 [B2]):
Lemma 3.3. Let S ⊂ [0, 1]2n be a semi-algebraic set of degree B and mes2nS <
η, logB ≪ log 1/η. Denote by (x, y) ∈ [0, 1]n × [0, 1]n the product variable. Fix ε >
η1/2n. Then there is a decomposition
S = S1
⋃
S2,
with S1 satisfying
|ProjxS1| < B
Kǫ (K > 0) (5.22)
and S2 satisfying the transversality property
mesn(S2 ∩ L) < B
Kǫ−1η1/2n (K > 0), (5.23)
for any n-dimensional hyperplane L such that
max
1≤j≤n
|ProjL(ej)| <
1
100
ǫ (5.24)
where ej are the basis vectors for the x-coordinates.
Since we only need (2.20) and (2.21) on cubes of size M0, from (W) and (Hiv, c),
we may replace u(r) by u(r0) with r0 ∼ logM0. Fix I ∈ Λr0 . In our application,
S = I ×ΘM0 .
The set S is described by the opposite of (2.20) and (2.21). Replacing the ℓ2 norm by
the Hilbert-Schmidt norm and since the matrix elements of the inverse is the division
of two determinants, (2.20) and (2.21) can be expressed as algebraic inequalities in
the matrix elements of degree at most MC0 . Since each matrix element is linear in
θ and at most of degree e(logM0)
4
in λ, S is of degree at most MC0 e
(logM0)
4
. Set
ǫ = 1/|J | and choose M0 ≃ (r + 1)
C/2(logM)C/2. The Main Lemma then estimates
T−1
[−M0,M0]2d+J
(u(r)) for all J satisfying M r/2 < |J | < M r+1. The details are similar
to the proof of Lemma 5.2, from (5.25)-(5.40) in [BW], cf. also (18.28)-(18.35) in
Chap. 18 of [B2].
The estimate on T−1N (u
(r)) then follows by a standard resolvent expansion using the
big cube [−M r,M r]2d and the small M0-cubes, as in the proof of Lemma 5.1, from
(5.18)-(5.20) in [BW]. We may then construct u(r+1) as in sect. 6 in [BW], cf. sect.
IV in Chap. 18 of [B2]. This iteratively solves the Q and P -equations and proves the
Theorem. 
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