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The concept of negative temperature has recently received renewed interest in the context of de-
bates about the correct definition of the thermodynamic entropy in statistical mechanics. Several
researchers have identified the thermodynamic entropy exclusively with the “volume entropy” sug-
gested by Gibbs, and have further concluded that by this definition, negative temperatures violate
the principles of thermodynamics. We disagree with these conclusions. We demonstrate that vol-
ume entropy is inconsistent with the postulates of thermodynamics for systems with non-monotonic
energy densities, while a definition of entropy based on the probability distributions of macroscopic
variables does satisfy the postulates of thermodynamics. Our results confirm that negative temper-
ature is a valid extension of thermodynamics.
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I. INTRODUCTION
In 1951, Purcell and Pound, and in 1956, Ramsey, de-
veloped the principles of negative temperatures in ther-
modynamics and statistical mechanics[1, 2]. Their analy-
ses have recently been challenged by several authors, who
claim that negative temperatures are not consistent with
thermodynamics and statistical mechanics[3–15]. The
most clearly stated opposition to negative temperatures
has been given by Dunkel and Hilbert (DH)[8–12] and
Hilbert, Ha¨nggi, and Dunkel (HHD)[13], so we will pri-
marily address their arguments. The claims of these au-
thors are based on the assertion that an expression for a
volume entropy, which had been suggested by Gibbs[16],
is the only correct definition of entropy in statistical me-
chanics.
DH and HHD have also claimed that they have ex-
tended the domain of thermodynamics to very small
systems—even systems with a single degree of freedom.
We are very skeptical that any form of thermodynamics
can apply to small systems, and we will give our reasons
later in this paper. Our main discussion is restricted to
many-body systems, which is the usual domain of ther-
modynamics. We will not require that the system size
be infinite, but it should be large enough for the relative
thermal fluctuations to be smaller than the experimental
resolution. A size of 1012 particles, as might be found in
a colloid, is usually sufficient.
Aside from the issue of small systems, we have two
questions to consider:
1. Are negative temperatures inconsistent with ther-
modynamics?
2. Is the volume entropy the correct definition of the
thermodynamic entropy in statistical mechanics?
As we will demonstrate, the answer to both questions is
no.
The conclusions of the opponents of negative tempera-
ture have already been challenged[17–28]. We especially
endorse the arguments given by Frenkel and Warren[21],
although we believe that some issues still need to be clar-
ified. Importantly, although the discussion has involved
the question of how to properly define the thermody-
namic entropy in statistical mechanics, it has failed to
include alternative definitions of entropy that call for con-
sideration, as discussed below[29–32].
The main arguments by the authors who oppose neg-
ative temperatures and advocate the volume entropy
concern violations of adiabatic invariance and related
claimed inconsistencies with thermodynamics for a sys-
tem with a monotonically increasing density of states[9,
10, 13]. In fact, the violations and inconsistencies they
point to are all of order 1/N , where N is the number of
particles, and therefore disappear into the thermal noise,
which is of order 1/
√
N . An important feature of macro-
scopic systems is that because thermal fluctuations are
so small, a single measurement of E (energy), V (vol-
ume), or N will almost certainly produce the average
value within experimental resolution. Determining the
mean value with a relative error of less than 1/N in the
presence of fluctuations would require at leastN indepen-
dent measurements, even if each individual measurement
were exact. Even for a colloid with only 1012 particles, if
an independent measurement could be performed every
second, it would take over 30,000 years to complete the
experiment. The differences that HHD base their argu-
ments on are unmeasurable.
No arguments have been proposed for the volume en-
tropy when the density of states decreases with energy,
which is when negative temperatures might arise.
In Sec. II, we review the postulates of thermodynam-
ics, and explain the modification needed to include nega-
tive temperatures. These postulates are the requirements
that must be satisfied by the thermodynamic entropy,
and therefore conditions that must be met by an accept-
able definition. We discuss the definitions considered by
2DH and HHD in Sec. III, and then review a definition of
entropy based on the thermodynamic postulates and the
probability of the macroscopic variables in Sec. IV.
In Sec. V, we show explicitly that the inconsistencies
noted by DH and HHD are of order 1/N , and therefore
negligible for thermodynamic systems. We also show that
there are inconsistencies exhibited by the volume entropy
for systems with non-monotonic densities of states, and
that these inconsistencies are of order 1 for systems of all
sizes.
In Sec. VI, we demonstrate that the HHD definition of
entropy fails to satisfy the zeroth and second laws of ther-
modynamics. In Sec. VII, we consider the interactions
of a system of non-interacting Ising spins, with an in-
verted energy distribution, with other such spin systems,
or with a system of simple harmonic oscillators. This pro-
vides an explicit example of a calculation suggested by
Frenkel and Warren for demonstrating that the volume
entropy violates the second law of thermodynamics[21].
We discuss the applicability of thermodynamics to small
systems in Sec. VIII before summarizing our conclusions
in the final section.
II. THERMODYNAMIC CONDITIONS FOR
THE DEFINITION OF ENTROPY
Thermodynamics was invented in the nineteenth cen-
tury by brilliant scientists who did not make use of the
concept of atoms. Most scientists didn’t believe that
molecules existed, much less that they might provide a
foundation for the laws of thermodynamics. Clausius saw
the necessity of entropy without knowing where it came
from or what it might mean. Even after the pioneering
work of Boltzmann and Gibbs, many prominent scientists
continued to reject a molecular explanation of macro-
scopic phenomena. Although the existence of molecules
is taken for granted today, it should be remembered that
the domain of thermodynamics remains that of macro-
scopic phenomena for which individual atoms are not re-
solved.
Thermodynamics ignored fluctuations from the start:
initially because the existence of fluctuations was not
known, but primarily because macroscopic states could
be completely characterized by energy, volume, and par-
ticle number. The now well-known justification for the
neglect of fluctuations is that they are of order 1/
√
N ,
where N is the number of particles in the system, and
therefore smaller than the resolution of macroscopic mea-
surements. Even for a small macroscopic system with
N ∼ 1018, thermodynamic measurements rarely have a
relative resolution of 10−9.
The requirement that fluctuations are smaller than ex-
perimental resolution is fundamental. However, it is not
the only requirement. For two objects to be in thermal
contact, it is necessary for some sort of direct interaction
to exist between particles in different systems. Due to
the short range of molecular interactions—perhaps a few
nanometers—these interacting particles are found only
on the interfaces where the objects come into contact.
This implies that the relative size of interactions between
three-dimensional objects goes roughly as N−1/3. These
surface effects can place a stricter limit on the domain of
validity of thermodynamics, but one that is still satisfied
for macroscopic experiments.
A consequence of these considerations is that thermo-
dynamics is applicable to finite systems, as long as they
contain a sufficient number of particles for the fluctua-
tions and the interface effects to be neglected.
At least since the work of Callen, the structure of
thermodynamics has been seen to follow logically from
a small set of postulates, all of which concern the prop-
erties of the thermodynamic entropy[33]. While it won’t
be necessary to follow the entire development of thermo-
dynamics from these postulates, we will need a subset of
them, which we’ll express in a modified form[31].
The first postulate is simply the assumption that state
functions exist for systems in equilibrium. A system is
regarded as being in equilibrium if its macroscopically
measurable properties do not depend on time and there
is no net transport of particles or energy. State functions
depend only on a small number of extensive variables (Ej ,
Vj , Nj , for the jth subsystem). They do not depend on
the history of the system.
The second postulate is crucial: it is a particular ex-
pression of the second law of thermodynamics. It says
that there is a state function called “entropy,” for which:
The values assumed by the extensive parame-
ters of an isolated composite system in the ab-
sence of an internal constraint are those that
maximize the entropy over the set of all con-
strained macroscopic states[31].
The composite system is, of course, assumed to be iso-
lated, so that its total energy, volume, and particle num-
bers are constant.
Since the total entropy of a composite system is a max-
imum after a constraint is released and the composite sys-
tem has come to a new equilibrium, the change in entropy
during such an irreversible process must be positive.
The third postulate is additivity. If S1(E1, V1, N1) and
S2(E2, V2, N2) are the entropies of two systems, then
ST = S1 + S2 is the entropy of the composite system,
whether constraints have been released or not. This
statement ignores any energy contributions from inter-
actions between particles in different systems.
A consequence of these postulates is that if two systems
are in thermal contact (are allowed to exchange heat),
but are isolated from the rest of the universe, ET = E1+
E2 must be constant, and we must have
∂ST
∂E1
= 0 =
∂S1(E1)
∂E1
+
∂S2(ET − E1)
∂E1
(1)
or
∂S1(E1)
∂E1
=
∂S2(E2)
∂E2
, (2)
3where it is implicit that the volumes and the particle
numbers are held fixed. This important result leads di-
rectly to the zeroth law of thermodynamics. Since two
systems in thermal equilibrium with each other have the
same temperature, the derivative ∂S/∂E must be a func-
tion of temperature; this function is usually taken to be
1/T . For stability, the second derivative ∂2S/∂E2 (hold-
ing V and N constant) must be negative.
The next postulate is usually the monotonicity of S as
a function ofE, which allows the function S = S(E, V,N)
to be inverted to give E = E(S, V,N). The key question
addressed in this paper is whether this postulate can be
abandoned without running into contradictions.
In the next section we will review the definitions of
entropy considered by DH and HHD[8–10, 13, 15]. This
will be followed in Section IV by an alternative definition
that was not considered by HHD[29–32]. We will argue
that definition satisfies all of the postulates of thermody-
namics and should be preferred to any of the definitions
considered by HHD.
III. DEFINITIONS OF ENTROPY USED BY
HHD
There are essentially two alternative definitions of the
entropy considered by HHD:
1) The entropy might be defined as the logarithm of
a volume in phase space, which is known as either the
volume entropy or the Gibbs entropy[16]. This is the
HHD position. It has the consequence that the entropy
is given in equilibrium by
SG = kB ln
[
1
h3N
1
N !
∫
dp
∫
dqΘ
(
E −H(p, q))] , (3)
where the integrals are over the 3N momenta, p, the 3N
position coordinates, q, Θ(·) is the step function, we have
dropped the subsystem index for simplicity, and Planck’s
constant h is included to obtain agreement with quantum
results in the classical limit[31, 32].
2) The entropy might be defined as the logarithm of
a surface in phase space, which is known as the surface
entropy, and which HHD called the Boltzmann entropy.
We will follow HHD in denoting it by SB. This definition
gives the entropy in equilibrium by
SB(E, V,N) = kB ln
[
1
h3N
1
N !
∫
dp
∫
dq δ
(
E −H(p, q))] .
(4)
Both of these definitions have the disadvantage that,
due to Liouville’s theorem, any volume (or surface) in
phase space is time independent for systems obeying
Hamiltonian dynamics[16]. This means that any func-
tion of either a volume or a surface in phase space will
be time independent. If a constraint in a composite sys-
tem is released, the system will undergo an irreversible
process before coming to a new equilibrium state. The
second law requires the entropy to increase, but both SG
and SB will remain unchanged from their values before
the release of the constraint.
HHD do not address the problem of Liouville’s the-
orem directly, but instead define the entropy after an
irreversible process by a different expression, which re-
quires a new calculation in statistical mechanics. Their
new expression is not equivalent to the sum of the values
of SG for the subsystems, so it does not obey additivity.
It is also not a function of the energies of individual sub-
systems, so that it cannot predict the equilibrium values
of those energies.
In the next section we will review an alternative def-
inition of entropy in statistical mechanics that follows
from considering the thermodynamics, and which obeys
the second law and can be used to predict the values of
thermodynamic observables in equilibrium.
IV. FROM STATISTICAL MECHANICS TO
THE THERMODYNAMIC ENTROPY
Although disagreements on the existence of negative
temperatures center on the definition of entropy in statis-
tical mechanics, the predictions of statistical mechanics
do not rely on any such definition. Once the probability
distribution in phase space is given, the probability distri-
bution for any observables of interest can be computed.
We will use the probability distribution for thermody-
namic observables to justify a definition of entropy that
is completely consistent with the thermodynamic postu-
lates outlined in Section II[29–32].
Consider M ≥ 2 subsystems that form an isolated
composite system, with no information about the sys-
tem’s history. To reduce the proliferation of subscripts
we will assume that there is only a single type of particle.
Consider any equilibrium state, with any combination of
constraints on the values of the set of extensive variables
{Ej , Vj , Nj| j = 1, 2 . . . ,M}.
If we ignore direct interactions between particles in
different subsystems, the general form of this probability
distribution is shown in Ref. [32] to be proportional to
ŴM =
M∏
j=1
Ωj(Ej , Vj , Nj), (5)
with only the conditions that EM,total, VM,total, and
NM,total are constant, where
EM,total =
M∑
j=1
Ej , VM,total =
M∑
j=1
Vj , NM,total =
M∑
j=1
Nj .
(6)
The assumption of short-ranged interactions is essential
in deriving Eq. (5). If two subsystems are in thermal
contact, the fractional error due to such interactions is of
orderN
−1/3
j . This can be larger than the uncertainty due
to fluctuations, but still negligible for most macroscopic
systems. For classical systems in equilibrium, we have an
explicit expression for the factors in Eq. (5):
Ωj(Ej , Vj , Nj) =
1
h3Nj
1
Nj !
∫
dp
∫
dq δ
(
Ej −Hj(p, q)
)
,
(7)
4where
∫
dp indicates an integral over all momenta, and∫
dq indicates an integral over configurations with all par-
ticles in the volume Vj [29–32].
Since the probability distributions of macroscopic
variables—Ej, Vj , Nj , etc.—are known to have a relative
width of the order of 1/
√
Nj for large Nj, and this is as-
sumed to be smaller than experimental error, it suffices
to take the equilibrium values to be the locations of the
maxima. Since the logarithm is a monotonic function,
ln Ŵ has its maxima at the same locations as Ŵ . There-
fore, if we define the entropy of the composite system
by
SM = kB ln Ŵ +X, (8)
it would have its maxima at the equilibrium values of the
variables, and so satisfies the second postulate. We can
also write the total entropy as
SM =
M∑
j=1
Sj(Ej , Vj , Nj) + Y, (9)
where we have included additive constants for generality,
and
Sj(Ej , Vj , Nj) = kB lnΩj(Ej , Vj , Nj), (10)
or
Sj(Ej , Vj , Nj) = kB ln
[
1
h3Nj
1
Nj !
∫
dp
∫
dq δ
(
Ej −Hj(p, q)
)]
.
(11)
Note that this form of the equilibrium entropy is essen-
tially the same as the expression obtained from the sur-
face entropy in equilibrium, as given above in Eq. (4).
The most important difference for the current discussion
is that defining the entropy from the probability distribu-
tion of the thermodynamic observables gives the correct
increase in entropy after an irreversible process[29–32].
Eq. (11) is also valid for the new equilibrium state after
return to equilibrium. As discussed in the previous sec-
tion, defining entropy as a surface or a volume in phase
space fails due to Liouville’s theorem[16].
An important feature of our definition is that because
the entropy is defined as the logarithm of a probability
distribution for the thermodynamic observables, the lo-
cation of the maximum of the entropy always corresponds
to the mode of the probability distribution. This means
that the predictions of this definition of the entropy are
always correct to within the width of the thermal fluctu-
ations.
In the next section we will compare the different equi-
librium predictions of the proposed definitions. Because
there is no difference in equilibrium, between the pre-
dictions of the surface entropy and our definition of the
entropy from the probability distribution ŴM in Eq. (5)
we will use the notation SB for both in the following
section for simplicity.
V. DIFFERENCES IN PREDICTIONS OF
DIFFERENT ENTROPIES
HHD have claimed that SB violates equipartition and
adiabatic invariance for classical systems of particles with
unbounded energies. This is their basis for preferring the
volume entropy for all systems, even those with bounded
energy spectra, for which their argument does not ap-
ply. We will analyze their claims for systems with un-
bounded energy spectra in the next subsection, demon-
strating that the effect is of order 1/N , and therefore
negligible. In Subsection V.2, we show that SB again
has differences between mean and the mode of the order
of 1/N , but that SG has errors that are of order one for
systems of all sizes.
V.1. Monotonic energy densities and 1/N effects
As discussed in Sec. IV, the derivation of Eq. (11) from
statistical mechanics in Ref. [32] assumed that the equi-
librium values of the extensive variables were given by the
location of the maximum of the probability distribution
(mode). HHD take the position that the correct value of
an extensive variable in equilibrium is given by its mean
over the same probability distribution. The mean and
the mode generally differ by terms of order 1/Nj. HHD
maintain that this difference is an error in SB, and results
derived from Eq. (11) are only an approximation.
Even if the HHD assumption of equilibrium values be-
ing exactly equal to the mean of the probability distribu-
tion were to be accepted, the use the mode would have
to be listed as among the best approximations in physics.
As shown in the Introduction, the difference between the
mean and the mode is unmeasurable.
To illustrate these points, consider an explicit example
of the origin of the 1/Nj differences. The probability dis-
tribution of the energy between subsystems 1 and 2 in an
ideal gas separated by a diathermal wall is proportional
to[31]
E
3N1/2−1
1 (ET − E1)3N2/2−1 , (12)
where the total energy in the two subsystems is ET =
E1 + E2. The mean value of the energy per particle in
subsystem 1 is related to the mean energy per particle in
subsystem 2 by
〈E1〉
N1
=
〈E2〉
N2
. (13)
However, the mode of the energy, E∗1 = ET−E∗2 , is found
by setting the derivative of Eq. (12) with respect to E1
equal to zero:
E∗1
N1
(
1− 2
3N1
)
−1
=
E∗2
N2
(
1− 2
3N2
)
−1
. (14)
Thus, HHD are correct in saying that the mean value of
E1 is not exactly equal to the mode of the probability
5distribution. Eq. (14) exhibits explicitly that this is a
1/Nj effect.
DH and HHD have argued against expressions for the
entropy that involve an integral over a surface of constant
energy in phase space, on the grounds that these defini-
tions violate adiabatic invariance[8–11, 13, 15]. Strictly
speaking, their assertion is correct, in that such an ex-
pression for the entropy is not exactly constant during a
quasi-static adiabatic process. However, the violation of
adiabatic invariance is also of order 1/Nj, and therefore
negligible in comparison with the thermal fluctuations.
The DH and HHD arguments that SB violates adia-
batic invariance are also based on the energy dependence
of the entropy. The easiest way to see it is to note that
DH have shown that an entropy with an energy depen-
dence of the form (3Nj/2)kB lnEj does satisfy adiabatic
invariance, but one with an energy dependence of the
form (1 − 2/(3Nj)) (3Nj/2)kB lnEj does not. The rela-
tive difference is obviously proportional to 2/(3Nj).
For macroscopic systems, the differences of the order
1/Nj, on which HHD and DH base their arguments, are
completely negligible; indeed, they are unmeasurable, as
shown in the Introduction.
V.2. Non-monotonic energy densities and large
errors for SG
HHD have disputed the standard thermodynamic re-
sult that if two systems with equal temperatures are
brought together, there will be no net energy transfer.
With the purpose of showing that no definition of the
entropy always satisfied this condition, they examined a
non-monotonic density of states of the form
ω(E) ∝ E(Em − E), (15)
where Em is a constant that specifies the maximum al-
lowed energy. In Fig. 7 of Ref. [13], they plotted the
predictions of SG and SB for the energies of the sub-
systems at which there would be no net energy transfer.
From the differences in the curves, they decided that, al-
though the predictions of SG were incorrect, so were the
predictions of SB. They concluded that the prediction of
equal partial derivatives is “naive”[13].
The weakness of their argument is that Eq. (15) corre-
sponds to a system with only a single degree of freedom.
If a macroscopic system is used for the test, a more ap-
propriate density of states would be
ω(E) ∝ En(Em − E)n, (16)
with a large value of n, representing a large number of de-
grees of freedom. For consistency, the maximum energy
should scale with n, that is, Em ∝ n. In Fig. 1, we have
redrawn HHD’s Fig. 7 with a variable number of degrees
of freedom. It can be seen that TB gives very good pre-
dictions even when n is only as large as 100. The small
differences go to zero as 1/n. In contrast, the deviation
of the predictions of SG from the exact curve are quite
large in the high energy region for all values of n. As a
consequence, SG fails the HHD test, while SB calculates
the mode exactly and has only an unmeasurably small
deviation from the exact values for the mean.
0 0.5 1 1.5 2
E1/n1
0
0.2
0.4
0.6
0.8
1
E 2
/n
2
TB
<Ej>, n=1
<Ej>, n=10
<Ej>, n=100
TG, n=1
TG, n=10
TG, n=100
FIG. 1. This plot is similar to HHD’s figure 7, but with
a variable number of degrees of freedom n. The maximum
energies of the two systems were taken to be E1 = 2n and
E2 = n. The solid line gives the predictions of TB for the
mode of the energies of two systems such that they will have
no net transfer of energy if they are put in thermal contact.
The other solid curves, which are labelled 〈Ej〉, give the mean
of the energies for n = 1, 10, and 100 at zero energy transfer.
It can be seen that for large n, the mean and the mode agree
very well. The dashed curves labelled TG give the energies of
the two systems when they have equal Gibbs temperatures.
The TG results show poor agreement with the exact results
for high energies, that is, TG makes poor predictions of the
equilibrium behavior when TB < 0.
VI. CRITIQUE OF THE HHD
INTERPRETATION OF THE LAWS OF
THERMODYNAMICS
HHD claim to offer demonstrations that their preferred
definition of entropy, SG, satisfies the laws of thermody-
namics. We disagree, as explained below.
VI.1. Volume entropy and the zeroth law
The zeroth law of thermodynamics states that thermo-
dynamic equilibrium is an equivalence relation. A formu-
lation of the zeroth law due to Planck is that, “If a body
A is in thermal equilibrium with two other bodies B and
C, then B and C are in thermal equilibrium with one
another”[34]. One reason for the importance of the ze-
roth law is that it enables us to use a small system as a
thermometer. In the interpretation of this law, it should
be noted that for two systems that are not in thermal
contact to be in equilibrium with each other means that
6if they were to be brought into thermal contact, there
would be no net flow of energy between them.
In terms of the postulates of thermodynamics, the ze-
roth law follows from additivity for a composite system
and the maximization of the total entropy at equilibrium
for systems in thermal contact. It can be seen immedi-
ately by extending Eq. (2) to three systems:
∂S1(E1)
∂E1
=
∂S2(E2)
∂E2
=
∂S3(E3)
∂E3
. (17)
HHD make a distinction between what they call “ther-
mal equilibrium” and “potential thermal equilibrium.”
They restrict thermal equilibrium to systems currently in
thermal contact, while “potential thermal equilibrium”
covers cases in which they have been separated. The
HHD demonstration that SG satisfies the zeroth law is
limited to systems currently in thermal contact, and only
for systems with unbounded energies. The reason for this
limitation is that the HHD temperature of a system is not
a property of that system alone; it is a joint property of
the system and systems it is in contact with. This means
that HHD assign a different temperature TG to a system
when it is contact with another system, even when the
macroscopic properties of the system in question are not
changed by such contact.
Consider three systems, numbered 1, 2, and 3, that are
in equilibrium with each other in the sense given above—
that there would be no net energy exchange if they were
to be brought into thermal contact with each other. In
Eq. (33) of Ref. [13], temperatures are defined for each
system, although they do not necessarily have the same
values, as they would in the usual thermodynamics. De-
note these temperatures as T1, T2, and T3.
Now bring systems 1 and 2 together. As shown in
Eq. (36) of Ref. [13], HHD define a new temperature for
the combined (1, 2) system that depends on both systems
1 and 2. The value of this temperature, T1,2, is the same
for systems 1 and 2 as long as they are in thermal contact
with each other, but it can differ from both T1 and T2. In
the same way, HHD define two further temperatures, T1,3
and T2,3. Putting all three systems together gives us yet
another temperature, T1,2,3, for a total of seven values of
the temperature for three systems in thermal equilibrium
(or “potential thermal equilibrium”) with each other.
Since the HHD temperature is not a state function, the
HHD definition of entropy is not state function, and it is
not consistent with the zeroth law of thermodynamics.
VI.2. First law
The first law of thermodynamics is simply the conser-
vation of energy, which is stipulated to be true for all
definitions of entropy. Conservation of energy is auto-
matic with our definition, which can be readily seen from
Eq. (1).
HHD have claimed that SB violates the first law in
that it violates the equipartition of energy. This is the
same 1/N effect that they addressed in connection with
adiabatic invariance. By using the mode instead of the
mean for the equilibrium energy, a shift of the order of
1/N is introduced. HHD regard this as important, but we
do not. It is not observable, being completely obscured
by thermal fluctuations.
VI.3. The HHD interpretation of the second law
HHD claim that SG satisfies the second law of thermo-
dynamics. In developing their arguments, they consider
various formulations of the second law, which we will dis-
cuss below. The formulation that they adopt as a test of
SG is, however, rather unusual, and does not agree with
the second law as it is usually understood.
HHD recognize that SG does not satisfy Clausius’
statement that heat never flows spontaneously from a
colder to a hotter body, but they describe Clausius’ ex-
pression as “naive.” Indeed, as we confirm in Sec. VII.2,
SG does not satisfy this second law in this form, although
the definition of entropy in Section IV does satisfy it.
The maximum of the sum of the volume entropies of two
systems is not located at the equilibrium values of the
energies, as required by the postulates of thermodynam-
ics.
HHD do accept the Planck formulation of the second
law—that the sum of all entropies should not decrease—
and they argue that this mandate is satisfied by SG. We
demonstrate that it is not, as follows.
In attempting to demonstrate that SG satisfies
Planck’s condition, HHD consider two systems, 1 and 2,
before and after they are brought into thermal contact.
By considering the change in total volume of phase space
used in defining the Gibbs entropies, they prove that if
ET = E1 + E2 is fixed,
SG,1,2(E1 + E2) ≥ SG,1(E1) + SG,2(E2). (18)
A careful examination of their argument shows that this
inequality (≥), which is found in Eq. (49) of Ref. [13],
should be a strict inequality (>). Note that the maxi-
mum of the right-hand side as a function of E1 holding
ET fixed does not lie at the equilibrium values of the
energies. Beginning with this observation, consider the
following experiment, which involves systems 1 and 2:
1. Begin with E1 = E
∗
1 and E2 = E
∗
2 such that S
∗
1,2 =
SG,1(E
∗
1 ) + SG,2(E
∗
2 ) takes on its maximum value,
holding ET = E1 + E2 constant.
2. Bring systems 1 and 2 into thermal contact with
each other, and let them come to equilibrium. De-
note the new equilibrium energies as Eeq1 and E
eq
2 .
Because the equilibrium values do not coincide with
the maximum of SG,1(E1)+SG,2(E2), this gives the
inequality
S∗1,2 > SG,1(E
eq
1 ) + SG,2(E
eq
2 ). (19)
3. We now have the sequence of inequalities:
SG,1,2(E1 + E2) ≥ S∗1,2 > SG,1(Eeq1 ) + SG,2(Eeq2 ). (20)
74. Now separate systems 1 and 2, so that they are no
longer in thermal contact. They retain the energies
Eeq1 and E
eq
2 .
5. If entropy is a state function, as required by the
postulates of thermodynamics, the total entropy of
the system has decreased from SG,1,2(E1 + E2) to
SG,1(E
eq
1 ) + SG,2(E
eq
2 ). Because of the inequalities
in Eq. (20), the total Gibbs entropy has decreased,
violating the Planck formulation of the second law
of thermodynamics.
This thought experiment demonstrates that SG, as in-
terpreted by HHD, violates the second law of thermody-
namics.
HHD are aware of this violation, and they have at-
tempted to evade it with an argument in footnote 24[13].
They claim that after separating systems 1 and 2 (us-
ing our notation), “two ensembles of subsystems pre-
pared by such a procedure are not in individual mi-
crocanonical states and their combined entropy remains
SG,1,2(E
eq
1 + E
eq
2 ) = SG,1,2(ET ), so that no violation of
the second law has occurred”[13]. They then write that
because the energies Eeq1 and E
eq
2 are not known exactly,
the reduction of entropy we have pointed to is due to “an
additional energy measurement.”
However, their explanation has a serious flaw, which
we can see by imagining that the measurement they are
making does not disturb the system in any way; the ener-
gies are still Eeq1 and E
eq
2 , but the total entropy has been
reduced. This means that the HHD entropy of system j
is not uniquely determined by the values of Ej , Vj , and
Nj . In other words, SG, as interpreted by HHD, is not
a state function. This is a violation of the first postulate
of thermodynamics.
In the HHD interpretation of the volume entropy of
two systems in thermal contact is only a function of the
sum of the energies – not the energies of the individual
systems. This means that it can make no prediction of
the equilibrium values of those energies, so it cannot sat-
isfy the second postulate.
If the volume entropy is interpreted as remaining the
sum of the individual entropies for systems in thermal
contact, the location of the maximum of the sum of the
entropies of two systems still does not correspond to the
equilibrium values for systems with non-monotonic en-
ergy spectra, as shown in section V.
In the next section, we turn to models with discrete en-
ergy levels to provide examples that will demonstrate the
consistency of thermodynamic principles with descrip-
tions using negative temperatures. We will also describe
an explicit violation of the second law of thermodynamics
when the volume entropy imposes positive temperatures
on systems with inverted energy distributions.
VII. MODELS WITH DISCRETE ENERGY
LEVELS
While most of our discussion has concerned general
principles, it is useful to consider models for which ex-
plicit calculations can be made to demonstrate the rele-
vant ideas. Models with discrete energy levels are partic-
ularly well suited for such demonstrations because calcu-
lations and simulations are relatively easy. In this sec-
tion, we illustrate the thermal behavior of systems with
negative temperatures, using a system of non-interacting
Ising spins.
A system of non-interacting spins consists of a set of
N spins with states denoted by σj , for j = 1, 2, . . . , N ,
where the each spin can take on the values σj = +1 or
σj = −1. The Hamiltonian is
H = −b
N∑
j=1
σj , (21)
where b > 0 is a constant proportional to the external
magnetic field strength. The energy of the system at
T = 0 (or equivalently, β = 1/kBT = ∞) is E = −Nb.
At T =∞ (or β = 0), the energy is E = 0. All positive-
energy states correspond to negative temperatures, al-
though HD and DHH describe them with positive values
of TG.
The partition function Z of the Ising paramagnet can
be evaluated explicitly, and depends only on the product
βb. Since the physical properties of the system are in-
variant under the transformation β → −β and b → −b,
it is natural to expect the entropy to be invariant.
Our first example demonstrates the consistency of de-
scribing non-monotonic energy densties with negative
temperatures, as well as the contradictions inherent in at-
tempting to impose positive temperatures with the Gibbs
volume entropy.
VII.1. Two Ising paramagnets with negative
temperatures
We will analyze an experiment with two Ising paramag-
nets, first using our definition of the entropy (and temper-
ature), and then with the DH and HHD entropy. Because
the sizes of the two systems have significant consequences
for the values of TG, let us assume that N1 > N2.
VII.1.1. Ising paramagnets with negative temperatures
First consider two Ising paramagnets in the same mag-
netic field at inverse temperatures β1 and β2. If the two
systems are brought into thermal contact, they will estab-
lish a new equilibrium state with a common temperature
βf that lies between β1 and β2. This is undisputed for
positive values of the inverse temperatures, but the sym-
metry of the model shows that it will also be true when
the inverse temperatures are negative. In fact, the new
8equilibrium temperature, βf , will have the same absolute
value in both cases—at least when using our definition
of entropy. Regardless of the definition of entropy, there
is a one-to-one correspondence of the probability distri-
butions of the states in the two cases.
Now suppose that E1 < 0 (β1 > 0), but E2 > 0 (β2 <
0). The equations for the probability distributions do not
change, and thermal contact between the two systems
will again lead to an equilibrium state with a common
inverse temperature, which could be either positive or
negative.
The simplicity of this model makes it easy to derive
the equilibrium behavior or carry out a computer simu-
lation. The average value of any spin in either system
will be given by 〈σj〉 = tanh(βb), where the value of the
inverse temperature β is same as what we obtain from
our definition of entropy.
VII.1.2. Ising paramagnets described with DH and HHD
positive temperatures
HHD would describe Ising paramagnets with positive
values of TG, whether their energies were negative or pos-
itive. Let us consider the interesting case of E1 and E2
both having positive initial values. If they are brought
into thermal equilibrium with each other and then sep-
arated, DH and HHD have shown that for the case
N1 > N2, TG,1 will be greater than TG,2 after separation.
This result certainly violates our common understanding
of temperature, and would seem to make the construction
of a thermometer impossible.
As discussed in Sec. VI.2, HHD have shown that they
can construct a definition of temperature that has the
same value for both systems after equilibration, but only
while they remain in contact with each other.
The next subsection continues with an example based
on a suggestion by Frenkel and Warren to demonstrate
the violation of the second law by the Gibbs volume en-
tropy.
VII.2. A numerical demonstration of an argument
due to Frenkel and Warren
Frenkel and Warren suggested an interesting thought
experiment coupling an Ising model with an ideal gas to
demonstrate that the Gibbs definition of entropy leads
to a violation of the second law of thermodynamics.[21].
We have taken their idea, but applied it to interactions
between a system 1, composed of objects with two en-
ergy levels, and a system 2, composed of quantum simple
harmonic oscillators. The Hamiltonian of the two-level
system is
H1 =
N1∑
i=1
ǫ n1,i, n1,i = 0, 1, (22)
where ǫ is a constant, and the Hamiltonian for the har-
monic oscillator system is
H2 =
N2∑
j=1
~ω
(
n2,j +
1
2
)
, n2,j = 0, 1, 2, . . . . (23)
For simplicity we take ǫ = ~ω, and we use units in which
ǫ = kB = 1.
We have carried out microcanonical Monte Carlo (MC)
computer simulations of the approach to equilibrium
when these two systems are brought into thermal con-
tact. No assumption concerning the entropy or the tem-
perature is necessary for such simulations. The algorithm
simply picks a two-level object and an oscillator at ran-
dom. A proposed move changes the energy of the two-
level object by ±ǫ with equal probability, with a corre-
sponding change of ∓ǫ in the energy of the chosen oscilla-
tor, so that the total energy is conserved. If the proposed
move would take either system to an unphysical state, the
move is rejected.
System 1 was initialized in its highest-energy state,
that is, n1,i = 1 for all i, with total energy E1 = N1ǫ =
N1. From the definition of SG and the HHD finite-
difference expression for TG, we have
TG,1 ≈ ∆E1
∆SG,1
=
1
ln 2N1 − ln(2N1 − 1) ≈ 2
N1 , (24)
for sufficiently large N1.
System 2 was initialized at a value of TG,2 that was a
factor M higher than TG,1. Actually, the initial temper-
ature of system 2 could be taken arbitrarily high without
affecting our results.
We considered both large and small systems, with the
same result in both cases. For a small system we chose
N1 = 5, N2 = 1, and M = 2, so that the initial Gibbs
temperatures are 32 for the two-level system and 64 for
the system of oscillators. Figure 2 shows the average en-
ergy per particle in the two-level system, which decreases
with time despite the fact that the two-level system has
the lower TG.
For a large system we chose N1 = 1000, N2 = 1000,
andM = 106. In this case the energy levels of the oscilla-
tors were too high to store directly in the computer, but
storing these numbers was not necessary. Because the
total energy of the oscillators could not change by more
than N1, it was sufficient to store the deviations ∆n2,j
from the initial values of n2,j . The results of this simula-
tion are also shown in Fig. 2; they are indistinguishable
from the results for the small system.
The dynamics of a single two-level particle in this
model is very well represented by a Markov process, de-
scribed by the equation
dP1
dt
=
1
2
P0 − 1
2
P1, P0 + P1 = 1, (25)
where P0 is the probability that the particle is in the
ground state and P1 is the probability that the particle
is in the excited state. The solution of this equation
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FIG. 2. Energy per particle, E1/N1, of the two-level system
vs simulation time t (in units of MC steps per site). Squares:
N1 = 5, N2 = 1, M = 2, average of 10
4 runs. Circles: N1 =
1000, N2 = 1000, and TG,2 =∞, data from a single run. The
solid line is the Markov process prediction, Eq. (25).
with the initial condition P1(0) = 1, P0(0) = 0 gives
P1(t) =
1
2
(1 + e−t), which is also plotted in Fig. 2. This
equation is valid as long as the energies of the oscillators
are sufficiently high that no moves are rejected for having
n2,j < 0. This is why our results do not depend on the
values used for M or TG,2.
As Frenkel and Warren predicted, these simulations
show that when the Gibbs entropy and TG are used, en-
ergy can flow from a low-temperature system to a high-
temperature system, increasing the separation of their
temperatures[21]. This is a clear violation of the Clau-
sius formulation of the second law.
The next section returns to the assertion of HHD that
thermodynamics can provide a valid description of small
systems—as small as a single degree of freedom[13]. We
show that this claim is not plausible.
VIII. CAN THERMODYNAMICS DESCRIBE
SMALL SYSTEMS?
Thermodynamics applies very well to finite systems
that are large enough to ignore fluctuations and interface
effects. However, DH and HHD have suggested that ther-
modynamics should also apply to small systems—even
system with only a single degree of freedom[8–11, 13].
We are skeptical.
It is certainly true that a thermodynamic point of view
can be useful in thinking about the behavior of small sys-
tems. Computer simulations have demonstrated clearly
that small systems can enable us to predict the proper-
ties of much larger systems. Nevertheless, the application
of thermodynamics to small systems must be done with
care.
There are several finite-size corrections to the prop-
erties of macroscopic systems. The most obvious correc-
tions are due to thermal fluctuations, which are generally
of order 1/
√
N , where N is the number of particles in the
system. As mentioned above, these fluctuations com-
pletely mask the tiny 1/N corrections that DH and HHD
cite as breaking adiabatic invariance. Even the correc-
tions to Stirling’s approximation are of order ln(N)/N ,
which is larger than the 1/N effects that HHD regard as
important.
Normally, 1/
√
N fluctuations are much smaller than
the resolution of macroscopic measurements and can be
ignored. To detect a 1/N effect in the presence of 1/
√
N
fluctuations would require at least N independent mea-
surements, each with a resolution better than one part
in N . Even for a colloid with N ≈ 1012, this is not
feasible.
Whenever two systems come into thermal contact,
there must be a direct interaction between the particles
in the two systems. The fraction of such interactions is
generally of order N−1/3, which can be larger than the
thermal fluctuations for small systems. Certainly, for a
system with only a single degree of freedom, any cou-
pling to another system must correspond to an energy of
roughly of the same magnitude as the energy of the sys-
tem itself. It cannot be regarded as a small perturbation.
While statistical mechanics can also be applied to the
properties of small system, we can only conclude that
thermodynamics is a macroscopic theory.
IX. CONCLUSIONS
We have shown that the proposal of DH and HHD that
the Gibbs (volume) entropy (SG) provides a valid expres-
sion for the thermodynamic entropy is incorrect. The
volume entropy fails to satisfy the postulates of thermo-
dynamics, the zeroth law of thermodynamics, and the
second law of thermodynamics. In particular, we have
shown that a description of systems with bounded energy
spectra and inverted energy distributions by the volume
entropy leads to ambiguous temperatures TG violating
the zeroth law. Following a suggestion by Frenkel and
Warren[21], we have demonstrated a spontaneous trans-
fer of energy from a system with lower TG to a system
with higher TG, violating the Clausius formulation of the
second law.
We have also shown that while the assertions of DH
and HHD that other expressions for the entropy vio-
late adiabatic invariance are—strictly speaking—correct
when the density of states is monotonically increasing[8–
11, 13, 15], the effects are of order 1/N , and are therefore
unmeasurable for macroscopic systems.
DH and HHD further claim that thermodynamics can
be applied to extremely small systems, but we have ar-
gued that this claim fails to account for fluctuations and
surface interactions. Thermodynamics is valid for sys-
tems in which the energy, volume, particle number, etc.
have sufficiently small fluctuations that their average val-
ues are enough to fully characterize the (macroscopic)
state of the system for the experiments of interest.
We have provided support for the proposal by Purcell
10
and Pound and by Ramsey for the use of negative tem-
peratures to describe systems with bounded energies and
non-monotonic energy densities.
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