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Abstract
Mathematical programs with equilibrium constraints are optimization problems which violate
most of the standard constraint qualifications. Hence the usual Karush–Kuhn–Tucker conditions can-
not be viewed as first order optimality conditions unless relatively strong assumptions are satisfied.
This observation has lead to a number of weaker first order conditions, with M-stationarity being the
strongest among these weaker conditions. Here we show that M-stationarity is a first order optimal-
ity condition under a very weak Abadie-type constraint qualification. Our approach is inspired by
the methodology employed by Jane Ye, who proved the same result using results from optimization
problems with variational inequality constraints. In the course of our investigation, several concepts
are translated to an MPEC setting, yielding in particular a very strong exact penalization result.
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We consider the following program, known across the literature as a mathematical pro-
gram with complementarity—or often also equilibrium—constraints, MPEC for short:
minf (z)
s.t. g(z) 0, h(z) = 0,
G(z) 0, H(z) 0, G(z)T H(z) = 0, (1)
where f :Rn → R, g :Rn → Rm, h :Rn → Rp , G :Rn → Rl , and H :Rn → Rl are con-
tinuously differentiable.
It is easily verified that the standard Mangasarian–Fromovitz constraint qualification
is violated at every feasible point of the program (1), see, e.g., [2]. The weaker Abadie
constraint qualification can be shown to only hold in restrictive circumstances, see [5,16].
A still weaker CQ, the Guignard CQ, has a chance of holding, see [5]. Any of the classic
CQs imply that a Karush–Kuhn–Tucker point (called a strongly stationary point by the
MPEC community) is a necessary first order condition.
However, because only the weakest constraint qualifications have a chance of holding,
new constraint qualifications tailored to MPECs, and with it new stationarity concepts,
have arisen, see, e.g., [6,9,14–16,19,24].
One of the stronger stationarity concepts introduced is M-stationarity [14] (see (5)). It is
second only to strong stationarity. Weaker stationarity concepts like A- and C-stationarity
have also been introduced [4,19], but it is commonly held that these are too weak since
such points allow for trivial descent directions to exist.
M-stationary points also play an important role for some classes of algorithms for the
solution of MPECs. For example, Scholtes [20] has introduced an algorithm which, under
certain assumptions to the MPEC (1), converges to an M-stationary point, but not in general
to a strongly stationary point. Later, Hu and Ralph [7] proved a generalization of this result
by showing that a limit point of a whole class of algorithms is an M-stationary point of the
MPEC (1).
Hence it is of some importance to know when an M-stationary point is in fact a first or-
der condition. This paper is dedicated to answering that question. We will show M-station-
arity to be a necessary first order condition under MPEC-ACQ, an MPEC variant of the
classic Abadie CQ, see [6]. It is the weakest of the MPEC constraint qualifications known
to date.
The path we take in order to prove this was described by Ye [23,24]. Inspired by similar
ideas employed by Ye [23] for OPVICs (optimization problems with variational inequality
constraints), we introduce MPEC variants of calmness and a local error bound, and show
M-stationarity to be a necessary first order condition under these constraint qualifications.
The proofs of these results are also inspired by Ye [23]. Then we proceed to show that a
mathematical program with affine equilibrium constraints (see (43)) satisfies these, finally
using the method of [24, Theorem 3.1] to prove our result.
The organization of this paper is as follows. In Section 2 we introduce necessary con-
cepts and collect some useful results about normal cones and subgradients. Section 3 starts
off with introducing a Fritz John-type M-stationarity result which is proved using a result
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the relationship between MPEC-calmness and exact penalization. These results will play
an important role in order to establish the main result of this paper.
The notation is basically standard. Unless specifically stated, we always use the Euclid-
ean norm. In particular, we denote by Bε(x) the open ball around x with diameter ε
with respect to the Euclidean norm. If a differential operator is applied to only a part
of the arguments, this is denoted by an appropriate subscript, i.e. we have ∂f (x, y) =
(∂xf (x, y), ∂yf (x, y)). A (not necessarily unique) projection of x ∈Rn onto a set X ⊆Rn
is denoted by ΠX(x). Finally, given a set δ ⊆ {1, . . . , n} we denote by xδ ∈R|δ| that vector
which consists of those components of x ∈Rn which correspond to the indices in δ.
2. Preliminaries
We will now introduce some notation and concepts in the context of MPECs which we
will need for the remainder of this paper. The reader is referred to [6] for more details.
From the complementarity term in (1) it is clear that for a feasible point z∗, either
Gi(z
∗), or Hi(z∗), or both must be zero. To differentiate between these cases, we divide
the indices of G and H into three sets:
α := α(z∗) := {i | Gi(z∗) = 0, Hi(z∗) > 0}, (2a)
β := β(z∗) := {i | Gi(z∗) = 0, Hi(z∗) = 0}, (2b)
γ := γ (z∗) := {i | Gi(z∗) > 0, Hi(z∗) = 0}. (2c)
The set β is called the degenerate set.
The classic Abadie CQ is defined using the tangent cone of the feasible set of a mathe-
matical program. The MPEC variant of the Abadie CQ (see Definition 2.1) also makes use
of this tangent cone. If we denote the feasible set of (1) by Z , the tangent cone of (1) in a
feasible point z∗ is defined by
T (z∗) :=
{
d ∈Rn ∣∣ ∃{zk} ⊂Z, ∃tk ↘ 0 : zk → z∗ and zk − z∗
tk
→ d
}
. (3)
Note that the tangent cone is closed, but in general not convex.
For the classic Abadie CQ, the constraints of the mathematical program are linearized.
This makes less sense in the context of MPECs because information we keep for G and H ,
we throw away for the complementarity term (see also [5]). Instead, the authors proposed
the MPEC-linearized tangent cone in [6],
T linMPEC(z∗) :=
{
d ∈Rn | ∇gi(z∗)T d  0, ∀i ∈ Ig,
∇hi(z∗)T d = 0, ∀i = 1, . . . , p,
∇Gi(z∗)T d = 0, ∀i ∈ α,
∇Hi(z∗)T d = 0, ∀i ∈ γ,
∇Gi(z∗)T d  0, ∀i ∈ β,
∇Hi(z∗)T d  0, ∀i ∈ β,
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where Ig := {i | gi(z∗) = 0}. Note that here, the component functions of the complemen-
tarity term have been linearized separately, so that we end up with a quadratic term in (4).
Similar to the classic case, it holds that T (z∗) ⊆ T linMPEC(z∗) (see [6, Lemma 3.2]). This
inspires the following variant of the Abadie CQ for MPECs.
Definition 2.1. The MPEC (1) is said to satisfy MPEC-Abadie CQ (or MPEC-ACQ for
short) in a feasible vector z∗ if T (z∗) = T linMPEC(z∗) holds.
As mentioned in the introduction, various stationarity concepts have arisen for MPECs.
Though we only need M-stationarity, we also state A-, C- and strong stationarity for com-
pleteness’ sake, see [4,16,19] for more detail.
Let z∗ ∈Z be feasible for the MPEC (1). We call z∗ M-stationary if there exist λg , λh,
λG, and λH such that
0 = ∇f (z∗)+
m∑
i=1
λ
g
i ∇gi(z∗)+
p∑
i=1
λhi ∇hi(z∗)−
l∑
i=1
[
λGi ∇Gi(z∗)+ λHi ∇Hi(z∗)
]
,
λGα free,
λHγ free,
(
λGi > 0 ∧ λHi > 0
)∨ λGi λHi = 0, ∀i ∈ β, λGγ = 0,λHα = 0,
g(z∗) 0, λg  0, g(z∗)T λg = 0. (5)
The other stationarity concepts differ from M-stationarity only in the restrictions im-
posed upon λGi and λ
H
i for i ∈ β , as detailed in the following list:
• strong stationarity [16,19]: λGi  0 ∧ λHi  0, ∀i ∈ β;
• M-stationarity [14]: (λGi > 0 ∧ λHi > 0)∨ λGi λHi = 0, ∀i ∈ β;
• C-stationarity [19]: λGi λHi  0, ∀i ∈ β;
• A-stationarity [4]: λGi  0 ∨ λHi  0, ∀i ∈ β .
Note that the intersection of A- and C-stationarity yields M-stationarity and that strong
stationarity implies M- and hence A- and C-stationarity. Also note that Pang and Fuku-
shima [16] call a strongly stationary point a primal-dual stationary point.
The “C” and “M” stand for Clarke and Mordukhovich, respectively, since they occur
when applying the Clarke or Mordukhovich calculus to the MPEC (1). See, e.g., [19] for an
application of the Clarke calculus. A discussion using the Mordukhovich calculus follows
in this paper.
The “A” might stand for “alternative” because that describes the properties of the La-
grange multipliers, or “Abadie” because it first occurred when MPEC-ACQ was applied to
the MPEC (1), see [6].
We will now introduce some normal cones, which we will later use to define various
subgradients. For more detail on the normal cones we use here, see [3,8,11,12].
Definition 2.2. Let Ω ⊆Rl be nonempty and closed, and v ∈ Ω be given. We call{ }
Nπ(v,Ω) := w ∈Rl | ∃µ > 0: wT (u− v) µ‖u− v‖2, ∀u ∈ Ω (6)
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N(v,Ω) :=
{
lim
k→∞w
k | ∃{vk} ⊂ Ω: lim
k→∞v
k = v, wk ∈ Nπ(vk,Ω)
}
(7)
the limiting normal cone to Ω at v, and
NCl(v,Ω) := cl convN(v,Ω) (8)
the Clarke normal cone to Ω at v. If Ω additionally is convex, we call
Nconv(v,Ω) := {w ∈Rl | wT (u− v) 0, ∀u ∈ Ω} (9)
the standard normal cone to Ω at v.
By convention, we set Nπ(v,Ω) = N(v,Ω) = NCl(v,Ω) = Nconv(v,Ω) := ∅ if
v /∈ Ω . By N×Ω :Rl ⇒ Rl we denote the multifunction that maps v → N×(v,Ω), where× is a placeholder for one of the normal cones defined above.
Note that the Clarke normal cone defined in (8) is in fact the well-known Clarke normal
cone [3]. The limiting normal cone is also called the Mordukhovich normal cone [22].
Additionally, it may also be defined using a limit of what Rockafellar and Wets [18] call
the regular normal cone and others [12,13] call the Fréchet normal cone. Since we do not
need it in our analysis, we do not define it here. See in particular [12, Proposition 2.2] in
this context.
We note in the following result that all normal cones defined in Definition 2.2 coincide
if Ω is convex.
Proposition 2.3. Let Ω ⊆ Rl be nonempty, closed, and convex. Then the normal cones
defined in Definition 2.2 coincide for every v ∈ Ω , i.e. we have
Nπ(v,Ω) = N(v,Ω) = NCl(v,Ω) = Nconv(v,Ω) (10)
for all v ∈ Ω .
Proof. For an arbitrary v ∈ Ω it obviously holds that
Nconv(v,Ω) ⊆ Nπ(v,Ω) ⊆ N(v,Ω) ⊆ NCl(v,Ω). (11)
By [3, Proposition 2.4.4], it further holds that NCl(v,Ω) = Nconv(v,Ω) if Ω is convex.
Together with (11) this yields the statement of the proposition. 
To cope with the complementarity term in the constraints of the MPEC (1), we require
a result which investigates the limiting normal cone to a complementarity set. This result
was originally stated in a slightly different format by Outrata in [14, Lemma 2.2], see also
[23, Proposition 3.7].
Proposition 2.4. Let the set
C := {(a, b) ∈R2l | a  0, b 0, aT b = 0} (12)
be given. Then, for an arbitrary but fixed (a, b) ∈ C, define
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Ib = {i | ai > 0, bi = 0},
Iab = {i | ai = 0, bi = 0}.
Then the limiting normal cone to C in (a, b) is given by
N
(
(a, b),C)= {(x, y) ∈R2l | xIb = 0, yIa = 0,
(xi < 0 ∧ yi < 0)∨ xiyi = 0, ∀i ∈ Iab
}
. (13)
We may define subgradients using the normal cones introduced in Definition 2.2. For,
e.g., the cases of the limiting and Clarke subgradients, see [11] and [3, Corollary to Theo-
rem 2.4.9], respectively.
Definition 2.5. Let f :Rn → R be locally Lipschitz continuous. Then the proximal sub-
gradient of f in z ∈Rn is given by
∂πf (z) := {ξ | (ξ,−1) ∈ Nπ ((z, f (z)), epif )}, (14)
the limiting subgradient of f in z ∈Rn by
∂f (z) := {ξ | (ξ,−1) ∈ N((z, f (z)), epif )}, (15)
and the Clarke subgradient of f in z ∈Rn by
∂Clf (z) := {ξ | (ξ,−1) ∈ NCl((z, f (z)), epif )}. (16)
If f is convex, the convex subgradient of f in z ∈Rn is given by
∂convf (z) := {ξ | (ξ,−1) ∈ Nconv((z, f (z)), epif )}. (17)
Here, epi denotes the epigraph epif := {(z, ζ ) ∈Rn+1 | ζ  f (z)}.
Remark. It immediately follows from (11) and the definition of the various subgradients
that the string of inclusions
∂πf (z) ⊆ ∂f (z) ⊆ ∂Clf (z) (18)
holds for all f :Rn → R locally Lipschitz continuous in z ∈ Rn. If f is convex (and,
therefore, locally Lipschitz) in z ∈Rn, it follows from Proposition 2.3 that
∂πf (z) = ∂f (z) = ∂Clf (z) = ∂convf (z). (19)
The following proposition collects some useful properties and calculus rules of the lim-
iting subgradient. The nonnegative scalar multiplication property is easily verified, while
the rest may be found, e.g., in their respective order, in Remark 4C.3, Proposition 5A.4,
and Theorem 5A.8 in [8], or in the discussion after Definition 2.9, and Corollaries 4.6 and
5.8 in [12].
Proposition 2.6.
(a) Let f :Rn →R be locally Lipschitz continuous in z and α  0. Then it holds that
∂(αf )(z) = α∂f (z). (20)
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duces to a singleton:
∂f (z) = {∇f (z)}. (21)
(c) Let f,g :Rn → R be locally Lipschitz continuous in z. Then the following sum rule
holds:
∂(f + g)(z) ⊆ ∂f (z) + ∂g(z). (22)
(d) Let F :Rn → R and f :R → R be locally Lipschitz continuous in z and F(z), re-
spectively. Then the following chain rule holds for Φ :Rn → R defined by Φ(z) :=
(f ◦ F)(z):
∂Φ(z) ⊆ {∂(ηF )(z) | η ∈ ∂f (F(z))}. (23)
For more detail on the calculus of the limiting subgradient, the interested reader is re-
ferred to the works of Mordukhovich [11,12] and Loewen [8].
3. M-stationarity
We now state a theorem by Treiman [22, Corollary 4.2] which we will use to prove a
Fritz John-type condition in Theorem 3.2. A result similar to Treiman’s may be found in
[13, Theorem 4.4].
Theorem 3.1. Let the program
min f (z)
s.t. g(z) 0, h(z) = 0,
z ∈ U, (24)
be given, where f :Rn → R, g :Rn → Rm, and h :Rn → Rp are locally Lipschitz contin-
uous functions and U ⊆ Rn is closed. Further, let z∗ be a local minimizer of (24). Then
there exist r  0, λg  0, and λh, not all zero, such that
0 ∈ r∂f (z∗)+
m∑
i=1
λ
g
i ∂g(z
∗)+
p∑
i=1
∂
(
λhi hi
)
(z∗)+N(z∗,U),
g(z∗)T λg = 0. (25)
We will now apply Theorem 3.1 to our problem (1). Note, however, that we use a slightly
weaker smoothness assumption on f since this result will later be applied to a specific
MPEC whose objective function is only locally Lipschitz.
Theorem 3.2 (Fritz John-type M-stationarity condition). Let z∗ be a local minimizer of the
MPEC (1), where the objective function f is locally Lipschitz and all other functions are
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not all zero, such that
0 ∈ r∂f (z∗)+
m∑
i=1
λ
g
i ∇gi(z∗)+
p∑
i=1
λhi ∇hi(z∗)−
l∑
i=1
[
λGi ∇Gi(z∗)+ λHi ∇Hi(z∗)
]
,
λGα free,
λHγ free,
(
λGi > 0 ∧ λHi > 0
)∨ λGi λHi = 0, ∀i ∈ β, λGγ = 0,λHα = 0,
g(z∗) 0, λg  0, g(z∗)T λg = 0. (26)
Proof. We will prove this result by applying Theorem 3.1 to our MPEC (1). In order
to facilitate the proof, we introduce slack variables, ξ and η, in the following equivalent
reformulation of the MPEC (1):
min
z,ξ,η
f (z)
s.t. g(z) 0, h(z) = 0,
Γ (z, ξ, η) :=
(
G(z) − ξ
H(z) − η
)
= 0,
(z, ξ, η) ∈Rn × C, (27)
with
C := {(ξ, η) ∈R2l | ξ  0, η 0, ξT η = 0}.
We now apply Theorem 3.1 to the program (27).
Setting ξ∗ := G(z∗) and η∗ := H(z∗), Theorem 3.1 states that there exist r  0, λg  0,
λh, and λΓ =: (−λG,−λH ), not all zero, such that
0 ∈
(
r∂f (z∗)
0
0
)
+
(∑m
i=1 λ
g
i ∂gi(z
∗)
0
0
)
+
(∑p
i=1 ∂(λ
h
i hi)(z
∗)
0
0
)
+
2l∑
i=1
∂
(
λΓi Γi
)
(z∗, ξ∗, η∗) +N((z∗, ξ∗, η∗),Rn × C)
=
(
r∂f (z∗)
0
0
)
+
(∑m
i=1 λ
g
i ∇gi(z∗)
0
0
)
+
(∑p
i=1 λ
h
i ∇hi(z∗)
0
0
)
−


∑l
i=1(λGi ∇Gi(z∗)+ λHi ∇Hi(z∗))
−λG
−λH

+( 0
N((ξ∗, η∗),C)
)
, (28)
where we used that all functions but f are continuously differentiable, and that N((a, b),
A×B) = N(a,A)×N(b,B) for A, B closed (see [18, Proposition 6.41]).
We now take a closer look at those components pertaining to ξ and η in (28),( )
(−λG,−λH ) ∈ N (ξ∗, η∗),C . (29)
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(
λGi , λ
H
i
) ∈


{(a, b) | a free, b = 0}, ξ∗i = 0, η∗i > 0,
{(a, b) | (a > 0 ∧ b > 0)∨ ab = 0}, ξ∗i = 0, η∗i = 0,
{(a, b) | a = 0, b free}, ξ∗i > 0, η∗i = 0.
(30)
Taking into account that ξ∗i = Gi(z∗), that η∗i = Hi(z∗), the definitions of α, β , and γ
(see (2)), (30), (28), the final condition in (25), and the fact that (z∗, ξ∗, η∗) is feasible for
the reformulated MPEC (27) yield the statement of this theorem. 
Note that a version of Theorem 3.2 employing stronger smoothness assumptions ap-
pears in [24, Theorem 2.1].
In standard nonlinear programming, calmness is often used as a constraint qualification
in order to guarantee that r > 0 in a Fritz John-setting, yielding a KKT point as a necessary
first order condition. Applying this reasoning to MPECs yields a KKT point (which is
equivalent to a strongly stationary point, see, e.g., [5]) under calmness.
However, we know that strong stationarity cannot be a first order condition under
MPEC-ACQ (see, e.g., [6]). Therefore, we need to define a suitable MPEC variant of calm-
ness.
To this end, we introduce a multifunction Z :Rm+p+2l ⇒Rn to facilitate the statements
and proofs of the results to follow:
Z(p, q, r, s) := {z ∈Rn | g(z) + p  0, h(z) + q = 0,
G(z) + r  0, H(z) + s  0,(
G(z) + r)T (H(z) + s)= 0}. (31)
Note that we denote the feasible set of the MPEC (1) by Z =Z(0,0,0,0).
We now use this set to define an MPEC variant of calmness, inspired by the definition
of calmness for OPVICs, as proposed by Ye [23]. Note the close resemblance to standard
calmness (see, e.g., [3, Definition 6.4.1]).
Definition 3.3. The MPEC (1) is said to satisfy MPEC-calmness in z∗ (or, alternatively, the
MPEC is MPEC-calm at z∗) if there exist ε > 0 and µ > 0 such that for all (p, q, r, s) ∈
Bε(0) ⊂Rm+p+2l and all z ∈Z(p, q, r, s) ∩Bε(z∗) it holds that
f (z∗) f (z) +µ∥∥(p, q, r, s)∥∥. (32)
Note that a straightforward application of OPVIC-calmness [23] yields a slightly de-
generated version of the above, where s (or r) is omitted.
Just as in standard nonlinear programming, MPEC-calmness is closely linked to exact
penalization (see, e.g., [1]), which we will examine in the following proposition.
Proposition 3.4. Let z∗ be a local minimizer of the MPEC (1). Then the following are
equivalent:(a) the MPEC is MPEC-calm at z∗;
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minimizer of
min
(z,r,s)
f (z) + ρ(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥(r, s)∥∥)
s.t. G(z) + r  0, H(z) + s  0,(
G(z) + r)T (H(z) + s)= 0; (33)
(c) there exists a ρ1 > 0 such that for all ρ  ρ1 the vector z∗ is a local minimizer of
min
z
f (z) + ρ(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥min{G(z),H(z)}∥∥). (34)
Proof. (a) ⇒ (b) Let the conditions for MPEC-calmness at z∗ from Definition 3.3 be
satisfied. Choose δ  ε3 such that
max
z∈Bδ(z∗)
∥∥max{0, g(z)}∥∥ ε
3
and max
z∈Bδ(z∗)
∥∥h(z)∥∥ ε
3
.
This exists due to the continuity of h and g. Note that δ > 0.
Furthermore, let an arbitrary (z, r, s) ∈ Bδ(z∗,0,0) such that (z, r, s) is feasible for the
program (33) be given. Then set
pi := −max
{
0, gi(z)
}
, ∀i = 1, . . . ,m, and q := h(z).
With this choice of p and q , it holds that∥∥(p, q, r, s)∥∥ ‖p‖ + ‖q‖ + ∥∥(r, s)∥∥ ε
3
+ ε
3
+ ε
3
= ε
and hence (p, q, r, s) ∈ Bε(0), as well as z ∈Z(p, q, r, s) ∩Bε(z∗).
Since z∗ satisfies MPEC-calmness, condition (32) holds and we obtain
f (z∗) f (z) +µ∥∥(p, q, r, s)∥∥ f (z) +µ(‖p‖ + ‖q‖ + ∥∥(r, s)∥∥)
= f (z) +µ(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥(r, s)∥∥)
 f (z) + ρ(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥(r, s)∥∥), (35)
for all ρ  µ > 0. Together with the fact that (z, r, s) was chosen arbitrarily from a neigh-
borhood of (z∗,0,0) and satisfying the constraints of (33), this implies that (z∗,0,0) is a
local minimizer of the program (33) for all ρ  ρ0 := µ.
(b) ⇒ (a) The following arguments apply to the Euclidean norm ‖ · ‖ = ‖ · ‖2. The
extension to an arbitrary norm is trivial since all norms are equivalent in finite dimensions.
Only µ˜ and µ below would be adjusted.
Let ε be given such that (z∗,0,0) is a global minimizer of (33) with ρ = ρ0 in the ball
B2ε(z∗,0,0) (note the radius is 2ε).
Now, let (p, q, r, s) ∈ Bε(0) and z ∈Z(p, q, r, s)∩Bε(z∗) be chosen arbitrarily. In this
case, the vector (z, r, s) is, in particular, feasible for (33) and belongs to the region where
(z∗,0,0) is a global minimizer. Therefore, it holds for ρ = ρ0 that
f (z∗) f (z) + ρ0
(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥(r, s)∥∥)(∥ { }∥ ∥ ∥ ∥ ∥ ) f (z) + µ˜ ∥max 0, g(z) ∥1 + ∥h(z)∥1 + ∥(r, s)∥1
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 f (z) + µ˜(∥∥max{0, g(z) + p︸ ︷︷ ︸
0
}∥∥
1 + ‖p‖1 +
∥∥h(z) + q︸ ︷︷ ︸
=0
∥∥
1
+ ‖q‖1 +
∥∥(r, s)∥∥1)
= f (z) + µ˜(‖p‖1 + ‖q‖1 + ∥∥(r, s)∥∥1)= f (z) + µ˜∥∥(p, q, r, s)∥∥1
 f (z) +µ∥∥(p, q, r, s)∥∥,
for some µ˜,µ > 0, due to the equivalence of norms. This is exactly the definition of MPEC-
calmness.
(a) ⇒ (c) This is proved analogous to the implication (a) ⇒ (b). Choose δ  ε such that
max
z∈Bδ(z∗)
∥∥max{0, g(z)}∥∥ ε
4
,
max
z∈Bδ(z∗)
∥∥h(z)∥∥ ε
4
,
max
z∈Bδ(z∗)
∥∥min{G(z),H(z)}∥∥ ε
4
.
This exists due to the continuity of g, h, G, and H .
Furthermore, let z ∈ Bδ(z∗) be arbitrarily given. Then set
pi := −max
{
0, gi(z)
}
, ∀i = 1, . . . ,m,
q := h(z),
ri := si := −min
{
Gi(z),Hi(z)
}
, ∀i = 1, . . . , l.
With this choice of p, q , r , and s it holds that∥∥(p, q, r, s)∥∥ ‖p‖ + ‖q‖ + ‖r‖ + ‖s‖ ε
4
+ ε
4
+ ε
4
+ ε
4
= ε
and hence (p, q, r, s) ∈ Bε(0) as well as z ∈Z(p, q, r, s) ∩Bε(z∗).
Since z∗ satisfies MPEC-calmness, condition (32) holds and we obtain
f (z∗) f (z) +µ∥∥(p, q, r, s)∥∥
 f (z) +µ(‖p‖ + ‖q‖ + ‖r‖ + ‖s‖)
= f (z) +µ(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ 2∥∥min{G(z),H(z)}∥∥)
 f (z) + ρ(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥min{G(z),H(z)}∥∥) (36)
for all ρ  2µ > 0. Since z ∈ Bδ(z∗) was chosen arbitrarily, (36) implies that z∗ is a local
minimizer of the program (34) for all ρ  ρ1 := 2µ.
(c) ⇒ (a) Similar to (b) ⇒ (a) we prove this for the Euclidean norm only.
Let ε be given such that z∗ is a global minimizer of (34) with ρ = ρ1 in the ball Bε(z∗).
Now, let (p, q, r, s) ∈ Bε(0) and z ∈ Z(p, q, r, s) ∩ Bε(z∗) be chosen arbitrarily. It then
follows from (34) that
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(∥∥max{0, g(z)}∥∥+ ∥∥h(z)∥∥+ ∥∥min{G(z),H(z)}∥∥)
 f (z) + µ˜(∥∥max{0, g(z)}∥∥1 + ∥∥h(z)∥∥1 + ∥∥min{G(z),H(z)}∥∥1)
= f (z) + µ˜(∥∥max{0, g(z) + p − p}∥∥1 + ∥∥h(z) + q − q∥∥1
+ ∥∥min{G(z) + r − r,H(z) + s − s}∥∥1)
 f (z) + µ˜(∥∥max{0, g(z) + p︸ ︷︷ ︸
0
}∥∥
1 + ‖p‖1 +
∥∥h(z) + q︸ ︷︷ ︸
=0
∥∥
1 + ‖q‖1
+ ∥∥min{G(z) + r,H(z) + s}︸ ︷︷ ︸
=0
∥∥
1 + ‖r‖1 + ‖s‖1
)
= f (z) + µ˜∥∥(p, q, r, s)∥∥1  f (z) +µ∥∥(p, q, r, s)∥∥
for some µ˜,µ > 0, due to the equivalence of norms. This concludes the proof. 
Note that in [21, Theorem 3.11] an exact penalty result for MPECs is stated under much
stronger conditions.
Proposition 3.4 states, in particular, that MPEC-calmness at z∗ is equivalent to z∗ being
a local minimizer of the unconstrained program (34). It is known from standard nonlinear
programming (see, e.g., [1, Theorem 1.1]) that exact penalization in the sense of (34) is
equivalent to standard calmness at z∗ of the program
min f (z)
s.t. g(z) 0, h(z) = 0, min{G(z),H(z)}= 0. (37)
Hence standard calmness at z∗ of the program (37) is equivalent to MPEC-calmness at z∗
of the MPEC (1). Note that the feasible regions of the MPEC (1) and the program (37) are
identical.
We can now use Proposition 3.4 to prove that M-stationarity is a necessary first order
condition under MPEC-calmness.
Theorem 3.5. Let z∗ be a local minimizer of the MPEC (1) at which the MPEC is MPEC-
calm. Then there exists λg ∈ Rm, λh ∈ Rp , λG ∈ Rl , λH ∈ Rl such that the conditions (5)
hold, i.e. z∗ is M-stationary.
Proof. Since the MPEC (1) satisfies MPEC-calmness at z∗, (z∗,0,0) is a local minimizer
of (33) according to Proposition 3.4 for ρ = ρ0.
Interpreting (33) as an MPEC with complementarity constraints only, we apply The-
orem 3.2 to acquire the existence of (r, λG,λH ) = (0,0,0) such that r  0, λG and λH
satisfy the sign conditions from (26), and
0 ∈ r∂f˜ (z∗,0,0)−
l∑
i=1
[
λGi
(∇Gi(z∗)
ei
0
)
+ λHi
(∇Hi(z∗)
0
ei
)]
, (38)
where f˜ (z, r, s) := f (z) + ρ0(‖max{0, g(z)}‖1 + ‖h(z)‖1 + ‖(r, s)‖1), and ei ∈ Rl is the
ith unit vector. Note that we choose the 1-norm specifically. Also note that Theorem 3.2
may be applied since f˜ is locally Lipschitz continuous.
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to (r, λG,λH ) = (0,0,0). Therefore, r = 1 can be assumed without loss of generality.
Now, let us consider ∂zf˜ (z∗,0,0). Using the properties for limiting subgradients from
Proposition 2.6 (note that ρ0  0), we get
∂zf˜ (z
∗,0,0) ⊆ ∇f (z∗)+ ρ0
[
m∑
i=1
∂ max
{
0, gi(z∗)
}+ p∑
i=1
∂
∣∣hi(z∗)∣∣
]
⊆ ∇f (z∗)+ ρ0
[
m∑
i=1
{
η
g
i ∇g(z∗) | ηgi ∈ ∂ max
{
0, gi(z∗)
}}
+
p∑
i=1
{
ηhi ∇h(z∗) | ηhi ∈ ∂
∣∣hi(z∗)∣∣}
]
. (39)
Both max{0, ·} and | · | are convex functions, and in view of (19), their limiting subgradients
are equal to their convex subgradients, which are well known.
Since z∗ is, in particular, feasible, it follows that h(z∗) = 0 and g(z∗)  0. Hence we
state the limiting subgradients of max{0, ·} and | · | only for the relevant part of their do-
main:
∂ max{0, x} =
{
0, x < 0,
[0,1], x = 0, ∂|x| = [−1,1] for x = 0.
Incorporating this into (39) and substituting ∂zf˜ (z∗,0,0) into (38) with r = 1 yields the
first part of (5). Setting λgi := 0 for all i /∈ Ig finally yields the last line of (5), thereby
completing the proof. 
We now define an MPEC-variant of a local error bound, which we will show to imply
MPEC-calmness. Again, the following definition is inspired by Ye [23, Definition 4.1].
Definition 3.6. The constraint system of the MPEC (1),
g(z) 0, h(z) = 0,
G(z) 0, H(z) 0, G(z)T H(z) = 0 (40)
is said to have a local MPEC-error bound at z∗ if there exist ν, δ > 0 such that
dist(z,Z) ν∥∥(p, q, r, s)∥∥ (41)
for all (p, q, r, s) ∈ Bδ(0) and all z ∈Z(p, q, r, s) ∩Bδ(z∗).
We now show that a local MPEC-error bound implies MPEC-calmness. This is also
inspired by an analogous result for OPVICs by Ye [23, Proposition 4.2].
Proposition 3.7. Let z∗ be a local minimizer of the MPEC (1), and let the constraint
system (40) of the MPEC have a local MPEC-error bound. Then the MPEC is MPEC-
calm at z∗.
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more, let δ be the quantity from the definition of the local MPEC-error bound (see Defin-
ition 3.6). Setting ε := min{δ˜, δ}, we have that (p, q, r, s) ∈ Bε(0) and z ∈ Z(p, q, r, s) ∩
Bε(z
∗) satisfy (41). By our choice of z and the fact that z∗ ∈Z is feasible, it holds that∥∥ΠZ (z) − z∗∥∥ ∥∥ΠZ (z) − z∥∥+ ‖z − z∗‖ 2ε.
Using this, and the facts that 2ε  2δ˜ and f is continuously differentiable and hence locally
Lipschitz continuous, it follows that
f (z∗)  f
(
ΠZ (z)
)= f (z) + (f (ΠZ (z))− f (z))
 f (z) +L∥∥ΠZ (z) − z∥∥= f (z) +Ldist(z,Z)
(41)
 f (z) +Lν∥∥(p, q, r, s)∥∥. (42)
Setting µ := Lν yields the conditions for MPEC-calmness at z∗. This concludes the
proof. 
We next consider mathematical programs with equilibrium constraints where the con-
straints are characterized by affine functions, i.e. we consider the following mathematical
program with affine equilibrium constraints, or MPAEC:
min f (z)
s.t. Az + a  0, Bz + b = 0,
Cz + c 0, Dz + d  0, (Cz + c)T (Dz + d) = 0, (43)
where f :Rn → R, not necessarily affine, A ∈ Rm×n, B ∈ Rp×n, C,D ∈ Rl×n are given
matrices, and a ∈Rm, b ∈Rp , c, d ∈Rl are given vectors.
The following result states that an MPAEC has a local MPEC-error bound. This, though
important by itself, will be instrumental when we prove M-stationarity to be a first order
optimality condition under MPEC-ACQ in Theorem 3.9.
Proposition 3.8. Let z∗ be feasible for the MPAEC (43). Then the constraint system of the
MPAEC has a local MPEC-error bound at z∗.
A proof of this result may be obtained by following the techniques of the proof for [10,
Theorem 2.3]. Alternatively, Proposition 3.8 may be derived using a result by Robin-
son [17], where polyhedral multifunctions are shown to be locally upper Lipschitz con-
tinuous. See [10,17,23] for proofs using this approach.
We are finally able to present our main result, whose proof is entirely due to Ye [24,
Theorem 3.1].
Theorem 3.9. Let z∗ be a local minimizer of the MPEC (1) at which MPEC-ACQ holds.
Then there exists a Lagrange multiplier λ∗ such that (z∗, λ∗) satisfies the conditions for
M-stationarity (5).
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∇f (z∗)T d  0, ∀d ∈ T (z∗),
and since MPEC-ACQ holds, this is equivalent to
∇f (z∗)T d  0, ∀d ∈ T linMPEC(z∗). (44)
This, in turn, is equivalent to d∗ = 0 being a minimum of
min
d
∇f (z∗)T d s.t. d ∈ T linMPEC(z∗), (45)
which is an MPAEC. By Proposition 3.8, the constraint system of (45) has a local MPEC-
error bound, which in turn implies that (45) is MPEC-calm by Proposition 3.7.
Keeping in mind that in (45), d is the variable, and that d∗ = 0 solves (45), Theorem 3.5
then yields the existence of Lagrange multipliers λgIg , λ
h
, λGα∪β , and λHγ∪β such that, in
particular
0 = ∇f (z∗)+
∑
i∈Ig
λ
g
i ∇gi(z∗) +
p∑
i=1
λhi ∇hi(z∗)−
∑
i∈α
λGi ∇Gi(z∗)
−
∑
i∈γ
λHi ∇Hi(z∗)−
∑
i∈β
[
λGi ∇Gi(z∗)+ λHi ∇Hi(z∗)
]
,
λGα free, λHγ free, λh free, λ
g
Ig  0,(
λGi > 0 ∧ λHi > 0
)∨ λGi λHi = 0, ∀i ∈ β. (46)
The latter condition follows from the fact that since d∗ = 0, it holds that ∇Gi(z∗)T d∗ =
∇Hi(z∗)T d∗ = 0 for all i ∈ β , and hence the whole set β is degenerate in the corresponding
constraints of (45). Also note that, since λGα and λHγ have no sign restriction imposed upon
them, their signs were chosen in such a manner as to facilitate the notation of the proof.
By setting λgi := 0 for all i /∈ Ig , λGγ := 0, and λHα := 0 we obtain the conditions (5) for
M-stationarity with λ∗ = (λg,λh,λG,λH ) from (46). This concludes the proof. 
Note that the MPEC-Abadie constraint qualification is satisfied under many other condi-
tions like the MPEC-MFCQ assumption or an MPEC-variant of a Slater-condition, see [6],
as well as a number of other constraint qualifications, see [24]. Hence all these stronger
constraint qualifications imply that M-stationarity is a necessary first order optimality
condition. In particular, a local minimizer is an M-stationary point under the MPEC-
MFCQ assumption used in [19]. However, the authors of [19] were only able to prove
C-stationarity to be a necessary first order condition under MPEC-MFCQ.
We also note that the MPEC-Abadie constraint qualification does not guarantee that
a local minimizer is a strongly stationary point. This follows from the observation that
even the stronger MPEC-MFCQ condition does not imply strong stationarity, see [19] for
a counterexample.
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We proved that a very weak assumption, the MPEC-Abadie constraint qualification, im-
plies that a local minimum satisfies the relatively strong first order optimality condition,
M-stationarity, in the framework of mathematical programs with equilibrium constraints.
This result was established before in a very recent paper by Ye [24]. However, the proof
given in [24] is based on a number of results for OPVICs, and the corresponding trans-
lations to MPECs is sometimes not completely trivial. We therefore presented a complete
and largely self-contained proof of this result. Additionally, we obtained a new and very
strong exact penalty result.
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