A necessary and sufficient condition for the ordered weighted average (OWA) aggregation value of an arbitrary aggregated set to consistently increase with the orness level is proposed. The OWA operator properties associated with the orness level are extended. Then, with the generating function representation of Regular Increasing Monotone (RIM) quantifier, all these conditions and properties are extended to the case of RIM quantifiers, which can be seen as the continuous OWA operator with free dimension. Some families of consistency RIM quantifiers and their corresponding OWA operators are summarized. Some existing linguistic term RIM quantifiers are collected and two parameterized generalization forms of them are proposed, which can be useful for the selection and comparison of the linguistic quantifier in theory and applications.
Introduction
The ordered weighted averaging (OWA) operator which was introduced by Yager [45] has attracted much interest among researchers. It provides a general class of parameterized aggregation operators that include the min, max, average. Many applications such as in the areas of decision making, expert systems, data mining, approximate reasoning, fuzzy system and control have been proposed [19, 20, 27, 39, 56, 57] .
One of the appealing points in OWA operators is the concept of orness [45] . The orness measure reflects the andlike or orlike aggregation result of an OWA operator, which is very important both in theory and applications [13, 15, [50] [51] [52] . The extension of Yager's orness concept to other aggregation operators has recently 2. 8W ; W 0 2 W, orness(W) P orness(W 0 ) should imply that for any aggregated elements set X, their aggregation values F W (X) and F W 0 ðX Þ satisfy F W ðX Þ P F W 0 ðX Þ.
Condition 1 means that this OWA operator family distributes on the whole possible orness interval [0, 1] . Condition 2 makes this OWA operator family be consistent, that is the higher levels of orness, which entails a higher optimism of the decision maker, should lead necessarily to higher aggregated scores. As a = 0 and a = 1 lead to the unique solutions of minimum and maximum respectively, these two conditions mean that any value between the minimum and maximum can be obtained if the orness level a changes in the unit interval [0, 1] . The orness level can be used as the control parameter to represent the decision maker's preference which is both complete and consistent. It was proved that both the solutions of the maximum entropy and minimum variance problems satisfy these two conditions [24, 29] . Similar conditions also be hold for the RIM quantifier aggregation method [23, 25] . However, the second condition is not satisfied in general, two negative examples were given in [29, p. 172] and [23, p. 589] for the OWA and RIM quantifier cases respectively. Two sufficient conditions for the OWA operator that make this aggregation be consistent were once proposed [29] . The consistency of maximum entropy OWA operator in geometric form was proved, some properties associated with the orness level are discussed, which extended the results of O'Hagan [35] , Filev and Yager [12, 13] , Fullér and Majlender [14] . Similar conditions for RIM quantifier were also discussed in [23] . Here a problem arises: If other forms of consistent OWA operator or RIM quantifier families to be proposed, what condition should these OWA operator or RIM quantifier families satisfy?
In the present paper, a necessary and sufficient condition for the OWA aggregation value be consistent with the orness level is proposed. The two sufficient conditions for the consistent OWA aggregation property that was once proposed in [29] become special cases of this condition, and their proofs are significantly simplified. Then, with the generating function technique, this necessary and sufficient condition and the followed OWA operator properties are extended to the case of RIM quantifier, which can be seen as the continuous OWA operator with free dimension. Some families of consistent OWA operator and their corresponding RIM quantifier families are summarized and extended [23, 27, 29, 47] . As the RIM quantifiers are usually more simple and intuitive than that of the corresponding OWA operator, some linguistic term RIM quantifiers in applications are collected [3, 4, 9, 11, [16] [17] [18] 20, 40] , two parameterized generalizations of them are proposed.
The remainder of this paper is organized as follows. Section 2 gives some preliminaries, they include the concept of OWA operator and the quantifier guided aggregation method with OWA operator. Section 3 proposes a necessary and sufficient condition for the consistency of OWA aggregation. Two sufficient conditions for the consistent OWA aggregation are extended and improved. Then, these conditions and properties are extended to the RIM quantifiers with the generating function technique. Section 4 gives a summary of some consistent RIM quantifier families and their corresponding OWA operators. Section 5 collects some linguistic RIM quantifiers in applications and proposes two parameterized generalization of them. Section 6 summarizes the main results and draws conclusions.
Preliminaries

OWA operators
An OWA operator [45] of dimension n is a mapping F : R n ! R that has an associated weighting vector W = (w 1 , w 2 , . . . , w n ) having the properties w 1 þ w 2 þ Á Á Á þ w n ¼ 1; 0 6 w j 6 1; j ¼ 1; 2; . . . ; n and such that
w j y j with y j being the jth largest of the x i .
The degree of ''orness'' associated with this operator is defined as [45] :
The 
Quantifier guided aggregation with OWA operator
In [48] , Yager proposed a method for obtaining the OWA weighting vectors via fuzzy linguistic quantifiers, especially the Regular Increasing Monotone(RIM) quantifier, which can provide information aggregation procedures guided by verbally expressed concepts and a dimension independent description of the desired aggregation.
Definition 1 [48] . A fuzzy subset Q of the real line is called a Regular Increasing Monotone(RIM) quantifier if Q(0) = 0, Q(1) = 1, and
Examples of this kind of quantifier are all, most, many, there exists [48] . The quantifier all is represented by the fuzzy subset
The quantifier there exists, not none, is defined as
With a RIM quantifier Q, the OWA weighting vector can be obtained as [48] :
The quantifier guided aggregation with OWA operator is
Yager also extended the orness measure of OWA operator to the case of RIM quantifier [48] . Let n ! 1 in the orness measure of the OWA weighting vector with (2), the orness measure of a RIM quantifier can be obtained
Thus the orness degree of a RIM quantifier is equal to the area under its membership function.
To establish the corresponding relationship between OWA operator and RIM quantifier, a generating function representation of RIM quantifier was proposed by Liu [23, 27] . where f(t) P 0 and
Obviously, for any differentiable RIM quantifier Q(x), its generating function f(t) is equal to its first order differential function Q 0 (x).
With generating function, the orness of Q(x) can be represented as
It can be easily seen that Q * leads to the weighting vector W * , Q * leads to the weighting vector W * , and Q A (x) = x leads to the weighting vector W A . Comparing (1) and (6), these two orness measures are similar in their expressions, furthermore, we also have orness(Q * ) = 0, orness(Q * ) = 1, and ornessðQ A Þ ¼ 1 2 . Similarly, as the class of RIM quantifiers is bounded by the quantifiers Q * (quantifier ''all'') and Q * (quantifier ''there exists''), thus for any RIM quantifier Q(x), Q * (x) 6 Q(x) 6 Q * (x), and for any X = (x 1 , x 2 , . . . , x n ), In what follows, a necessary and sufficient condition for the consistency of OWA operators is proposed, which can be seen as an extension and improvement of the properties for the OWA operator presented in [29] . Here, the OWA weighting vector does not need to be nonzero. The significantly simplified proofs of them are also provided. 
Necessity
On the other hand, if [29, p. 172] . Two sufficient conditions to make the aggregation value be consistent with the orness level are proposed in the following, which can be seen as the improvements of that in [29] . 
As for j > i, w i w 
If the OWA weighting vectors are nonzero, the condition of Corollary 2 can be replaced with a more simplified form. implies
, so
, that is for j > i P 1,
Corollaries 3 and 4 can be seen as the alternative forms of the following conclusions about OWA operator in [29, p. 165-169] , where the proofs were once very complicated. , with i = 1, 2, . . . , n À 1, then "X = (x 1 , x 2 , . . . , x n ), F W ðX Þ P F W 0 ðX Þ, especially that orness(W) P orness(W 0 ).
Corollary 6 [29] . For OWA weighting vectors W ¼ ðw 1 ; w 2 ; . . . ; w n Þ; W 0 ¼ ðw
The corresponding properties for RIM quantifiers
The RIM quantifier provides information aggregation procedure guided by verbally expressed concepts and a dimension independent description of the desired aggregation. With the generating function technique, the RIM quantifier can be seen as the continuous case of OWA operator [23, 27] . In this subsection, a necessary and sufficient condition and two sufficient conditions for the aggregation of RIM quantifier be consistent is proposed. Theorems 4-6 show the corresponding conclusions in RIM quantifier with the generating function method.
These conclusions can also be seen as extensions of that in a recent paper [27] under the weighted OWA operator (WOWA) context [38] , if the WOWA operator is regarded as a combination of the ordinary OWA operator and RIM quantifier aggregation methods. These expressions and proofs can be compared with the OWA operator properties in Section 3.1.
Corresponding to Theorem 1, it has Theorem 4. For RIM quantifiers Q(x), G(x), "X, F Q (X) P F G (X) and orness(Q) P orness(G) if and only if for every rational point
Proof. 1. Sufficiency First, we will prove that if for every rational point
, and orness(Q) P orness(G).
Let us suppose that x 1 P x 2 P Á Á Á P x n , then
Similarly,
, it also has ornessðQÞ À ornessðGÞ ¼ R 1 0 ðQðxÞ À GðxÞÞ dx P 0:
n Þ stands for any n and i 6 n, so Q(x) P G(x) for every rational point x 2 [0, 1]. h From Theorem 4, the necessary and sufficient conditions for the consistent aggregation with RIM quantifier can also be obtained, which correspond to Corollary 1.
Corollary 7. For any two RIM quantifiers Q(x), G(x) in a RIM quantifier family Q, orness(Q) P orness(G) implies "X, F Q (X) P F G (X) if and only if for every rational point
Similar to the case of OWA operator, such condition also does not hold for a general RIM quantifier family, A negative example was given in [23, p. 589] .
In what follows, two sufficient consistent aggregation conditions for the RIM quantifier will be proposed with the generating function technique. They can also be seen as extensions of the results in [23, 27] , which give more detailed discussions.
Corresponding to Theorems 2 and 3, it has
Theorem 5. For two RIM quantifiers Q(x), G(x) with generating functions f(t), g(t) respectively, if "s,
Proof. As
gðtÞ dt ¼ 1, similar to the proof of Theorem 2,
gðsÞf ðtÞ ds dt
ðf ðsÞgðtÞ À gðsÞf ðtÞÞ ds dt:
Similar to Corollaries 2 and 3, it has
Corollary 8. For any two RIM quantifiers Q(x), G(x) in a RIM quantifier family Q, with generating functions f(t), g(t) respectively, if "s,
Corollary 9. For any two RIM quantifiers Q(x), G(x) in a RIM quantifier family Q, with generating functions f(t), g(t) respectively, if "s, t 2 [0, 1], t P s, f(s) À f(t) P g(s) À g(t), then orness(Q) P orness(G) implies "X, F Q (X) P F G (X).
If the generating functions are nonzero, Corollary 8 can be expressed in a similar form of Corollary 9.
Corollary 10. For any two RIM quantifiers Q(x), G(x) in a RIM quantifier family Q, with generating functions f(t), g(t) respectively, if "s, t 2 [0, 1], t P s, f ðsÞ f ðtÞ P gðsÞ gðtÞ , then orness(Q) P orness(G) implies "X, F Q (X) P F G (X). Further more, if the generating functions are differentiable, both of them can be expressed in a more simplified form. , then , that is f(s)g(t) P f(t)g(s), from Corollary 8, orness(Q) P orness(G) implies "X, F Q (X) P F G (X). h Corollary 12. For any two RIM quantifiers Q(x), G(x) in a RIM quantifier family Q, with generating functions f(t), g(t) respectively, if "t 2 [0, 1], f 0 (t) 6 g 0 (t), then orness(Q) P orness(G) implies "X, F Q (X) P F G (X).
, from Corollary 9, orness(Q) P orness(G) implies "X, F Q (X) P F G (X). h With (5), the conditions of Corollaries 11 and 12 can be replaced without involving the generating function. 
Corollary 12 can be replaced with Q 0 (t) À G 0 (t) 6 0, which means Q À G is concave. Both of them mean that the more concave (less convex) of the RIM quantifier membership function is, the bigger the orness level of the RIM quantifier and the aggregation value will be.
Comparing the conclusions of OWA operator and that of RIM quantifier respectively, the generating function f(t) of the RIM quantifier Q(x) plays the role of w i in the OWA operator exactly. With this relationship, the researches on OWA operator and RIM quantifier can be unified in the same framework. Theoretically speaking, for a certain generating function f(x) of a RIM quantifier and the corresponding OWA operator, both f(x) and w i should have almost the same form, and have almost the same properties in the aggregation process. Both the RIM quantifier and the OWA operator have their own advantages in applications. The former have a clear linguistic interpretation and dimension free in aggregation, and the latter can manipulate the aggregated objects directly.
In some special cases, a certain family of RIM quantifiers and that of the OWA operators can be strictly corresponded each other. That is for a parameterized family OWA operators with orness level ranging between 0 and 1, there will also exist a parameterized RIM quantifier family with orness level ranging between 0 and 1 ( That is between there exists and all). This can be seen as a refinement of the OWA operator generating method with RIM quantifier [48] . In such case, the orness levels of the RIM quantifier and that of the OWA operator are usually different, their orness levels approach the same value only when n ! + 1. Unfortunately, as we will see later, comparing with the process to get the desired RIM quantifier, the methods to obtain the corresponding OWA weighting vector maybe much more complicated, and they are restricted in some special cases. Trying to find a general method to get the OWA weighting vector which corresponds to a RIM quantifier family should be an interesting problem in this topic.
Some families of parameterized consistent RIM quantifiers
As mentioned before, all the OWA operators range between W * and W * , and all the RIM quantifiers range between Q * and Q * , with the orness levels being 0 and 1 respectively. If the orness level is used as a control parameter in the aggregation process, a natural requirement is that the aggregation value should be consistent with the orness level to reflect our ''andlike'' or ''orlike'' attitude. Indeed, a higher degree of orness should lead to better aggregated results. As mentioned in Section 3, this is possible only when the concerning conditions of the OWA weighting vector or the RIM quantifier generating functions can be satisfied.
In this section, some existing parameterized consistent RIM quantifier families and their corresponding OWA operators with orness level as their control parameters are summarized [23] [24] [25] 27, 29, 47] in an uniform framework. A more clear image of the correspondence between OWA operator and RIM quantifier can be obtained.
As the RIM quantifiers are usually simpler in their expression than the OWA operator and can be connected with the linguistic terms in intuitive way (which is discussed in Section 5), the conclusions about RIM quantifier are introduced firstly, and the corresponding OWA operators are given in the next.
Three parameterized consistent RIM quantifier families
RIM quantifier family with exponential generating function
From Corollary 11, for a RIM quantifier with generating function f(x), to make it more orlike or andlike, it only need to increase or to decrease the value of expression 
if k 6 ¼ 0;
Let e k = a,
if a > 0 and a 6 ¼ 1; (11) is a consistent parameterized RIM quantifier with orness level ranging between 0 and 1. The membership functions of Q(x) for different orness levels are plotted in Fig. 1 . It can also be verified that f(x) is the optimal solution in the sense of maximum entropy [25] .
The discrete form of exponential function RIM quantifier is the maximum entropy OWA operator W = (w 1 , w 2 , . . . , w n ) in geometric form [29] , which is determined by
. . . ; n À 1Þ, that is
With given orness(W) = a and n, q is the root solution of (15)
A similar method is also proposed in [14] . W can be obtained by solving a polynomial equation instead of the maximum entropy nonlinear programming problem.
RIM quantifier family with piecewise linear generating function
Similar to the ideas of RIM quantifier with exponential generating function, from Corollary 12, it is also reasonable to set f 0 (x) = m as the control parameter for the RIM quantifier. This means f(x) is a linear function with m as its slope ratio, that is f(x) = mx + n. As f(x) must be nonnegative, it can be assumed that f(x) is a piecewise linear function. This becomes the equidifferent RIM quantifier [23] f ðxÞ ¼ mx þ n if mx þ n P 0; 0 otherwise: 
The membership functions of Q(x) for different orness levels are plotted in Fig. 2 . This is another consistent RIM quantifier family. Furthermore, it can be proved that it is the optimal solution in the sense of minimum variance [23] .
The discrete case of this RIM quantifier family is the maximum spread equidifferent OWA operator [24] . An equidifferent OWA weighting vector W = (w 1 , w 2 , . . . , w n ) can be expressed as:
with P n i¼1 w i ¼ 1. If an equidifferent OWA operator has m nonnegative arithmetic progression (equidifferent) elements, then it can be expressed in the following two cases:
where a P 0. With given orness level, there are usually more than one equidifferent OWA operator solutions. For the maximum of m, it is called maximum spread equidifferent OWA (MSEOWA) operator [24] . The MSEOWA operator is the optimal solution of the minimum variance problem [15] . The method to generate such OWA weighting vector W = (w 1 , w 2 , . . . , w n ) with given orness level a is in the following, where [ * ] represents the floor of a real number [24] . ; ½3n À 3aðn À 1Þ À 1 if 2 3 < a < 1:
Step 2. Determine d with (22) . < a < 1:
Step 3. Determine W = (w 1 , w 2 , . . . , w n ) with (23).
. . . ; n: QðxÞ ¼ x r ; r 2 ð0; þ1Þ; ð24Þ
This case was discussed in [47, p. 140] . It can be seen that (24) is a consistent parameterized RIM quantifier with orness level between 0 and 1. The membership functions are plotted in Fig. 3 .
Unfortunately, we cannot conceive the corresponding OWA operator form for this RIM quantifier family, as its characteristic is not found. A feasible way to make the OWA operator orness changing between 0 and 1 in power function form when r > 0 is that
All these three kinds of RIM quantifiers and OWA operators have a common property that when ornessðQÞ ¼ 1 2 , then Q(x) = x; and when ornessðW Þ ¼ 1 2 , then W = W A . They can be seen as parameterized generalizations of the arithmetic mean in the RIM quantifier and OWA operator forms respectively.
Some other consistent RIM quantifier families with piecewise linear membership function
In [47] , Yager proposed various forms of OWA weighting vectors and the corresponding RIM quantifiers with piecewise linear membership functions. They include the Slide OWA (S-OWA), Step OWA and Window OWA operator and RIM quantifier forms. Here, the parameterized families of these RIM quantifiers are given. For any d 2 [0, 1], there is a RIM quantifier Q(x), that makes orness(Q) = d. By selecting appropriate parameter forms, the aggregation value for any aggregated elements set can be consistent with the orness level when the condition of Corollary 7 satisfies. It should be noted that the orness levels of their corresponding OWA operators may be not continuous (such as the step and the widow OWA operator). For more discussions of them, readers can see [47] .
Slide RIM quantifier family
The slide RIM quantifier corresponds to the Slide OWA(S-OWA) operator [47, 58] (Fig. 4) . A slide RIM quantifier can be defined as
where a + b 6 1.
When a = 0, this becomes the andlike S-OWA quantifier, and when b = 0, this becomes the orlike S-OWA quantifier, which was discussed in [47, pp. 134-136] . The corresponding OWA operator W = (w 1 , w 2 , . . . , w n ) in the discrete case is
From (29), a, b can be seen as the parameters of rotation transformation. By selecting a, b appropriately, the consistent RIM quantifiers or corresponding OWA operators can be obtained if the condition of Corollary 7 or 1 is satisfied.
4.2.2.
Step RIM quantifier family A step RIM quantifier is a generator of the step OWA operator [47, p. 136] QðxÞ ¼ 0 if 0 6 x 6 c;
The step RIM quantifier can be interpreted as ''at least c percent'' and the orness of the OWA operator maybe discontinuous.The membership function of a step RIM quantifier is plotted in Fig. 5 . The corresponding step OWA operator W = (w 1 , w 2 , . . . , w n ) is
Obviously, a consistent RIM quantifier family can be obtained just by shifting c on [0, 1].
Window RIM quantifier family
A window RIM quantifier corresponds to the window OWA operator [47, p. 137] , which disregards the top and bottom scoring elements
Its membership function is shown in Fig. 6 . Step RIM quantifier family.
The corresponding step OWA operator W = (w 1 , w 2 , . . . , w n ) is
The orness(W) is also discontinuous on [0,1]. A consistent RIM quantifier family can also be obtained by selecting the parameters appropriately in a similar way.
An extension of the consistent RIM quantifier families
As the unique condition for a parameterized consistent RIM quantifier family is the quantifiers to satisfy the condition of Corollary 7, all the RIM quantifier families listed above can be extended to some general forms.
As a generalization, the formula . If p(x, a) is monotonic with a, the RIM quantifier family will always be consistent. it only needs to select appropriate form of p(x, a) in order to make the orness level of the RIM quantifier ranging between 0 and 1. The piecewise linear function can also be extended with f 0 (x) = p(x, a) in a similar way. The slide quantifiers, the step quantifiers and the window quantifiers can also be extended to their general forms. In indeed, for the orlike slide quantifiers, Q(x) rotates around (1, 1) when a changes. For the step and the window quantifiers, Q(x) shifts horizontally when c or a changes.
A general form of these quantifiers can be expressed as (39) .
; 1Þ and pðx; aÞ < 0;
pðx; aÞ if x 2 ð0; 1Þ and 0 6 pðx; aÞ 6 1; 1 i f x 2 ð0; 1Þ and pðx; aÞ > 1;
where a can be the parameter of a shift or rotation transformation, p(x, a) is an increasing function for x in [0, 1] when a is fixed. Similar discussions can also be done for the OWA operator, but its expression will be more complicated.
Two consistent generalizations on the existing piecewise linear linguistic RIM quantifiers
The RIM quantifier is widely used in linguistic terms to express the decision maker's preferences, such as in group decision making [4, 9, 18] , information aggregation [17] , system evaluation [40] and database query [ 16, 11, 20] . As in other areas of fuzzy logic, the most commonly used RIM quantifier forms in theory and applications are that with the linear membership functions. Some typical RIM quantifiers with linguistic terms and their piecewise linear membership functions are summarized in Table 1 .
With the conclusions of Section 3, to make the desired aggregation values and the specific corresponding RIM quantifier linguistic terms be consistent, the first thing to do is to give a linguistic term set and to define the order relations between them. For RIM quantifiers, a natural consideration is to use the orness level to reflect the different aggregation properties between them (such as orness(there exists) > orness(at least half) > orness(almost all) > orness(all)). Some parameterized RIM quantifier families Q(x, a) is discussed where parameter a determines the orness level of these quantifiers, which serves as the control parameter in the aggregation process. From Corollary 7, to make the aggregation value (for any aggregated elements set) be consistent with the orness level, Q(x, a) should satisfy the condition that if a 1 P a 2 , then Q(x, a 1 ) P Q(x, a 2 ) for all x 2 [0, 1]. The parameterized consistent RIM quantifier families in Section 4 satisfy this condition, but they seldom linked to linguistic quantifier terms, let lone to give a systematic division between there exist and all. Neither can we find literatures to give such a division. Most of the linguistic RIM quantifier terms are intuitively identified on the basis of experiences and perceptions. For example, the quantifier most had different formulations as reported in Table 2 . Considering consistent linguistic RIM quantifier family provides a systematic way to divide and compare these linguistic quantifiers.
The aim of this section is making an effort to associate the parameterized quantifier family to the daily linguistic terms as Table 1 . With Corollary 7, it can be seen that the RIM quantifiers in Table 1 cannot belong to the same RIM quantifier family, and they also do not cover the spectrum between the term there exists and all. In the following, two general forms of parameterized RIM quantifier that can change continuously between there exists (orness = 1) and all (orness = 0) are proposed. All the RIM quantifiers in Table 1 and the RIM quantifier families with piecewise linear membership functions in Section 4.2 become the special cases of them.
The first proposed parameterized RIM quantifier Q(x, a, p) is the general form that combines the piecewise linear RIM quantifier, the step and window RIM quantifier families together with shift and rotation transformations. Q(x, a, p) has two parameters p, and a, with x 2 [0, 1] be the variable of the membership function. p is the spread of the slope part for the piecewise linear membership function; 1 À p will be the maximum spread the shift transformation can be done. And a 2 [0, 1] is the orness level of the RIM quantifier. When the orness level a is very small ðp 6 p 2 Table 1 Some RIM quantifier linguistic terms [3, 4, 9, 11, [16] [17] [18] 20, 40] 1 À a 2 Table 2 The different membership function definitions for most 
Other alternatives to get such consistent RIM quantifier families can also be proposed with the condition of Corollary 7 being satisfied.
Conclusions
A necessary and sufficient condition for the aggregation value be consistent with the orness level of the OWA operator is proposed. Some properties of the OWA operator associated with the orness level are extended and with simplified proofs. With the generating function technique, the corresponding conclusions for the RIM quantifiers are proposed with the generating function playing the role of the weighting vector in the OWA operator. Some parameterized RIM quantifier families and their OWA operator forms that can make the aggregation value be consistent with the orness level are summarized. Two general parameterized RIM quantifier families that can include the most commonly used piecewise linear membership function RIM quantifiers as special cases are proposed. The connection to the consistent linguistic term division between there exist and all is attempted.
