This paper addresses the ability of generative adversarial networks (GANs) to model complex distributions of data in high-dimensional spaces. Our proposition is that the more effective the adversary is in discriminating the output of the generator, the more effective the generator will be at modeling (or generating) the distribution represented by the training data. The most extreme failure of GANs in this context is mode collapse, and there are several proposed methods to address that problem. However, mode collapse is merely a symptom of a more general problem of GANs, where the generator fools the adversary while failing to faithfully model the distribution of the training data. Here, we address the challenge of constructing and evaluating GANs that more effectively represent the input distribution. We introduce an adversarial architecture that processes sets of generated and real samples, and discriminates between the origins of these sets (i.e., training versus generated data) in a flexible, permutation invariant manner. We present quantitative and qualitative results that demonstrate the effectiveness of this approach relative to state-of-the-art methods for avoiding mode collapse.
Introduction
Since their introduction in 2014 [3] , generative adversarial networks (GANs) have proven to be an effective tool for representing or modeling complex, high-dimensional probability distributions from a set of i.i.d. training samples drawn from an unknown distribution. The strategy of a GAN is to train a generator network, G(z), to produce samples from a d−dimensional distribution of the data space, p(x), by transforming latent parameters, z ∈ R l , into data samples, x = G(z) ∈ R d , where z is typically drawn from some known, typically simple, parametric distribution. The generator is forced to produce samples that resemble the training data through a competition with a discriminator network D(x), which is simultaneously trained to distinguish between samples from the generator (fake) and the training (real) data. Thus, in the training phase, the two networks compete. The generator simultaneously produces progressive better data samples from its latent variables, while the discriminator gets progressively better at distinguishing generated versus real samples.
While recent applications have shown impressive results [7] , there remain some challenges in training GANs and achieving optimal results. One of the most common complaints is referred to as mode collapse, where the generator may sometimes fool the discriminator by producing a very small set of high-probability samples from the data distribution (e.g., one or more modes of the distribution). Although not globally optimal, such solutions have been shown to be significant attractors in practice when optimizing the combined competing networks by gradient-descent strategies. This failure of GANs is not limited to mode collapse. In general, solutions where the generator favors regions of the data space that have high probability can achieve relatively good scores according to the joint loss function and are large attractors in the optimization. This has been addressed in the literature by a variety of methods that focus primarily on the training strategies for the GAN.
In this paper, we address this challenge by modifying the objective function of the GAN such that it compares not merely the distributions between the generator and the input data, but the Cartesian product of these distributions. This serves to reduce the concentration of the target that the generator is seeking, and thereby making it less prone to fall into local minima that are biased toward the high-probability areas of the data space. The proposed formulation has the same global optimal as the original GAN formulation. In this paper, we also introduce several quantitative tools that allow us to measure the specificity and generalization of the learned generative model and demonstrate its effectiveness compared to state-of-the-art alternatives.
Related work
In recent years, several training strategies have been proposed to mitigate model collapse in GANs. Metz et al. [11] , for instance, modified the training strategy, such that at each gradient update step t, the generator's update is computed based on the discriminator's state at step t + n to match those that the optimal discriminator would allow. This strategy stabilizes GAN training and decreases mode collapse, but it significantly increases the computational complexity of each update step, as the discriminator calculates derivatives n times more than the vanilla GAN. Other strategies modify the GAN's loss function and network architecture. For instance, Zhao et al. [19] proposed a nonstochastic alternative loss and an autoencoder-like architecture for the discriminator to learn the manifold of the training data.
Salimans et al. [16] introduced a variety of methods for architecting and training GANs to improve the quality of the generated samples and reduce mode collapse. Among the several techniques in [16] , they add a feature matching loss to the original GAN loss function, which minimizes the discrepancy between the first order moments of the features distribution of the real samples and that of the generated samples in a designated layer within the discriminator. This forces the generator to merely match the low-order summary statistics of the latent/feature space of the training data as discovered by the generator. Another relevant technique is the minibatch discrimination (MD), which presents the discriminator with combinations of examples. Each combination is composed entirely from either training (i.e., real) samples or generated samples, thus providing the discriminator with additional informa-tion about each combination's respective distribution. The MD loss is constructed by applying a negative exponential to a learned metric distance between each example and the samples from the same distribution in a minibatch. These pairwise distances are then summed for each example and appended to the feature vector of an input sample to form a distance-augmented input sample that is passed to the discriminator's classification layers. The discriminator individually classifies each sample and its distances to others in the minibatch. Salimans et al. [16] demonstrated that this additional information helps to avoid mode collapse, but it has the drawback of loosing the guaranteed optimality properties of the original GAN formulation. Also, this approach constrains the discriminator to observing individual samples and vectors of distances, rather than allowing the discriminator to discover useful relationships among different samples within the same distribution (i.e., real versus generated).
Following the philosophy of minibatch discrimination, Lin et al. [9] designed PacGAN, a technique that stacks together examples from the same distribution and feeds these packs to the discriminator. Hence, the one classification that each pack receives from the discriminator is based on the collective information provided by samples within the pack. Lin et al. [9] showed that a GAN whose discrimination task is performed on packs of samples, rather than on single examples, is more stable during training and more resistant to mode collapse. However, since the examples are simply stacked together in the data space, the functional mapping D learned by the discriminator is not permutation invariant, i.e., the order in which the samples are stacked in the pack affects the outcome of D. Note that the minibatch discrimination method does respect permutation invariance-given samples x i and x j , D(x i ) and D(x j ) are not influenced by the order in which x i and x j are processed by the discriminator. This is a desirable attribute for functions that operate on sets of samples. Research on permutation invariance (and equivariance) has been fueled by the need for neural networks (NNs) capable of dealing with specialized data types, such as 3D point clouds, where the learning task (e.g., regression, classification) is over sets of unordered points that represent 3D shapes [14, 12] . Several papers have addressed the fundamental architectural properties of NNs that process sets. Zaheer et al. [18] showed that, in order to be permutation invariant, a function ρ operating on a set X must be decom-
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Classifier Subnetwork Figure 1 : SetGAN architecture posable in the form ρ x∈X φ(x) , with φ as a sequence of layers operating identically on a set of input samples, followed by aggregation, using a summation of features across the set of samples. Guttenberg et al. [5] indicated that the operator is not strictly confined to a sum, but can be any function that have the right properties over a set (e.g., pooling). With an N −sample-N −output learning task, they introduced the architecture of equivariant NN layers followed by pooling. Their equivariant layer processes pairs of elements in its input set, before aggregating the single results to the output, and they show application to predicting N −body dynamics.
In this paper, we show advantages of modifying the GAN's loss function directly, and relying on deep network architectures that can learn the appropriate comparisons among samples. Here, we focus on the strategy of exposing the discriminator to multiple samples simultaneously randomly drawn from a distribution (real or generated), showing that permutation invariance is an indispensable property for effectively learning the true data distribution. In particular, the proposed adversarial architecture, Set-GAN, relies on equivariant layers that treat individual samples identically, followed by a permutation invariant architecture that produces a rich statistical summary of the feature space of these equivariant layers. We examine the proposed approach in a more general, stochastic framework, with the understanding that it is complementary to various other existing improvements in GAN training and regularization.
Method

SetGAN Forumlation
The strategy of the proposed SetGAN architecture is to allow the discriminator to make a decision on a set of samples from generator and/or training (i.e., real) data. Let x i ∈ X ⊂ R d denote samples from the data space and z i ∈ R l denote samples from the latent space of the generator. Let p x and p z be the probability distributions of the data space and the latent space, respectively, where k independent samples are drawn from each. Let X (k) denote the k−ary Cartesian product over the training set, where
, ∀i ∈ {1, · · · , k}} denote the k−ary Cartesian product over the generator latent space. We use the notations p (k)
x and p (k) z to signify the probability distributions defined on the Cartesian products X (k) and Z (k) , respectively. The SetGAN loss function is therefore formulated as:
This loss formulation optimizes over the ability of the generator to produce a set of k samples resembling the data, while giving the discriminator access to collections of samples for discrimination. One can see how this approach addresses mode collapse-the discriminator could easily learn to recognize patterns of repeated (or very similar) ex-amples in the set of k samples. More generally, the effect of k independent samples and the corresponding probability space p (k) x : X (k) → R + , is that it increases the entropy of the distribution that the generator must mimic, because entropies of independent samples are additive, and H(p
Our hypothesis is that this makes it more difficult for the generator to ignore areas of the data space with low probability.
It is worth emphasizing that SetGAN formulation does not change the global optimum of the loss function. If we let p G : X → R + be the probability distribution of the generated samples in the data space, we have:
Theorem: The global optimum (Nash equilibrium) of the objective function defined in (1) is achieved when
G . This gives the following optimization:
From the proof in [3] , we have that the global optimum for (2) is p
Marginalize over all i = 1, . . . , k except where x i = x j , and we have p G (x j ) = p x (x j ), for all x j ∈ X , and thus
The formulation in (1) suggests a modification to the original GAN formulation where one simply extends the discriminator, D, to accept and classify a concatenation of the k samples from X . However, samples ordering in X (k) is arbitrary, because the samples are i.i.d. This suggests that we could account for this symmetry in the architecture of the NN that implements D, rather than require that D learn the i.i.d. nature of the input data. For this, we treat the k independent samples as a set, {x 1 , . . . , x k }, and rely on an architecture that is invariant to permutations of the input samples. With larger values of c, the approximation becomes more similar to the original histogram function.
Architecture
SetGAN can use any generator architecture; in our experiments we used convolutional generators similar to [16] . The discriminator architecture is however changed to process sets of samples while being invariant to their ordering. The discriminator network of a SetGAN has three subnetworks, namely D f , D g , and D h (see Figure 5 ). In SetGAN, the generator does not undergo any modifications, and thereby the proposed formulation can be used with any state-of-the-art generator architectures. However, the discriminator architecture should change in order to classify sets of examples, rather than single samples.
The SetGAN discriminator uses three subnetworks to classify a given set. The feature subnetwork D f independently maps each example into a latent feature representation. The pairing subnetwork D g takes pairs of feature vectors, corresponding to pairs of samples in the given set, and maps them to another feature space, using subnetwork D g , to encode pairwise relations. The term pair here refers to a permutation of the features of two examples stacked together in a vector. The pairing subnetwork entails an aggregation function that merges the results from each pair, in a permutational invariant manner, right before the classifier subnetwork D h .
While summary statistics, such as averaging, could be used as an aggregation function, a richer statistical representation would provide the generator with more useful gradient updates to effectively learn the underlying data distribution. To this end, we use a histogram function to compute the aggregation. Since the histogram function is not differentiable, it can not be trivially incorporated in a setting that rely on gradient descent. To back propagate gradients through the histogram function, we thus construct a differentiable approximation that is formulated as follows. Let S be a set containing s samples in the feature space. Let f ij be the i th − example of the j th − feature. We use logistic functions to approximate histogram bins. A logistic function φ defined at a location α (i.e., the logistic midpoint) is defined as:
where c is a parameter that controls steepness of the function, and thus the degree of approximation (see Figure 2 for illustration). Let α n and α n+1 be the two thresholds that define a bin in a histogram. Then, the approximation of a bin can be written as:
where the sum is computed over all the s−samples in S.
For each feature, we construct a histogram with B−bins, therefore Eq. (4) is applied B−times to S. To ensure that all values are in a finite range, before the binning phase, a sigmoid function is applied, forcing all features to be in the range of [0, 1]. The subnetwork D h stacks together the constructed histograms (one for each feature) in a vector that represents the whole set of samples. In this way, the histogram function is suited for the aggregating task because it retains the information coming from each sample in the set, in contrast to other functions (e.g. max and average) that only retain part of the summarized information.
It is important to note that the subnetwork D g has to process all possible permutations of two elements in the set, otherwise the order in which the samples are processed would bias the final resulting aggregation or force the discriminator to learn the permutation invariance.
Evaluating GANs
The evaluation of GANs is still an open research problem. Visually, it is possible to qualitatively judge the quality and diversity of the generated samples, but quantitative estimates are more complicated to perform and need to address different aspects. One of these aspects is the model's generalization, i.e., the generator's ability to model the entire span of the data manifold by generating samples that go beyond the training data. Inception score (IS), described in [16] , is a common evaluation measure to assess the generality of the network.
Through a classifier trained on the same dataset used to train the GAN, generated samples are assigned a label y obtaining the conditional distribution p(y|x = G(z)). If G(z) produces realistic samples, p(y|x = G(z)) has low entropy, while the distribution p(y) has high entropy. It follows that the Kullback-Leibler (KL) divergence between p(y|x = G(z)) and p(y) gives a good measure of GANs' performance. The inception score is, therefore, calculated as exp(E x [KL(p(y|x)||p(y)))]. This quantity takes in account the fact that good samples should be easily classified and cover all the classes in the training data. If mode collapse is present, the inception score is lower. However, one of the disadvantages of this estimator is that the entire process requires some predefined clustering on the data, such as human-assigned labels, that is not available for all datasets. Furthermore, this evaluation does not provide any intra-cluster information, i.e., a GAN that generates only one sample for each class still receives a high Inception score, since all classes are represented. Despite these drawbacks, inception score remains a valid and popular instrument to assess GANs' generalization.
While IS is an indicator of the number of classes that the generator can produce, we want a more general measure for the similarity between the generated and real distributions. Inspired by the work in [15] , we propose an evaluation measure that is based on data space partitioning to quantify the divergences between the training data distribution and the generator distribution. In particular, we divide the data space into M −partitions by clustering the training data into M −clusters. We can then use the conditional probability distribution for real and generated samples within each partition to quantify their dissimilarity using symmetric Kl-divergence defined as KL(P x ||P G )+KL(P G ||P x ). This method is applicable to any dataset because it does not require any previous knowledge about the data.
Another metric that is often used in evaluating GANs is high-quality samples-introduced by [17] -that quantifies the percentage of samples that fall within n−standard deviations from the centroid of their belonging class. This quantifies the quality of samples that resemble the real data, but it can only be employed if the real data distribution is known. We will use high-quality samples in our experiments whenever this eventuality occurs.
A common technique to quantify mode collapse is the probability of collision, described in [1] . When generating a set of samples, it is possible to find the closest examples in the set and have humans inspect them to decide if they are the same example or not. The percentage of examples in the set that look identical to humans is often utilized as a metric to quantify mode collapse. The main problem with this method is that it relies on humans to make a decision about the similarity, and hence is subjective. Furthermore, it is a slow evaluation process and is not always possible to inspect a variety of samples wide enough to have an accurate estimate. Moreover, this method can only quantify if the generated distribution has collisions, but does not make comparisons between the collisions in the generated and real data distributions. If the training data has high probabilities of collisions, this method would still penalize the generated distribution for having the same probability of collisions. Motivated by these observations, we propose an alternative evaluation method. Finding the L 2 distances between each pair of examples in the generated set, we can construct a histogram on these distances. We then calculate the symmetric KL-divergence between this histogram and the corresponding histogram built on the real data. We will refer to this method as Distances Divergence (DD). If the number of collisions is higher in the generated samples than in the training data, DD would be higher. Furthermore, this method would also penalize a generated distribution that produces samples that reside more far apart in the space than the samples in the real data, even if they belong to the same cluster. 
Experiments
In this section, we compare the performance of SetGAN against vanilla GAN [3] , and relevant state-of-the-art architectures that mitigate mode collapse in GANs; minibatch discrimination (MD) [16] and PacGAN [9] . Here, we use the evaluation measures detailed in section 4. In all the experiments, the GAN variant is considered as the base architecture, while the other variants that are compared are built on top of this architecture. In MD, the distance scores are computed and appended to the sample's feature vectors right before the discriminator's output layer. PacGAN simply stacks multiple samples in a vector that is the input to the discriminator. For SetGAN, we describe the architecture of the pairing subnetwork D g ( Figure 5 ) that processes all pairs of examples in a set and aggregates them using the histogram function. This subnetwork can be slightly different in each experiment, but it is always placed right before the classifier subnetwork D h in the discriminator. All GAN variants are trained using the Jensen-Shannon divergence (JSD) used by [3] when introducing GANs to the world.
Both PacGAN and SetGAN are characterized by the number of samples in each set that the discriminator has to classify. Following the notation in [9] , we define PacGAN2 and SetGAN2 to be the variants of PacGAN and SetGAN whose discriminators classify sets of exactly 2 samples, while PacGAN5 and SetGAN5 discriminate over sets of 5 examples. In the following experiments, the set size will vary. 
Toy example: 2D-Grid
This experiment uses the 2D-Grid dataset described in [17] . It is a collection of 2D points drawn from 25 circular (i.e., isotropic) Gaussian distributions in 2D-space. The standard deviation of all the Gausian distribution is set to 0.05, therefore there is no overlap between different modes. In this very restricted data distribution, mode collapse can be easily perceived even just visualizing the generated samples in a 2D plot, but since the variance is small, it is difficult to understand how much intra-class diversity a generator has been able to catch. Because of this, a second experiment has been performed by only using a relatively larger standard deviation of 0.167. The base architecture is GAN, as described in [3] and modified in [2] . The generator consists of 4 dense hidden layers, each outputting 400 units. The activation function in the hidden layers is ReLU. The input vectors are 2dimensional. The discriminator contains 3 Maxout layers [4] , each with 5 maxout pieces and 200 units. In this model, only the generator takes advantage of batch normalization as in [6] . For SetGAN, the pairing subnetwork consists of 3 dense layers (with the same amount of hidden units in previous layers of the discriminator) to process all possible pairs of examples in a set and aggregate the results to be classified. The networks trained for 400 epochs.
When calculating the percentage of high-quality samples, a generated example must be within 3 standard deviations from the class mean to be considered a good sample. We report the average percentages of 10 trials with 1, 000 generated examples each and the associated standard deviations. IS and symmetric KL-divergence are computed over 10, 000 samples. The number of bins for this test is set to 200.
The experiment with the smaller standard deviation com-pares GAN, MD, PacGAN5 and SetGAN5. The experiment with a bigger standard deviation also adds PacGAN2, PacGAN50 and SetGAN50. These additions aim to compare the effects of different set sizes on PacGAN and Set-GAN.
The results in Tables 1 and 2 show that GAN and MD, when σ = 0.05, have significant mode collapse, while PacGAN5 and SetGAN5 can represent almost all the classes/modes in the dataset, as demonstrated by high IS.
The KL-divergence is the lowest for SetGAN5, implying that the distribution learned by SetGAN5 is the closest among the trained generators to the real distribution. The percentage of high-quality samples is the highest for GAN, but this is probably due to the elevated degree of mode collapse that brings the samples closer to the mean of the generated classes.
In the experiment that sets σ = 0.167 (i.e., with less disjoint modes), GAN is able to represent almost all the classes/modes having the lowest symmetric KLdivergence. It is worth highlighting that SetGAN improves when the size of the sets increases, as expected, while Pac-GAN is very close to the real distribution when the set size is 2, but progressively fails when the set size increases.
MNIST
The MNIST dataset [8] contains 70, 000 images of handwritten digits. Generating images from this distribution is an easy but not trivial problem. This is why MNIST is commonly used as a benchmark for testing GANs. For this experiment, the base architecture is a modified version of DCGAN [13] . The generator consists of 2 fully connected layers followed by 3 layers that apply transpose convolution operations. The discriminator is composed by 2 convolutional layers followed by 2 fully connected PacGAN2 DCGAN MD PacGAN5 SetGAN5 Figure 4 : MNIST generated samples. Table 3 shows that DCGAN performs poorly on both IS and symmetric KL-divergence compared to the other methods. Only PacGAN5 has lower symmetric KL-divergence. SetGAN5 and PacGAN2 distributions are close and both of them reduce mode collapse. Even in this experiment, increasing the number of examples in a set lowers the quality of the learned distribution for PacGAN.
CelebA
CelebA [10] is another widely used dataset in deep learning. It contains roughly 202, 000 photographs of celebrities, and thereby it is an excellent test for GANs, since the image space is restricted to faces, but with wide variability among them. The basic architecture for this experiment is DCGAN, as in the previous experiment. The generator contains 4 convolutional layers with batch normalization and leaky ReLU activation functions. The output layer applies hyperbolic tangent as its activation. The discriminator mirrors the generator with 4 convolutional layers, also applying leaky ReLU as their activation function.
The results in Table 4 show that DCGAN generated distribution is significantly far from the data distribution. Because of mode collapse, DCGAN only produces a few different faces. Once again, the KL-divergence increases for PacGAN whenever the set size increases. This time, it is even obvious from the images: while PacGAN2 is able to produce some good example, images from PacGAN5 images are noisy, with dull edges and artificial artifacts. During the training phase, minibatch discrimination and PacGAN2 were very unstable: in more than one trial, the gradients saturated and the generator completely stopped learning. In this experiment, SetGAN5 has the lowest KLdivergence and its generated images are sharp, varied, and more realistic. The DD of DCGAN is the highest, as expected, due to mode collapse. But scores of PacGAN5 are surprising, given the low quality of the generated samples.
Conclusions
This paper proposed a novel architecture, SetGAN, that mitigates the typical failure mode of GANs, i.e., mode collapse. SetGAN makes the training more stable and less prone to saturation of the gradients. Letting the discriminator classify sets of examples, rather than single samples, helps reducing mode collapse, and the permutation in-PacGAN2 DCGAN MD PacGAN5 SetGAN5 variance aspect of SetGAN's discriminator is paramount whenever the number of samples in each set increases. In this paper, we have been comparing pairs of samples to construct the necessary permutation invariance. An intriguig future direction is the analysis of permutations with more elements to further improve GANs training stability.
