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METAPLECTIC COVERS OF KAC-MOODY GROUPS AND WHITTAKER FUNCTIONS
MANISH M. PATNAIK AND ANNA PUSKÁS
ABSTRACT. Starting from some linear algebraic data (a Weyl-group invariant bilinear form) and some arith-
metic data (a bilinear Steinberg symbol), we construct a cover of a Kac-Moody group generalizing the work
of Matsumoto. Specializing our construction over non-archimedean local fields, for each positive integer n we
obtain the notion of n-fold metaplectic covers of Kac-Moody groups. In this setting, we prove a Casselman-
Shalika type formula for Whittaker functions.
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1. INTRODUCTION
Let A be a generalized Cartan matrix and F some field. Using some auxiliary data, one may construct a
corresponding Kac-Moody group G over F. Our goals in this paper are two-fold.
(i) Starting with some linear algebraic data (a Weyl group invariant quadratic form on a maximal torus
of G) and some arithmetic data on F (a Steinberg symbol), we construct a central extension of G1
following the classical construction of Matsumoto [29]. In case F is a non-archimedean local field and
if one chooses the n-th order Hilbert symbol (n ≥ 1 an integer), this leads to the notion of a n-fold
metaplectic cover of G .
(ii) We explain how to generalize the Casselman-Shalika formula [8] for unramified Whittaker functions
to our metaplectic covers. The strategy here is as in our previous work [36], [37], but some new
combinatorial work is necessary. Our results are sharpest for affine Kac-Moody groups in a manner
that will be explained later in this introduction.
This work was partly motivated by a desire to understand the Fourier coefficients of Eisenstein series
on these new metaplectic Kac-Moody groups and their conjectured link to the theory of multiple Dirichlet
series. The results in (ii) above are expected to play the main local tool in such a study. We present
our constructions in more detail in §1.1.1 - §1.1.2, make some comments on connection with the existing
literature in §1.1.3, and then fix some basic notation in §1.2.
1.1. Summary of our results.
1.1.1. Construction of covering groups (after Matsumoto [29]). Let Go be split, simple, and simply con-
nected group with Weyl group Wo defined over some field F . Let Qo be a Wo-invariant integral quadratic
form on the cocharacter lattice of Go and (·, ·) : F∗×F∗ → A be a Steinberg symbol (cf. §1.2.3) with target
some abelian group A. Following the work of Matsumoto [29] (cf. also the works of Steinberg [39], Moore
[34], and Kubota [25]), one can attach a covering group to Go using Qo and (·, ·). In the restrictive setting in
which we are working, the choice of Qo amounts to just a choice of an integer
2, but we still choose to phrase
things with this more involved notation following the example of Deligne and Brylinski [13] who construct
covers in more general contexts (i.e. non-split, reductive groups) starting from similar data. In any event, we
find the use of Qo a useful notational device in the general Kac-Moody context. Matsumoto’s construction
proceeds in three steps.
M1. From Qo and the symbol (·, ·), one constructs a central extension of the torus Ho by the group A.
Furthermore, one defines a family of automorphisms of this cover {si} indexed by the simple roots of
Go and satisfying the braid relations.
M2. Let No be the normalizer of the torus Ho and No,Z its integral version (sometimes also called the
extended Weyl group). Using an explicit presentation of No,Z (obtained earlier by Tits [42]) together
with the automorphisms {si} introduced in the previous step, one constructs a central extension N˜o of
No that restricts to the previous extension of Ho.
M3. Using the Bruhat decomposition, one can define the fiber product (of sets) So :=Go×N N˜o.Matsumoto
constructs a group of operators Eo acting on So whose action is seen to be simply transitive. This fact
along with the explicit form of the operators comprising Eo allows one to verify that Eo is a central
extension of Go with kernel A and satisfying a number of desirable properties.
1We work here in the “simply connected” case, a notion which will be explained below in §2.1.6
2Matsumoto’s original construction does not actually have a general Qo. He uses what amounts to the unique Qo which takes
value 1 on the short coroots.
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In generalizing the above to a Kac-Moody context, we could perhaps have chosen any of the existing
constructions (not all of which are equivalent) for Kac-Moody groups. We choose here the functorial ap-
proach of Tits [43] 3, whose input is a “root datum” consisting of a quadruple (Y,{yi},X ,{xi}) where Y,X
are to the play the role of the cocharacter and character lattice respectively of the group, and yi and xi the
coroots and roots respectively. In this setup the “simply connected" groups will roughly be the ones for
which Y is spanned by the {yi}, though some further care is required when A is not of full rank. See §2.1.6.
To carry over Matsumoto’s strategy, we first need to fix an integral Weyl group invariant form Q on
Y. In the “simply-connected” case just described, these are again easily classified (cf. Proposition 2.2.2).
Starting from the choice of such Q and a positive integer n, we can also form a “metaplectic root datum” as
in [33] or [46]. We use this new root datum to describe the Casselman-Shalika formula and the metaplectic
Demazure-Lusztig operators, but we do not actually need the construction of the metaplectic dual group. In
fact, our restrictions on the cardinality of the residue field mask almost all of the subtleties of this dual group
which Weissman has constructed in[46]. In the affine setting, we tabulate the possibilities for metaplectic
dual root systems in Table 2.3.2. Fixing Q and choosing some Steinberg symbol, Matsumoto’s strategy
carries over with little change to the Kac-Moody context.
KM1. The construction of the cover of the torus and its family of automorphisms follows as in [29]. The
possible complications involving non-degeneracy of the Cartan matrix (e.g. the loop rotation in the
affine case) are conveniently taken care of using the “Q- formalism.”
KM2. The next step is to obtain a presentation for a group N that plays a role analogous to the normalizer
of the torus in the finite-dimensional context, and then refine this to a presentation of the “integral”
version of this normalizer. We follow the classical arguments of Tits here [41] adapted with almost
no change to the Kac-Moody context. Here we use the simply-connected assumption to obtain a
simple presentation for N, though it should be possible to remove this assumption.
KM3. Finally, the construction of a cover E as a group of operators on a set S (again constructed as a fiber
product using the cover of N and the Bruhat decompostion) follows as in Matsumoto. Recall also that
Matsumoto’s argument involves a rank two check, and at first glance it might seem that some new
rank 2 Kac-Moody root systems could intervene. However, this is actually not the case (see §2.4).
After constructing the cover, we also need to verify certain splitting properties over both general fields
and over local fields. Using the concrete realization of the cover E as a group of operators on S, one
immediately verifies a set of axioms which Tits [43, §5.2] has described 4 and which imply the various
decompositions one would like the group to have (e.g. Bruhat and Birkhoff factorizations). By imposing
here some assumptions relating the cardinality of the residue field of our local field and the degree n of the
cover, we construct explicitly a splitting of the “maximal compact” subgroup of G. We do not address any
uniqueness questions concerning the splittings we use.
1.1.2. Whittaker functions and the Casselman-Shalika formula. Whereas the construction of the covers of
a general Kac-Moody group G does not pose any real technical difficulty, some new work (i.e. not contained
in [37], [36]) of a Kac-Moody, not metaplectic, nature is required to obtain the Casselman-Shalika formula.
Before describing this, we first note that to define Whittaker functions in the finite-dimensional case, one
uses certain Whittaker functionals defined as integrals over unipotent subgroups. Taking advantage of the
algebraic nature of these integrals (whose integrands have large groups of invariance), we can rewrite them
as sums and it is the latter description which carries over to the infinite-dimensional context, where the
3At some points though (cf. (4.19)), we find it convenient to refer to results from Carbone-Garland [7] who construct a group,
based on representation theory, which is shown to be a “homomorphic image” of the Tits construction.
4These generalize the notion of (B,N)-pairs, and in fact must incorporate the existence of two (in general non-equivalent)
BN-pairs which Kac-Moody groups possess.
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notion of integration with respect to a (e.g. Haar) measure is problematic. This was the approach taken in
[2], and it was used again in [36] to study unramified Whittaker functions for (untwisted) affine Kac-Moody
groups over a local field. To make sense of this definition, one must still prove “finiteness” results to ensure
that the sums involved are well-defined. In op. cit, we used the main finiteness result of [3] which worked
in the context of (untwisted) affine Kac-Moody groups. Recently, Hébert [19] (building on earlier work of
Gaussent and Rousseau [18]) has proven similar finiteness results for general Kac-Moody groups, thereby
allowing us to extend the definition of Whittaker function to these groups. The extension of this definition
to metaplectic covers is straightforward once some basic structure theory of the group over a local field is
established.
As for computing the Whittaker function, the same strategy as in [36], [37] can be used here (N.B. a
version of this approach for spherical functions, which motivated the Whittaker story, appeared earlier in
[4]): first one breaks up the Whittaker function into “Iwahori-Whittaker” pieces, then one shows that each of
these pieces can be expressed via certain Demazure-Lusztig-type operators, and finally one reassembles this
sum using some combinatorial identities. For finite dimensional groups, the operators in question were first
described by Brubaker-Bump-Licata [6] in the non-metaplectic context and their metaplectic analogue, built
now from the Weyl group action of Chinta-Gunnells [10], appeared in [11]. Essentially the same definitions
of these operators works in the general Kac-Moody context, and in fact Lee and Zhang [26] have already
considered the extension of the Chinta-Gunnells action to Kac-Moody root systems. Our approach is similar
to theirs, though we adopt the “metaplectic root datum” framework which perhaps clarifies somewhat the
role of imaginary roots (they are just the imaginary roots in the new metaplectic Kac-Moody root system).
Next, we note that the same decomposition argument as in [36], [37] expresses the Kac-Moody Whittaker
function as a sum of Iwahori-Whittaker pieces. A recursion argument using intertwiners ([37, Corollary
5.4]) shows that each of these Iwahori-Whittaker pieces is expressed via the application of a metaplectic
Demazure-Lusztig operator. However, in reassembling this sum of Demazure-Lusztig operators a technical
complexity arises, as the sum is now over an infinite set (the Kac-Moody Weyl group) and one must contend
with certain “convergence” issues. Similar issues arose in the affine (non-metaplectic) case of [36], but the
arguments resolving these issues in op. cit seemed restricted to the affine case.
To explain the issues more concretely, suppose that g = piλ
∨
is an element in the (metaplectic) torus
where pi is the uniformizer in our local field, and λ∨ is some dominant coweight. As in the finite dimensional
case, the computation of the Whittaker function W on G reduces to considerations of its values on these
torus elements, and we write W (piλ
∨
) and Ww(piλ
∨
) for the values of the Whittaker and Iwahori-Whittaker
functions, the latter indexed by an element w in the Weyl group of the Kac-Moody root system. Now,
the decomposition mentioned in the previous paragraph is W (piλ
∨
) = ∑wWw(pi
λ∨), where both sides are
numbers, they calculate some p-adic sums. On the other hand, each Ww(piλ
∨
) is given in terms of some
Demazure-Lusztig operator. More precisely, there is some operator Tw acting on the coweight lattice and
depending on some formal parameters. Then our claim is that if one considers the formal expression Tw(λ∨)
and specializes the parameters suitably, one recovers the value of the corresponding p-adic sum Ww(piλ
∨
).
However, even though we can specialize each of the Tw(λ∨), it remains to be seen that the infinite sum
∑
w∈W
Tw(λ
∨) (1.1)
can still be specialized. In the affine case, Cherednik [9, Lemma 2.19] proved a polynomiality result which
implies this is possible, and we need a Kac-Moody version of this result. We do this in Theorem 3.1.8, and
note that our argument (though borrowing certain key ideas from the Cherednik’s) is actually different from
his even in the affine setting.
We now briefly explain our proof of the polynomiality of the symmetrizer (1.1) as this will allow us to
describe a second technical complexity. Before showing the symmetrizer is “polynomial”, we first show (cf.
4
Theorem 3.1.8, (1)) that the symmetrizer exists in some formal completion. Just this fact and some simple
algebraic manipulations (cf. [4], [36], and [11] for the metaplectic variant) show that (1.1) is proportional to
a different sum of operators over the Weyl group5, which we shall denote by ∑w Iw. In other words, we have
∑
w
Tw(λ
∨) =m∑
w
Iw(λ
∨), (1.2)
where m is some Weyl group invariant coefficient of proportionality. The Casselman-Shalika formula for
the Whittaker function is just m ∑w Iw(λ
∨). In the finite-dimensional case, the factor is m = 1. In the
affine case, one has a precise formula for m by virtue of Macdonald’s constant term conjecture (resolved
by Cherednik), but for a general Kac-Moody context we know essentially nothing about it, except for a
certain “polynomiality” result of Viswanath [44, §7.1]. It is in this sense that our results are sharpest for
affine root systems– in general, they are just expressed in terms of this unknown factor m. Returning to the
polynomiality of (1.1)– it follows from three facts: well-definedness in some completion, the proportionality
result (1.2), and Viswanath’s polynomiality result for m.
The second technical complexity can now be described. In fact, the link between m and the constant
term conjecture of Macdonald (and also Viswanath’s result) is not direct. As we indicated before, the
same strategy outlined above also works to calculate spherical functions, but one must use slightly different
Demazure-Lusztig operators, say T ′w (w ∈W ). One must then consider a sum of the form (1.1) with each Tw
replaced by a T ′w and again show a proportionality result as in (1.2), where the coefficient of proportionality
is now written as m′. The Iw must also be modified to some other I′w. Now, it is m
′ which has a direct link
with the work of Macdonald and Viswanath. In the affine case, using an indirect argument [36]– comparing
asymptotics of the spherical and Whittaker functions at level of the p-adic group– we showed that m= m′,
thus allowing us to use the formula of Macdonald-Cherednik. What we observe here is that one can show
algebraically, without any recourse to p-adic spherical functions, that m=m′.
1.1.3. Relation to Existing Literature. In [48] Y. Zhu has introduced an analogue of the Weil representation
for symplectic loop groups and used it to construct a two-fold cover of such groups. He has further calculated
the symbol for his groups (cf. §3 op. cit), and they are described in terms of the t-adic (where t is the loop
direction) valuation. On the other hand, the symbols for the groups we construct are different, being sensitive
to the arithmetic of the field over which the loop group is being defined. It would be very interesting to
understand the link (if any) between these two constructions, especially given the rich applications of Zhu’s
representation (cf. [16], [17] ).
In another direction, A. Diaconu and V. Pasol have proposed in a general context [12], and I. Whitehead
has studied in detail for affine root systems [47], the notion of multiple Dirichlet series having infinite groups
of symmetries. These series can be axiomatically characterized and generalize the known constructions
from the finite-dimensional theory [5]. Moreover, it is expected that the local part of these series should
be connected to the Whittaker functions we consider here, generalizing a link expected (and in many cases
known) for finite-dimensional groups. However, A. Diaconu and I. Whitehead have informed us that there is
an interesting discrepancy between their proposal and ours. In fact, they have also computed this difference
explicitly in certain cases where they have shown that it is entirely encapsulated by a normalizing factor
expressed as an infinite product over imaginary roots. It would be interesting to investigate these issues
further as both of our proposals deviate from the “naive” one by different, non-trivial modifications along
the imaginary root directions.
1.1.4. Acknowledgements. M.P. and A.P. were supported from the Subbarao Professorship in Number The-
ory and an NSERC discovery grant. We would like to thank Howard Garland and Yongchang Zhu for some
5The right hand side of (1.2) without the m factor is the expression which has already been considered by Lee and Zhang [26]
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helpful discussions about covers of loop groups, Adrian Diaconu and Ian Whitehead for informative discus-
sions and correspondence about their work on multiple Dirichlet series, and Dinakar Muthiah for various
helpful discussions throughout the writing process.
1.2. Basic Notation.
1.2.1. Bold faced objects denote functors (of groups usually) and the corresponding roman letters will
denote the field-valued points. For exampleG will be a group-valued functor and G will denote G(F) where
F is a field, assumed to be specified implicitly in our discussion.
1.2.2. In this paper F will denote an arbitrary field, and K will denote a non-archimedean local field. In
the latter case, let O ⊂K be the integral subring, and denote the valuation map val : K ∗ → Z. Let pi ∈ O
be a uniformizing element, and κ := O/piO be the residue field, whose size we denote by q. Denote also by
ϖ : O → κ the natural quotient map.
1.2.3. Let A be an abelian group. Then a bilinear Steinberg symbol is a map (·, ·) : F∗×F∗→ A such that
(1) (·, ·) is bimultiplicative: (x,yz) = (x,y)(x,z) and (xy,z) = (x,z)(y,z)
(2) (x,1− x) = 1 if x 6= 1.
Let us record here some simple consequences of the above conditions (see [29]):
Lemma. Let x,y ∈ F∗ and let (·, ·) be a bilinear Steinberg symbol. The following identities hold
(i) (1,x) = (x,1) = 1
(ii) For any integer n we have (x,y)n = (x,yn) = (xn,y)
(iii) (x,−x) = 1
(iv) (Skew-symmetry) (x,y)−1 = (y,x)
(v) (x,x)2 = 1 and so (x,x) = {±1} for any x ∈K ∗
(vi) (x−1,x) = (x−1,−1) and also (x−1,−1)2 = 1
1.2.4. Hilbert symbols. For n > 0 a positive integer, and denote by µn ⊂ K the set of n-th roots of unity.
Assume (n,char K ) = 1 and that |µn| = n. The n-th order Hilbert symbol (see e.g. [38, §9.2, 9.3]) is a
bilinear map (·, ·)n : K ∗×K ∗ → µn. In the tame case, i.e. (q,n) = 1, then q ≡ 1 mod n and there is an
explicit formula for the Hilbert symbol,
(x,y)n = ϖ((−1)
abya/xb)
q−1
n (1.3)
where a = val(x) and b = val(y). As n is fixed throughout our paper, we often drop it from our notation.
Note that (·, ·) is a bilinear Steinberg symbol (cf. [35, Chapter V, Proposition 3.2]), and in the tame case the
above formula (1.3) shows that (·, ·) is unramified, i.e. (x,y) = 1 if x,y ∈ O∗.
To avoid certain sign issues, we sometimes make the stronger assumption that q ≡ 1 mod 2n. Under
this assumption, we have (−1,−1) = (−1,x) = 1 for x ∈K ∗, and also
(pi,pi) = 1 and (pi,u) = ϖ(u)
q−1
n for u ∈ O∗. (1.4)
Though simplifying our formulas, this assumption that q ≡ 1 mod 2n has a rather drastic effect on the
metaplectic L-groups of Weissman (cf. [46, §4.4.3]).
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1.2.5. Gauss sums. Let ψ : K → C∗ be an additive character with conductor O, i.e., ψ is trivial on O and
non-trivial on pi−1O, and let σ : O∗ → C∗ be a multiplicative character. Then define
g(σ ,τ) =
∫
O∗
σ(u′)τ(u′)du′ (1.5)
to be a Gauss sum, where du′ is the Haar measure on K giving O∗ volume q−1. In case
σ(u) = (u,pi)−kn and τ(u) = ψ(−pi
−1u), for u ∈K ∗ (1.6)
we denote the corresponding Gauss sum by gk, and note that we have [35]
gk = gl if n|k− l, g0 =−1, and if k 6= 0 mod n, then gkg−k = q, (1.7)
where for the last equality we must again assume that q≡ 1 mod 2n.
1.2.6. p-adic specialization. We shall introduce formal parameters v,gk (k∈Z)when discussing the Chinta-
Gunnells action in §3.3.1. To make the link to Whittaker integrals (sums), we use the specialization,
v= q−1, gi = gi and with q≡ 1 mod 2n. (1.8)
We refer to this as the “p-adic specialization” from now on.
2. KAC-MOODY ROOT SYSTEMS AND METAPLECTIC STRUCTURES
2.1. Cartan Data, Weyl groups, Root data, Lie algebras.
2.1.1. Generalized Cartan matrices. Fix a finite set I whose cardinality is denoted r = |I|. A square matrix
A= (ai j)i, j∈I with integral entries is called aGeneralized Cartan Matrix (gcm) if aii = 2, for i∈ I; ai j ≤ 0 for
i 6= j; and ai j = 0 implies that a ji = 0. Such a matrix is said to be symmetrizable if it admits a decomposition
A = D ·B where D is a diagonal matrix with positive, rational entries and B is a symmetric matrix. In this
case, B is sometimes called a (rational) symmetrization of A, and we write D = diag(ε1, . . . ,ε|I|) where
εi ∈ Q(i ∈ I). The classification of indecomposable (i.e the associated Dynkin diagram is connected) gcms
begins with the following,
Proposition. [21, Theorem 4.3, Corollary 4.3, Lemma 4.5] Let A be an indecomposable gcm. Then exactly
one of the following three conditions hold,
(1) All principal minors6 of A are positive. In this case A is said to be of finite type
(2) There is a vector δ ∈ Q|I|>0 such that Aδ = 0. In fact δ is unique up to a constant factor. In this case A is
said to be of affine type
(3) In all other cases, A is said to be of indefinite type.
In the case when A is of affine type, there is a further classification into twisted and untwisted types.
The corresponding Dynkin diagrams are displayed in Figures 2.3.1 and 2.3.2 (the labelling convention for
the nodes will be described in §2.3 below).
2.1.2. Cartan Data. A Cartan datum is a pair (I, ·) where I is a finite set and · is a symmetric Z-valued
bilinear form on the free abelian group Z[I] satisfying,
(1) i · i ∈ {2,4,6, . . .} for i ∈ I
(2) 2 i· ji·i ∈ {0,−1,−2, . . .} for i, j ∈ I, i 6= j
6The associated principal minors of A are the determinants of the matrices AJ = (ai j)i, j∈J , where J ⊂ I is any subset.
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Given a Cartan datum (I, ·), the matrix A= (ai j)i, j∈I where
ai j = 2
i · j
i · i
(2.1)
is a gcm. We say (I, ·) is of finite, affine, or indefinite type to mean “the associated gcm to (I, ·) is of
finite, affine, or indefinite type.” Note that the type of (I, ·) can also be checked by applying the criterion
of Proposition 2.1.1 to the matrix of the bilinear form defining the Cartan datum (I, ·), i.e. L = (ℓi j) where
ℓi j = i · j. Indeed, each row of L is a rescaling of the corresponding row of A by a positive, rational number.
2.1.3. Braid and Weyl groups. Given a Cartan datum (I, ·) with associated gcm A we define (possibly infi-
nite) integers hi j for i, j ∈ I according the following rules.
(1) If (i · i)( j · j)− (i · j)2 > 0 (equivalently, ai ja ji < 4) then hi j is defined by the equation
cos2
pi
hi j
=
i · j
i · i
j · i
j · j
=
ai j a ji
4
. (2.2)
We observe that hi j = h ji, and tabulate the possibilities (for finite hi j) in Table 2.1.1.
TABLE 2.1.1. Relations for Coxeter groups
hi j 2 3 4 6
ai ja ji 0 1 2 3
(2) If (i · i)( j · j)− (i · j)2 ≤ 0, we set hi j = h ji = ∞.
The braid group associated to (I, ·), which we denote by B(I, ·), is the free group generated by symbols
si (i ∈ I) equipped with relations
sis jsi · · ·︸ ︷︷ ︸
hi j
= s jsis j · · ·︸ ︷︷ ︸
hi j
for i 6= j (2.3)
where both sides have hi j < ∞ terms. If we further impose the relation s2i = 1 for all i ∈ I we obtain theWeyl
group W (I, ·). Note that both B(I, ·) andW (I, ·) only depend on the associated gcm A so we often just write
these as B(A) orW (A).
2.1.4. Coxeter groups. The pair (W (A),S) where S= {si, i ∈ I} described in the previous paragraph forms
a Coxeter system (see [1, Ch. IV, §1.3, Définition 3]). Note that every element s ∈ S satisfies s2 = 1 (i.e.
S−1 = S) so words in S are just products of elements from S. We refer to [1, Ch. IV] for the definitions of
reduced expressions, the length function ℓ :W → Z, etc. The following is an easy consequence of [1, Ch.
IV, §1.5, Proposition 4 and Lemma 4].
Lemma. Any word in S can be transferred to its reduced expression in W by a sequence of the following :
(E1) Delete a consecutive subword of the form ss where s ∈ S
(E2) Replace a consecutive subword as in the left hand side of (2.3) with the right hand side of (2.3).
2.1.5. Kac-Moody algebras. Let A be a symmetrizable7 gcm and let r = |I|. Then one can attach a Lie
algebra g(A) to this data. Let us review a few points about the construction and establish some basic
notation. We refer to [14] for further details. Note that what we call g(A) here is what is referred to in op.
cit as ge(A) (it is sometimes called the extended Kac-Moody algebra).
7In the general case, one has to quotient out the algebra we construct below by a certain ideal, which is zero in the symmetrizable
case
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(1) Define g′(A) as the Lie algebra over C with 3r generators ei, fi,hi (i ∈ I) subject to:
[hi,h j] = 0, [ei, f j] = δi jhi, [hi,e j] = ai je j, [hi, f j] =−ai j f j for i, j ∈ I
(ad ei)ai j+1e j = 0, (ad fi)ai j+1 f j = 0 for i, j ∈ I, i 6= j.
(2.4)
For each r-tuple (n1, . . . ,nr) of non-negative (resp. non-positive integers), define g′(n1, . . . ,nr) to be the
space spanned by the elements
[ei1 , [ei2 , . . . , [eir−1 ,eir ] . . .] ] (resp., [ fi1 , [ fi2 , . . . , [ fir−1 , fir ] . . .] ] (2.5)
where each e j (resp. f j) occurs |n j|-times in the above expressions. Set g′(0, . . . ,0) := h′ the linear span
of hi (i ∈ I) which is seen to be an abelian Lie algebra of dimension r. One then has
g′(A) =
⊕
(n1,...,nr)∈Zr
g(n1, . . . ,nr) (2.6)
where we make the convention that g′(n1, . . . ,nr) = 0 for all tuples which contain both positive and
negative integers. Then we define derivations di (i ∈ I) of g′(A) by requiring di act as the scalar ni on
g′(n1, . . . ,nr). Let d0 be the vector space spanned by the commuting derivations di (i ∈ I) of g′(A). For
d⊂ d0 be some subspace, we define the Lie algebra
g(A) = g′(A)⋊d. (2.7)
The choice d to choose will (in cases in which it matter) be specified. For the moment, we only impose
the following condition. To state it let h := h′⊕d, and define ai ∈ h∗ (i ∈ I) by specifying ai(h) = [h,ei]
for all h ∈ h. Then the condition we impose on d is that the {ai}i∈I are linearly independent. If A is non-
degenerate, we can choose d= 0, but our requirement forces it to be of dimension at least |I|− rank(A).
(2) We have assumed A is symmetrizable. Fix a symmetrization A=DB as in §2.1.1 withD= diag(ε1, . . . ,ε|I|).
Then define elements a∨i := hi/εi (i ∈ I) and define a bilinear form (·, ·) on h :
(a∨i ,a
∨
j ) = bi jεiε j for i, j ∈ I and (v,w) = 0 for v,w ∈ d. (2.8)
Then (·, ·) is non-degenerate (cf. [21, Lemma 2.1b]), and so induces an isomorphism ν : h→ h∗; denote
by (·, ·) the induced bilinear form on h∗. Under this isomorphism ν(a∨i ) = εiai and
(ai,a j) = ai j/εi. (2.9)
(3) For each ϕ ∈ h∗ let g(A)ϕ := {x ∈ g(A) | [h,x] = ϕ(h)x for all h ∈ h}. Let R denote the set of all ϕ
such that gϕ 6= 0, which we call the roots of g(A). Note that Π := {a1, . . . ,ar} ⊂ R, and Π is called
the set of simple roots, and in fact every element in R is written as a linear combination of elements
from Π with either all non-negative or non-positive coefficients. The Z-module spanned by Π will be
denoted by Q and called the root lattice. One defines the notion of positive elements Q+ as those which
are non-negative integral linear combinations of Π, and hence we obtain also a notion of positive and
negative roots R+ and R−. If a ∈ R we often just write a > 0 (or a < 0) to mean a ∈ R+ (or a ∈ R−).
We also define the set of simple coroots as Π∨ := {a∨1 , . . . ,a
∨
r } and define the coroot lattice Q
∨ as their
Z-span. The notion of Q∨+,Q
∨
− is also defined analogously to what is written above. Finally if ϕ ∈ R is
written as ϕ = ∑i∈I ciai, then we set ϕ
∨ := ∑i∈I aia
∨
i . In this way, we obtain the set of coroots R
∨ which
has a base Π∨.
(4) We denote by 〈·, ·〉 : h× h∗ → C the dual pairing. There is an action ofW (A) on h (and also h∗) using
the usual formulas: for h ∈ h,h′ ∈ h∗.
si(h) = h−〈a∨i ,h〉ai and si(h
′) = h′−〈h′,ai〉a∨i . (2.10)
The roots R are partitioned into the set of Rre of real roots, which are roots in the W (A)-orbit of the
simple roots Π, and the set Rim of imaginary roots, which are fixed byW (A). Similarly we partition R∨
into the real coroots R∨re and the imaginary ones R
∨
im. For each a ∈ R we define the multiplicity of the
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root a as the integer m(a) := dimCga, and record here that if a ∈ Rre then m(a) = 1. It is also known
that the form (·, ·) on h constructed above isW -invariant (cf. [14, Proposition 2.10]).
(5) We can construct automorphisms of g(A) for each i ∈ I using the following expression (cf [21, §3.6])
s∗i := expadei expad fi expadei. (2.11)
LetW ∗ ⊂ Aut(g) be the subgroup generated by s∗i (i ∈ I). The map υ :W
∗→W,s∗i 7→ si is a homomor-
phism and in fact s∗i |h = si. For each a ∈ Rre there exists w
∗ ∈ E∗ and i ∈ I such that w∗(ai) = a. We
define the dual bases for each a ∈ Rre as
Ea := w
∗{ei,−ei}, (2.12)
where we note that from [43, (3.3.2) and subsequent remarks] this definition depends only on a and not
on the choice of i or w∗. The two element sets Ea will play an important role later when deciding certain
signs which arise from the action of the Weyl group on unipotent subgroups.
(6) An element λ ∈ h∗ is called a weight if λ (a∨i ) ∈ Z for i ∈ I and if λ (d) ∈ Z for d ∈ d. A weight is called
dominant if λ (a∨i )≥ 0 for i ∈ I. We define the fundamental weights ωi (i ∈ I) by requiring ωi(a
∨
j ) = δi j
and ωi|d = 0. Also, we set
ρ = ∑
i
ωi (2.13)
so that 〈ρ ,a∨i 〉= 1 for i ∈ I. We define the dominance order ≤ as follows: λ ≤ µ if µ −λ ∈ Q+.
2.1.6. Root datum. A root datum of type (I, ·) will be a quadruple D= (Y, {yi}i∈I , X , {xi}i∈I), such that
(1) Y,X are free Z-modules of finite rank equipped with a perfect pairing 〈·, ·〉 :Y ×X → Z, i.e.
Y = HomZ(X ,Z) and X = HomZ(Y,Z). (2.14)
(2) For each i ∈ I, yi ∈ Y and xi ∈ X . These elements are linearly independent (over Z) and
〈yi,x j〉= 2
i · j
i · i
= ai j (2.15)
We shall often refer to the collection (I, ·,D) or (A,D) as a root datum.8 The dimension of a root datum will
be the rank of Y .
Given a root datum we write QD ⊂ X and Q∨D ⊂ Y to be the Z-span of {xi}i∈I and {yi}i∈I respectively.
One can also define the real roots (coroots) of a root datum as Rre,D as theW (A)-orbit of {xi} (resp. {yi}).
Consider also the maps Ωi (i∈ I) from Y →Zwhich are defined by Ωi(y j) = δi j and Ωi(y) = 0 if y /∈Q∨D
and let ΛD := SpanZ{Ωi}i∈I . Similarly we define Ω
∨
i (i ∈ I) and Λ
∨
D.
We say that D is a simply-connected if Ωi ∈ X for all i ∈ I. In this case
Y = Q∨D⊕Y0, where Y0 = ∩i∈I ker(Ωi : Y → Z) (2.16)
and regarding y ∈ Y as the map X → Z, x 7→ 〈y,x〉,
X = ΛD⊕X0 where X0 = ∩i∈I ker(yi : X → Z). (2.17)
The action of W (A) on Y and X is implemented via the same formulas as in (2.10) with a∨i and ai
replaced by yi and xi respectively.
8Again, note that the definition of a root datum of type (I, ·) is only sensitive to the associated gcm A.
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2.1.7. Let D = (Y,{yi},X ,{xi}) be a given root datum with gcm A, and define gD to be the Lie algebra
constructed as follows (the notation is as in the previous paragraph).
(1) First construct g′(A)⋊d0 as in §2.1.5 (1).
(2) Identify the coroots a∨i with yi, the roots ai with xi. Then Q
∨
D and QD can be identified with Q
∨ and
Q respectively, and Rre,D and R∨re,D can be identified with Rre and R
∨
re respectively.
(3) Writing hD = Y ⊗ZC, our identification in (2) shows h′ ⊂ hD. Each element y ∈ Y can be regarded
as scalar operator on g(A)a (a ∈ R) acting by 〈d,a〉. Letting dD := Y0⊗ZC, we can then identify
each dD ⊂ d0.
(4) Finally we set gD := g′(A)⋊ dD which has Cartan subalgebra h′⊕ dD. Note that if we require the
ai(i ∈ I) (i.e., the xi (i ∈ I) ) to be linearly independent, we must have dimCdD ≥ |I|− rank(A).
2.1.8. Duality. Fix a Cartan datum (I, ·) and define the dual Cartan datum (I, ·t) where i ·t j := j · i. If A is
the gcm associated to (I, ·) then one can verify that the gcm associated to (I, ·t) is just At , the transpose of A.
If we moreover have a root datum (I, ·,D) withD= (Y, {yi}, X , {xi}), then we can define the dual Cartan
datum as (I, ·t ,Dt) whereDt = (X , {xi}, Y, {yi}). One verifies the axioms easily in this case, as well as the
fact that duality preserves the trichotomy of Proposition 2.1.1. Note that the duals of untwisted affine types
could however be twisted (see Table 2.3.2).
2.1.9. Inversion sets. For each w ∈W, we may consider the inversion sets
R(w) := {a ∈ R+ | w−1a ∈ R−} and R−(w) := w−1R(w) = {a ∈ R− | wa> 0} . (2.18)
If w is written as a reduced word w = sk1 · · · skr then it is well known (cf. [1, Ch. VI, 6, Corollary 2]) that
R(w) is enumerated by the following elements (which is independent of the reduced decomposition):
β1 := ak1 , β2 := sk1(ak2), β3 := sk1sk2(ak3), . . . , βr = sk1sk2 · · · skr−1(akr ). (2.19)
Moreover, we record here the identity ([14, Proposition 2.5])
ρ −wρ = ∑
β∈R(w)
β . (2.20)
In the proof of Lemma 3.2.3, we shall need the following probably well-known generalization of the above.
As we could not find a proof in the literature, we supply the easy argument below.
Lemma. Consider the not necessarily reduced product of simple reflections
w= sk1sk2 · · · skr (2.21)
and let wˆ be the reduced word in W corresponding to (2.21). The set {β1,β2, . . . ,βr} defined by
β1 := ak1 , β2 := sk1(ak2), β3 := sk1sk2(ak3), . . .βr = sk1sk2 · · · skr−1(akr ) (2.22)
is then the union of R(wˆ) and some sets of the form {a,−a} for a ∈ R+.
Proof. By Lemma 2.1.4, the product in (2.21) can be built from a reduced word wˆ by the repeated application
of the following two moves:
(A) Change the sequence {k1, . . . ,kr} by replacing elements according to the braid relation (2.3); i.e.
replacing the h := hi j elements kt = i, kt+1 = j, kt+2 = i, . . . by the h elements kt = j, kt+1 = i,
kt+2 = j, . . .
(B) Add a pair kp = kp+1 = i somewhere in the sequence.
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It suffices to show that the operation (A) does not change the set in (2.22), while the operation (B) adds a pair
{a,−a} for some a ∈ R+. To see the effect of operation (A), observe that when wˆ0 := sis jsi · · · = s jsis j · · ·
(h factors on both sides) is a braid relation, then wˆ0 is a reduced word and the above provide two distinct
reduced expressions for it. Using the remarks preceding the Lemma, we see that the h-element sets
{ai,sia j,sis jai, . . .} and {a j,s jai,s jsia j, . . .} (2.23)
are identical. The set {βt ,βt+1, . . . ,βt+m} before and after performing the operation (A) is the image of this
h-element by sk1sk2 · · · skt−1 . Furthermore, the elements β1, . . .βt−1 and βt+m, . . . ,βr are clearly unchanged by
operation (A).
To see the effect of operation (B), assume that kp = kp+1 = i. First the set {β1, . . . ,βp−1,βp+2, . . . ,βr}
is unchanged if skpskp+1 = sisi = 1 is omitted from the product (2.21). Next note that βh and βh+1 are a root
and its negative, since
βp = sk1 · · · skp−1akp = sk1 · · · skp−1ai and βp+1 = sk1 · · · skp−1skpakp+1 = sk1 · · · skp−1(−ai). (2.24)
Thus the proof is completed.

2.1.10. Prenilpotent pairs. In the course of defining his group functor, Tits uses the following notion. A
set Ψ ⊂ Rre of roots is said to be pre-nilpotent if there exists w,w′ ∈W such that wΨ ⊂ R+ and w′Ψ ⊂ R−.
If such a set Ψ is also closed, i.e. a,b ∈ Ψ,a+ b ∈ R implies a+ b ∈ Ψ, we shall say that Ψ is nilpotent .
Given any prenilpotent pair of roots {a,b} we then define the sets
[a,b] = (Na+Nb)∩R and ]a,b[= [a,b]\{a,b}. . (2.25)
These are finite, and if a,b > 0 (or a,b < 0) form a prenilpotent pair, then we can find w ∈W such that
[a,b] ⊂ R(w).
2.2. Quadratic Forms and Metaplectic Structures.
2.2.1. Let (I, ·) be a Cartan datum with gcm A and D = (Y,{yi},X ,{xi}) be a root datum. Let Q : Y → Z
be aW :=W (A)-invariant quadratic form, i.e. a quadratic form such that Q(y) = Q(wy) for w ∈W where
theW -action on Y is as in §2.1.6. The associated bilinear form to Q is denoted B :Y ×Y → Z is
B(y1,y2) := Q(y1+ y2)−Q(y1)−Q(y2) for y1,y2 ∈ Y. (2.26)
Note that if Q is W -invariant, then so is B, i.e. B(wy1,wy2) = B(y1,y2) for w ∈W and y1,y2 ∈ Y. If B is
W -invariant, then (cf. [13, Lemma 4.5] or [46, Lemma 1.2]),
B(y,yi) = 〈y,xi〉Q(yi) for y ∈Y. (2.27)
Lemma. Let i, j ∈ I be such that ai j = 〈yi,x j〉 is non-zero. If Q(y j) 6= 0, then Q(yi) 6= 0 and
Q(yi)
Q(y j)
=
ai j
a ji
. (2.28)
Proof. If Q(y j) 6= 0 and 〈yi,x j〉 6= 0 then also B(yi,y j) 6= 0 by (2.27). Using (2.27) again, we write
Q(yi)
Q(y j)
=
B(y j,yi)
〈y j,xi〉
〈yi,x j〉
B(yi,y j)
=
〈yi,x j〉
〈y j,xi〉
=
ai j
a ji
, (2.29)
where in the first equality we have also used the fact that 〈y j,xi〉 6= 0, which follows from the assumption
that 〈yi,x j〉 6= 0. The assertion about Q(yi) follows immediately. 
Remark. If the Dynkin diagram of A is connected and if Q(y j) = 0 for some j, then Q= 0 on Q∨D.
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2.2.2. Let Ao be a finite-type gcm with associated root system Ro, coroot lattice Q∨o and Weyl groupWo.
Then one knows (cf. [45, Proposition 3.10]) that there exists a uniqueWo-invariant, quadratic form Q on Q∨o
which takes the value 1 on all short coroots. Moreover, every Z-valuedW -invariant form on Q∨o is an integer
multiple of Q. Generalizing this, we have
Proposition. Let (I, ·,D) with D = (Y,{yi},X ,{xi}) be a root datum with symmetrizable, indecomposable
gcm A
(1) There exists a W-invariant, Z-valued quadratic form on Y
(2) Every W-invariant, Q-valued quadratic form on Q∨D⊗ZQ is determined uniquely by the single value
Q(a∨j ), where j ∈ I can be chosen arbitrarily.
Proof. We begin with (1): if A is symmetrizable, then in (2.8) we have constructed a Q-valued invariant,
bilinear form on hD and hence a Q-valued invariant, quadratic form on Y = Q∨⊕Y0 (see 2.16). Some
multiple of it will then be Z-valued, so the existence of an integral,W -invariant form has been proven.
As for (2), suppose Q is any rational quadratic form on Q∨D⊗ZQ. Then by the previous Lemma 2.2.2,
if j ∈ I is some node in the Dynkin diagram such that Q(a∨j ) 6= 0, the value of Q(a
∨
i ) is determined (and
non-zero) for all nodes attached to j. If A is indecomposable, the Dynkin diagram is connected so the desired
claim follows since fixing the values of Q(a∨k ) for all k ∈ I fixes Q (one uses (2.26) and (2.27) to verify this).

2.2.3. Metaplectic structures and root datum. Following [46], we define a metaplectic structure on (I, ·,D)
to be a pair (Q,n) where Q is aW :=W (I, ·)-invariant quadratic form on Y and n is a positive integer.
Lemma. Let (Q,n) be a metaplectic structure on (I, ·,D). Define
i ◦˜ j :=
n2
n(yi)n(y j)
i · j, (2.30)
where the n(yi)(i ∈ I) is the smallest positive integers satisfying
n(yi)Q(yi)≡ 0 mod n. (2.31)
Then (I, ◦˜) is again a Cartan datum of the same type (where type is defined in Proposition 2.1.1) as (I, ·),
with associated gcm (I, ◦˜) is
A˜=
(
n(yi)
n(y j)
ai j
)
i, j∈I
. (2.32)
Proof. One may verify as in [46, p.95] that (I, ◦˜) is again a Cartan datum (note that the proof there assumed
that (I,◦) was of finite type, but the same argument works in general). The matrix of the form ◦˜ is obtained
from that of · from a change of basis of by a diagonal matrix with positive, rational entries. Hence (I, ·) is
of the same type as (I, ◦˜) according to the trichotomy of Proposition 2.1.1. The last claim is clear. 
For fixed (I, ·,D) with a metaplectic structure (Q,n) construct (I, ◦˜) as in the Proposition. Following
[46, Construction 1.3] we now set
• Y˜ := {y ∈ Y | B(y,y′) ∈ nZ for all y′ ∈ Y}
• y˜i := n(yi)yi for i ∈ I
• X˜ := {x ∈ X ⊗Q | 〈y,x〉 ∈ Z for all y ∈ Y˜}
• x˜i := n(yi)−1xi for i ∈ I
Then one can verify as in [46, Construction 1.3] that D˜ = (Y˜ ,{y˜∨i }i∈I , X˜ ,{x˜
∨
i }i∈I) is a root datum for
(I, ◦˜) and we let g
D˜
the corresponding Lie algebra. The roots (coroots) for this Lie algebra will be denoted
by R˜ (resp. R˜∨)– its simple roots and coroots are identified with x˜i and y˜i, etc.
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2.3. Affine Root Systems.
2.3.1. Let A be an affine Cartan matrix of rank ℓ. Then A is positive semi-definite and the null space of
A is one dimensional. Let δ = (d1, . . . ,dℓ+1) be the unique vector in Z>0 with relatively prime entries (cf.
[21, Theorem 4.8 (b)]) which spans this space. Similarly, the transpose tA is again an affine Cartan matrix,
and we define the analogous vector δ∨ = (d∨1 , . . . ,d
∨
ℓ+1) in its null space. From the classification of affine
Cartan matrices, we have that d∨ℓ+1 = 1 for all affine types (cf. Table 2.3.1). Defining εi := di (d
∨
i )
−1 for i∈ I
we have (cf. [21, Remark 6.1]) that A = D · B where B is a symmetric Cartan matrix and where D =
diag(ε1, . . . ,εℓ+1) is a symmetrization.
Type of A Type of tA δ = (d1, . . . ,dℓ+1) δ∨ = (d∨1 , . . . ,d
∨
ℓ+1)
A(1)1 A
(1)
1 (1,1) (1,1)
A(1)ℓ (ℓ≥ 2) A
(1)
ℓ (ℓ≥ 2) (1, . . . ,1) (1, . . . ,1)
B(1)ℓ (ℓ≥ 3) A
(2)
2ℓ−1 (ℓ≥ 3) (1,2, . . . ,2,1) (1,2, . . . ,2,1,1)
C(1)ℓ (ℓ≥ 2) D
(2)
ℓ+1 (ℓ≥ 2) (2, . . . ,2,1,1) (1, . . . ,1)
D(1)ℓ (ℓ≥ 4) D
(1)
ℓ (ℓ≥ 4) (1,2, . . . ,2,1,1,1) (1,2, . . . ,2,1,1,1)
E(1)6 E
(1)
6 (1,2,3,2,1,2,1) (1,2,3,2,1,2,1)
E(1)7 E
(1)
7 (2,3,4,3,2,1,2,1) (2,3,4,3,2,1,2,1)
E(1)8 E
(1)
8 (2,3,4,5,6,4,2,3,1) (2,3,4,5,6,4,2,3,1)
F(1)4 E
(2)
6 (2,3,4,2,1) (2,3,2,1,1)
G(1)2 D
(3)
4 (2,3,1) (2,1,1)
A(2)2 A
(2)
2 (1,2) (2,1)
A(2)2ℓ (ℓ≥ 2) A
(2)
2ℓ (ℓ≥ 2) (2, . . . ,2,1,2) (2, . . . ,2,1)
A(2)2ℓ−1 (ℓ≥ 3) B
(1)
ℓ (ℓ≥ 3) (1,2, . . . ,2,1,1) (1,2, . . . ,2,1)
D(2)ℓ+1 (ℓ≥ 2) C
(1)
ℓ (ℓ≥ 2) (1, . . . ,1) (2, . . . ,2,1,1)
E(2)6 F
(1)
4 (2,3,2,1,1) (2,3,4,2,1)
D(3)4 G
(1)
2 (2,1,1) (2,3,1)
TABLE 2.3.1. The affine types with dual pairs.
The matrix obtained from A by deleting the ℓ+1st row and column will be denoted by Ao. It is a Cartan
matrix of finite type, as is tAo. Note that if we fix a symmetrization of A, then this induces one on Ao as
well, which we denote by Ao =DoBo, where both Do, Bo are obtained from D, B by deleting the ℓ+1st row
and column.
Let g := g(A) be the Kac-Moody algebra associated to Awhere one chooses d to be the span of d := dℓ+1
(cf. §2.1.5, (1) for notation). Also, set go := g(Ao) be the Kac-Moody algebras to Ao respectively (where the
corresponding d= 0). We denote with a subscript “o” objects corresponding to Ao: e.g. Ro denotes the set
of roots,Wo :=W (Ao) the Weyl group, Π∨o ⊂ Π
∨ the simple coroots, ρo is as in (2.13), etc. and by R,W,ρ ,
etc. similar object for A.
Below we follow the conventions of [21, §4.7] in associating a Dynkin diagram to A: the vertices
correspond toi ∈ I, and the (labelled) edges are constructed as follows (recall for affine types, we always
have ai ja ji ≤ 4): the vertices i and j are connected by |ai j| lines if |ai j| ≥ |a ji|, and these lines are equipped
with an arrow pointing in the direction of i if |ai j|> 1;
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A(1)1 1 2 E
(1)
6
1 2 3 4 5
6
7
A(1)ℓ (ℓ≥ 2)
1 2 ℓ−1 ℓ
ℓ+1
E(1)7
8 1 2 3 4 5 6
7
B(1)ℓ (ℓ≥ 3)
1 2 3 ℓ−1 ℓ
ℓ+1
E(1)8
9 1 2 3 4 5 6 7
8
C(1)ℓ (ℓ≥ 2) ℓ+1 1 ℓ−1 ℓ F
(1)
4 5 1 2 3 4
D(1)ℓ (ℓ≥ 4)
1 2 3 ℓ−2
ℓ
ℓ−1
ℓ+1
G(1)2 3 1 2
FIGURE 2.3.1. The untwisted affine Dynkin diagrams.
A(2)2 2 1 D
(2)
ℓ+1 (ℓ≥ 2) ℓ+1 1 ℓ−1 ℓ
A(2)2ℓ (ℓ≥ 2) ℓ+1 1 ℓ−1 ℓ E
(2)
6 5 1 2 3 4
A(2)2ℓ−1 (ℓ≥ 3)
1 2 3 ℓ−1 ℓ
ℓ+1
D(3)4 3 1 2
FIGURE 2.3.2. The twisted affine Dynkin diagrams.
2.3.2. We would like to describe in more detail the relation between ho and h. To do so, first set
c := d∨1 a
∨
1 + · · ·d
∨
ℓ+1a
∨
ℓ+1 = d
∨
1 a
∨
1 + · · ·+d
∨
ℓ a
∨
ℓ +a
∨
ℓ+1 (2.33)
and define θ∨ := c−a∨ℓ+1, and observe that 〈c,ai〉= 0 for i ∈ I and that c is the minimal, positive imaginary
coroot of g(A) i.e. every other positive imaginary coroot of g(A) is an integral multiple of c.We have chosen
d ∈ h which satisfies the condition
〈d,ai〉= 0 for i ∈ Io,〈d, aℓ+1〉= 1. (2.34)
With these choices, we find that {a∨1 , . . . ,a
∨
ℓ+1,d} form a basis of h. On the other hand, {a
∨
1 , . . . ,a
∨
ℓ } form a
basis for ho and we have decompositions
h= Cc⊕ho⊕Cd, (2.35)
with respect to which we write elements of h as y = mc+ yo+ nd where m,n ∈ C and yo ∈ ho. The non-
degenerate bilinear form (·, ·) introduced in §2.1.5 (with respect to the standard symmetrization of A) takes
15
the following explicit form,
(a∨i ,a
∨
j ) = di(d
∨
j )
−1ai j for i, j ∈ I (2.36)
(a∨i ,d) = 0(i ∈ Io); (a
∨
ℓ+1,d) = dℓ+1; (d,d) = 0. (2.37)
We also record here the additional formulas,
(c,a∨i ) = 0 (i ∈ I); (c,c) = 0; (c,d) = 1. . (2.38)
2.3.3. Simply connected root datum. Let D = (Y,{yi},X ,{xi}) be a simply-connected root datum and gD
the corresponding Lie algebra Then by (2.16) and §2.1.7, we can make the following identifications: yi with
a∨i , xi with ai, h := Y ⊗ZC, Y0 = Zd and
Y = Q∨⊕Zd and X = {λ ∈ h∗ | 〈a∨i ,λ 〉 ∈ Z and 〈d,λ 〉 ∈ Z}. (2.39)
Lemma. Let (I, ·) be a Cartan datum of affine type, and D = (Y,{yi},X ,{xi}) be a simply connected root
datum with identifications made as above.
(1) Fix an integral, Wo-invariant form Qo. Then there exists a unique W-invariant, Z-valued form on Y
extending Qo and satisfying Q(d) = 0.
(2) There exists a W-invariant, integral quadratic form Q on Y such that Q(d) = 0 and such that
mini∈IQ(a∨i ) = 1. Every W-invariant, integral quadratic form on Y which takes value 0 on d is
an integer multiple of it.
Proof. The first part follows from Proposition 2.2.2 (2). As for the first, note from (2.29) thatQ(a∨i )/Q(a
∨
j )=
εi/ε j, i.e. (Q(a∨1 ), . . . ,Q(a
∨
ℓ+1)) is the multiple of (ε1, . . . ,εℓ+1). However, an inspection of Table 2.3.1 (and
noting that εi = di(d∨i )
−1) shows that there is always i ∈ I such that εi = 1. Thus Q exists, and the rest of (2)
follows again from Proposition 2.2.2. 
Remark. In Table 2.3.2, we list the values of Q(a∨i ) for i ∈ I. Observe that {Q(a
∨
i ) | i ∈ I} is {1}, {1,2},
or {1,3} for every affine type except A(2)2ℓ (ℓ≥ 1).
2.3.4. Metaplectic Cartan matrices. Fix (I, ·,D) a simply-connected root datum and letQ be theW -invariant,
integral quadratic form on Y constructed in Lemma 2.3.3. For each integer n≥ 1, we thus have a metaplectic
structure (Q,n) on D to which we can apply the constructions of §2.2.3. In particular we have defined the
metaplectic Cartan matrices A˜ in (2.32), and we wish to tabulate the possibilities here.
Write A˜ = (a˜i j)i, j∈I . Since n(a
∨
i )(i ∈ I) is the smallest positive integers satisfying n(a
∨
i )Q(a
∨
i ) ≡ 0
mod n, we have n(a∨i ) = n/gcd(n,Q(a
∨
i )). Hence we may write
a˜i j =
gcd(n,Q(a∨j ))
gcd(n,Q(a∨i ))
ai j. (2.40)
Lemma. Let A˜ be the metaplectic gcm corresponding to the simply connected root datum (I, ·,D) and
metaplectic structure (Q,n) where the root datum is of an affine type other than A(2)2ℓ (ℓ ≥ 1). Then the type
of A˜ is equal to A or to At .
Proof. If Q(a∨i ) = 1 for every i ∈ I then (2.40) implies that A˜= A. If this is not the case, then Remark 2.3.3
above implies that {Q(a∨i ) | i ∈ I} = {1, p} where p = 2 or p = 3. If p ∤ n then gcd(n,Q(a
∨
i )) = 1 for any
i ∈ I and hence (2.40) implies that A˜ = A. We show that if p|n then A˜ = At . This amounts to proving that
a˜i j = a ji for any i, j ∈ I.
First note that since Q(a∨i ) is equal to 1 or p (i ∈ I) and p|n, we have
Q(a∨i ) = gcd(n,Q(a
∨
i )) (i ∈ I). (2.41)
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Let us fix i, j ∈ I. If ai j = a ji = 0 then a˜i j = a˜ ji = 0 as well, in particular a˜i j = a ji = 0. If ai ja ji 6= 0, then
(2.40), (2.28) and (2.41) implies
a˜i j =
gcd(n,Q(a∨j ))
gcd(n,Q(a∨i ))
ai j =
Q(a∨j )
Q(a∨i )
ai j =
a ji
ai j
·ai j = a ji.
This completes the proof. 
Table 2.3.2 shows each affine type with the type of A˜ for each positive integer n. Lemma 2.3.4 above
implies that the last column of the table is correct in every row other than the rows corresponding to A(2)2ℓ
(ℓ≥ 1). It remains to check the case of A(2)2ℓ (ℓ≥ 1).
Type of A (Q(a∨1 ), . . . ,Q(a
∨
ℓ+1)) Type of A˜
A(1)1 (1,1) A
(1)
1 for any n
A(1)ℓ (ℓ≥ 2) (1, . . . ,1) A
(1)
ℓ for any n
B(1)ℓ (ℓ≥ 3) (1, . . . ,1,2,1) B
(1)
ℓ if n is odd
A(2)2ℓ−1 if n is even
C(1)ℓ (ℓ≥ 2) (2, . . . ,2,1,1) C
(1)
ℓ if n is odd
D(2)ℓ+1if n is even
D(1)ℓ (ℓ≥ 4) (1, . . . ,1) D
(1)
ℓ for any n
E(1)6 (1, . . . ,1) E
(1)
6 for any n
E(1)7 (1, . . . ,1) E
(1)
7 for any n
E(1)8 (1, . . . ,1) E
(1)
8 for any n
F(1)4 (1,1,2,2,1) F
(1)
4 if n is odd
E(2)6 if n is even
G(1)2 (1,3,1) G
(1)
2 if 3 ∤ n
D(3)4 if 3 | n
A(2)2 (1,4) A
(2)
2 if n is odd
A(1)1 if n is even, 4 ∤ n
(A(2)2 )
∨ ≡ A(2)2 if 4|n
A(2)2ℓ (ℓ≥ 2) (2, . . . ,2,1,4) A
(2)
2ℓ if n is odd
D(2)ℓ+1 if n is even, 4 ∤ n
(A(2)2ℓ )
∨ ≡ A(2)2ℓ if 4|n
A(2)2ℓ−1 (ℓ≥ 3) (2, . . . ,2,1,2) A
(2)
2ℓ−1 if n is odd
B(1)ℓ if n is even
D(2)ℓ+1 (ℓ≥ 2) (1, . . . ,1,2,2) D
(2)
ℓ+1 if n is odd
C(1)ℓ if n is even
E(2)6 (2,2,1,1,2) E
(2)
6 if n is odd
F(1)4 if n is even
D(3)4 (3,1,3) D
(3)
4 if 3 ∤ n
G(1)2 if 3 | n
TABLE 2.3.2. Metaplectic systems corresponding to each affine type
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To check the last column of the table for A(2)2ℓ , note that if n is odd, gcd(n,Q(a
∨
i )) = 1 and hence a˜i j = ai j
is immediate. Furthermore if 4|n, then gcd(n,Q(a∨i )) =Q(a
∨
i ) (i∈ I), so by the proof of Lemma 2.3.4 A˜=A
follows. If 4 ∤ n but n is even, then the statements can be proved by explicitly computing the Cartan matrix.
The gcm of type A(2)2 can be read off from the Dynkin diagram in Figure 2.3.2, it is A =
(
2 −1
−4 2
)
Let n be even, but not divisible by 4, then gcd(n,Q(a∨1 )) = 1 and gcd(n,Q(a
∨
1 )) = 2, hence
A˜=
(
2 −2
−2 2
)
, (2.42)
a gcm of type A(1)2 .
The gcm of type A(2ℓ)2 can again be read off from 2.3.2, it is
A=

2 −1 0 · · · 0 0 −1
−1 2 −1
0 −1 2
...
... −1
0 −1 2 −2 0
0 −1 2 0
−2 0 0 · · · 0 0 2

(2.43)
The boxed entries ai j are the only nonzero ones with Q(a∨i ) 6= Q(a
∨
j ). When 4 ∤ n but n is even, then
gcd(n,Q(a∨i )) = 2 unless i= ℓ, and gcd(n,Q(a
∨
ℓ )) = 1, hence A˜ is as follows:
A˜=

2 −1 0 · · · 0 0 −1
−1 2 −1
0 −1 2
...
... −1
0 −1 2 −1 0
0 −2 2 0
−2 0 0 · · · 0 0 2

. (2.44)
This gcm corresponds to the Dynkin diagram
ℓ+1 1 ℓ−1 ℓ (2.45)
and hence it is of type D(2)ℓ+1.
2.4. Rank 2 Considerations. In this section we shall present some elementary results on rank two root
systems which will be used in the proofs of Lemma 5.2.4 and in §5.4.14 and §5.4.15 below.
2.4.1. We begin with a purely combinatorial result,
Lemma. There exist polynomials fk(X),gk(X) ∈ Z[X ] (k ≥ 0) such that
gk+1(X) = fk(X)−gk(X); (2.46)
fk+1(X) = X ·gk+1(X)− fk(X) (2.47)
and f0(X) = 1, g0(X) = 0.
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The above uniquely determine fk(X),gk(X), and a straightforward induction shows that in fact
gk(X) =
k−1
∑
i=0
(−1)i ·
(
2k−1− i
i
)
·X k−1−i (2.48)
fk(X) =
k
∑
j=0
(−1) j ·
(
2k− j
j
)
·X k− j. (2.49)
2.4.2. Let I = {1,2} and let
A :=
(
2 m
n 2
)
. (2.50)
Denote the simple roots by Π = {a,b}, and letW be the Weyl group, every element of which is of the form
(sasb)
k, (sbsa)
k, sb(sasb)
k or sa(sbsa)
k (k ≥ 0). (2.51)
Using the polynomials constructed in the previous paragraph, we can now state the following result.
Lemma. The elements of W act on the simple roots a and b as follows:
(sasb)
k(a) = fk(z) ·a+(−n) ·gk(z) ·b (2.52)
sb(sasb)
k(a) = fk(z) ·a+(−n) ·gk+1(z) ·b (2.53)
(sbsa)
k(a) = − fk−1(z) ·a+(−n) · (−gk(z)) ·b (2.54)
sa(sbsa)
k(a) = (− fk(z)) ·a+(−n) · (−gk(z)) ·b (2.55)
(sbsa)
k(b) = fk(z) ·b+(−m) ·gk(z) ·a (2.56)
sa(sbsa)
k(b) = fk(z) ·b+(−m) ·gk+1(z) ·a (2.57)
(sasb)
k(b) = − fk−1(z) ·b+(−m) · (−gk(z)) ·a (2.58)
sb(sasb)
k(b) = (− fk(z)) ·b+(−m) · (−gk(z)) ·a (2.59)
where m= 〈b,a∨〉, n= 〈a,b∨〉 and z= mn.
Proof. We have by definition that
sa(a) =−a, sa(b) = b−ma, sb(a) = a−nb, sb(b) =−b. (2.60)
The identities (2.53), (2.54) and (2.55) all follow from (2.52) by (2.60). Note also that (2.56) follows from
(2.52) by symmetry (exchanging a and b exchanges x and y). Then again (2.57) (2.58) and (2.59) follow
from (2.56) by (2.60). Thus it suffices to show (2.52) for every k. One may prove (2.52) and the recursions
(2.46) and (2.47) at the same time by a straightforward induction on k using (2.60) and the linearity of the
Weyl group action. (For instance for k = 0, we have fk(z) = 1 and gk(z) = 0.) 
2.4.3. Next, we analyze those root systems in which there are non-trivial elements inW stabilizing a simple
root. These are actually all finite dimensional.
Lemma. Suppose there exists w ∈W,w 6= 1 so that w(a) = a. Then one of the following holds:
(i) A1×A1, 〈b,a∨〉= 〈a,b∨〉= 0 and w= sb
(ii) B2, 〈b,a∨〉 · 〈a,b∨〉= 2 and w= w−1 = sbsasb
(iii) G2, 〈b,a∨〉 · 〈a,b∨〉= 3 and w= sb(sasb)2 or its inverse sa(sbsa)3.
Proof. We use the notation and results of Lemma 2.4.2 freely. First note that m = 0 holds if and only if
n= 0. In this case sa and sb commute,W ∼= (Z/2Z)2 and w(a) = a for a nontrivial w implies w = sb, as in
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(i). From now on we assume xy 6= 0. Then it follows from the formulas in Lemma 2.4.2 that if w is nontrivial
and w(a) = a then there is a k> 0 such that gk(z) = 0. Then for v= (sasb)k we have that by (2.52) and (2.58)
v(a) = fk(z) ·a and v(b) =− fk−1(z) ·b (2.61)
and by (2.47) fk(z) = z · gk(z)− fk−1(z) = − fk1(z). This implies that v(a) = a and v(b) = b or v(a) = −a
and v(b) =−b [21, Proposition 5.1 b)]. Thus either v or v2 is the identity inW [21, (3.12.1)], and the order
of (sasb) is finite inW (a divisor of 2k). By [21, Proposition 3.13]) (cf. 2.1.1) this implies z= xy≤ 3. Then
W = 〈sa,sb〉 is finite, and a,b are simple roots of a root system of type A2, B2 =C2 or G2. In each of these
cases we can easily compute fk(z) and gk(z) for the finitely many elements ofW, and check that (ii) or (iii)
is satisfied. 
2.4.4. We shall also need to analyze those rank two root systems in which the two simple roots are in the
same Weyl group orbit. Again, this only happens for finite-dimensional root systems.
Lemma. If there exists w ∈W so that w(a) = b then 〈b,a∨〉= 〈a,b∨〉=−1 (i.e. a and b are simple roots of
a root system of Dynkin type A2) and w= sasb or its inverse (sbsa)2.
Proof. It follows from the formulas of Lemma 2.4.2 that if w(a) = b then fk(z) = 0 for some k ≥ 0, where
z= 〈b,a∨〉 · 〈a,b∨〉 It follows from Lemma 2.4.1 that the leading coefficient of fk is 1 and the constant term
of fk is ±1 for every k.
9 The integer z is a root of fk, thus |z| = 1. This implies that z = 1 and 〈b,a∨〉 =
〈a,b∨〉 = −1, and the order of (sasb) is 3. One may compute fk(z) and gk(z) for k ≤ 3 from g0(z) = 0 and
f0(z) = 1 and (2.46) and (2.47). From these values and the formulas of Lemma 2.4.2 we can conclude that
w(a) = b implies w= sasb or w= (sbsa)2. 
3. COMBINATORICS OF INFINITE SYMMETRIZERS
In this section we study two (infinite) sums over the Weyl group of a Kac-Moody root system.The first,
termed a “simple symmetrizer” (cf. §3.1.5), corresponds roughly to the answer provided by Casselman and
Shalika [8] for the unramified Whittaker function. It is also, with the exception of the correction factor m
described below, the same symmetrizer analyzed by Lee and Zhang [26]. The second, termed a “Hecke
symmetrizer” (cf. §3.1.6), is built out of certain Demazure-Lusztig type operators and corresponds to a
group-theoretic decomposition of the unramified Whittaker function (cf. (6.27)). The “non-metaplectic”
analogue of the results presented here have been studied elsewhere [9], [4] for (untwisted) affine root sys-
tems. We revisit the argument in [9] and show in §3.2 how it can can be extended, using crucially a result of
Viswanath [44], to a more general Kac-Moody setting. The metaplectic generalization then follows easily
in §3.3 using standard properties of the Chinta-Gunnells action and the formalism of metaplectic root data.
3.1. Non-metaplectic Symmetrizers.
3.1.1. Notation. Throughout this section, (I, ·) will be a Cartan datum with associated gcm A and g(A) the
corresponding Lie algebra. We keep the notations of §2.1.5 and additionally write r := |I|, so the sets Π and
Π∨ will be enumerated as {a1, . . . ,ar} and {a∨1 , . . . ,a
∨
r }. Also introduce a formal parameter v and let
Cfinv := C[v] and Cv := C[[v]] (3.1)
denote the ring of polynomials and power series respectively in this parameter.
9This also follows more directly by induction from f0(z) = 1, gz = 0 and the recursions (2.46) and (2.47).
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3.1.2. Let Q := C[[e−a
∨
1 , . . . ,e−a
∨
r ]] be the ring of power series in the indeterminates e−a
∨
i (i ∈ I) subject to
the usual group algebra relations e−a
∨
e−b
∨
= e−a
∨−b∨ . We then set
Qfinv = C
fin
v ⊗C Q and Qv = C[[v]]⊗C Q (3.2)
Sometimes we refer to the former ring as the set of v-finite elements in the latter. The action of W on Q∨
does not induce an action on the completion Q (or Qfinv or Qv): the multiplication
aσ [σ ]bτ [τ ] = aσb
σ
τ [στ ] with σ ,τ ∈W and aσ ,bτ ∈Qv (3.3)
may not be a well-defined in Qv as bστ , the application of σ to bτ , may not be contained in Qv. So we just
view Qfinv and Qv as C-vector spaces in the sequel, but (3.3) is an important heuristic rule to bear in mind
(and indeed sometimes it does produce meaningful answers). We also consider the vector space
Qv[W ]
∨ :=
{
∑
σ∈W
aσ [σ ], where aσ ∈Qv
}
. (3.4)
We may repeat the above construction replacing Qv with Qfinv . The space so obtained will be denoted
Qfinv [W ]
∨, and called the set of v-finite elements in Qv[W ]∨.
3.1.3. Some rational functions and their expansions. Next, we introduce the rational functions of a formal
variable X which are to play a central role in this part10,
b(X) = v−11−X , c
♭(X) = 1−vX
−1
1−X , c(X) =
1−vX
1−X
. (3.5)
We record here the expansions of these rational functions in powers of X and X−1 respectively,
b(X) = (v−1)(1+X +X2+ · · ·) = (1− v)(X−1+X−2+ · · ·) (3.6)
c(X) = 1+(1− v)X +(1− v)X2+ · · ·= v+(v−1)X−1+(v−1)X−2+ · · · (3.7)
c♭(X) = −vX−1+(1− v)+ (1− v)X+ · · ·=−X−1+(v−1)X−2+(v−1)X−3+ · · · (3.8)
We shall also need the following simple observation,
c(X)c(X−1) = c♭(X)c♭(X−1); (3.9)
moreover, both expressions are equal to
v+(−1+2v− v2)X +(−2+4v−2v2)X2+ · · · (3.10)
For a root a ∈ R we shall write
b(a∨) := b(ea
∨
), c(a∨) := c(ea
∨
), c♭(a∨) := c♭(ea
∨
). (3.11)
Using the expansions above, they can be seen to lie in Qfinv . If a ∈ R+ for example, one takes the above
expansions in X−1 and substitutes the value X = ea
∨
.
3.1.4. A result on Poincare polynomials. For each root a ∈ R, recall the notion of root multiplicity m(a∨)
introduced in §2.1.5 (4) . Consider the following infinite product
∆ = ∏
a∈R+
(
1− ve−a
∨
1− e−a∨
)m(a∨)
. (3.12)
10In the sequel, expressions with a ♭ will signify “Whittaker” variants of their unadorned “spherical” counterparts
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It is easy to see that the expansion of ∆ in negative powers of the coroots lies in Qfinv and in fact it is a unit in
this ring. For each w ∈W we may also consider the following element whose expansion again lies in Qfinv ,
∆w = ∏
a∈R+
(
1− ve−wa
∨
1− e−wa∨
)m(a∨)
. (3.13)
Generalizing a result of Macdonald [32, (3.8)] for affine root systems, Viswanath has shown the following,
Proposition. [44, §7.1]11 There exists an element m ∈Qfinv such that
m ∑
w∈W
∆w = ∑
w∈W
vℓ(w). (3.14)
3.1.5. Simple Symmetrizers. For each w ∈W, the expression m∆w has an expansion in Qfinv as both m and
∆w do. Hence, we may consider the following expressions in Qfinv [W ]
∨,
I := ∑
w∈W
∆w[w], Î :=mI (3.15)
I
♭ := ∆ ∑
w∈W
(−1)ℓ(w)
(
∏
a∈R(w)
e−a
∨
)
[w], Î ♭ :=mI ♭. (3.16)
Note that we may also write I ♭ = ∆ ∑w∈W (−1)
ℓ(w)ewρ
∨−ρ∨ [w], which draws out the connection to the Weyl
character formula more explicitly. In other words, if we “apply” I ♭ to the element eλ
∨
with λ∨ ∈ Λ∨+ we
obtain the expression (which lives in the space defined in 3.3.7 below)
I
♭(eλ
∨
) = ∏
a∈R+
(1− ve−a
∨
)m(a
∨)xλ∨ (3.17)
where xλ∨ is the Weyl-Kac character of the irreducible representation of g with highest weight λ
∨.
3.1.6. Demazure-Lusztig operators. For i ∈ I, we use the rational functions introduced in §3.1.3, to define
the following elements which have expansions that lie in Qfinv [W ]
∨
Twi := c(ai)[wi]+b(ai)[1], (3.18)
T♭wi := c
♭(ai)[wi]+b(ai)[1]. (3.19)
One verifies that the braid relations holds for these elements (see [36, Proposition 6.1] and [28]), and hence
we can form T♭w and Tw in the usual way: if w=wi1 · · ·wik is a reduced decomposition with each wi j a simple
reflection inW , we have a well-defined expression (independent of the reduced decomposition chosen)
Tw = Twi1 · · · Twik (3.20)
= (c(ai1)[wi1 ]+b(ai1)[1]) · · · (c(air )[wik ]+b(aik)[1]). (3.21)
Expanding and moving all the expression involving c and b to the left, we obtain formally
Tw = ∑
σ∈W
Aσ (w)[σ ], (3.22)
where Aσ (w) are some rational functions in b,c. Similarly, we may write
T♭w = ∑
σ∈W
A♭σ (w)[σ ], (3.23)
where Aσ (w) are some rational functions in b,c♭.
11The element m is P0(t)−1 in notation of [44].
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3.1.7. Hecke Symmetrizers. Consider now the following Hecke symmetrizers
P := ∑w∈W Tw and P
♭ := ∑w∈W T
♭
w . (3.24)
We need to give a precise meaning to these expressions. To formulate this problem more explicitly, we first
use (3.22) and (3.23) to write
Cσ = ∑w∈W Aσ (w) and C
♭
σ = ∑w∈W A
♭
σ (w) (3.25)
so that formally
P = ∑w∈W Tw = ∑σ∈WCσ [σ ] and P
♭ = ∑w∈W T
♭
w = ∑σ∈WC
♭
σ [σ ]. (3.26)
It remains to see that the expansion of Cσ ,C♭σ is well-defined for each σ ∈W. To be more precise, we
introduce the following terminology: for a formal sum f = ∑λ∨∈Λ∨ cλ∨e
λ∨ with cλ∨ coefficients (in some
space), we write
[eµ
∨
] f = cµ∨ if f = ∑
λ∨∈Λ∨
cλ∨e
λ∨ . (3.27)
Definition. We say that the element P (resp. P♭) has a well-defined expansion in Qv[W ]∨ if the following
is satisfied:
(a) For each µ∨ ∈ Λ∨ we have [eµ
∨
]Cσ ∈Qv
(b) If µ∨ /∈ Λ∨− then [e
µ∨ ]Cσ = 0
Similarly we can define when P (resp. P♭) has a well-defined expansion in Qfinv [W ]
∨.
3.1.8. Statement of Main proportionality result. We now have all of the terminology to state our main result
on the two symmetrizers introduced above. The following result is due to Cherednik [9, Lemma 2.19] in the
affine context.
Theorem. With the notion of expansions defined above, the elements P and P♭ above are well-defined.
More precisely, we have that
(1) (Weak Cherednik Lemma) The elements P and P♭ have well-defined expansions in Qv[W ]∨.
(2) There exist W-invariant elements c and c♭ in Qv such that as elements in Qv[W ]∨
P = cI and P♭ = c♭I ♭ , (3.28)
whereI ,I ♭ were the “simple symmetrizers” defined in (3.15, 3.16). Moreover, we have c= c♭ =m,
where m is as in (3.14).
(3) (Strong Cherednik Lemma) The elements P and P♭ have well-defined expansions in Qfinv [W ]
∨ and
both equalities in (3.28) can be viewed in Qfinv [W ]
∨.
We explain the proof of this result in §3.2, but in the remainder of this section we explain some more
explicit formulas for the factors c and c♭ in the affine case.
3.1.9. Formulas for c and c♭ in the affine case. For affine root systems, the constant term conjecture of
Macdonald and its resolution by Cherednik provides an explicit formula for c, and hence also one for c♭ by
Theorem 3.1.8(2). We follow here the exposition in [31], but note that our expression ∆ differs from the one
in op. cit by the presence of the imaginary roots: to make this more explicit, write
∆′ = ∏a∈R+,re
1−ve−a
∨
1−e−a∨
and i= ∏ℓi=1 ∏
∞
n=1
1−ve−nc
1−e−nc (3.29)
where c is the minimal imaginary coroot introduced in (2.33). Then ∆ = ∆′ i. Changing every root to its
negative in what Macdonald refers to as ∆ gives 1/∆′ in our terminology. Since the root system is isomorphic
to its negative, identities in op. cit remain true if we replace Macdonald’s ∆ by our 1/∆′.
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If f ∈Qv, which we may write as a (possibly infinite) sum
f = ∑
µ∨∈Q∨−
cµ∨ e
µ∨ , (3.30)
its constant term is defined as
ct( f ) := ∑
n∈Z≤0
cnc e
nc. (3.31)
Proposition. [31, (3.8)] For affine root systems, we have m= ct(∆−1).
To go further, we need to introduce some more notation. For R our affine root system, let Ro denote the
underlying finite dimensional one as specified in §2.3.1. Consider the Poincare series ofWo,
Wo(v) = ∑
w∈Wo
vℓ(w). (3.32)
Then, it is known [30, (2.6)] thatWo(v) has a product decomposition,
Wo(v) =
ℓ
∏
i=1
1− vmi+1
1− v
(3.33)
for (uniquely specified) integers m1, . . . ,mℓ which are called the exponents of Ro. The following is a rephrasal
by Macdonald [30, (3.5)] of a characterization of the exponents due to Kostant (cf. [24]). Let ψ : Z→ A be
any map from Z to a multiplicative Abelian group A, and for each α∨ ∈ R∨o , we set |α
∨| := 〈α∨,ρo〉. Then
∏
α∈R∨o,+
ψ(1+ |α∨|)
ψ(|α∨|)
=
ℓ
∏
j=1
ψ(m j+1)
ψ(1)
. (3.34)
Now from the proof of the constant term conjecture by Cherednik (cf. [31, p.201, (3.12)]) one finds that for
affine, untwisted ADE types,
ct(∆−1) = i−1ct(∆′−1) = i−1 ∏
α∨∈R∨o,+
∞
∏
i=1
(1− v|α
∨|e−ic)(1− v|α
∨|e−ic)
(1− v|α∨|−1e−ic)(1− v|α∨|+1e−ic)
. (3.35)
Applying (3.34) we obtain that
ct(∆′−1) =
(
∞
∏
i=1
1− ve−ic
1− e−ic
)ℓ
ℓ
∏
j=1
∞
∏
i=1
1− vm je−ic
1− vm j+1e−ic
. (3.36)
Proposition. For an untwisted affine root system R of type ADE with underlying finite root system Ro ,
m= ct(∆−1) =
ℓ
∏
j=1
∞
∏
i=1
1− vm je−ic
1− vm j+1e−ic
, (3.37)
where the m j are the exponents of Ro.
For every affine root system, there is a similar product formula. As the notation is a bit more involved,
we simply refer to [32, 5.8.20].
3.2. Proofs of Proportionality (non-metaplectic case). Our goal in this section is to prove Theorem 3.1.8.
We keep the notation from the previous section here.
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3.2.1. Let us first outline the argument. To do so we need to introduce some further notation. Let w ∈W
have reduced decomposition w= wi1 · · ·wik and recall that the expansions (3.22) and (3.23). We need a more
precise version of these expansions which we write as
Tw = ∑
~p
A~p(w)[~p], (3.38)
and which we now proceed to explain. The sum (3.38) is indexed over increasing chains ~p = {p < p′ <
p′′ < · · · } where the terms in this chain are integers between 1 and k, representing the places where terms
with [wi j ] are chosen in the product (3.21). For each such ~p we also define an element inW as
[~p] := wipwip′wip′′ · · · if ~p= {p< p
′ < p′′ < · · · }. (3.39)
To obtain the expression for A~p(w) we begin with
b(ai1)[1] · · ·b(aip−1)[1] · c(aip)[wip ] ·b(aip+1)[1] · · ·b(aip′−1)[1] · c(aip′ )[wip′ ] ·b(aip′+1)[1] · · · , (3.40)
and pass the rational functions b and c “to the left” applying the rule (3.3) to pass rational functions past
Weyl group elements. To describe the expression we obtain by this process, we first introduce the roots
βi ∈ Rre as follows,
β1 := ai1 , . . . , βp := aip ,
βp+1 := wip(aip+1), . . . ,βp′ := wip(aip′ ),
βp′+1 := wipwip′ (aip′+1), . . . ,βp′′ := wipwip′ (aip′′ ), etc.
(3.41)
Then one may verify that
A~p(w) = ∏
j/∈~p
b(β j) ·∏
j∈~p
c(β j), (3.42)
where we write j ∈ ~p to mean that j is one of the indices p, p′, . . . in the chain ~p, and we write j /∈ ~p to mean
those indices j ∈ {1, . . . ,k} which are in the complement of the set { j | j ∈ ~p}.
In an entirely analogous manner, if we replace c with c♭ we may define the terms A♭~p(w), and write
an expression similar to (3.42). Note that the indexing sets of ~p in (3.38) and the βi defined in (3.41) do
not change from A~p(w) to A♭~p(w). Expanding the rational functions A~p(w) and A
♭
~p(w) in Q
fin
v , we can view
T♭w,Tw ∈Q
fin
v [W ]
∨. Comparing with (3.38) we find
Aσ (w) = ∑
~p
[~p]=σ
A~p(w), (3.43)
where of course the sum is over those ~p obtained from the chosen reduced decomposition of w we started
with. Similar results hold in the ♭ case.
For future reference we define two integers measuring the complexity of the ~p as above.
Definition. We define the the positive integers width(~p) and length(~p) of ~p as follows,
width(~p) = max{p, p′− p, p′′− p′, . . .}, (3.44)
length(~p) = number of terms in the chain ~p. (3.45)
Note that if ℓ(w) is large, then either width(~p) or length(~p) must also be large. The proof of Theo-
rem 3.1.8 proceeds in several steps. Let σ ∈W. The argument below will pertain to establishing various
properties of Cσ , the results forC♭σ are analogous.
(1) First, we prove a result which implies that if [~p] = σ and width(~p) is large, then the contribution for any
w ∈W from A~p(w) to Cσ will arise with a factor of e−µ
∨
with µ∨ ∈ Q+ large (i.e. 〈ρ ,µ∨〉 is large).
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(2) Next, we prove a result which implies that if [~p] = σ and length(~p) is large, then the contribution for
any w ∈W from A~p(w) toCσ will arise with a factor of vn with n large. Combining (1) and (2) we obtain
the weak Cherednik Lemma.
(3) Then we state a proportionality result in Qv[W ]∨ that shows P and P♭ are proportional to the simple
symmetrizers I , I ♭ respectively, with coefficients of proportionality c, c♭.
(4) Finally, we prove that the coefficients of proportionality c, c♭ are equal to one another. In fact are both
equal to m and hence lie in Qfinv . Thus, we show that P and P
♭ are equal to the symmetrizers Î , Î ♭.
As the latter are well-defined in Qfinv [W ]
∨ the strong Cherednik lemma follows.
3.2.2. Bounds in terms of width(~p). For an element µ∨ ∈ Q+, we shall write |µ∨|= 〈ρ ,µ∨〉 from now on.
Given f = ∑λ∨ cλ∨e
λ∨ , with cλ∨ is some ring of coefficients, we say that µ
∨ occurs in the support of f and
write µ∨ ∈ Supp( f ) if [eµ
∨
] f 6= 0.
Lemma. Assume that w ∈W and ~p= {p< p′ < .. .} as above such that A~p(w) 6= 0. There exists a constant
κ = κ(A) such that if µ∨ occurs in the support of A~p(w), then
|µ∨| ≥ κwidth(~p). (3.46)
Proof. Choose any two consecutive indices g,g′ from our chain ~p, so 0 ≤ g < g′ and A~p(w) is divisible by
the factor
sipsip′ · · · sig
(
g′−1
∏
j=g+1
b(ai j)
)
=
(
g′−1
∏
j=g+1
b(wˆai j)
)
(3.47)
where wˆ := sipsip′ · · ·sig . Now if γ := wˆa
∨
i j > 0 then when we expand the corresponding b(wˆai j ) in negative
powers of the coroots, every term which arises (cf. (3.6)) will be divisible by e−γ . We shall argue that if
width(~p) is large, then some proportion of the ai j will in fact satisfy the property that wˆ(ai j ) > 0. Indeed,
this follows from the following simple result.
Claim. Let I−(w) := {i ∈ I | w(ai)< 0}, and let Σ+,w := 〈si | i ∈ I−(w)〉 ⊂W. Then Σ+,w is finite. Further-
more, if dw denotes the length of the longest element in Σ+,w, then there exists a d = d(A) such that dw ≤ d
for every w ∈W.
Proof. Note that for any positive linear combination β of the roots {ai | i ∈ I−(w)}, we have w(β ) < 0.
Recall the inversion set R(w−1) has cardinality ℓ(w) (cf. 2.1.9). For a subset J ⊆ I let AJ denote the gcm
consisting of the rows and columns of A corresponding to the indices in J. Then the above means that the
set of positive real roots corresponding to the gcm AI−(w) is finite. Hence indecomposable components of
AI−(w) are of finite type according to the trichotomy of Proposition 2.1.1, and Σ+,w =W (AI−(w)) is finite
as well [21, Proposition 4.9]. The length dw of the long word in W (AI−(w)) depends only on the subset
I−(w)⊂ I (not w). The finite set I has finitely many subsets. Consequently, the lengths of such long words
is bounded. 
Now we note that sig+1 · · · sig′−1 is a segment of a reduced decomposition hence itself a reduced decom-
position in W , and so has length width(~p). Using the claim, we let d = d(A) denote the upper bound for
the length of the long word in Σ+,wˆ. Then we claim the sequence ig+1, . . . , ig′−1 contains at least ⌊
width(~p)
d+1 ⌋
copies of the indices belonging to the set
I+(wˆ) := {i ∈ I | w(ai)> 0}. (3.48)
Indeed, if there were a consecutive string of entries in the sequence ig+1, . . . , ig′−1 of length greater than d
which did not contain an element from I+(wˆ) this would imply the existence of a reduced word in Σ+,wˆ of
length greater than d. By the remarks on expansions of b(·) preceding the Claim, the Lemma now follows.

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Remark. From the Lemma, if A~p(w) contributes to Cσ with large width p, then the corresponding contribu-
tion arises with a power of e−µ
∨
where µ∨ ∈Q∨+ with |µ
∨| also large. Hence for fixed ζ∨ ∈Q∨− and σ ∈W
we obtain from (3.25) and (3.43) that
[eζ
∨
]Cσ = ∑
w,~p
[~p]=σ ,
width(~p)<C
[eζ
∨
]A~p(w), (3.49)
where C :=C(A,ζ∨)> 0 is some constant depending on ζ∨ and A. Note that the right hand side is still an
infinite sum as there can be arbitrarily long Weyl group elements which admit ~p of small width. However,
such ~p will necessarily have large length.
3.2.3. Bounds in terms of length(~p). We now analyze the contributions of A~p(w) in terms of length(~p).
Lemma. Fix µ∨ ∈ Q∨ and σ ∈W, and let ~p be such that [~p] = σ . Then for any w ∈W, the expression
[eµ
∨
]A~p(w) is divisible by vk for k=O(length(~p)) as length(~p)→∞ where the implicit constant
12 is depen-
dent on µ∨ and R.
Proof. Consider again the expression (3.42) for A~p(w), and let us now focus on the second factor, namely
∏ j∈~p c(β j). Recall that by (3.41),
βp := aip , βp′ := sip(aip′ ), βp′′ := sipsip′ (aip′′ ), . . . (3.50)
and σ = [~p] = sipsip′ sip′′ · · · . For simplicity, let us focus on the case that σ = 1. By Lemma 2.1.9, the set
{βp,βp′ ,βp′′ , . . .} consists entirely of pairs {a,−a}, i.e., the factor ∏ j∈~p c(β j) is a product of expressions of
the form c(a)c(−a) with a ∈ R+. By the expansion in (3.10), each such factor either contributes v or e−a
∨
to
A~p(w). As µ∨ is fixed, the number of times such a factor can contribute e−a
∨
is finite (and depends on µ∨).
As length(~p)→ ∞ and the number of pairs {a,−a} in the list of β ’s above grows, and so their contribution
to eµ
∨
[A~p(w)]will almost always appear with a factor of v. The Lemma follows from these observations. 
3.2.4. Proof of Theorem 3.1.8(1). We are now in a position to conclude the proof of the weak Cherednik
Lemma. Suppose σ ∈W and µ∨ ∈ Λ∨ are fixed, and let us analyze [eµ
∨
]Cσ . By Remark 3.2.2, we may re-
strict to terms with width bounded byC :=C(A,µ∨). Since width(~p)(length(~p)+1)≥ ℓ(w) if width(~p)≤C,
then length(~p)≥ ℓ(w)/C−1.Hence, for ℓ(w) large any contribution must come from ~pwith length(~p) large.
By the previous Lemma, the contribution [eµ
∨
]A~p(w) with a power of v that is proportional to length(~p) and
hence ℓ(w) (since width(~p) was assumed bounded). So, for fixed µ∨ and fixed k, only finitely many A~p(w)
may contribute to the coefficient of vk in [eµ
∨
]Cσ . This implies that [eµ
∨
]Cσ ∈Qv.
3.2.5. Proof of Theorem 3.1.8(2): proportionality of symmetrizers. In the previous section, we have made
sense of the element P,P♭ as elements in Qv[W ]∨. The expressions I ,I ♭ are also well-defined elements
in Qv[W ]∨ (actually in Qfinv [W ]
∨) and we may show the following identities in Qv[W ]∨
Proposition. There exist W-invariant elements c and c♭ in Qv such that as elements in Qv[W ]∨
P = cI and P♭ = c♭I ♭ (3.51)
For the first equality, see Proposition 7.3.12 in [4] (which is written for affine root systems, but the same
argument works here). As for the second, see Proposition 6.5 in [36]. Note that in loc. cit these identities
are proven under the assumption that P, P♭ are in Qfinv [W ]
∨, however the proofs given in these sources
continue to hold under the assumption that P, P♭ only lie in Qv[W ]∨.
12This is the usual “big O” notation
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3.2.6. On the equality c = c♭. In [36], it was argued from p-adic considerations, namely a comparison
between Whittaker and spherical functions, that c♭ = c (when v is specialized to some power of a prime). In
fact, one does not need any such p-adic considerations and a simple, direct argument is possible.
Corollary. We have c= c♭.
Proof. Comparing the expansions P = ∑σ Cσ [σ ] and P♭ = ∑σ∈WC
♭
σ [σ ] with the definition of I and I
♭
we find that c∆ =C1 and c♭∆ =C♭1. Thus if we show that C1 =C
♭
1 the Corollary follows. However, the fact
that C1 =C♭1 is a consequence of proof of Lemma 3.2.3. Indeed, first note that
C1 = ∑w,~p, [~p]=1A~p(w) and C
♭
1 = ∑w,~p, [~p]=1A
♭
~p(w) (3.52)
where
A♭~p(w) = ∏ j/∈~pb(β j) ·∏ j∈~p c
♭(β j) and A~p(w) = ∏ j/∈~pb(β j) ·∏ j∈~p c(β j) (3.53)
with the β j defined as in (3.41). By Lemma 2.1.9 the collection of all β j, j ∈ ~p which appear in either
product are a collection of pairs {a,−a} for a ∈ R+. But c♭(a)c♭(−a) = c(a)c(−a) as we observed in (3.9),
and so indeed C1 =C♭1. 
3.2.7. On c, c♭ and m. To complete (4) of the plan outlined in 3.2.1 it remains to show that c=m.
Lemma. We have c=m.
Proof. Note that by Proposition 3.2.5 we have P = c ·I and c ∈ Qv hence it suffices to show that P
and mI are equal when “applied” to the element 1 = e0 ∈ Qv. Note that Twi(1) = v, and hence P(1) =
∑w∈W v
ℓ(w). By Proposition 3.1.4 this is indeed equal to mI (1). 
3.2.8. Proof of Theorem 3.1.8(3): the strong Cherednik Lemma. Combining Proposition 3.2.5, Corollary
3.2.6 and Lemma 3.2.7, we see that as elements of Qv[W ]∨ we have P = Î and P♭ = Î ♭. However, both
mI and mI ♭ clearly lie in Qfinv [W ]
∨, therefore P and P♭ must lie in Qfinv [W ]
∨, and the identities (3.51)
also hold in this smaller space.
3.3. Metaplectic Symmetrizers.
3.3.1. Metaplectic Notations. Let (I, ·,D) be a root datum where D = (Λ∨,{a∨i },Λ,{ai}). Let (Q,n) be
metaplectic structure on this root datum, and construct the metaplectic root datum D˜ = (Λ˜∨,{a˜∨i }, Λ˜,{a˜i})
as in §2.2.3, with associated gcm A˜. LetQ∨ and Q˜∨ be the coroot lattices associated toD and D˜ respectively
and note that by definition we have Q˜∨ ⊂Q∨ as well as Λ˜∨ ⊂Λ∨. Usually we just write ni in place of n(a∨i ),
though in places where we use both a∨i and nia
∨, we still write n(a∨i ). Also in this section we fix a family of
formal parameters v and gk (with k ∈ Z) that satisfy the conditions (cf. §1.2.6)
gk = gl if n|k− l, g0 =−1, and if k 6= 0 mod n, then gkg−k = v
−1. (3.54)
In analogy with (3.1), but keeping in mind the v−1 appearing above, we set
Cfinv,g := C[v,v
−1,(gk)k∈Z]. (3.55)
Define the rings Q˜finv , Q˜v as before but replacing the coroots Π
∨ with their metaplectic counterparts {a˜∨1 , . . . , a˜
∨
r }.
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3.3.2. Chinta-Gunnells action. Let S be the smallest subset of Cfinv,g[Λ˜
∨] closed under multiplication contain-
ing 1−e−a˜
∨
i and 1−ve−a˜
∨
i for every i ∈ I, and let Cfinv,g,S[Λ
∨] (respectively, Cfinv,g,S[Λ˜
∨]) denote the localization
of Cfinv,g[Λ
∨] (respectively, of Cfinv,g[Λ˜
∨]) by S. For i ∈ I we also define the residue map
resni : Z→{0,1, . . . ,ni−1} (3.56)
in the obvious manner. Now for λ∨ ∈ Λ∨ and a ∈Π, following Chinta and Gunnells [10] we set
sa ⋆ e
λ∨ =
esaλ
∨
1− ve−a˜∨
[
(1− v)e
resn(a∨)
(
B(λ∨ ,a∨)
Q(a∨)
)
a∨
− vgQ(a∨)+B(λ∨,a∨)e
a˜∨−a∨(1− e−a˜
∨
)
]
. (3.57)
Extend this by Cfinv,g-linearity to define sa ⋆ f for every f ∈ C
fin
v,g[Λ
∨], and then use the formula
sa ⋆
f
h
=
sa ⋆ f
hsa
for f ∈ Cfinv,g[Λ
∨],h ∈ S, (3.58)
to extend this to sa ⋆− : Cfinv,g,S[Λ
∨]→ Cfinv,g,S[Λ
∨].
Remark. In fact, the presence of the v in front of the g in (3.57) together with (3.54) allows us to assert the
following: for λ∨ ∈ Λ∨, if we write sa ⋆ eλ
∨
= ∑µ∨ cµ∨e
µ∨ , then each cµ∨ can be written as a polynomial in
v (so there are no v−1 which appear) and the variables g0, . . . ,gn−1.
Let f ∈ Cfinv,g[Λ
∨] and a ∈Π. Then we have
sa ⋆ (h f ) = h
sa(sa ⋆ f ) (3.59)
for h ∈ Cfinv,g,S[Λ˜
∨] and f ∈ Cfinv,g[Λ
∨] (note: this fails for general h). In the sequel we shall need to observe the
following result, which follows immediately from the definition (3.57) and (2.27).
Lemma. Let λ∨ ∈ Λ∨ and a ∈ Π. Then the expansion of sa ⋆ eλ
∨
in negative powers of the coroots satisfies
the following condition: every µ∨ which lies in the support of e−a˜
∨
sa ⋆eλ
∨
satisfies the inequality µ∨ ≤ λ∨.
3.3.3. Metaplectic Demazure-Lusztig operators. We can now introduce the metaplectic version of the Demazure-
Lusztig operators as before, but now using the metaplectic root datum. Set
c♭(a˜∨) = v−1
1−ea˜∨
, c(a˜∨) = 1−ve
a˜∨
1−ea˜∨
, c♭(a˜∨) = 1−ve
−a˜∨
1−ea˜∨
. (3.60)
and for each a ∈Π, we define the elements in Cfinv,g(Q˜∨)[W ]
∨,
T˜a = c(a˜
∨)[sa]+b(a˜
∨)[1] (3.61)
T˜♭a = c
♭(a˜∨)[sa]+b(a˜
∨)[1]. (3.62)
Then we consider their action on Cv,g,S[Λ∨] by the formulas
T˜a(e
λ∨) = c(a˜∨)sa ⋆ e
λ∨ +b(a˜∨)eλ
∨
(3.63)
T˜♭a(e
λ∨) = c♭(a˜∨)sa ⋆ e
λ∨ +b(a˜∨)eλ
∨
(3.64)
etc. As noted in [37], T˜a, T˜♭a both preserve C
fin
v,g[Λ
∨].
Remark. Using Remark 3.3.2, note that if f ∈ Cfinv,g[Λ
∨] is actually a polynomial in v and g0, . . . ,gn−1, then
the same is true of its image under T˜a and T˜♭a.
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3.3.4. Braid relations. Let w ∈W and choose any reduced decomposition w = sb1 · · · sbr with bi ∈ Π for
i= 1, . . . ,r. Then we may define operators w⋆− : Cfinv,g,S[Λ˜
∨]→ Cfinv,g,S[Λ˜
∨] and T˜w : Cfinv,g[Λ
∨]→ Cfinv,g[Λ
∨] as,
w⋆ f := sb1 ⋆ · · · ⋆ sbr ⋆ f for f ∈ C
fin
v,g,S[Λ˜
∨] (3.65)
T˜w( f ) := T˜b1 · · · T˜br( f ) for f ∈ C
fin
v,g[Λ
∨] (3.66)
but it remains to be seen that these definitions are well-defined.
Proposition. [10, Theorem 3.2], [26, Proposition 2.11]
(a) The operation ⋆ defines an action of W (A) on Cfinv,g,S[Λ
∨].
(b) The expressions T˜a satisfy the braid relations (2.3).
13
Proof. This amounts to a rank two check, and in fact we may assume our rank two root system is of finite
type. Indeed by (2.3) and Table 2.1.1 if si and s j satisfy a braid relation (hi j < ∞), then ai j · a ji < 4. This
implies that (since {ai j,a ji} may only be {0}, {−1,−1}, {−1,−2}, or {−1,−3}) the rank 2 root system
determined by ai and a j is of finite type (A1×A1, A2, B2 =C2 or G2).
Now for (a), we may refer to [37, Lemma 4.3, Lemma 6.5] or [10, Theorem 3.2] or [26, Proposition
2.11], and for (b) to [37, Proposition B.1.] or [11, Proposition 7.]. 
3.3.5. “Simple” Hecke symmetrizers. We define the analogue of (3.12) for our root system R˜ as
∆˜ := ∏
a˜∈R˜+
1− ve−a˜
∨
1− e−a˜∨
. (3.67)
It lies in Q˜finv [W ]
∨, and similarly we define the objects m˜, c˜, c˜♭. In the case when R (and hence also R˜) is
affine, we let c˜ be the minimal imaginary root for R˜ and set (3.37), m˜ := ct(∆˜−1). In the case when R is of
untwisted of ADE type, we have
m˜=
ℓ
∏
j=1
∞
∏
i=1
1− vm˜ je−i˜c
1− vm˜ j+1e−i˜c
, (3.68)
where the m˜ j are the exponents of R˜o (the underlying finite-dimensional root system to R˜). For general affine
root systems R, again we refer to [32, 5.8.20] for the precise formula. Also, we consider the metaplectic
analogues of the simple symmetrizers
I˜ = ∑w∈W ∆˜
w[w] and I˜ ♭ := ∆˜ ∑w∈W (−1)
ℓ(w)
(
∏a˜∈R˜(w) e
−a˜∨
)
[w]. (3.69)
where again I˜ , I˜ ♭ and m˜I˜ , m˜I˜ ♭ are well-defined elements in Q˜v[W ]∨.
3.3.6. Metaplectic symmetrizers of Hecke type. Define the metaplectic symmetrizers of Hecke type
P˜ := ∑w∈W T˜w and P˜
♭ := ∑w∈W T˜
♭
w . (3.70)
Analogously to (3.1.6) let us write
T˜w = ∑
σ∈W
A˜σ(w)[σ ] and T˜
♭
w = ∑
σ∈W
A˜♭σ (w)[σ ] (3.71)
C˜σ = ∑
w∈W
A˜σ(w) and C˜
♭
σ = ∑
w∈W
A˜♭σ (w) (3.72)
so that we formally have
P˜ = ∑w∈W T˜w = ∑σ∈W C˜σ [σ ] and P˜
♭ = ∑w∈W T˜
♭
w = ∑σ∈W C˜
♭
σ [σ ]. (3.73)
13We remark here that the condition that gkg−k = v is used to verify the property s2a = 1
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Theorem. The elements P˜ and P˜♭ above have well-defined expansions. More precisely, we have that
(1) (Weak Cherednik Lemma) the elements P˜ and P˜♭ have well-defined expansions in Q˜v[W ]∨, i.e. the
elements C˜σ ,C˜♭σ for σ ∈W have expansions which lie in Q˜v.
(2) There exist W-invariant elements c˜ and c˜♭ in Q˜v such that as elements in Q˜v[W ]∨
P˜ = c˜I˜ and P˜♭ = c˜♭ I˜ ♭ . (3.74)
Moreover, we have elements c˜= c˜♭ = ct(∆˜−1).
(3) (Strong Cherednik Lemma) the elements P˜ and P˜♭ have well-defined expansions in Q˜finv [W ]
∨, i.e.
the elements C˜σ ,C˜♭σ for σ ∈W have expansions which lie in Q˜
fin
v .
This is just Theorem 3.1.8 for the metaplectic root system.
3.3.7. Our final task is to show that cI˜ ♭ can be applied to the element eλ
∨
with λ∨ ∈ Λ∨+ to obtain a
well-defined v-finite element. For λ∨ ∈ Λ∨+ we denote by
o(λ∨) = {µ∨ ∈ Λ∨ | µ∨ ≤ λ∨}. (3.75)
Following Looijenga [27], we also define the dual coweight algebra as
Definition. We shall write Cv,g≤[Λ∨] (or Cfinv,g≤[Λ
∨]) for the set of all f = ∑λ∨∈Λ∨ cλ∨e
λ∨ with cλ∨ ∈ Cv,g
(resp. cλ∨ ∈C
fin
v,g) such that there exists λ1, . . . ,λr ∈Λ
∨
+ so that Supp( f ) := {µ
∨ ∈Λ∨ | cµ∨ 6= 0} is contained
in o(λ1)∪ ·· ·∪ o(λr).
Note that Qv ⊂ Cv,g,≤[Λ∨] and Qfinv ⊂ C
fin
v,g,≤[Λ
∨] since o(0) = Q∨− where 0 ∈ Λ
∨
+ is the zero coweight.
Lemma. For each λ∨ ∈ Λ∨+ the expression
I˜ ♭(eλ
∨
) = ∆˜ ∑
w∈W
(−1)ℓ(w)
 ∏
a˜∈R˜(w)
e−a˜
∨
(w⋆ eλ∨) (3.76)
defines a well-defined element of Cfinv,g,≤[Λ
∨].
Proof. Fix µ∨ ∈ Λ∨. We will show that there are only finitely many w ∈W such that eµ
∨
appears in cor-
responding summand of the right hand side of (3.76). First note that the product
(
∏a∈R˜(w) e
−a˜∨
)
is of the
form e−β
∨(w) with β∨ ∈ Q˜∨− is such that 〈ρ ,β
∨(w)〉 is large if ℓ(w) is large. As there are only finitely
many w ∈W such that µ∨ ≥ λ∨−β∨(w) in the dominance order, the following claim, which is proven by
induction using Lemma 3.3.2, concludes the proof
Claim. [26, Lemma 2.15] If µ∨ lies in the support of (the expansion of) ∏a˜∈R˜(w) e
−a˜ w⋆eλ
∨
then µ∨ ≤ λ∨.

3.3.8. “Operator” Casselman-Shalika formula. Finally we obtain the following result which will be used
in our computation of the metaplectic Whittaker functions in §6.3.
Corollary. For λ∨ ∈ Λ∨+ we have the following equality in C
fin
v,≤[Λ
∨]
P˜
♭(eλ
∨
) = m˜I˜ ♭(eλ
∨
) = m˜ ∆˜ ∑
w∈W
(−1)ℓ(w)
 ∏
a∈R˜(w)
e−a˜
∨
(w⋆ eλ∨) (3.77)
Remark. In light of Remark 3.3.2, the expression on the right hand side can actually be written in the form
∑µ∨∈Λ∨ cµ∨e
µ∨ where cµ∨ is a polynomial in v,g0, . . . ,gn−1.
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4. KAC-MOODY GROUPS
4.1. The Tits Kac-Moody group functor. Let (I, ·,D) be a root datum with associated gcm A and write
D = (Y,{a∨i },X ,{ai}). Our aim in this section is to review some aspects of the construction of the functor
GD due to Tits [43] from rings to groups. In §4.2 we assume that D is of simply-connected type.
Let gD be the Kac-Moody algebra as in §2.1.7. As D is fixed, we shall sometimes drop it from our
notation, e.g. we write g in place of gD and Q,Q∨ in place of QD,Q∨D, etc. The roots (coroots) of this Lie
algebra will be written as R (resp. R∨). We shall also write Π and Π∨ for the roots and coroots (identified
with {ai} and {a∨i }).
Recall our conventions for functors of groups from §1.2.1. Let F be an arbitrary field, and S an arbitrary
commutative ring with unit, and write S∗ for its units.
4.1.1. The torus H. The group which shall play the role of the maximal torus is H(S) :=HomZ(X ,S∗). For
s ∈ S and λ∨ ∈ Y we write sλ
∨
∈ H(S) for the element which sends µ ∈ X to s〈λ
∨,µ〉. For a fixed basis14
{Λi}i∈Ie of Y , every element in H(S) may be written uniquely in the form ∏i∈Ie s
Λi
i with si ∈ S
∗. We also use
the following notation: if t ∈H(S) we shall write t(x) ∈ S∗ for the application of t ∈HomZ(X ,S∗) to x ∈ X .
The action ofW (A) on X induces one on H(S) and we shall denote the image under w ∈W (A) of t ∈ H(S)
as w(t). For λ∨ ∈ Y,s ∈ S∗ and i ∈ I with si ∈W the corresponding simple reflection, we have
si(r
λ∨) = rλ
∨
r−〈λ
∨, xi〉a∨ for r ∈ S∗. (4.1)
4.1.2. Unipotent subgroups. In this paragraph we introduce certain unipotent subgroups. To do so we recall
the notion of prenilpotent pairs from §2.1.10 as well as the notion of dual root bases from §2.1.5 (5). For
each a ∈ Rre we let Ua be the group scheme over Z isomorphic to the one-dimensional additive group
scheme G+ with Lie algebra La,Z equal to the Z-subalgebra of g(A) generated by the dual base Ea. This
determines Ua uniquely up to unique isomorphism. More concretely, every choice of ea ∈ Ea determines an
isomorphism xa : G+ → Ua and so we write Ua(S) = {xa(s) | s ∈ S}, where of course one has
xa(s)xa(t) = xa(s+ t) for s, t ∈ S. (4.2)
For any nilpotent set of roots Ψ ⊂ Rre the complex Lie algebra LΨ :=⊕a∈Ψga is easily seen to be nilpotent,
and we may construct the corresponding complex, unipotent group UΨ. Tits has shown [43, Proposition 1]
that there exists a group scheme UΨ equipped with inclusions of group schemes Ua →֒ UΨ for each a ∈ Ψ
satisfying two conditions: first UΨ(C) =UΨ; and second, if we pick any total order on Ψ, the resulting map,
∏
a∈Ψ
Ua → UΨ (4.3)
is an isomorphism of schemes (not groups). Concretely, picking ea ∈ Ea for each a ∈ Rre this implies that
for any prenilpotent pair {a,b} there exist well-defined integers k(a,b;c), c ∈]a,b[ such that in U[a,b],
[xa(u),xb(u
′)] = ∏
c∈ ]a,b[
c=ma+nb
xc(k(a,b;c)u
mu′n) for u,u′ ∈ S. (4.4)
Moreover, one can show that if Ψ′ ⊂Ψ is an ideal, i.e. if a∈Ψ′, b∈Ψ such that if a+b∈ R then a+b∈Ψ′,
then UΨ′(S)⊂UΨ(S) is a normal subgroup.
14As in §4.2.1, we use Ie to denote a set indexing a basis of Y, though of course the basis need not be comprised of coroots.
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4.1.3. The Steinberg functor St is defined to be the quotient of the free product of the groups Ua(S),a∈Rre
by the smallest normal subgroup containing the relations (4.4) and (4.2). To understand the structure of this
group, we define
wa(u) := xa(u)x−a(−u−1)xa(u), ha(u) := wa(u)wa(−1) for a ∈ Π,u ∈ S∗. (4.5)
From the definition (4.5) we see immediately that wa(s)−1 = wa(−s). As a shorthand, we shall henceforth
write w˙a := wa(−1) for a ∈ Π. The Tits functor GD (or usually just G for short) assigns to a ring S the
quotient of the free product of St(S) and H(S) by the following relations:
KM 1 txa(s)t−1 = xa(t(a)r) where a ∈ Π,s ∈ S and t ∈H(S)
KM 2 For a ∈Π and t ∈H(S) we require w˙atw˙−1a = sa(t) (cf. (4.1))
KM 3 For a ∈Π and s ∈ S∗ we require ha(s) = sa
∨
.
KM 4 For a ∈Π, b ∈ Rre, and s ∈ S we have w˙axb(s)w˙−1a = xwa(b)(η(a,b)s) where η(a,b) ∈ {±1}.
Let us now comment on the signs η(a,b) for a,b ∈ Π. For each a ∈ Rre we have fixed some ea ∈ Ea.
Recall that we have defined for each a ∈ Π an automorphism s∗a using the formula (2.11). From (2.12), we
can define η(a,b) ∈ ±1 so that
s∗a(eb) = η(a,b)eb for a ∈ Π,b ∈ Rre. (4.6)
This procedure may be extended in a natural way to define the signs η(a,b) for each a,b ∈ Rre. and one may
verify the following rules [29, Lemma 5.1(c)]. Let a,b ∈ Rre,
(1) η(a,b) = η(a,−b), η(a,a) = η(a,−a) =−1
(2) η(a,b) = 1 if a±b 6= 0 and a±b /∈ Rre
(3) η(a,b)η(b,a) =−1 if 〈a,b∨〉= 〈b,a∨〉=−1
(4) η(a,b) =−1 if 〈a,b∨〉= 0 and a±b ∈ Rre
4.1.4. Subgroups. Let U and U− to be the subfunctors of G generated by Ua for a ∈ Rre,+ and a ∈ Rre,−
respectively. We also let B (resp. B−) be the subfunctor generated by U and H (resp. U− and H). For
any a ∈ Rre we also let Ba be the subfunctor generated by Ua and H. Finally we let Ga be the subfunctor
generated by Ba,B−a for a ∈ Rre. We note the following two properties of Tits’ construction: for any field
F the natural maps H(F)→G(F) and UΨ(F)→G(F) (for Ψ a nilpotent set) are injections.
Recalling again our conventions from §1.2.1, we define the groups G,B,U,H , etc.
4.1.5. Tits axioms. In the finite-dimensional situation, the Tits axioms (or BN-pair axioms) imply the Bruhat
decomposition as well as a number of other results for the structure theory of the group (cf. [1, Ch. IV]). For
general Kac-Moody root systems, there are two opposite classes of parabolic subgroups and one has Bruhat
decompositions with respect to each of these as well as mixed or Birkhoff-type decompositions. In [43, §5],
an axiomatic framework for studying the algebraic structure theory of Kac-Moody groups is introduced,
which we review here. The notation here is related, but distinct, from the other sections of this paper since
we would like to also use these same axioms again for metaplectic covers.
The starting point is gcm A and a set of simple roots Π from which we can construct a Weyl groupW
and the set Rre of real roots as the orbit of Π under W . Assume given a group G, together with a system
of subgroups (Ba)a∈Rre such that G is generated by (Ba)a∈Rre . Let B and B
− denote the subgroups of G
generated by Ba for all positive and negative (real) roots respectively. Let us also set
H :=
⋂
a∈Rre
Ba, (4.7)
and write Ga for the group generated by Ba and B−a. One then imposes the following axioms on this data.
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RD 1 There exist an element in Gai which, for each b ∈ R, conjugates Bb to Bwib.
For each i ∈ I, write w˙i for an element as stipulated in RD 1. Let N be the subgroup generated by w˙i
and H .
RD 2 Each Ba (a ∈ Rre) has a semi-direct product decomposition Ba =Ua⋉H such that Ua are permuted
under conjugation by the elements of N. Moreover, if a,b form a prenilpotent pair of distinct roots,
then the commutator ofUa andUb is contained in the group generated byUγ for γ ∈ [a,b]\{a,b}.
RD 3 We have Bai ∩B−ai = H for each i ∈ I.
RD 4 The set Bai \Gai/Bai consists of two elements.
RD 5 For each i ∈ I, the group Bai is not contained in B
− and the group B−ai is not contained in B.
From these axioms, a number of results follow (cf. [43, §5]). In particular the pairs (B,N) and (B−,N)
both form Tits systems in the language of [1, Ch. 4, §2], and we have the following.
Theorem. Assume (G,(Ba)a∈Rre) satisfy the axioms RD 1- RD 5.
(1) [43, Lemma 4, §5.4] There exists a unique homomorphism φ : N →W such that for n ∈ N and
a ∈ Rre one has nBan−1 = Bφ(n)(a). Moreover, the kernel of ϕ is H.
(2) [43, Proposition 4, §5.8] We have the following Bruhat-type decompositions
G= BNB= B−NB− (4.8)
where both decompositions are disjoint, i.e. if n,n′ ∈ N, then BnB∩Bn′B is either empty or the two
double cosets are equal (and similarly for the B−-double cosets).
(3) [43, Corollary 2, §5.13] We have G= BNB− = B−NB where both of these decompositions are also
disjoint (in a similar sense to the above).
Returning to the setting of Tits functors, note that the subgroups as defined in §4.1.4 satisfy the axioms
RD 1-RD 5 so the results of Theorem 4.2.7 hold.
4.2. On the group N, its “integral version” NZ, and an explicit Bruhat decomposition. In this section
we further assume that our root datum D is of simply-connected type, and construct the group G := G(F)
as in the previous section.
4.2.1. Further notation in the simply connected case. We adopt here some further notation in the simply
connected case. Let e denote the dimension of the root datum (i.e. the rank of Y ). Recall from (2.16) that
we can identify Y = Q∨⊕Y0. We extend the basis Π∨ of Q∨ to a basis Π∨e of Y , and denote a set indexing
this basis by Ie (which we assume contains I), so that we write a∨i (i ∈ Ie) for a basis of Y where a
∨
i (i ∈ I)
is the basis of coroots that are given as part of the root datum. For a ∈ Π and s ∈ F∗ we have identified the
element ha(s) = sa
∨
(see §4.1.3), and we continue to do this for b∨ ∈ Π∨e , i.e. we shall write hb(s) for s
b∨
(with an abuse of notation as we have not really defined the symbol “b”). The reason we work in the simply
connected case is so that we can use the following.
Lemma. Every element in H can be written uniquely in the form
h= ∏
b∨∈Π∨e
hb(sb) where sb ∈ F
∗. (4.9)
In particular for a, b∈Π, a 6= b, if we define the subgroups for Ha := {ha(s) | s∈ F∗} and Hb := {hb(s) |
s ∈ F∗} then Ha∩Hb = 1. In the non simply connected case, this could fail.
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4.2.2. A presentation for the group N. Recall the morphism φ : N →W from Theorem 4.2.7(1).
Proposition. (cf. [22, Corollary 2.1]) The group N has the following presentation: it has generators w˙a(a ∈
Π) and ha(s)(a ∈Π∨e ,s ∈ F
∗) satisfying the following relations:
N 1 w˙2a = ha(−1) for each a ∈ Π.
N 2 w˙a (a ∈ Π) satisfy the Braid relations
N 3 w˙ahb(t)w˙−1a = hb(t)ha(t
−〈a,b∨〉) for a ∈ Π, b ∈ Π∨e , t ∈ F
∗
N 4 hb(t)hb(t ′) = hb(tt ′) for b ∈ Π∨e , t, t
′ ∈ F∗
N 5 ha(t)hb(t ′) = hb(t ′)ha(t) for a, b ∈ Π∨e , t, t
′ ∈ F∗
Remark. Note that in the above result we could have actually chosen w˙a := wa(s) for any s ∈ F∗. Also if
w ∈W has a reduced decomposition w= wb1 · · ·wbk with each bi ∈ Π we shall write
w˙ := w˙b1 · · · w˙bk , (4.10)
which, according to N 2 is independent of the chosen reduced decomposition.
The proof is standard, but we reproduce it here as we shall need variants of it in the sequel.
4.2.3. Proof of Proposition 4.2.2: Step 1. By definition, N is generated by the indicated elements, and we
need to show that N 1-N 5 hold in N. Condition N 1 and N 3-N 5 follow easily. It remains to verify condition
N 2, i.e. we need to show
Lemma. [41, Prop. 3] The elements w˙a (a ∈ Π) satisfy the braid relations (2.3).
Proof of Lemma 4.2.3. For each a∈Rre, letVa⊂Ga be the subgroup generated byUa,U−a, and the subgroup
Ha := {ha(s) | s ∈ F∗}. By definition (4.5) the elements w˙a := wa(−1) lie in Va. Moreover we find that if
a,b ∈ Π we have Va ∩Vb = 1. Indeed, From RD 3 and the disjointness of the Bruhat decomposition, we
have Va∩Vb =Ha∩Hb, but the latter intersection is trivial from the remarks after Lemma 4.2.1. Further, the
ϕ : N→W introduced above clearly also satisfies the condition that Vϕ(n)(c) = nVcn
−1 for n ∈ N and c ∈ Π.
After these preliminaries, the proof of [41, Prop. 3] carries over. Let q,q′ be respectively the left and
right hand side of (2.3), where instead of si we have w˙ai . We wish to show that q = q
′. Let d be equal to
either j or i depending on whether hi j is even or odd, so that one has q′ = w˙ jqw˙
−1
d . Since the Braid relations
hold inW (A), we have ϕ(q′) = ϕ(q). Thus ϕ(q)sdϕ(q) = s j, and so ϕ(q)(ad) =±a j. Further,
q′q−1 = w˙ j qw˙
−1
d q
−1 ∈ w˙ jqVadq
−1 = w˙ jVϕ(q)(ad) = w˙ jVa j =Va j . (4.11)
Reversing the roles of i and j we obtain similarly that qq′−1 ∈Vai and so qq
′−1 = 1. 
4.2.4. Proof of Proposition 4.2.2, Step 2. Now, let N be the group generated by elements w˜a(a ∈ Π) and
ha(s) for a ∈ Π∨e ,s ∈ F
∗ satisfying N 1-N 5. Then there exists a natural surjective map ψ : N→ N sending
wa 7→ w˙a(a ∈Π) and ha(s) 7→ ha(s)(a ∈Π∨e ,s ∈ F
∗), which we need to verify is injective. Let H be the sub-
group of N generated by ha(s)(a ∈Π∨e ,s ∈ F
∗). By Lemma 4.2.1 have that ψ |H :H→H is an isomorphism.
Condition N 3 shows that H ⊂ N is normal, and so using N 1 and the indicated generators for N, we may
write every element of N as n= hw where h∈H and w is a product of the wa (a∈Π). If ψ(n) = ψ(hw) = 1,
then ψ(w) ∈ H . If we can show that ψ−1(H)⊂ H then the result will follow: indeed, then n= hw ∈ H, but
ψ |H was injective. Let us now argue that ψ−1(H)⊂ H. Consider the composition f : N
ψ
→ N
φ
→W which
sends wa 7→ sa for a ∈ Π. Let w = wi1 · · ·wik ∈ N (here we write wi := wai ,si := sai as usual) be such that
ψ(w) ∈ H and so
f (w) = si1 · · · sik = 1. (4.12)
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From Lemma 2.1.4, we can transform w= si1 · · · sik to 1 using the moves E1 and E2: diagrammatically
w
Ek1→ w′
Ek1→ w′′ · · ·
Ekr→ 1, (4.13)
where each ki ∈ {1,2} and each of the w,w′,w′′, . . . is some product of the si. Now consider this same
sequence of moves in the group N: the move E2 (braid relations for the wi) stays valid in N but the move E1
should be changed to
E1′ : replace an occurence of wiwi with hai(−1). (4.14)
Apply the following procedure: start from w and apply the same sequence of moves as in (4.13) to w, but
replacing E1 with E1′ , and after each occurrence of E1′ move the ha(−1) which is produced to the extreme
left of the word (this can be done as H is normal in N). The end result of this procedure will now be an
element in H, and in fact will actually lie in the normal subgroup generated by ha(−1),(a ∈ Π). Thus w is
equal in N to an element in H which is indeed what we wanted to show.
4.2.5. The integral Weyl group NZ. Let us define NZ ⊂ N as the subgroup generated by w˙a,(a ∈Π).
15 Set
HZ := NZ∩H, (4.15)
and note that it is normal in NZ by N 4. Using the same argument as at the end of §4.2.4, we may show
Lemma. The group HZ is a finite abelian 2-group generated by elements ha(−1) = w˙2a (a ∈ Π).
Using this Lemma and the same argument as in the proof of Proposition 4.2.2, we obtain.
Corollary. The group NZ is isomorphic to the abstract group which has generators ra (a ∈ Π) subject to
the following relations. Set ta := r2a (a ∈ Π).
NZ1. The elements (ra | a ∈ Π) satisfy the braid relations (2.3).
NZ2. For a,b ∈Π we have
ta rb t
−1
a =
{
rb if 〈b,a∨〉 even;
r−1b if 〈b,a
∨〉 odd.
(4.16)
NZ3. t2a = 1.
Remark. Using NZ2, NZ3, we find NZ[2] := 〈ta | a ∈ Π〉 ⊂ NZ is an abelian and isomorphic to HZ.
4.2.6. Refined Bruhat decomposition. Using the presentation of N and NZ given, we can refine the Bruhat
decompositions from Theorem 4.2.7 as follows. For each w ∈W let w˙ ∈ NZ as in (4.10). Then we have the
following (disjoint) decompositions
G=
⊔
w∈W
Bw˙B=
⊔
w∈W
B− w˙B− =
⊔
w∈W
Bw˙B− =
⊔
w∈W
B− w˙B. (4.17)
For each w ∈W we have subsets (the first was already defined in (2.18))
R(w) := {a ∈ Rre,+ | w−1a< 0} and Rw := {a ∈ Rre,+ | w−1a> 0} . (4.18)
Let us define correspondingly the groups Uw andUw generated by the root groups Ua with a ∈ R(w−1) and
Rw
−1
respectively. If w = sa,a ∈ Π, then we just write Ua :=Uwa and U
a :=Uwa and note further that we
have a semi-direct product decomposition
U =Ua⋉U
a. (4.19)
15In the usual theory of algebraic groups, NZ can in fact be identified with the Z-points of the group scheme defining N. Here
we are just adopting the suggestive notation.
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In general for w ∈W we still have
U =UwU
w =UwUw, (4.20)
though Uw is not normal. For a proof of (4.19) we refer to [7, Lemma 6.3] which technically works in
a homomorphic image of the Tits group (constructed from representation theory), but the result can be
lifted back to G. For (4.20), we can refer for example to [15, Corollary 6.5], again in a slightly different
context, but a similar argument applies. Note further that the set R(w−1) is nilpotent (cf. §2.1.10) so we
can also identify Uw := UR(w−1)(F) and use (4.3) to obtain an explicit set of coordinates on Uw. Using the
decomposition B=U ⋊H , the fact that NZ normalizes H, and (4.20) we deduce from (4.17)
G=
⊔
w∈W
Bw˙Uw (4.21)
where we also note here that w˙Uww˙−1 ⊂U−.
4.2.7. The map ν and some explicit results. For any n ∈ N we note that
U nU ∩N = {n}. (4.22)
Indeed, as H normalizes U and since (4.20) implies that U w˙U = U w˙Uw for w˙ ∈ NZ we conclude that
U nU n−1 ⊂UU−. But from the disjointness of the Birkhoff decomposition and the fact that N = HNZ we
haveUU−∩N = {1}. The claim (4.22) follows and hence we have a well-defined map
ν : G→ N (4.23)
which to g ∈ G having Bruhat decomposition g= unu′ assigns the element n ∈ N. For g ∈ G,
ν(ugu′) = ν(g) and ν(hgh′) = hν(g)h′ where u, u′ ∈U, h, h′ ∈H. (4.24)
Moreover, for g,g′ ∈ G, using basic properties of the Bruhat decomposition ([1, Ch. IV, §2.5, Prop. 2]) we
can show
ν(gg′) = ν(g)ν(g′) if and only if ℓ
(
φ(ν(g))φ(ν(g′))
)
= ℓ(φ(ν(g)))+ ℓ(φ(ν(g′))), (4.25)
where we have used the map φ of Theorem (1). Finally we shall need the following explicit rank one result.
Proposition. Let g ∈G, a ∈ Π.
(1) We have ν(w˙a g) is either equal to w˙aν(g) or there exists s ∈ F∗ such that ν(w˙a g) = ha(s−1)ν(g).
(2) We have ν(gw˙−1a ) is either equal to ν(g) w˙
−1
a or there exists s ∈ F
∗ such that ν(gw˙−1a ) = ν(g)ha(s)
We suppress the full proof (cf. [29]) but record here the main rank one computations involved
x−a(s) = xa(s
−1)ha(−s
−1) w˙a xa(s
−1) for a ∈ Π,s ∈ F∗ (4.26)
xa(s) = x−a(s
−1)ha(s)wax−a(s
−1). (4.27)
Indeed, using this we conclude that if a ∈ Π, s ∈ F∗, and w−1a< 0, then
ν(w˙a xa(s)w˙) = ha(−s
−1)w˙a w˙aw˙= ha(−s
−1); w˙ (4.28)
and if wa< 0 then
ν(w˙xa(s)w˙
−1
a ) = w˙ha(s). (4.29)
In both instances we have also used the identity (cf. 4.1.3) that w˙axa(s)w˙−1a = xa(−s).
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5. COVERS OF KAC-MOODY GROUPS
Let A be an abelian group, F an arbitrary field, and (·, ·) : F∗×F∗ → A be a bilinear Steinberg symbol
(cf. §1.2.3). Fix a root datum (I, ·,D), written asD= (Λ∨,{a∨i },Λ,{ai}), and assumed of simply connected
type. Construct the group G = G(F) as in the previous section, and keep the notation on simply connected
root datums from §2.1.6 and §4.2.1. Furthermore, fix aW -invariant quadratic form Q : Y → Z (cf. §2.2.1).
The arguments in this section follow very closely those of Matsumoto [29, §6 - §7]. We could perhaps
have referred to this source systematically throughout and thereby, but we choose to provide here a more
or less complete version of Matsumoto’s argument as our setup is slightly different (e.g. there is no Q in
Matsumoto).
5.1. The cover of the torus H˜.
5.1.1. Let H˜ be the group generated by A and the symbols h˜a(s) with s ∈ F∗, a ∈Π∨e subject to the follow-
ing conditions: A is an abelian subgroup and
H1 h˜a(s)h˜a(t)h˜a(st)−1 = (s, t)Q(a
∨) for a ∈Π∨e and s, t ∈ F
∗
H2 [h˜a(s), h˜b(t)] = (s, t)B(a
∨,b∨) for a,b ∈ Π∨e
Remark. The relations H1 and H2 are compatible in the sense that if a ∈ Π∨e we may compute using H1 :
[h˜a(s), h˜a(t)] = h˜a(s)h˜a(t)
(
h˜a(t)h˜a(s)
)−1
= h˜a(st)(s, t)
Q(a∨)h˜a(ts)
−1(t,s)−Q(a
∨) (5.1)
= (s, t)Q(a
∨)(t,s)−Q(a
∨) = (s, t)2Q(a
∨), (5.2)
where we have used the skew-symmetry of the symbol in the last equality. On the other hand, from H2, the
above must equal (s, t)B(a
∨ ,a∨). By (2.27), we have B(a∨,a∨) = Q(2a∨)−2Q(a∨) = 2Q(a∨). We also note
here that for any b ∈Π∨e and s ∈ F
∗, we obtain from H1,
h˜b(s)
−1 = h˜b(s
−1)(s,s)−Q(b
∨) = h˜b(s
−1)(s,s)Q(b
∨) (5.3)
5.1.2. The map ϕ : H˜ → H which sends every element of A to the identity and h˜a(s) 7→ ha(s) for each
a ∈Π, s ∈ F∗ is clearly a homomorphism. The simply connected assumption gives the following.
Lemma. Fix an order on the set Π∨e . Then every element in H˜ can be written uniquely in the form
h= ζ ∏
b∨∈Π∨e
h˜sb(sb) where ζ ∈ A, sb ∈ F
∗. (5.4)
Proof. The existence of such a factorization for any h ∈ H˜ is obvious from the definitions. If we have an
equality 1 = ζ ∏b∈Π∨e h˜b(sb) then in H we must have that 1 = ∏b∈Π∨e hb(sb). However, from Lemma 4.2.1,
this implies each sb = 1 and thus ζ = 1 as well. The uniqueness follows. 
5.1.3. From Lemma 5.1.2 it follows that ker(ϕ) = A, and so we have a central extension of groups
0→ A→ H˜
ϕ
→ H → 1. (5.5)
We record here the following generalizations of the formulas H1, H2. To state them, we first note that there
exist integers Qi j and Bi j for i, j ∈ Ie defined by the formulas: for ci,di ∈ Z
Q
(
∑
i∈Ie
cia
∨
i
)
= ∑
i, j
cic jQi j (5.6)
B
(
∑
i∈Ie
cia
∨
i ,∑
i∈Ie
dia
∨
i
)
= ∑
i, j
cid jBi j. (5.7)
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Lemma. Fix an order on Ie and let si, ti ∈ F∗(i ∈ Ie). Define (with respect to this order) h˜ := ∏i∈Ie h˜ai(si) ,
h˜′ := ∏i∈Ie h˜ai(ti), and h˜
′′ := ∏i∈Ie h˜ai(siti). Then
h˜ h˜′ (h˜′′)−1 = ∏i, j(si, t j)
Qi j and [h˜, h˜′] = ∏i, j(si, t j)
Bi j (5.8)
5.1.4. Let H˜Z ⊂ H˜ be the subgroup generated by the elements h˜a(−1) for a ∈ Π (not Π∨e ).
Lemma. For a,b ∈ Π, the following relations hold in H˜Z ⊂ H˜: ,
h˜b(−1)
−1h˜a(−1)h˜b(−1) =
{
h˜a(−1) if 〈b,a∨〉 is even
h˜a(−1) h˜b(−1)2 if 〈b,a∨〉 is odd
(5.9)
Proof. For the first relation, we note that[
h˜a(−1), h˜b(−1)
]
= (−1,−1)B(a
∨ ,b∨) (5.10)
but if 〈b,a∨〉 is even then so is B(a∨,b∨) = Q(b∨)〈b,a∨〉 and hence the claim since (−1,−1) = ±1 from
Lemma 1.2.3. On the other hand, if 〈b,a∨〉 is odd, then B(a∨,b∨)+Q(b∨) = Q(b∨)(〈b,a∨〉+ 1) which is
therefore even. By H1, we have h˜b(−1)h˜b(−1) = (−1,−1)Q(b
∨) and by H2 we obtain
h˜b(−1)h˜a(−1)h˜b(−1)
2 = h˜a(−1)h˜b(−1)(−1,−1)
B(a∨ ,b∨)(−1,−1)Q(b
∨) = h˜a(−1)h˜b(−1), (5.11)
proving the second case. 
5.2. A family of automorphisms of H˜.
5.2.1. For each a∈Π, we can define a map (the inverse will be justified in the Lemma below) s−1a : H˜→ H˜
s−1a (x) = x for x ∈ A (5.12)
s−1a (h˜b(s)) = h˜b(s)h˜a(s
−〈a,b∨〉) for b ∈ Π∨e , t ∈ F
∗. (5.13)
This map descends, under ϕ : H˜ → H, to the simple reflection s−1a ∈W acting on H (cf. KM 2 in §4.1.3),
and our goal in this part is to generalize certain properties of sa to the elements sa.
Lemma. [29, Lemma 6.5] Let a ∈ Π and s ∈ F∗. Then,
(1) We have s−1a (h˜a(s)) = h˜a(s
−1)
(2) The map s−1a : H˜ → H˜ is an isomorphism of groups. Explicitly, one has for b ∈Π
∨
e ,
sa(h˜b(s)) = h˜a(s
−〈a,b∨〉)h˜b(s) = h˜b(s)h˜a(s
〈a,b∨〉)−1 (5.14)
Proof. To prove (1), we may compute from the definitions and the fact that 〈a,a∨〉= 2 that
s−1a (h˜a(s)) = h˜a(s)h˜a(s
−〈a,a∨〉) = h˜a(s)h˜a(s
−2) (5.15)
= h˜a(s
−1)(s,s−2)Q(a
∨) = h˜a(s
−1)(s,s)−2Q(a
∨) = ha(s
−1), (5.16)
where we have used Lemma 1.2.3 (ii) and (v) for the second-to-last and last equality respectively.
Turning to (2), we first show s−1γ ,γ ∈ Π is a homomorphism of groups: i.e., for a,b ∈Π
∨
e and s, t ∈ F
∗,
(i) s−1γ (h˜b(s))s
−1
γ (h˜b(t))s
−1
γ (h˜b(st))
−1 = (s, t)Q(b
∨)
(ii)
[
s−1γ (h˜a(s)),s
−1
γ (h˜b(t))
]
= (s, t)B(a
∨ ,b∨)
As for (i), note that from the definitions we obtain
s−1γ (h˜b(s))s
−1
γ (h˜b(t)) = h˜b(s) h˜γ (s
−〈γ ,b∨〉)h˜b(t)︸ ︷︷ ︸ h˜γ (t−〈γ ,b∨〉). (5.17)
Using the commutator relation H2 on the underbraced terms, we obtain
h˜b(s)h˜b(t)︸ ︷︷ ︸ h˜γ (s−〈γ ,b∨〉)h˜γ (t−〈γ ,b∨〉)︸ ︷︷ ︸(s−〈γ ,b∨〉, t)B(γ∨,b∨). (5.18)
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Now using relation H1 on each pair of underbraced terms, we obtain
h˜b(st)(s, t)
Q(b∨)h˜γ ((st)
−〈γ ,b∨〉)︸ ︷︷ ︸(s−〈γ ,b∨〉, t−〈γ ,b∨〉)Q(γ∨)(s−〈γ ,b∨〉, t)B(γ∨,b∨). (5.19)
By definition, the underbraced term is (s, t)Q(b
∨)s−1γ (h˜b(st)), so using (2.27) we find that (5.19) is equal to
s−1γ (h˜b(st))(s, t)
Q(b∨)(s−〈γ ,b
∨〉, t)−B(γ
∨,b∨)(s−〈γ ,b
∨〉, t)B(γ
∨,b∨) = s−1γ (h˜b(st))(s, t)
Q(b∨). (5.20)
Now we turn to (ii). We begin by writing
s−1γ (h˜a(s))s
−1
γ (h˜b(t)) = h˜a(s)h˜γ (s
−〈γ ,a∨〉)h˜b(t)h˜γ (t
−〈γ ,b∨〉). (5.21)
Applying H2 twice to the right hand side we can move h˜b(t) to the front of the expression and obtain
h˜b(t)h˜a(s) h˜γ(s
−〈γ ,a∨〉)h˜γ (t
−〈γ ,b∨〉)︸ ︷︷ ︸(s−〈γ ,a∨〉, t)B(γ∨,b∨)(s, t)B(a∨,b∨). (5.22)
Using H2 on the underbraced terms and noting that B(γ∨,γ∨) = 2Q(γ∨), we obtain
h˜b(t) h˜a(s)h˜γ (t
−〈γ ,b∨〉)︸ ︷︷ ︸ h˜γ (s−〈γ ,a∨〉)(s−〈γ ,a∨〉, t)B(γ∨,b∨)(s, t)B(a∨ ,b∨)(s−〈γ ,a∨〉, t−〈γ ,b∨〉)2Q(γ∨). (5.23)
Applying H2 to the underbraced term transforms the previous line to
s−1γ (h˜b(t))s
−1
γ (h˜a(s))(s, t
−〈γ ,b∨〉)B(a
∨,γ∨)(s−〈γ ,a
∨〉, t)B(γ
∨,b∨)(s, t)B(a
∨ ,b∨)(s−〈γ ,a
∨〉, t−〈γ ,b
∨〉)2Q(γ
∨). (5.24)
Noting again B(γ∨,b∨) = Q(γ∨)〈γ ,b∨〉 we find that
(s−〈γ ,a
∨〉, t−〈γ ,b
∨〉)2Q(γ
∨) = (s−〈γ ,a
∨〉, t−〈γ ,b
∨〉)Q(γ
∨)(s−〈γ ,a
∨〉, t−〈γ ,b
∨〉)Q(γ
∨) (5.25)
= (s, t−〈γ ,b
∨〉)−B(a
∨,γ∨)(s−〈γ ,a
∨〉, t)−B(γ
∨,b∨), (5.26)
which, together with (5.24) proves (ii).
Let us now prove (5.14) by checking s−1a (sa(hb(s)) = h˜b(s). We compute as follows,
s−1a
(
h˜b(s)h˜a(s
〈a,b∨〉)−1
)
= h˜b(s)h˜a(s
−〈a,b∨〉)s−1a (h˜a(s
〈a,b∨〉)−1) (5.27)
= h˜b(s)h˜a(s
−〈a,b∨〉)s−1a (h˜a(s
〈a,b∨〉))−1 (5.28)
= h˜b(s)h˜a(s
−〈a,b∨〉)h˜a(s
−〈a,b∨〉)−1 (5.29)
= h˜b(s)h˜a(s
−〈a,b∨〉)h˜a(s
〈a,b∨〉)
(
s〈a,b
∨〉,s〈a,b
∨〉
)−Q(a∨)
(5.30)
= h˜b(s)
(
s−〈a,b
∨〉,s〈a,b
∨〉
)Q(a∨)(
s〈a,b
∨〉,s〈a,b
∨〉
)−Q(a∨)
(5.31)
= h˜b(s) (5.32)
where we have used that fact that (s,s)2n = 1 for any integer n in the last line. 
5.2.2. Writing Adg for the map which sends h 7→ ghg−1, we have the following:
Lemma. [29, Lemma 6.5] For each a ∈ Π, we have (s−1a )
2 = s2a = Adh˜a(−1) as automorphisms of H˜.
Proof. Using Lemma 5.2.1, (1) we compute that
s−2a (h˜b(s)) = s
−1
a (h˜b(s) h˜a(s
−〈a,b∨〉)) (5.33)
= h˜b(s) h˜a(s
−〈a,b∨〉) h˜a(s
〈a,b∨〉) (5.34)
= h˜b(s)(s
−〈a,b∨〉,s〈a,b
∨〉)Q(a
∨). (5.35)
From Lemma 1.2.3 (vi), this last line is equal to
h˜b(s)(s
−〈a,b∨〉,−1)Q(a
∨) = h˜b(s)(s,−1)
−B(a∨ ,b∨). (5.36)
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Now using H2 we have (s,−1)−B(a
∨,b∨) = (−1,s)B(a
∨,b∨) = [h˜a(−1), h˜b(s)] and so we finally obtain
(s,−1)−B(a
∨,b∨)h˜b(s) = h˜a(−1)h˜b(s)h˜a(−1)
−1. (5.37)
To contend with the case of (s−1a )
2 = (Adh˜a(−1))
−1,we just note that Ad2
h˜a(−1)
acts as the identity. Indeed
Adh˜a(−1)Adh˜a(−1)(h˜b(s)) = h˜a(−1)h˜a(−1)h˜b(s)(h˜a(−1)h˜a(−1))
−1 = h˜b(s), (5.38)
since h˜a(−1)h˜a(−1) = (−1,−1)Q(a
∨) and again (−1,−1)2n = 1 for any integer n.

Remark. Recall the subgroup H˜Z ⊂ H˜ introduced in §5.1.4. Then for each a ∈Π, sa preserves H˜Z :
s−1a (h˜b(−1)) =
{
h˜b(−1) if 〈a,b∨〉 even,
h˜b(−1)h˜a(−1) if 〈a,b∨〉 odd;
(5.39)
for b ∈ Π∨e . Moreover, an easy computation gives
s−2a (h˜b(−1)) = h˜b(−1)(−1,−1)
B(a∨,b∨)〈a,b∨〉 , (5.40)
from which it follows that s−4a = s
4
a = 1 on HZ.
5.2.3. Braid relations. The proof of the following result is a simple verification which we suppress here.
Lemma. Let k =−〈a,b∨〉, ℓ=−〈b,a∨〉 and write m=−〈a,γ∨〉 and n=−〈b,γ∨.〉 Then
B(a∨,b∨) =−kQ(a∨) =−ℓQ(b∨) (5.41)
and for any γ ∈ Π∨e if kℓ 6= 0 we have
s−1a
(
h˜γ(t)h˜a(t
p)h˜b(t
q)
)
= h˜γ (t) h˜a(t
m−p+qk) h˜b(t
q)(t, t)(mp/k+kq
2+(p−m)q)B(a∨,b∨) (5.42)
s−1b
(
h˜γ(t)h˜a(t
p)h˜b(t
q)
)
= h˜γ (t) h˜a(t
p) h˜b(t
pℓ+n−q)(t, t)(n/ℓ+p)qB(a
∨ ,b∨). (5.43)
Remark. As (t, t) =±1 the exponent of the last term in the above expressions need only be regarded modulo
2, and we interpret the fractional powers in the natural way.
Using this Lemma, we can now prove
Proposition. The elements s−1a (a ∈ Π) satisfy the braid relations.
Proof. If i, j ∈ I are such that a= ai,b= a j we shall now write h := hi j. Then we need to verify the following
four cases (see Table 2.1.1 and (2.3)). Below we again assume γ ∈ Π∨e and write B := B(a
∨,b∨)
(1) If h= 2, then 〈b,a∨〉= 〈a,b∨〉= 0 and we need to show that s−1a s
−1
b = s
−1
b s
−1
a .We compute directly
s−1a s
−1
b hγ(t) = s
−1
b s
−1
a h˜γ (t) = h˜γ(t)h˜a(t
m)h˜b(t
n). (5.44)
(2) If h = 3, then without loss of generality we may take k = −〈a,b∨〉 = 1 and ℓ = −〈b,a∨〉 = 1. We
need to show s−1a s
−1
b s
−1
a = s
−1
b s
−1
a s
−1
a . Applying the previous Lemma, we have
s−1a s
−1
b s
−1
a hγ (t) = h˜γ (t)h˜a(t
m+n)h˜b(t
m+n)(t, tB)m
2+(m+n)2 (5.45)
s−1b s
−1
a s
−1
b h˜γ (t) = h˜γ (t)h˜a(t
m+n)h˜b(t
m+n)(t, tB)3n
2
. (5.46)
As 3n2 ≡ m2+(m+n)2 mod 2 this braid relation follows.
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(3) If h= 4, then without loss of generality we may assume k=−〈a,b∨〉= 1 and ℓ=−〈b,a∨〉= 2.We
need to show (s−1a s
−1
b )
2 = (s−1b s
−1
a )
2. Again, we apply the previous Lemma,
s−1a s
−1
b s
−1
a s
−1
b hγ (t) = h˜γ(t)h˜a(t
2m+n)h˜b(t
2(m+n))(t, tB)5m
2+11mn+(17/2)n2 (5.47)
s−1b s
−1
a s
−1
b s
−1
a h˜γ (t) = h˜γ(t)h˜a(t
2m+n)h˜b(t
2(m+n))(t, tB)9m
2+9mn+(5/2)n2 . (5.48)
Again a parity argument establishes the desired braid relation.
(4) If h= 6, then without loss of generality we may assume k=−〈a,b∨〉= 1, and ℓ=−〈b,a∨〉= 3. In
this case, we need to verify (s−1a s
−1
b )
3 = (s−1b s
−1
a )
3. Using the Lemma, we compute
s−1a s
−1
b s
−1
a s
−1
b s
−1
a s
−1
b hγ (t) = h˜γ(t)h˜a(t
4m+2n)h˜b(t
6m+4n)(t, tB)70m
2+108mn+(136/3)n2 (5.49)
s−1b s
−1
a s
−1
b s
−1
a s
−1
b s
−1
a h˜γ (t) = h˜γ(t)h˜a(t
4m+2n)h˜b(t
6m+4n)(t, tB)94m
2+88mn+(64/3)n2 , (5.50)
and again achieve the desired conclusion using a parity argument.

Remark. As the braid relations have been satisfied for sa and s−1a we now adopt the following unambiguous
notation: if w ∈W has a reduced decomposition w= sb1 · · · sbd with bi ∈ Π then we set
sw := sb1 · · ·sbd . (5.51)
Note of course s−1w 6= sw−1 .
5.2.4. Another rank two result. In this paragraph, we recall the notation from §2.4.
Lemma. Let I = {a,b} and (I, ·) any Cartan datum. Let w ∈W (I, ·).
(1) If wa= a then sw h˜a(s) = h˜a(s)
(2) If wa=−a then sw h˜a(s) = h˜a(s−1)
(3) If wa= b then sw h˜a(s) = h˜b(s)
Proof. In the notation of §2.4 we write 〈a,b∨〉=m and 〈b,a∨〉= n, so that B(a∨,b∨) =mQ(a∨) = nQ(b∨).
It is then easy to see that
s−1a
(
h˜a(s
k)h˜b(s
ℓ)
)
= h˜a(s
−ℓm−k)h˜b(s
ℓ)(s,s)(−ℓ
2m+kℓ)B(a∨,b∨) (5.52)
s−1b
(
h˜a(s
k)h˜b(s
ℓ)
)
= h˜a(s
k)h˜b(s
−kn−ℓ)(s,s)kℓB(a
∨ ,b∨). (5.53)
Using these formulas and the classification given in §2.4.3, §2.4.4, the Lemma follows from a direct compu-
tation. For example, suppose we want to show (1): then note that (a) there are three cases for w to consider;
and (b) the result can equally be verified for sw replaced by s−1w :
(1) In the A1×A1 case, we have m = n = 0 and w = sb. Then s
−1
b h˜a(s) = h˜a(s) immediately from the
definition.
(2) In the B2 case, we may assume without loss of generality that m=−1,n=−2 and w= sbsasb. Then
s−1w h˜a(s) = h˜a(s)(s,s)
6B(a∨ ,b∨) (5.54)
using (5.52-5.53). But as (s,s) =±1, the last term in this expression is equal to 1.
(3) In the G2 case, we assume without loss of generality m=−1,n=−3 and w= sb(sasb)2. Then
s−1w h˜a(s) = h˜a(s)(s,s)
18B(a∨ ,b∨) = h˜a(s) (5.55)
using (5.52-5.53).
Part (2) of the Lemma now follows from Lemma 5.2.1, pt. (1), since if wa=−a then saw= a. We suppress
the proof of (3) as it follows along the same lines as (1) using the classification from Lemma 2.4.4. 
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5.3. The cover N˜ of the group N.
5.3.1. Recall the group NZ introduced in §4.2.5 and its presentation given in Proposition 4.2.5. If we drop
the constraint NZ3 we obtain the following group, N˜Z.
Definition. Let N˜Z be the group with generators ra,(a ∈ Π) and relations as below. Let ta := r2a.
N˜Z1 The elements ra (a ∈ Π) satisfy the braid relations (2.3).
N˜Z2 For a, b ∈Π we have
t−1a rb ta =
{
rb if 〈b,a∨〉 even;
r−1b if 〈b,a
∨〉 odd.
(5.56)
Lemma. The kernel of the natural map N˜Z → NZ is the abelian group 〈t2a | a ∈Π〉.
Proof. It is immediate from N˜Z2 that t2a is central in N˜Z. The result now follows from the explicit presenta-
tion for NZ which we gave in Corollary 4.2.5. 
5.3.2. Using the results from the previous section, we can now verify the following.
Proposition. The map which sends ra 7→ sa for each a ∈Π induces a homomorphism i : N˜Z → Aut(H˜).
Proof. From Proposition 5.2.3, the sa satisfy the braid relations, and so N˜Z1 is satisfied. Note that we can
replace rb with r
−1
b everywhere in (5.56) to obtain an equivalent relation– this will be the actual relation we
verify. As i(ta) = Adh˜a(−1) we need to verify the following two facts:
(1) Assume 〈b,a∨〉 is even, so that s−1b (h˜a(−1)) = h˜a(−1). Now let γ ∈ Π
∨
e , and s ∈ F
∗ and compute
s−1b i(ta)(h˜γ (s)) = s
−1
b
(
h˜a(−1)h˜γ (s)h˜a(−1)
−1
)
(5.57)
= h˜a(−1)h˜γ (s)h˜b(s
−〈b,γ∨〉)h˜a(−1)
−1. (5.58)
This is seen to be equal to i(ta)s
−1
b (h˜γ (s)) = Adh˜a(−1)(s
−1
b (h˜γ(s))), verifying the first case of N˜Z2.
(2) Assume 〈b,a∨〉 is odd, so that s−1b (h˜a(−1)) = h˜a(−1)h˜b(−1). The corresponding relation N˜Z2 can
equivalently be written as r−1b ta = tatbr
−1
b , and so let us verify this holds under the map i. The left
hand side applied to h˜γ(s) with γ ∈Π∨e ,s ∈ F
∗ is just
s−1b
(
h˜a(−1)h˜γ (s)h˜a(−1)
−1
)
= h˜a(−1)h˜b(−1)h˜γ (s)h˜b(s
−〈b,γ∨〉)s−1b (h˜a(−1))
−1 (5.59)
= h˜a(−1)h˜b(−1)h˜γ (s)h˜b(s
−〈b,γ∨〉)h˜b(−1)
−1h˜a(−1)
−1. (5.60)
This is immediately seen to equal i(ta)i(tb)s
−1
b (h˜γ (s)).

5.3.3. Using Proposition 5.3.2 we have a morphism N˜Z → Aut(H˜), and we then form the semi-direct
product N˜Z⋊ H˜. Define the subgroup N˜Z[2] ⊂ N˜Z generated by ta := r2a, (a ∈ Π). Recall the subgroup
H˜Z ⊂ H˜ in Remark 5.2.2. From Remark 5.2.2, i(N˜Z[2]) preserves H˜Z, and in fact the corresponding map
i : Aut(N˜Z[2])→ Aut(H˜Z) has image in the subgroup of internal automorphisms H˜Z ⊂ Aut(H˜Z) . In this
way, we obtain a homomorphism
j : N˜Z[2]→ H˜Z, ta 7→ h˜a(−1)(a ∈ Π), (5.61)
and using it we define the set
J := {(t−1, j(t)), t ∈ N˜Z[2]} ⊂ N˜Z⋊ H˜, (5.62)
encapsulating the “redundancy” between N˜Z and H˜.
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Lemma. The set J ⊂ N˜Z⋊ H˜ is a normal subgroup.
Proof. First we verify that J is a subgroup. As J contains the identity this amounts to showing that it is
closed under multiplication. For a,b ∈ Π we compute
t−1a j(ta) t
−1
b j(tb) = t
−1
a t
−1
b tb(h˜a(−1))h˜b(−1). (5.63)
By (5.40) and H2 this becomes
t−1a t
−1
b h˜a(−1)h˜b(−1)(−1,−1)
B(a∨ ,b∨)〈b,a∨〉 = t−1a t
−1
b (−1,−1)
B(a∨ ,b∨)h˜b(−1)h˜a(−1)(−1,−1)
B(a∨ ,b∨)〈b,a∨〉.
Now B(a∨,b∨)+B(a∨,b∨)〈b,a∨〉 = B(a∨,b∨)(〈b,a∨〉+ 1) is always even: either 〈b,a∨〉 is odd, and so
1+ 〈b,a∨〉 is even, or 〈b,a∨〉 is even and then so is B(a∨,b∨) by (2.27). Thus the previous displayed
equation is just ((tbta)−1, j(tbta)).
Next, we verify that J is closed under conjugation by h˜γ(t) for γ ∈ Π∨e , t ∈ F
∗ using Lemma 5.2.2:
h˜γ(t)t
−1
a h˜a(−1)h˜γ (t)
−1 = t−1a ta(hγ (t))h˜a(−1)hγ (t)
−1 (5.64)
= t−1a h˜a(−1)h˜γ (t)h˜a(−1)
−1h˜a(−1)h˜γ (t)
−1 (5.65)
= t−1a h˜a(−1). (5.66)
Finally, we show J is closed under conjugation by s−1γ for γ ∈Π: First note that
s−1γ t
−1
a h˜a(−1)sγ = s
−1
γ t
−1
a sγs
−1
γ (h˜a(−1))sγ (5.67)
= s−1γ (s
−1
γ ta)
−1h˜a(−1)h˜γ (−1
〈γ ,a∨〉). (5.68)
We have two cases. If 〈γ ,a∨〉 is even, this is computed using N˜Z2 as s−1γ (tas
−1
γ )
−1h˜a(−1) = t−1a h˜a(−1). On
the other hand, if 〈γ ,a∨〉 is odd, then (5.68) becomes, using again N˜Z2,
s−1γ (tasγ)
−1 h˜a(−1)h˜γ (−1) = s
−1
γ s
−1
γ t
−1
a h˜a(−1)h˜γ (−1) = t
−1
γ t
−1
a h˜a(−1)h˜γ (−1), (5.69)
concluding the proof. 
5.3.4. The map ϕ ′ : N˜Z⋉ H˜ → N which sends h˜γ(s) 7→ hγ(s) for γ ∈Π∨e ,s ∈ F
∗ and ra 7→ w˙a, for a ∈Π is
a homomorphism, and moreover J lies in the kernel of this map, so we have a diagram
N˜Z⋊ H˜
ϕ ′
//
pi

N
N˜
ϕ
<<
②
②
②
②
②
②
②
②
②
②
(5.70)
where pi is the natural quotient map with kernel J.
Proposition. The kernel of ϕ is A, i.e. there is an exact sequence 1→ A→ N˜
ϕ
→ N→ 1.
Proof. If x ∈ ker(ϕ), choose (r, h˜) ∈ N˜Z⋉ H˜ which lies over x so that we also have ϕ ′(r h˜) = 1. We would
like to argue that there exists a ∈ A such that (r,ah˜) ∈ J, i.e. j(r−1) ∈ Ah˜. As ϕ ′(h˜,r) = 1 we have ϕ ′(h˜) =
ϕ ′(r)−1. The left hand side of this expression lies in H and the right hand side in NZ, so both sides lie in
NZ∩H = HZ. In particular, as ϕ ′(h˜) ∈ HZ we conclude by the definition of ϕ and by Lemma 4.2.5 that
there exists ζ ∈ A such that we can write (with respect to some fixed ordering on Π) ζ h˜ = ∏a∈Π h˜a(sa) for
some ζ ∈ A with each sa ∈ {±1}. Letting x = ϕ ′(r−1) ∈ NZ, we thus have x = ∏a∈Π t
εa
a where εa is 0 or 1
depending on whether sa is 1 or −1. From Lemma 5.3.1, it follows that r−1 = z ∏a∈Π t
εa
a where z is some
product of elements from {t2a | a ∈Π}. As j(z) ∈ A,
j(r−1) = j(z) ∏
a∈Π
h˜a(sa) ∈ Ah˜. (5.71)
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We shall adopt the following notation for the remainder of the paper. For each a ∈Π, the image in N˜ of
ra ∈ N˜Z will be denoted by w˜a. Also, for each a ∈ Π∨e and s ∈ F
∗, the image in N of h˜a(s) ∈ H˜ under the
map ϕ will continue to be denoted by h˜a(s).
5.4. Constructing the cover. In this section, we construct a group E of operators acting on the fiber product
S := G×N N˜ following [29, p.40-47] We study in this section various relations among the elements of E ,
and then explain in Corollary 5.5.1 why E can be regarded as a central extension of G by A.
5.4.1. In the previous section, we have constructed a cover ϕ : N˜ → N, and in §4.2.7 a map ν : G→ N.
Using these two ingredients, we can define
S := G×N N˜ = {(g, n˜) ∈G× N˜ | ν(g) = ϕ(n˜)} (5.72)
where p and ν˜ are the natural projections making the following diagram of sets Cartesian
S
p

ν˜
// N˜
ϕ

G
ν
// N
(5.73)
Let us denote by 1S := (1,1) ∈ S from now on. Keeping the notation from the end of §5.3.4, we consider
the following operators on S (in each of the below (g, n˜) ∈ G× N˜ is assumed to lie in S)
(1) Let h˜ ∈ H˜ and define λ (h˜)(g, n˜) = (ϕ(h˜)g, h˜n˜).
(2) Let u ∈U and define λ (u)(g, n˜) = (ug, n˜).
(3) Let a ∈ Π. Recall the dichotomy of Lemma 4.2.7, and define
λa(g, n˜) =
{
(w˙ag, w˜an˜) if ν(w˙ag) = w˙aν(g);
(w˙ag, h˜a(s)n˜) if ν(w˙ag) = ha(s)ν(g), s ∈ F∗.
(5.74)
Remark. If we introduce the notation
[
ν(wag)ν(g)−1
]∼
for either w˜a or h˜a(s) depending on whether
ν(wag)ν(g)−1 is either wa or ha(s) for some s ∈ F∗, then λa can also be written more compactly as
λa(g, n˜) = (wag,
[
ν(wag)ν(g)
−1]∼ n˜). (5.75)
It is clear that λ (h˜−1) and λ (u−1) are inverses to λ (h˜) and λ (u) respectively. It is also easy to see
that λa must be a bijection for each a ∈ Π (see also Proposition 5.4.2, (5) which shows that it is equal to
λaλ (h˜a(−1)−1)). One can also check the following formula works
λ−1a (g, n˜) =
(w˙−1a g, w˜−1a n˜) if ν(w˙−1a g) = w˙−1a ν(g);(w˙−1a g, h˜a(s−1)−1n˜) if ν(w˙−1a g) = ha(s)ν(g). (5.76)
Definition. Let E ⊂ Aut(S) denote the subgroup generated by
λa(a ∈ Π), λ (h˜) (h˜ ∈ H˜), and λ (u) (u ∈U). (5.77)
Lemma. The group E acts transitively on S.
Proof. If (g, n˜) ∈ S, by the Bruhat decomposition we write g= unu′ for u,u′ ∈U and where n ∈ N is equal
to ϕ(n˜). By construction, we can write n˜ = h˜w˜ where h˜ ∈ H˜ and w˜ may be written as w˜ = w˜b1 · · · w˜bn
with each bi ∈ Π. Writing w˙ to be the same product with each w˜bi replaced by w˙bi we see by definition of
the operators described above that λb1 · · ·λbnλ (u
′)1S = (w˙u′, w˜). Applying λ (u)λ (h˜) to this expression, we
obtain (g, n˜). 
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5.4.2. The following is a summary of the main properties of the operators in E that we shall need (cf.
[29, Lemma 6.7] for (1)-(6), and §7 in op. cit for (7)).
Proposition. The following relations hold in the group E.
(1) The map h˜ 7→ λ (h˜) is an injective homomorphism λ : H˜ → E and λ (A)⊂ E is central.
(2) The map u 7→ λ (u) is an injective homomorphism λ :U → E.
(3) For h˜ ∈ H˜ and u ∈U we have λ (h˜)λ (u)λ (h˜)−1 = λ (ϕ(h˜)uϕ(h˜)−1).
(4) For u ∈Ua (cf. (4.19)) we have λaλ (u)λ−1a = λ (w˙auw˙
−1
a ) and also λ
−1
a λ (u)λa = λ (w˙
−1
a uw˙a).
(5) We have λ 2a = λ (h˜a(−1)).
(6) We have λ−1a λ (h˜)λa = λ (w˜
−1
a h˜ w˜a).
(7) The elements λa(a ∈Π) satisfy the braid relations.
The remainder of this section is devoted to the proof of this result. Parts (1)-(6) follow by direct calcu-
lations whereas (7) first requires a rank 2 reduction (to finite dimensional root systems) and then an analysis
as in Matsumoto [29, §7]. Fix some element (g, n˜) ∈ S for the remainder of the argument.
5.4.3. Proof of Proposition 5.4.2, parts (1)-(2). Clearly the maps λ : H˜ → E and λ : U → E are homo-
morphisms. To verify the injectivity of the first claim, suppose that h˜ ∈ H˜ acts as the identity on S, so that
λ (h˜).1S = (ϕ(h˜), h˜) = 1S, which implies that h˜= 1. Similarly one verifies the injectivity of λ :U → E.
As λ is a homomorphism and since A⊂ H˜ is central, it follows that λ (A) commutes with λ (H˜). Since
λ (u)λ (x)(g, n˜) = λ (u)(g,xn˜) = (ug,xn˜) and λ (x)λ (u)(g, n˜) = λ (x)(ug, n˜) = (ug,xn˜) (5.78)
we see that the elements λ (A) commute with λ (U). Finally, we compute
λ (x)λa(g, n˜) = (w˙ag,x [ν(w˙ag)ν(g)
−1]∼ n˜) and λaλ (x)(g, n˜) = λa(g,xn˜) = (w˙ag, [ν(w˙ag)ν(g)
−1]∼xn˜)
As x ∈ A is central in N˜, the commutativity of λa with λ (A) follows.
5.4.4. Proof of Proposition 5.4.2, pt (3). Let h˜ ∈ H˜ and u ∈U. As we noted above, λ (h˜)−1 = λ (h˜−1), so
λ (h˜)λ (u)λ (h˜)−1(g, n˜) = λ (h˜)λ (u)(ϕ(h˜−1)g, h˜−1n˜) = λ (h˜)(uϕ(h˜−1)g, h˜−1n˜) (5.79)
= (ϕ(h˜)uϕ(h˜−1)g, h˜ h˜−1n˜) = (ϕ(h˜)uϕ(h˜−1)g, n˜) (5.80)
= λ (ϕ(h˜)uϕ(h˜−1)(g, n˜). (5.81)
5.4.5. Proof of Proposition 5.4.2, pt (4). Again, this is a direct computation– let us just verify the first
statement, the second being similar. By definition, we have
λaλ (u)(g, n˜) = (w˙aug, [ν(w˙aug)ν(ug)
−1]∼ n˜) (5.82)
λ (w˙a uw˙
−1
a )λa(g, n˜) = (w˙a uw˙
−1
a w˙ag, [ν(w˙ag)ν(g)
−1]∼n˜). (5.83)
As u ∈Ua we have w˙auw˙−1a ∈U and so ν(w˙aug)ν(ug)
−1 = ν(w˙ag)ν(g)−1, and the desired result follows.
5.4.6. Proof of Proposition 5.4.2, pt (5). By definition we can easily compute the following,
λ 2a (g, n˜) =
(
w˙2ag, [ν(w˙
2
ag)ν(w˙ag)
−1]∼ [ν(w˙ag)ν(g)
−1]∼n˜
)
. (5.84)
If ν(w˙ag)ν(g)−1 = w˙a then as w˙2a = ha(−1) we must also have ν(w˙
2
ag)ν(w˙ag)
−1 = w˙a and so the above
expression is just λ (h˜a(−1))(g, n˜) as desired. On the other hand, if ν(w˙ag) = ha(s)ν(g)s ∈ F∗ then
ν(w˙2ag) = ha(−1)ν(g) = ha(−1)ha(s)
−1ν(w˙ag) = ha(−s
−1)ν(wag). (5.85)
Thus the right hand side of (5.84) becomes (ha(−1)g, h˜a(−s−1)h˜a(s)n˜). UsingH1 and the fact that (−s−1,s)=
(−s,s)−1 = 1 by Lemma 1.2.3 (iii), it follows that h˜a(−s−1)h˜a(s) = h˜a(−1).
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5.4.7. Proof of Proposition 5.4.2, pt (6). Let us now assume without loss of generality that h˜ = h˜b(s) for
some b ∈ Π∨e ,s ∈ F
∗. The general case will follow from the fact that λ : H˜ → E is a homomorphism. We
have two cases to consider, either ν(w˙ag) = ha(t)ν(g), t ∈ F∗ or ν(w˙ag) = w˙aν(g). We leave the latter,
simpler case to the reader and focus on the former. Under this assumption, a direct calculation shows that
ν(w˙−1a hb(s)w˙ag) = ha(ts
〈a,b∨〉)−1ν(hb(s)w˙ag). (5.86)
Using the definition of (5.76), we then have
λ−1a λ (h˜b(s))λa(g, n˜) = (w˙
−1
a hb(s) w˙ag, h˜a(ts
〈a,b∨〉)−1h˜b(s)h˜a(t)n˜), (5.87)
and so we need only verify that
h˜a(ts
〈a,b∨〉)−1h˜b(s)h˜a(t) = w˜
−1
a h˜b(s)w˜a = h˜b(s)h˜a(s
−〈a,b∨〉). (5.88)
Observe that h˜a(x)−1 = h˜a(x−1)(x,x)Q(a
∨) for any x ∈ F∗. So if we write x = s〈a,b
∨〉 then the left hand side
of the above expression is equal to
h˜a(t
−1x−1)(tx, tx)Q(a
∨)h˜b(s)h˜a(t) = (tx, tx)
Q(a∨)(t−1x−1,s)B(a
∨,b∨)h˜b(s)h˜a(t
−1x−1)h˜a(t) (5.89)
= (tx, tx)Q(a
∨)(t−1x−1,s)B(a
∨,b∨)(t−1x−1, t)Q(a
∨)h˜b(s)h˜a(x
−1).(5.90)
So we are reduced to showing that the central part of the above expression is equal to 1:
(tx, tx)Q(a
∨)(t−1x−1, t)Q(a
∨)(tx,s)B(a
∨ ,b∨) = (tx,x)Q(a
∨)(tx,s)B(a
∨ ,b∨) = (tx,s)2B(a
∨ ,b∨) = 1. (5.91)
5.4.8. Preliminaries for a rank two reduction. Let J ⊂ I be any subset, and let us introduce the following
parabolic versions of our constructions. Set ΠJ := {ai | i ∈ J} and define GJ ⊂ G to be the subgroup
generated by xa(s) and x−a(s) with a ∈ ΠJ,s ∈ F. We also set WJ := 〈sa | a ∈ ΠJ〉 and choose a set of
representativesW J for the cosetsWJ \W which satisfy the condition
ℓ(wJw1) = ℓ(wJ)+ ℓ(w1) for wJ ∈WJ , w1 ∈W
J. (5.92)
Writing PJ := BWJB, defining AJ = {h ∈H | hai = 1, i ∈ J}, and settingU J ⊂U to be the subgroup spanned
by root groupsUa with positive (real) roots a= ∑iniai such that ni > 0 for i ∈ J, we have decompositions
G=
⊔
w∈W J
PJw˙B and PJ = GJAJU
J. (5.93)
Next we define NJ = GJ ∩N and N˜J := ϕ−1(NJ) so that SJ := p−1(GJ) fits into the following
SJ
pJ

ν˜J
// N˜J
ϕJ

GJ
νJ
// NJ
(5.94)
where the maps in this diagram have the natural meaning. Define the subgroup EJ ⊂ Aut(SJ) generated by
λ (h˜) h˜ ∈ H˜J, λ (u) u ∈UJ and λa a ∈ ΠJ. (5.95)
These elements also clearly define operators in E , and we note the following.
Lemma. The natural map EJ → E is injective, i.e. if eJ ∈ EJ acts trivially on SJ , then it acts trivially on E.
Proof. Let (g, n˜) ∈ S and use (5.93) to write g= mJg1 where mJ ∈ GJ and g1 ∈U Jw˙B with w ∈W J . Let us
also choose a decomposition16 n˜= n˜J n˜1 where n˜J ∈ N˜J satisfies ϕ(n˜J) = νJ(mJ) and ϕ(n˜1) = ν(g1). Using
these choices, we define the map
τJ : SJ → S, (gJ , n˜J) 7→ (gJg1, n˜J n˜1). (5.96)
16This is not unique, but this poses no problem for the argument below.
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Now one can verify that eJτJ = τJeJ for eJ ∈ EJ. In fact, checking this easily reduces to checking it for
eJ = λa, a ∈ ΠJ . However, using (4.25) and (5.92) we have
ν(gJg1) = ν(gJ)ν(g1) for any gJ ∈ GJ, (5.97)
and from this we easily see that λaτJ = τJλa for a ∈ ΠJ. Finally, we now compute
eJ(g, n˜) = eJ(mJg1, n˜J n˜1) = τJ(eJ(mJ, n˜J)) = τJ(mJ, n˜J) = (mJg1, n˜J n˜1) = (g, n˜), (5.98)
where the assumption on eJ is used in the third equality. 
5.4.9. Simple transivity of EJ and the Braid relations. For any J ⊂ I, the action of EJ on SJ is transitive
by an argument analogous to Lemma 5.4.1. The remainder of this section will be devoted to proving the
following stronger statement.
Proposition. The action of EJ on SJ is simply transitive when J = {a,b} ⊂ I.
The proof will be as follows: in §5.4.10 we construct another family of operators on SJ denoted by E∗J
and acting “on the right.” This action is again easily seen to be transitive and moreover we show that the
action of EJ and E∗J commute. But if a set carries two transitive, commutative actions, then both of these
actions must be simply transitive. Before starting the proof, let us show how the braid relations for λa follow.
Proof of Proposition 5.4.2, pt. 7. Let a= ai,b= a j for some i, j ∈ I. Let h := hi j and suppose we wish to de-
duce (λaλb)h=(λbλa)h.Apply both sides of this purported equality to (1,1)∈ SJ to obtain ((w˙aw˙b)h,(w˜aw˜b)h)
and ((w˙bw˙a)h,(w˜bw˜a)h) respectively. As the elements {wa,wb} and {w˜a, w˜b} both satisfy the braid relations
in GJ and N˜J (or G, N˜), we have an equality (λaλb)h = (λbλa)h in EJ by the simple transitivity of the EJ-
action on SJ . But then using Lemma 5.4.8, we can deduce a similar equality as elements of E. 
5.4.10. Construction of E∗J . Let ι : SJ → SJ be the involution which sends (g, n˜) 7→ (g
−1, n˜−1), and let
E∗J := ιEJι . Then E
∗
J is generated by elements
ρ(h˜) := ιλ (h˜)ι for h˜ ∈ HJ, ρ(u) := ιλ (u)ι for u ∈UJ, ρa := ιλaι for a ∈ ΠJ. (5.99)
A version of Proposition 5.4.2 can then be proven for E∗J and we shall use these results from now on (and just
cite the corresponding result for the λ -operators). It will also be useful to note the following more explicit
description of the operators making up E∗J ,
ρ(h˜)(g, n˜) = (gh˜−1, n˜ h˜−1) for h˜ ∈ HJ (5.100)
ρ(u)(g, n˜) = (gu−1, n˜) for u ∈UJ (5.101)
ρa(g, n˜) =
{
(gw˙−1a , n˜ w˜
−1
a ) if ν(w˙a g
−1) = w˙aν(g−1);
(gw˙−1a , n˜ h˜a(t)
−1) if ν(w˙ag−1) = ha(t)ν(g−1).
(5.102)
Remark. Alternatively, we can write the definition of ρa as follows. First we define
[
ν(g)−1ν(gw˙−1a )
]∼
=
{
w˜−1a if ν(g)
−1ν(gw˙−1a ) = w˙
−1
a ;
h˜a(t)−1 if ν(g)−1ν(gw˙−1a ) = ha(t
−1).
(5.103)
Then using the fact that ν(g)−1 = ν(g−1) we can write,
ρa(g, n˜) =
(
gw˙−1a , n˜
[
ν(g)−1ν(gw˙−1a )
]∼)
. (5.104)
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5.4.11. Commutativity of EJ and E∗J , preliminary reductions. In the remainder of this section we will show
that the action of EJ and E∗J commute on SJ where J = {a,b}. As J is fixed, we shall omit it from our
notations from now on. Note that we allow the case where a= b. We begin with the following simple result
which shows that the commutativity of E and E∗ can be reduced to checking
λaρb = ρbλa for a,b ∈ Π. (5.105)
Lemma. Let h˜ ∈ H˜,u ∈U and s ∈ S.
(1) The operators λ (h˜) and λ (u) commute with the elements in E∗. Similarly the operators ρ(h˜) and
ρ(u) commute with the elements of E.
(2) If λaρbs= ρbλas then λaρb(ρbs) = ρbλa(ρbs) and also λaρb(λas) = ρbλa(λas).
Proof. Let us just verify the first claim of (1), the proof of the second being similar. By their definition, the
elements λ (H˜) clearly commute with ρ(U) and ρ(H˜). Now, let a ∈ Π, h˜ ∈ H˜, let us examine the relation
between λ (h˜)ρa and ρaλ (h˜) by applying both operators to an element (g, n˜) ∈ S. Unwinding the definitions,
we find that both these operators lead to the same result since (write h := ϕ(h˜) below)
ν(g)−1ν(gw−1a ) = ν(hg)
−1ν(hgw−1a ). (5.106)
Similarly we can show that ρaλ (u) = λ (u)ρa since ν(g)−1ν(gw−1a ) = ν(ug)
−1ν(ugw−1a ).
For the second statement, we just apply Proposition 5.4.2, (5) and the first part. 
5.4.12. A further reduction. It suffices to check (5.105) on a certain restricted class of elements in S as the
next result shows.
Lemma. Let a,b ∈ Π. If λaρbs= ρbλas for all elements in S of the form
s= λ (ua)ρ(vb)(w˙, w˜) = (ua w˙vb, w˜) (5.107)
where w ∈W ua ∈Ua and vb ∈Ub, then λaρb = ρbλa.
Proof. From the Bruhat decomposition forG, every element of S can be written in the form λ (u)λ (h˜)ρ(v)[w˙, w˜]
for some u,v∈U , h˜∈ H˜, w∈W. Nowwrite u= uaua and v= vbvb according to decompositionsU =Ua⋊Ua
and V =V b⋊Vb (cf. (4.20)), one has λ (u) = λ (ua)λ (ua) and λ (v) = λ (vb)λ (vb), and so
λaρbλ (u)λ (h˜)ρ(v)[w˙, w˜] = λaρbλ (u
a)λ (ua)λ (h˜)ρ(v
b)ρ(vb)[w˙, w˜]. (5.108)
Setting u˜a := wauaw−1a , v˜b := wbu
bw−1b , and h˜
′ := w˜ah˜w˜−1a we can use Lemmas 5.4.2 and 5.4.11 to deduce
the last expression is equal to
λ (u˜a)λaρbλ (ua)λ (h˜)ρ(v
b)ρ(vb)[w˙, n˜] = λ (u˜a)λaρbλ (h˜)λ (u
′
a)ρ(v
b)ρ(vb) [w˙, w˜] (5.109)
= λ (u˜a)λ (h˜
′)λaρbλ (u
′
a)ρ(v
b)ρ(vb)[w˙, w˜] (5.110)
= λ (u˜a)λ (h˜
′)ρ(v˜b)λaρbλ (u
′
a)ρ(vb)[w˙, w˜]︸ ︷︷ ︸ . (5.111)
Applying the hypothesis of the Proposition to the underbraced terms transforms this last expression to
λ (u˜a)λ (h˜
′)ρ(v˜b)λbρaλ (u
′
a)ρ(vb)[w˙, w˜]. (5.112)
Running the steps in (5.109 - 5.111) in reverse now, we obtain the desired result. 
Let (g, w˜) be an element as in Lemma 5.107, so that we have g= ua w˙vb. Writing (cf. (5.75), (5.104))
λaρb(g, w˜) =
(
w˙agw˙
−1
b ,
[
ν(w˙a gw˙
−1
b )ν(gw˙
−1
b )
−1]∼ w˜ [ν(g)−1ν(gw˙−1b )]∼) (5.113)
ρbλa(g, w˜) =
(
w˙agw˙
−1
b ,
[
ν(w˙a g)ν(g)
−1]∼ w˜ [ν(w˙a g)−1ν(w˙agw˙−1b )]∼) , (5.114)
we are reduced to verifying the equality of the above two expressions. There are now three cases to consider.
5.4.13. Case 1: when wb 6=±a. In this case, the equality of (5.113) and (5.114) follows immediately from,
Claim. If wb 6=±a, then
ν(g)−1ν(gw˙−1b ) = ν(w˙ag)
−1ν(w˙agw˙
−1
b ) (5.115)
ν(w˙agw˙
−1
b )ν(w˙ag)
−1 = ν(w˙ag)ν(g)
−1. (5.116)
Proof of Claim. Let us verify the first statement (5.115) as the proof of the second is similar. Turning to the
left hand side (5.115), there are two cases to consider:
a. If wb> 0, then we claim that the left hand side of (5.115) is always equal to w−1b . Indeed, since wb 6= a
using (4.19) there exists ua ∈Ua such that we may write
g= uaw˙vb = u
auaw˙ (5.117)
and thus gw˙−1b = u
auaw˙w˙
−1
b . Hence, ν(gw˜
−1
b ) = ν(g)w˙
−1
b . Turning to the right hand side of (5.115), since
w˙a normalizesUa we can write w˙ag= w˙aua1 w˙auaw˙ and w˙agw˙
−1
b = u
a
1 w˙auaw˙w˙
−1
b for some u
a
1 ∈U
a. Thus
we obtain
ν(w˙ag) = ν(w˙auaw˙) and ν(w˙agw˙
−1
b ) = ν(w˙auaw˙w˙
−1
b ). (5.118)
Next we note that since wb 6= a we have
w−1a< 0 if and only if (ww−1b )
−1(a)< 0, (5.119)
from which it follows that ν(w˙ag)ν(w˙agw˙
−1
b ) = w˙
−1
b .
b. If wb < 0 and ub = 1 then g = uaw˙ and the argument as in the previous case applies. So we assume
wb < 0 and ub 6= 1. Then it follows that the left hand side of (5.115) is equal to hb(s) for some s 6= 0.
Similar reasoning as in the previous case allows us to conclude that the right hand side of (5.115) is also
equal to hb(s).

5.4.14. Case 2: when wb= a. As w˙ubw˙−1 ∈Ua,we may as well assume g= uaw˙, and so ν(g)−1ν(gw˙
−1
b ) =
w˙−1b .Now, if ua = 1 the desired equality of (5.113) and (5.114) is obvious, so let us assume ua = xa(t), t ∈F
∗.
We may then compute using (4.28) that ν(w˙agw˙
−1
b )ν(gw˙
−1
b )
−1 = ha(−t−1), and so the N˜ component from
(5.113) is equal to h˜a(−t−1) w˜ w˜
−1
b .
To compare with (5.114) we need to compute ν(w˙ag)ν(g)−1 and ν(w˙ag)−1ν(w˙agw˙−1b ). The former is
w˙a since w−1(a)> 0. As for the latter, noting ν(w˙ag) = w˙aw˙ and using w−1xa(s)w= xb(s) 17 with (4.29),
ν(w˙agw˙
−1
b ) = ν(w˙axa(t)w˙w˙
−1
b ) = ν(w˙aw˙xb(t)w˙
−1
b ) = waw˙hb(t). (5.120)
So ν(w˙ag)−1ν(w˙agw˙
−1
b ) = hb(t) and the N˜ component of (5.114) is equal (cf 5.104) to w˜aw˜h˜b(t
−1)−1, and
we are left to show that
w˜a w˜ h˜b(t
−1)−1 = h˜a(−t
−1) w˜ w˜−1b . (5.121)
Using Lemma 5.2.4, the right hand side is transformed to w˜ h˜b(−t−1)w˜−1b and so it suffices to check
w˜a w˜ h˜b(t−1)−1w˜b = w˜ h˜b(−t−1). We compute using Lemma 5.2.1(1), the fact that w˜aw˜= w˜w˜b
18, and (5.3):
w˜a w˜ h˜b(t
−1)−1w˜b = w˜a w˜ w˜b h˜b(t)
−1 = w˜ w˜bw˜bh˜b(t)
−1 (5.122)
= w˜ h˜b(−1) h˜b(t
−1)(t, t)Q(b
∨) = w˜h˜b(−t
−1)(−1, t)Q(b
∨)(t, t)Q(b
∨). (5.123)
Using Lemma 1.2.3, we find (−1, t)Q(b
∨)(t, t)Q(b
∨) = 1 and so the proof is concluded.
17This follows from a case-by-case using the possibilities enumerated in Lemmas 2.4.3 and 2.4.4 and sign rules listed in Remark
4.1.3. Note that we are always invoking these rules for finite-type root systems.
18Again, this can be verified again on a case-by-case basis using the possibilities enumerated in Lemmas 2.4.3 and 2.4.4
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5.4.15. Case 3: wb = −a. Let us assume g = uaw˙vb. Using Lemma 5.4.11, pt 2 we may assume both
ua,vb 6= 1 for otherwise we can reduce easily to the previous case of wb= a.
Claim. Assume ua = xa(s) and vb = xb(t) with st(1− st) 6= 0. Then
ν(w˙agw˙
−1
b ) = ν(w˙ag)hb(t− s
−1) = ha(−(s− t
−1)−1)ν(gw˙−1b ). (5.124)
Proof. From (4.28) we have ν(wag) = ha(−s−1)ν(g), and using the rank one equality (4.26)
xa(s) = x−a(s
−1)ha(s)w˙ax−a(s
−1), (5.125)
we find that there exists u ∈U such that
w˙agw˙
−1
b = w˙ax−a(s
−1)ha(s)w˙axa(s
−1) w˙xb(t) w˙
−1
b = uha(−s
−1)xa(s
−1)w˙xb(t) w˙
−1
b . (5.126)
Using the fact that w˙−1xa(y)w˙ = xb(−y) for y ∈ F (same reasoning as before (5.120) ) the above becomes
uha(−s
−1)xa(s
−1)w˙xb(t− s
−1)wb ∈U ha(−s
−1)w˙hb(t− s
−1)U, (5.127)
where we have now also used (4.29). This proves the first equality of the claim. The second is proven
similarly. 
Assume that st 6= 0 but 1 = st. Then t− s−1 = 0 and so from (5.127) we find that wagwb ∈UHuawwb.
Using the previous remark as well as Lemma 5.4.11, we can again reduce to the previous case of wb = a.
So, without loss of generality we may assume st(1− st) 6= 0 and hence apply the claim.
Using the claim, to compare (5.113) and (5.114) we are reduced to showing the equality,
h˜a(−(s− t
−1)−1) w˜ h˜b(t
−1)−1 = h˜a(−s
−1) w˜ h˜b((t− s
−1)−1)−1. (5.128)
Using Lemma 5.2.4, this amounts to showing
h˜a(−(s− t
−1)−1)h˜a(t)
−1 = h˜a(−s
−1)h˜a(t− s
−1)−1. (5.129)
This follows from the following result on Steinberg symbols: for s, t ∈ F∗ such that st(1− st) 6= 0 then
(−(s− t−1)−1, t−1)(t, t) = (−s−1,(t− s−1)−1)(t− s−1, t− s−1). (5.130)
By using the bimultiplicativity (and also Lemma 1.2.3 (ii)), this amounts to showing
(1− st, t) = (1− st, t− s−1). (5.131)
In other words, we need to show that
(1− st, t−1)(1− st, t− s−1) = (1− st,1− (st)−1) = 1. (5.132)
The last statement follows since if x 6= 1 we have (1− x,x) = 1 and if also x 6= 0 we obtain
(1− x,1− x−1) = (1− x,x)(1− x,1− x−1) = (1− x,x−1) = 1, (5.133)
where we have used Lemma 1.2.3 (iii) in the last step.
5.5. Some further properties of the cover G˜. To sum up, we have now constructed a group E which
satisfies the properties listed in Proposition 5.4.2. Moreover, there exists a map ϕ : E → G which sends
e ∈ E 7→ p(e.1S) in the notation of (5.94). Our aim in this section is to show that this map makes E into a
central extension of G with kernel A and satisfying the Tits axioms RD 1-RD 5 described in §4.1.5.
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5.5.1. As noted in Proposition 5.4.2, the map λ : H˜ → E, h˜ 7→ λ (h˜) is injective. From Proposition 5.4.2
and the presentation of N˜Z given in §5.3 we find that the map λ : N˜Z → E sending ra 7→ λa for a ∈ Π is a
homomorphism, and moreover Proposition 5.4.2, (6) shows that we obtain an map N˜Z⋊ H˜ → E which we
continue to denote by λ . Now, Proposition 5.4.2, (5) together with the definition of J in (5.62) shows that
this descends to a map N˜ → E which we continue to denote by λ . The map λ : N˜ → E is injective. Indeed
λ (n˜)1S = (ϕ(n˜), n˜) and we have already argued that ϕ(n˜) = 1 implies n˜ ∈ A, but n˜ = 1 from Proposition
5.4.2 (1). Denoting by λ (H˜) and λ (N˜) the image in E of the group H˜ or N˜, we have the following
Lemma. The map λ : N˜ → E induces an isomorphism N˜/H˜ → λ (N˜)/λ (H˜). Moreover, both groups are
isomorphic to W , the Weyl group of G.
Proof. The first statement is immediate from the injectivity of λ on N˜ (and H˜). The fact that N˜/H˜ is
isomorphic toW follows from Lemma 5.3.1 and the explicit construction of N˜. 
For each w ∈W with reduced decomposition w= sb1 · · · sbn with bi ∈ Π, we set
λw := λb1 · · ·λbn , (5.134)
which is well defined by Proposition 5.4.2 (7) . Writing λ (U) := {λ (u) | u ∈U} we next note that
E =
⋃
w∈W
λ (U)λ (H˜)λwλ (U). (5.135)
The proof of this is standard: one verifies the right hand side of (5.135) is closed under multiplication by the
generators of E using the relations verified in Proposition 5.4.2. We refer to [29] for the details (there are no
further Kac-Moody complications). Using (5.135) we have the following two results.
Corollary. The kernel of the map p : E → G is λ (A) (which is isomorphic to A).
Proof. Let e ∈ E , which we may write using (5.135) as e = λ (u1)λ (h˜)λwλ (u2) for u1,u2 ∈ U, w ∈W,
and h˜ ∈ H˜. One easily checks that e.1S = (u1ϕ(h˜)wu2, h˜w˜). So if e ∈ ker(p) we must have w = 1, i.e.
e ∈ λ (U)λ (h˜). From here, it follows easily that in fact e ∈ λ (A). 
Corollary. The group E acts simply transitively on S.
Proof. Recall that E acts transitively on S by Lemma 5.4.1, so it suffices to show that if e ∈ E and e.1S = 1S,
then e = 1. This however follows from the decomposition (5.135), which again reduces us to checking the
claim for operators of the form λ (h˜)λ (u) with h˜ ∈ H˜,u ∈U . 
5.5.2. On the unipotent elements. From the remarks at the end of §4.1.3, there exists for each w ∈W and
a ∈ Rre a sign ηw,a =±1 such that
w˙xa(ηw,a s)w˙
−1 = xwa(s). (5.136)
We can use this (together with the fact that the orbit of the simple roots is the set of real roots) to define
unipotent elements in E corresponding to all real roots (i.e. to negative real roots as well).
Lemma. Let a ∈ Rre and w ∈W, i ∈ I such that w(ai) = a. Then the operator
ξa(s) := λwλ (xai(ηw,ais))λ
−1
w (5.137)
depends only on a and s (and not on the choice of w and i).
Proof. Suppose v ∈W, j ∈ I are such that v(a j) = a. We would like to show that
λwλ (xai(ηw,ais))λ
−1
w = λvλ (xa j(ηv,a j s))λ
−1
v . (5.138)
Using Corollary 5.5.1, it suffices to verify that
λ−1v λwλ (xai(ηw,ais))λ
−1
w λv1S = (xa j (ηv,a j (s),1). (5.139)
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As (w−1v)−1(ai)> 0, the left hand side is computed the from definitions to be
λ−1v λw(xai(ηw,ais)w˙
−1v˙, w˜−1v˜) = (v˙−1w˙xai(ηw,ais)w˙
−1v˙, v˜−1w˜w˜−1v˜), (5.140)
which is easily seen to be (xa j (ηv,a j s),1). 
Proposition. The map ξ :U → E , x−a(s) 7→ ξ−a(s) for a ∈ Rre,+,s ∈ F is a homomorphism (i.e. the cover
E splits over U−).
Proof. The only relations inU− are the ones (4.4) with a,b ∈ Rre,− forming a prenilpotent pair (cf. §2.1.10).
But form the comments in §2.1.10, the relations (4.4) holds in the groupU−,w := w˙Uww˙−1 for some w ∈W .
Defining U˜−,w to be the subgroup generated by {ξβ (s) | s ∈ F} with β ∈ wR(w
−1) one has p(U˜−,w) =U−,w
and it suffices to show that p is injective when restricted to U˜−,w. However, this follows easily as p is
injective when restricted to λ−1w U˜−,wλw ⊂ λ (U). 
For each a ∈ Rre, let U˜a ⊂ E consist of the element {ξa(s) | s ∈ F}. Set now:
B˜ := λ (U)⋊λ (H˜), B˜− := ξ (U−)⋊λ (H˜), B˜a := U˜a⋊λ (H˜), and G˜a := 〈B˜a, B˜−a〉 for a ∈ Rre(5.141)
Corollary. The family (E,(B˜a)a∈Rre) satisfies the axioms RD 1 - RD 5.
We suppress the proofs, as they are straightforward using the simple transitivity and the corresponding
properties of G.
6. UNRAMIFIED WHITTAKER FUNCTIONS ON METAPLECTIC COVERING GROUPS
In this section, we specialize the construction of the previous one to define n-fold metaplectic covers
of G(K ), where K is a non-archimedean local field. The notation in §1.2.2 for local fields will be fixed
throughout here. We establish some basic structural properties of metaplectic covers in §6.1, develop the
notions of unramified Whittaker and Iwahori-Whittaker functions in §6.2, and finally present our general-
ization of the Casselman-Shalika formula for unramified Whittaker functions in §6.3.
Throughout this section we impose the condition q≡ 1 mod 2n where q is the size of the residue field.
See §1.2.4 and §1.2.6 for comments on the implications of this assumption. We use it to ensure the splitting
of the integral subgroup of the torus.
6.1. Structure of covers over a local field.
6.1.1. Construction of the group G˜. Let (I, ·,D) be a simply-connected root datum and let G be the as-
sociated Tits functor. We refer to G := G(K ) as the “p-adic” Kac-Moody group (instead of the perhaps
more correct “Kac-Moody group over a non-archimedean local field”). Fix a metaplectic structure (Q,n)
on D and then construct the metaplectic root datum as in §2.2.3. We write D = (Λ∨,{a∨i }i∈I ,Λ,{ai}i∈I)
and D˜ = (Λ˜∨,{a˜∨i }, Λ˜,{a˜i}). Let (·, ·)n : K
∗×K ∗ → µn be the n-th order Hilbert symbol (cf. §1.2.4),
which is also a bilinear Steinberg symbol, and use it to construct a central extension as in §5.4. We denote
the extension by G˜ (as opposed to E) from now on. Recall also that the structure theory of G˜ (e.g. the
Bruhat/Birkhoff decompositions) are made possible via Proposition 5.5.2. Furthermore, our extension G˜
splits over U and U− with a given splitting (cf. 5.5.2). We shall just write U, U− for the corresponding
subgroup of G˜ here. The Weyl group for G˜, i.e. N˜/H˜ will be denoted by W (in agreement with Lemma
5.5.1), and for each w ∈W we let w˜ be element in G˜ constructed as a product of the elements λa (a ∈ Π)
as in (5.134). In place of λ (h˜) with h˜ ∈ H˜ we shall just write h˜ here. We keep the notation for unipotent
elements from (5.137), i.e. they are denoted as ξa(s) with a ∈ Rre and s ∈ F .
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6.1.2. On H˜ and its abelian subgroups. We maintain the notation from §4.2.1 on simply connected root
datum and fix both a basis a∨i (i ∈ Ie) for Π
∨
e as well as an ordering on Ie from now on. From Lemma 5.1.2,
every t ∈ H may be written uniquely as t = ζ ∏i∈Ie h˜ai(si) with si ∈ K
∗ and ζ ∈ µn . For λ∨ ∈ Λ∨, written
in terms of the basis a∨i (i ∈ Ie) as λ
∨ = ∑i∈Ie cia
∨
i , we define (always with respect to a fixed order on Ie) the
elements in H˜
piλ
∨
:= ∏
i∈Ie
h˜ai(pi
ci). (6.1)
We are interested now in certain abelian subgroups of H˜, and first define H˜O to be the subgroup generated
by the elements hai(s) with s ∈ O
∗, i ∈ Ie. Under the assumption that q ≡ 1 mod 2n, it follows from the
relations H1, H2, and (1.4) that H˜O is in fact an abelian group. We can also define the group T :=CH˜(H˜O)
which is the centralizer of H˜O in H˜. The same proof as in [33, Lemma 5.3] shows that T is a maximal abelian
subgroup of H˜. Also note that we have a natural isomorphism
H˜O \ H˜
∼
→ µ×Λ∨. (6.2)
6.1.3. Iwahori and “maximal compact” subgroups. Let K ⊂G be the subgroup generated by elements xa(s)
with a ∈ Rre, s ∈ O. We extend ϖ : O → κ to a map also denoted as ϖ : K →G(κ) where κ is the residue
field of K . The preimage in G of B(κ) and B−(κ) under this map will be denoted by I and I− respectively.
These are the Iwahori subgroups of G. Note also that for each w ∈W , the elements w˙ lie in K (cf. (4.10)).
One then has the following (disjoint) decompositions of Iwahori-Matsumoto type
K =
⊔
w∈W
I w˙ I =
⊔
w∈W
I− w˙ I− =
⊔
w∈W
I− w˙ I−, (6.3)
which follow from the arguments as in [20, Proposition 2.4] combined with (4.17).
Let now I˜ ⊂ G˜ be the subgroup generated by the following elements:
ξa(s),s ∈O,a ∈ R+,re, ξ−a(t), a ∈ Rre,+, t ∈ piO and H˜O . (6.4)
Writing19 I˜+ := I˜∩U and I˜− := I˜∩U− one can show as in [20, Theorem 2.5] that
I˜ = I˜+ H˜O I˜−. (6.5)
We shall suppress the argument, but just note that it involves two parts: a reduction to rank 1 (this can be
accomplished using Proposition 5.4.2), and a direct rank 1 computation argument.
Lemma. The cover p splits over I, i.e. p|I˜ : I˜→ I is an isomorphism.
Proof. Let x ∈ I˜ and use (6.1.4) we write x = i˜+h˜O i˜− ∈ I˜ with i˜+ ∈ I˜+, i˜− ∈ I˜− and h˜O ∈ H˜O . Write i+, i−,
and hO for the images of these elements in G under p. By definition (recall the setup of §5.4) we have
x.1S = (i+hO i−, h˜O n˜) with i˜−.1S = (i−, n˜) we must have i− = hO = i+ = 1. If p(x) = 1 then i+hO i− = 1
which forces i+ = i− = hO = 1. As we have already seen that p splits over bothU− (and hence I˜−) and H˜O ,
we must have n˜= 1 and h˜O = 1. Thus x.1S = 1S and by the simple transitivity x= 1. 
Let K˜ ⊂ G˜ be the subgroup generated by elements ξa(s) with s ∈ O, a ∈ Rre. Note that for each w ∈W
we have w˜ ∈ K : indeed, this follows from the simple transitivity (cf. Corollary 5.5.1) and the fact that for
a ∈Π, we have
ξa(−1)ξ−a(1)ξa(−1)1S = (w˙a, w˜a). (6.6)
19Note that I˜− is not the group I˜− introduced below and which denotes the Iwahori defined with respect to the opposite Borel.
As we shall not use I˜− in the sequel, we hope this notation does not cause any confusion.
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The last equation is verified directly from the definitions. Now one can show (again as in [20])
K˜ =
⊔
w∈W
I˜ w˜ I˜. (6.7)
Moreover, p(I˜ w˜ I˜) = I w˙ I. Thus if x ∈ K˜ is such that p(x) = 1 then x ∈ I˜ and, from the previous paragraph,
in fact x = 1. Thus p : K˜ → K is an isomorphism. Similarly we can define the Iwahori subgroup I˜− and
decompositions similar to (6.3) follow immediately.
6.1.4. Iwasawa decomposition. The Iwasawa decomposition for G is well-known (cf. [4, §3.2] for the
affine case; the statement is similar for general Kac-Moody groups). As for G˜, we have the following.
Proposition. Every g ∈ G˜ has an Iwasawa decomposition g= kau with k ∈ K˜, u ∈ U˜ , and a ∈ H˜ as well an
opposite Iwasawa decomposition g = ka′u− with k ∈ K˜,u ∈ U˜− and a′ ∈ H˜. Moreover the classes of a and
a′ in H˜O \ H˜ are unique in any such decomposition.
The existence of these decompositions follows immediately from the Bruhat decompositions (4.17)
together with the classical argument of Steinberg [40, Ch. 8] which relies on the Tits axioms (i.e. the
ordinary BN-pair axioms) for (B˜, N˜) and (B˜−, N˜) as well as a rank one result of the following form: for each
a ∈ Π, there exists a set Ya ⊂ K˜ such that B˜\ B˜ w˜a B˜ = B˜\ B˜Ya. A similar approach establishes the Iwasawa
decomposition with respect to the opposite Borel, and uniqueness in both cases follows along the same lines
as in the classical case (note that we have K˜∩ H˜ = H˜O).
We now wish to establish some further notation for these decompositions: for g ∈ G˜ written (non-
uniquely) as g= kau, we denote the class of a in H˜O \ H˜ by IwA˜(g). Using (6.2), we set
ln(g) := ln(IwA˜(g)) ∈ Λ
∨ and z(g) := z(IwA˜(g)) ∈ µ (6.8)
so that image of IwA˜(g) in Λ
∨×µn is (ln(g),z(g)).
6.1.5. Some finiteness results. We would next like to state the finiteness results which are necessary for the
formulation of the Whittaker function.
Theorem. The following sets are finite
(1) K \KhU ∩Kh′U− where h,h′ ∈ H
(2) K˜ \ K˜ h˜U˜ ∩K h˜′U˜− where h˜, h˜′ ∈ H˜
The first result was proven for (untwisted) affine Kac-Moody groups in [3, Theorem 1.9] and more
generally by Hébert in [19, Theorem 5.6]. The second finiteness follows immediately from the first.
6.2. Whittaker and Iwahori-Whittaker functions. Most of this section is not absolutely necessary to
understand the Casselman-Shalika formula presented in the next one. We include it to cast our results in a
more familiar representation theoretic framework, though one needs Conjecture 6.2.8 to make the full link.
In any case, we do not use this Conjecture in this work and the reader may prefer directly to skip to §6.2.8
where the actual definition of the Whittaker function used in this paper is defined.
6.2.1. Recall that in §1.2.5 we have chosen an additive character ψ : K → C∗ with conductor O to define
the Gauss sums in §1.2.5. We extend ψ to a principal character U− → C∗ as follows: first for each a ∈ Π
we can use ψ to define a map from U˜−a → C∗, ξ−a(s) 7→ ψ(s); then, we take the product of these to define a
map ∏a∈Π U˜−a → C
∗; and finally, we use the natural isomorphism U˜−/[U˜−,U˜−]→ ∏a∈Π U˜−a to define the
map ψ onU−.
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6.2.2. Throughout this section, we fix an embedding ε : µ→ C∗. A function f : G˜→ X where X is a
C-vector space will be called ε-genuine if
f (ζg) = ε(ζ ) f (g) where ζ ∈ µ,g ∈ G˜. (6.9)
Let Mε(G˜) be the vector space of ε-genuine functions f : G˜→ C such that
f (guaO ) = f (g) for aO ∈ H˜O ,u ∈U,g ∈ G˜. (6.10)
The space Mε(G˜) carries an action of G˜ by left translation denoted g. f (x) = f (g−1x) with g, x ∈ G˜ and an
action on the right by C[Λ˜∨] written as follows: for µ∨ ∈ Λ˜∨ and f ∈Mε(G˜)
(eµ
∨
◦ f )(g) = q−〈µ
∨,ρ〉 f (gpiµ
∨
). (6.11)
The same expression will also be used when µ∨ ∈ Λ∨ as well. One uses here the fact that T is an abelian
subgroup of H˜. Note that these two actions commute. Also, for a subgroup V ⊂ G˜ we write Mε(G˜,V ) for
the subspace of functions which are left V -invariant.
6.2.3. Consider now the vector space Iε of ε-genuine functions F : G˜→ C[Λ∨] satisfying the condition
F(ζgaOpi
µ∨u) = q〈µ
∨,ρ〉ε(ζ )e−µ
∨
F(g) for ζ ∈ µn,aO ∈ H˜O ,µ
∨ ∈ Λ˜∨,u ∈U,g ∈ G˜, (6.12)
where the action of e−µ
∨
on C[Λ∨] is by usual multiplication in the group algebra. The group G˜ acts on Iε
by left translation again. Define the action ◦ of C[Λ˜∨] on Iε as(
eξ
∨
◦F
)
(g) := q−〈ξ
∨,ρ〉F(gpiξ
∨
) for F ∈ Iε ,ξ∨ ∈ Λ˜∨. (6.13)
Again the same formula will be used for all ξ∨ ∈ Λ∨, and for f ∈Mε(G˜), we define an element in Iε as
f 7→ Ff (g) := ∑
µ∨∈Λ∨
f (gpiµ
∨
)eµ
∨
q−〈µ
∨,ρ〉 = ∑
µ∨∈Λ∨
(eµ
∨
◦ f )(g)[eµ
∨
]. (6.14)
This is an isomorphism of (G˜,C[Λ˜∨])-modules which we denote by Φ :Mε → Iε , f 7→ Ff .
6.2.4. Consider the case when V = K˜, i.e. Mε(G˜, K˜). By the Iwasawa decomposition (Proposition 6.1.4),
every ε-genuine function f : G˜→ C can be written in the form
f = ∑
λ∨∈Λ∨
cλ∨vK˜,λ∨ with cλ∨ ∈ C (6.15)
and where we adopt the notation (cf. (6.8) ) that for g ∈ G˜
vK˜,λ∨(g) =
{
ε(z(g)) if ln(g) = λ∨;
0 otherwise.
(6.16)
For a function as in (6.15), we define its support Supp( f ) := {λ∨ ∈ Λ∨ | cλ∨ 6= 0} and we let M
ε
≤(G˜, K˜)
be the space of all f ∈Mε(G˜, K˜) such that Supp( f ) satisfies a condition as in Definition 3.3.7. Denote by
I
ε
≤,K ⊂ I
ε the image under the map (6.14) of Mε≤(G˜, K˜). If λ
∨ = 0 we shall usually just write vK˜ in place of
vK˜,0 and call this the spherical vector. Finally let us record here
eξ
∨
◦vK˜,λ∨ = q
−〈ρ ,ξ∨〉vK˜,λ∨−ξ∨ for ξ
∨ ∈ Λ˜∨. (6.17)
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6.2.5. Consider now the case when V = I˜ or V = I˜−, i.e. Mε(G˜, I˜) or Mε(G˜, I˜−). Let us consider the
group W :=W ⋉Λ∨ whose elements are written as pairs (w,λ∨). For such an x ∈W we define the element
x˜ := w˜piλ
∨
which lies in G˜.20 A combination of the Iwasawa and Iwahori-Matsumoto decompositions (cf.
6.3) shows that for each g ∈ G˜, there exist unique elements ζ ∈ µn and x ∈ W such that g ∈ I˜ ζ x˜U . For
y ∈W, we then define
vI˜,y(g) =
{
0 if y 6= x;
ε(ζ ) if y= x.
(6.18)
In a similar way we can define the functions vI˜−,y with respect to the opposite Iwahori subgroup I˜
−. One
then notes that every function on Mε(G˜, I±) can be written as a (possibly infinite) linear combination of the
functions v˜±x . Also, note the equality of functions
vK˜ = ∑
w∈W
vI˜,w = ∑
w∈W
vI˜−,w, (6.19)
and that if ξ∨ ∈ Λ˜∨ then we have eξ
∨
◦vI˜,x = q
−〈ρ ,ξ∨〉vI˜,x−ξ∨ and similarly for the vI˜−,x.
6.2.6. Whittaker functionals. Let ψ be a principal character on U− as in §6.2.1. We define a V -Whittaker
functional to be a map of vector spaces L :Mε(G˜,V )→ C satisfying
L(n−. f ) = L( f )ψ(n−) for n− ∈U−, f ∈Mε(G˜,V ). (6.20)
Let WhV be the vector-space of all such functionals. If V is the identity subgroup, we often drop it
from our notation and just write Wh in this case. If V ′ ⊂ V then we have a natural map WhV →WhV ′ .
Letting Cψ be the one-dimensional module on which U− acts via the character ψ , we see that WhV =
HomU−(Mε(G˜,V ),Cψ).
We shall prefer to work with a formal or generic version in the sequel, so let Cψ [Λ∨] to be the module
on whichU− acts via the character ψ , i.e. n−.eµ
∨
= ψ(n−)eµ
∨
for n− ∈U− and µ∨ ∈ Λ∨. Given L ∈WhV ,
we then define an element L in WhV := HomU−(Iε ,Cψ [Λ∨]) by the formula (cf. 6.14)
L(Ff ) = ∑
µ∨∈Λ∨
L(eµ
∨
f )[eµ
∨
]. (6.21)
6.2.7. Whittaker functions. Associated to L∈WhV and f ∈Mε(G˜,V )we obtain a corresponding unramified
Whittaker function as WL, f (g) := L(g. f ) for g ∈ G˜. Note that we have
WL, f (vgn
−) = ψ(n−)L( f )(g) for g ∈ G˜,n− ∈U−, v ∈V. (6.22)
This gives the following result (using the same argument as in the finite dimensional case).
Lemma. Let f ∈ Mε(G˜, K˜) and L ∈ WhK˜ . Then WL, f (g) is determined by its values on the elements
g= piλ
∨
with λ∨ ∈ Λ∨+ using the relation (6.22), i.e. WL, f (pi
µ∨) = 0 unless µ∨ ∈ Λ∨+.
Let L ∈Wh (which then induces elements L ∈WhV for any V ) and f ∈ Mε(G˜,V ). Then we have the
formal version of the above construction WL, f : G˜→ C[Λ∨]:
WL, f (g) := L(Fg. f ) = ∑
µ∨∈Λ∨
L(eµ
∨
(g. f ))[eµ
∨
]. (6.23)
It is again right (U−,ψ)-invariant and left V -invariant. Also note there exists an action of C[Λ˜∨] on Wh:
(eµ
∨
◦L)( f ) = L(eµ
∨
◦ f ) for µ∨ ∈ Λ˜∨, f ∈Mε(G˜). (6.24)
20This is the “affine” Weyl group of [4], which plays a role analogous to the usual affine Weyl group in the theory of p-adic
groups.
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We shall write Lµ∨ := eµ
∨
◦L. Actually, for any µ∨ ∈ Λ∨ (not necessarily in Λ˜∨) we can still define a new
Whittaker functional by the formula (6.24). In this notation, one finds
WL, f (g) = ∑
µ∨∈Λ∨
Lµ∨(g. f ) [e
µ∨ ]. (6.25)
Definition. For L ∈Wh we define the L-spherical Whittaker function and L-Iwahori-Whittaker function as
WL,vK˜
: G˜→ C[Λ∨] and WL,v˜−w : G˜→ C[Λ
∨]. (6.26)
Note that we have the equality of functions G˜→ C[Λ∨]
WL,vK˜
(g) = ∑
w∈W
WL,v˜−w (g). (6.27)
6.2.8. Averaging operators. Now we want to construct the actual object which we compute a Casselman-
Shalika formula for in this paper. We refer to [36] for more details. If Γ is any group and X is a right Γ-set
and Y is a left Γ-set, we define
X×ΓY = X ×Y/∼ (6.28)
where ∼ is the equivalence relation generated by (xγ ,γ−1y) ∼ (x,y) for x ∈ X ,y ∈ Y, and γ ∈ Γ. For each
w ∈W,λ∨ ∈ Λ∨ multiplication induces a natural map
mw,λ∨ : µnU w˜ I˜
−×I˜− I˜
−piλ
∨
U− → G˜. (6.29)
If λ∨ ∈ Λ∨+ and µ
∨ ∈ Λ∨, then for each x ∈ m−1w,λ∨(pi
µ∨), there are natural projections
n− : m−1w,λ∨(pi
µ∨)→ (U−∩ K˜)\U− and zw : m−1w,λ∨(pi
µ∨)→ µn (6.30)
defined as follows. Let x ∈m−1w,λ∨(pi
µ∨) have representative (a,b) with a ∈ µnUw˜I˜− and b ∈ I˜−piλ
∨
U− some
chosen representatives. Writing b = ipiλ
∨
u− with i ∈ I˜−, u− ∈U− one can verify that since λ∨ ∈ Λ∨+ the
class of u− ∈U−
O
\U− is well-defined (cf. [36, §4.2]), and will be denoted as n−(x). Writing a= ζuw˜i with
ζ ∈ µn, u ∈U−, i ∈ I˜−, the element zw(x) := ζ is well-defined and independent of the representatives (a,b)
taken for x. Using these maps, we define for each µ∨ ∈ Λ∨ and λ∨ ∈ Λ∨+ the averaging operator
21
Avµ∨(vI˜−,w)(pi
λ∨) := ∑
x∈m−1
w,λ∨
(piµ∨ )
ψ(n−(x))ι(zw(x)). (6.31)
Using the multiplication map mvK˜,λ∨ : µnUK˜×K˜ K˜pi
λ∨U−→ G˜, we set
Avµ∨(vK˜)(pi
λ∨) := ∑
x∈m−1
K˜,λ∨
(piµ∨ )
ψ(n−(x))ι(z(x)) for λ∨ ∈ Λ∨+,µ
∨ ∈ Λ∨ (6.32)
and where n−(x) ∈U−
O
\U− and z(x) ∈ µn are defined in a similar manner to the above. The above con-
structions (6.32) and (6.31) are in fact well-defined (i.e. the fibers of mw,λ∨ and mK˜,λ∨ are finite) by virtue
of Theorem 6.1.5(2) as well as the decomposition [36, Lemma 4.4] (the proof given there is written for loop
groups, but works in general). Setting
W (piλ
∨
) = ∑µ∨∈Λ∨Avµ∨(vK˜)(pi
µ∨) and Ww,λ∨ = ∑µ∨∈Λ∨Avµ∨(v˜w)(pi
λ∨) for λ∨ ∈ Λ∨+,w ∈W, (6.33)
one can verify as in loc. cit that
W (piλ
∨
) = ∑
w∈W
Ww,λ∨ (6.34)
and in fact both sides are well defined in C≤[Λ∨]. In what follows we shall refer to the left hand side as the
Whittaker function, and the summands in the right hand side as the Iwahori-Whittaker functions. Note that
21Note that we should probably index the operators below by the inverse of vI˜−,w and v˜K˜ .
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in defining these functions, we have not explicitly mentioned any Whittaker functionals. So to explain the
connection with the constructions from the previous paragraph, we propose.
Conjecture. In terms of the action (6.24), we have the following.
(1) The space of Whittaker functionals Wh is a free module of rank #Λ∨/Λ˜∨ over C[Λ˜∨].
(2) If L ∈WhK˜ then there exists µ
∨ ∈ Λ∨ such that for all λ∨ ∈ Λ∨+,
WLµ∨ ,vK˜
(piλ
∨
) = W (piλ
∨
). (6.35)
6.3. The Casselman-Shalika formula.
6.3.1. Recursions for Iwahori-Whittaker functions and metaplectic Demazure-Lusztig Operators. Recall
that for each w ∈W and λ∨ ∈ Λ∨ we have defined an element T˜w(eλ
∨
) ∈ Cfinv,g[Λ
∨]. In other words for each
µ∨ ∈ Λ∨ there exists a polynomials ϒλ
∨
w,µ∨(v,gi) ∈ C[v,v
−1,gi]
22 such that we can write
T˜w(e
λ∨) = ∑
µ∨∈Λ∨
ϒλ
∨
w,µ∨(v,gi)e
µ∨ . (6.36)
Then the same proof which gives [37, Corollary 5.4] shows
Proposition. For any w ∈W and λ∨ ∈ Λ∨+ the Iwahori-Whittaker function Ww,λ∨ (cf. 6.33) is the p-adic
specialization (cf. §1.2.6) of v〈λ
∨,ρ〉T˜w(eλ
∨
). Informally, we write this as
Ww,λ∨ = q
−〈λ∨,ρ〉 ∑
µ∨∈Λ∨
ϒλ
∨
w,µ∨(q
−1,gi)e
µ∨ . (6.37)
For an interpretation of the above statement in the language of Whittaker functionals and a link to the
work of Kazhdan-Patterson [23], we refer to [37, §7.5].
6.3.2. Casselman-Shalika formula. Finally we state and prove the Casselman-Shalika formula.
Theorem. For each λ∨ ∈ Λ∨+, W (pi
λ∨) is the p-adic specialization (cf. §1.2.6) of the expression
v〈λ
∨,ρ〉m ∆˜ ∑
w∈W
(−1)ℓ(w)
(
∏
a∈R(w)
e−a˜
∨
)
w⋆ eλ
∨
. (6.38)
Proof. Recalling the polynomials ϒλ
∨
w,µ∨(v,gi) from (6.36) and defining
ϒλ
∨
µ∨(v,gi) := ∑
w∈W
ϒλ
∨
w,µ∨(v,gi) (6.39)
it follows form Corollary 3.77 that each ϒλ
∨
µ∨(v,gi) ∈ C[v,v
−1,gi]
23 and also that
[eµ
∨
] ∑
w∈W
T˜w(e
λ∨) = ϒλ
∨
µ∨(v,gi). (6.40)
Thus again invoking Corollary 3.77, the expression (6.38) has a well-defined p-adic specialization. The
Theorem follows by applying Proposition 6.3.1 and (6.34). 
22In fact, it lies in C[v,g0, . . . ,gn−1]. by Remark 3.3.3, which is why we drop the v−1 from our notation
23Again, it can be written as a polynomial in v,g0, . . . ,gn−1.
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