The receiver operating characteristic (ROC) curve is a useful graphical tool for analyzing the performance of a binary classifier. The area under the ROC curve (AUC) is a scalar measure of the classifier's performance. In this note we analyze the ROC curve derived under the assumption that the class distributions follow the Pareto model. We derive the equation of the ROC curve and compute the corresponding AUC. In addition, we discuss the optimal threshold for the classifier performance.
Introduction
Receiver operating characteristic (ROC) analysis is a technique for evaluating the performance of a binary classifier. The ROC graph allows us to visualize the performance of the classifier and better understand its characteristics. The ROC analysis was first used in signal detection theory to depict the tradeoff between the hit rates and false alarm rates. It has also been used extensively in medical decision making and machine learning theory [1] . The ROC curve offers a different approach to analyzing the classifier performance than the traditional measure of classification accuracy. The ROC analysis is particularly useful in areas with skewed class distribution and unequal classification error costs.
Several authors have investigated the properties of the ROC curve under various assumptions about the underlying class distributions [3, 4, 5, 6, 7] . In this note, we consider the situation where the class distributions follow the Pareto model. We derive the equation of the ROC curve and compute the corresponding area under the ROC curve (AUC). We then discuss the problem of selecting the best threshold for optimizing the classifier performance.
ROC curve
Consider a classification problem using only two classes -positive and negative. A classifier model maps each subject to a one of the two classes. If a classifier model produces a continuous output (risk score), then different thresholds may be applied to determine the class membership. It is normal practice to calibrate the risk scores so that the higher scores correspond to the positive status, and lower risk scores tend to associate with negative status. For a continuous risk score variable X we refer to the resulting cumulative distribution functions as F 1 (x) (for positives) and F 2 (x) (for negatives). The hit rate at a threshold t is given by H(t) = 1 − F 1 (t) and the false alarm rate is given by F (t) = 1 − F 2 (t). ROC curve is a parametric plot of hit rate (true positive rate) versus the false alarm rate (false positive rate), as a decision threshold is varied across the full range of risk scores. ROC curves are often monotone increasing above the main diagonal. Note that the diagonal line corresponds to random classifications.
An ROC curve is a graphical depiction of the classifier performance. However, we are sometimes interested in a summary of the ROC curve itself. The most common summary statistic for an ROC curve is the area under the curve (AUC). Since the ROC curve is located in the unit square the AUC is always between 0 and 1. The AUC has an important statistical property: the AUC of a classifier represents the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance. Thus the AUC can be used to compare classifiers. An AUC of 0.5 represents random classifications, while AUC = 1 implies perfect classification.
ROC curve under Pareto assumption
In this section, we will assume that the risk score for the positive and negative classes are Pareto distributed. In particular, the hit rate and false positive rate are given by
It follows that
. As mentioned previously, it is customary to calibrate the risk scores so that the higher scores correspond to the positive status.
Since the mean of a Pareto distribution is given by µ = α xm α−1
for α > 1 then we can assume that α 1 < α 2 . To normalize the ROC curve we also assume that x m 1 = x m 2 . The the the equation for the ROC curve simplifies to
It follows that the ROC curve is concave down and increasing above the main diagonal.
Next we compute the AUC,
The AUC shows that whenever the class distributions are close to each other, i.e. α 1 ≈ α 2 , the classifier performs more like a random selection process. And as α 2 gets bigger than α 1 the classifier reaches perfect classification.
Optimal threshold selection 4.1 Cost minimization
In many domains such as medical diagnostics making an error in classification can lead to negative consequences. Therefore, one of the important criteria in classifier analysis is the cost associated to the errors made by the classifier. In this section, we will consider the optimal threshold for minimizing the average cost of the classifier under Pareto model. First we will review the general concept of average cost of a classifier. Then we will apply it to our specific model. Let c F N denote the cost of each false negative error and c F P denote the cost each false positive error. Let P denote the number of positive subjects and N denote the number of negative subjects. Also let T P denote the number of true positives and F P the number of false positives. Then the total cost of errors made by a classifier is
And the average cost is given by
where p = P P +N and n = N P +N are the proportions of positive and negative subjects and x and y represent the false positive and true positive rates respectively. Then gradient of the cost function is
Therefore, the average cost function will remain constant in the direction of the vector u =< p · c F N , n · c F P > at any point on the ROC curve. It follows that any two points (x 1 , y 1 ) and (x 2 , y 2 ) on the ROC curve satisfying the equation
have the same cost [2] . We will now consider the cost function under the Pareto assumption. The average cost of errors for a point on ROC curve under the the Pareto model is given by
It is straightforward to show that the the function C is minimized at the point
. Note that the slope of the ROC curve at the point F 0 is given by
Hit rate optimization
In the above subsection we showed how to choose the optimal threshold based on class distributions and the cost of individual errors. In this section, we introduce a method for selecting the optimal threshold in the absence of class distributions and the cost of individual errors. Recall that a random guess classifier will yield the ROC curve with equation H = F . We define the optimal threshold to be the the point where the distance between the ROC curve of a classifier and the line H = F is the largest. When the class distributions follow the Pareto model we need to maximize the quantity
It is straightforward to show that the difference is maximized at the point
Note that since α 1 < α 2 then 0 < F 1 < 1. Furthermore, notice that the point F 1 is the cost minimizing point F 0 discussed in the above section if we assume c F P = c T P and p = n.
