ABSTRACT Clustering is fundamental in image processing, machine learning, pattern recognition, and data analysis. For robust clustering, the prerequisite condition is determining the clustering centers robustly. In this paper, we propose to determine the clustering centers from the slope difference distribution of the data. The proposed method comprises two parts: 1) computation of the slope difference distribution from the original data distribution and 2) selection of the peaks of the slope distribution as the clustering centers. We tested the proposed method with two different types of synthesized data sets: 1) data with Gaussian noise and 2) data with salt and pepper noise. Experimental results show that the proposed method is significantly more accurate than the state-of-the-art methods: K-means method, expectation maximization method, and fuzzy C-means method. The significance of determining the clustering centers robustly is also verified by a demonstration.
I. INTRODUCTION
Clustering is important in so many applications, e.g. image segmentation [1] , [2] , marketing [3] and smart metering [4] . So far, many clustering methods [5] - [25] have been proposed. Some researchers argue that so many clustering methods are developed because the notion of the cluster could not be precisely defined [4] . It is a controversial topic since the definition of the cluster is quite clear in many applications [5] - [8] . For a clustering method, the notion of the cluster is not important compared to the clustering accuracy. Hence, we did not define the cluster in advance and determine the clustering centers directly. Many state-of-the-art methods determine the clustering centers by updating the clusters iteratively while the method proposed in this paper determines the clustering centers from the slope difference distribution of the data distribution directly without iteration operation.
The K-means method [13] - [17] , the expectation maximization (EM) [18] - [25] and fuzzy C-means method [26] have become popular in many applications. The K-means method finds the centers of k clusters and assigns the objects to the nearest cluster center to make the total squared distances least. It starts by choosing k data points at random as initial cluster centers and assigning each data point to the closest cluster center. The cluster center is then replaced with the mean of all the data points assigned to that cluster. This process is iterated until the gradient descent stops [27] . One prominent drawback of the K-means method is that its accuracy is inevitably affected by outliers, which will be shown by the data sets with Salt and Pepper noise in the experimental part of the paper. The EM clustering model is assumed as Gaussian mixture models. The data set is modeled with a fixed number of Gaussian distribution that are initialized randomly and whose parameters are iteratively optimized to fit better to the data set. It converges on a locally optimal solution by iteratively updating values for means and variances. It could simultaneously optimize many variables and to find good estimates for any missing information in the data set at the same time. However, the drawbacks of EM method are also prominent. One drawback is that it can occasionally get stuck in a local maximum as you estimate the parameters by maximizing the log-likelihood of the observed data. Another drawback is that it is easy to converge to local optimums and multiple runs may produce different results. In addition, there are situations in which the real data sets could not be concisely defined by the mathematical model while assuming Gaussian distributions by the EM method makes strong assumption on the data. The fuzzy C-means clustering method also minimizes an objective function in a similar way as the K-means clustering method. The difference is that it adds the membership and the fuzzifier into the objective function, which could achieve better result in clustering fuzzy datasets. Its drawback is the same as K-means method that its minimum is also local minimum.
One thing in common for the above state of the art clustering methods is that all of them update the clustering centers in each iteration step. Consequently, the clustering centers change with the update of the clusters. As a matter of fact, the clustering centers should be fixed for a given datasets. Thus, determining the clustering centers robustly in advance might be the key to achieve the subsequent robust clustering. In this paper, we propose to determine the centers of different clusters in advance based on the slope difference distribution. The slope difference distribution is defined as the global variation rate of the data distribution. The global variation rate is used to distinguish from the second derivative of the data and it is computed as the differences of the slope values on the left side and the right side of each point on the data distribution. The slope values are computed by fitting two straight lines on both sides of each point with N points. The proper selection of N points could avoid the local optimums and to obtain the global optimums. In situations where the noise is prominent, the optimums are also easy to be affected. We need to reduce or remove the noise in the data distribution before we compute the slope difference distribution. Hence, we propose a shape filter based on the DFT transformation to filter the data distribution in the frequency domain. After the slope distribution is computed, the cluster centers correspond to the peaks of the slope difference distribution distinctly for the Gaussian distributed data sets. Compared to the state of the art method, K-means method and fuzzy C-means method, the proposed method is immune to the influence from the outliers of the clusters. Compared to the state of the art method, EM, the proposed method is not constrained by the assumption of mathematical models or distributions. Moreover, the proposed method supports fully unsupervised operations required by many applications. This paper is organized as follows. In section 2, the slope difference distribution is defined and the method based on it is proposed. In section 3, the proposed method is compared with state of the art methods in determining the clustering centers. Section 4 concludes the paper.
II. THE PROPOSED APPROACH
The proposed approach consists of two parts: (1) computation of the slope difference distribution based on the normalized data distribution; (2) selection of the clustering centers based on the peaks of the computed slope difference distribution.
A. COMPUTATION OF SLOPE DIFFERENCE DISTRIBUTION
From the given data set, we get the one-dimensional normalized distribution P (x) at first, the slope difference distribution is then defined as follows.
We filter the data in the frequency domain to eliminate or reduce the noise. The data P (x) is transformed by the following Discrete Fourier Transform (DFT) filter:
where the range of the data is in the interval [G 1 , G 2 ]. G 1 is the minimum value of the data and G 2 is the maximum value of the data. We retain the low frequency parts of the data and eliminate the high frequency parts of the data by the following equation.
We use the range [0, W ] as the bandwidth of the low pass filter. The default value of W is 10 and its optimum value is determined specifically by a calibration process for the data sets in different applications. We then transform the data from the frequency domain back into space time domain by the following equation.
where P is the filtered distribution of the data set.
For the point (except the starting point and the ending point) on the smoothed distribution, we compute two slopes, one on the left and the other on the right. The slopes are computed by fitting a line model with N adjacent points which is formulated as:
where a and b are the coefficients of the fitted line and they are computed by the following equations.
[
where B and Y are formulated as:
where (x i , y i ); i = 1, 2, . . . , N is the coordinate of the ith point on the filtered data. In this study, the value of N is chosen as 15. Two slopes of the ith point, a 1 (i) and a 2 (i) are obtained from Eq. (6). The slope difference, s (i), of the ith point is computed as:
The slope difference distribution of the given data set is then defined as s (x) in this study.
B. DETERMINING THE CLUSTERING CENTERS
To compute the centers of different clusters in the data set from the slope difference distribution, we set the derivative of the slope difference distribution s (x) to zero and select the solutions corresponding to the peak parts.
Solving the above equation, we get the mean values of different clusters and they are sorted according to their magnitudes. The number of clusters is determined by calculating the number of peaks of the slope difference distribution automatically. Another way to determine the number of the clusters is to input the number manually. Let us give an example of inputting the number of clusters as 2, the rule to select the means is as follows. The first mean is selected as the peak with the biggest magnitude and the second mean is selected as the peak with the biggest magnitude in the rest of the peaks.
To demonstrate the slope difference distribution and the proposed clustering method, we show an example of clustering the mean values for the histogram in Figure 1 , where the original histogram distribution P (x) is denoted in green, the smoothed histogram distribution P computed by Eq. (4) is denoted in red and the slope difference distribution computed by Eq. (9) is denoted in blue. The means of the clusters in the histogram are 50,100 and 150 respectively. As can be seen, the slope difference distribution has three peaks that correspond to the mean values of the three clusters respectively.
C. CALIBRATION OF THE PARAMETERS
We use the mean absolute difference (MAD) to calibrate the parameter W for each type of dataset to achieve the optimum result. For a specific type of data set, the calibration is summarized as follows.
Firstly, we select several typical data sets from this specific type of data set and we know the clustering centers in advance. Then, we vary the value of parameter W from 5 to 30 and compute the MAD between the computed clustering centers and the known centers. We choose the parameter W that yields the minimal MAD to compute the clustering centers for this specific type of images. 
III. EXPERIMENTAL RESULTS

A. RESULTS FOR THE DATA WITH GAUSSIAN NOISE
In this section, we compare the proposed method with state of the art methods, K-means method, EM method and Fuzzy C-means method in determining the clustering centers for the data set with Gaussian noise quantitatively. We will show that computation of the centers for different clusters based on slope difference distribution is significantly more accurate than state of the art methods. We design the quantitative evaluation experiments with the synthesized image datasets with different parameters.
Firstly, we synthesized a set of noisy images with two clusters with the parameter P 1 (µ 0 , V 0 , µ 1 , V 1 ), where µ 0 = 50 denotes the center of one cluster and µ 1 = 100 denotes the center of the other cluster. V 0 = V 1 = V denotes the magnitude of the added Gaussian noise and it varies from 1 to 100. The results are shown in Figure 2 . In Figure 2 (a)-(c) , we show the typical synthesized images with different levels of noise magnitudes, 1, 30 and 50 respectively. In Figure 2 (d) , the absolute differences between the computed cluster centers and the true cluster centers for the 100 images are plotted to compare the proposed clustering method with state of the art methods, the K-means method, the EM method and the fuzzy C-means method. As can be seen in Figure 2 (d) , the proposed clustering method is significantly more accurate than the benchmark fuzzy C-means, EM and K-means methods.
The second set of synthesized images contain 100 images with three clusters with the parameter P 2 (µ 0 , V 0 , µ 1 , V 1 , µ 2 , V 2 ), where µ 0 = 50, µ 1 = 100 and µ 2 = 150 denote the centers of the three clusters respectively. V 0 = V 1 = V 2 = V denote the magnitude of the added Gaussian noise. The results are shown in Figure. 3. Figure 3 (a)-(c) show three typical synthesized images with noise magnitudes equal to 1, 30 and 50. Figure 3 (d) shows the plotted absolute differences between the computed cluster centers and the true centers by the proposed method and state of the art methods when the magnitude of the added Gaussian noise varies from 1 to 100. As can be seen, the proposed method outperforms state of the art methods.
The third set of synthesized images are with four clusters with the parameter P 3 
, where µ 0 = 50, µ 1 = 100, µ 2 = 150 and µ 3 = 200 denote the centers of the four clusters respectively. shown in Figure 4 . The fourth set of synthesized images contain 100 images with five clusters with the parameter Figure 5 .
From all these results ( Figures. 2-5) , it is seen that the proposed clustering method is significantly more accurate than the state of the art methods, K-means, EM and fuzzy C-means methods. To make the comparison clearer, we show the mean absolute differences for these synthesized data sets by the proposed method, the K-means method the EM method and the fuzzy C-means method in Table 1 . As can be seen, the proposed clustering method is significantly more accurate than state of the art methods.
B. RESULTS FOR THE DATA WITH SALT AND PEPPER NOISE
In this section, we compare the proposed method with the K-means method, the EM method and the fuzzy C-means method quantitatively by adding the Salt and Pepper noise to the synthesized data sets. The first synthesized data is a set of images with two clusters with the parameter P 1 (µ 0 , D 0 , µ 1 , D 1 ) , where µ 0 = 50 denotes the center of one cluster and µ 1 = 100 denotes the center of the other cluster. D 0 = D 1 = 0.008D denotes the noise density and D varies from 1 to 100. The results are shown in Figure 6 . In Figure 6 (a)-(c) , we show the typical synthesized images with different noise density, 0.008, 0.24 and 0.4 respectively. As can be seen, the Salt and Pepper noise destroys the image more severely than Gaussian noise (Figure 2 (a)-(c) ). In Figure 6 (d) , we compare the proposed clustering method, the K-means method, the EM method and the fuzzy C-means method with the absolute differences between the computed cluster center and the true cluster center for the 100 images. As can be seen, the proposed clustering method is significantly more accurate than the VOLUME 5, 2017 K-means method, the EM method and the fuzzy C-means method. In addition, the proposed clustering method is more effective in calculating the centers for the clusters in the condition of Salt and Pepper noises than in the condition of Gaussian noise since the average of the absolute differences of the proposed clustering method is close to zero as shown in Figure 6 (d) .
The second synthesized data is a set of images with three clusters with the parameter
, where µ 0 = 50, µ 1 = 100 and µ 2 = 150 denote the centers of the three clusters respectively. D 0 = D 1 = D 2 = 0.008D denote the noise density and D varies from 1 to 100. The results are shown in Figure 7 . Similar to Figure 6 , the plotted average absolute differences by the proposed clustering method in Figure 7 are close to zero and significantly smaller than the plotted average absolute differences in the situation of Gaussian noise. On the contrary, the plotted average absolute differences of state of the art methods become larger compared to those in the situation of Gaussian noise. These results imply that the proposed slope difference distribution based clustering method is more immune to salt and pepper noise.
The third synthesized data is with four clusters with the parameter Figure 9 .
We show the average absolute differences for these synthesized data sets by the proposed method, the K-means method, the EM method and the fuzzy C-means method in Table 2 . From all these results, it is seen that the performances of the K-means method, the EM method and the fuzzy C-means method decrease significantly with the increase of statistical noise while the proposed method performs more consistently. That is because the K-means method, EM method and fuzzy C-means method rely on the statistically noisy data to compute the clustering centers iteratively. In a different way, the proposed method finds the center only based on a small part of the data, which reduces the negative effect of the prevalent noise and the outliers. In most cases, the statistical noise could not be avoided, which reduces the accuracy of state of the art methods significantly. On the other hand, the Fourier filter contained in the proposed method could reduce the prevalent noise effectively while keep the shape of the data distribution well. Hence, the proposed method is significantly more accurate than state of the art methods in determining the clustering centers for statistically noisy data sets.
C. SIGNIFICANCE OF THE CLUSTERING CENTER
In this section, we use the first synthesized dataset with Salt and Pepper noise to demonstrate the importance of the accuracy of determining the clustering centers. We select three images with the parameters P 1 (50, 0.008, 100, 0.008), P 1 (50, 0.16, 100, 0.16) and P 1 (50, 0.4, 100, 0.4) respectively. The segmentation results based on the clustering centers computed by different methods are shown in Figure 10 , Figure 11 and Figure 12 respectively. We also show the computed F-measures between the segmentation results by different methods and the benchmark result for the 100 images in Figure 13 . As can be seen, the proposed method achieves significantly better segmentation results than state of the art methods. Thus, the significance of the determining the clustering centers is validated.
IV. CONCLUSION
In this paper, a robust method is proposed to determine the clustering centers. It is based on the one-dimensional slope difference distribution that is computed from the data set. The quantitative experiments are conducted for the synthesized data sets with Gaussian noise and with Salt and Pepper noise respectively. Experimental results show that the centers of different clusters calculated by the proposed slope difference distribution based method are significantly more accurate than those by the benchmark K-means, EM and Fuzzy C-means methods. Hence, the proposed method is very promising in this big data era.
