We present new optical spectra of the nearby, bright, planetary nebula NGC 6778. The nebula has been known to emit strong recombination lines for more than 40 years but this is the first detailed study of its abundances. Heavy element abundances derived from recombination lines are found to exceed those from collisionally excited lines by a factor of ∼20 in an integrated spectrum of the nebula, which is among the largest known abundance discrepancy factors. Spatial analysis of the spectra shows that the abundance discrepancy factor is strongly, centrally peaked, reaching ∼40 close to the central star. The central star of NGC 6778 is known to be a short period binary, further strengthening the link between high nebular abundance discrepancy factors and central star binarity.
INTRODUCTION
Abundance analyses based on deep spectroscopic observations of planetary nebulae (PNe), deep enough to measure the relatively weak optical recombination lines (ORLs) from heavy element ions, have been found to yield systematically higher ionic abundances when calculated from ORL fluxes than when calculated using the brighter forbidden lines (collisionally excited lines, CELs) of the same species. In general, the ratio of ORL to CEL abundances, commonly known as abundance discrepancy factors (adf s), are of order 1-5, with a very small number of PNe being found to exhibit adf s one or two orders of magnitude greater (Liu 2006; Liu et al. 2006; Wesson et al. 2005) . The origin of these systematic discrepancies remains an unresolved problem in nebular astrophysics (also appearing in studies of H ii regions, García-Rojas & Esteban 2007) , which has clear repercussions for the study of the chemical composition and evolution of the Universe (Carigi et al. 2005; Esteban et al. 2014) . It has been suggested that the highest adf s may be due to a multiphase composition whereby the nebula consists of a phase of typical nebular composition and temperature ⋆ E-mail: djones@iac.es (∼10 4 K), where CELs can be excited efficiently, and a second phase of metal-enriched, lower temperature (∼10 3 K) gas, where the ORLs form (see e.g. Liu et al. 2000 Liu et al. , 2006 .
Recently, Corradi et al. (2015) studied the abundances of three bright northern PNe which are also host to a close binary central star (Abell 46, Abell 63 and Ou 5). Their analysis revealed that all three show adf s greater than the average, with those of Abell 46 and Ou 5 being particularly extreme (reaching up to 300 in the inner regions of Abell 46). Combining their findings with the studies of Liu et al. (2006, Hf 2-2) and Wesson et al. (2003, the proposed binary, Abell 30) , they conclude that of the most extreme PN adf s are all found in PN which host close binary central stars. However, the sample on which this claim is based is rather limited, with only a handful of PNe being shown to display adf s greater than ∼ 10 − 15 (and only three of these being confirmed to host binary central stars 1 ). Adding further objects to this sample is critically important for strengthening the link between binarity and extreme Fig. 1 ) was found to show unusually strong ORLs, typical of high adf s, in the study of Czyzak & Aller (1973) , and was later shown to host a close binary central star with a period of only 3.7 hours (making it one of the shortest period binary central stars known; Miszalski et al. 2011) . In this paper, we present a detailed abundance analysis of NGC 6778, revealing its adf to be amongst the highest known, strengthening the link between extreme adf s and central star binarity. The paper is structured as follows: Section 2 presents the observations and data reduction, Section 3 presents the methodology and results of the abundance analysis, and, finally, Section 4 contains a discussion of the results and conclusions drawn.
OBSERVATIONS AND DATA REDUCTION
NGC 6778 was observed on the night of June 18 2014 with the FORS2 instrument mounted on the ESO VLT's UT1 Antu telescope (Appenzeller et al. 1998 ). The instrument set-up consisted of a longslit measuring 0.7 ′′ ×6.8 ′ at a position angle of −55 • , and a mosaic of two 4k×2k MIT/LL CCDs binned 2×2 (≡0.25 ′′ per pixel). A single 600s exposure was taken using the GRIS 1200B grism, followed by a 60s exposure with the GRIS 1200R grism and GG435 filter, offering an average resolution of 1.5Å across a wavelength range of ∼3600-5000Å and ∼5800-7200Å, for the two grisms respectively. The object was reacquired between exposures resulting in a small offset of ∼1 ′′ between the spectra (see Fig. 1 ); the seeing was approximately 0.9 ′′ for the duration of the observations.
The two-dimensional spectra were bias subtracted, cleaned of cosmic ray events, wavelength calibrated and flux calibrated against exposures of the standard star LTT7987 (Hamuy et al. 1992) , all using standard starlink routines (Draper et al. 2006; Shortridge et al. 2004) . The spectra were then sky subtracted and extracted to one-dimensional spectra using ESO-midas.
We derived emission line fluxes using a new code, alfa (Wesson, submitted) , which optimises the parameters of Gaussian fits to line profiles using a genetic algorithm. It fits all lines in the spectrum simultaneously after subtracting a globally-fitted continuum. Fig. 2 shows the results of the fitting in the region of 4600-4700Å where there are many recombination lines, and clearly demonstrates the effectiveness of alfa. Table 1 lists the fluxes (both observed and dereddened) measured for all emission lines in the spectrum, together with their 1σ uncertainties. Note that, given the small spatial offset between red and blue exposures, a correction of 10% was applied to the fluxes from the red exposure in order that the reddening as calculated from the Hα/Hβ ratio matched that calculated from the Hγ/Hβ and Hδ /Hβ ratios, which gave very similar values of c(Hβ ). The possible uncertainties from this rescaling as well as the effect of the spatial offset on the results will be discussed further later. Furthermore, it is important to note that the uncertainties in line fluxes determined using alfa do not include any contribution from systematic uncertainties, such as those originating from the flux calibration, but are purely statistical in nature (being based on the RMS of the residuals after subtracting the fitted lines). As such, all uncertainties can only be considered lower limits given that in many, if not all regions of the spectrum, the uncertainty will be dominated by uncertainties in the relative flux calibration.
ABUNDANCES AND PHYSICAL PROPERTIES
To measure abundances from the emission line fluxes, we used the neat code (Wesson et al. 2012) , which employs a Monte Carlo technique to robustly propagate uncertainties from line flux measurements into chemical abundances. The code corrects for interstellar extinction using the ratios of Hγ and Hδ to Hβ (the Hα/Hβ was not used to calculate the extinction but rather to re-scale the red exposure to provide a similar measure of the extinction, see Section 2) and the Galactic extinction law of Howarth (1983) ; temperatures and densities are then derived from the standard diagnostics (see Wesson et al. 2012 , for full details). Elemental abundances are then calculated from flux-weighted averages of the emission lines of each species (using the previously derived temperatures and densities). Total chemical abundances were calculated using the ionisation correction scheme of Delgado-Inglada et al. (2014) , except in the case of argon where the Ionisation Correction Function (ICF) from Kingsburgh & Barlow (1994) was used 2 . Note that, as is common among similar studies, the uncertainties of these ionisation correction functions are not propagated in our analysis. The physical parameters determined for NGC 6778 are listed in Figure 2 . A section of the observed VLT-FORS2 spectrum of NGC 6778 with the wavelengths of several of the detected lines highlighted (see table 1 for the full list). The observed spectrum is shown in black, while the alfa fit is shown in red and the fit's residuals in blue.
are listed in Tables 3 and 4 , respectively. Reddening values in the literature range from c(H β ) ∼ 0.3 (Czyzak & Aller 1973; Aller & Czyzak 1979; Voigt 1965) through to c(H β ) ∼ 0.9 (Kaler 1970; Cahn et al. 1992) , however many of these values are based only on a single ratio taken with non-CCD instrumentation. Our measured reddening, c(H β ) = 0.46, lies close to the centre of the literature range, and given that it is based on Balmer line ratios which give very consistent results (see above), and data of such high signal-tonoise, we infer that our value is the most reliable to-date. Abundances are calculated using the temperature derived from [S ii] for singly ionised species, and [O iii] for more highly ionised species. The [S ii] temperature is derived using line pairs which are widely separated in wavelength and were thus observed with different grisms; the blue line pair at 4068/76Å is also blended with O ii recombination lines from the V10 multiplet. The statistical uncertainty derived by neat (∼870 K) is thus likely to underestimate the true uncertainty. However, in spite of its underestimated uncertainty, the [S ii] temperature is found to agree well with that determined using [O iii] (see below for further discussion on the uncertainties arising from the atomic data used). The temperature determined from the Balmer Jump is much lower, T e = 4090 K, as is common in high adf nebulae . This is generally considered to be evidence of the dual component (hot and cold) nature of the nebular plasma (Liu et al. 2000 , further supported by the low temperature derived from the O ii ORLs, which will be discussed further in section 3.3).
Influence of atomic data on results
The atomic data included in neat is summarised in Wesson et al. (2012) . We used the default data for all ions with the exception of [S ii], for which we found that the default data set (collision strengths and Einstein A-values from the CHIANTI database; Landi et al. 2012 ) resulted in a temperature significantly lower than that derived from [O iii].
We therefore performed the analysis using atomic data from multiple sources in order to investigate their influence on the final results. We used all combinations of A-values and collision strengths from Ramsbottom et al. (1996) , Tayal & Zatsarinny (2010), Podobedova et al. (2009) , and Keenan et al. (1993) . The reported [S ii] density varies by almost a factor of 2 (ranging from roughly 500-900 cm −3 ), and the temperature between approximately 7000-9500K. For the final analysis, presented in Tables 2, 3 . However, the observed variation in determined parameters with atomic data used demonstrates that choice of atomic data is a source of considerable systematic uncertainty, which is additional to the statistical uncertainties reported in our analysis.
Rescaling of the red spectrum
As described in Section 2, the fluxes derived from the "red" spectrum were scaled such that the reddening calculated from the ratio of Hα/Hβ matched that derived from the ratios of the Balmer lines observed in the "blue" spectrum (the scaling amounting to an increase in flux of 10%). The observed difference in reddening calculated may be considered to arise from the small spatial offset between the "red" and "blue" spectra (and is therefore corrected by the rescaling), or may actually be an intrinsic property of the nebulae (whereby the rescaling would be erroneous). Bohigas (2015) states that an observed difference in the reddening calculated by different ratios of Balmer lines can naturally arise from the presence of a cool component in the nebula (as the ratios all have varying dependencies on temperature), with the Hα/Hβ ratio being the one most affected. However, this effect would result in an Hα/Hβ extinction greater than that calculated for other Balmer ratios, whereas we find the inverse for our unscaled spectrum. Furthermore, for this effect to be significant, the ratio of H + mass in the cold and hot components, M c /M h , has to be appreciable -which has been shown not to be the case in several other high adf PNe with binary central stars . We, therefore, show all our results for the case where the "red" spec- Table 1 . Observed, F(λ ), and dereddened, I(λ ), nebular emission line fluxes relative to Hβ = 100. Note that an upwards correction of 10% has been applied to the fluxes from the "red" spectrum such that the reddening as derived from all Balmer line ratios is consistent (see text for further details). Asterisks denote that the line is detected as a blend with the previous line in the table, and the flux listed is the total flux of the unresolved lines. The upper and lower term columns show the upper and lower levels of the atomic transition producing the line, while g 1 and g 2 are the degeneracy factors of the two levels. trum fluxes have been rescaled (noting that the effect on the results is small in any case).
Helium abundance and the temperature of the cold component
The abundances determined generally agree well with those found in the previous studies (for those species where prior measurements exist), particularly the elevated helium abundance which was suggested by Czyzak & Aller (1973) to be an artefact of direct line excitation. This explanation seems unlikely given that there is no such evidence presented by the C ii and O ii lines, and that the central star does not appear to be so luminous (Guerrero & Miranda 2012) . neat derives the total helium abundance from the ionic abundances of the 4471, 5876 and 6678Å He i lines (weighted 1:3:1) and using the adopted temperature, T e = 8800 K. The agreement between the abundances from each line at this temperature is rather poor, with values of 0.148, 0.155 and 0.163 respectively. From the moderate temperature dependence of the λ 6678/4471 and λ 5876/4471 line ratios, we derive much lower temperatures of T e ∼4300 K for 5876/4471, and T e ∼3400 K for 6678/4471. In addition, the individual line abundances agree much more closely at these lower temperatures -for the average temperature derived from these ratios, T e = 3950 K, the lines give abundances of 0.134, 0.132 and 0.135 respectively. Still better agreement is found at even lower temperatures -we calculated the helium abundances at temperatures from 2 000-10 000 K, and found that the lowest standard deviation of the three values occurred at ∼3 000 K. The lower temperature determined from the He i line ratios is widely observed in planetary nebulae (e.g. Liu 2003; Tsamis et al. 2004; Wesson et al. 2005) , and is consistent with a significant fraction of the helium emission arising from within cool hydrogen-deficient clumps . The helium temperatures we derive are very similar to the temperature determined from the Balmer Jump. Furthermore, the temperature could also be calculated from the ratio of O ii ORLs following the diagnostics of McNabb et al. (2013) , resulting in a temperature of 1 300 +1 900 −900 K 3 , even lower than 3 The density was also calculated from the O ii ORL ratios re- Table 2 . Extinction, temperatures, and densities as determined by the empirical analysis using the neat code.
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the temperatures calculated from the Balmer Jump and He i line ratios (but more-or-less agreeing within the uncertainties).
Calculation of O 2+ abundance
As can be seen in Figure 2 , numerous O ii recombination lines are well detected in our observations. We derive an O 2+ abundance by first deriving an abundance for each multiplet from the co-added intensity of the detected lines (assuming T e ([O iii]) as the temperature), and then averaging the abundances from all multiplets. We excluded some weak and blended lines from the V12 and V20 multiplets, which gave abundances several times higher than other values. Table 5 lists the fractional ionic abundances for each individual line as well as the averages for each multiplet, showing the generally good agreement both within each multiplet and between multiplets .
sulting in a value roughly a factor of four greater than those calculated from CELs, but with an extremely large uncertainty. 
Abundance discrepancy factor and spatial variations
The overall adf (O 2+ ) 4 is found to be 17.9, meaning NGC 6778 has one of the highest known PN adfs. As is commonly found in such high adf nebulae (Liu 2003 (Liu , 2006 Tsamis et al. 2004; Liu et al. 2006) , the adf from Ne 2+ is also found to be in good agreement with that from O 2+ , with a value of 18.0. The N adf is in poorer agreement at 10.7, however this value has a rather large uncertainty as the comparison depends entirely on the assumed ICF -from CELs only the N + abundance can be directly measured while from the ORLS only N 2+ can be measured, and in our case the assumed ICF suggests that only ∼15% of N is in the form of N + so the correction for the CELs is highly uncertain. Inspecting the spatial variations of the line profiles of CELs and ORLs along the slit provides indications that the abundances are not constant throughout the nebula. the slit of a selection of key CELs and ORLs, are presented in Fig. 3 . The figure clearly shows that the bright CELs of [O iii] and the bright ORLs of H i, He i tend to show a similar distribution, while other ORLs (e.g. C ii 4267Å, O ii 4649Å) are confined to more central regions. The profile of Hα and Hβ differ slightly; this is almost certainly attributable to the spatial offset between the red and blue exposures -the fact that the two profiles are still rather similar (and the relatively small correction required to match their total flux ratios to the predicted value) clearly shows that this effect is fairly small, and cannot be responsible for the overall differences found between the CELs and ORLs (in any case, most of these are from the blue exposure). More intriguingly, the distributions of [S ii], [N ii] and [O ii] appear distinct from those of the other CELs as well those of the ORLs, showing strong, sharp peaks at the nebular centre and extremes. This is probably due to a combination of ionisation stratification and density variations throughout the nebula. The differing spatial profiles between CELs and ORLs mean that the adf also varies throughout the nebula, reaching above 40 in the very centre and dropping as low as a few in the outer regions. Similar variations have also been found in other PNe with binary central stars . To demonstrate this variation, six regions (allowing for good signal-to-noise in each extracted region) along the slit were extracted and the resulting spectra processed using alfa and neat, just as for the summed spectrum. The resulting adfs are displayed in Figure 4 over-plotted on the arbitrarily scaled spatial profile of the C ii 4267Å ORL, showing clearly that the observed adf follows the brightness distribution of the ORLs. Similarly, the temperature is also found to vary across the nebula, following a similar pattern as the adf and ORL and [O iii] 4363Å brightness distributions, as shown in Figure 5 .
It is important to note that the spatial profiles of the O ii recombination lines and the [O iii] 4363Å CEL are remarkably similar, despite the expectation that they should arise from physically distinct, though intermixed, regions of the nebula. If a substantial amount of oxygen were in the form of O 3+ , then recombination excitation of the λ 4363Å line could contribute a significant fraction of its flux, thus explaining the similarities in line profile. Liu et al. (2000) give the following equation for the recombination flux of the λ 4363Å line:
The observed He 2+ /He + implies that the amount of O in the form of O 3+ is around 2%. For the CEL abundance of 2.80×10 −4 , this gives O 3+ /H + =5.6×10 −6 , and a recombination line λ 4363Å flux of 0.006 where Hβ =100. This is negligible compared to the observed line flux of 2.07±0.06. However, adopting the much higher recombination line abundance of 4.73×10 −3 the recombination line flux would amount to 6.5% of the observed line flux, sufficient to reduce the calculated [O iii] temperature by ∼130 K, but still much too low to significantly alter the spatial profile of the line. Thus, there is, as yet, no clear reason for the close similarity between the spatial profiles. *0.134±0.01 and 0.128±0.01 for T e = 3950 K and T e = 3000 K, respectively Table 4 . Total nebular abundances, relative to H, of NGC 6778, determined using the neat code (using CELs unless otherwise stated). 
DISCUSSION
NGC 6778 presents remarkably strong recombination lines, and the abundances derived from these exceed those from collisionally excited lines by a factor of nearly 20 (rising to around 40 in the centre), making it one of the largest known (see table 6 ). High adf s have been suggested to indicate the presence of a second nebular component -in addition to the "standard" ∼10 000K phase with relatively typical chemical composition -which is of a higher metallicity and much lower temperature (too low to excite significant emission from optical CELs; Liu 2006; Liu et al. 2006) . The general abundance pattern (as determined from CELs) of NGC 6778 is not out of the ordinary for a PN, other than an extremely high helium abundance. It had previously been suggested that this was an effect of direct excitation, but it is more likely due to the presence of low temperature, hydrogen-deficient clumps in the nebula (similarly consistent with its high adf ). Accounting for the lower temperature of these clumps (∼3 000 − 4 000 K, estimated from the Balmer Jump and He i temperatures) reduces the derived helium abundance to a more acceptable, though still quite high, level. The generally high helium abundance may be considered evidence of a massive progenitor, although the non-elevated nitrogen abundance does not seem to support this hypothesis. It has been highlighted by Corradi et al. (2015) that the PNe with the highest adf s also tend to host close bi- nary central stars. The high adf of NGC 6778 adds further weight to that hypothesis as the nebula is also known to host one of the shortest period binary central stars known (Miszalski et al. 2011) . As well as PNe with close-binary central stars, so-called born-again PNe also feature highly on the list of highest known adfs (Wesson et al. 2003 (Wesson et al. , 2008 . These are systems where it is thought that, following the ejection of the PN, the central star underwent a very late thermal pulse (VLTP) sometimes known as a final flash, which ejects further, chemically enriched material into the old nebula. This provides a good explanation for the apparently multiphase nature of these high adf nebulae, while the nature of the "rebirth" has been strongly linked to binary evolution (adding to the connection between binarity and high adf s; Lau et al. 2011) . It is important to note that binarity cannot be responsible for the abundance discrepancy problem in general as, for example, binaries are clearly not responsible for the modest adf s found in H ii regions. This may imply that there are multiple mechanisms which results in adf s greater than unity, with binaries playing a key role in forming the most elevated.
Several of the PNe known to show extreme adf s display extreme spatial variations in adf just as found here in NGC 6778 (Abell 46, for example, shows an adf (O 2+ ) of over 300 in its central regions; Corradi et al. 2015) . The adf in NGC 6778 varies across the nebula, and was found to trace well the brightness profiles of the observed ORLs as well as the [O iii] 4363Å CEL, while other CELs show a different profile. The adf also follows a similar distribution to the temperature as derived from [O iii] CELs. Spatial variations, where nebular adf s are centrally peaked, could naturally arise from the aforementioned hypothesis whereby freshly processed, metal-enriched material is ejected from the central star after the formation of the main nebular shell, such that the ORL emission is dominated by the central region containing this new material. There is, however, a strong argument against the VLTP hypothesis in that their abundance patterns do not show the expected carbon enhancement, but appear more akin to Neon Novae (Wesson et al. 2003 (Wesson et al. , 2008 . Novae are an intrinsically binary phenomena, where eruptions occur on the surface of a white dwarf which is accreting material from a companion star. This connection to novae is supported by the observed properties of the secondaries in those binary central stars subjected to detailed study, where many are found to be "inflated" and close to Roche lobe filling (e.g. Pollacco & Bell 1994; Afşar & Ibanoǧlu 2008) . For a fuller discussion of the aforementioned hypotheses see Corradi et al. (2015) .
While all of the very highest PN adf s are found in those nebulae with close-binary central stars or those with central stars who are believed to have experienced some form of binary evolution, there are also PNe with binary central stars that do not show such highly elevated adf s. The recent work of Jones et al. (2015) found that the PNe Hen 2-155 and Hen 2-161 contained binary central stars and displayed adf s of 6 and 11, respectively. While these values are elevated with respect to the PN average, they are not as extreme as those displayed in the other systems discussed previously (e.g. NGC 6778, A 46 and Hf 2-2). Additionally, NGC 5189 was found to have a particularly low adf 5 while also play-ing host to a binary central star (García-Rojas et al. 2013; Manick et al. 2015) . As pointed out by Corradi et al. (2015) , this means that while a high adf is seemingly indicative of a binary evolution, a binary evolution does not neccessarily imply a high adf.
The majority of the binary central stars listed in table 6 are rather poorly studied, with little more known about them than their orbital period as discovered through photometric or spectroscopic variability. Comparing their orbital periods to their nebular adf s there is no clear pattern, other than to say that the nebula with the lowest adf is also found to host the longest orbital period binary. However, this is clearly not evidence of a relationship between the two given that the second lowest adf is found in the nebula hosting one of the shortest period binaries (a period roughly equal to that of NGC 6778, in fact). The small numbers and poorly characterised central binaries mean that making any further links between binary parameters and nebular adf s is impossible at this time. It is, however, intriguing to note that the highest adf binary, Abell 46, also plays host to one of the lowest mass central stars known -at ∼0.5 M ⊙ V477 Lyrae is on the limit between Red Giant Branch (RGB) and Asymptotic Giant Branch (AGB) core masses, possibly symptomatic of an evolutionary link between the high adf and central binary. A low core mass may mean that the central binary passed through the common envelope phase early in its evolution, when its envelope was more bound and therefore more difficult to eject. As such, the ejected envelope may well be more likely to experience some kind of fallback on to the central star which could prompt an outburst of enriched material, leading to the observed adf. Of the other systems listed in table 6, only Abell 63 and Hen 2-155 have reliable measurements of central star mass, with masses of 0.63 and 0.62 M ⊙ , respectively (close to the canonical central star mass of 0.6 M ⊙ ). Until detailed analyses are made of the other binary central stars listed, it will not be possible to explore this possible connection further.
In summary, this work reinforces the link between high adf s and central star binarity, and we propose that chemical abundances can be used as an indicator of binarity (just as the presence of jets, rings and axisymmetric structures have previously been used, e.g. Boffin et al. 2012; Jones et al. 2014; Santander-García et al. 2015) . We, therefore, strongly encourage the study of other PNe known to show elevated adf s in search of binarity, as well as the chemical study of known binary planetary nebulae, in order to probe further their relation.
