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RESUMEN
La ecuacio´n lineal de Schro¨dinger:
un estudio nume´rico
Johnny Robert Avendan˜o Quiroz
Febrero, 2009
Asesor: Dr. Victor Rafael Cabanillas Zannini.
Titulo obtenido: Licenciado en Matema´tica.
En este trabajo obtendremos resultados de estabilidad, consistencia y con-
vergencia para dos esquemas diferentes de discretizacio´n basados en el me´todo
de diferencias finitas para el siguiente problema de estabilizacio´n en la frontera
de la ecuacio´n de Schro¨dinger:
∂u
∂t
= i
∂2u
∂x2
, en (0, 1)× (0,∞)
u(1, t) = 0 , ∀ t ∈ (0,∞)
∂u
∂x
(0, t) = −α∂u
∂t
, ∀ t ∈ (0,∞) , α > 0
u(x, 0) = f(x) , ∀ x ∈ (0, 1)
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vi
SUMMARY
Linear Schro¨dinger equation:
a numerical study
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In this work we obtain results of stability, consistency and convergence for
two distinct schemes of discretization based on the the finite difference method
for the following problem of boundary stabilization for the Schro¨dinger equa-
tion: 
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Introduccio´n
Muchos problemas en diversas a´reas de ciencias, tales como f´ısica, ingenier´ıa entre
otras, son modeladas matema´ticamente en te´rminos de ecuaciones en derivadas parciales.
Pocas ecuaciones poseen soluciones en te´rminos de funciones elementales, esto es, pocas
tienen soluciones exactas; as´ı estos problemas necesitan de una solucio´n nume´rica (aproxi-
mada), y para esto es natural pensar en hacer uso de me´todos nume´ricos que nos lleven
a soluciones aproximadas.
Los me´todos nume´ricos arrastran, por su propia naturaleza, un gran esfuerzo de ca´lcu-
los, en consecuencia una gran probabilidad de acumulacio´n de errores. La utilizacio´n de
la computadora se hace imprescindible, mas au´n si deseamos obtener soluciones pro´xi-
mas de la real; sin embargo, no siempre es fa´cil programar un determinado me´todo para
despue´s sistematizarlo totalmente.
Uno de los me´todos mas empleados en la bu´squeda de soluciones de problemas de
ecuaciones en derivadas parciales es el me´todo de diferencias finitas, sin embargo, este
me´todo presenta algunas interrogantes al ser aplicado a problemas poco estudiados desde
el punto de vista del ana´lisis nume´rico. Entre algunas de estas dificultades esta´n las condi-
ciones de contorno, la gran complejidad cuando se emplean mallas irregulares y tambie´n
el sistema de ecuaciones lineales obtenidos que no siempre son bien condicionados.
En este trabajo haremos el estudio nume´rico para el problema estabilizacio´n en la
frontera de la ecuacio´n de Schro¨dinger lineal.
Esta ecuacio´n es empleada en meca´nica cua´ntica para describir la posicio´n de una
part´ıcula bajo un cierto potencial; existen versiones mas simples de esta ecuacio´n, por
ejemplo la empleada para describir un frente de ondas marinas, vea [5]. Obviamente
estas van difiriendo de acuerdo a sus condiciones iniciales o de frontera lo que a la larga
determina la complejidad del me´todo a usar.
El problema que vamos a abordar consiste en forzar el decaimiento exponencial uni-
forme de la energ´ıa cuando t→ +∞ mediante la accio´n de un te´rmino disipativo en una
parte de la frontera del dominio. La formulacio´n matema´tica original es la siguiente:
Sea Ω ⊂ Rn , n ≤ 3, un dominio limitado con frontera Γ = ∂Ω de classe C3
Fijado x0 ∈ Rn, se define:
m(x) = x− x0 , ∀ x ∈ Rn
donde la frontera Γ es dividida en dos partes:
Γ0 = Γ(x0) = {x ∈ Γ ; (m(x), η(x)) > 0}
Γ1 = Γ∗(x0) = {x ∈ Γ ; (m(x), η(x)) ≤ 0}
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donde η es el vector unitario normal exterior a Ω en el punto x ∈ Γ.
Considere el problema:
i
∂u
∂t
+∆u = 0 , en Ω× R+
u = 0 , en Γ1 × R+
∂u
∂η
= −(m, η)ut , en Γ0 × R+
u(0) = f(x) , en Ω
donde f es nulo en Γ1, y la notacio´n (· , ·) representa el producto interno usual en Rn.
La existencia y unicidad de la solucio´n de este problema es demostrada por Machtyn-
gier en [3] y en [4], as´ı como el decaimiento exponencial de la energ´ıa de la solucio´n.
Nuestro trabajo consiste en verificar este hecho nume´ricamente haciendo uso de los re-
cursos del ordenador y del ana´lisis de los esquemas a ser considerados.
En todos los cap´ıtulos consideraremos una malla rectangular uniformemente espacia-
da para evitar problemas al generar las ecuaciones lineales, adema´s de sistematizar la
implementacio´n computacional.
Mostramos los ana´lisis y los resultados en el caso de n = 1, por tratarse de un
enfoque dida´ctico, pero el esquema puede ser generalizado para n = 2 y n = 3 toma´ndose
mucho cuidado con las respectivas cuentas. En el caso de la eleccio´n de las mallas, estas
generalmente se deben al tipo de problema.
Seguiremos el siguiente esquema para presentar este trabajo:
En el capitulo I presentamos conceptos y fundamentos teo´ricos del me´todo de dife-
rencias finitas.
En el capitulo II aplicaremos el me´todo a una EDP, as´ı como un estudio comparativo
de diversos esquemas a usar.
En el capitulo III presentamos algunos resultados nume´ricos, adema´s de efectuar una
comparacio´n nume´rica de los esquemas usados.
En el ape´ndice A presentamos algunos teoremas que son generalmente utilizados en
las demostraciones de estabilidad del me´todo nume´rico.
En el ape´ndice B incluimos los algoritmos que implementamos para conseguir los
resultados nume´ricos.
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Cap´ıtulo 1
El me´todo de diferencias finitas
El me´todo de diferencias finitas consiste en lo siguiente, dada una regio´n o dominio,
esta es sustituida por un conjunto finito de nodos (o puntos) tambie´n llamado de malla;
en lugar de las funciones de argumento continuo se considera las de argumento discreto,
definidas en los nodos de la malla. Las derivadas que figuran en la ecuacio´n diferencial
son sustituidas (aproximadas) por cocientes de diferencias, esto es, combinaciones lineales
de valores de la funcio´n aproximada en varios nodos sobre la malla; en consecuencia, la
ecuacio´n diferencial es sustituida por un sistema de ecuaciones algebraicas (la ecuacio´n
en diferencias). Las condiciones de frontera tambie´n son sustituidas por condiciones de
contorno en diferencias para la funcio´n aproximada.
Es natural exigir despue´s de esto que el problema en diferencias obtenido de este
modo sea soluble y que la solucio´n se aproxime (convergencia), al aumentar el nu´mero
de nodos de la malla, de la solucio´n aproximada del problema original para la ecuacio´n
diferencial. Esta es la cuestio´n central del ana´lisis nume´rico de ecuaciones diferenciales;
es decir, garantizar la convergencia de un esquema nume´rico bajo ciertas caracter´ısticas
geome´tricas de la malla.
1.1. Aproximaciones en diferencias finitas para las
derivadas
Todos los me´todos de discretizacio´n para la obtencio´n de una solucio´n nume´rica,
consisten en sustituir el dominio continuo D por una malla o red de nodos contenidos en
el dominio D.
Esto se consigue subdividiendoD en recta´ngulos de lados h = δx , k = δt, y denotando
las coordenadas de los puntos de la malla como:
xp = ph
tq = qk ; tal que p, q ∈ N
P (xp, tq) = Pp,q
As´ı, el dominio discreto queda establecido como:
D˜ = {Pp,q = (xp, tq) ; tal que p, q ∈ N}
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tal como se muestra en la figura:
Dominio continuo Dominio discreto
Denotamos el valor de u en el punto P (x, t) como:
uP = u(x, t) = u(ph, qk) = up,q (1.1)
Tomamos los sub´ındices p y q para representar los nodos en las respectivas variables,
sin embargo en muchos trabajos y textos es usual usar los ı´ndices i y j, vea [1], [9] y [10];
nuestra eleccio´n se debe al hecho de que el coeficiente i estara´ representando la constante
imaginaria i =
√−1, as´ı para evitar algu´n conflicto con la notacio´n usual usaremos p y q
en lo que resta de la redaccio´n.
Notacio´n para funciones de varias variables:
Sea la funcio´n u definida de la siguiente forma:
u : Ω× IR+ → IR
(x, t) 7−→ u(x, t)
Consideremos la funcio´n u y sus derivadas con respecto a la variable x como funciones
continuas; y si mantenemos x y t fijados (momenta´neamente omitimos t para no tener
mucha notacio´n de sub´ındices), del teorema de Taylor tendremos que:
u(x+ h) = u(x) + hu′(x) +
1
2
h2u′′(x) +
1
6
h3u′′′(x) + . . . (1.2)
u(x− h) = u(x)− hu′(x) + 1
2
h2u′′(x)− 1
6
h3u′′′(x) + . . . (1.3)
Sumando estas ecuaciones, obtenemos:
u(x− h) + u(x+ h) = 2u(x) + h2u′′(x) + 1
12
h4u′′′′(x) + . . .
luego:
u(x− h)− 2u(x) + u(x+ h)
h2
= u′′(x) +
1
12
h2u′′′′(x) + . . . (1.4)
denotando:
O(h2) =
1
12
h2u′′′′(x) + . . .
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y como O(h2) es despreciable con respecto a las potencias menores de h, tenemos:
u′′(x) =
(
d2u
dx2
)
≈ u(x− h)− 2u(x) + u(x+ h)
h2
(1.5)
adema´s de esto, restando (1.3) de (1.2), obtenemos:
u(x+ h)− u(x− h) = 2hu′(x) + h
3
3
u′′′(x) + . . .
y despreciando los terminos con potencias de h mayores o iguales a tres, se obtiene:
u′(x) =
(
du
dx
)
≈ 1
2h
(
u(x+ h)− u(x− h)) (1.6)
esta ecuacio´n es llamada de diferencias centradas.
Tambie´n, de la ecuacio´n (1.2), despreciando las potencias mayores de h, obtenemos:
u′(x) ≈ 1
h
(
u(x+ h)− u(x)) (1.7)
que es denominada de diferencias progresivas.
Ana´logamente, de la ecuacio´n (1.3), se obtiene:
u′(x) ≈ 1
h
(
u(x)− u(x− h)) (1.8)
que es denominada de diferencias regresivas.
Empleando la notacio´n hecha en (1.1), la ecuacio´n (1.5) queda denotada:(
∂2u
∂x2
)
P
=
(
∂2u
∂x2
)
p,q
≈ u
(
(p− 1)h, qk)− 2u(ph, qk) + u((p+ 1)h, qk)
h2
es decir: (
∂2u
∂x2
)
p,q
≈ up−1,q − 2up,q + up+1,q
h2
(1.9)
con un error del orden de h2.
Ana´logamente con esta misma notacio´n la aproximacio´n en diferencias regresivas para
∂u
∂t
en las coordenadas (x, t+ k) con x fijado, es:
∂u
∂t
(x, t+ k) ≈ 1
k
(
u(x, t+ k)− u(x, t))
es decir: (
∂u
∂t
)
p,q+1
≈ 1
k
(
up,q+1 − up,q
)
(1.10)
con un error de O(k).
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1.2. Esquemas en diferencias finitas
La parte fundamental o decisiva de un esquema de discretizacio´n es la reduccio´n
del sistema continuo a un sistema discreto “equivalente”, el cual sea apropiado para
un ca´lculo ra´pido y directo de la solucio´n. Esto es hecho, sustituyendo adecuadamente
el operador diferencial T de la ecuacio´n de Schro¨dinger por un operador de diferencias
denotado por Th:
Problema Continuo:

T [u] = i
∂
∂t
(u) + ∆(u) = 0
Condiciones de contorno
Problema Discreto:
Ecuaciones en diferencias finitas : Th[u] = 0
Condiciones de contorno en diferencias finitas
donde Th relaciona las ecuaciones en diferencias usadas para aproximar T .
Los me´todos en diferencias finitas pueden ser divididos en dos clases; la primera, es el
de los me´todos expl´ıcitos, que involucra solo un nodo desconocido en el paso (n+ 1)-e´simo
y la segunda es llamada de me´todos impl´ıcitos, los cuales involucran mas de un nodo
desconocido en el paso (n+ 1)-e´simo.
1. Esquema impl´ıcito: este esquema es expresado de la siguiente forma:
Th[up,q] = i
∂u
∂t
∣∣∣
p,q+1
+
∂2u
∂x2
∣∣∣
p,q+1
(1.11)
donde
∂u
∂t
∣∣∣
p,q+1
esta´ representado por la ecuacio´n (1.10) y
∂2u
∂x2
∣∣∣
p,q+1
esta´ represen-
tada por la ecuacio´n (1.9).
2. Esquema impl´ıcito de Crank-Nicolson: este esquema consiste en presentar una
semi suma de la siguiente manera:
Th[up,q] = i
∂u
∂t
∣∣∣
p,q+1
+
1
2
(
∂2u
∂x2
∣∣∣
p,q+1
+
∂2u
∂x2
∣∣∣
p,q
)
(1.12)
donde los valores de u en los nodos del paso q-e´simo son conocidos y son descono-
cidos en el paso (q + 1)-e´simo, los cuales proporcionaran variables a resolver.
En lo sucesivo denominaremos a este u´ltimo esquema como el me´todo de Crank-
Nicolson y al anterior como simplemente de me´todo impl´ıcito.
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1.3. Consistencia
Sea v una funcio´n perteneciente al dominio del operador T (operador diferencial).
El operador Th puede ser considerado como una aproximacio´n del operador T si,
T [v]− Th[v] ≡ τ [v]→ 0 , cuando h→ 0
As´ı, tenemos la siguiente definicio´n:
Definicio´n 1.1 Sea D˜ el conjunto para el cual Th[v] esta´ definido. Entonces el operador
Th y tambie´n el me´todo de diferencias definido por e´l, es llamado de consistente con el
problema continuo, es decir, con nuestra EDP, si:
ma´x
(x,t)∈D˜
‖ T [v](x, t)− Th[v](x, t) ‖→ 0 , cuando h, k → 0
Si v = u es la solucio´n exacta de T [u] = 0, tenemos
ma´x
(x,t)∈D˜
‖ Th[u](x, t)) ‖→ 0 , cuando h, k → 0
Si adema´s de esto, existen constantes h0 , k0 , C1 , C2 , θ y ω tales que, para h < h0
y k < k0:
ma´x
(x,t)∈D˜
‖ τ [u] ‖≤ C1hθ + C2kω
Entonces el me´todo es del orden (de consistencia) γ = min(θ , ω) ¥ .
El caso mas general de esta definicio´n con respecto al orden de consistencia puede ser
visto en la referencia [7].
A partir de este momento, denotaremos por U la solucio´n exacta de nuestra EDP y
por u la solucio´n exacta de la ecuacio´n en diferencias finitas, esto nos permitira´ estudiar
la convergencia.
1.4. Tratamiento descriptivo de la convergencia
Las condiciones en las cuales u → U au´n no son conocidas para ecuaciones lineales
en general, excepto en algunos casos particulares.
La ecuacio´n:
aUxx + bUxt + cUtt + dUx + eUt + fU + g = 0
es lineal, cuando a, b, c, d, e, f, g son funciones de x y t.
Si solamente los coeficientes de las derivadas de 2o orden son funciones de x, t y
los otros no; esto es, d, e, f y g son funciones de x, t, U, Ux, Ut, la ecuacio´n es dicha de
cuasi-lineal.
Lo mas importante de las ecuaciones lineales es que la suma de soluciones indepen-
dientes tambie´n es una solucio´n.
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Definicio´n 1.2 Sea U = U(x, t) la solucio´n exacta de la EDP y u la solucion exacta de
las ecuaciones en diferencias finitas para aproximar la EDP, entonces la solucio´n de las
ecuaciones en diferencias finitas es llamada de convergente si:
u→ U cuando h, k → 0
Definicio´n 1.3 La diferencia (U − u) es llamada de error de la discretizacio´n, algunos
autores la denominan de error de truncamiento; en nuestro caso, nosotros nos reservare-
mos ese termino para la diferencia entre la ecuacio´n diferencial y la aproximacio´n en
diferencias finitas.
1.5. Tratamiento descriptivo de la estabilidad
Al resolver una EDP mediante las ecuaciones en diferencias finitas, si fuese posible
llevar a cabo todos los ca´lculos para un numero infinito de decimales, podremos obtener
su solucio´n exacta u. Pero, en la practica, cada calculo arrastra un numero finito de
decimales, un procedimiento para introducir un error de redondeo es usado en cada paso,
y la solucio´n uN que es calculada es llamada de solucio´n nume´rica.
Definicio´n 1.4 Generalmente un conjunto de ecuaciones en diferencias fintas es estable,
cuando el efecto acumulativo de todos los errores introducidos en los nodos (de la malla)
P1,1, P1,2, .., Pp,q, respectivamente, | e1,1 |, | e1,2 |, .., | ep,q | son menores que algu´n δ.
Definimos el error de estabilidad:
e = u− uN (1.13)
o entonces las ecuaciones en diferencias finitas son estables, cuando:
ma´x{u− uN}p,q → 0 , cuando δ → 0,
y cuando no aumenta con q para todo p.
Usualmente no es posible determinar la magnitud exacta de (u − uN) en cada nodo
(ph, qk) para una distribucio´n arbitraria de errores, pero existen me´todos esta´ndares para
obtener una estimativa en casos especiales, los cuales son errores aislados o una suma de
filas de errores.
Las soluciones nume´ricas son invariables, pero necesitan de las estimativas indicadas,
por esto, los ana´lisis de estabilidad siempre suponen que todos los errores tienen los
mismos signos, lo que no suele ser muy practico.
La consistencia del operador Th garantiza una buena aproximacio´n de la ecuacio´n
T [u](x, t) = 0 por la ecuacio´n de diferencias Th[u](xp, tq) = 0, lo que no implica necesa-
riamente que tambie´n las soluciones de estas ecuaciones se aproximen.
Existen, por ejemplo, ecuaciones de diferencias Th[u] = 0, cuya solucio´n, para una
pequen˜a variacio´n en las condiciones iniciales o en el propio operador, sufren variaciones
“arbitrariamente grandes”(a pesar que h es suficientemente pequen˜o); tales ecuaciones
son llamadas de inestables.
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Veamos un ejemplo:
Consideremos la siguiente ecuacio´n diferencial ordinaria con condiciones iniciales:{
u′(x) + u(x) = 0
u(0) = 1
la cual tiene como solucio´n exacta a la funcio´n:
u(x) = e−x
El operador para este problema con condiciones iniciales es definido de la siguiente
manera:  T (u) =
∂u
∂x
+ u = 0
u(0) = 1
(1.14)
y su correspondiente operador de aproximacio´n:
Th[up] =
−up+1 + 4up − 3up−1
2h
+ up = 0
u0 = 1
u1 = n1
(1.15)
donde n1 = u(h).
Tenemos que Th es consistente con T .
En efecto, supongamos que u es solucio´n exacta de (1.14), expandiendo u adecuada-
mente, por el teorema de Taylor, tenemos:
up+1 =
(
u+ h
∂u
∂x
+
h2
2
∂2u
∂x2
)∣∣∣
p
+O(h3) (1.16)
up−1 =
(
u− h∂u
∂x
+
h2
2
∂2u
∂x2
)∣∣∣
p
+O(h3) (1.17)
haciendo un uso adecuado de las ecuaciones (1.16) y (1.17), tendremos:
−up+1+4up− 3up−1 = −
(
u+ h
∂u
∂x
+
h2
2
∂2u
∂x2
)∣∣∣
p
+4up− 3
(
u− h∂u
∂x
+
h2
2
∂2u
∂x2
)∣∣∣
p
+O(h3)
entonces:
−up+1 + 4up − 3up−1
2h
=
(∂u
∂x
− h∂
2u
∂x2
)∣∣∣
p
+O(h2)
sumando up a esta ultima ecuacio´n:
−up+1 + 4up − 3up−1
2h
+ up =
(
u+
∂u
∂x
)∣∣∣
p
+O(h)
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lo que es lo mismo:
Th[up]− T (up) = O(h)
de esta manera se tiene la consistencia de Th.
Ahora resolveremos (1.15) en el nodo x = ph, es decir, para up = u(ph), de (1.15)
tenemos: 
up+1 − (4 + 2h)up + 3up−1 = 0
u0 = 1
u1 = n1
(1.18)
buscando soluciones de la forma:
up = cr
p
sustituyendo en (1.18):
crp+1 − (4 + 2h)crp + 3crp−1 = 0
entonces:
r2 − (4 + 2h)r + 3 = 0
que tiene como solucio´n las ra´ıces:
r = (2 + h)±
√
1 + 4h+ h2
as´ı las solucio´n general es:
up = c1r
p
1 + c2r
p
2 (1.19)
donde r1 y r2 son ra´ıces de la ecuacio´n caracter´ısticas.
La ra´ız:
r1(h) = (2 + h) +
√
1 + 4h+ h2
puede ser expresada como:
r1(h) = 3e
h +O(h2) (1.20)
Esto es posible, haciendo la expansio´n de Taylor para cada funcio´n f(x) =
√
x en una
vecindad del nodo x = 1 y radio 4h+ h2
f(1 + 4h+ h2) = f(1) + (4h+ h2)f ′(1) +O
(
(4h+ h2)2
)
es decir:
√
1 + 4h+ h2 = 1 + (4h+ h2)
1
2
+O(h2)
luego:
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(2 + h) +
√
1 + 4h+ h2 = 3 + 3h+O(h2) (1.21)
y de la expansio´n:
eh = 1 + h+
h2
2
+ ..
De (1.21) tenemos:
r1(h) = (2 + h) +
√
1 + 4h+ h2 = 3eh +O(h2) . (1.22)
Razonando de manera ana´loga para obtener una expresio´n semejante para r2(h),
tendremos:
(2 + h)−√1 + 4h+ h2 = −1− 1
2
(4h+ h2) + (2 + h) +O(h2)
= 1− h+O(h2)
As´ı:
r2(h) = e
−h +O(h2) (1.23)
de las condiciones iniciales:
u0 = 1
u1 = n1
de (1.19):
1 = c1r
0
1 + c2r
0
2
n1 = c1r1 + c2r2
resolviendo obtenemos:
c1 =
r2 − n1
r2 − r1
c2 =
r1 − n1
r1 − r2
sustituyendo el valor de estas constantes en la ecuacio´n (1.19):
up =
r2 − n1
r2 − r1
(
3eh +O(h2)
)p
+
r1 − n1
r1 − r2
(
e−h +O(h2)
)p
y por lo tanto:
up =
r2 − n1
r2 − r1 3
peph +
r1 − n1
r1 − r2 e
−ph +O(h2)
como xp = ph, tenemos:
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up =
(r2 − n1
r2 − r1
)
3
xp
h exp +
(r1 − n1
r1 − r2
)
e−xp +O(h2) (1.24)
para n1 = r2, la ecuacio´n (1.24) se aproxima de la solucio´n exacta de la ecuacio´n (1.14)
en el nodo xp con un error del orden h
2.
Pero, si n1 difiere “ligeramente”del valor de r2, lo que puede ocurrir por efectos del
redondeo, entonces obtendremos soluciones (ecuacio´n (1.24) ) que para h “suficientemente
pequen˜o”divergen arbitrariamente de e−xp ; por esto el procedimiento (1.18) es dicho de
inestable.
Note que la inestabilidad es debido al primer te´rmino del lado derecho de (1.24):
3
xp
h
Pues cuando h→ 0 , 3xph crece, haciendo que la diferencia:
u− up
no quede acotada.
Por lo tanto la existencia de un me´todo nume´rico, a pesar de ser convergente para la
solucio´n de una EDP, no implica necesariamente que la solucio´n o su buena aproximacio´n
nume´rica pueda ser calculada por este me´todo.
Esta contradiccio´n aparentemente puede ser explicada con el ejemplo tratado ante-
riormente; el procedimiento (1.18) converge cuando h → 0 y n1 = r2 para la solucio´n
u(x) = e−x de la ecuacio´n diferencial (1.14), pero el no puede ser usado en la practica
para determinar buenas aproximaciones de u(x), pues, como hemos mostrado arriba, para
h pequen˜o estas aproximaciones son distorsionadas por errores de redondeo inevitables.
Es decir, un me´todo de discretizacio´n solo tiene utilidad practica cuando la influencia
de los errores queda limitada para cualquier valor de los para´metros de la discretizacio´n
(los pasos h y k); as´ı, llamamos este procedimiento de estable.
Conclusion, la estabilidad es la propiedad que nos permite la aplicacio´n practica de
un me´todo o esquema de aproximacio´n.
Tenemos dos maneras cla´sicas de estudiar el crecimiento de los errores en las opera-
ciones necesarias para resolver las ecuaciones en diferencias finitas. En una expresamos
la ecuaciones en la forma matricial y estudiamos los autovalores asociados a la matriz,
en la otra usamos series de Fourier.
El me´todo de Fourier es mas simple, pues evita todo conocimiento sobre al algebra de
matrices, pero es menos riguroso por que se descuida de la influencia de las condiciones
de frontera. Este me´todo solo se aplica exitosamente para problemas de valores iniciales
con datos iniciales perio´dicos, y si los coeficientes de las ecuaciones en diferencias son
constante, ver [6], algunos ejemplos tambie´n pueden ser vistos en [9].
Definicio´n 1.5 Las ecuaciones en diferencias finitas son llamadas de incondicional-
mente estable si ellas son estables para cualquier para´metro de discretizacio´n en sus
respectivas variables.
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Definicio´n 1.6 El error total es la cantidad por la cual la solucio´n nume´rica de la
ecuacio´n en diferencias finitas difiere de la solucio´n de la EDP, es decir:
eT = (U − uN) = (U − u) + (u− uN)
eT = error de discretizacio´n + error de estabilidad
donde U es la solucio´n exacta de la EDP.
Estudios nume´ricos parecen indicar que el error de la discretizacio´n es mas dominante
en un proceso estable y convergente.
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Cap´ıtulo 2
Ana´lisis de los esquemas
Ahora haremos un ana´lisis para dos esquemas que emplearemos en la bu´squeda de la
solucio´n aproximada para nuestra EDP.
Trabajaremos inicialmente en el caso de n = 1, as´ı el problema puede ser expresado
de la siguiente manera:
∂u
∂t
= i
∂2u
∂x2
, en (0, 1)× (0,∞)
u(1, t) = 0 , para todo t ∈ (0,∞)
∂u
∂x
(0, t) = −α∂u
∂t
, para todo t ∈ (0,∞) , α > 0
u(x, 0) = f(x) , para todo x ∈ (0, 1)
(2.1)
Para disen˜ar nuestra malla, haremos lo siguiente, subdividimos el intervalo [0,1] en la
variable x en n partes iguales, as´ı obtendremos n+1 nodos uniformemente equidistantes,
luego el taman˜o del paso en esta variable sera´ h =
1
n
, de esta manera los nodos generados
conformara´n el conjunto:
{xp = ph ; p = 0, 1, . . . , n}
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De manera ana´loga haremos lo mismo con la variable t, fijamos un t = tf y dividimos
el intervalo [0, tf ] en m partes iguales para generar los respectivos nodos en esta variable,
as´ı obtenemos m + 1 nodos y el valor del taman˜o de paso k =
tf
m
. Los nodos generados
sera´n de la forma:
{tq = qk ; q = 0, 1, . . . ,m}
As´ı, el problema aproximado en diferencias finitas sera´ estudiado en el dominio dis-
creto:
D˜ = {(ph, qk) ; p = 0, 1, . . . , n ; q = 0, 1, . . . ,m}
El siguiente teorema sera´ u´til al estudiar la estabilidad del problema aproximado.
Teorema 2.1 Supongamos que el esquema en diferencias finitas para una EDP pueda
ser escrito de la forma siguiente:
uq+1 = Quq , para todo q ≥ 0 (2.2)
entonces este esquema es estable si solo si los autovalores de la matriz Q en mo´dulo son
menores o iguales a 1.
Demostracio´n:
De (2.2) tenemos que:
u1 = Qu0
u2 = Qu1 = Q(Qu0) = Q
2u0
u3 = Q
3u3
...
uq−1 = Qq−1u0
as´ı:
uq = Q
qu0 , para todo q ≥ 0 (2.3)
donde u0 es un vector de valor inicial:
u0 = (u1,0, u2,0, . . . , un,0)
Ahora denotemos la solucio´n nume´rica como:
uN = u
∗
Y suponga introducidos errores en cada nodo a lo largo de t = 0, e iniciamos el ca´lculo
con el vector inicial u∗0 en lugar de u0, entonces:
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u∗1 = Qu
∗
0
luego:
u∗2 = Qu
∗
1 = Q
2u∗0
u∗3 = Q
3u∗0
...
u∗q−1 = Q
q−1u∗0
luego:
u∗q = Q
qu∗0 , para todo q ≥ 1 (2.4)
De la definicio´n (1.13), el vector error:
e = u− u∗
As´ı en la q-e´sima l´ınea tendremos:
eq = uq − u∗q
sustituyendo las ecuaciones (2.3) y (2.4) en esta u´ltima ecuacio´n, se tiene:
eq = Q
qu0 −Qqu∗0
= Qq(u0 − u∗0)
= Qqe0
luego:
eq = Q
qe0 , para todo q ≥ 0 (2.5)
donde e0 es el error inicial.
Lo que muestra que la fo´rmula de propagacio´n de los errores es la misma para el
ca´lculo de u.
Esto tambie´n demuestra que cuando las ecuaciones en diferencias finitas son lineales,
solo precisamos considerar la propagacio´n de una l´ınea de errores, por que el efecto
completo de varias l´ıneas puede ser expresado por la suma de los efectos producidos por
cada l´ınea considerada separadamente.
De la definicio´n de estabilidad, el esquema en diferencias finitas es estable, cuando eq
queda acotado, independientemente de q, es decir:
| eq |≤ c , para todo q ≥ 0
Esto puede ser estudiado expresando el vector error en te´rminos de los autovalores de
la matriz Q.
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Entonces, sea:
{λs ; s = 1, 2, . . . , n}
el conjunto de autovalores de Q.
Supongamos que todos sean diferentes y denotemos por vs a los vectores asociados,
es decir:
Qvs = λsvs , para todo s = 1, 2, · · · , n
entonces el conjunto:
{v1, v2, . . . , vn}
es un conjunto linealmente independiente.
Luego el vector e0 puede ser escrito como:
e0 =
n∑
s=1
csvs
donde cs son escalares.
Escribiendo expl´ıcitamente:
e1,0
e2,0
...
en,0
 = c1

v1,1
v2,1
...
vn,1
+ c2

v1,2
v2,2
...
vn,2
+ . . .+ cn

v1,n
v2,n
...
vn,n

Los errores a lo largo de la primera l´ınea (q = 1) son:
e1 = Qe0 = Q
n∑
s=1
csvs =
n∑
s=1
csQvs =
n∑
s=1
(csλs)vs
ana´logamente, en la q-e´sima l´ınea tenemos:
eq = Q
qe0 =
n∑
s=1
csQ
qvs =
n∑
s=1
(csλ
q
s)vs
por lo tanto:
eq =
n∑
s=1
csλ
q
svs , para todo q ≥ 1
empleando las propiedades de norma:
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| eq | =
∣∣∣ n∑
s=1
csλ
q
svs
∣∣∣
≤
n∑
s=1
| csλqsvs |
=
n∑
s=1
| cs || λqs || vs |
considerando las cotas:
C = ma´x
1≤s≤n
{| cs |}
| λ | = ma´x
1≤s≤n
{| λs |}
w = ma´x
1≤s≤n
{| vs |}
obtendremos:
| eq | ≤
n∑
s=1
Cw | λs |q , para todo q ≥ 1
≤ Cw | λ |q
n∑
s=1
, para todo q ≥ 1
≤ nCw | λ |q , para todo q ≥ 1
Esto demuestra que el error no crece exponencialmente con q cuando:
| λs |≤ 1 , para todo s = 1, 2, · · · , n ¥ (2.6)
Observacio´n 2.1 La demostracio´n de la rec´ıproca del Teorema 2.1 es fa´cilmente obteni-
da suponiendo, por el absurdo, la existencia de un autovalor con mo´dulo estrictamente
mayor que 1.
El siguiente resultado permite garantizar la convergencia de los esquemas en diferen-
cias finitas.
Teorema 2.2 (Equivalencia de Lax) En el me´todo de las ecuaciones en diferencias
finitas, estabilidad y consistencia implican convergencia.
Demostracio´n:
Escribiendo el me´todo de diferencias finitas Th[u] = 0 en su forma matricial, ten-
dremos:
uq+1 = Quq , para todo q ≥ 0
donde Q es una matriz cuadrada con coeficientes reales o complejos.
Por la ecuacio´n (2.3), tenemos:
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uq = Q
qu0 , para todo q ≥ 0
donde u0 es el vector de valor inicial.
Sea U la solucio´n exacta de la EDP, por la definicio´n de la consistencia del me´todo,
tenemos que:
Th[U ] = τ [U ] ≡ O(hθ) +O(kω)
Escribiendo Th en su forma matricial:
kTh[U ] ≡ Uq −QUq−1
se tiene que:
Uq −QUq−1 = kτ [U ] ≡ O(khθ) +O(kω+1)
Uq = QUq−1 +O(khθ) +O(kω+1) (2.7)
Por la definicio´n (1.3) el vector error (de discretizacio´n) es dado por:
e = u− U
o en cada l´ınea de error:
eq = uq − Uq , para todo q ≥ 0
y el error inicial:
e0 = u0 − U0 = 0
de (2.7):
U1 = QU0 +O(kh
θ) +O(kω+1)
U2 = QU1 +O(kh
θ) +O(kω+1) = Q2U0 + (Q+ I)
(
O(khθ) +O(kω+1)
)
U3 = Q
3U0 + (Q
2 +Q+ I)
(
O(khθ) +O(kω+1)
)
...
Uq = Q
qU0 +
(
q−1∑
m=0
Qm
)(
O(khθ) +O(kω+1)
)
luego:
e1 = u1 − U1 = Qu0 −QU0 −
(
O(khθ) +O(kω+1)
)
e1 = Q(u0 − U0)−
(
O(khθ) +O(kω+1)
)
e1 = O(kh
θ) +O(kω+1)
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tambie´n:
e2 = u2 − U2 = Q2u0 −Q2U0 +
(
O(khθ) +O(kω+1)
)
(Q+ I)
e2 =
(
O(khθ) +O(kω+1)
)
(Q+ I)
as´ı:
e1 = O(kh
θ) +O(kω+1)
e2 =
(
O(khθ) +O(kω+1)
)
(Q+ I)
...
eq =
(
O(khθ) +O(kω+1)
) q−1∑
m=0
Qm , para todo q ≥ 0
entonces:
‖ eq ‖≤
∣∣O(khθ) +O(kω+1)∣∣ q−1∑
m=0
‖ Qm ‖ , para todo q ≥ 0
de la definicio´n de norma de una matriz, tenemos:
‖ Qm ‖= ma´x
v 6=0
‖ Qmv ‖
‖ v ‖ , para todo m ≥ 1
luego:
‖ eq ‖ ≤
∣∣O(khθ) +O(kω+1)∣∣ q−1∑
m=0
ma´x
v 6=0
{‖ Qmv ‖
‖ v ‖
}
≤ ∣∣O(khθ) +O(kω+1)∣∣ q−1∑
m=0
ma´x
v 6=0
{ | λm |‖ v ‖
‖ v ‖ , es autovalor de Q
}
≤ ∣∣O(khθ) +O(kω+1)∣∣ q−1∑
m=0
ma´x
v 6=0
{ | λm |‖ v ‖
‖ v ‖ , es autovalor de Q
}
≤ ∣∣O(khθ) +O(kω+1)∣∣ q−1∑
m=0
ma´x{| λm | , λ es autovalor de Q}
≤ ∣∣O(khθ) +O(kω+1)∣∣ q−1∑
m=0
| λm0 |
donde:
| λ0 |= ma´x{| λ | ; λ es un autovalor de Q}
De la condicio´n de estabilidad y por la observacio´n 2.1, se sigue que:
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| λ0 |≤ 1
Por lo tanto:
‖ eq ‖ ≤
∣∣O(khθ) +O(kω+1)∣∣q
=
∣∣O(khθ) +O(kω+1)∣∣T
k
=
∣∣O(hθ) +O(kω)∣∣
Como:
τ [U ] = O(hθ) +O(kω)→ 0 , cuando h, k → 0
Haciendo h→ 0 siempre que k → 0, se tiene:
‖ eq ‖→ cuando k → 0
se tiene:
‖ eq ‖→ 0 ¥
Demostramos el anterior teorema solamente para el caso en que el problema aproxi-
mado puede ser escrito en la forma matricial:
uq+1 = Quq , para todo q ≥ 0
Pero, el teorema au´n puede ser aplicado en problemas mas generales, cuyas formas
matriciales son:
Auq+1 = Buq + Cuq−1 , para todo q ≥ 1
donde A, B y C son matrices cuadradas, ver [8] , [10].
Este teorema sera´ aplicado en la verificacio´n de la convergencia de los esquemas
utilizados a seguir.
Implementaremos dos esquemas cla´sicos para resolver nuestro problema (2.1), con
ligeras variaciones debidas a la influencia de las condiciones de frontera de nuestro pro-
blema, como se podra´ verificar mas adelante.
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2.1. Esquema impl´ıcito
El operador de aproximacio´n Th en diferencias finitas impl´ıcitas para (2.1) es:
Th[up,q] =
∂u
∂t
∣∣∣
p,q+1
− i∂
2u
∂x2
∣∣∣
p,q+1
=
(
∂u
∂t
− i∂
2u
∂x2
) ∣∣∣
p,q+1
(2.8)
as´ı:
Th[up,q] =
up,q+1 − up,q
k
− i
h2
(up−1,q+1 − 2up,q+1 + up+1,q+1)
Y por lo tanto, la ecuacio´n (2.1) es aproximada por la ecuacio´n en diferencias:
up,q+1 − up,q
k
=
i
h2
(up−1,q+1 − 2up,q+1 + up+1,q+1) (2.9)
Analicemos ahora cua´les son las condiciones para que este sea un esquema estable.
2.1.1. Estabilidad
La ecuacio´n (2.9) puede ser expresada como:
−rup−1,q+1 + (1 + 2r)up,q+1 − rup+1,q+1 = up,q (2.10)
donde:
r = i
k
h2
de las condiciones de frontera de (2.1), en x = 0, tenemos:
∂u
∂x
(0, t) = −α∂u
∂t
(0, t) (2.11)
aproximando estas derivadas con sus respectivas ecuaciones en diferencias:
∂u
∂x
(0, tq+1) =
u1,q+1 − u−1,q+1
2h
(2.12)
∂u
∂t
(0, tq+1) =
u0,q+1 − u0,q
k
(2.13)
En la diferencia centrada (2.12), introducimos el termino ficticio u−1,q+1 y supon-
dremos que la ecuacio´n (2.1) es va´lida en el nodo (−1, q + 1); luego este valor ficticio
sera´ eliminado algebraicamente, esto es hecho para conseguir mas de una ecuacio´n alge-
braica para nuestro sistema de ecuaciones que despue´s sera´ resuelta.
Sustituyendo las ecuaciones (2.12) y (2.13) en (2.11):
u1,q+1 − u−1,q+1
2h
= −α
k
(u0,q+1 − u0,q)
as´ı:
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u1,q+1 − u−1,q+1 = −2αh
k
u0,q+1 + 2
αh
k
u0,q
entonces:
u−1,q+1 = −2αh
k
u0,q + 2
αh
k
u0,q+1 + u1,q+1 (2.14)
ahora, para p = 0 en (2.10), obtenemos:
−ru−1,q+1 + (1 + 2r)u0,q+1 − ru1,q+1 = u0,q (2.15)
sustituyendo (2.14) en (2.15):
−r
(
−2αh
k
u0,q + 2
αh
k
u0,q+1 + u1,q+1
)
+ (1 + 2r)u0,q+1 − ru1,q+1 = u0,q
de esto: (
1 + 2r − 2αhr
k
)
u0,q+1 − 2ru1,q+1 =
(
1− 2αhr
k
)
u0,q
entonces: (
1 + 2r − 2αhr
k
1− 2αhr
k
)
u0,q+1 −
(
2r
1− 2αhr
k
)
u1,q+1 = u0,q
as´ı, para p = 0 tendremos:
au0,q+1 + bu1,q+1 = u0,q , p = 0 (2.16)
donde:
a =
(
1 + 2r − 2αhr
k
1− 2αhr
k
)
b = −
(
2r
1− 2αhr
k
)
luego
a+ b = 1 ; a, b ∈ IC
cuando p = n− 1, en la ecuacio´n (2.10):
−run−2,q+1 + (1 + 2r)un−1,q+1 − run,q+1 = un−1,q , para todo q ≥ 0 (2.17)
de la condicio´n de frontera:
u(x, t) = 0 , cuando x = 1
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Como xp = 1 cuando p = n, entonces:
un,q = 0 , para todo q ≥ 0 (2.18)
luego, sustituyendo (2.18) en (2.17):
−run−2,q+1 + (1 + 2r)un−1,q+1 = un−1,q , para todo q ≥ 0 (2.19)
as´ı, de (2.16), (2.10) y (2.19), tenemos que para todo q ≥ 0:
au0,q+1 + bu1,q+1 = u0,q
−rup−1,q+1 + (1 + 2r)up,q+1 − rup+1,q+1 = up,q ; p = 1, 2, .., n− 2
−run−2,q+1 + (1 + 2r)un−1,q+1 = un−1,q
este sistema de ecuaciones escrito en la forma matricial:

a b
−r (1 + 2r) −r
. . . . . . . . .
−r (1 + 2r) −r
−r (1 + 2r)


u0,q+1
u1,q+1
...
un−2,q+1
un−1,q+1

=

u0,q
u1,q
...
un−2,q
un−1,q

Por lo tanto:
Auq+1 = uq , para todo q ≥ 0 (2.20)
donde, A es una matriz tridiagonal de orden n, y:
uq =

u0,q
u1,q
...
un−2,q
un−1,q

Luego:
uq+1 = Quq , para todo q ≥ 0
donde:
Q = A−1 , si A es inversible
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Entonces, de acuerdo con el teorema 2.1, sera´ suficiente que los autovalores de A en
mo´dulo sean mayores o iguales a 1, para poder garantizar la estabilidad del esquema.
A pesar de utilizar teoremas cla´sicos (vea el ape´ndice A) para disponer de los mo´du-
los de los autovalores de la matriz A, no conseguimos probar anal´ıticamente que estos
mo´dulos fuesen mayores o iguales a uno.
Abajo, presentamos una estimativa nume´rica, la cual nos permite verificar, para al-
gunos valores de r = i
k
h2
que el mo´dulo de los autovalores no son menores que uno.
Para obtener los autovalores de la matriz A, utilizamos el software Octave, que usa
la funcio´n eig() para calcular los autovalores de una matriz cuadrada, esta herramienta
esta´ incluida en la biblioteca de funciones, la cua´l esta´ basada en el conjunto de rutinas
de Lapack1. La Tabla (2.1) se ha obtenido haciendo variar los valores de h =
1
10
,
1
20
,
1
30
y de k =
1
100
,
1
200
, . . . ,
1
1000
.
As´ı, para cada valor de h y k mostramos los respectivos valores de | r |, | λmin | y
| λmax |, donde:
| λmin |= mı´n{| λs | , λs autovalor de A}
| λmax |= ma´x{| λs | , λs autovalor de A}
Como se puede observar en la tabla 2.1 los autovalores son mayores que 1 con un error
del orden de 2 en | λmin |. Atribuimos este resultado al elevado orden de las matrices
respectivas y al riesgo del desbordamiento de los errores en las respectivas rutinas de
aproximacio´n, por ejemplo h =
1
30
implica una matriz de orden 30.
Tabla 2.1: Autovalores de A
h = 110 h =
1
20 h =
1
30
k | r | | λmin | | λmax | | r | | λmin | | λmax | | r | | λmin | | λmax |
0.1000 10.00 1.039685 41.678665 40.00 1.034623 158.983247 90.00 1.033033 358.992464
0.0500 5.00 1.009927 25.733723 20.00 1.008727 83.339333 45.00 1.008341 179.498053
0.0333 3.33 1.004380 20.441142 13.33 1.003874 62.059339 30.00 1.003709 125.003999
0.0250 2.50 1.002448 17.805881 10.00 1.002174 51.438293 22.50 1.002084 101.057579
0.0200 2.00 1.001558 16.230835 8.00 1.001388 45.077760 18.00 1.001332 86.705767
0.0167 1.67 1.001077 15.184479 6.67 1.000962 40.845576 15.00 1.000924 77.149338
0.0143 1.43 1.000788 14.439431 5.71 1.000706 37.828346 12.86 1.000678 70.331785
0.0125 1.25 1.000602 13.882218 5.00 1.000539 35.569615 11.25 1.000519 65.225058
0.0111 1.11 1.000474 13.449925 4.44 1.000426 33.815959 10.00 1.000410 61.258163
0.0100 1.00 1.000383 13.104876 4.00 1.000344 32.415428 9.00 1.000331 58.088608
La bu´squeda tambie´n se realizo´ para otros valores de h y de k mas pequen˜os, verifi-
ca´ndose la mencionada propiedad sin inconvenientes.
1Lapack integra las librer´ıas Linpack y Eispack, las cuales permiten resolver problemas de sistemas
de ecuaciones lineales y de autovalores respectivamente.
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Visto que no obtuvimos ninguna inestabilidad nume´rica en la practica, podemos con-
siderar el esquema de estable.
En la figura 2.1, se muestra la localizacio´n de los autovalores con respecto al c´ırculo
unitario, en este caso se ha considerado 31 nodos en la variable x y 3151 nodos en la
variable t, lo que es equivalente a n = 31, h =
1
30
, k =
1
3150
y | r |= 1.43
Una particularidad percibida en este esquema, es que al hacer las estimativas nume´ri-
cas para obtener los autovalores, estos siempre se encuentran sobre una recta tangente
al c´ırculo unitario, ver la figura 2.1, esto siempre se obtuvo para otros valores de r, h y k
considerados.
A pesar de no haber podido establecer el conjunto de valores de r para el cual el
mo´dulo de los autovalores de A son mayores o iguales a uno, verificamos que esta condicio´n
es satisfecha para algu´n r, y as´ı, utilizando el teorema 2.1, garantizar la estabilidad del
esquema.
Figura 2.1: Autovalores de A con respecto al c´ırculo unitario
−8 −6 −4 −2 0 2 4 6 8 10
−2
0
2
4
6
8
10
12
Metodo implicito
circulo unitario
Autovalores de A
Ahora veamos el estudio de la consistencia para este esquema.
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2.1.2. Consistencia
Supongamos que u sea la solucio´n exacta de la ecuacio´n diferencial en (2.1) y que ella
tenga derivadas continuas, entonces haciendo uso del teorema de Taylor en la variable t:
up,q =
(
u− k∂u
∂t
+
k2
2!
∂2u
∂t2
− ...
)∣∣∣
p,q+1
luego:
up,q − up,q+1 =
(
− k∂u
∂t
+
k2
2
∂2u
∂t2
)∣∣∣
p,q+1
+O(k3)
as´ı:
up,q+1 − up,q
k
=
∂u
∂t
∣∣∣∣
p,q+1
+O(k) (2.21)
Ahora en la variable x:
up−1,q+1 =
(
u− h∂u
∂x
+
h
2!
∂2u
∂x2
− h
3
3!
∂3u
∂x3
+
h4
4!
∂4u
∂x4
+ ...
)∣∣∣
p,q+1
up+1,q+1 =
(
u+ h
∂u
∂x
+
h
2!
∂2u
∂x2
+
h3
3!
∂3u
∂x3
+
h4
4!
∂4u
∂x4
+ ...
)∣∣∣
p,q+1
luego:
up−1,q+1 − 2up,q+1 + up+1,q+1 =
(
h2
∂2u
∂x2
+ 2
h4
4!
∂4u
∂x4
+ ...
)∣∣∣
p,q+1
as´ı:
up−1,q+1 − 2up,q+1 + up+1,q+1
h2
=
∂2u
∂x2
∣∣∣
p,q+1
+O(h2) (2.22)
de (2.21) e (2.22):
up,q+1 − up,q
k
− i
h2
(up−1,q+1 − 2up,q+1 + up+1,q+1) = ∂u
∂t
∣∣∣
p,q+1
+O(k)− i∂
2u
∂x2
∣∣∣
p,q+1
+O(h2)
luego:
Th[up,q] =
(∂u
∂t
− i∂
2u
∂x2
)∣∣∣
p,q+1
+O(k) +O(h2)
Como u es solucio´n exacta de T , tenemos:
T [up,q] =
(
∂u
∂t
− i∂
2u
∂x2
) ∣∣∣
p,q+1
= 0
en cualquier nodo (p, q + 1). As´ı:
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Th[up,q] = O(k) +O(h
2)
es decir Th tiene orden de consistencia 1. ¥
2.1.3. Convergencia
En la seccio´n 2.1.1 concluimos que el me´todo impl´ıcito (2.9) es estable para un con-
junto de valores de r y en la seccio´n 2.1.2 probamos la consistencia de este me´todo, por
lo tanto, por el teorema de Lax, el esquema es convergente. ¥
2.2. Esquema de Crank-Nicolson
El correspondiente esquema de Crank-Nicolson para la ecuacio´n de Schro¨dinger es:
Th[up,q] = i
(∂u
∂t
)∣∣∣
p,q+1
+
1
2
((∂2u
∂x2
)∣∣∣
p,q+1
+
(∂2u
∂x2
)∣∣∣
p,q
)
= 0
o tambie´n:
Th[up,q] =
(∂u
∂t
)∣∣∣
p,q+1
− i
2
((∂2u
∂x2
)∣∣∣
p,q+1
+
(∂2u
∂x2
)∣∣∣
p,q
)
= 0 (2.23)
despue´s de haber sustituido las respectivas aproximaciones en diferencias finitas, tenemos
que para todo p, q ≥ 0:
up,q+1 − up,q
k
=
i
2h2
(
(up−1,q+1 − 2up,q+1 + up+1,q+1) + (up−1,q − 2up,q + up+1,q)
)
(2.24)
si r =
ik
2h2
, entonces de (2.24) tenemos:
up,q+1 − up,q = r(up−1,q+1 − 2up,q+1 + up+1,q+1) + r(up−1,q − 2up,q + up+1,q)
luego:
−rup−1,q+1 + (1 + 2r)up,q+1 − rup+1,q+1 = rup−1,q + (1− 2r)up,q + rup+1,q (2.25)
28
2.2.1. Estabilidad
De la condicio´n de frontera, en x = 0, tenemos:
∂u
∂x
(0, t) = −α∂u
∂t
(0, t) (2.26)
Haremos uso de la diferencia regresiva para aproximar
∂u
∂t
y de la diferencia progre-
siva para
∂u
∂x
en los puntos (0, tq+1) para todo q ≥ 0.
Veamos:
∂u
∂x
(0, tq+1) =
u1,q+1 − u0,q+1
h
∂u
∂t
(0, tq+1) =
u0,q+1 − u0,q
k
Sustituyendo estas ecuaciones en la ecuacio´n (2.26), tenemos:
u1,q+1 − u0,q+1
h
= −α
k
(u0,q+1 − u0,q)
luego:
u1,q+1 +
(
αh
k
− 1
)
u0,q+1 =
αh
k
u0,q
as´ı obtenemos:
u0,q =
(
1− k
αh
)
u0,q+1 +
k
αh
u1,q+1 , p = 0 (2.27)
Ahora, para p = n− 1:
−run−2,q+1 + (1 + 2r)un−1,q+1 − run,q+1 = run−2,q + (1− 2r)un−1,q + run,q (2.28)
de la condicio´n de frontera:
u(x, t) = 0 , x = 1
tenemos:
un,q = 0 , para todo q ≥ 0 (2.29)
sustituyendo (2.29) en (2.28):
−run−2,q+1 + (1 + 2r)un−1,q+1 = run−2,q + (1− 2r)un−1,q (2.30)
luego, de las ecuaciones (2.27), (2.25) y (2.30) tendremos:
(
1− k
αh
)
u0,q+1 +
k
αh
u1,q+1 = u0,q
−rup−1,q+1 + (1 + 2r)up,q+1 − rup+1,q+1 = rup−1,q + (1− 2r)up,q + rup+1,q
−run−2,q+1 + (1 + 2r)un−1,q+1 = run−2,q + (1− 2r)un−1,q
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as´ı, este sistema de ecuaciones escrito en la forma matricial:
1− k
αh
k
αh
−r (1 + 2r) −r
. . . . . . . . .
−r (1 + 2r) −r
−r (1 + 2r)


u0,q+1
u1,q+1
...
un−2,q+1
un−1,q+1

=

1 0
r (1− 2r) r
. . . . . . . . .
r (1− 2r) r
r (1− 2r)


u0,q
u1,q
...
un−2,q
un−1,q

O sea,
Auq+1 = Buq , para todo q ≥ 0 (2.31)
As´ı:
uq+1 = Quq , para todo q ≥ 0
donde Q = A−1B, si A es inversible.
Luego, del teorema 2.1, el esquema sera´ estable si los autovalores de Q en mo´dulo son
menores o iguales que 1, es decir:
| λs |≤ 1 ; s = 1, 2, . . . n (2.32)
donde λs son los autovalores de A
−1B.
De la misma manera que en el me´todo anterior, debido a la dificultad de probar
anal´ıticamente este hecho, presentamos una estimativa nume´rica de que la estabilidad se
cumple para cualquier valor de r = i
k
2h2
.
Con un poco de trabajo y paciencia obtenemos la tabla (2.2), ella tambie´n fue obteni-
da haciendo variar h =
1
20
,
1
30
, . . . ,
1
100
y k =
1
100
,
1
200
, . . . ,
1
1000
.
As´ı, para cada valor de h y k mostramos los respectivos valores de | r |, | λmin | y
| λmax |, donde:
| λmin |= mı´n{| λs | ; λs autovalor de Q}
| λmax |= ma´x{| λs | ; λs autovalor de Q}
En esta tabla tenemos que | λmin | e | λmax | esta´n muy pro´ximos al valor 1.
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En la tabla se observa que para un rango apreciable de valores de h y k y en el caso
de | λmax |, el error es del orden 2; por lo que, para efectos pra´cticos todos ellos pueden
considerarse menor o iguales a 1.
Sin embargo no debemos de ignorar que para valores muy pequen˜os de h y k las
autovalores tienden a 1 en mo´dulo.
En la figura 2.2 se puede apreciar que los autovalores de Q se encuentran en la frontera
del c´ırculo unitario, este gra´fico fue obtenido para los siguientes valores:
n = 71, h =
1
70
, k =
1
600
, | r |= 40.83
Razonando de la misma manera al esquema anterior, la tabla 2.2 nos muestra que los
autovalores son menores o iguales que 1 con un error del orden de 2 en | λmax |.
Por lo tanto nos aventuramos a conjeturar que los autovalores de Q en mo´dulo son
menores o iguales a 1, donde Q es la matriz asociada a este esquema.
Figura 2.2: Autovalores de Q sobre el c´ırculo unitario
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Metodo de Crank−Nicolson
circulo unitario
Autovalores de Q
Observacio´n 2.2 Para efectos de la implementacio´n computacional se opto´ por reescri-
bir el sistema (2.31) de la forma siguiente:
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
1
αh
k
− 1
−r (1 + 2r) −r
. . . . . . . . .
−r (1 + 2r) −r
−r (1 + 2r)


u0,q+1
u1,q+1
...
un−2,q+1
un−1,q+1

=

αh
k
0
r (1− 2r) r
. . . . . . . . .
r (1− 2r) r
r (1− 2r)


u0,q
u1,q
...
un−2,q
un−1,q

esto fue para evitar el mal condicionamiento de las matrices originales y que estos
influyan en una aproximacio´n errada de la solucio´n nume´rica.
2.2.2. Consistencia
Sea u la solucio´n exacta de la ecuacio´n diferencial de (2.1) de nuestro problema,
entonces haciendo uso del teorema de Taylor en la variable t, tenemos:
up,q+1 = up,q+ 1
2
+
(
k
2
∂u
∂t
+
1
2!
(k
2
)2∂2u
∂t2
+
1
3!
(k
2
)3∂3u
∂t3
)∣∣∣∣∣
p,q+ 1
2
+O(k4) (2.33)
up,q = up,q+ 1
2
+
(
− k
2
∂u
∂t
+
1
2!
(k
2
)2∂2u
∂t2
− 1
3!
(k
2
)3∂3u
∂t3
)∣∣∣∣∣
p,q+ 1
2
+O(k4)
restando esta ecuacio´n de (2.33) tenemos:
up,q+1 − up,q =
(
k
∂u
∂t
+
k3
24
∂3u
∂t3
)∣∣∣
p,q+ 1
2
+O(k4)
as´ı:
up,q+1 − up,q
k
=
(∂u
∂t
+
k2
24
∂3u
∂t3
)∣∣∣
p,q+ 1
2
+O(k4) (2.34)
Del teorema de Taylor en dos variables, ver ape´ndice A, expresamos up+1,q+1 en una
vecindad de (xp, tq+ 1
2
):
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up+1,q+1 =
(
u+
(
h
∂u
∂x
+
k
2
∂u
∂t
)
+
(h2
2
∂2u
∂x2
+
hk
2
∂2u
∂x∂t
+
k2
8
∂2u
∂t2
)
+
(h3
6
∂3u
∂x3
+
h2k
4
∂3u
∂x2∂t
+
hk2
8
∂3u
∂x∂t2
+
k3
48
∂3u
∂t3
)
+
(h4
24
∂4u
∂x4
+
h3k
12
∂4u
∂x3∂t
+
h2k2
16
∂4u
∂x2∂t2
+
hk3
48
∂4u
∂x∂t3
+
k4
2424
∂4u
∂t4
)
+ . . .
)∣∣∣∣∣
p,q+ 1
2
(2.35)
Ana´logamente para up−1,q+1 en una vecindad de (xp, tq+ 1
2
):
up−1,q+1 =
(
u+
(
− h∂u
∂x
+
k
2
∂u
∂t
)
+
(h2
2
∂2u
∂x2
− hk
2
∂2u
∂x∂t
+
k2
8
∂2u
∂t2
+
(
− h
3
6
∂3u
∂x3
+
h2k
4
∂3u
∂x2∂t
− hk
2
8
∂3u
∂x∂t2
+
k3
48
∂3u
∂t3
)
+
(h4
24
∂4u
∂x4
− h
3k
12
∂4u
∂x3∂t
+
h2k2
16
∂4u
∂x2∂t2
−hk
3
48
∂4u
∂x∂t3
+
k4
2424
∂4u
∂t4
)
+ . . .
)∣∣∣∣∣
p,q+ 1
2
(2.36)
De las ecuaciones (2.33), (2.35) y (2.36), obtenemos:
up−1,q+1 − 2up,q+1 + up+1,q+1 =
(
h2
∂2u
∂x2
+
h2k
2
∂3u
∂x2∂t
+
(h4
12
∂4u
∂x4
+
h2k2
8
∂4u
∂x2∂t2
+
k4
2324
∂4u
∂t4
)
+ . . .
)∣∣∣∣∣
p,q+ 1
2
=
(
h2
∂2u
∂x2
+
h2k
2
∂3u
∂x2∂t
+
h4
12
∂4u
∂x4
+
h2k2
8
∂4u
∂x2∂t2
+
h2k3
48
∂5u
∂x2∂t3
+
h4k
24
∂5u
∂x4∂t
+ . . .
)∣∣∣∣∣
p,q+ 1
2
luego:
up−1,q+1 − 2up,q+1 + up+1,q+1
h2
=
∂2u
∂x2
+
k
2
∂3u
∂x2∂t
+
h2
12
∂4u
∂x4
+
k2
8
∂2u
∂x2∂t2
+ . . .
∣∣∣∣
p,q+ 1
2
entonces:
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up−1,q+1 − 2up,q+1 + up+1,q+1
h2
=
(
∂2u
∂x2
+
k
2
∂3u
∂x2∂t
)∣∣∣∣
p,q+ 1
2
+O(h2) +O(k2) (2.37)
As´ı, de forma ana´loga, tenemos:
up−1,q − 2up,q + up+1,q
h2
=
(
∂2u
∂x2
− k
2
∂3u
∂x2∂t
)∣∣∣∣
p,q+ 1
2
+O(h2) +O(k2) (2.38)
Por lo tanto sustituyendo las ecuaciones (2.34), (2.37) y (2.38) en la ecuacio´n (2.24),
se tiene que:
up,q+1 − up,q
k
− i
2
(up−1,q+1 − 2up,q+1 + up+1,q+1
h2
+
up−1,q − 2up,q + up+1,q
h2
)
=
∂u
∂t
+
k2
24
∂3u
∂t3
+O(k4)− i
2
(
2
∂2u
∂x2
+O(h2) +O(k2)
)
=
(∂u
∂t
− i∂
2u
∂x2
)∣∣∣
p,q+ 1
2
+O(h2) +O(k2)
como u es solucio´n exacta de T [u] = 0, tenemos:(∂u
∂t
− i∂
2u
∂x2
)∣∣∣
p,q+ 1
2
= 0
para cualquier nodo (p, q + 1
2
), luego:
Th[up,q] =
up,q+1 − up,q
k
− i
2
(up−1,q+1 − 2up,q+1 + up+1,q+1
h2
+
up−1,q − 2up,q + up+1,q
h2
)
= O(h2) +O(k2)
es decir:
Th[u] = O(h
2) +O(k2)
Lo que quiere decir, que el me´todo de Crank-Nicolson para las ecuaciones en diferen-
cias finitas es consistente, y de orden 2. ¥
2.2.3. Convergencia
La convergencia para el esquema de Crank-Nicolson viene del teorema de Lax:
Como en la seccio´n 2.2.1 probamos que este me´todo es incondicionalmente estable
para cualquier valor de | r |, y en la seccio´n 2.2.2 probamos la consistencia, se sigue del
Teorema de Lax que el me´todo de Crank-Nicolson es convergente para cualquier valor
de r. ¥
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Cap´ıtulo 3
Resultados Nume´ricos
En el cap´ıtulo anterior mostramos que las soluciones nume´ricas obtenidas por los
me´todos impl´ıcito y de Crank-Nicolson convergen para la solucio´n del problema (2.1).
Ahora, aplicando estos me´todos, podremos constatar gra´ficamente el resultado de es-
tabilizacio´n para la ecuacio´n de Schro¨dinger obtenido en [3] y [4], presentando algunos
ejemplos particulares.
El resultado de estabilizacio´n descrito en [3] y [4] nos dice que si u = u(x, t) es la u´nica
solucio´n del problema (2.1), con dato inicial u(x, 0) = f(x) perteneciente al espacio:
V = {v ∈ H1([0, 1]) ; v(1) = 0}
entonces existen constantes c > 0 y w > 0 tales que:
E(t) =
∫ 1
0
| ux(x, t) |2 dx ≤ ce−wt , para todo t > 0
donde E(t) es la funcio´n energ´ıa de la solucio´n del problema (2.1).
Para verificar gra´ficamente este resultado, consideremos inicialmente el dato inicial:
f(x) = 1− x2 , x ∈ [0, 1]
Los resultados nume´ricos son obtenidos con valores complejos, pero debido a la im-
posibilidad de trazar los gra´ficos con estos datos, tomamos la norma euclidiana de u(x, t):
| u |=
√
(Real(u))2 + (Imag(u))2
para presentar nuestra solucio´n en un gra´fico en el cual podemos visualizar su compor-
tamiento asinto´tico.
En la figura (3.1) tenemos el gra´fico de la solucio´n nume´rica obtenida con el me´todo
de Crank-Nicolson, para el cua´l fueron necesarios 70 iteraciones para alcanzar el valor de
t = 10, con los siguientes valores:
n = 21 , m = 71 , h = 0.1 , k =
1
70
, | r |= 28.57
Estos valores implican usar un mallado conformado por 1491 nodos, as´ı para cada
valor del tiempo tq se tiene que resolver un sistema de ecuaciones de orden 20.
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Figura 3.1: Solucio´n aproximada (me´todo de Crank Nicolson)
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Figura 3.2: Gra´fico de la funcio´n energ´ıa E(t)
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En los sucesivos ejemplos a considerar, tomaremos una discretizacio´n relativamente
pequen˜a en la variable x, para no exigir demasiado al ordenador.
En la figura (3.2) tenemos la respectiva funcio´n energ´ıa E(t) para t ∈ [0, 10], ella
es acotada por la funcio´n f1(t) = 1.3 e
−0.65t (la cua´l fue obtenida por inspeccio´n). La
existencia de una funcio´n mayorante para E(t) esta´ asegurada por los resultados de [3]
y [4] .
Ahora, usamos el me´todo impl´ıcito para obtener la solucio´n nume´rica u(x, t) para el
mismo valor de | r |, vea la figura (3.3); esto es para efectuar comparaciones con respecto
a las aproximaciones.
En este caso tendremos que considerar los mismos valores de:
n = 21 , m = 71 , h = 0.05 , k =
1
70
, | r |= 28.57
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Figura 3.3: Solucio´n aproximada (me´todo implicito)
La correspondiente funcio´n que acota a E(t) para este caso es f2(t) = 1.15 e
−0.6t con
t ∈ [0, 10], ver el gra´fico de la figura (3.2).
En la figura (3.5) presentamos los gra´ficos de la funcio´n E(t) obtenida por el me´todo
de Crank-Nicolson y por el me´todo Impl´ıcito, adema´s las respectivas funciones que las
mayoran (guiarse por los patrones de pintado o comparar el comportamiento en las figuras
(3.2) y (3.4)), para cada esquema respectivamente.
Si observamos el gra´fico de las funciones E(t) para ambos me´todos, aparentemente
por el comportamiento de ellas no podr´ıamos obtener alguna informacio´n, a excepcio´n,
de que ambas van decayendo a cero cuando la variable temporal t va creciendo. Pero,
si observamos los gra´ficos de f1(t) y f2(t), vemos adema´s del hecho de que ambos este´n
mayorando la funcio´n energ´ıa E(t) de los respectivos esquemas, la funcio´n f1(t) decae a
38
0 1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
Decaimiento de la funcion energia (de la solucion numerica)
variable t
E(
t)
Funcion energia
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Figura 3.4: Gra´fico de la funcio´n energ´ıa E(t)
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Figura 3.5: Comportamiento asintotico de las funciones energia para cada me´todo
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cero mas ra´pidamente que la funcio´n f2(t), esto nos sugiere una idea de como “medir”la
eficiencia de la rapidez de los esquemas usados.
Estos resultados vienen a confirmar el orden del error de discretizacio´n obtenidas en
la seccio´n (2.1.2) donde vimos que el me´todo impl´ıcito tiene orden O(k) y el me´todo de
Crank-Nicolson tiene orden O(k2) en la seccio´n (2.2.2).
Ahora veamos otro ejemplo, usemos el esquema de Crank-Nicolson para la misma
funcio´n f(x) = 1− x2 como dato inicial, con los siguientes valores:
n = 21 , m = 101 , h = 0.05 , k =
1
100
, | r |= 20
Este ligero cambio en el valor de m nos lleva a reestructurar el mallado, el cual se
traduce en 2121 nodos; pero manteniendo el orden de la matriz asociada a ella.
Necesitamos hacer 100 iteraciones para alcanzar el valor de t = 10 y obtener la
solucio´n aproximada para nuestro problema, ver el gra´fico (3.6).
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Figura 3.6: Solucio´n aproximada (me´todo de Crank Nicolson)
En la figura (3.7) se observa el gra´fico de la respectiva funcio´n energ´ıa E(t), as´ı como
de f1(t) = 1.2 e
−0.5t.
Usemos ahora el esquema impl´ıcito para este mismo valor de | r |, para esto tomamos
el respectivo valor de k para obtener la solucio´n nume´rica en la figura (3.8).
Si quisie´semos medir o comparar con el mismo valor de r para ambos me´todos, ten-
dr´ıamos que emplear el doble de iteraciones en el me´todo impl´ıcito, lo que implicar´ıa un
mayor costo computacional.
El gra´fico de la funcio´n energ´ıa E(t) y de la funcio´n que la mayora f2(t) = 1.3 e
−0.7t
pueden observarse en la figura (3.9).
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Figura 3.7: Gra´fico de la funcio´n energ´ıa
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Figura 3.8: Solucio´n aproximada (me´todo impl´ıcito)
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Figura 3.9: Gra´fico de la funcio´n energ´ıa
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Figura 3.10: Funciones energ´ıa para ambos me´todos.
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En la figura (3.10) podemos ver la comparacio´n gra´fica de las funciones E(t) para
ambos esquemas y sus respectivas funciones mayorantes (para | r |= 20).
Ana´logamente al razonamiento anterior (| r |= 28.57), observamos primero que E(t)
esta´ decayendo a cero cuando t crece (vea la figura (3.5)). Segundo, las funciones mayo-
rantes para E(t) en los esquemas de Crank-Nicolson e impl´ıcito respectivamente, ellas
tienden a cero con velocidades diferentes, vea las gra´ficas de la figura (3.5) y (3.10). As´ı,
esto nos dice que el esquema de Crank-Nicolson es mas ra´pido que el esquema impl´ıcito,
esto dentro de la idea que comentamos en el ejemplo anterior.
En la siguiente tabla tenemos los valores que se han obtenido para E(t) en x = 0.5
cuando t var´ıa, para varios valores de | r | con el me´todo de Crank-Nicolson y el me´todo
impl´ıcito.
A pesar de saber (teo´ricamente) de que nuestra solucio´n y la funcio´n energ´ıa tienden
a cero cuando t crece, la tabla (3.1) nos muestra un comportamiento semejante en los
valores de E(t) para los diversos valores de | r |.
Las segunda y tercera columna corresponden a | r |= 28.57 y las dos u´ltimas para
| r |= 20.
Tabla 3.1: Descripcio´n nume´rica para la funcio´n energ´ıa
t Crank-Nicolson impl´ıcito Crank-Nicolson impl´ıcito
0.00 1.06158 1.06158 1.14602 1.14602
0.43 0.64105 0.54479 0.60517 0.59168
0.86 0.39276 0.36358 0.34394 0.40213
1.29 0.20564 0.24285 0.16548 0.27347
1.71 0.13754 0.16220 0.10210 0.18597
2.14 0.06619 0.10834 0.04600 0.12647
2.57 0.05054 0.07236 0.03306 0.08600
3.00 0.02591 0.04833 0.01631 0.05849
3.43 0.01866 0.03228 0.01114 0.03977
3.86 0.00965 0.02156 0.00645 0.02705
4.29 0.00733 0.01440 0.00498 0.01839
4.71 0.00586 0.00962 0.00409 0.01251
5.14 0.00494 0.00643 0.00389 0.00851
5.57 0.00402 0.00429 0.00336 0.00578
6.00 0.00357 0.00287 0.00316 0.00393
6.43 0.00323 0.00191 0.00301 0.00268
6.86 0.00302 0.00128 0.00292 0.00182
7.29 0.00285 0.00085 0.00275 0.00124
7.71 0.00256 0.00057 0.00252 0.00084
8.14 0.00237 0.00038 0.00230 0.00057
8.57 0.00224 0.00025 0.00217 0.00039
9.00 0.00224 0.00017 0.00219 0.00026
9.43 0.00230 0.00011 0.00232 0.00018
9.86 0.00245 0.00008 0.00248 0.00012
En el siguiente ejemplo usamos como dato inicial la funcio´n:
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f(x) = 1− 4
(
x− 1
2
)2
Esta funcio´n se encuentra en H10([0, 1]), pues:
f(0) = f(1) = 0 y f , f ′ ∈ L2([0, 1])
De manera semejante a los ejemplos anteriores, tomamos los valores respectivos de:
n = 21 , m = 101 , h = 0.05 , k = 0.1 , | r |= 20
La finalidad de este ejemplo es mostrar que el me´todo de Crank-Nicolson tambie´n nos
esta´ proporcionando lo esperado con respecto al decaimiento de la solucio´n del problema
(2.1) para una funcio´n de dato inicial perteneciente a H10([0, 1]), vea la figura (3.11), esto
es au´n, para un valor de | r |= 20
Esto ya era esperado del hecho de que este me´todo en general es estable, a pesar de
no haber podido mostrar la estabilidad para valores arbitrarios de r asociado a nuestro
problema.
En la figura (3.12) tenemos la comparacio´n de la funcio´n E(t) con la funcio´n que la
acota:
g(t) = 4.5e−0.4t
0
2
4
6
8
10 0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
variable x
Solucion numerica sobre toda la malla (de discretizacion)
variable t
Figura 3.11: Solucio´n aproximada por el me´todo de Crank-Nicolson
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1
1.5
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3.5
Decaimiento de la funcion energia (de la solucion numerica)
variable t
E(
t)
E(t) : Funcion energia
f1(t) : 4.5*exp(−0.4*t)
Figura 3.12: Gra´fica de la funcio´n energ´ıa
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Conclusiones
El esquema impl´ıcito siempre es incondicionalmente estable para cualquier valor de r
al hacer la discretizacio´n del problema:{
ut = uxx , (x, t) ∈ Ω
u = 0 , x ∈ ∂Ω
La prueba de este hecho puede ser vista en [1], [5], [8] y [9]. En [8] se obtiene una matriz
sime´trica de elementos reales, y usando los teoremas del Algebra Lineal se consigue la
estabilidad. En nuestro caso, nuestra matriz definida en (2.20) tiene coeficientes que son
complejos, fueron estos los que hicieron inviable la aplicacio´n de los teoremas del ape´ndice
A para obtener la estabilidad del esquema impl´ıcito; esto ocurrio´ de forma ana´loga en el
me´todo de Crank-Nicolson.
Esto nos llevo´ a hacer una pesquisa nume´rica con ayuda del software Octave para
estudiar los autovalores y tentar encontrar un dominio para ellos; lo que se consiguio´ puede
apreciarse en la tabla (2.1) para el me´todo impl´ıcito y en la tabla (2.2) para el me´todo
de Crank-Nicolson.
Se obtuvo una agradable sorpresa cuando trazamos los gra´ficos de los autovalores en
el circulo unitario de radio 1, vea la figura (2.1) en el me´todo impl´ıcito y la figura (2.2) en
el me´todo de Crank-Nicolson; en este u´ltimo los respectivos autovalores se encuentran en
la frontera del c´ırculo unitario. No encontramos ningu´n resultado parecido como este en
la bibliograf´ıa consultada, pero nos dio la confianza necesaria para garantizar el principal
argumento para tener la estabilidad satisfecha en ambos me´todos considerados.
Buscamos utilizar otras aproximaciones para uxx y ut en las condiciones de frontera
del problema (2.1), las cua´les solo hicieron que la expresio´n final para la ecuacio´n en
diferencias en su forma matricial se tornase mas dif´ıcil de ser manipulada y estudiada
con respecto a la estabilidad de los esquemas, motivo por la cual tomamos como versio´n
final las aproximaciones presentadas en este trabajo. En muchos libros, por ejemplo ver
en [8] y [9], podemos verificar que el esquema de Crank-Nicolson converge mas ra´pido
que los otros esquemas.
El me´todo impl´ıcito implica que se debe emplear el doble de pasos en relacio´n a los
usados en el me´todo de Crank-Nicolson para alcanzar un valor de t, para compartir el
mismo valor de r; es decir, gastamos como mı´nimo el doble de tiempo, lo que ya repre-
senta una desventaja, si lo que se desea es la rapidez. As´ı el me´todo de Crank-Nicolson
es te´cnicamente hablando, el mas apropiado para obtener una solucio´n aproximada de
nuestro problema.
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Si bien es cierto se garantiza la estabilidad para autovalores en mo´dulo menores o
igual a 1, en la practica se debe trabajar con la desigualdad estricta.
El disen˜o del trabajo y de la implementacio´n computacional permite adaptar la reso-
lucio´n nume´rica para otra EDP, dado que se realizo´ empleando componentes o mo´dulos
separados e independientes.
Finalmente se han empleado rutinas de aproximacio´n de autovalores, el me´todo de
Crout para sistemas tridiagonales, cuadratura meca´nica y derivacio´n nume´rica para el
calculo de la funcio´n energ´ıa. Esto fue posible empleando las rutinas por medio de un
lenguaje compilado como es octave.
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Ape´ndice A
Algunos teoremas
Teorema A.1 (de Gerschgorin) El mo´dulo del mayor autovalor de A (matriz cuadra-
da) no puede exceder a la mayor suma de los mo´dulos de los te´rminos de cualquier fila o
cualquier columna, es decir:
ma´x
1≤s≤n
| λs |≤ ma´x
1≤i≤n
{
n∑
j=1
| aij |}
ma´x
1≤s≤n
| λs |≤ ma´x
1≤i≤n
{
n∑
i=1
| aij |}
Demostracio´n:
Sea λs un autovalor de A e xs = (v1, v2, . . . , vn) el autovector asociado, xs 6= 0.
Entonces, tenemos:
Axs = λxs
es decir:
a11v1 + a12v2 + . . .+ a1nvn = λsv1
...
am1v1 + am2v2 + . . .+ amnvn = λsvm
...
an1v1 + an2v2 + . . .+ annvn = λsvn
Sea:
| vm |= ma´x
1≤j≤n
{| vq |}
enta˜o: | vq |≤| vm | ∀j = 1, 2, . . . , n
logo:
∣∣∣∣ vqvm
∣∣∣∣ ≤ 1 ∀j = 1, 2, . . . , n
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Entonces:
λsvm = am1v1 + am2v2 + . . .+ amnvn = λsvm
λsvm =
n∑
j=1
amjvq
λs =
n∑
j=1
amj(
vq
vm
)
Luego:
| λs |≤
n∑
j=1
| amj |
∣∣∣∣ vqvm
∣∣∣∣ ≤ n∑
j=1
| amj | ≤ ma´x
1≤i≤n
{ n∑
j=1
| aij |
}
es decir:
| λs |≤ ma´x
1≤i≤n
{ n∑
j=1
| aij |
}
Esto vale para cualquier λs; entonces tomamos el mayor de ellos, as´ı:
ma´x
1≤s≤n
| λs |≤ ma´x
1≤i≤n
{ n∑
j=1
| aij |
}
Tenemos que, los autovalores de At son los mismos para A, entonces de (i), se tiene:
ma´x
1≤s≤n
| λs |≤ ma´x
1≤i≤n
{ n∑
j=1
| aji |
}
, pues At = (aji)
cambiando la notacio´n se tiene:
ma´x
1≤s≤n
| λs |≤ ma´x
1≤j≤n
{ n∑
i=1
| aij |
}
¥
Teorema A.2 (de Brauer) Sea Ps =
n∑
j=1
| asj |, tal que j 6=s. Entonces cada autovalor
de A esta´ en el interior o en la frontera de al menos uno de los discos:
Ds = {λ; | λ− ass |≤ Ps}
Demostracio´n:
Tenemos:
Ax = λx
donde x = (v1, v2, . . . , vn) autovector y λ autovalor
tomando:
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| vm |≥| vq | ∀j = 1, 2, . . . n; m ∈ [1, n]
donde vm es la mayor componente de x.
Del teorema anterior:
λ =
n∑
i=1
aij
( vq
vm
)
= amm +
n∑
i=1
aij
( vq
vm
)
; j 6= m
⇒| λ− amm |≤
n∑
j=1
| amj |
∣∣∣∣ vqvm
∣∣∣∣ ≤ n∑
j=1
| amj |= Pm
Entonces:
| λ− amm |≤ Pm ⇒ λ ∈ Dm
Como λ es un autovalor arbitrario, entonces λ esta´ en cualquier Ds. ¥
Teorema A.3 (de Taylor) Sean f(x, y) y todas sus derivadas parciales de orden menor
o igual a n + 1 son continuas; sea D = {(x, y) talque a ≤ x ≤ b ; c ≤ y ≤ d}. Sea
(x0, y0) ∈ D, para todo (x, y) ∈ D, entonces existen ξ ∈ (x, x0) e η ∈ (y, y0) con:
f(x, y) = pn(x, y) + rn(x, y)
donde:
pn(x, y) = f(x0, y0) +
(
(x− x0)∂f
∂x
(x0, y0) + (y − y0)∂f
∂y
(x0, y0)
)
+
(
(x− x0)2
2
∂2f
∂x2
(x0, y0) + (x− x0)(y − y0) ∂
2f
∂x∂y
(x0, y0) +
(y − y0)2
2
∂2f
∂y2
(x0, y0)
)
+ . . .+
+
( 1
n!
n∑
j=0
( n
j
)
(x− x0)n−j(y − y0)q ∂
nf
∂xn−j∂yq
(x0, y0)
)
rn(x, y) =
1
(n+ 1)!
n+1∑
j=0
( n+ 1
j
)
(x− x0)n+1−j(y − y0)q ∂
n+1f
∂xn+1−j∂yq
(ξ, η)
pn es llamado de polinomio de Taylor de grado n en dos variables para la funcio´n f
alrededor de (x0, y0) y rn(x, y), es el termino de residuo asociado con pn(x, y).
Demostracio´n:
Ver [2].
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Ape´ndice B
Algoritmos
1. Me´todo Impl´ıcito:
1. Efectuar la eleccio´n del nu´mero de nodos en el dominio de las variables x e y,
adema´s de la funcio´n dato inicial:
n , m , f
2. Calcular:
h =
1
n− 1 , k =
tf
m− 1 , r = i
k
h2
3. Construir la matriz
A = [al,z]n×n
definida en (2.20)
a1,1 = a
a1,2 = 1− a
al,l = 1 + 2r , l = 2, 3, . . . , n
al,l+1 = −r , l = 2, 2, . . . , n− 1
al,l−1 = −r , l = 2, 3, . . . , n− 1
al,z = 0 , en los demas casos
4. Implementar el me´todo iterativo (2.20); es decir, para cada q = 0, 1, . . . ,m
resolver:
Auq+1 = uq
por el me´todo de Crout o el de eliminacio´n gaussiana.
5. Disen˜ar la malla compuesta por los valores | up,q |; es decir:
M = [| up,q |]
que es una matriz de orden n×m
6. Graficar M
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7. Imprimir:
up,q o | up,q |
Diagrama de flujo:
·
·
·
·
·
·
·
·
·
·Imprimir
resultados:
| up,q |
Graficar la malla M
M = (| up,q |)
Hacer la malla
M = [u1 | u2 |, . . . , | um]
Resolver
q = 0, 1, . . . ,m
Auq+1 = uq
Construir la matriz
A
Calcular: r , h , k
·
·
·
·
·
·
·
·
·
·
Leer: n , m
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2. Me´todo de Crank-Nicolson:
1. Hacer la eleccio´n del numero de nodos en la variable x e y:
n , m
2. Calcular:
h =
1
n− 1 , k =
tf
m− 1 , r = i
k
2h2
3. Disen˜ar las matrices:
A = [al,z]n×n y B = [bl,z]n×n
definida en (2.31)
a1,1 = 1− kαh
a1,2 =
k
αh
al,l = 1 + 2r , l = 2, 3, . . . , n
al,l+1 = −r , l = 2, 2, . . . , n− 1
al,l−1 = −r , l = 2, 3, . . . , n− 1
al,z = 0 , en los otros casos
b1,1 = 1
b1,2 = 0
bl,l = 1− 2r , l = 2, 3, . . . , n
bl,l+1 = r , l = 2, 2, . . . , n− 1
bl,l−1 = r , l = 2, 3, . . . , n− 1
bl,z = 0 , en los otros casos
4. Implementar el esquema iterativo (2.31); es decir, para cada q = 0, 1, . . . ,m
resolver:
Auq+1 = Buq
5. Disen˜ar la malla compuesta por los valores | up,q |; es decir:
M = [| up,q |]n×m
6. Graficar M .
7. Imprimir:
up,q o | up,q |
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Diagrama de flujo:
·
·
·
·
·
·
·
·
·
·Imprimir
resultados:
| up,q |
Graficar la malla M
M = (| up,q |)
Disen˜ar la malla
M = [u1 | u2 |, . . . , | um]
Resolver
q = 0, 1, . . . ,m
Auq+1 = Buq
Construir
las matrices
A e B
Calcular: r , h , k
·
·
·
·
·
·
·
·
·
·
Leer: n , m
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