To set the stage, the comprehensive big picture of simulation is evoked and references to get detailed information are given. As part of the powerful synergy of software agents and simulation, contribution of software agents to simulation is outlined and proper references are given. The contribution of agents to simulation leads to agent simulation, agent-supported simulation, and agentmonitored simulation. Machine understanding which is an important aspect of computational intelligence, is outlined. Scope of machine understanding is specified, a functional decomposition of machine understanding systems is explained and elements of machine understanding systems are identified. After briefly explaining four categories and two stages of machine understanding, appropriate references are given. After this background, state-of-the-art of contribution of several types of machine understanding to three aspects of agent-directed simulation are listed and references provided. This part consists of contribution of machine understanding to agent simulation, to agentsupported simulation, and to agent-monitored simulation. For each three categories, some desirable research directions are also outlined.
INTRODUCTION
Due to its increasing usefulness and vital roles, simulation is becoming more and more pervasive for many disciplines. In addition to its traditional power of allowing experimentation under even impossible as well as extreme conditions and providing experience to enhance three types of skills or for entertainment, its synergy with software agents have increased its power. The contribution of agents to simulation leads to very powerful paradigm which is agent-directed simulation. In this article we explore yet another way to increase the power of simulation by investigating how machine understanding can enhance all three aspects of agent-directed simulation.
When faced with complexity, the first action may be to attempt to understand it. Based on the goal(s) of the understanding entity (human or a software agent), other action(s) may follow this important knowledge processing phase. In this article, we would like to share our views of machine understanding (MU) and explore the possibilities of contribution of machine understanding to all three aspects of agent-directed simulation (ADS). In section 2, scope of machine understanding is clarified, elements of machine understanding systems as well as four categories and two stages of machine understanding are explained with reference to about 60 types of machine understanding. In section 3, we refer to the comprehensive big picture of modeling and simulation. In section 4, agents and three aspects of ADS are clarified. Section 5 is dedicated to explain contribution of MU to three aspects of ADS. Section 6 is for our conclusion.
MACHINE UNDERSTANDING
Some centuries-old familiar words such as simulation or understanding are also used as technical terms. However, their technical meanings need to be well specified. For example, some of the common meanings of "understanding" which are listed in the sequel show the wide scope of the meanings attached to the term:
• to seize the meaning of <understand relativity>
• to grasp the reasonableness of <his behavior is hard to understand>
• to have thorough or technical acquaintance with or expertness in the practice of <understand finance>
• to be thoroughly familiar with the character <understand children>
• to accept as a fact or truth or regard as plausible without utter certainty <we understand that he is returning from abroad>
• to interpret in one of a number of possible ways
• to form a reasoned judgment concerning (something)
• to have the power of seizing meanings, forming reasoned judgments ...
• to believe or infer something to be the case <I understand she is not coming>
• to show a sympathetic or tolerant attitude toward <his manager understands him>
• to possess a passive knowledge of (a language) <he understands French>
Scope of Machine Understanding
As a technical term, "machine understanding" (and sometimes "understanding") of an entity is used, to reflect the fact that the understanding system acquires some knowledge about the entity under scrutiny. The term understanding represents a process as well as a product of the understanding process. The acquired knowledge can be varied. A systematic glossary of about 60 types of machine understanding is given in another publication [27] .
An early clarification of the relationship of understanding and knowledge was given by Zeigler: "We say that a systems "knows about" a class of objects, or relations, if it has an internal (knowledge about the) relations for the class which enables it to operate on objects in this class and to communicate with others about such operations. … "Thus, if a system knows about X, a class of objects or relations on objects, it is able to use an (internal) representation of the class in at least the following ways: receive information about the class, generate elements in the class, recognize members of the class and discriminate them from other class members, answer questions about the class, and take into account information about changes in the class members." [41] Our definition of (machine) understanding is as follows: "Understanding an entity (a thing, a concept, an event, or a system) is a mapping between the perceived knowledge about the entity and a meta-model (i.e., a more general knowledge) of the entity [25] . Hence, a machine understanding system, like a human, cannot understand an entity, if it does not have adequate background knowledge about it.
Other and successfully continuing contributions in machine understanding include the following:
( (2) Machine learning based on neural nets [8, 2] and genetic algorithms [23, 30] for applications such as speech recognition [29] , computer vision [37, 32] , object recognition, pattern recognition [3] , biometric recognition [21] and biometric identification. Especially relationship of big data and machine learning has been very promising for visual intelligence. Computer understanding of images and image captioning [5, 34] falls under this category of synergy of big data and machine learning.
Our paradigm of machine understanding permits distinction of well over 60 types of machine understanding [25] as well as 80 types of misunderstanding [26] . This last possibility provides a systematic way to proceed to avoid machine misunderstanding.
Elements of Machine Understanding Systems
"A system A can understand an entity B, if and only if three conditions are met:
1. System A has background knowledge about Bs, i.e., A can access a meta-knowledge (meta-model) about Bs.
(This condition implies that a system A cannot understand an entity B, if it has no readily available background knowledge about it, or if it cannot find and access, or generate background knowledge about it.) 2. System A can perceive B, i.e., A can generate P(B/A:C), a Perception of B by A, with respect to C.
3. System A can compare its perception P(B/A:C), with C to generate an understanding U(B/A:C, P) or U(B/A:C, P(B/A:C)) of B by A with respect to C and P." [16] As given in Figure 1 , a functional decomposition of machine understanding systems comprises an analyzer, a comparator, and an appropriate meta-knowledge:
First, the analyzer analyzes the entity and generates P(B/A:C), a perception P of B by A with respect to metaknowledge C. Afterwards, the comparator compares (or interprets the relationship of P(B/A:C), and C to generate U(B/A:C, P): an understanding of B by A with respect to C. The process of understanding implies that, understanding is relative to the analyzer, the metaknowledge, and the comparator. Hence, another perception (with the same or a different analyzer), and/or another interpretation, and/or another meta-knowledge may result in different understanding.
Four Categories of Machine Understanding
In a previous work, we distinguished four categories of machine understanding. They are: (1) basic understanding, (2) rich understanding, (3) exploratory understanding, and (4) theory-based understanding. The details can be found there [27] .
In basic understanding, (background knowledge (or metaknowledge) is given and is unique; thus these understanding systems are single vision understanding systems.
In rich understanding, however, more than one metaknowledge can also be used to focus on different aspects of the entities to be understood. These systems are multiunderstanding systems. Switchable understanding systems can have more than one understanding and can select one of the several understandings that they can generate. Exploratory understanding starts with a perception; "background knowledge (or a meta-knowledge) is to be found or developed to process the perception."
Theory-based understanding "starts with a hypothesis (or theory); then necessary technology would be developed to perceive (detect) relevant phenomena that would be tested later."
Two Stages of Machine Understanding
All four categories of machine understanding can be onestage or two-stage understanding as clarified by Ören et al. [27] .
In one-stage understanding, the understanding system generates a descriptive understanding of the entity under scrutiny. A one-stage understanding is a value-free understanding.
In two-stage understanding (or deep understanding), as depicted in Figure 2 , the descriptive understanding is evaluated with respect to value system of the understanding system to generate an evaluated understanding of the entity. Two-stage understandings are value dependent. If there are conflicting values in the evaluations, some inconsistencies may arise. In psychology, this leads to "cognitive dissonance." In this article, the aim is to explore possibilities of contributions of all types of machine understanding to all three aspects of agent-directed simulation. Having a comprehensive view of simulation may be useful to grasp its full power. Simulation "can be perceived from several perspectives: (1) Purpose of use, (2) Problem to be solved, (3) Connectivity of operations, (4) Types of knowledge processing, and (5) Philosophy of science." [24] "Three purposes of use of simulation are: (1) Perform experiments, (2) Provide experience, and for non-technical aims (3) Imitation, pretense." [24] From experimentation point of view, simulation is goal directed experimentation with dynamic models.
From experience point of view, simulation is providing experience (1) to develop and/or enhance three types of skill such as motor skills, decision making skills, and/or operational skills, as well as (2) for entertainment.
There are two major possibilities from the point of view of connectivity of operations: (1) Simulation can be used as a stand-alone activity where the running of the experimentation with a dynamic model is done independent of the running of the real system. (2) Simulation experimentation is done in conjunction with the functioning of the real system.
For a comprehensive view of simulation, the reader is referred to the literature [24] .
AGENTS AND THREE ASPECTS OF AGENT-DIRECTED SIMULATION (ADS)
Software agents are software modules that:
(1) are capable of acting in purely software and/or mixed hardware/software environments, 
perceive their environment, and (7) can generate autonomous behavior that tends toward satisfying their objectives.
When agents operate in physical environments, they can be used in the implementation of intelligent machines and intelligent systems and can interact with their environment by sensors and effectors. The core knowledge processing abilities of agents include: reasoning, motivation, planning, and decision making. The factors that may affect decision making of agents, such as personality, emotions, and cultural backgrounds can also be embedded in agents. Additional abilities of agents are needed to increase their intelligence and trustworthiness. Abilities to make agents intelligent include anticipation (proactiveness), understanding, learning, and communication in natural and body language. Abilities to make agents trustworthy as well as assuring the sustainability of agent societies include being rational, responsible, and accountable. These lead to rationality, skillfulness and morality (e.g., ethical agent, moral agent).
Agent-Directed Simulation (ADS) is promoted by Yilmaz and Ören [39] as a unified and comprehensive framework that extends the narrow view of using agents simply as system or model specification metaphors. Rather, ADS is comprehensive in the integration of agent and simulation technologies. ADS consists of three distinct, yet related areas that can be grouped under two categories as follows:
• Contribution of simulation for agents which involves the use of simulation modeling methodology and technologies to analyze, design, model, simulate, and test agent systems.
• Contribution of agents for simulation which consists of two categories of activities: (1) Agent-supported simulation which deals with the use of agents as a backend and/or front-end support facility to enable advanced computer assistance in simulation-based problem solving; (2) Agent-monitored simulation, on the other hand, focuses on the simulation run time use of agents for the generation of model behavior in a simulation study.
Agent Simulation
Agent simulation involves the use of simulation conceptual frameworks (e.g., discrete-event, activity scanning) and technologies to simulate the behavioral dynamics of agent systems by specifying and implementing the behavior of autonomous agents that function in parallel to achieve objectives via goal-directed behavior. In agent-based model specifications, agents possess high-level interaction mechanisms independent of the problem being solved. Communication protocols and mechanisms for interaction via task allocation, coordination of actions, and conflict resolution at varying levels of sophistication are primary elements of agent simulations. Simulating agent systems requires understanding the basic principles, organizational mechanisms, and technologies underlying such systems.
Agent simulation is also called agent-based simulation by simulationists who are not concerned with agent-supported simulation and agent-monitored simulation. For agent simulation applications in social systems and a rich bibliography, the reader is referred to a working paper [9] . Agent simulation can be used both to perform experiments and to provide experience:
• Agent simulation (for experimentation) is used in many diverse types of applications such as: engineering, management/economy, social systems, psychology, physiology, environmental systems, and military issues.
• Agent simulation is used to gain experience to develop/enhance three types of skills, namely motor, decision making, or operational skills.
• Agent simulation is also used to gain experience for entertainment purposes.
Agent-Supported Simulation
Agent-supported simulation deals with the use of agents as a support facility to augment simulations and enable computer assistance by enhancing cognitive capabilities in problem specification and solving. Hence, agent-supported simulation involves the use of intelligent agents to improve simulation and gaming infrastructures or environments. Agent-supported simulation is used for the following purposes:
• to provide computer assistance for front-end and/or back-end interface functions;
• to process elements of a simulation study symbolically (for example, for consistency checks and built-in reliability); and
• to provide cognitive abilities to the elements of a simulation study, such as learning or understanding.
Agent-Monitored Simulation
Agent-monitored simulation is the run-time use of agent technology to monitor and generate model behavior. This is similar to the use of AI techniques for the generation of model behavior (e.g., qualitative simulation and knowledge-based simulation). The perception feature of agents makes them pertinent for monitoring tasks. Development of novel and advanced simulation methodologies such as multi-simulation [39, 40] suggests the use of intelligent agents as simulator coordinators, where runtime decisions for model staging and updating take place to facilitate dynamic composability. The perception feature of agents makes them pertinent for monitoring tasks. Also, agent-monitored simulation is useful for having complex experiments and deliberative knowledge processing such as planning, deciding, and reasoning.
MACHINE UNDERSTANDING IN ADS
In a companion article, we explore synergy of simulation, intelligence, and agents. Hence, details of the synergies of agents, intelligence, and simulation and especially several references can be found in that article [7] . In this article, we explore the possibilities for the contributions of machine understanding to all three aspects of agent-directed simulation, namely to: (1) agent simulation, (2) agentsupported simulation, and (3) agent-monitored simulation.
Machine Understanding in Agent Simulation
Agent simulation or simulation of systems modeled by agents (also called agent-based simulation by those who do not consider the two other aspects of agent-directed simulation) is widely used. Mutual contributions of machine understanding and agent simulation are very rich.
Agent simulation is already used to implement understanding human emotions including emotional intelligence, namely understanding emotions of others as well as of self [16, 17] . Some other examples are: simulation of an anger agent [6] , a team's interaction [18, 22] , emotional-social negotiator agent [33] , emotion modeling [4, 18, 19, 20] and emotion processing [17, 36] .
One-stage understanding and deep understanding were elaborated for emotional intelligence by Ören et al. [27] . Several machine understanding strategies can be tested and evaluated by using agent simulation, i.e. misunderstanding ( [26] and two-stage understanding [27] .
Program comprehension and comprehension of simulation programs were some of the early applications of machine understanding. Agent simulation is also applicable to this type of machine understanding.
A challenging application is developing agent simulations with two-stage (or deep) understanding abilities to generate evaluative understanding of emotions (of others and self) and possible switch understandings.
Machine Understanding in Agent-Supported Simulation
Possibilities for agent support in modeling and simulation environments were listed by [28] . Machine understanding in agent-supported simulation can be useful in the following:
In front-end interfaces: "Front-end interfaces are used to specify, edit, or generate elements of a simulation problem such as goal of the study, parametric model, model parameters, design of experiments, and experimental conditions for every experiment." [7] . Understanding the goal of the study may be helpful to be consistent in the formulation of other elements of the study.
In back-end interfaces: "Back-end interfaces are used by systems to communicate to the users the primary and auxiliary outputs of the system." [7] . An early implementation for behavior instrumentation was done by Abdullah [1] .
Machine understanding may be instrumental in understanding context and therefore in providing contextaware help both in front-end and back-end interfaces.
To process elements of a simulation study symbolically: Some possibilities for contributions of machine understanding to agent-supported simulation can be:
-Consistency checking of specification and processing goals of the study with respect to value systems.
-Consistency checking of modeling with respect to goals of the study.
To provide cognitive abilities to the elements of a simulation study: For instance, in simulations with defense applications, agents are used as support facilities to (1) fuse, integrate and deconflict the information presented by the decision maker, (2) generate alarms based on the recognition of specific patterns, (3) filter, sort, track, and prioritize the disseminated information, and (4) generate contingency plans and courses of actions.
For negotiation simulation systems, machine understanding would definitely be an asset not only to understand context but also the implications of courses of actions. Hence, deliberative systems can be implemented.
Machine Understanding in Agent-Monitored Simulations
From the historic point of view, Jávor started to use demons to control simulation of complex systems. At that time the term software agent was not at use. [12] [13] [14] . In his later studies, the term agent was in use [15] . Tan and Xu presented an agent-based data filtering mechanism for highlevel architecture [35] . A recent contribution to agentsupported and agent-monitored simulation was by Yilmaz [38] .
Machine understanding provides a basis for contextawareness which leads to context-aware systems that may be very useful in monitoring simulation runs.
Understanding itself (or a copy of itself) may lead to selfaware systems.
An application may be monitoring transitions between several submodels of a multi-model.
Another advanced application area of machine understanding to agent-monitored simulation is monitoring multi-simulation studies. In this article, we explored the possibilities of contribution of machine understanding to all three aspects of agentdirected simulation (ADS). However, as a matter of caution, one has to be aware of the fact that a machine understanding system may have two types of flows: it may not be able to understanding or it may provide a wrong understanding. Systematization of sources of misunderstanding may be useful to avoid at least some of them. This study has been done partially and our research continues. Automatic certification of which types of misunderstandings an understanding system may be free would be a desirable achievement.
