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Abstract
We explore some properties of a recent representation of permanen-
tal vectors which expresses them as sums of independent vectors with
components that are independent gamma random variables.
1 Introduction
An Rn valued α-permanental random variable X = (X1, . . . ,Xn) is a random
variable with Laplace transform
E
(
e−
∑n
i=1 siXi
)
=
1
|I +RS|α (1.1)
for some n × n matrix R and diagonal matrix S with entries si, 1 ≤ i ≤ n,
and α > 0. Permanental random variables were introduced by Vere-Jones, [4],
who called them multivariate gamma distributions. (Actually he considered
the moment generating function.)
In [2, Lemma 2.1] we obtain a representation for permanental random
variables with the property that A = R−1 is an M -matrix. A matrix A =
{ai,j}1≤i,j≤n is said to be a nonsingular M -matrix if
(1) ai,j ≤ 0 for all i 6= j.
(2) A is nonsingular and A−1 ≥ 0.
∗Research of Jay Rosen was partially supported by grants from the National Science
Foundation.
0 Key words and phrases: Permanental random variables, M -matrices, infinitely divisible
processes
0 AMS 2010 subject classification: Primary 15B99, 60E07, 60J55; Secondary 60G17
1
The representation depends on the α-perminant of the off diagonal ele-
ments of A which we now define.
The α-perminant of n× n matrix M is
|M |α =
∣∣∣∣∣∣
M1,1 · · · M1,n
· · · · · ·
Mn,1 · · · Mn,n
∣∣∣∣∣∣
α
=
∑
π
αc(π)M1,π(1)M2,π(1) · · ·Mn,π(n). (1.2)
Here the sum runs over all permutations π on [1, n] and c(π) is the number of
cycles in π.
We use boldface, such as x, to denote vectors. Let k = (k1, . . . , kn) ∈ Nn
and |k| =∑nl=1 kl. For 1 ≤ m ≤ |k|, set im = j, where
j−1∑
l=1
kl < m ≤
j∑
l=1
kl. (1.3)
For any n× n matrix C = {ci,j}1≤i,j≤n we define
C(k) =

ci1,i1 ci1,i2 · · · ci1,i|k|
ci2,i1 ci2,i2 · · · ci2,i|k|
· · · · · ·
ci|k|,i1 ci|k|,i2 · · · ci|k|,i|k|
 , (1.4)
and C(0) = 1. For example, if k = (0, 2, 3) then |k| = 5 and i1 = i2 = 2 and
i3 = i4 = i5 = 3,
C(0, 2, 3) =

c2,2 c2,2 c2,3 c2,3 c2,3
c2,2 c2,2 c2,3 c2,3 c2,3
c3,2 c3,2 c3,3 c3,3 c3,3
c3,2 c3,2 c3,3 c3,3 c3,3
c3,2 c3,2 c3,3 c3,3 c3,3
 . (1.5)
Here is an alternate description of C(k). For any n × n matrix C =
{ci,j}1≤i,j≤n the matrix C(k) is an |k| × |k| matrix with its first k1 diagonal
elements equal to c1,1, its next k2 diagonal elements equal to c2,2, and so on.
The general element C(k)p,q = cp¯,q¯, where p¯ is equal to either index of diagonal
element in row p, (the diagonal element has two indices but they are the same),
and q¯ equal to either index of the diagonal element in column q. Thus in the
above example we see that C(0, 2, 3)4,1 = c3,2.
Suppose that A is an n× n M -matrix. Set ai = ai,i and write
A = DA −B, (1.6)
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where D is a diagonal matrix with entries a1, . . . , an and all the elements of
B are non-negative. (Note that all the diagonal elements of B are equal to
zero). In addition set
A = D−1A A = I −D−1A B := I −B. (1.7)
The next lemma is [2, Lemma 2.1].
Lemma 1.1 Let A = R−1 be an n × n nonsingular M-matrix with diagonal
entries a1, . . . , an and S be an n×n diagonal matrix with entries (s1, . . . , sn).
Then (1.1) is equal to
|A|α∏n
i=1 a
α
i
∑
k=(k1,...,kn)
|B(k)|α∏n
i=1 a
ki
i ki!
1
(1 + (s1/a1))α+k1 · · · (1 + (sn/an))α+kn
= |A|α
∑
k=(k1,...,kn)
|B(k)|α∏n
i=1 ki!
1
(1 + (s1/a1))α+k1 · · · (1 + (sn/an))α+kn .(1.8)
where the sum is over all k = (k1, . . . , kn) ∈ Nn. (The series converges for all
s1, . . . , sn ∈ Rn+ for all α > 0.)
Setting S = 0 we see that
|A|α∏n
i=1 a
α
i
∑
k=(k1,...,kn)
|B(k)|α∏n
i=1 a
α
i ki!
= |A|α
∑
k=(k1,...,kn)
|B(k)|α∏n
i=1 ki!
= 1. (1.9)
Let Zα,B be an n-dimensional integer valued random variable with
P
(
Zα,B = (k1, . . . , kn)
)
= |A|α |B(k)|α∏n
i=1 ki!
. (1.10)
(We omit writing the subscript α,B when they are fixed from term to term.)
The sum in (1.8) is the Laplace transform of the the α-permanental random
variable X. Therefore,
X
law
=
∑
k=(k1,...,kn)
Ik1,...,kn(Z) (ξα+k1,a1 , . . . , ξα+kn,an) (1.11)
law
= (ξα+Z1,a1 , . . . , ξα+Zn,an) ,
where Z and all the gamma distributed random variables, ξu,v are independent.
Recall that the probability density function of ξu,v is
f(u, v;x) =
vuxu−1e−vx
Γ(u)
for x > 0 and u, v > 0, (1.12)
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and equal to 0 for x ≤ 0. We see that when X has probability density ξu,v,
vX has probability density ξu,1. It is easy to see that
E(ξpu,1) =
Γ(p+ u)
Γ(u)
. (1.13)
It follows from (1.11) that for measurable functions f on Rn+,
E(f(X)) =
∑
k=(k1,...,kn)
P (Z = (k1, . . . , kn))E (f (ξα+k1,a1 , . . . , ξα+kn,an))
= E (f (ξα+Z1,a1 , . . . , ξα+Zn,an)) . (1.14)
Since
ξα+β,a
law
= ξα,a + ξβ,a, (1.15)
it follows from (1.14) that for all increasing functions f
E(f(X)) ≥ E (f (ξα,a1 , . . . , ξα,an)) . (1.16)
We explain in [2] that in some respects (1.16) is a generalization of the Sudakov
Inequality for Gaussian processes and use it to obtain sufficient conditions for
permanental processes to be unbounded.
A permanental process is a process with finite joint distributions that are
permanental random variables. For example, let G = {G(t), t ∈ R} be a
Gaussian process with covariance R˜(s, t). Then for all n and all t1, . . . , tn
in Rn, (G2(t1)/2, . . . , G
2(tn)/2) is an n-dimensional 1/2-permanental random
variable, with R in (1.1) equal to the kernel {R˜(ti, tj)}ni,j=1. The stochastic
process G2/2 = {G2(t)/2, t ∈ R} is a 1/2-permanental process. In [2] we
consider permanental processes defined for all α > 0 and for kernels R(s, t)
that need not be symmetric.
In the first part of this paper we give some properties of the random vari-
able Z. It turns out that it is easy to obtain the Laplace transform of Z.
Lemma 1.2
E
(
e−
∑n
i=1 siZi
)
=
|A|α
|I − (BE(s))|α (1.17)
where E(s) is an n× n diagonal matrix with entries e−si, i = 1, . . . , n.
Proof
E
(
e−
∑n
i=1 siZi
)
=
∑
k=(k1,...,kn)
e−
∑n
i=1 sikiP (Z = (k1, . . . , kn))
= |A|α
∑
k=(k1,...,kn)
n∏
i=1
e−siki
|B(k)|α∏n
i=1 ki!
. (1.18)
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Note that
n∏
i=1
e−siki
|B(k)|α∏n
i=1 ki!
=
|(BE(s))(k)|α∏n
i=1 ki!
. (1.19)
By (1.9) with B(0) replaced by BE(s) for each fixed s
|I −BE(s)|α
∑
k=(k1,...,kn)
|(BE(s))(k)|α∏n
i=1 ki!
= 1. (1.20)
We get (1.17) from this and (1.18).
A significant property of permanental random variables that are deter-
mined by kernels that are inverse M -matrices is that they are infinitely divis-
ible. Similarly it follows from (1.17) that for all α, β > 0
Zα+β,B
law
= Zα,B + Zβ,B. (1.21)
We can differentiate (1.17) to give a simple formula for the moments of the
components of Zα,B , which we simply denote by Z in the following lemma.
Lemma 1.3 For any integer m ≥ 1 and 1 ≤ p ≤ n,
E(Zmp ) =
∑
j0+···jl=m, ji≥1
l=0,1,...,m−1
(−1)l+m+1αj0(α+1)j1 · · · (α+l)jl(Rp,pAp,p) l(Rp,pAp,p−1).
(1.22)
(Ap,p is also referred to as ap elsewhere in this paper.)
Proof To simplify the notation we take p = 1. Note that by (1.17) and the
fact that A = I − (BE(0))
E(Zm1 ) = (−1)m
∂m
∂sm1
( |A|α
|I − (BE(s))|α
) ∣∣∣∣∣
s=0
(1.23)
= (−1)m|I − (BE(0))|α ∂
m
∂sm1
(
1
|I − (BE(s))|α
) ∣∣∣∣∣
s=0
.
Hence to prove (1.22) it suffices to show that for any m
∂m
∂sm1
(
1
|I − (BE(s))|α
) ∣∣∣∣∣
s=0
=
∑
j0+···jl=m, ji≥1
l=0,1,...,m−1
(−1)l+1 (1.24)
αj0(α+ 1)j1 · · · (α+ l)jl (R1,1A1,1)
l
|I − (BE(0))|α (R1,1A1,1 − 1).
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Note that for any γ > 0 we have
∂
∂s1
(
1
|I − (BE(s))|γ
)
= − γ|I − (BE(s))|γ+1
∂
∂s1
|I − (BE(s))|. (1.25)
We expand the determinant by the first column. Since b1,1 = 0 we have
|I − (BE(s))| =M1,1 − b2,1e−s1M2,1 + b3,1e−s1M3,1 · · · ± bn,1e−s1Mn,1 (1.26)
where Mi,1 are minors of I − (BE(s)) and the last sign is plus or minus
according to whether n is odd or even. Note that the terms Mi,1 are not
functions of s1. Using (1.26) we see that
∂
∂s1
|I − (BE(s))| = b2,1e−s1M2,1 − b3,1e−s1M3,1 · · · ∓ bn,1e−s1Mn,1
= −|I − (BE(s))| +M1,1. (1.27)
Using this we get
∂
∂s1
(
1
|I − (BE(s))|γ
)
=
γ
|I − (BE(s))|γ −
γM1,1
|I − (BE(s))|γ+1 (1.28)
= − γ|I − (BE(s))|γ
(
M1,1
|I − (BE(s))| − 1
)
.
We now show by induction on m that
∂m
∂sm1
(
1
|I − (BE(s))|α
)
=
∑
j0+···jl=m, ji≥1
l=0,1,...,m−1
(−1)l+1 (1.29)
αj0(α+ 1)j1 · · · (α+ l)jl M
l
1,1
|I − (BE(s))|α+l
(
M1,1
|I − (BE(s))| − 1
)
.
It is easy to see that for m = 1 this agrees with (1.28) for γ = α. Assume that
(1.29) holds for m. We show it holds for m + 1. We take another derivative
with respect to s1. It follows from (1.28) that
∂
∂s1
(
M l1,1
|I − (BE(s))|α+l
(
M1,1
|I − (BE(s))| − 1
))
(1.30)
=
∂
∂s1
(
M l+11,1
|I − (BE(s))|α+l+1 −
M l1,1
|I − (BE(s))|α+l
)
= − (α+ l + 1)M
l+1
1,1
|I − (BE(s))|α+l+1
(
M1,1
|I − (BE(s))| − 1
)
+
(α+ l)M l1,1
|I − (BE(s))|α+l
(
M1,1
|I − (BE(s))| − 1
)
.
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Let us consider the term corresponding l = k when we take another deriva-
tive with respect to s1. Two sets of terms in (1.29) contribute to this. One
set are the terms in which j0 + · · · + jk = m− 1, jk ≥ 1 which become terms
in which j0 + · · ·+ (jk + 1) = m, jk ≥ 1, when M
l
1,1
|I−(BE(s))|α+l
(
M1,1
|I−(BE(s))|
− 1
)
is replaced by the last line of (1.30). This almost gives us all we need. We are
only lacking j0 + · · · + jk = m, jk = 1. This comes from the next to last line
of (1.30) multiplying the terms in (1.29) in which l = k − 1. One can check
that the sign of the terms for l = k for m+ 1 is different from the sign of the
terms for l = k for m which is what we need. This completes the proof by
induction.
Recall that A = I − (BE(0)) and that M1,1 is actually a function of s.
Therefore,
g(0)
|I − (BE(0))| =
M1,1(0)
|A| = ((A)
−1)1,1 = R1,1A1,1, (1.31)
by (1.7). Combining this with (1.29) we get (1.24).
Recall that
Rp,p = Rp,pAp,p. (1.32)
The next lemma gives relationship between the moments of the components
of a permanental random variablesX and the components of the corresponding
random variables Z.
Lemma 1.4 For mj ≥ 1, We have
E
 n∏
j=1
(ajXj)
mj
 = E
 n∏
j=1
mj−1∏
l=0
(α+ Zj + l)
 . (1.33)
or, equivalently
|R(m)|α = E
 n∏
j=1
mj−1∏
l=0
(α+ Zj + l)
 . (1.34)
Proof Let a1, . . . , an denote the diagonal elements ofA and set Y = (a1X1, . . . ,
anXn). Then
Y
law
= (ξα+Z1,1, . . . , ξα+Zn,1) (1.35)
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The left-hand side of (1.33) is E
(∏n
j=1(Yj)
mj
)
. Therefore, by (1.14) it is
equal to
E
 n∏
j=1
ξ
mj
α+Zj ,1
 = E
 n∏
j=1
Γ(α+ Zj +mj)
Γ(α+ Zj)
 , (1.36)
from which we get (1.33).
It follows from [4, Prop. 4.2] that for any m = (m1, . . . ,mn)
E
 n∏
j=1
X
mj
j
 = |R(m)|α. (1.37)
Since |R(m)|α
∏n
j=1 a
mj
j = |R(m)|α we get (1.34).
One can use the approach of Lemma 1.3 or try to invert (1.33) to find
mixed moments of Zi. Either approach seems difficult. However, it is easy to
make a little progress in this direction.
Lemma 1.5 For all i and j, including i = j,
Cov ZiZj = Cov aiXiajXj = αa1a2Ri,jRj,i. (1.38)
Proof By Lemma 1.4
E(Zi) + α = αaiRi,i (1.39)
and
E(aiajXiXj) = E((α + Zi)(α+ Zj)). (1.40)
We write
E((α + Zi)(α + Zj)) = α
2 + αE(Zi) + αE(Zj) + E(Zi)E(Zj) (1.41)
= α2 + αE(Zi) + αE(Zj) + Cov(ZiZj) + E(Zi)E(Zj)
= (E(Zi) + α)(E(Zj) + α) + Cov(ZiZj)
= (αaiRi,i)(αajRj,j) + Cov(ZiZj),
where we use (1.39) for the last line. Using (1.41) and calculating the left-hand
side of (1.40) we get the equality of the first and third terms in (1.38). To
find the equality of the second and third terms in (1.38) we differentiate the
Laplace transform of (X1,X2) in (1.1).
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If m = (0, . . . ,mj , 0, . . . 0) := m˜ it follows from (1.34) that
|R(m˜)|α = E
mj−1∏
l=0
(α+ Zj + l)
 . (1.42)
Note that
|R(m˜)|α = Rmjj,j |Emj |α (1.43)
where Emj is an mj ×mj matrix with all entries equal to 1. Therefore, by [4,
Proposition 3.6]
|R(m˜)|α = Rmjj,j
mj−1∏
l=0
(α+ l). (1.44)
Combining (1.42) and (1.44) we get the following inversion of (1.22):
Lemma 1.6
R
mj
j,j = E
mj−1∏
l=0
α+ Zj + l
α+ l
 . (1.45)
As a simple example of (1.45) or (1.33) we have
αRi,i = α+ E (Zi) . (1.46)
Adding this up for i = 1, . . . , n we get
E (‖Z‖ℓ1) = α
(
n∑
i=1
Ri,i − n
)
. (1.47)
In the next section we give some formulas relating the ℓ1 norms of perma-
nental random variables to the ℓ1 norms of the corresponding random variables
Z.
We give an alternate form of Lemma 1.3 in which the proof uses Lemma
1.6.
Lemma 1.7 For any m and 1 ≤ p ≤ n,
E(Zmp ) =
m∑
l=0
∑
(j0,j1,...,jl)∈Jm(l)
(−1)l+mαj0(α+1)j1 · · · (α+l)jl(Rp,pAp,p) l (1.48)
where
Jm(l) = {(j0, j1, . . . , jl) | j0+ · · · jl = m; ji ≥ 1, i = 0, . . . , l−1; jl ≥ 0}. (1.49)
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Proof To simplify the notation we take p = 1. It follows from (1.45) that
for each m,
E
(
m−1∏
i=0
(α+ i+ Z1)
)
= (R1,1A1,1)
m
m−1∏
i=0
(α+ i) . (1.50)
When m = 1 this gives
E (Z1) = αR1,1A1,1 − α, (1.51)
which proves (1.48) when m = 1.
Expanding the left hand side of (1.50) gives
m∑
k=0
∑
U⊆[0,m−1]
|U |=m−k
∏
i∈U
(α+ i)E
(
Zk1
)
= (R1,1A1,1)
m
m−1∏
i=0
(α+ i) . (1.52)
We prove (1.48) inductively. We have just seen that when m = 1 (1.52) holds
when E(Z1) takes the value given in (1.48). Therefore, if we show that (1.52)
holds when m = 2 and E(Z1) and E(Z
2
1 ) take the value given in (1.48), it
follows that (1.48) gives the correct value of E(Z21 ) when m = 2. We now
assume that we have shown this up to m− 1 and write out the left-hand side
of (1.52), replacing each E(Zk1 ), k = 1, . . . ,m by the right-hand side of (1.48).
Doing this we obtain terms, depending on k and U , which, up to their sign,
are of the form
I(j1, . . . , jm−1; l) =
m−1∏
i=0
(α+ i)ji (R1,1A1,1)
l, (1.53)
where
∑m−1
i=0 ji = m; 0 ≤ l ≤ m; ji ≥ 1, i = 0, . . . , l − 1; jl ≥ 0 and 0 ≤ ji ≤
1, i = l + 1, . . . ,m− 1.
The terms in (1.53) may come from the term
∏
i∈U (α+ i) in (1.52) or they
may come from the expression for E
(
Zk1
)
in (1.48). Suppose that for some
i = 0, . . . , l − 1 we have ji > 1 and i ∈ U and k = k¯ ≥ l. Consider what this
term is in (1.53). Note that we obtain the same term with a change of sign
when U is replaced by U − {i} and k = k¯ + 1. The same observation holds in
reverse. Furthermore, both these arguments also apply when jl > 0.
Because of all this cancelation, when we add up all the terms which, up to
their sign, are of the form (1.53), and take their signs into consideration we
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only get non-zero contributions when all ji = 1, i = 0, . . . , l − 1 and jl = 0.
That is, we only get non-zero contributions when
l∑
i=0
ji = l (1.54)
But recall that we have
∑m−1
i=0 ji = m in (1.53) so for this to hold we must
have
∑m−1
i=l+1 ji = m − l with 0 ≤ ji ≤ 1, i = l + 1, . . . ,m − 1. This is not
possible because there are only m − l − 1 terms in this sum. Therefore we
must have l = m in (1.54), which can also be written as
∑m−1
i=0 ji = m because
jl = jm = 0. This shows that summing all the terms on the left-hand side of
(1.52) gives the right hand side of (1.52). This completes the induction step
and establishes (1.48).
Example 1.1 It is interesting to have some examples. We have already
pointed out that for any 1 ≤ p ≤ n
E(Zp) = α(Ap,pRp,p − 1). (1.55)
Using (1.48) we get
E(Z4p) =
[
α(α+ 1)(α + 2)(α + 3)
]
(Ap,pRp,p)
4 (1.56)
−[α2(α+ 1)(α + 2) + α(α+ 1)2(α+ 2)
+α(α+ 1)(α + 2)2 + α(α+ 1)(α + 2)(α + 3)
]
(Ap,pRp,p)
3
+
[
α2(α+ 1)(α + 2) + α(α+ 1)2(α+ 2) + α(α + 1)(α+ 2)2
+α3(α+ 1) + α2(α+ 1)2 + α(α + 1)3
]
(Ap,pRp,p)
2
−[α3(α+ 1) + α2(α+ 1)2 + α(α + 1)3 + α4](Ap,pRp,p) + α4.
Using (1.22) we get
E(Z4p ) =
[
α(α+ 1)(α + 2)(α + 3)
]
(Ap,pRp,p)
3(Ap,pRp,p − 1) (1.57)
−[α2(α+ 1)(α + 2) + α(α + 1)2(α+ 2)
+α(α + 1)(α+ 2)2](Ap,pRp,p)
2(Ap,pRp,p − 1)
+
[
α3(α+ 1) + α2(α+ 1)2 + α(α+ 1)3
]
(Ap,pRp,p)(Ap,pRp,p − 1)
−α4(Ap,pRp,p − 1).
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2 Some formulas for the ℓ1 norm of permanental
random variables
We can use (1.14) and properties of independent gamma random variables to
obtain some interesting formulas for functions of permanental random vari-
ables. Taking advantage of the infinitely divisibility of the components of Y ,
defined in (1.35), we see that
‖Y ‖ℓ1 law= ξαn+‖Z‖ℓ1 ,1. (2.1)
Note that
P (‖Z‖ℓ1 = j) =
∑
k=(k1,...,kn)
|k|=j
P (Z = (k1, . . . , kn)) , (2.2)
where |k| = ∑ni=1 ki . The following lemma is an immediate consequence of
(2.1):
Lemma 2.1 Let Φ be a positive real valued function. Then
E(Φ(‖Y ‖ℓ1)) = E(Φ(ξnα+‖Z‖ℓ1 ,1)). (2.3)
Example 2.1 It follows from (2.3) and (1.13) that for any p > 0,
E(‖Y ‖p1) = E
(
Γ (‖Z‖ℓ1 + nα+ p)
Γ (‖Z‖ℓ1 + nα)
)
. (2.4)
Clearly, E(‖Y ‖ℓ1) =
∑n
i=1 aiE(Xi) and E(Xi) = αRi,i. Therefore, (1.47)
follows from (2.4) with p = 1.
Using these results we get a formula for the expectation of the ℓ2 norm of
certain n-dimensional Gaussian random variables.
Corollary 2.1 Let η = (η1, . . . , ηn) be a mean zero Gaussian random vari-
able with covariance matrix R. Assume that A = R−1 exists and is an
M -matrix. Let {ai}ni=1 denote the diagonal elements of A. Set a1/2η =
(a
1/2
1 η1, . . . , a
1/2
n ηn). Then∥∥∥a1/2η√
2
∥∥∥2
ℓ2
law
= ξn/2+‖Z‖
ℓ1 ,1
. (2.5)
and
E
(∥∥∥a1/2η√
2
∥∥∥
2
)
= E
(
Γ (‖Z‖ℓ1 + (n+ 1)/2)
Γ (‖Z‖ℓ1 + n/2)
)
. (2.6)
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Proof The statement in (2.5) is simply (2.1) with Y = (a
1/2
1 η1, . . . , a
1/2
n ηn)
and α = 1/2. The statement in (2.6) is simply (2.4) with p = 1/2.
3 Symmetrizing M-matrices
It follows from [1, p. 135, G20; see also p. 150, E11] that a symmetric M -
matrix is positive definite. Therefore when the M -matrix A is symmetric and
α = 1/2, (1.1), with R = A−1, is the Laplace transform of a vector with
components that are the squares of the components of a Gaussian vector. For
this reason we think of symmetric M -matrices as being special. Therefore,
given an M -matrix, we ask ourselves how does the permanental vector it
defines compare with the permanental vector defined by a symmetrized version
of the M -matrix.
When the M -matrix is symmetric and α = 1/2, (1.1), with R = M−1, is
the Laplace transform of a vector with components that are the squares of
the components of a Gaussian vector. For this reason we think of symmetric
M -matrices as being special. Therefore, given an M -matrix, we ask ourselves
how does the permanental vector it defines compare with the permanental
vector defined by a symmetrized version of the M -matrix.
For a positive n× n matrix C with entries {ci,j} we define S(C) to be the
n × n matrix with entries {(ci,jcj,i))1/2}. When A is an n × n non-singular
M-matrix of the form A = D − B, as in (1.6), we set Asym = D − S(B). We
consider the relationship of permamental vectors determined by A and Asym,
i.e. by R = A−1 and Rsym := A
−1
sym as in (1.1). In Remark 3.2 we explain
how this can be used in the study of sample path properties of permanental
processes.
Lemma 3.1 Let A be a non-singular M -matrix, with diagonal elements {ai},
i = 1, . . . , n. Then
|A| ≤ 1. (3.1)
Proof This follows from (1.9) since B(0) = 1.
The series expansion in (1.8) gives the following relationships between two
non-singular M -matrices A and A′ subject to certain regularity conditions.
Lemma 3.2 Let A and A′ be n × n non singular M -matrices and define A
and A
′
as in (1.7). Assume that B
′ ≥ B. Then
A
′ ≤ A and (A)−1 ≤ (A′)−1. (3.2)
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Proof The first inequality in (3.2) follows immediately from (1.7).
To obtain the second statement in (3.2) we write A = DA(I −D−1A B), so
that by [1, Chapter 7, Theorem 5.2]
A−1DA = (I −B)−1 =
∞∑
j=0
(B)j and A′−1DA = (I −B′)−1 =
∞∑
j=0
(B
′
)j
(3.3)
both converge. Therefore A−1DA ≤ A′−1DA′ which is the same as the second
inequality in (3.2).
Lemma 3.3 When A is an n × n non-singular M-matrix, Asym, and Asym
are n× n non-singular M-matrices and
|Asym| ≥ |A| and |Asym| ≥ |A|. (3.4)
Proof We prove this for A and Asym. Given this it is obvious that the lemma
also holds for A and Asym.
It follows from [1, p. 136, H25] that we can find a positive diagonal matrix
E = diag (e1, . . . , en) such that
EAE−1 +E−1AtE (3.5)
is strictly positive definite. We use this to show that Asym is strictly positive
definite.
We write A = D −B as in (1.6). For any x = (x1, . . . , xn), by definition,
n∑
i,j=1
(Asym)i,jxixj =
n∑
i=1
aix
2
i −
n∑
i,j=1
(bi,jbj,i)
1/2xixj (3.6)
≥
n∑
i=1
aix
2
i −
n∑
i,j=1
(bi,jbj,i)
1/2|xi| |xj |
=
n∑
i=1
aix
2
i −
n∑
i,j=1
(eibi,je
−1
j ejbj,ie
−1
i )
1/2|xi| |xj|,
where, the first equality uses the facts that B ≥ 0 and has bi,i = 0, 1 ≤ i ≤ n.
Using the inequality between the geometric mean and arithmetic mean of
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numbers we see that the last line of (3.6)
≥
n∑
i=1
aix
2
i −
1
2
n∑
i,j=1
(eibi,je
−1
j + ejbj,ie
−1
i )|xi| |xj | (3.7)
=
n∑
i=1
aix
2
i −
1
2
n∑
i,j=1
(eibi,je
−1
j + e
−1
i b
t
i,jej)|xi| |xj|
=
1
2
n∑
i,j=1
((EAE−1)i,j + (E
−1AtE)i,j)|xi| |xj | > 0,
by (3.5). Therefore Asym is strictly positive definite and by definition, Asym
has non-positive off diagonal elements. Since the eigenvalues of Asym are real
and strictly positive we see by [1, p. 135, G20] that Asym is a non-singular
M-matrix.
To get (3.4) we note that by (1.9)
|A|α
∑
k=(k1,...,kn)
|B(k)|α∏n
i=1 a
k
i ki!
= |Asym|α
∑
k=(k1,...,kn)
|S(B)(k)|α∏n
i=1 a
k
i ki!
. (3.8)
Using (3.9) in the next lemma, we get (3.4).
Lemma 3.4 Let C be a positive n× n matrix. Then
|S(C)|α ≤ |C|α and |S(C)(k)|α ≤ |C(k)|α. (3.9)
Proof Consider two terms on the right-hand side of (1.2) for |C|α,
αc(π)c1,π(1)c2,π(2) · · · cn,π(n) (3.10)
and
αc(π
−1)c1,π−1(1)c2,π−1(2) · · · cn,π−1(n) = αc(π)cπ(1),1cπ(2),2 · · · cπ(n),n (3.11)
The sum of these terms is
αc(π)
(
c1,π(1)c2,π(2) · · · cn,π(n) + cπ(1),1cπ(2),2 · · · cπ(n),n
)
. (3.12)
The corresponding sum of these terms for |S(C)|α is
αc(π)2(c1,π(1)c2,π(1) · · · cn,π(n)cπ(1),1cπ(2),2 · · · cπ(n),n)1/2. (3.13)
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Considering the inequality between the geometric mean and arithmetic mean
of numbers we see that the term in (3.12) is greater than or equal to the term
in (3.13). The same inequality holds for all the other terms on the right-hand
side of (1.2). Therefore we have the first inequality in (3.9). A similar analysis
gives the second inequality.
Theorem 3.1 Let X and X˜ be permanental vectors determined by A and
Asym and f be a positive function on R
n. Then
E(f(X)) ≥ |A|
α
|Asym|α
E(f(X˜)). (3.14)
Proof Using Lemma 3.4 and (1.14) we have
E(f(X)) (3.15)
= |A|
∑
k=(k1,...,kn)
|B(k)|α∏n
i=1 ki!
E (f (ξα+k1,a1 , . . . , ξα+kn,an))
≥ |A|
∑
k=(k1,...,kn)
|Bsym(k)|α∏n
i=1 ki!
E (f (ξα+k1,a1 , . . . , ξα+kn,an))
=
|A|α
|Asym|α
E(f(X˜)).
This leads to an interesting two sided inequality.
Corollary 3.1 Let X and X˜ be permanental vectors determined by A and
Asym. Then for all functions g of X and X˜ and sets B in the range of g
|A|α
|Asym|αP
(
g(X˜) ∈ B
)
≤ P (g(X) ∈ B) (3.16)
≤
(
1− |A|
α
|Asym|α
)
+
|A|α
|Asym|αP
(
g(X˜) ∈ B
)
.
Proof The first inequality follows by taking f(X) = Ig(X)∈B( · ) in (3.14)
and, similarly, the second inequality follows by taking f(X) = Ig(X)∈Bc( · ) in
(3.14).
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Corollary 3.2 Under the hypotheses of Corollary 3.1
P (g(X) ∈ B) = 1 =⇒ P
(
g(X˜) ∈ B
)
= 1. (3.17)
Proof It follows from the first inequality in (3.16) that
P (g(X) ∈ Bc) = 0 =⇒ P
(
g(X˜) ∈ Bc
)
= 0. (3.18)
We get (3.17) by taking complements.
Remark 3.1 A useful application of Corollaries 3.1 and 3.2 is to take g(X) =
‖X‖∞.
Remark 3.2 When {R(s, t), s, t ∈ S} is the potential density of a tran-
sient Markov process with state space S, for all (s1, . . . , sn) in S, the ma-
trix {R(si, sj)}ni,j=1 is invertible and its inverse A(s1, . . . , sn) is a non-singular
M -matrix. For all (s1, . . . , sn) in S consider Asym(s1, . . . , sn). If
inf
∀t1,...,tn,∀n
|A(t1, . . . , tn)|
|Asym(t1, . . . , tn)| > 0 (3.19)
it follows from Corollary 3.1 that supt∈T Xt < ∞ almost surely if and only if
supt∈T X˜t
<∞ almost surely. Here we also use the fact that these are tail events.
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