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Abstract
This paper is to classify genuine irreducible lowest weight modules of ˜Sp2n(R), of Gelfand–Kirillov
dimension n.
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1. Introduction
Fix a positive integer n. The metaplectic group G = ˜Sp2n(R) is the unique non-split double
covering of the real symplectic group Sp2n(R), and we have an exact sequence
1 → {±1} → G η−→ Sp2n(R) → 1
of Lie groups. Write g = sp2n(C), which is the complexified Lie algebra of G. The unitary group
U(n) is a maximal compact subgroup of Sp2n(R). Write K = η−1(U(n)), which is a maximal
compact subgroup of G. By abuse of notation, we do not distinguish representations of G and
the underlying (g,K) modules.
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the definition briefly here. For more details, see [2,10]. Let “U” stand for universal enveloping
algebras. Write Uk(g) for the subspace of U(g) spanned by products of at most k elements of g.
Let M be a non-zero finitely generated admissible (g,K) module. Take a finite-dimensional
subspace M0 of M which generates M as a U(g) module. By the theory of Hilbert polynomials,
there are a non-negative integer dM and a positive integer BM such that
dimUk(g)M0 = BM
dM !k
dM + O(kdM−1), as k → +∞. (1)
The integer dM is called the Gelfand–Kirillov dimension of M , and BM is called the Bernstein
degree. They are independent of the choice of M0.
Small representations are of great interest in representation theory. See [11] for a general
introduction. The smallest possible value of dM is 0, and dM = 0 if and only if M is finite-
dimensional. In this case, irreducible representations of G are classified by the classical highest
weight theory, and all the representations descend to representations of Sp2n(R). By the theory
of associated varieties [9,11,13], one knows that the next smallest possible value of dM is n.
There is a famous example of representation of G with Gelfand–Kirillov dimension n, namely,
the oscillator representation. Actually, there are two oscillator representations of G, which are
contragredient to each other. We only consider one of them. So the oscillator representation ω
under consideration is the direct sum of two irreducible unitary representations, which satisfy
{ (a) they are genuine lowest weight modules, and
(b) they have Gelfand–Kirillov dimension n. (2)
Recall that a representation of G is said to be genuine if the kernel {±1} acts via the unique
non-trivial character. The usual terminology “lowest weight module” will be explained later.
We are interested in finding all representations which are “close” to oscillator representations.
More precisely, the goal of this paper is a classification of irreducible (g,K) modules, unitary
or not, with the two properties of (2). The original motivation of the classification comes from
calculations of nilpotent cohomologies of oscillator representations, which generalize J. Adams’
results in [1], and are expected to be used in explicit theta correspondences. Unitary lowest (or
highest) weight modules are classified and studied extensively in literature. See [3–5,7–9] for
example. In particular, the Gelfand–Kirillov dimensions of irreducible unitary lowest weight
modules of G are calculated in [5] and [9]. Both papers use theta correspondences of compact
dual pairs, and their methods do not apply to non-unitary representations.
Let us introduce more notation. We have a diagram
Z ⊂ C ⊂ T ⊂ K ⊂ G
↓ ↓ ↓ ↓ ↓η
{±1} ⊂ U(1) ⊂ U(1)n ⊂ U(n) ⊂ Sp2n(R)
of groups, where U(1) ⊂ U(1)n is the diagonal embedding,
T = η−1(U(1)n), C = η−1(U(1)), and Z = η−1({±1}).
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group of U(1)n is identified with Zn, and that of T is identified with
Λ
.= Zn ∪
(
1
2
+ Z
)n
⊂ Rn.
The characters of U(1) are identified with Z, and those of C are identified with{ 1
2Z, if n is odd,
Z × (Λ/Zn), if n is even.
By restricting from C, the characters of Z are identified with
{ 1
2Z/2Z, if n is odd,
(Z/2Z) × (Λ/Zn), if n is even.
Call the corresponding character
{
χs, s ∈ 12Z/2Z, if n is odd,
χs,, (s, ) ∈ (Z/2Z) × (Λ/Zn), if n is even.
The root system of g (relative to T ) is
Δ
.= {±i ± j | 1 i < j  n} ∪ {±2i | 1 i  n},
and the compact roots are
Δc
.= {i − j | 1 i, j  n, i 	= j},
where (1, 2, . . . , n) is the standard basis of Rn. Fix a positive system
Δ+ .= {−i + j | 1 i < j  n} ∪ {i + j | 1 i < j  n} ∪ {2i | 1 i  n},
and write the negative roots
Δ− = −Δ+.
The half sum of the positive roots is
ρ = (1,2, . . . , n).
The Lie algebra g has vector space decompositions
g = k ⊕ p+ ⊕ p− and g = t ⊕ n+ ⊕ n−,
where k and t are the complexified Lie algebras of K and T , respectively, p± is the K stable
abelian subspace corresponding to the roots
±({i + j | 1 i < j  n} ∪ {2i | 1 i  n}),
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A (g,K) module M is called a lowest weight module if it is generated by Mn− . Here and
henceforth, a superscript Lie algebra stands for the Lie algebra invariants. A T eigenvector in
Mn
− is called a lowest weight vector of M , and the corresponding eigenvalue, which is a char-
acter of T , is called a lowest weight.
Write
Λlow
.= {(λ1, λ2, . . . , λn) ∈ Λ ∣∣ λ1 > λ2 > · · · > λn}.
Let
λ = (λ1, λ2, . . . , λn) ∈ Λlow.
Denote by Eλ+ρ an irreducible finite-dimensional representation of K of lowest weight λ + ρ.
The generalized Verma module, which is a lowest weight (g,K) module, is defined to be
Mλ = U(g) ⊗U(k+p−) Eλ+ρ,
with U(g) acts by left multiplication, and K acts by
k(a ⊗ v) = Adk(a) ⊗ av, k ∈ K, a ∈ U(g), v ∈ Eλ+ρ,
where “Ad” stands for the adjoint representation. The irreducible lowest weight module Lλ is by
definition the unique irreducible quotient of Mλ. Both Mλ and Lλ have infinitesimal character λ
and have central character {
χs(λ), if n is odd,
χs(λ),λ+Zn , if n is even,
where
s(λ) = λ1 + λ2 + · · · + λn + 1 + 2 + · · · + n + 2Z.
Let us remark here that the Gelfand–Kirillov dimension of Mλ is
dim
(
p+
)= n2 + n
2
,
which is much bigger than n for n large.
Irreducible lowest weight modules are parametrized by Λlow, i.e., we have a bijection
Λlow ↔ {isomorphic class of irreducible lowest weight (g,K) modules},
λ → Lλ.
Set
Λgnl
.= Λlow ∩
(
1 + Z
)n
,2
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sentation
ω ∼= L(− 12 ,− 32 ,− 52 ,...,− 2n−12 ) ⊕ L( 12 ,− 32 ,− 52 ,...,− 2n−12 ).
The main theorem of the paper is
Theorem 1.1. Let λ = (λ1, λ2, . . . , λn) ∈ Λgnl. Then Lλ has Gelfand–Kirillov dimension n if and
only if n = 1, or
n 2 and −|λ1| > λ2.
To shorten terminology, we call a (g,K) module oscillator-like if it is finitely generated, ad-
missible, genuine, and every irreducible subquotient of it is a lowest weight module of Gelfand–
Kirillov dimension n. It is clear that
(a) every subquotient of an oscillator-like representation is still oscillator-like, and
(b) the tensor product of a finite-dimensional representation with an oscillator-like representa-
tion is still oscillator-like.
Now irreducible oscillator-like representations are parametrized by
Λosc
.=
{
(λ1, λ2, . . . , λn) ∈
(
1
2
+ Z
)n ∣∣∣−|λ1| > λ2 > · · · > λn
}
.
Among them, when n 2, only the two summands of ω are unitary. We draw two direct conse-
quences of the above theorem. They reflect the fact that oscillator-like representations are “close”
to finite-dimensional ones.
Corollary 1.2. Up to isomorphism, an irreducible oscillator-like (g,K) module is determined by
its infinitesimal character together with its central character.
Corollary 1.3. Every oscillator-like (g,K) module is completely reducible. In particular, the ten-
sor product of the oscillator representation with an arbitrary finite-dimensional representation
is completely reducible.
The other result we get in the proof of the main theorem is
Corollary 1.4. Let λ ∈ Λgnl. Then Lλ has Gelfand–Kirillov dimension n if and only if it occurs
in
ω ⊗ F
for some finite-dimensional representation F of G.
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Let us consider the case of n = 1 first.
Lemma 2.1. If n = 1 and λ ∈ Λgnl = 12 + Z, then Mλ is irreducible. Consequently, Lλ has
Gelfand–Kirillov dimension 1.
Proof. This is easy and well known as λ is not a negative integer. 
Lemma 2.2. Assume n = 1, and let λ,λ′ ∈ Λgnl = 12 + Z. If Lλ and Lλ′ have the same infinites-
imal character and the same central character, then λ = λ′.
Proof. The conditions imply
|λ| = |λ′| and λ − λ′ ∈ 2Z,
which force λ = λ′ as λ is not an integer. 
Lemma 2.3. Assume n = 1, and let λ,λ′ ∈ Λgnl = 12 + Z. Then every exact sequence
0 → Lλ → N → Lλ′ → 0
of (g,K) modules splits.
Proof. If Lλ and Lλ′ have different infinitesimal characters or different central characters, then
the exact sequence clearly splits. Otherwise Lemma 2.2 implies that λ = λ′. Then the weight
λ + ρ has multiplicity 2 in N . Take v ∈ N \ Lλ, of weight λ + ρ. Then v generate a submodule
which is isomorphic to Lλ′ via the projection N → Lλ′ . 
We call a T module N bounded below if there is a real number B0 such that
ai  B0, i = 1,2, . . . , n,
for every weight (a1, a2, . . . , an) ∈ Λ of N . Notice that both Mλ and Lλ are bounded below for
all λ ∈ Λlow.
Lemma 2.4. Assume n = 1. If N is a bounded below genuine (g,K) module, then N is com-
pletely reducible.
Proof. Without lose of generality, we assume that N is finitely generated. Then N is automat-
ically of finite length since it is bounded below. Let S be the socle of N . Assume S 	= N by
contradiction. Then there exist a submodule N ′ of N , a half integer λ′ ∈ 12 + Z, and a non-split
exact sequence
0 → S → N ′ → Lλ′ → 0.
Therefore Ext1(g,K)(Lλ′ , S) 	= 0, and consequently, Ext1(g,K)(Lλ′ ,Lλ) 	= 0 for some irreducible
summand Lλ of S. This contradicts Lemma 2.3. 
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bijective.
Proof. This follows easily from Lemma 2.1 and Lemma 2.4. 
Now we return to the general case. Decompose
p+ = p+l ⊕ p+s ,
where p+l is the T stable subspace corresponding to the long roots
{21,22, . . . ,2n},
and p+s is the T stable subspace corresponding to the short roots
{i + j | 1 i < j  n}.
Similarly, we have a decomposition
p− = p−l ⊕ p−s .
Write
gl = t ⊕ p+l ⊕ p−l ,
which is isomorphic to sł2(C)n as a Lie algebra. Set ρl = (1,1, . . . ,1). For all λ ∈ (Z + 12 )n, we
define the Verma module
Ml,λ := U(gl ) ⊗U(t+p−l ) Cλ+ρl ,
which is a genuine (gl , T ) module, where Cλ+ρl is the one-dimensional T module of weight
λ + ρl . The terminologies “Gelfand–Kirillov dimension,” “genuine” and “lowest weight mod-
ule” also apply to (gl , T ) modules. Everything works exactly as in the case of n = 1, and we
summarize as
Lemma 2.6. Let λ,λ′ ∈ ( 12 + Z)n.
(a) The Verma module Ml,λ is irreducible, and has Gelfand–Kirillov dimension n.
(b) If Ml,λ and Ml,λ′ have the same infinitesimal character and the same central character, then
λ = λ′.
(c) Every exact sequence
0 → Ml,λ → N → Ml,λ′ → 0
of (gl , T ) modules splits.
(d) If N is a bounded below genuine (gl , T ) module, then N is completely reducible.
(e) If N is as in part (d), then the action map U(p+l ) ⊗ Np
−
l → N is bijective.
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Let λ = (λ1, λ2, . . . , λn) ∈ Λgnl throughout this section.
The main purpose of this section is to prove
Proposition 3.1. Assume n 2. If Lλ has Gelfand–Kirillov dimension n, then λ ∈ Λosc, i.e.,
−|λ1| > λ2.
Let Z((Λ)) be the group of integer valued functions on Λ. Its elements are formally written as
∑
τ∈Λ
aτ e
τ ,
with all aτ ∈ Z. Let Λ+ ⊂ Λ be the non-negative integral combinations of elements of Δ+. Write
R for the functions in Z((Λ)) whose supports are contained in finite unions of translations of Λ+.
Use the convolution as multiplication,R is a commutative integral domain. For every admissible
representation N of T , write
ch(N) =
∑
τ∈Λ
aτ (N)e
τ ∈ Z((Λ)),
and call it the formal character of N , where aτ (N) is the multiplicity of τ in N . See [6] for more
details. Notice that ch(N) ∈R when N is a finitely generated admissible (g,K) module which
is bounded below.
It follows from part (e) of Lemma 2.6 that
Lemma 3.2. Assume N is a finitely generated admissible genuine (g,K) module which is
bounded below. Then
ch(N) = ch(U(p+l )) ch(Np−l ). (3)
Lemma 3.3. Assume N is as in Lemma 3.2. If N has Gelfand–Kirillov dimension n, then
dim
(
Np
−
l
)
< ∞.
Proof. Assume N has Gelfand–Kirillov dimension n, and has Bernstein degree B . Let N ′ be a
finite-dimensional subspace of Np
−
l
. Take a finite-dimensional subspace N0 of N which contains
N ′ and generates N as a U(g) module. Then
dim
(Uk(g)N0) dim(Uk(p+l )N ′)
= dim(N ′)dim(Uk(p+l )) (part (e) of Lemma 2.6)
= dim(N ′)
(
k + n
n
)
 dim(N
′)
n! k
n.
Comparing to (1), we conclude that dim(N ′) B , and the lemma follows. 
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τ  τ ′ if τ ′ − τ ∈ Λ+.
Denote by W the Weyl group of the root system Δ.
Lemma 3.4. Assume n  2. If Lλ has Gelfand–Kirillov dimension n, then there is a μ ∈ Λgnl
such that
(a) μ ∈ Wλ, μ 	= λ, and
(b) λ μ λ + m(1 + 2) for some positive integer m.
Proof. By observing the composition series of the generalized Verma module Mλ, we write
ch(Mλ) = ch(Lλ) + c1 ch(Lμ1) + c2 ch(Lμ2) + · · · + ck ch(Lμk ), (4)
where μ1,μ2, . . . ,μk are distinct elements of
(
Λgnl ∩ (Wλ) ∩
(
λ + Λ+)) \ {λ},
and c1, c2, . . . , ck are positive integers. It is clear that
ch(Mλ) = ch
(
Eλ+ρ ⊗ S
(
p+s
))
ch
(
S
(
p+l
))
, (5)
where “S” stands for symmetric algebras. SinceR is an integral domain, (4), (5) and Lemma 3.2
implies
ch
(
Eλ+ρ ⊗ S
(
p+s
))= ch(Lp−lλ )+ c1 ch(Lp−lμ1 )+ c2 ch(Lp−lμ2 )+ · · · + ck ch(Lp−lμk ). (6)
By Lemma 3.3, Lp
−
l
λ is finite-dimensional. Therefore λ + ρ + m(1 + 2) is not a weight of it
for some positive integer m. By (6), since λ + ρ + m(1 + 2) is a weight of Eλ+ρ ⊗ S(p+s ),
it must be a weight of Lμ for some μ = μ1,μ2, . . . ,μk . This μ fulfills the requirements of the
lemma. 
Proof of Proposition 3.1. The simple roots of Δ are
α1 = n − n−1, α2 = n−1 − n−2, . . . , αn−1 = 2 − 1, αn = 21,
and the corresponding fundamental weights are
1 = (0,0, . . . ,0,0,1), 2 = (0,0, . . . ,0,1,1), . . . , n = (1,1, . . . ,1,1,1).
Let μ = (μ1,μ2, . . . ,μk) ∈ Λgnl and m be as in Lemma 3.4. Condition (b) of Lemma 3.4 implies
λ · i  μ · i 
(
λ + m(1 + 2)
) · i, i = 1,2, . . . , n. (7)
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{|μ1|, |μ2|, . . . , |μn|}= {|λ1|, |λ2|, . . . , |λn|} (8)
as sets counted with multiplicities. Now (7) and (8) force
⎧⎨
⎩
(a) μi = λi, for i  3,
(b) μ2  λ2, μ1 + μ2  λ1 + λ2, and
(c) {|μ1|, |μ2|} = {|λ1|, |λ2|} as sets counted with multiplicities.
(9)
Since λ,μ ∈ Λgnl, μ 	= λ, and λ μ, we have⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(a) μ1,μ2, λ1, λ2 ∈ 12 + Z,
(b) μ1 > μ2, λ1 > λ2,
(c) μ1 + μ2 − λ1 − λ2 ∈ 2Z, and
(d) (μ1,μ2) 	= (λ1, λ2).
(10)
Now it is elementary to conclude that −|λ1| > λ2 from (10) and (b), (c) of (9). 
As a consequence of Proposition 3.1, we prove Corollary 1.2, i.e.,
Corollary 3.5. Let λ′ ∈ Λgnl. Assume both Lλ and Lλ′ have Gelfand–Kirillov dimension n. If Lλ
and Lλ′ have the same infinitesimal character and the same central character, then λ = λ′.
Proof. The case of n = 1 is proved in Lemma 2.2. Assume n 2, and Lλ and Lλ′ have the same
infinitesimal character. Then Proposition 3.1 implies
λ′ = λ or (−λ1, λ2, . . . , λn).
Write λ′ = (λ′1, λ′2, . . . , λ′n) ∈ Λgnl. Notice that Lλ and Lλ′ have the same central character if and
only if
(λ1 + λ2 + · · · + λn) −
(
λ′1 + λ′2 + · · · + λ′n
) ∈ 2Z.
Therefore λ′ = (−λ1, λ2, . . . , λn) implies that they have different central character. This finishes
the proof. 
Now Corollary 1.3 can be proved as Lemma 2.4, i.e., we have
Corollary 3.6. Every oscillator-like (g,K) module is completely reducible.
4. Tensor products of the oscillator representation with finite-dimensional ones
Now assume λ = (λ1, λ2, . . . , λn−1, λn) ∈ Λosc. Write
μ = (μ1,μ2, . . . ,μn) =
(
−|λ1| + 1 , λ2 + 3 , . . . , λn + 2n − 1
)
∈ Zn.2 2 2
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of lowest weight μ.
For simplicity, write
λeven =
(
−1
2
,−3
2
,−5
2
, . . . ,−2n − 1
2
)
,
λodd =
(
1
2
,−3
2
,−5
2
, . . . ,−2n − 1
2
)
,
ωeven = Lλeven ,
and
ωodd = Lλodd .
Proposition 4.1. If λ1 < 0, then Lλ is isomorphic to a submodule of ωeven ⊗ Fμ. If λ1 > 0, then
Lλ is isomorphic to a submodule of ωodd ⊗ Fμ.
Let u0 and v0 be non-zero lowest weight vectors of ωeven and Fμ, respectively. It is trivial that
Lemma 4.2. The non-zero vector u0 ⊗ v0 is in (ωeven ⊗ Fμ)n− . If λ1 < 0, then it has weight
λ + ρ.
Let {H1,X1, Y1} ⊂ g be a triple such that
(a) X1 is a root vector corresponding to the root 21,
(b) Y1 is a root vector corresponding to the root −21, and
(c) [X1, Y1] = H1, [H1,X1] = 2X1, [H1, Y1] = −2Y1.
Define a sequence x0, x1, x2, . . . of non-zero elements in ωodd by
(a) x0 is a lowest weight vector, and
(b) xi = 22i2 + i X1xi−1, i = 1,2, . . . .
We calculate that (as in [12, Lemma 1.2.4])
Y1(xi) = −xi−1, i = 1,2, . . . .
Define a sequence y0, y1, . . . , y|μ1| of non-zero elements in Fμ by
(a) y0 is a weight vector of extremal weight
(|μ1|,μ2, . . . ,μn), and
(b) yi = Y1yi−1, i = 1,2, . . . , |μ1|.
Lemma 4.3. The non-zero vector
∑|μ1|
i=0 xi ⊗ yi is in (ωodd ⊗Fμ)n
−
. If λ1 > 0, then it has weight
λ + ρ.
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∑|μ1|
i=0 xi ⊗ yi has weight λodd + ρ + μ + 2|μ1|1, which is λ + ρ
when λ1 > 0. Every weight of ωodd ⊗ Fμ belongs to λodd + ρ + μ + Λ+. Recall that 21 is a
simple root. For any other simple root α, we claim that
−α + (λodd + ρ + μ + 2|μ1|1) /∈ λodd + ρ + μ + Λ+,
or equivalently,
−α + 2|μ1|1 /∈ Λ+.
Otherwise we get a contradiction by pairing the above with the fundamental weight α corre-
sponding to α.
Let Y−α be a root vector corresponding to −α. Now Y−α∑|μ1|i=0 xi ⊗yi = 0 since it has weight−α + (λodd + ρ + μ + 2|μ1|1), which is not a weight of ωodd ⊗ Fμ.
On the other hand
Y1
( |μ1|∑
i=0
xi ⊗ yi
)
=
|μ1|∑
i=1
−xi−1 ⊗ yi +
|μ1|−1∑
i=0
xi ⊗ yi+1 = 0.
The lemma now follows from the fact that the root vectors
{Y−α | α is a simple root}
generate the Lie algebra n−. 
When λ1 < 0, Lemma 4.2 implies that Lλ is a subquotient of ωeven ⊗ Fμ, and is therefore
a submodule by Corollary 1.3. This proves the first assertion of Proposition 4.1. Similarly, the
second assertion is implied by Lemma 4.3.
In conclusion, by Proposition 3.1, Proposition 4.1, and the fact that tensoring with a finite-
dimensional representation does not increase the Gelfand–Kirillov dimension, we have that for
every λ ∈ Λgnl, the following three conditions are equivalent.
(a) Lλ has Gelfand–Kirillov dimension n.
(b) λ ∈ Λosc.
(c) Lλ occurs in ω ⊗ F for some finite-dimensional representation F .
This implies both Theorem 1.1 and Corollary 1.4.
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