Abstract--Singularly perturbed two-point boundary value problems (SPBVPs) for third-order ordinary differential equations (ODEs) with a small parameter multiplying the highest derivative are considered. A numerical method is suggested in this paper to solve such problems. In this method, the given BVP is transformed into a weakly coupled system of two ODEs subject to suitable initial and boundary conditions. Then, the computational method, presented in this paper, is applied to this system. In this method, we reduce the weakly coupled system into a decoupled system. Then, to solve this decoupled system numerically, we apply a 'boundary value technique (BVT)', in which the domain of definition of the differential equation is divided into two nonoverlapping subintervals called inner and outer regions. Then, we solve the decoupled system over these regions as two point boundary value problems. An exponentially fitted finite difference scheme is used in the inner region and a classical finite difference scheme, in the outer region. The boundary conditions at the transition point are obtained using the zero-order asymptotic expansion approximation of the solution of the problem. This computational method is distinguished by the facts that the decoupling reduces the computational time very much and it is well suited for parallel computing. This method can be extended to a system of two ordinary differential equations, of which, one is of first order and the other is of second order. Numerical examples are given to illustrate the method. ~)
INTRODUCTION
For the past 20 years an extensive research has been made on numerical methods for singularly perturbed ordinary differential equations (SPODEs). Robust techniques have been developed for second-order ordinary differential equations but for higher-order equations only few results are reported in the literature. Analytical treatment of SPBVPs for higher-order nonlinear ordinary differential equations, which have important applications in fluid dynamics, is available in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . The classification of singularly perturbed higher-order problems depend on how the order of the original equation is affected if one set ~ = 0. We say that the problem is of convection-diffusion type if the order is reduced by one and of reaction-diffusion type if the order is reduced by two. Here, e is a small positive parameter multiplying the highest derivative of the differential equation. Niederdrenk et al. [10] have considered convection-diffusion type problems and derived conditions for the uniform stability of the discrete and continuous problems. Gartland [11] has shown that the uniform stability of the discrete boundary value problem follows from the uniform stability of the associated discrete initial value problem and uniform consistency of the scheme. Some results connected with the exponentially fitted HODIE method [11] and defect corrections with piecewise constant coefficients are available in the literature. Feckan [9] has considered higher-order problems and his approach is based on the nonlinear analysis involving fixed-point theory, Leray-Schauder theory, etc. In [4] , an iterative method is described. Further, if the order of the equation is even then a finite element method (FEM) based on standard C m-t splines on a Shishkin mesh is reported [12] . In [4, 13] , an FEM for convection-reaction type problems is described. Also Semper [14] , Roos [15] , and O'Malley [16] have considered fourth-order equation and applied a standard FEM. As far as authors' knowledge goes, only few results are reported in the case of third-order differential equations, that too on the analytical behaviour of the solution. In fact, Howes [6] has considered problems of type
e2y"=f(y)y'+g(x,y), y(a)=A, y'(b) =C, y(b) =B,
and discussed the existence and asymptotic estimates of the solution by the method of descent. He has also reported results [5] on problems of the form 
O<j<n-2,
which include existence, uniqueness, and asymptotic behaviour of the solution. Roberts [7] has suggested a method of finding approximate solution for third-order ordinary differential equations. Zhao [8] has considered a more general class of third-order nonlinear SPBVPs of the form and discussed the existence, uniqueness of the solution and obtained asymptotic estimates using the theory of differential inequalities. Motivated by the works of Roberts [17] , Zhao [8] , Howes [5] , Jayakumar et al. [18, 19] , Natesan et al. [20] , and Khadalbajoo [21] [22] [23] we, in this paper, suggest a computational method, which makes use of the zero-order asymptotic expansion approximation and a boundary value technique (BVT) to find a numerical solution for third-order singularly perturbed ordinary differential equations subject to certain boundary conditions. As mentioned earlier, the BVP is transformed into a weakly coupled system of two equations, one of which is first order and the other a second-order equation, subject to initial and boundary conditions, respectively. Then, this weakly coupled system is decoupled by replacing one of the unknowns by its zero-order asymptotic expansion. Finally, the BVT is applied to the decoupled system. By this procedure of decoupling the computational time is very much reduced. Also, the BVT gives excellent portrait of the solution, especially within the boundary layers. This method is easy to apply and further we could give a full-fledged theory (consistency, stability, convergence and error estimates) for the same. Also, the material presented in Section 7 is entirely new. The present method is well suited for parallel computing. Thus, the present technique is more advantageous when compared with the other methods available in the literature.
In this paper, we consider the following problem
where e is a small positive parameter, a(x), b(x), c(x), and f(x) are sufficiently smooth functions, 
2) one boundary layer occurs at x = 0, which is less severe [4] . Condition (1.3) says that problem (1.1),(1.2) is a nonturning point problem. Condition (1.5) ensures that the equivalent system (2.1),(2.2) of (1.1),(1.2) is a weakly coupled system of equations. The other two conditions help to establish the maximum principle for system (2.1),(2.2) and using this principle, we establish a uniform stability result. In the following, C is a constant independent of the nodes, mesh size, and the small parameter e.
SOME ANALYTICAL RESULTS
This section presents the maximum principle and stability result on the solution for problem (2.1), (2.2) . A result on the asymptotic expansion approximation of the solution of (2.1),(2.2) is presented. Further, estimates for the derivatives of the solution are given. The maximum principle is stated in a form similar to that given in [24] .
Problem (1.1),(1.2) can be transformed into an equivalent problem of the form
Rly :=yl(0) = p, R2y :=y2(0) = q, R3y :=y2(1) = r,
where y=(yl,y2). ~/as given in condition (1.6) and x E/), we can easily prove that Pls > 0 and P2s > 0. Assume that the theorem is not true, and define 
Maximum Principle and Stability Result

{ }
~/~ --~ ~ -~/m~ {1~/0~, ~0~l L~l, m~o I~lyl m~ ~y} ~ ~x~, with 7] as given in condition (1.6) and x E D, by a proper selection of the constant C, we can prove that WI~(0) > 0, Wff(0) > 0, Wff(1) > 0, PlW+(x) > 0, for x E Do and P2W+(x) >_ 0, for x E D. Then, the desired result follows from Theorem 2.1.
Asymptotic Expansion Approximation
One can look for the asymptotic expansion solution of (2.1),(2.2) in the form
By the method of stretching variable [3] one can obtain the zero-order asymptotic expansion Yas = (uo + vo) where uo is solution of the reduced problem of (2.1),(2.2) given by
3) 
Estimates for Derivatives
THEOREM 2.3. Ira(x), b(x), c(x), and f(x) belong to C(J)(b) then, y~k)(x) and y(k)(X) satisfy
forallk<jandxED, 
Consider the differential equation -~v~'(x) + a(x)v~(~) + b(~)W(~) + c(~)Vl(x) =/(~).
Differentiating this k times, we are with the equation = where Then, following the method of proof given in [25] and using Lemma 2.1, we obtain
].
Using y~l(X) = y2(x),
CEl+ ]
Hence, the proof of the theorem is complete.
To prove the uniform convergence of the numerical solution, we need the following stronger result on the estimates of the derivatives of the components of the solution of (2.1),(2.2).
THEOREM 2.4. Ira(x), b(x), c(x), and f(x) C C(J)(/)), then the solution y = u + v satisfies
where u is the smooth component given by u = u0 + ¢Ul, u0 is the solution of the reduced problem (2.3), (2.4) and ul is the solution of the problem,
and v is the singular component given by (2.5) .
PROOF. Following the method of proof adopted in [25] and using Lemma 2.1, we can get the desired estimates.
SOME RESULTS ON NUMERICAL SCHEMES
In this section, we present a classical finite difference scheme and an exponentially fitted finite difference scheme to solve (2.1),(2.2) numerically. As in the case of continuous problem, the maximum principle theorem and the stability result for the discrete case are presented. Theorems giving the error estimates for the difference schemes are also presented.
As presented earlier, the outer region problem is solved by a classical finite difference scheme (see [26] ), whereas the inner region problem is solved by an EFD scheme [26] . These schemes for the problem (2.1),(2.2) are, respectively, as given below
where i E {0,1,...,n}, 0 = x0 < xl < "" < xn-] < xn = 1,
Analogues of the results for the continuous problem (2.1),(2.2) can be given for the discrete problems also. (3.4) .
/fYl,0_>0, y2,0_>0, y2,n_>0, Plhyi >0for0<i<n-1 andphy i >0for0 <i<n, then Yi -> 0 for i = 0(1)n.
PROOF. Define si = (sl#, s2#) > 0 as sl,i = (1 + 2r})x~ + z}, s2# = 1 + r} -x~, i = 0(1)n, and r} is as in condition (1.6). Then, we can easily prove that phs,>O, i=l(1)n, phs,>O, i=l(1)n--1.
Using the basic idea underlying in the method of proof adopted for the continuous problem, with the definition that 
PROOF. Define two mesh functions W~ by
Following the method of proof of Lemma 2.1, for a proper choice of the constant C and using Theorem 3.1 we can obtain the desired bounds for Yi. 
PROOF. The consistency errors due to ph and ph are given by
Moreover, y(x~) and y~ agree at the end points. Following the method of proof given in [4] and Lemma 3.1, we can complete the proof of this theorem. Again, following the method of proof adopted in [26] , we get
where C is independent of i, h, and e.
Combining (3.5) and (3.6), we get the classical estimate
On the other hand, one can check that (3.7)
But, from Theorem 2.2,
From (3.7) and (3.8), we conclude that
which is a nonclassical estimate of the error. We make use of the classical estimate when h 2/s < c and the nonclassical estimate when h 2/3 >_ ~ to have the estimate that is claimed.
BOUNDARY VALUE TECHNIQUE
In general, classical finite difference schemes fail to yield good approximation to singular perturbation problems throughout the domain of definition of differential equation. Therefore, one has to look for new, efficient methods for solving these problems. The 'boundary value technique' is one such method. Consider the problem (2.1),(2.2). Let k > 0 be such that kc << 1. We divide the domain into two subintervals [0, k~] and [k~, 1] . From (2.1),(2.2), we derive two problems namely, the 'Inner region problem' in [0, ke], and the 'Outer region problem' in [kE, 1] . To obtain boundary conditions at the transition point x = k~, we use the zero-order asymptotic expansion or a suitable a asymptotic expansion of the solution of (2.1),(2.2). In fact, we take the boundary values at x = ks as
pl=uol(ks)+Vol(kS), ql = uo2(ks)+vo2(ks).
The inner region problem is given by After solving the inner and outer region problems, we consider their solutions to obtain an approximate solution to problem (2.1),(2.2) in the whole interval [0,1]. We repeat this process by increasing the value of k (thus widening the inner region) until the solution profiles do not differ much from iteration to iteration. For computational purposes we use an absolute error criterion,
IlY(X) m+l --Y(X) m II <--5 where y(x) ra is the mth iterative value of y and 5 is a prescribed tolerance
bound. REMARK 4.1. Since the inner and outer region problems are independent of each other the present method is suitable for parallel computing. REMARK 4.2. According to Farrell [27] , the exponentially fitted difference scheme is more effective inside the layer. Our numerical experiments show that, in general, the exponentially fitted schemes yield better results than the classical schemes inside the boundary layers. REMARK 4.3. This self-correcting LU decomposition algorithm has a special feature that it works even when the coefficient matrix is nearly singular, in which case, the usual LU decomposition scheme fails or unstable. Another interesting thing about this algorithm is that, while solving the system Ax --b, inverse of the matrix A and the solution vector x are stored in A and the right-hand side column vector b, respectively. This saves the memory space of the computer.
ERROR ESTIMATES
In this section, we derive error estimates for the numerical solutions obtained by the method described in the previous section. The method of proof is the same as that adopted by [18] . The discussion is carried out in an arbitrary interval [A, B]. Consider the following BVPs: and 
y~(x) -y~(x)=0, -~y~(x) +a(z)y~(x) +b(~)y2(x) +c(~)yl(~)=y(x),
y~(x)-y2(x)=O, xe(A,B], -eye'(x) + a(x)y~(x) + b(x)y2(x) + c(x)yl(x) = f(x), x • (A, B), y1(A) = #,
y2(A) = u, y2(B) = £ + O(e).
Let y(x) and yl(x) be the solutions of (5. 
-ewt2t(x) + a(x)wt2(x) + b(x)w2(x) + c(x)wl(x) = O, x e (A, B), w,(A)
=
-eo'(p)D+ D-y2,~ + a(x~)D+y2,i + b(xi)y2,i + c(xi)yl,~ = f(xi),
i ----l(1)n, i = l(1)n-1, x~ E (A, B),
Let y(zi) and Yi be the solutions of (5.1),(5.2) and (5.6),(5.7), respectively. Then, using Theorem 3.3 and the inequality (5.5), we see that
In particular, we have the following result. (1)n.
Discretize this using the classical scheme described in (4.7),(4.8),
(s.s) (5.9)
D-yl,i -Y2,i = O, -~D+D-y2# + a(xOD+y2,i + b(xi)y~# + c(xi)Yl,i = f(xi),
Hence, the discretization error is given by (Theorem 3. 
(5.12)
These discussions lead to the following theorem. 
That is, ( C[(h+e)÷he-lexp(~-~)]
, ifh<e,
In particular, we have the following statement. 
A COMPUTATIONAL PROCEDURE
In [29] , the BVT discussed in the last section is applied to obtain numerical solution of the differential equation (1.1) 
We now apply the BVT, described in the last section, to this decoupled system. That is, the domain is divided into two nonoverlapping intervals namely, For the interval [ke, 1], we use the value of the zero-order asymptotic expansion approximation at the transition point x = ke (initial point for Yl) and the calculated value of Y2,i. If decoupling is not done, then the number of unknowns for the self-correcting LU decomposition procedure would be 2n-2, and the size of the matrix to be inverted would be (2n-2) x (2n-2). But, after decoupling the LU decomposition procedure is applied to a system (corresponding to Y2 alone) with only n -1 unknowns. In this case, the size of the matrix is reduced to half. This reduces the computation time very much (this was experienced by us when we performed numerical experiments). This is the main advantage of our new method. Also, the problem (6.1),(6.2) can be solved on the two subintervals said above simultaneously. That is, the method is well suited for parallel computing. The error estimates for the numerical solution of (6.1),(6.2) are discussed as follows. REMARK 6.1. The relation between the solutions of the BVP (2.1),(2.2) and (6.1),(6.2) is given in the following theorem. THEOREM 6.1. I/y(x) and yl(x) are the solutions of (2.1),(2.2) and (6.1),(6.2) [31] [32] [33] Consider the BVP (2.1),(2.2) and suppose that condition is a solution of the above problem (7.2), (7.3) . It may be proved that all the results derived earlier for the BVP (2.1),(2.2) are still valid even if the condition (7.1) is not met. For the sake of illustration, an example is provided in Section 9. We now conclude that the computational method can be applied to problems (2.1),(2.2) irrespective of the fact that whether condition (7.1) is met or not. . Analytical results such as existence, uniqueness, and asymptotic behaviour of the solution of (8.1),(8.2) can be found in [5, 8, 9] . In order to obtain numerical solution of (8.1), (8.2) , the Newton's method of quasilinearization [26] Table 1 gives the numerical results obtained for this BVP using the computational method presented in this paper. -% ~/ > 0, one has to go for an augmented system, as mentioned in Section 7. The numerical results are presented in Table 2 . REMARK 9.1. It may be noted, that the derivative error (error in y2) is much smaller than the solution (Yl) error. The solution error is the sum of two errors. One is due to the derivative error and the other is the local truncation error due to Euler scheme, which is of order O(h). This can be improved by using higher-order schemes.
AUGMENTED SYSTEM
0 > c(x) > -7, 7 > 0,(7.AS'=F¢~' ¢(z)-?)~(z)=o, --~?)~(x)+a(x)?)~(x)+~x)?)2(x) --c+(x)?)3(x)+c-(x)?)l(x)=f(x),
?)~(z)-?)4(z)=0, -¢?)~(x)+a(x)?)~(x)+b(x)?)4(x) -c+(x)?)l(X)+C-(X)?)3(x)=f(x),
?__~ (y(3))[m4-1] -[-am(x) (y,t)[m-~-l] .1_ bm(x ) (yt)[m+l] .~_ am(x)y[m4.1] .~. Fro(x),(8.
CONCLUSIONS
As mentioned in the introduction of this paper, second-order singularly perturbed differential equations have been studied extensively from the computational point of view but only few results on the higher-order problems have been reported in the literature. In this paper, we presented a computational method, which made use of asymptotic expansion approximation and also the boundary value technique. In turn, the BVT combined a classical finite difference scheme and an EFD scheme to obtain a numerical solution. The EFD scheme is used only in the boundary layer region to get better approximations. An important aspect of this computational method is that, because of the incorporation of the asymptotic expansion approximation of the solution in the second equation of the system, the given weakly coupled system gets reduced to a decoupled system. This has reduced the computational time because instead of finding the inverse of n x n matrix, it is enough to find the inverse of (n/2 x n/2) matrix. The idea of introducing the adjoint system presented in Section 7 is a new and novel approach. The problems discussed in this paper belong to the category known as nonturning point problems. In the future, we plan to extend our method to turning point problems, various boundary conditions and to systems of the form u'=9(x,y,z), 
