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Abstract
Using Casorati determinants of Meixner polynomials (ma,cn )n, we con-
struct for each pair F = (F1, F2) of finite sets of positive integers a se-
quence of polynomials ma,c;Fn , n ∈ σF , which are eigenfunctions of a
second order difference operator, where σF is certain infinite set of non-
negative integers, σF  N. When c and F satisfy a suitable admissibility
condition, we prove that the polynomials ma,c;Fn , n ∈ σF , are actually
exceptional Meixner polynomials; that is, in addition, they are orthogo-
nal and complete with respect to a positive measure. By passing to the
limit, we transform the Casorati determinant of Meixner polynomials into
a Wronskian type determinant of Laguerre polynomials (Lαn)n. Under the
admissibility conditions for F and α, these Wronskian type determinants
turn out to be exceptional Laguerre polynomials.
1 Introduction
In [11], we have introduced a systematic way of constructing exceptional dis-
crete orthogonal polynomials using the concept of dual families of polynomials.
Using Charlier polynomials, we applied this procedure to construct exceptional
Charlier polynomials and, passing to the limit, exceptional Hermite polynomi-
als. The purpose of this paper is to extend this construction using Meixner and
Laguerre polynomials.
Exceptional orthogonal polynomials pn, n ∈ X  N, are complete orthogonal
polynomial systems with respect to a positive measure which in addition are
eigenfunctions of a second order differential operator. They extend the classi-
cal families of Hermite, Laguerre and Jacobi. The last few years have seen a
∗Partially supported by MTM2012-36732-C03-03 (Ministerio de Economı´a y Competitivi-
dad), FQM-262, FQM-4643, FQM-7276 (Junta de Andaluc´ıa) and Feder Funds (European
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great deal of activity in the area of exceptional orthogonal polynomials (see,
for instance, [6], [15], [16] (where the adjective exceptional for this topic was
introduced), [17], [18], [20], [21], [22], [27], [29], [30], [32], [36], [37], [39] and the
references therein).
In the same way, exceptional discrete orthogonal polynomials are complete
orthogonal polynomial systems with respect to a positive measure which in
addition are eigenfunctions of a second order difference operator, extending
the discrete classical families of Charlier, Meixner, Krawtchouk and Hahn, or
Wilson, Racah, etc., if orthogonal discrete polynomials on nonuniform lattices
are considered ([11], [30], [40]). One can also add to the list the exceptional q-
orthogonal polynomials related to second order q-difference operators ([30, 31,
33, 34, 35]).
The most apparent difference between classical or classical discrete orthogonal
polynomials and their exceptional counterparts is that the exceptional families
have gaps in their degrees, in the sense that not all degrees are present in the
sequence of polynomials (as it happens with the classical families) although
they form a complete orthonormal set of the underlying L2 space defined by the
orthogonalizing positive measure. This means in particular that they are not
covered by the hypotheses of Bochner’s and Lancaster’s classification theorems
(see [3] or [25]) for classical and classical discrete orthogonal polynomials, respec-
tively. Exceptional orthogonal polynomials have been applied to shape-invariant
potentials [36], supersymmetric transformations [17], to discrete quantum me-
chanics [30], mass-dependent potentials [27], and to quasi-exact solvability [39].
As mentioned above, we use the concept of dual families of polynomials to
construct exceptional discrete orthogonal polynomials (see [26]). One can then
also construct examples of exceptional orthogonal polynomials by taking limits
in some of the parameters in the same way as one goes from classical discrete
polynomials to classical polynomials in the Askey tableau.
Definition 1.1. Given two sets of nonnegative integers U, V ⊂ N, we say that
the two sequences of polynomials (pu)u∈U , (qv)v∈V are dual if there exist a
couple of sequences of numbers (ξu)u∈U , (ζv)v∈V such that
(1.1) ξupu(v) = ζvqv(u), u ∈ U, v ∈ V.
Duality has shown to be a fruitful concept regarding discrete orthogonal poly-
nomials, and his utility will be again manifest in the exceptional discrete poly-
nomials world. Indeed, as we pointed out in [11], it turns out that duality in-
terchanges exceptional discrete orthogonal polynomials with the so-called Krall
discrete orthogonal polynomials. A Krall discrete orthogonal family is a se-
quence of polynomials (pn)n∈N, pn of degree n, orthogonal with respect to a
positive measure which, in addition, are also eigenfunctions of a higher order
difference operator. A huge amount of families of Krall discrete orthogonal
polynomials have been recently introduced by the author by mean of certain
Christoffel transform of the classical discrete measures of Charlier, Meixner,
Krawtchouk and Hahn (see [7], [8], [12]). A Christoffel transform is a transfor-
mation which consists in multiplying a measure µ by a polynomial r. It has a
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long tradition in the context of orthogonal polynomials: it goes back a century
and a half ago when E.B. Christoffel (see [5] and also [38]) studied it for the
particular case r(x) = x.
The content of this paper is as follows. In Section 2, we include some prelim-
inary results about Christoffel transforms and finite sets of positive integers.
In Section 3, using Casorati determinants of Meixner polynomials we asso-
ciated to a pair F = (F1, F2) of finite sets of positive integers a sequence of
polynomials which are eigenfunctions of a second order difference operator.
Denote by F = (F1, F2) a pair of finite sets of positive integers, and write ki
for the number of elements of Fi, i = 1, 2 and k = k1 + k2 for the number of
elements of F . One of the components of F , but not both, can be the empty set.
We define the nonnegative integer uF by uF =
∑
f∈F1
f+
∑
f∈F2
f−(k1+12 )−(k22 )
and the infinite set of nonnegative integers σF by
σF = {uF , uF + 1, uF + 2, · · · } \ {uF + f, f ∈ F1}.
Given a, c ∈ R with a 6= 0, 1 and c 6= 0,−1,−2, . . ., we then associate to the pair
F the sequence of polynomials ma,c;Fn , n ∈ σF , defined by
(1.2) ma,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,cn−uF (x) m
a,c
n−uF (x+ 1) · · · ma,cn−uF (x+ k)[
ma,cf (x) m
a,c
f (x+ 1) · · · ma,cf (x+ k)
]
f ∈ F1[
m
1/a,c
f (x) m
1/a,c
f (x + 1)/a · · · m1/a,cf (x+ k)/ak
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
where (ma,cn )n are the Meixner polynomials (see (2.20)). Along this paper,
we use the following notation: given a finite set of positive integers F =
{f1, . . . , fm}, the expression
(1.3)
[
zf,1 zf,2 · · · zf,m
]
f ∈ F
inside of a matrix or a determinant will mean the submatrix defined by

zf1,1 zf1,2 · · · zf1,m
...
...
. . .
...
zfm,1 zfm,2 · · · zfm,m

 .
The determinant (1.2) should be understood in this form.
When −1 < a < 1 Meixner polynomials (ma,cn )n are orthogonal with respect
to the discrete measure
ρa,c =
∞∑
x=0
axΓ(x+ c)
x!
δx.
Consider now the measure
(1.4) ρFa,c =
∏
f∈F1
(x− f)
∏
f∈F2
(x+ c+ f)ρa,c.
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It turns out that the sequence of polynomials ma,c;Fn , n ∈ σF , and the sequence
of orthogonal polynomials with respect to the measure ρFa,c are dual sequences
(see Lemma 3.2). As a consequence we get that the polynomials ma,c;Fn , n ∈
σF , are always eigenfunctions of a second order difference operator DF (whose
coefficients are rational functions); see Theorem 3.3.
The most interesting case appears when the measure ρFa,c is positive. This
gives rise to the concept of admissibility for the real number c and the pair F ,
which we study in Section 2.4.
Definition 1.2. Let F = (F1, F2) be a pair of finite sets of positive integers.
For a real number c 6= 0,−1,−2, · · · , write cˆ = max{−[c], 0}, where [c] denotes
the integral part of c. We say that c and F are admissible if for all x ∈ N
(1.5)
∏
f∈F1
(x− f)∏f∈F2(x+ c+ f)
(x+ c)cˆ
≥ 0.
Let us remind that for Charlier and Hermite polynomials, the admissibility of
a finite set F of positive integers is defined by
∏
f∈F (x− f) ≥ 0, for x ∈ N. The
concept of admissibility defined in (1.5) is more involve than the corresponding
one for exceptional Charlier and Hermite polynomials because of two reasons.
On the one hand, we have now a pair F of finite sets instead of a single finite
set F . On the other hand, the admissibility also depends on the parameter c of
the Meixner polynomials (or on the parameter α of the Laguerre polynomials)
while Charlier and Hermite admissibility only depends on the finite set F . The
concept of admissibility for exceptional Charlier and Hermite polynomials has
appeared several times in the literature (see, for instance, [23], [1] or [40]);
however, we have not found in the literature a definition as (1.5) for Meixner
and Laguerre admissibility.
In Section 4, we prove (Theorems 4.3 and 4.4) that if c and F are admissible,
then the polynomials ma,c;Fn , n ∈ σF , are orthogonal and complete with respect
to the positive measure
ωFa,c =
∞∑
x=0
axΓ(x+ c+ k)
x!Ωa,cF (x)Ω
a,c
F (x+ 1)
δx,
where Ωa,cF is the polynomial defined by
(1.6)
Ωa,cF (x) =
∣∣∣∣∣∣∣∣∣
[
ma,cf (x) m
a,c
f (x+ 1) · · · ma,cf (x+ k − 1)
]
f ∈ F1[
m
1/a,c
f (x) m
1/a,c
f (x + 1)/a · · · m1/a,cf (x+ k − 1)/ak−1
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
.
In particular we characterize the admissibility of c and F in terms of the posi-
tivity of Γ(x+ c+ k)Ωa,cF (x)Ω
a,c
F (x+ 1) for x ∈ N (Lemma 4.2).
In Section 5 and 6, we construct exceptional Laguerre polynomials by taking
limit (in a suitable way) in the exceptional Meixner polynomials when a → 1.
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We then get (see Theorem 5.2) that for each pair F = (F1, F2) of finite sets of
positive integers, the polynomials
(1.7) Lα;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
Lαn−uF (x) (L
α
n−uF )
′(x) · · · (Lαn−uF )(k)(x)[
Lαf (x) (L
α
f )
′(x) · · · (Lαf )(k)(x)
]
f ∈ F1[
Lαf (−x) Lα+1f (−x) · · · Lα+kf (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
,
n ∈ σF , are eigenfunctions of a second order differential operator.
When α + 1 and F are admissible, we prove that α + k > −1 and that the
determinant ΩαF defined by
(1.8) ΩαF (x) =
∣∣∣∣∣∣∣∣∣
[
Lαf (x) (L
α
f )
′(x) · · · (Lαf )(k−1)(x)
]
f ∈ F1[
Lαf (−x) Lα+1f (−x) · · · Lα+k−1f (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
,
does not vanish in [0,+∞). We conjecture that the converse is also true. We
also prove that the polynomials Lα;Fn , n ∈ σF , are orthogonal with respect to
the positive weight
ωα;F =
xα+ke−x
(ΩαF (x))
2
, x > 0.
Moreover, they form a complete orthogonal system in L2(ωα;F ) (see Theorem
6.3).
When c (or α + 1) and F are admissible, exceptional Meixner and Laguerre
polynomialsma,c;Fn and L
α;F
n , n ∈ σF , can be constructed in an alternative way.
Indeed, consider the involution I in the set of all finite sets of positive integers
defined by
I(F ) = {1, 2, · · · , fk} \ {fk − f, f ∈ F}.
The set I(F ) will be denoted by G: G = I(F ). We also write G = {g1, · · · , gm}
with gi < gi+1 so that m is the number of elements of G and gm the maximum
element of G. We also need the nonnegative integer vF defined by
vF = uF +MF1 + 1,
where MF1 is the maximum element of F1. For the exceptional Meixner poly-
nomials, we then have (n ≥ vF )
(1.9)
ma,c;Fn (x) = βn
∣∣∣∣∣∣∣∣∣∣∣
rc˜0(x)m
a,c˜
n−vF (x) r
c˜
1(x)m
a,c˜
n−vF (x − 1) · · · rc˜m(x)ma,c˜n−vF (x−m)[
ma,2−c˜g (−x− 1) ama,2−c˜g (−x) · · · amma,2−c˜g (−x+m− 1)
]
g ∈ G1[
m
1/a,2−c˜
g (−x− 1) m1/a,2−c˜g (−x) · · · m1/a,2−c˜g (−x+m− 1)
]
g ∈ G2
∣∣∣∣∣∣∣∣∣∣∣
,
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where c˜ = c+MF1 +MF2 +2, r
c
j(x) = (c+x−m)m−j(x− j+1)j , j = 0, . . . ,m,
and βn is certain normalization constant.
For the exceptional Laguerre polynomials we have (n ≥ vF )
(1.10)
Lα;Fn (x) = γn
∣∣∣∣∣∣∣∣∣∣∣
xmLα˜n−vF (x) w
α˜,1
n−vFx
m−1Lα˜−1n−vF (x) · · · wα˜,mn−vFLα˜−mn−vF (x)[
L−α˜g (−x) L−α˜+1g (−x) · · · L−α˜+mg (−x)
]
g ∈ G1[
L−α˜g (x) (L
−α˜
g )
′(x) · · · (L−α˜g )(m)(x)
]
g ∈ G2
∣∣∣∣∣∣∣∣∣∣∣
,
where α˜ = α+MF1+MF2+2, w
α,j
n = j!
(
n+α
j
)
, and γnF is certain normalization
constant.
We have however computational evidence that shows that both identities (1.9)
and (1.10) are true for every pair F of finite sets of positive integers. Using a
physics approach, similar formulas to (1.10) have been introduced by Grandati,
Quesne-Grandati and Odake-Sasaki ([21], [22], [32]).
Both determinantal definitions (1.2) and (1.9) of the polynomials ma,c;Fn ,
n ∈ σF , automatically imply a couple of factorizations of the second order
difference operator DF in two first order difference operators. Using these fac-
torizations, we prove that the sequence ma,c;Fn , n ∈ σF , and the operator DF
can be constructed in two different ways using Darboux transforms (see Defi-
nition 2.1). The same happens with de determinantal definitions of the excep-
tional Laguerre polynomials Lα,Fn (1.7) and (1.10). This fact agrees with the
Go´mez-Ullate-Kamran-Milson conjecture and its corresponding discrete version
(see [19]): exceptional and exceptional discrete orthogonal polynomials can be
obtained by applying a sequence of Darboux transforms to a classical or classical
discrete orthogonal family, respectively.
We would like to include in this introduction a conjecture. There seems to
be a very nice invariant property of the polynomial Ωa,cF (1.6) underlying the
fact that the polynomials ma,c;Fn , n ∈ σF , admit both determinantal definitions
(1.2) and (1.9): except for a constant (depending on a but neither on x nor on
c), Ωa,cF (x) remains invariant if we change F = (F1, F2) to G = (I(F1), I(F2)),
x to −x and c to −c−MF1 −MF2 . More precisely
(1.11) Ωa,cF (x) = (−1)uF+k1
ua(F)
ua(G) Ω
a,−c−MF1−MF2
G (−x),
where ua(F) = a(
k2
2 )−k2(k−1)(1 − a)k1k2 .
For the cases when F1 is formed by consecutive integers and F2 = ∅, or F1 = ∅
and F2 is formed by consecutive integers, the conjecture appeared by the first
time in [9] and it was proved in [10].
Passing to the limit, the invariant property (1.11) gives
(1.12) ΩαF (x) = ǫΩ
−α−MF1−MF2−2
G (−x),
where ǫ is the sign ǫ = (−1)uF+k1+
∑
f∈F1
f+
∑
g∈G1
g.
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Krawtchouk exceptional polynomials can be formally derived from the Meixner
case taking into account that ka,Nn (x) = m
−a,−N+1
n (x). That is, by setting
a→ −a, c→ −N + 1 in the formulas for the polynomials, and changing
x ∈ N, a
xΓ(x+ c)
x!
to x = 0, · · · , N − 1, a
x
Γ(N − x)x!
in the orthogonalizing measure.
We finish pointing out that, as explained above, the approach of this paper is
the same as in [11] for Charlier and Hermite polynomials. Since we work here
with a pair of finite sets of positive integers instead of only one set, and more
parameters (two for Meixner and one for Laguerre instead of one for Charlier
and zero for Hermite), the computations are technically more involve. Anyway,
we will omit those proofs which are too similar to the corresponding ones in
[11].
2 Preliminaries
Let µ be a Borel measure (positive or not) on the real line. The n-th moment
of µ is defined by
∫
R
tndµ(t). When µ has finite moments for any n ∈ N, we can
associate it a bilinear form defined in the linear space of polynomials by
(2.1) 〈p, q〉 =
∫
pqdµ.
Given an infinite set X of nonnegative integers, we say that the polynomials pn,
n ∈ X , are orthogonal with respect to µ if they are orthogonal with respect to
the bilinear form defined by µ; that is, if they satisfy∫
pnpmdµ = 0, n 6= m, n,m ∈ X.
When X = N and the degree of pn is n, n ≥ 0, we get the usual definition of
orthogonal polynomials with respect to a measure. When X = N, orthogonal
polynomials with respect to a measure are unique up to multiplication by non
null constant. Let us remark that this property is not true when X 6= N.
Positive measures µ with finite moments of any order and infinitely many points
in its support has always a sequence of orthogonal polynomials (pn)n∈N, pn
of degree n (it is enough to apply the Gram-Smith orthogonalizing process
to 1, x, x2, . . .); in this case the orthogonal polynomials have positive norm:
〈pn, pn〉 > 0. Moreover, given a sequence of orthogonal polynomials (pn)n∈N
with respect to a measure µ (positive or not) the bilinear form (2.1) can be
represented by a positive measure if and only if 〈pn, pn〉 > 0, n ≥ 0.
When X = N, Favard’s Theorem establishes that a sequence (pn)n∈N of poly-
nomials, pn of degree n, is orthogonal (with non null norm) with respect to a
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measure if and only if it satisfies a three term recurrence relation of the form
(p−1 = 0)
xpn(x) = anpn+1(x) + bnpn(x) + cnpn−1(x), n ≥ 0,
where (an)n∈N, (bn)n∈N and (cn)n∈N are sequences of real numbers with an−1cn 6=
0, n ≥ 1. If, in addition, an−1cn > 0, n ≥ 1, then the polynomials (pn)n∈N are
orthogonal with respect to a positive measure with infinitely many points in its
support, and conversely. Again, Favard’s Theorem is not true for a sequence of
orthogonal polynomials (pn)n∈X when X 6= N.
Darboux transformations are an important tool for constructing exceptional
orthogonal polynomials. We define them next for second order difference and
differential operators.
Definition 2.1. Given a system (T, (φn)n) formed by a second order difference
or differential operator T and a sequence (φn)n of eigenfunctions for T , T (φn) =
πnφn, by a Darboux transform of the system (T, (φn)n) we mean the following.
For a real number λ, we factorize T − λId as the product of two first order
difference or differential operators T = BA + λId (Id denotes the identity
operator). We then produce a new system consisting in the operator Tˆ , obtained
by reversing the order of the factors, Tˆ = AB + λId, and the sequence of
eigenfunctions φˆn = A(φn): Tˆ (φˆn) = πnφˆn. We say that the system (Tˆ , (φˆn)n)
has been obtained by applying a Darboux transformation with parameter λ to
the system (T, (φn)n).
We will also need the following straightforward lemma.
Lemma 2.2. Let M be a (s + 1) × m matrix with m ≥ s + 1. Write ci,
i = 1, . . . ,m, for the columns of M (from left to right). Assume that for 0 ≤
j ≤ m − s − 1 the consecutive columns cj+i, i = 1, · · · , s, of M are linearly
independent while the consecutive columns cj+i, i = 1, · · · , s + 1, are linearly
dependent. Then rankM = s.
Given a finite set of numbers F = {f1, · · · , fk} we denote by VF the Vander-
monde determinant defined by
VF =
∏
1=i<j=k
(fj − fi).(2.2)
2.1 Christoffel transform
Let µ be a measure (positive or not) and assume that µ has a sequence of
orthogonal polynomials (pn)n∈N, pn with degree n and 〈pn, pn〉 6= 0 (as we
mentioned above, that always happens if µ is positive, with finite moments and
infinitely many points in its support).
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Given a finite set F of real numbers, F = {f1, · · · , fk}, fi < fi+1, we write
Φn, n ≥ 0, for the k × k determinant
(2.3) Φn = |pn+j−1(fi)|i,j=1,··· ,k.
Notice that Φn, n ≥ 0, depends on both, the finite set F and the measure µ.
In order to stress this dependence, we sometimes write in this Section Φµ,Fn for
Φn.
Along this Section we assume that the set ΘFµ = {n ∈ N : Φµ,Fn = 0} is finite.
We denote θFµ = maxΘ
F
µ . If Θ
F
µ = ∅ we take θFµ = −1.
The Christoffel transform of µ associated to the annihilator polynomial pF of
F ,
pF (x) = (x− f1) · · · (x− fk),
is the measure defined by µF = pFµ.
Orthogonal polynomials with respect to µF can be constructed by means of
the formula
(2.4) qn(x) =
1
pF (x)
det


pn(x) pn+1(x) · · · pn+k(x)
pn(f1) pn+1(f1) · · · pn+k(f1)
...
...
. . .
...
pn(fk) pn+1(fk) · · · pn+k(fk)

 .
Notice that the degree of qn is equal to n if and only if n 6∈ ΘFµ . In that case
the leading coefficient λQn of qn is equal to (−1)kλPn+kΦn, where λPn denotes the
leading coefficient of pn.
The next Lemma follows easily using [38], Th. 2.5.
Lemma 2.3. The measure µF has a sequence (qn)
∞
n=0, qn of degree n, of orthog-
onal polynomials if and only if ΘFµ = ∅. In that case, an orthogonal polynomial
of degree n with respect to µF is given by (2.4) and also 〈qn, qn〉µF 6= 0, n ≥ 0.
If Θµ 6= ∅, the polynomial qn (2.4) has still degree n for n 6∈ ΘFµ , and satisfies
〈qn, r〉µF = 0 for all polynomial r with degree less than n and 〈qn, qn〉µF 6= 0.
From (2.4), one can also deduce (see Lemma 2.8 of [11])
(2.5) 〈qn, qn〉µF = (−1)k
λPn+k
λPn
ΦnΦn+1〈pn, pn〉µ, n > θFµ + 1.
This identity holds for n ≥ 0 when Θµ = ∅
2.2 Finite sets and pair of finite sets of positive integers.
For a finite set F of positive integers, we denote MF = maxF , mF = minF ; if
F = ∅, we define MF = mF = −1.
Consider the set Υ formed by all finite sets of positive integers:
Υ = {F : F is a finite set of positive integers}.
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We consider the involution I in Υ defined by
I(F ) = {1, 2, · · · ,MF } \ {MF − f, f ∈ F}.(2.6)
The definition of I implies that I2 = Id.
The set I(F ) will be denoted by G: G = I(F ). Notice that
MF =MG, m =MF − k + 1,
where k and m are the number of elements of F and G, respectively.
For a finite set F = {f1, · · · , fk}, fi < fi+1, of positive integers, we define the
number sF by
(2.7) sF =


1, if F = ∅,
k + 1, if F = {1, 2, · · · , k},
min{s ≥ 1 : s < fs}, if F 6= {1, 2, · · ·k},
and the set F⇓ of positive integers by
(2.8) F⇓ =
{
∅, if F = ∅ or F = {1, 2, · · · , k},
{fsF − sF , · · · , fk − sF }, if F 6= {1, 2, · · · , k}.
From now on, F = (F1, F2) will denote a pair of finite sets of positive integers.
We will write F1 = {f11 , · · · , f1k1}, F2 = {f21 , · · · , f2k2}, with f ji < f ji+1. Hence
kj is the number of elements of Fj , j = 1, 2, and k = k1 + k2 is the number of
elements of F . One of the components of F , but not both, can be the empty
set.
We associate to F the nonnegative integers uF and vF and the infinite set of
nonnegative integers σF defined by
uF =
∑
f∈F1
f +
∑
f∈F2
f −
(
k1 + 1
2
)
−
(
k2
2
)
,(2.9)
vF =
∑
f∈F1
f +
∑
f∈F2
f −
(
k2
2
)
+MF1 −
(k1 − 1)(k1 + 2)
2
,(2.10)
σF = {uF , uF + 1, uF + 2, · · · } \ {uF + f, f ∈ F1}.(2.11)
The infinite set σF will be the set of indices for the exceptional Meixner or
Laguerre polynomials associated to F .
Notice that vF = uF +MF1 + 1; hence {vF , vF + 1, vF + 2, · · · } ⊂ σF .
For a pair F = (F1, F2) of positive integers we denote by Fj,{i}, i = 1, . . . , kj ,
j = 1, 2, and F⇓ the pair of finite sets of positive integers defined by
F1,{i} = (F1 \ {f1i }, F2),(2.12)
F2,{i} = (F1, F2 \ {f2i }),(2.13)
F⇓ = ((F1)⇓, F2),(2.14)
where (F1)⇓ is defined by (2.8). We also define
(2.15) sF = sF1
where the number sF1 is defined by (2.7).
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2.3 Admissibility
Using the determinants (1.2) and (1.7), whose entries are Meixner ma,cn or La-
guerre polynomials Lαn, respectively, we will associate to each pair F of finite
sets of positive integers a sequence of polynomials which are eigenfunctions of a
second order difference or differential operator, respectively. The more impor-
tant of these examples are those which, in addition, are orthogonal and complete
with respect to a positive measure. The key concept for the existence of such
positive measure is that of admissibility.
Let us remind that for Charlier and Hermite polynomials, the admissibility
of a finite set F of positive integers is defined as follows.
Definition 2.4. Let F be a finite set of positive integers. Split up the set F ,
F =
⋃K
i=1 Yi, in such a way that Yi ∩ Yj = ∅, i 6= j, the elements of each Yi are
consecutive integers and 1+max(Yi) < minYi+1, i = 1, · · · ,K−1. We then say
that F is admissible if each Yi, i = 1, · · · ,K, has an even number of elements.
It is easy to see that this is equivalent to∏
f∈F
(x− f) ≥ 0, x ∈ N.
This implies that the measure ρFa =
∑∞
x=0
∏
f∈F (x − f)ax/x!δx is positive.
As shown in [11], Charlier exceptional polynomials are dual of the orthogonal
polynomials with respect to this measure.
Given a pair F of finite sets of positive integers, consider the measure ρFa,c
defined by (1.4). We show in the next Section that Meixner exceptional poly-
nomials are dual of the orthogonal polynomials with respect to this measure.
Hence, the admissibility condition in the Meixner case should be equivalent to
the positivity of the measure ρFa,c.
Definition 2.5. Let F = (F1, F2) be a pair of finite sets of positive integers.
For a real number c 6= 0,−1,−2, · · · , write cˆ = max{−[c], 0}, where [c] denotes
the integral part of c. We say that c and F are admissible if for all x ∈ N
(2.16)
∏
f∈F1
(x− f)∏f∈F2(x+ c+ f)
(x+ c)cˆ
≥ 0.
As we wrote in the introduction, this admissibility concept is more involve
than the corresponding for exceptional Charlier and Hermite polynomials. In-
deed, on the one hand, we have now a pair F of finite sets instead of a single
finite set F . On the other hand, the admissibility also depends on the pa-
rameter c of the Meixner polynomials (or on the parameter α of the Laguerre
polynomials).
In the following Lemma we include some important consequences derived from
the admissibility.
Lemma 2.6. Given a real number c 6= 0,−1,−2, . . ., and a pair F of finite sets
of positive integers, we have
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1. if c and F are admissible then c+ k > 0.
2. If c > 0, then c and F are admissible if and only if F1 is admissible (in
the sense of Definition 2.4).
3. If F1 = ∅, c and F are admissible if and only if c > 0.
4. If c and F are admissible then c + sF and F⇓ are admissible (where the
positive integer sF and the pair F⇓ are defined by (2.15) and (2.14), re-
spectively).
Proof. Proof of (1). We first point out that
(2.17) sign((x + c)cˆ) =
{
(−1)cˆ−x, 0 ≤ x ≤ cˆ,
1, x > cˆ.
Given an l-tuple A = (a1, . . . , al) of non null real numbers, we denote by
n±(A) the number of sign changes along the elements of A (for instance, if
A = (−π, 2, 1,−√2,−1, 1, 1) then n±(A) = 3).
We next prove that given a finite set I of nonnegative integers with elements
ordered in increasing size, we have
(2.18) n±((
∏
f∈F2
(x + c+ f), x ∈ I)) ≤ |F2 ∩ (cˆ− I)|,
where |X | denotes the number of elements of the finite set X and cˆ− I denotes
the set {cˆ− i : i ∈ I}. Indeed, for a ∈ I, write Aa = {f ∈ F2 : a+ c + f < 0}.
Notice that
∏
f∈F2
(a+ c+ f) is positive or negative depending on whether |Aa|
is even or odd, respectively. Take now consecutive numbers x = a, x = a+1 ∈ I
where
∏
f∈F2
(x+ c+ f) changes its sign. Then Aa+1 6= Aa because |Aa+1| and
|Aa| has different parity. Since Aa+1 ⊂ Aa, there exists fa ∈ Aa \ Aa+1. That
is, a+ c+ fa < 0 < a+ c+1+ fa, or −a− fa− 1 < c < −a− fa. In other words
−cˆ = −a− fa, and then fa ∈ cˆ− I.
Take now x = a, x = b ∈ I, with a+ 1 < b, and i 6∈ I if a < i < b, and where∏
f∈F2
(x+ c+ f) changes its sign. Abusing of notation we write fa = maxAa.
If a + c + fa + 1 > 0, proceeding as before we get fa ∈ cˆ − I and fa 6∈ Ab.
On the other hand, if a+ c+ fa + 1 < 0, by definition of fa, we conclude that
fa+1 6∈ F2, and then
∏
f∈F2
(x+ c+f) does not change its sign from a to a+1.
In the same way, we have that if a+ c+ fa+2 > 0 then fa ∈ cˆ− I and fa 6∈ Ab,
while if a+ c+fa+2 < 0 then
∏
f∈F2
(x+ c+f) does not change its sign from a
to a+2; in particular b > a+2. Since
∏
f∈F2
(x+ c+ f) changes its sign from a
to b proceeding in the same way, we can conclude that fa ∈ cˆ− I and fa 6∈ Ab.
We have then proved that if
∏
f∈F2
(x + c + f) changes its sign in two con-
secutive elements a and b of I then there exists fa ∈ F2 satisfying fa ∈ cˆ − I,
fa ∈ Aa and fa 6∈ Ab. This implies that (2.18) holds.
Decompose now the set {0, 1, . . . , cˆ} as follows:
{0, 1, . . . , cˆ} = X1 ∪ Y1 ∪X2 ∪ Y2 ∪ . . . ∪Xl ∪ Yl,
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where each Xi, Yi is formed by consecutive nonnegative integers, 1 +maxXi =
minYi, 1 + maxYi = minXi+1, Xi ∩ F1 = ∅, Yi ⊂ F1 and Yl = ∅ if f1k1 < cˆ (let
us remind that k1 is the number of elements of F1 and that f
1
k1
is the maximum
element of F1). Write xi = |Xi|, yi = |Yi|, i = 1, . . . , l. Since Xi, Yi, i = 1, . . . , l,
are disjoint sets and Yi ⊂ F1, we get
(2.19) cˆ+ 1 =
l∑
i=1
(xi + yi),
l∑
i=1
yi ≤ k1.
Notice that the sign of
∏
f∈F1
(x − f) is constant in each Xi. Since (x + c)cˆ
alternates its sign in consecutive numbers of {0, 1, . . . cˆ} (see (2.17)), (2.16)
implies that
∏
f∈F2
(x + c + f) changes its sign (xi − 1)-times in Xi. On the
other hand, one can carefully check that also
∏
f∈F2
(x+ c+ f) changes its sign
between the maximum element of Xi and the minimum element of Xi+1. That
means that
∏
f∈F2
(x+ c+ f) changes its sign (−1 +∑li=1 xi)-times in ∪li=1Xi.
Hence, (2.18) gives
l∑
i=1
xi ≤ |F2 ∩ (cˆ− ∪li=1Xi)|+ 1 ≤ k2 + 1.
(2.19) gives then cˆ+ 1 ≤ k1 + k2 + 1. From where we get c+ k > 0.
Proof of (2). It is a straightforward consequence of the following fact: if c > 0
then
sign
(∏
f∈F1
(x− f)∏f∈F2(x+ c+ f)
(x+ c)cˆ
)
= sign
∏
f∈F1
(x− f).
Proof of (3). Assume F1 = ∅, which it is an admissible set (in the sense of
Definition 2.4). If c > 0, using (2) of this Lemma we deduce that c and F
are admissible. On the other hand, if c and F are admissible we have (F1 = ∅
implies that
∏
f∈F1
(x− f) = 1, x ≥ 0) from (2.16) that
sign
∏
f∈F2
(x + c+ f) = sign(x+ c)cˆ, x ≥ 0.
If c < 0, then cˆ > 0. Take xcˆ = cˆ − 1 ≥ 0. Hence sign(xcˆ + c)cˆ = −1 and so
sign
∏
f∈F2
(xcˆ + c+ f) = −1. Since −cˆ− 1 < c < cˆ, we have −1 < xcˆ + c and
then
{f ∈ F2 : xcˆ + c+ f < 0} ⊂ {f ∈ F2 : −1 + f < 0} = ∅.
Hence sign
∏
f∈F2
(xcˆ + c+ f) = 1. Which it is a contradiction.
Proof of (4). Since F⇓ = {(F1)⇓, F2}, we have to prove that
H(x) =
∏
f∈(F1)⇓
(x− f)∏f∈F2(x+ c+ sF + f)
(x+ c+ sF)cˆ+sF
≥ 0, x ≥ 0.
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Using the definition of (F1)⇓ (2.8), we have for x ≥ 0 that
H(x) =
H(x+ sF)∏sF
j=1(x+ sF − j)(x + sF + c+ cˆ)sF
≥ 0.
2.4 Meixner and Laguerre polynomials
We include here basic definitions and facts about Meixner and Laguerre poly-
nomials, which we will need in the following Sections.
For a 6= 0, 1 we write (ma,cn )n for the sequence of Meixner polynomials defined
by
(2.20) ma,cn (x) =
an
(1 − a)n
n∑
j=0
a−j
(
x
j
)(−x− c
n− j
)
(we have taken a slightly different normalization from the one used in [4], pp.
175-7, from where the next formulas can be easily derived; see also [24], pp,
234-7 or [28], ch. 2). Meixner polynomials are eigenfunctions of the following
second order difference operator
Da,c =
xs−1 − [(1 + a)x+ ac]s0 + a(x+ c)s1
a− 1 , Da,c(m
a,c
n ) = nm
a,c
n , n ≥ 0.
When a 6= 0, 1, they satisfy the following three term recurrence formula (m−1 =
0)
(2.21) xmn = (n+ 1)mn+1 − (a+ 1)n+ ac
a− 1 mn +
a(n+ c− 1)
(a− 1)2 mn−1, n ≥ 0
(to simplify the notation we remove the parameters in some formulas). Hence,
for a 6= 0, 1 and c 6= 0,−1,−2, . . ., they are always orthogonal with respect to a
moment functional ρa,c, which we normalize by taking 〈ρa,c, 1〉 = Γ(c)/(1− a)c.
For 0 < |a| < 1 and c 6= 0,−1,−2, . . ., we have
ρa,c =
∞∑
x=0
axΓ(x+ c)
x!
δx,
and
(2.22) 〈ma,cn ,ma,cn 〉 =
anΓ(n+ c)
n!(1− a)2n+c .
The moment functional ρa,c can be represented by a positive measure only when
0 < a < 1 and c > 0.
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Meixner polynomials satisfy the following identities ( n,m ∈ N, x ∈ R)
ma,cn (x+ 1)−ma,cn (x) = ma,c+1n−1 (x),(2.23)
m1/a,cn (x+ 1)− am1/a,cn (x) = (1− a)m1/a,c+1n (x),(2.24)
am−nn!(1 + c)m−1m
a,c
n (m) = (a− 1)m−nm!(1 + c)n−1ma,cm (n),(2.25)
ma,cn (x) = (−1)nm1/a,cn (−x− c).(2.26)
For α ∈ R, we write (Lαn)n for the sequence of Laguerre polynomials
(2.27) Lαn(x) =
n∑
j=0
(−x)j
j!
(
n+ α
n− j
)
(that and the next formulas can be found in [13], vol. II, pp. 188–192; see also
[24], pp, 241-244).
They satisfy the three-term recurrence formula (Lα−1 = 0)
xLαn = −(n+ 1)Lαn+1 + (2n+ α+ 1)Lαn − (n+ α)Lαn−1.
Hence, for α 6= −1,−2, . . ., they are orthogonal with respect to a measure
µα = µα(x)dx. This measure is positive only when α > −1 and then
µα(x) = x
αe−x, x > 0.
The Laguerre polynomials are eigenfunctions of the following second-order dif-
ferential operator
(2.28) Dα = −x
(
d
dx
)2
− (α+ 1− x) d
dx
, Dα(L
α
n) = nL
α
n, n ≥ 0.
We will also use the following formulas
(2.29) (Lαn)
′ = −Lα+1n−1,
(2.30) Lαn = L
α
n−1 + L
α−1
n .
One can obtain Laguerre polynomials from Meixner polynomials using the limit
(2.31) lim
a→1
(a− 1)nma,cn
(
x
1− a
)
= Lc−1n (x)
see [24], p. 243 (take into account that we are using for the Meixner polynomials
a different normalization to that in [24]). The previous limit is uniform in
compact sets of C.
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3 Constructing polynomials which are eigenfunc-
tions of second order difference operators
As in Section 2.2, F = (F1, F2) will denote a pair of finite sets of positive
integers. We will write Fi = {f i1, · · · , f iki}, with f ij < f ij+1, i = 1, 2. Hence ki is
the number of elements of Fi and fki is the maximum element of Fi.
For real numbers a, c, with a 6= 0, 1 and c 6= 0,−1,−2, . . ., we associate to each
pair F the polynomials ma,c;Fn , n ∈ σF , displayed in the following definition.
It turns out that these polynomials are always eigenfunctions of a second order
difference operator with rational coefficients. We call them exceptional Meixner
polynomials when, in addition, they are orthogonal and complete with respect to
a positive measure (this will happen as long as c and the pair F are admissible;
see Definition 2.16 in the previous Section).
Definition 3.1. Let F = (F1, F2) be a pair of finite sets of positive integers.
We define the polynomials ma,c;Fn , n ∈ σF , as
(3.1) ma,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,cn−uF (x) m
a,c
n−uF (x+ 1) · · · ma,cn−uF (x+ k)[
ma,cf (x) m
a,c
f (x+ 1) · · · ma,cf (x+ k)
]
f ∈ F1[
m
1/a,c
f (x) m
1/a,c
f (x + 1)/a · · · m1/a,cf (x+ k)/ak
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
where the number uF and the infinite set of nonnegative integers σF are defined
by (2.9) and (2.11), respectively.
The determinant (3.1) should be understood as explained in the Introduction
(see (1.3)).
To simplify the notation, we will sometimes write mFn = m
a,c;F
n .
Using Lemma 3.4 of [12], we deduce that mFn , n ∈ σF , is a polynomial of
degree n with leading coefficient equal to
(3.2) (−1)k2(k1+1) (a− 1)
k2(k1+1)VF1VF2
∏
f∈F1
(f − n+ uF)
ak2k1+(
k2+1
2 )(n− uF)!
∏
f∈F1
f !
∏
f∈F2
f !
,
where VF is the Vandermonde determinant (2.2). With the convention that
ma,cn = 0 for n < 0, the determinant (3.1) defines a polynomial for any n ≥ 0,
but for n 6∈ σF we have mFn = 0.
Combining columns in (3.1) and taking into account (2.23) and (2.24), we
have the alternative definition
(3.3) ma,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣∣
ma,cn−uF (x) m
a,c+1
n−uF−1
(x) · · · ma,c+kn−uF−k(x)[
ma,cf (x) m
a,c+1
f−1 (x) · · · ma,c+kf−k (x)
]
f ∈ F1[
m
1/a,c
f (x)
1−a
a m
1/a,c+1
f (x) · · · (1−a)
k
ak
m
1/a,c+k
f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∣
.
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The polynomials mFn , n ∈ σF , are strongly related by duality with the poly-
nomials qFn , n ≥ 0, defined by
(3.4) qFn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,cn (x− uF) ma,cn+1(x− uF) · · · ma,cn+k(x− uF)[
ma,cn (f) m
a,c
n+1(f) · · · ma,cn+k(f)
]
f ∈ F1[
m
1/a,c
n (f) −m1/a,cn+1 (f) · · · (−1)km1/a,cn+k (f)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(−1)nk2 ∏f∈F1(x− f − uF)∏f∈F2(x + c+ f − uF) .
Lemma 3.2. If u is a nonnegative integer and v ∈ σF , then
(3.5) qFu (v) = κξuζvm
F
v (u),
where
κ =
(−1)
∑
f∈F2
fak2(k1+1)+
∑
f∈F2
f ∏
f∈F1
f !
∏
f∈F2
f !
(a− 1)k2(k1+1)∏f∈F1(1 + c)f−1∏f∈F2(1 + c)f−1 ,
ξu =
a(k1+1)u
∏k
i=0(1 + c)u+i−1
(a− 1)(k+1)u∏ki=0(u+ i)! ,
ζv =
(a− 1)v(v − uF)!
av(1 + c)v−uF−1
∏
f∈F1
(v − f − uF)
∏
f∈F2
(v + c+ f − uF) .
Proof. It is a straightforward consequence of the duality (2.25) for the Meixner
polynomials.
We now prove that the polynomials mFn , n ∈ σF , are eigenfunctions of a
second order difference operator with rational coefficients. To establish the
result in full, we need some more notations. We denote by Ωa,cF (x) and Λ
a,c
F (x)
the polynomials
Ωa,cF (x) =
∣∣∣∣∣∣∣∣∣
[
ma,cf (x) m
a,c
f (x+ 1) · · · ma,cf (x+ k − 1)
]
f ∈ F1[
m
1/a,c
f (x) m
1/a,c
f (x+ 1)/a · · · m1/a,cf (x+ k − 1)/ak−1
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
,
(3.6)
Λa,cF (x) =
∣∣∣∣∣∣∣∣∣∣∣
[
ma,cf (x) m
a,c
f (x + 1) · · · ma,cf (x+ k − 2) ma,cf (x + k)
]
f ∈ F1[
m
1/a,c
f (x)
m
1/a,c
f (x+ 1)
a
· · · m
1/a,c
f (x+ k − 2)
ak−2
m
1/a,c
f (x+ k)
ak
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
.
(3.7)
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To simplify the notation we sometimes write ΩF = Ω
a,c
F , Λ
a,c
F = Λ
a,c
F . Using
Lemma 3.4 of [12], we deduce that the degree of both ΩF and ΛF is uF + k1.
Moreover, the leading coefficient of ΩF is
VF1VF2a
(k22 )−k2(k−1)(a− 1)k1k2∏
f∈F1
f !
∏
f∈F2
f !
.
As for mFn (see (3.3)), we have for ΩF the following alternative definition
(3.8) ΩF(x) =
∣∣∣∣∣∣∣∣∣
[
ma,cf (x) m
a,c+1
f−1 (x) · · · ma,c+k−1f−k+1 (x)
]
f ∈ F1[
m
1/a,c
f (x)
1−a
a m
1/a,c+1
f (x) · · · (1−a)
k
ak
m
1/a,c+k
f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
.
From here and (3.3), it is easy to deduce that
(3.9) ma,c;FuF (x) =
(
1− a
a
)sFk2
Ωa,c+s0F⇓ (x),
where the positive integer sF and the pair F⇓ of finite sets of positive integers
are defined by (2.15) and (2.14), respectively.
We also need the determinants ΦFn and Ψ
F
n , n ≥ 0, defined by
ΦFn = (−1)nk2
∣∣∣∣∣∣∣∣∣
[
ma,cn (f) m
a,c
n+1(f) · · · ma,cn+k−1(f)
]
f ∈ F1[
m
1/a,c
n (f) −m1/a,cn+1 (f) · · · (−1)k−1m1/a,cn+k−1(f)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
,
(3.10)
ΨFn = (−1)nk2
∣∣∣∣∣∣∣∣∣
[
ma,cn (f) m
a,c
n+1(f) · · · ma,cn+k−2(f) ma,cn+k(f)
]
f ∈ F1[
m
1/a,c
n (f) −m1/a,cn+1 (f) · · · (−1)k−2m1/a,cn+k−2(f) (−1)km1/a,cn+k (f)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
.
(3.11)
Using the duality (2.25), we have
ΩF (n) =
(
a
a− 1
)uF+n+k (1 + c)n+k−1
(n+ k)!κξn
ΦFn ,(3.12)
ΛF(n) =
(
a
a− 1
)uF+n+k−1 (1 + c)n+k−2
(n+ k − 1)!κξnΨ
F
n .(3.13)
Taking into account (2.26) and according to Lemma 2.3, as long as ΦFn 6= 0,
n ≥ 0, the polynomials qFn , n ≥ 0, are orthogonal with respect to the measure
(3.14) ρFa,c =
∞∑
x=uF
∏
f∈F1
(x−f−uF)
∏
f∈F2
(x+c+f−uF)a
x−uFΓ(x+ c− uF)
(x− uF)! δx.
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Notice that the measure ρFa,c is supported in the infinite set of nonnegative
integers σF (2.11).
Theorem 3.3. Let F = (F1, F2) be a pair of finite sets of positive integers.
Then the polynomials mFn (3.1), n ∈ σF , are common eigenfunctions of the
second order difference operator
(3.15) DF = h−1(x)s−1 + h0(x)s0 + h1(x)s1,
where
h−1(x) =
xΩF(x + 1)
(a− 1)ΩF(x) ,(3.16)
h0(x) = − (1 + a)(x+ k) + ac
a− 1 + uF +∆
(
a(x+ c+ k − 1)ΛF(x)
(a− 1)ΩF (x)
)
,(3.17)
h1(x) =
a(x+ c+ k)ΩF (x)
(a− 1)ΩF(x+ 1) ,(3.18)
and ∆ denotes the first order difference operator ∆f = f(x+1)−f(x). Moreover
DF(m
F
n ) = nm
F
n , n ∈ σF .
Proof. The proof is similar to that of Theorem 3.3 in [11] but using here the three
term recurrence relation for the Meixner polynomials (2.21) and the dualities
(3.5), (3.12) and (3.13).
The determinantal definition (3.1) of the polynomials mFn , n ∈ σF , automati-
cally implies a factorization for the corresponding difference operator DF (3.15)
in two difference operators of order 1. This is a consequence of the Sylvester
identity (see [14], pp. 32, or [11], Lemma 2.1). This can be done by choosing
one of the components of F = (F1, F2) and removing one element in the chosen
component. An iteration of this procedure shows that the polynomials mFn ,
n ∈ σF , and the corresponding difference operator DF can be constructed by
applying a sequence of at most k Darboux transform (see the Definition 2.1) to
the Meixner system (where k is the number of elements of F). We display the
details in the following lemma, where we remove one element of the component
F2 of F , and hence we have to assume F2 6= ∅. A similar result can be proved
by removing one element of the component F1. The proof proceeds in the same
way as the proof of Lemma 3.6 in [11] and it is omitted.
Lemma 3.4. Let F = (F1, F2) be a pair of finite sets of positive integers and
assume F2 6= ∅. We define the first order difference operators AF and BF as
AF =
ΩF(x + 1)
aΩF2,{k2}(x+ 1)
s0 − ΩF(x)
ΩF2,{k2}(x+ 1)
s1,(3.19)
BF =
axΩF2,{k2}(x+ 1)
(a− 1)ΩF(x) s−1 −
a(x+ c+ k)ΩF2,{k2}(x)
(a− 1)ΩF(x) s0,(3.20)
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where k2 is the number of elements of F2 and the pair F2,{k2} is defined by
(2.13). Then mFn (x) = AF(m
F2,{k2}
n−f2
k2
+k2−1
)(x), n ∈ σF . Moreover
DF2,{k2} = BFAF − (c+ f2k2 − uF2,{k2})Id,
DF = AFBF − (c+ f2k2 − uF)Id.
In other words, the system (DF , (m
F
n )n∈σF ) can be obtained by applying a Dar-
boux transform to the system (DF2,{k2} , (m
F2,{k2}
n )n∈σF
2,{k2}
).
Analogous factorization can be obtained by removing instead of f2k2 any other
element f2i of F2, 1 ≤ i < k2.
4 Exceptional Meixner polynomials
Given real numbers a, c, with a 6= 0, 1 and c 6= 0,−1,−2, . . ., in the previous
Section we have associated to each pair F = (F1, F2) of finite sets of positive
integers the polynomials ma,c;Fn , n ∈ σF , which are always eigenfunctions of a
second order difference operator with rational coefficients. We are interested
in the cases when, in addition, those polynomials are orthogonal and complete
with respect to a positive measure.
Definition 4.1. The polynomials ma,c;Fn , n ∈ σF , defined by (3.1) are called
exceptional Meixner polynomials, if they are orthogonal and complete with re-
spect to a positive measure.
As we point out in Section 2.3, the key concept for the construction of excep-
tional Meixner polynomials is that of admissibility (see the Definition 2.5). The
admissibility of c and F can also be characterized in terms of the measure ρFa,c
(3.14) and the sign of the Casorati polynomial Ωa,cF in N.
Lemma 4.2. Given real numbers a, c, with 0 < a < 1 and c 6= 0,−1,−2, . . .,
and a pair F of finite sets of positive integers, the following conditions are
equivalent.
1. The measure ρFa,c (3.14) is positive.
2. c and F are admissible.
3. Γ(n + c + k)Ωa,cF (n)Ω
a,c
F (n + 1) > 0 for all nonnegative integer n, where
the polynomial Ωa,cF is defined by (3.6).
Proof. As in Section 2.3, write cˆ = max{−[c], 0}. We then have
Γ(x + c− uF) = Γ(x+ c+ cˆ− uF)
(x+ c)cˆ
.
Since x+ c+ cˆ− uF > 0, for x ≥ uF , the equivalence between (1) and (2) is an
easy consequence of the definitions of admissibility (2.16) and of the measure
ρFa,c.
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We now prove the equivalence between (1) and (3).
(1) ⇒ (3). Since the measure ρFa,c is positive, the polynomials (qFn )n (3.4)
are orthogonal with respect to the measure ρFa,c and have positive L
2-norm.
According to (2.5), we have
(4.1) 〈qFn , qFn 〉 =
(−1)kn!
(n+ k)!
〈ma,cn ,ma,cn 〉ΦFnΦFn+1 =
(−1)kanΓ(n+ c)
(1− a)2n+c(n+ k)!Φ
F
nΦ
F
n+1.
We deduce then that (−1)kΓ(n + c)ΦFnΦFn+1 > 0 for all n. Using the duality
(3.12) and the definition of ξn in Lemma 3.2, we conclude that the sign of
(−1)kΓ(n + c)ΦFnΦFn+1 is equal to the sign of Γ(n + c + k)Ωa,cF (n)Ωa,cF (n + 1).
This proves (3).
(3) ⇒ (1). Using Lemma 2.3, the duality (3.12), the definition of ξn in
Lemma 3.2 and proceeding as before, we conclude that the polynomials (qFn )n
are orthogonal with respect to ρFa,c and have positive L
2-norm. This implies
that there exists a positive measure µ with respect to which the polynomials
(qFn )n are orthogonal. Taking into account that the Fourier transform H(z) of
ρFa,c, defined by H(z) =
∫
e−ixzdρFa,c(x), is an analytic function in the half plane
ℑz < − log a, and using moment problem standard techniques, it is not difficult
to prove that µ has to be equal to ρFa,c. Hence the measure ρ
F
a,c is positive.
According to the part 1 of Lemma 2.6 and Lemma 4.2, if c and F are admissi-
ble, we have c+k > 0 and Γ(n+c+k)Ωa,cF (n)Ω
a,c
F (n+1) > 0, for all n ∈ N. One
can then deduce that if c and F are admissible, then Ωa,cF (n)Ωa,cF (n + 1) > 0,
for all n ∈ N. We point out that the converse is not true. Indeed, take a = 1/2,
c = −7/2, F1 = {1}, F2 = ∅. A straightforward computation gives
Ωa,cF (n)Ω
a,c
F (n+ 1) =
(2n+ 7)(2n+ 9)
4
> 0, n ∈ N.
However, it is easy to see that c and F are not admissible ((2.16) is negative for
x = 0, 3).
In the two following Theorems we prove that when c and F are admissible
the polynomials ma,c;Fn , n ∈ σF , are orthogonal and complete with respect to a
positive measure.
Theorem 4.3. Let F be a pair of finite sets of positive integers satisfying that
Ωa,cF (n) 6= 0 for all nonnegative integer n. Assume −1 < a < 1, a 6= 0 and
c 6= 0,−1,−2, · · · . Then the polynomials ma,c,Fn , n ∈ σF , are orthogonal with
respect to the (possibly signed) discrete measure
(4.2) ωFa,c =
∞∑
x=0
axΓ(x+ c+ k)
x!Ωa,cF (x)Ω
a,c
F (x+ 1)
δx.
Moreover, for −1 < a < 0 the measure ωFa,c is never positive, and for 0 < a < 1
the measure ωFa,c is positive if and only if c and F are admissible.
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Proof. Write A for the linear space generated by the polynomials ma,c;Fn , n ∈
σF . Using Lemma 2.5 of [11], the definition of the measure ω
F
a,c and the ex-
pressions for the difference coefficients of the operator DF (see Theorem 3.3),
it is straightforward to check that DF is symmetric with respect to the pair
(ωFa,c,A). Since the polynomials m
a,c;F
n , n ∈ σF , are eigenfunctions of DF with
different eigenvalues, Lemma 2.4 of [11] implies that they are orthogonal with
respect to ωFa,c.
If −1 < a < 0 and the measure ωFa,c is positive, since Γ(n+ c+ k) is positive
for n big enough, we conclude that Ωa,cF (2n + 1)Ω
a,c
F (2n + 2) < 0 for n big
enough. But this would imply that Ωa,cF has infinitely many real roots, which it
is impossible since Ωa,cF is a polynomial.
If 0 < a < 1, according to Lemma 4.2, c and F are admissible if and only if
Γ(x+ c+ k)Ωa,cF (x)Ω
a,c
F (x + 1) > 0 for all nonnegative integer x.
Theorem 4.4. Given real numbers a, c, with 0 < a < 1 and c = 0,−1,−2, · · · ,
and a pair F of finite sets of positive integers, assume that c and F are admissi-
ble. Then the linear combinations of the polynomials ma,c;Fn , n ∈ σF , are dense
in L2(ωFa,c), where ω
F
a,c is the positive measure (4.2). Hence m
a,c;F
n , n ∈ σF ,
are exceptional Meixner polynomials.
Proof. Using Lemma 4.2 and taking into account that c and F are admissible,
it follows that the measure ρFa,c (3.14) is positive. We remark that this positive
measure is also determinate (that is, there is not other measure with the same
moments as those of ρFa,c). As we pointed out above, this can be proved using
moment problem standard techniques (taking into account, for instance, that the
Fourier transform of ρFa,c is an analytic function in the half plane ℑz < − log a).
Since for determinate measures the polynomials are dense in the associated L2
space, we deduce that the sequence (qFn /‖qFn ‖2)n (where qFn is the polynomial
defined by (3.4)) is an orthonormal basis in L2(ρFa,c).
For s ∈ σF , consider the function hs(x) =
{
1/ρFa,c(s), x = s
0, x 6= s, where by
ρFa,c(s) we denote the mass of the discrete measure ρ
F
a,c at the point s. Since the
support of ρFa,c is σF , we get that hs ∈ L2(ρFa,c). Its Fourier coefficients with
respect to the orthonormal basis (qFn /‖qFn ‖2)n are qFn (s)/‖qFn ‖2, n ≥ 0. Hence
(4.3)
∞∑
n=0
qFn (s)q
F
n (r)
‖qFn ‖22
= 〈fs, fr〉ρFa,c =
1
ρFa,c(s)
δs,r.
This is the dual orthogonality associated to the orthogonality∑
u∈σF
qFn (u)q
F
m(u)ρ
F
a,c(u) = 〈qFn , qFn 〉δn,m
of the polynomials qFn , n ≥ 0, with respect to the positive measure ρFa,c (see, for
instance, [2], Appendix III, or [24], Th. 3.8).
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Using (4.1), (2.22) and the duality (3.12), we get
(4.4)
1
〈qFn , qFn 〉ρFa,c
= ωFa,c(n)xn,
where xn is the positive number given by
(4.5) xn =
(
a
a− 1
)2uF+2k+1 (−1)k(1− a)cn!(1 + c)n+k−1(1 + c)n+k
κ2Γ(n+ c)Γ(n+ c+ k)(n+ k + 1)!ξnξn+1
,
and κ and ξn are defined in Lemma 3.2.
Using now the duality (3.5), we can rewrite (4.3) for s = r as
(4.6)
∞∑
n=0
ωFa,c(n)(m
F
r (n))
2κ2xnξ
2
nζ
2
r =
1
ρFa,c(r)
.
A straightforward computation using (4.5) and the definitions of κ, ξn and ζr
in Lemma 3.2 gives
(4.7) κ2xnξ
2
nζ
2
r =
(1− a)c+2r−2uF−k
ak1−2k(ρFa,c(r))
2
.
Inserting it in (4.6), we get
(4.8) 〈mFr ,mFr 〉ωFa,c =
ak1−2k
(1− a)c+2r−2uF−k ρ
F
a,c(r).
Consider now a function f in L2(ωFa,c) and write g(n) = f(n)/x
1/2
n , where xn is
the positive number given by (4.5). Using (4.4), we get
∞∑
n=0
|g(n)|2
〈qFn , qFn 〉ρFa,c
=
∞∑
n=0
ωFa,c(n)|f(n)|2 = ‖f‖22 <∞.
Define now
vr =
∞∑
n=0
g(n)qFn (r)
〈qFn , qFn 〉ρFa,c
.
Using Theorem III.2.1 of [2], we get
(4.9) ‖f‖22 =
∞∑
n=0
|g(n)|2
〈qFn , qFn 〉ρFa,c
=
∑
r∈σF
|vr|2ρFa,c(r).
On the other hand, using the dualities (3.12) and (3.5), and (4.5) and (4.6), we
have
vr =
1
(ρFa,c(r))
1/2
∞∑
n=0
f(n)
mFr (n)
‖mFr ‖2
ωFa,c(n).
This is saying that (ρFa,c(r))
1/2vr, r ∈ σF , are the Fourier coefficients of f
with respect to the orthonormal system (mFn /‖mFn ‖2)n. Hence, the identity
(4.9) is Parseval’s identity for the function f . From where we deduce that the
orthonormal system (mFn /‖mFn ‖2)n is complete in L2(ωFa,c).
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5 Constructing polynomials which are eigenfunc-
tions of second order differential operators
One can construct exceptional Laguerre polynomials by taking limit in the ex-
ceptional Meixner polynomials. We use the basic limit (2.31).
Given a pair F = (F1, F2) of finite sets of positive integers, using the ex-
pression (3.3) for the polynomials ma,c;Fn , n ∈ σF , setting x → x/(1 − a) and
c = α+1 and taking limit as a→ 1, we get (up to normalization constants) the
polynomials, n ∈ σF ,
(5.1) Lα;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
Lαn−uF (x) (L
α
n−uF )
′(x) · · · (Lαn−uF )(k)(x)[
Lαf (x) (L
α
f )
′(x) · · · (Lαf )(k)(x)
]
f ∈ F1[
Lαf (−x) Lα+1f (−x) · · · Lα+kf (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
.
More precisely
(5.2) lim
a→1
(a− 1)n−(k1+1)k2ma,c;Fn
(
x
1− a
)
= (−1)(k+12 )+
∑
f∈F2
fLα;Fn (x)
uniformly in compact sets.
Notice that Lα;Fn is a polynomial of degree n with leading coefficient equal to
(−1)n−uF+
∑
f∈F1
f VF1VF2
∏
f∈F1
(f − n+ uF )
(n− uF)!
∏
f∈F1
f !
∏
f∈F2
f !
,
where VF is the Vandermonde determinant defined by (2.2).
We introduce the associated polynomials
(5.3) ΩαF (x) =
∣∣∣∣∣∣∣∣∣
[
Lαf (x) (L
α
f )
′(x) · · · (Lαf )(k−1)(x)
]
f ∈ F1[
Lαf (−x) Lα+1f (−x) · · · Lα+k−1f (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
.
Notice that ΩαF is a polynomials of degree uF + k1. To simplify the notation we
sometimes write ΩF = Ω
α
F .
When F1 = ∅, using (2.30), we have for ΩαF the identity
ΩαF(x) =
∣∣∣∣∣
[
Lαf (−x) −(Lαf )′(−x) · · · (−1)k−1(Lαf )(k−1)(−x)
]
f ∈ F2
∣∣∣∣∣ .(5.4)
We also straightforwardly have
(5.5) Lα;FuF (x) = (−1)(
sF
2 )+sFk1Ωα+sFF⇓ (x),
where the positive integer sF and the pair F⇓ are defined by (2.15) and (2.14),
respectively.
We will need to know the value at 0 of the polynomial ΩαF .
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Lemma 5.1. Let F be a pair of finite sets of positive integers, then ΩαF (0) is
a polynomial in α of degree uF + k1 which does not vanish in R \ {−1,−2, . . .}.
Moreover
ΩαF (0) = (−1)(
k1
2 )
∏2
j=1 VFj
∏kj
i=1(α+ i)kj−i+1
∏
f∈Fj
(α+ kj + 1)f−kj∏
f∈F1
f !
∏
f∈F2
f !
∏min{k1,k2}
i=1 (α+ i)k1+k2−2i+1
(5.6)
×
∏
f∈F1
∏
g∈F2
(α+ f + g + 1).
Proof. The proof of (5.6) follows by a carefully computation using that Lαn(0) =
(1+α)n
n! and standard determinant techniques. Because of the value above of the
Laguerre polynomials at 0, ΩαF (0) is clearly a polynomial in α; one can also see
that the right hand side of (5.6) is a polynomial because each factor of the form
α+ s in the denominator cancels with one in the numerator. It is now easy to
see that the right hand side of (5.6) only vanishes in some negative integers.
Passing again to the limit, we can transform the second order difference op-
erator (3.15) in a second order differential operator with respect to which the
polynomials Lα;Fn , n ∈ σF , are eigenfunctions.
Theorem 5.2. Given a real number α 6= −1,−2, · · · and a pair F of finite sets
of positive integers, the polynomials Lα;Fn , n ∈ σF , are common eigenfunctions
of the second order differential operator
(5.7) DF = x∂
2 + h1(x)∂ + h0(x),
where ∂ = d/dx and
h1(x) = α+ k + 1− x− 2xΩ
′
F(x)
ΩF(x)
,(5.8)
h0(x) = −k1 − uF + (x− α− k)Ω
′
F(x)
ΩF(x)
+ x
Ω′′F (x)
ΩF (x)
.(5.9)
More precisely DF (L
F
n ) = −nLFn (x).
Proof. We omit the proof because proceeds as that of Theorem 5.1 in [11] and
it is a matter of calculation using carefully the basic limits (2.31) and its con-
sequences
lim
a→1−
(1− a)βFΩa,cF (xa) = (−1)ǫFΩαF(x),(5.10)
lim
a→1−
(1− a)βF−1(Ωa,cF (xa + 1)− Ωa,cF (xa)) = (−1)ǫF (ΩαF)′(x),(5.11)
lim
a→1−
(1 − a)βF−2(Ωa,cF (xa + 1)− 2Ωa,cF (xa) + Ωa,cF (xa − 1)) = (−1)ǫF (ΩαF )′′(x).
where c = α+ 1, βF = uF + k1(1− k2), xa = x/(1− a) and ǫF =
∑
f∈F1
f .
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To prove the completeness of the exceptional Laguerre polynomials in the
associated L2 space, we will need the following characterization of the linear
space generated by Lα;Fn , n ∈ σF .
Lemma 5.3. Given a real number α 6= −1,−2, . . . and a pair F of finite sets of
positive integers, consider the linear space A generated by the polynomials Lα;Fn ,
n ∈ σF . Then p ∈ A if and only if
(5.12) (−2xp′ + (x− α− k)p)Ω′F + xpΩ′′F
is divisible by ΩF .
Proof. Write B = {p ∈ P : DF(p) ∈ P}. From the definition of the second
order differential operator DF (5.7), one easily sees that p ∈ B is and only if the
polynomial (5.12) is divisible by ΩF .
Since each polynomial Lα;Fn , n ∈ σF , is an eigenfunction for DF , we get that
Lα;Fn ∈ B and hence A ⊂ B.
Consider the set of nonnegative integer S = N \ σF . The definition of σF
(2.11) shows that S is finite and s = |S| = uF + k1 = deg(ΩF). We can write
P = A⊕H1, where H1 = 〈xj : j ∈ S〉. Hence dimH1 = deg(ΩF ).
On the other hand, observe that the divisibility of (5.12) by ΩF imposes
deg(ΩF ) linearly independent homogeneous conditions on the coefficients of p.
We can then construct linearly independent polynomials qj , j = 1, . . . , deg(ΩF ),
such that P = B ⊕H2, where H2 = 〈qj : j = 1, . . . , deg(ΩF)〉. Hence dimH2 =
deg(ΩF ). Since A ⊂ B and dimH1 = dimH2, we get that actually A = B.
Again passing to the limit, from the factorization in Lemma 3.4 we can fac-
torize the second order differential operator DF as product of two first order
differential operators. This can be done by choosing one of the components of
F = (F1, F2) and removing one element in the chosen component. An itera-
tion shows that the system (DF , (L
α;F
n )n∈σF ) can be constructed by applying
a sequence of k Darboux transforms to the Laguerre system (see the Definition
2.1)). We display the details in the following lemma, where we remove one el-
ement of the component F2, and hence we have to assume F2 6= ∅. A similar
result can be proved by removing one element of the component F1.
Lemma 5.4. Let F = (F1, F2) be a pair of finite sets of positive integers and
assume F2 6= ∅. We define the first order differential operators AF and BF as
AF = − ΩF(x)
ΩF2,{k2}(x)
∂ +
Ω′F (x) + ΩF(x)
ΩF2,{k2}(x)
,(5.13)
BF =
−xΩF2,{k2}(x)
ΩF (x)
∂ +
xΩ′F2,{k2}
(x) − (α+ k)ΩF2,{k2}(x)
ΩF (x)
,(5.14)
where k2 is the number of elements of F2 and the pair F2,{k2} is defined by
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(2.13). Then Lα;Fn (x) = AF (L
α;F2,{k2}
n−f2
k2
+k2−1
)(x), n ∈ σF . Moreover
DF2,{k2} = BFAF + (α+ f
2
k2 − uF2,{k2} + 1)Id,
DF = AFBF + (α+ f
2
k2 − uF + 1)Id.
Proof. The Lemma can be proved applying limits in Lemma 3.4.
6 Exceptional Laguerre polynomials
In the previous Section, given a real number α 6= −1,−2, · · · , we have associated
to each pair F of finite sets of positive integers the polynomials Lα;Fn , n ∈ σF ,
which are always eigenfunctions of a second order differential operator with
rational coefficients. We are interested in the cases when, in addition, those
polynomials are orthogonal and complete with respect to a positive measure.
Definition 6.1. The polynomials Lα;Fn , n ∈ σF , defined by (5.1) are called
exceptional Laguerre polynomials, if they are orthogonal and complete with
respect to a positive measure.
The following Lemma and Theorem show that the admissibility of α+ 1 and
F will be the key to construct exceptional Laguerre polynomials.
Lemma 6.2. Given a real number α 6= −1,−2, · · · and a pair F of finite sets
of positive integers, if α+1 and F are admissible then α+k > −1 and ΩαF (5.3)
does not vanish in [0,+∞).
Proof. First of all, the part 1 of Lemma 2.6 gives that α+ k > −1.
Lemma 5.1 shows that for α 6= −1,−2, · · · , ΩαF (0) 6= 0. Hence it is enough to
prove that ΩαF 6= 0 for x > 0.
Write c = α+ 1. For 0 < a < 1, consider the measure τca defined by
τca = (1 − a)c−k
∞∑
x=0
axΓ(x+ c+ k)(ma,c;FuF (x))
2
x!Ωa,cF (x)Ω
a,c
F (x+ 1)
δya,x,
where
(6.1) ya,x = (1 − a)x.
Since α + 1 = c and F are admissible, we have that the measure τca is positive
(Theorem 4.4).
Consider the positive integer sF and the pair F⇓ defined by (2.15) and (2.14),
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respectively. We need the following limits
lim
a→1−
(1 − a)uF+k1(1−k2)Ωa,cF (x/(1 − a)) = ǫ0ΩαF (x),(6.2)
lim
a→1−
(1− a)uF+k−(k1+1)k2Ωa,cF (x/(1 − a) + 1) = ǫ0ΩαF (x),(6.3)
lim
a→1−
(1 − a)uF−(k1+1)k2ra,c;FuF (x/(1 − a)) = ǫ1Ωα+sFF⇓ (x),(6.4)
lim
a→1−
(1 − a)c+k−1ax/(1−a)Γ(x/(1− a) + c+ k)
Γ(x/(1− a) + 1) = x
α+ke−x,(6.5)
uniformly in compact sets of (0,+∞), where the ǫ’s are the signs
ǫ0 = (−1)
∑
f∈F1
f , ǫ1 = (−1)
∑
f∈F1
f+(sF2 )+sFk1 .
The first limit is (5.10). The second one is a consequence of (5.11). The third
one is a consequence of (5.2) and (5.5). The forth one is consequence of the
asymptotic behavior of Γ(z + u)/Γ(z + v) when z → ∞ (see [13], vol. I (4), p.
47).
We proceed in three steps.
First step. Assume that α+1 and F are admissible and that there exists x0 > 0
with ΩαF(x0) = 0. Then Ω
α+sF
F⇓
(x0) = 0.
We take a real number v with x0 < v such that Ω
α
F(x) 6= 0 for x ∈ (x0, v]. For
a real number u with x0 < u < v, write I = [u, v]. Then Ω
α
F does not vanish
in I. Applying Hurwitz’s Theorem to the limits (6.2) and (6.3) we can choice a
contable set X = {an : n ∈ N} of numbers in (0, 1) with limn an = 1 such that
Ωa,cF (x/(1 − a))Ωa,cF (x/(1− a) + 1) 6= 0, x ∈ I and a ∈ X .
Hence, we can combine the limits (6.2), (6.3), (6.4) and (6.5) to get
(6.6) lim
a→1;a∈X
ha(x) = ǫ3h(x), uniformly in I,
where
ha(x) = (1 − a)c−k−1
ax/(1−a)Γ(x/(1− a) + c+ k)(ma,c;FuF (x/(1 − a)))2
Γ(x/(1 − a) + 1)Ωa,cF (x/(1− a))Ωa,cF (x/(1 − a) + 1)
,
h(x) =
xα+ke−x(Ωα+sFF⇓ )
2(x)
(ΩαF)
2(x)
,
and ǫ3 is again a sign.
We now prove that
(6.7) lim
a→1;a∈X
τca(I) = ǫ3
∫
I
h(x)dx.
To do that, write Ia = {x ∈ N : u/(1− a) ≤ x ≤ v/(1− a)}. The numbers ya,x,
x ∈ Ia, form a partition of the interval I with ya,x+1−ya,x = (1−a) (see (6.1)).
Since the function h is continuous in the interval I, we get that∫
I
h(x)dx = lim
a→1;a∈X
Sa,
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where Sa is the Cauchy sum
Sa =
∑
x∈Ia
h(ya,x)(ya,x+1 − ya,x).
On the other hand, since x ∈ Ia if and only if u ≤ ya,x ≤ v (6.1), we get
τca(I) = (1− a)c−k
∑
x∈Ia
axΓ(x+ c+ k)(ma,c;FuF (x))
2
x!Ωa,cF (x)Ω
a,c
F (x + 1)
= (1 − a)
∑
x∈Ia
ha(ya,x)
=
∑
x∈Ia
ha(ya,x)(ya,x+1 − ya,x).
The limit (6.7) now follows from the uniform limit (6.6).
The identity (4.8) says that τca(R) = a
k1−2kγcF , where the positive constant
γcF = ρ
F
a,c(uF ) = Γ(c)
∏
f∈F1
(−f)
∏
f∈F2
(c+ f)
does not depend on a. This gives τca(I) ≤ ak1−2kγcF . And so from the limit
(6.7) we get ∫
I
h(x)dx ≤ γ
c
F
ǫ3
.
That is ∫ v
u
xα+ke−x(Ωα+sFF⇓ )
2(x)
(ΩαF )
2(x)
dx ≤ γ
c
F
ǫ3
.
On the other hand, if Ωα+sFF⇓ (x0) 6= 0, since ΩαF (x0) = 0 we get
lim
u→x+
0
∫ v
u
xα+ke−x(Ωα+sFF⇓ )
2(x)
(ΩαF )
2(x)
dx = +∞.
Hence Ωα+sFF⇓ (x0) = 0.
The proof of the Theorem proceeds now by induction on maxF1.
Second step. Assume α + 1 and F are admissible and maxF1 = −1 (that is
F1 = ∅). Then
(6.8) ΩαF(x) 6= 0, x > 0.
Since F1 = ∅, the part 3 of Lemma 2.6 implies that the assumption α+1 and
F are admissible is equivalent to the assumption α > −1.
We prove this step by induction on k2. For k2 = 1, we have that F2 is a
singleton F2 = {f}, and then ΩαF (x) = Lαf (−x). The usual properties of the
zeros of Laguerre polynomials (α > −1) imply (6.8).
Assume now that (6.8) holds for k2 ≤ s and α > −1, and take a finite set of
positive integers F2, with k2 = s+ 1 elements. We notice that according to the
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definition of sF1 (2.7) for F1 = ∅, we have sF1 = 1. Hence we also have sF = 1
(see (2.15)). If there exists x0 > 0 such that Ω
α
F (x0) = 0, using the first step,
we get that also Ωα+1F⇓ (x0) = 0. Since F1 = ∅, we have F = F⇓ (see (2.14)), and
hence, we can conclude that Ωα+jF (x0) = 0, j = 0, 1, 2, . . .
For a positive integer m ≥ maxF2+1 ≥ s+1 consider the (s+1)×m matrix
M =
([
Lαf (−x0) −(Lαf )′(−x0) · · · (−1)m(Lαf )(m)(−x0)
]
f ∈ F2
)
.
Write ci, i = 1, . . . ,m, for the columns of M (from left to right). For j ≥ 0,
consider the (s+1)× s submatrix Mj of M formed by the consecutive columns
cj+i, i = 1, · · · s, of M . Using (5.4), we see that the minor of Mj formed by
its first s rows is equal to Ωα+jF2,{s+1}(x0) where the pair F2,{s+1} is defined by
(2.13). Since the set F2 \ {f2s+1} has s elements and α+ j > −1, the induction
hypothesis says that Ωα+jF2,{s+1}(x0) 6= 0, and hence the columns cj+i, i = 1, · · · s,
of M are linearly independent. On the other hand, the consecutive columns
cj+i, i = 1, · · · s + 1, of M are linearly dependent because its determinant is
equal to Ωα+jF (x0) = 0. Using Lemma 2.2, we conclude that rankM = s.
Then there exist numbers ef , f ∈ F2, not all zero such that the polinomial
p(x) =
∑
f∈F2
efL
α
f (x) is non null and has a zero of multiplicity m in −x0. But
the polynomial p has degree at most maxF2, and since m ≥ maxF2+1 > deg p,
this shows that p = 0, which it is a contradiction. This proves the second step.
Assume now that α+ 1 and F are admissible and
(6.9) ΩαF(x) 6= 0, x > 0,
holds for maxF1 ≤ s.
Third step. If maxF1 = s+ 1, then (6.9) also holds.
Consider the pair F⇓ = {(F1)⇓, F2} defined by (2.14). Since F1 6= ∅, we
have that max(F1)⇓ ≤ s. The part 4 of Lemma 2.6 says that if α + 1 and F
are admissible then α + 1 + sF and F⇓ are admissible as well. The induction
hypothesis (6.9) then says that Ωα+sFF⇓ (x) 6= 0 for x > 0. The first step then
gives that also ΩαF(x) 6= 0, for x > 0.
We guess that the converse of the previous Theorem is true. However, the
condition ΩαF (x) 6= 0, x ≥ 0, is not enough to guarantee the admissibility of α+1
and F . Indeed, consider F1 = {1}, F2 = ∅ and F = (F1, F2). The definition
(2.16) straightforwardly gives that α + 1 and F are admissible if and only if
−2 < α < −1. On the other hand, it is also easy to see that ΩαF(x) = α+1−x,
Hence ΩαF 6= 0, x ≥ 0, as far as α < −1. Hence for α < −2, ΩαF 6= 0, x ≥ 0, but
α+ 1 and F are not admissible.
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Theorem 6.3. Given a real number α 6= −1,−2, · · · and a pair F of finite sets
of positive integers, if α + 1 and F are admissible then the polynomials Lα;Fn ,
n ∈ σF , are orthogonal with respect to the positive weight
(6.10) ωα;F(x) =
xα+ke−x
(ΩαF (x))
2
, x > 0,
and their linear combinations are dense in L2(ωα;F ). Hence L
α;F
n , n ∈ σF , are
exceptional Laguerre polynomials.
Proof. First of all, notice that the positive weight (6.10) has finite moments of
any order because since α+ 1 and F are admissible we have α+ k > −1 (part
1 of Lemma 2.6).
Write A for the linear space generated by the polynomials Lα;Fn , n ∈ σF .
Using Lemma 2.6 of [11], it is easy to check that the second order differen-
tial operator DF (5.7) is symmetric with respect to the pair (ωα;F ,A) (6.10).
Since the polynomials Lα;Fn , n ∈ σF , are eigenfunctions of DF with different
eigenvalues Lemma 2.4 of [11] implies that they are orthogonal with respect to
ωα;F .
In order to prove the completeness of Lα;Fn , n ∈ σF , we proceed in two steps.
Step 1. For each r > 0 and α > −1, the linear space {(1+x)rp : p ∈ P} is dense
in L2(xαe−x).
Since 1 + xr > 0, x > 0, this is equivalent to the density of P in L2((1 +
xr)xαe−x). But this follows straightforwardly taking into account that (1 +
xr)xαe−xdx, x > 0, is a determinate measure.
Step 2. A is dense in L2(ωα;F).
Take a function f ∈ L2(ωα;F). Write r = deg(ΩαF ) and define the function
g(x) = (1 + xr)f(x)/(ΩαF (x))
2. Since α + 1 and F are admissible, we get
from the previous lemma that α + k > −1 and ΩαF(x) 6= 0, x ≥ 0. Hence
g ∈ L2(xα+ke−x). Given ǫ > 0 and using the first step, we get a polynomial p
such that
(6.11)
∫
|g(x)− (1 + xr)p(x)|2xα+ke−xdx < ǫ.
Write γ = inf{(1 + xr)/ΩαF(x), x ≥ 0}. We then get∫
|g(x)− (1 + xr)p(x)|2xα+ke−xdx =
∫ ∣∣∣∣1 + xrΩαF (x)
∣∣∣∣
2
|f(x) − (ΩαF(x))2p(x)|2ωα;Fdx
≥ γ2
∫
|f(x)− (ΩαF (x))2p(x)|ωα;F (x)dx.
Using (6.11), we can conclude that the linear space {(ΩαF (x))2p : p ∈ P} is dense
in L2(ωα;F ).
Lemma 5.3 gives that {(ΩαF(x))2p : p ∈ P} ⊂ A. This proves the second step
and the Theorem.
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Proceeding as in the first step of Theorem 6.2, one can find the norm of the
polynomials Lα;Fn , n ∈ σF , from the norm of the polynomials ma,c;Fn (see (4.8)).
Corollary 6.4. Given a real number α 6= −1,−2, · · · and a pair F of finite sets
of positive integers, assume that α+ 1 and F are admissible. Then for n ∈ σF ,
we have ∫ ∞
0
(Lα;Fn (x))
2 x
α+ke−x
(ΩαF (x))
2
dx =
pF (n− uF)Γ(n− uF + α+ 1)
(n− uF)! ,
where pF (x) is the polynomial defined by pF (x) =
∏
f∈F1
(x− f)∏f∈F2(x+α+
f + 1).
7 Appendix
When the determinants Ωa,cF (n) 6= 0 (3.6), n ≥ 0 (or equivalently, ΦFn 6= 0 (3.10),
n ≥ 0), the following alternative construction of the polynomial qa,c;Fn (3.4) has
been given in [12].
For a pair F = (F1, F2) of finite sets of positive integers, consider the involuted
sets I(F1) = G1 and I(F2) = G2, where the involution I is defined by (2.6) and
the number vF defined by (2.10). Write m = m1 +m2, where m1, m2 are the
number of elements of G1 and G2, respectively.
Assume that Ωa,cF (n) 6= 0, n ≥ 0, and write c˜ = c +MF1 +MF2 + 2, where
MF denotes de maximum element of F . Using Theorem 1.1 of [12], we have
(7.1)
qa,c;Fn (x) = αn
∣∣∣∣∣∣∣∣∣∣∣
ma,c˜n (x− vF ) ( aa−1 )ma,c˜n−1(x − vF) · · · ( aa−1 )mma,c˜n−m(x− vF )[
ma,2−c˜g (−n− 1) ama,2−c˜g (−n) · · · amma,2−c˜g (−n+m− 1)
]
g ∈ G1[
m
1/a,2−c˜
g (−n− 1) m1/a,2−c˜g (−n) · · · m1/a,2−c˜g (−n+m− 1)
]
g ∈ G2
∣∣∣∣∣∣∣∣∣∣∣
,
where the positive integer vF is defined by (2.10) and αn, n ≥ 0, is certain
normalization constant.
The dualities (2.25) and (3.5) then provides an alternative definition of the
polynomial ma,c;Fn , n ≥ vF (3.1). Indeed, write rcj , j ≥ 0, for the polynomial
of degree m defined by rcj(x) = (c + x − m)m−j(x − j + 1)j, and, as before,
c˜ = c+MF1 +MF2 + 2. After an easy calculation, we conclude that
(7.2)
ma,c;Fn (x) = βn
∣∣∣∣∣∣∣∣∣∣∣
rc˜0(x)m
a,c˜
n−vF (x) r
c˜
1(x)m
a,c˜
n−vF (x − 1) · · · rc˜m(x)ma,c˜n−vF (x−m)[
ma,2−c˜g (−x− 1) ama,2−c˜g (−x) · · · amma,2−c˜g (−x+m− 1)
]
g ∈ G1[
m
1/a,2−c˜
g (−x− 1) m1/a,2−c˜g (−x) · · · m1/a,2−c˜g (−x+m− 1) ]
g ∈ G2
∣∣∣∣∣∣∣∣∣∣∣
,
where βn, n ≥ 0, is certain normalization constant.
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When the sum of the cardinalities of the involuted sets G1 = I(F1) and
G2 = I(F2) is less than the sum of the cardinalities of F1 and F2, the expression
(7.2) will provide a more efficient way than (3.1) for an explicit computation
of the polynomials ma,c;Fn , n ≥ vF . For instance, take F1 = {1, · · · , k}, F2 =
{1, · · · , k − 2, k}. Since I(F1) = {k}, I(F2) = {1, k}, the determinant in (7.2)
has order 4 while the determinant in (3.1) has order 2k.
Assume now that α+1 and F are admissible (2.16). Write c = α+1. Accord-
ing to Lemma 4.2, this gives for all 0 < a < 1 that Γ(x+c+k)Ωa,cF (x)Ω
a,c
F (x+1) >
0 for x ∈ N, where Ωa,cF is the polynomial (3.6) associated to the Meixner family.
In particular Ωa,cF (x) 6= 0, for all nonnegative integer x. Write wα,jn = j!
(
n+α
j
)
and α˜ = α +MF1 +MF2 + 2. Hence, if instead of (3.3) we take limit in (7.2),
we get the following alternative expression for the polynomials Lα;Fn , n ≥ vF ,
(7.3)
Lα;Fn (x) = γn
∣∣∣∣∣∣∣∣∣∣∣
xmLα˜n−vF (x) w
α˜,1
n−vFx
m−1Lα˜−1n−vF (x) · · · wα˜,mn−vFLα˜−mn−vF (x)[
L−α˜g (−x) L−α˜+1g (−x) · · · L−α˜+mg (−x)
]
g ∈ G1[
L−α˜g (x) (L
−α˜
g )
′(x) · · · (L−α˜g )(m)(x)
]
g ∈ G2
∣∣∣∣∣∣∣∣∣∣∣
,
where γn is certain normalization constant.
Both determinantal constructions (7.2) and (7.3) for the polynomials ma,c;Fn
and Lα:Fn , n ∈ σF , respectively, imply a couple of factorizations of the second
order difference and differential operatorsDF (see (3.15) and (5.7), respectively)
in two first order difference and differential operators, respectively. These fac-
torizations are different to the factorizations displayed in Lemmas 3.4 and 5.4,
respectively. We do not include the details here but both factorizations can be
worked out as Lemmas 3.7 and 5.3 of [11].
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