The purpose of this study was the determination of the relationship between the dimensional complexity of the electroencephalogram (EEG) and the level of intelligence in humans. In two experiments 34 male subjects were divided into two groups, with high and low levels of intelligence (as measured by the intelligence quotient (IQ)). During a resting phase and various mental imagery conditions the EEG was recorded from several scalp sites. Nonlinear analysis, based on the theory of deterministic chaos, revealed that subjects with high IQs demonstrate higher dimensional complexity of the EEG attractors than subjects with low IQs only during resting conditions. During performance of the imagery tasks the less intelligent subjects increase the complexity of electrical brain dynamics such that IQ-dependency vanishes. The gross (mass) neuronal manifestation of general intelligence seems to depend on task conditions and may be related to the individual brain dynamics only when no specific task is present.
General intellectual ability as defined by the intelligence quotient (IQ) has the highest estimations of hereditability (ranging from 50 to 60%) of all of the human behavioral attributes which have so far been analyzed in human genetic research. In contrast, specific cognitive abilities such as the speed of perception, visual memory, or social interaction are much more dependent on environmental task demands [10] . It may therefore be expected that the neuronal basis of general intelligence expresses itself particularly in situations without specific task requirements.
Previous research attempted to relate evoked potential (EP) measures of brain activity to levels of intelligence, assuming that higher intelligence should express itself in more complex waveforms [3, 6] . The failure of EP research to confirm this association may be due to the fact that during the recording of EPs subjects are asked to perform very specific, mostly visual tasks. Under these requirements, attention must be strictly focussed, and consequently, the competition between different neuronal cell assemblies involved in performing the task will be reduced [4, 6, 9] . Competition between cell assemblies may be operationally defined by the number of simultaneously active cell assemblies characterized by asynchro- nous (chaotic) firing patterns which subserve a particular sensory, motor, or cognitive function. Freeman [5] , for example, used this term to describe the number of simultaneously bursting neuronal pools during presentation of a new, unlearnt odor in the olfactory bulb of the rabbit. During the course of conditioning the number of simultaneously active assemblies became synchronized to one single firing pattern and the behavior changed from 'search-orienting' to an orderly motor response sequence to the odor cues. This situation may be generalized to a laboratory condition with tasks that pose varying attentional demands. During concentration, inhibition in cell assemblies irrelevant for task completion and a simultaneously increased attentional resource allocation to taskrelevant brain areas may lead to a reduction of cell assembly competition [1] .
One method of quantifying 'competition' among activated cell assemblies is the application of nonlinear dynamics to the spontaneous ongoing neural mass activity (as recorded through the EEG) from various cortical sites for extended periods of time during different task demands. In contrast to previous methods of EEG and EP analysis approaches derived from the theories of deterministic chaos capture unpredictable, but nonetheless regular recurrent EEG frequency patterns not detectable by traditional EEG analyses based on frequency bands in the power spectrum. Since the early eighties, mathematical tools have been developed for the analysis of dy- namic behavior that also take into account such nonlinear relationships. When stationary, the dynamics of any deterministic system generating a specific time series can be frozen into a static projection, known as the attractor. One measure which characterizes the attractor, and thus the dynamic behavior, is its dimensionality. Its value has been referred to as 'dimensional complexity', as structures with a higher number of dimensions are generally viewed as being more complex. Competition among oscillating neuronal cell assemblies has been shown to result in higher dimensional complexity [5] of the electroencephalogram.
It was expected that higher intelligence would result in more complex dynamics of neuronal mass activity in conditions where thoughts were allowed to float freely. Thus, subjects of higher intelligence should display EEG-patterns of higher dimensionality. The hypothesis that the dimensional complexity of the neural dynamics that generate the human EEG would increase with higher processing capacities, as measured by tests of intelligence, was examined in two consecutive studies.
In experiment I, 22 male subjects, aged between 25 and 61 years were selected from an initial subject sample of 100 to differ on a broad range of IQ levels (measured by the CFT: culture fair intelligence test of Cattell, 1972). A median split was used to divide Ss in low (IQ < 100) and high (IQ ~> 100) IQ groups. A highly significant (t = 6.34, P < 0.001) difference in IQ level was achieved (Group 1: mean IQ --84.4, S.D. = 11.4, range = from 63 to 98, Group 2: mean IQ = 118.2, S.D. = 13.6, range --from 100 to 131).
To control for cognitive variables other than IQ, subjects were given tests of concentration and reaction time with and without distraction. The high and low IQ groups were not significantly different on any of these measures (all t's < 0.5, all p's > 0.40). Subjects were engaged in 30 s intervals of emotional imagery involving personal scenes of highly positive (erotic content) and negative (loss of a beloved person) valence while sitting with their eyes open. The sequence of presentation of the two emotional tasks was counterbalanced across subjects. Each imagery task was preceeded by a 30 s rest period. EEG was recorded from 15 sites according to the international 10 20 system (F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6; impedances less than 5 k.O). Ag/AgCI electrodes were used for the EEG and three additional eye movement measures. All leads were referenced to the vertex electrode during recording but were changed to a linked ears reference off-line. A single ground electrode was attached to the left wrist. EEGand EOG-signals were digitized at a rate of 100 Hz with filter settings at 2 and 35 Hz.
For each task a 20.48 s interval, composed of 2048 data points, free of eye-movements was selected for the computation. The dimensional complexity of the EEG, i.e.
the fractal dimension of the reconstructed attractor of the EEG-generating system, was estimated using a singular value decomposition, which was based on the autocovariation function with time-lags ranging from 0 to 32 points. A subset of the Eigenvectors was used to reconstruct the state space. Only Eigenvectors with Eigenvalues larger than twice the smallest of all 32 Eigenvalues were selected ~. Separate calculations of the dimensionality were performed for 32 equidistant points using the method of 'pointwise dimension' [2, 9, 11]. Details of the method are described in Elbert et al. [2] . The time series employed here are very small compared to the theoretical requirements for a good estimation of the dimension of the normal EEG. Although a systematic underestimation of the true values occurs, differences in the number of dimensions are reliable and may thus be interpreted [2, 9] .
] This selection was performed in order to separate the signal from presumed noise. The criterion chosen has two advantages: It is independent of the particular gains used and it is easily reproducible among different laboratories. The alternative choice using a fraction of the largest Eigenvalue as cut-off criterion would yield a high weight on slow waves, which usually determine much of the total variance. Maps of the dimensional complexity of the EEG averaged separately for the group with high IQ, and for the group with low IQ during rest and during imagery. For both groups, the complexity meaSure reveals a maximum around the right parietal region and minima at frontal sites. The maximum of the high IQ subjects is larger, particularly during resting conditions.
A standard ANOVA with the factors group (high versus low IQ), condition (rest vs. image), and valence (positive vs. negative emotion) resulted in a clear-cut and predicted interaction of groups and conditions (Fl,> = 7.6, P < 0.012) and a main effect for electrodes (Fi4.2s0 = 4.4, P < 0.01). No interactions of the factor electrodes with tasks or groups were found. During the imagery tasks, the dimensionality of the low IQ subjects approached the values of the high IQ subjects (see Figure 1) . During the resting condition, subjects with higher IQs exhibited higher dimensional complexities than subjects with low IQs (t> = 2.2. P< 0.05).
This effect originated primarily from the parietal regions: Separate tests for electrodes showed significant el L fects for C3 (t -2.29, P < 0.04), C4 (t = 2.60, P < 0.02), Cz (t=2.46, P< 0.03), Pz (t=2.82, P< 0.01) and P3 (t = 2.20, P < 0.04). At the other sites, no significant ell fects were obtained. For the Pz electrode, a significant correlation between the IQ-level and the dimension of the resting EEG was found (r = 0.48, P < 0.02). Fig. 2 shows the maps of dimensional complexity averaged separately across the more and less intelligent subjects during rest and imagery conditions. Emotional content of the image had no influence on EEG complexity. In addition to the dimensional analysis, several measures based on conventional frequency analysis of the EEG (delta, theta, alpha and beta power, and the Hjorth parameters [7] ) were exalnined. None of these measures resuited in differences between the groups.
Expt. II was performed to confirm the major findings of Expt. ! and included 12 arbitrarily selected subjects. The measurement of the IQs revealed that 8 had an IQ above, and l\mr an IQ below 100 (low IQ SS: mean = 87.25, S.D. = 2.63: high IQ SS: mean = 115.25, SD=5.52: t~,-9.45, P<0.001). The subjects' age ranged from 19 to 40 years. Their EEG was recorded from three sites (Fz, Cz, Pz) in a relaxed waking state during eyes open and eyes closed conditions-'. The results of Expt. li supported the findings of Expt. I: The subjects whose IQ was above 100 all showed larger dimensional complexities {4.3 6.5) than the subjects with an IQ below 100 (3.6 4.2). This difference was again significant (FM0 = 5.9, P--0.036). Single electrode comparisons showed a signiticant difference only at Pz (t~0 = 2.99, P < 0.02) but not at Fz or Cz (P > 0.15). Although not significant, dimensional complexity was somewhat lower in the eyes closed as opposed to the eyes open condition.
These data indicate that human general intellectual ability may be reflected in a higher complexity of the electrical brain dynamics only in situations that promote
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anatomically widespread interaction among different cell assemblies. The term complexity refers in this context to the reconstructed attractor dimension and a higher complexity suggests that there are more processes active that govern the major portion of neural mass dynamics as reflected in the EEG trace. Previous research has sometimes reported a relationship of level of" intelligence and increased wn'iability of electrical brain activity. If the dimensional complexity measure represents similar mechanisnls then the data can be interpreted in accordance with the previous literature [4, 6] . This needs to be determined in future research. During resting periods persons with lower levels of intelligence may be characterized by a relative reduction in the xariability of cortical activity with less dynamic alterations in the actixily of neuronal cell assemblies, and thus lower dimensional complexities governing the EEG oscillations. Alternatively. the higher complexity observed in the more intelligent subjects during resting conditions might be related to a third unknown variable such as a personality trait or other cognitive abilities.
The differences in dimensionality between the high and low IQ subjects, together with thc finding that the absolute xalues of the dimensions reached their maximum at parietal regions is in accordance with previous work showing higher complexity during sensory proccssing at parietal silcs compared to frontal sites [8] . With increasing motor demands and during imagery the complexit,v also rises at frontal sites. During resting conditions subjects were asked to keep their eyes open. Thus our resting condition may represent more sensory processing than imagery or motor activalion. It is conccivable that the higher dimensional complexity in the high IQ subjects during rest represents the tendency of intelligent subjects to indulge in more extended cognitive orienting and search behavior.
Whether measures of EEG complexity can be used as tools in assessing higher bram functions must be determined by future research, employing larger subject sampies and a variety of cognitive tasks. Our data suggest that deterministic chaos nla} offer ne~ ways of analyzing neural regulation at a gross (mass action) level.
