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Abstract
Suzuki-Trotter decomposition is a well-known technique used to calculate the partition func-
tion of quantum spin systems, in which the imaginary-time dependence of the partition function
occurs inevitably. Since it is very difficult to explicitly treat the imaginary-time dependence of
the partition function, we usually neglect the imaginary-time dynamical effect, which is called the
static approximation. Although the static approximation is the first approach, it is not even clear
when the static approximation is justified for mean-field quantum spin systems, that is, mean-field
quantum spin systems have not been solved exactly so far. In this study, we solve exactly the
partition function for a particular class of mean-field quantum spin systems including randomness
without the static approximation. The partition function can be regarded as a result of time evo-
lution in the imaginary-time Schro¨dinger equation, and solving the exact solution of the partition
function is equivalent to solving the optimal control problem in the imaginary-time Schro¨dinger
equation. As the result, the solution of the optimal control problem coincides exactly with the
static approximate solution of the partition function and, therefore, the static approximation is
exact for the particular class of mean-field quantum spin systems including randomness in general.
Furthermore, we prove that the analysis of the previous study in quantum annealing is exact where
the non-stoquastic interaction and the inhomogeneous transverse field accelerate the computational
time exponentially for mean-field quantum spin systems.
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Introduction.— Solving the partition function is the most important problem of statisti-
cal mechanics. Unfortunately, it is a very difficult problem to obtain exactly the partition
function in general, and there are extremely few models whose partition function can be
obtained. In classical mean-field systems [1], it is easy to obtain exactly the free energy and
the self-consistent equation in the thermodynamic limit by the saddle point method. Using
the Suzuki-Trotter decomposition, similar analysis is also effective for quantum mean-field
systems. However, at this time, since the partition function contains the imaginary-time de-
pendence, it is difficult to analyze exactly and we usually employ the static approximation
[3] which neglects the imaginary-time dependence. The static approximation is an indispens-
able method as the zero-th order approximation, and the partition function of mean-field
quantum spin systems can not be attained without the static approximation so far.
The static approximation does not necessarily give a good approximate solution and its
exactness has been investigated for individual models. For example, it is known that the
static approximation does not hold for the p-body spin glass model with the transverse-
field [4–11]. On the other hand, although previous study [12–15] implies that the static
approximation is exact for the infinite-range ferromagnetic p-spin model, its proof is not
given in general. There is no general understanding as to when the static approximation is
exact.
In this Letter, using the method of the optimal control problem [16, 17], we derive exactly
the partition function for a particular class of mean-field quantum spin systems including
randomness without the static approximation. The optimal control problem is originally
developed in the field of control engineering and is a theory of determining the time depen-
dence of the coefficients of the differential equations so as to minimize (or maximize) a given
cost function. Using the fact that the imaginary-time dependence of the partition function
can be regarded as the result of time evolution of the imaginary-time Schro¨dinger equation
[18, 19], we map obtaing the partition function to solving the optimal control problem in
the imaginary-time Schro¨dinger equation. Although it is very difficult to analytically solve
the optimal control problem in general, we can find the optimal solution at this time. As
the result, the solution of the optimal control problem, that is, the exact solution of the
partition function coincides exactly with the static approximate solution of the partition
function. The above result is applicable to the particular class of mean-field quantum spins
systems including randomness and, thus, the static approximation is exact for their models
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in general. Our result gives for the first time a systematic method to exactly analyze mean-
field quantum spin systems, and it is an important step for exact analysis beyond the static
approximation.
In addition, our result is also very important from the viewpoint of quantum annealing
[20, 21] where the computational time is closely related to quantum phase transition and
the performance evaluation is carried out by analyzing the phase diagram of Hamiltonians
[15, 22–25]. Previous studies [15, 22, 25] show that, based on the static approximation,
non-stoquastic interaction and inhomogeneous transverse fields exponentially improve the
computational time of quantum annealing for mean-field quantum spin systems. Our result
includes their mean-field models and, therefore, prove that their results [15, 22, 25] are exact.
Exact solution of infinite-range ferromagnetic p-spin model.— First, we consider the
infinite-range ferromagnetic p-spin model with the transverse-field term as a simple case,
Hˆ = −N
(
1
N
∑
i
σˆzi
)p
− Γ∑
i
σˆxi , (1)
Following the standard procedure [15], we obtain the partition function as follows,
Z = lim
M→∞
∫
Dmz
{
Tr
(
M∏
t=1
e
β
M
p(mz(t))p−1σˆze
β
M
Γσˆxe−
β
M
(p−1)(mz (t))p
)}N
. (2)
Since the trace of the partition function contains the imaginary-time dependence, it is dif-
ficult to proceed with further calculation without some approximation. When we use the
static approximation which neglects all the t dependence of the parameter, we can take trace
in Eq. (2) using the inverse operation of the Trotter decomposition. Then, we obtain the
pseudo free energy and the saddle point equation,
fSA = (p− 1)(mz)p − 1
β
log
{
2 cosh
(
β
√
p2(mz)2p−2 + Γ2
)}
, (3)
mz = p(mz)p−1
tanh
(
β
√
p2(mz)2p−2 + Γ2
)
√
p2(mz)2p−2 + Γ2
. (4)
However, there is no guarantee that the static approximation is exact, and the following
relation generally holds between the exact solution and the static approximate solution in
the thermodynamic limit,
f ≤ fSA. (5)
Our aim is to attain the exact partition function in the thermodynamic limit. Of course, it is
difficult to deal with the trace of Eq. (2) directly. Then, we convert the trace of Eq. (2) into
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the imaginary-time Schro¨dinger equation [18, 19]. We consider the following imaginary-time
Schro¨dinger equation,
d
ds
|ψ(s)〉 =

 HˆIM(s) 0
0 HˆIM(s)

 |ψ(s)〉, (6)
HˆIM(s) = p(m
z(s))p−1σˆz + Γσˆx − (p− 1)(mz(s))p, (7)
|ψ(s)〉 =
(
x1(s) x2(s) x3(s) x4(s)
)T
, (8)
|ψ(0)〉 =
(
1 0 0 1
)T
, (9)
where 0 ≤ s ≤ β. Then, we find that the trace of Eq. (2) is equivalent to x1(β) + x4(β),
Tr
(
M∏
t=1
e
β
M
p(mz(t))p−1 σˆze
β
M
Γσˆxe−
β
M
(p−1)(mz(t))p
)
= x1(β) + x4(β). (10)
So far, the imaginary-time dependence of mz(s) is arbitrary, and the partition function is
calculated by summing up arbitrary paths. However, in the thermodynamic limit, only the
path with the largest value of x1(β)+x4(β) contributes to the partition function. Therefore,
if we can find the imaginary-time dependence ofmz(s) such that the value of x1(β)+x4(β) is
the largest in Eq. (6), the partition function can be exactly obtained in the thermodynamic
limit. The problem of finding the time dependence of the coefficients of the differential
equation so as to maximize the given cost function is equivalent to the optimal control
problem and, in the following, we will find the optimal imaginary-time dependence of mz(s)
using the method of the optimal control problem.
From the result of the optimal control problem [16, 17], a necessary condition for mz∗(s)
and x∗(s) to be optimal is that there exists a function k∗(s) such that simultaneously satisfies
the following conditions (see supplemental material for detail),
x˙∗i (s) =
∂H∗op
∂ki
(x∗(s), k∗(s), mz∗(s)), (11)
k˙∗i (s) = −
∂H∗op
∂xi
(x∗(s), k∗(s), mz∗(s)), (12)
x1(0) = x4(0) = 1, (13)
x2(0) = x3(0) = 0, (14)
k1(β) = k4(β) = −1, (15)
k2(β) = k3(β) = 0, (16)
H∗op(x
∗(s), k∗(s), mz∗(s)) = min
mz
Hop(x
∗(s), k∗(s), mz(s)), (17)
4
where the classical Hamiltonian Hop is given by
Hop = −(p− 1)(mz)p
4∑
i=1
xiki + p(m
z)p−1
4∑
i=1
(−1)i−1xiki
+Γ(x1k2 + x2k1 + x3k4 + x4k3). (18)
From Eq. (18), we find
mz∗(s) = 0,
∑4
i=1(−1)i−1x∗i (s)k∗i (s)∑4
i=1 x
∗
i (s)k
∗
i (s)
. (19)
As we will see later, since the nontrivial solutionmz∗(s) =
∑4
i=1(−1)i−1x∗i (s)k∗i (s)/
∑4
i=1 x
∗
i (s)k
∗
i (s)
contains the trivial solution mz∗(s) = 0, we focus only on the nontrivial solution. Then,
although Eq. (19) is the necessary condition for mz∗(s), there is only one condition in Eq.
(19). Thus, if we find one solution, it is just the optimal solution from uniqueness of the
optimal control. Equation (18) is reduced to
H∗op = Γ(x1k2 + x2k1 + x3k4 + x4k3) +
(∑4
i=1(−1)i−1xiki∑4
i=1 xiki
)p 4∑
i=1
xiki. (20)
Obviously, it is difficult to find a general solution of the Hamilton equations of H∗op except
for p = 1. However, we will see that the solution of H∗op can be just obtained in the case
where the boundary conditions are given by Eqs. (13)-(16).
From the Hamilton equations of H∗op, the equation of motion of m
z∗(s) is given by
d
ds
mz∗(s) = −2Γ(x
∗
1k
∗
2 − x∗2k∗1 + x∗3k∗4 − x∗4k∗3)
x∗1k
∗
1 + x
∗
2k
∗
2 + x
∗
3k
∗
3 + x
∗
4k
∗
4
. (21)
Here, we consider the Hamilton equations of Hop when m
z is constant. We immediately find
the solutions of xCi (s) and k
C
i (s) as follows,


xC1 (s)
xC2 (s)
xC3 (s)
xC4 (s)


= e−s(p−1)(m
z)p


cosh
(
s
√
p2(mz)2p−2 + Γ2
)
+
p(mz)p−1 sinh
(
s
√
p2(mz)2p−2+Γ2
)
√
p2(mz)2p−2+Γ2
Γ sinh
(
s
√
p2(mz)2p−2+Γ2
)
√
p2(mz)2p−2+Γ2
Γ sinh
(
s
√
p2(mz)2p−2+Γ2
)
√
p2(mz)2p−2+Γ2
cosh
(
s
√
p2(mz)2p−2 + Γ2
)
−
p(mz)p−1 sinh
(
s
√
p2(mz)2p−2+Γ2
)
√
p2(mz)2p−2+Γ2


,
(22)

kC1 (s)
kC2 (s)
kC3 (s)
kC4 (s)


= −


xC1 (β − s)
xC2 (β − s)
xC3 (β − s)
xC4 (β − s)


. (23)
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Then, we find
xC1 (s)k
C
2 (s)− xC2 (s)kC1 (s) + xC3 (s)kC4 (s)− xC4 (s)kC3 (s) = 0. (24)
Thus, when we put mz(s) as
mzC(s) =
∑4
i=1(−1)i−1xCi (s)kCi (s)∑4
i=1 x
C
i (s)k
C
i (s)
, (25)
in the Hamilton equations of Hop, then we find that m
zC(s) is constant
d
ds
mzC(s) = 0, (26)
and the solution of Hop are also given by x
C
i (s), k
C
i (s) and m
zC(s). In addition, we find that
this solution is simultaneously the solution of H∗op because Eq. (19) is satisfied. Therefore,
from uniqueness of the optimal control, this is just the solution of the motion of H∗op, i.e.,
the solution of the optimal control problem is given by
x∗i (s) = x
C
i (s), (27)
k∗i (s) = k
C
i (s), (28)
under the condition of Eq. (25). Furthermore, the condition (25) reproduces the self-
consistent equation of the static approximation (4),
mzC(β) =
xC1 (β)− xC4 (β)
xC1 (β) + x
C
4 (β)
= p(mz)p−1
tanh
(
β
√
p2(mzC)2p−2 + Γ2
)
√
p2(mzC)2p−2 + Γ2
. (29)
As the result, the optimal solution is equivalent to the static approximate solution and the
static approximation is exact for the infinite-range ferromagnetic p-spin model.
General case.— Although we have considered the simple system so far, similar analysis
is straightforwardly applicable for generalized mean-field quantum spin systems,
HˆG = −N
k∑
µ=1
fµ
(
1
N
N∑
i=1
Jµi σˆ
z
i
)
−N
l∑
ν=1
gν
(
1
N
N∑
i=1
Γνi σˆ
x
i
)
, (30)
where fµ and gν are arbitrary functions and J
µ
i and Γ
ν
i are depending on each site i. Later, we
will show that this Hamiltonian contains many mean-field quantum spin systems analyzed
in the context of quantum annealing. The partition function is given by
Z =
∫
DmzµDmxν
N∏
i=1
{
Tr
(
M∏
t=1
e
β
M
∑
µ
J
µ
i
f ′µ(m
z
µ(t))σˆ
z
e
β
M
∑
ν
Γνi g
′
ν(m
x
ν (t))σˆ
x
e
β
M
{∑
µ(−f
′
µ(m
z
µ(t))·m
z
µ(t)+fµ(m
z
µ(t)))+
∑
ν
(−g′ν(m
x
ν (t))·m
x
ν (t)+gν(m
x
ν (t)))
})}
. (31)
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From the same discussion as before, we find that, in the thermodynamic limit, the trace of
the partition function is evaluated as
lim
N→∞
lim
M→∞
N∏
i=1
{
Tr
(
M∏
t=1
e
β
M
∑
µ
J
µ
i
f ′µ(m
z
µ(t))σˆ
z
e
β
M
∑
ν
Γν
i
g′ν(m
x
ν (t))σˆ
x
e
β
M
{∑
µ(−f
′
µ(m
z
µ(t))·m
z
µ(t)+fµ(m
z
µ(t)))+
∑
ν
(−g′ν(m
x
ν (t))·m
x
ν (t)+gν(m
x
ν (t)))
})}
= lim
N→∞
N∏
i=1
(x∗4i−3(β) + x
∗
4i−3(β)), (32)
where x∗i is the optimal solution of the following optimal control problem,
x˙∗i (s) =
∂HG,op
∂ki
(x∗(s), k∗(s), mzµ
∗(s), mxν
∗(s)), (33)
k˙∗i (s) = −
∂HG,op
∂xi
(x∗(s), k∗(s), mzµ
∗(s), mxν
∗(s)), (34)
x4j−3(0) = x4j(0) = 1, (35)
x4j−2(0) = x4j−1(0) = 0, (36)
k4j−3(β) = k4j(β) = −
N∏
i=1,i 6=j
(x4i−3(β) + x4i(β)), (37)
k4j−2(β) = k4j−1(β) = 0, (38)
HG,op(x
∗(s), k∗(s), mzµ
∗(s), mxν
∗(s)) = min
mz
HG,op(x
∗(s), k∗(s), mzµ
∗(s), mxν
∗(s)), (39)
where the classical Hamiltonian HG,op is given by
Hop(x, k,m
z
µ, m
x
ν) =
{∑
µ
(
−f ′µ(mzµ)mzµ + fµ(mzµ)
)
+
∑
ν
(−g′ν(mxν)mxν + gν(mxν))
}
4N∑
i=1
xiki
+
∑
µ
N∑
i=1
Jµi f
′
µ(m
z
µ)(x4i−3k4i−3 − x4i−2k4i−2 + x4i−1k4i−1 − x4ik4i)
+
∑
ν
N∑
i=1
Γνi g
′
ν(m
x
ν)(x4i−3k4i−2 + x4i−2k4i−3 + x4i−1k4i + x4ik4i−1). (40)
Therefore, finding the exact solution of the partition function is reduced to solving the
4N -dimensional classical Hamiltonian. From Eq. (39), we find
mzµ
∗(s) =
∑N
i=1 J
µ
i (x
∗
4i−3k
∗
4i−3 − x∗4i−2k∗4i−2 + x∗4i−1k∗4i−1 − x∗4ik∗4i)∑4N
i=1 x
∗
i k
∗
i
, (41)
mxν
∗(s) =
∑N
i=1 Γ
ν
i (x
∗
4i−3k
∗
4i−2 + x
∗
4i−2k
∗
4i−3 + x
∗
4i−1k
∗
4i + x
∗
4ik
∗
4i−1)∑4N
i=1 x
∗
i k
∗
i
, (42)
and Eq. (39) is reduced to
H∗G,op =
∑
µ
fµ
(∑N
i=1 J
µ
i (x4i−3k4i−3 − x4i−2k4i−2 + x4i−1k4i−1 − x4ik4i)∑4N
i=1 xiki
)
4N∑
i=1
xiki
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+
∑
ν
gν
(∑N
i=1 Γ
ν
i (x4i−3k4i−2 + x4i−2k4i−3 + x4i−1k4i + x4ik4i−1)∑4N
i=1 xiki
)
4N∑
i=1
xiki,
(43)
Using the Hamilton equations of H∗G,op, we find
d
ds
mzµ
∗(s) = −2
∑
ν
∑N
i=1 g
′
νΓ
ν
j (x
∗
4i−3k
∗
4i−2 − x∗4i−2k∗4i−3 + x∗4i−1k∗4i − x∗4ik∗4i−1)∑4N
i=1 x
∗
ik
∗
i
, (44)
d
ds
mxν
∗(s) = 2
∑
µ
∑N
i=1 f
′
µJ
µ
j (x
∗
4i−3k
∗
4i−2 − x∗4i−2k∗4i−3 + x∗4i−1k∗4i − x∗4ik∗4i−1)∑4N
i=1 x
∗
i k
∗
i
. (45)
Then, from the same technique as before, we can show that the optimal solution is equal to
the static approximate solution and Eqs. (41) and (42) reproduce the saddle point equations
of the static approximation,
mzµ =
1
N
N∑
i=1
Jµi
x4i−3(β)− x4i(β)
x4i−3(β) + x4i(β)
=
1
N
N∑
i=1
Jµi
(∑
µ J
µ
i f
′
µ(m
z
µ)
)
tanh
(
β
√
(
∑
µ J
µ
i f
′
µ(m
z
µ))
2 + (
∑
ν Γ
ν
i g
′
ν(m
x
ν))
2
)
√
(
∑
µ J
µ
i f
′
µ(m
z
µ))
2 + (
∑
ν Γ
ν
i g
′
ν(m
x
ν))
2
, (46)
mxν =
1
N
N∑
i=1
Γνi
x4i−2(β) + x4i−1(β)
x4i−3(β) + x4i(β)
=
1
N
N∑
i=1
Γνi
(
∑
ν Γ
ν
i g
′
ν(m
x
ν)) tanh
(
β
√
(
∑
µ J
µ
i f
′
µ(m
z
µ))
2 + (
∑
ν Γ
ν
i g
′
ν(m
x
ν))
2
)
√
(
∑
µ J
µ
i f
′
µ(m
z
µ))
2 + (
∑
ν Γ
ν
i g
′
ν(m
x
ν))
2
. (47)
Therefore, the static approximation is exact for generalized mean-field quantum spin systems
(30) in general.
Application to quantum annealing.—We apply our result to previous studies of quantum
annealing, where mean-field quantum spin systems are often used to evaluate the perfor-
mance of quantum annealing [14, 15, 22, 25, 26], and our result guarantees their analysis in
general. For example, we consider the Hopfield model with finite-number patterns,
Hˆ = −N
k∑
µ=1
(
1
N
N∑
i=1
Jµi σˆ
z
i
)p
− Γ1
N∑
i=1
σˆxi + Γ2N
(
1
N
N∑
i=1
σˆxi
)2
(48)
where Γ1,Γ2 ≥ 0, p is an integer denoting the degree of interactions, and k is an integer
representing the finite-number embedded pattern and Jµi takes ±1 at random. The antifer-
romagnetic multiple-X term is called the non-stoquastic interaction and has been attracting
a lot of attention in the field of quantum annealing in recent years [27, 28]. In the process
of quantum annealing, recent studies [15, 22] show that, although this system undergoes a
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first-order phase transition in the absence of the antiferromagnetic multiple-X term, there is
a path through a second-order phase transition avoiding a first-order phase transition when
the antiferromagnetic multiple-X term is applied. This means that the antiferromagnetic
multiple-X term improves exponentially the efficiency of quantum annealing compared with
the case only by the transverse-field. Although the above result is based on the static ap-
proximation, the Hamiltonian (48) is included in our Hamiltonian (30) and, thus, the result
of exponential speed up by the non-stoquastic interaction is exact.
Next, we consider the infinite-range ferromagnetic p-spin model with longitudinal random
field,
Hˆ = −N
(
1
N
∑
i
σˆzi
)p
−∑
i
hiσˆ
z
i −
∑
i
Γiσˆ
x
i , (49)
where hi follows the Gaussian distribution with an average of 0 or the binary distribution
hi = ±h0. Based on the static approximation, a recent study [25] shows that the inhomoge-
neous transverse field Γi can avoid a phase transition in the process of quantum annealing,
although the homogeneous transverse field can not avoid a first-order phase transition. This
means that the inhomogeneous transverse field accelerates the computation time of quantum
annealing exponentially. Our model (30) includes the above system (49) and certifies the
analysis based on the static approximation.
Conclusions.— We have obtained the exact solution of the partition function for the
particular class of mean-field quantum spin systems including randomness and showed that
the static approximation is exact for their models in general. Although the imaginary-time
dependence of the partition function of mean-field quantum spin systems had not been ana-
lyzed exactly, we gave a method to solve this problem exactly. Our result demonstrates that
the method of the optimal control problem is a powerful approach to analysis of statistical
mechanics.
As an application to quantum annealing, we verified exactness of the result of exponential
speed up of quantum annealing by the non-stoquastic interaction or the inhomogeneous
transverse field, which have recently attracted a lot of interest. Our analysis is an effective
approach to quantum annealing by statistical mechanics.
It is an interesting and important future problem to obtain the exact solution for the case
where the static approximation is not exact. Previous studies [4–11] show that the static
approximation gives non-physical solution for the p-spin-interacting spin glass model in the
9
transverse field which has the spin glass phase. Our method may be the first step to exactly
analyze such system where the static approximation is broken.
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SUPPLEMENTAL MATERIAL FOR
“AN EXACT SOLUTION OF THE PARTITION FUNCTION FOR MEAN-FIELD
QUANTUM SPIN SYSTEMS WITHOUT THE STATIC APPROXIMATION”
OPTIMAL CONTROL PROBLEM
In this section, we provide some knowledge
about the optimal control problem.
Form differential equations describing the
motion of m dimensional vector x(s),
x˙(s) = f(x(s), u(s)), x(0) = x0, (S1)
let us consider the problem of finding the con-
trol input u(s) ∈ U(0, T ) that minimizes the
cost function,
J = Lf (x(T )) +
∫ T
0
dsL(x(s), u(s)),
(S2)
where the initial state x0 and the final time
T are known and the final state x(T ) is ar-
bitrary. Here, using the auxiliary variable k
which is the m-dimensional vector, we define
the following function,
Hop = k
Tf(x, u)− L(x, u), (S3)
then, the following result holds.
A necessary condition for the control input
u∗(t) and the corresponding trajectory x∗(t)
to be optimal is that there exists the function
k∗(t) that simultaneously satisfies the follow-
ing three conditions.
(a) x∗(t) and k∗(t) are solutions to the fol-
lowing ordinary differential equations,
x˙∗(s) =
∂Hop
∂k
(x∗(s), u∗(s), k∗(s)), (S4)
k˙∗(s) = −∂Hop
∂x
(x∗(s), u∗(s), k∗(s)). (S5)
(b) k∗(t) satisfies the following boundary con-
dition,
k∗(T ) =
∂Lf (x, u)
∂x
|x=x∗(T ). (S6)
(c) For any time s ∈ [0, T ],
Hop(x
∗(s), u∗(s), k∗(s)) = min
u∈U
Hop(x
∗(s), u, k∗(s)).
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