Abstract: This paper addresses the time dependent multi-objective constrained shortest path problem. Solving the problem aims at providing the user a Pareto-optimal solution associated with an efficient path. The solution process takes into account information given by the user in order to obtain a path, satisfying his/her requirements. For the first time, more than two criteria are considered and the reference point methodology is used to define the aggregation function. In addition, knapsack-like constraints are introduced in the formulation in order to model budget restrictions. Dynamic-programming-based algorithms are devised and tested on randomly generated networks and on real life instances derived from US city maps. The computational results underline that the proposed algorithms are able to solve the problem in a reasonable amount of time. This is a good result since the problem considered contains features of three NP-hard problems: the multi-objective, the constrained and the time dependent shortest path problems.
Introduction
In this paper, we study a generalisation of the time dependent shortest path problem (TDSPP). Before defining the instance considered here, we briefly describe the classical problem and then we provide a summary of the state-of-the-art.
The TDSPP is defined on a graph G (N, A) where N is the set of n nodes and A contains m arcs. A cost function w ij is associated with each arc (i, j) ∈ A. The value of the cost taken by the arc (i, j) depends on the instant of time in which node i is left. For instance, when the arc (i, j) is traversed at time t, the corresponding cost is equal to .
t ij w It is assumed that the costs are non-negative. It is implicit that the TDSPP models routing problems, that arise in road networks. Indeed, several parameters/criteria/metrics, which represent street characteristics, can be modelled with cost functions determined by time. In this respect, a user requires a path from a source node s to a destination node d that satisfies his/her requirements.
Graph G is called a dynamic graph. As shown by Demiryurek et al. (2010) , the resolution process of the SPP defined on dynamic graphs, allows solutions to be obtained that better reflect real-life situations than the methods that operate on static networks. In general, the scientific literature refers to two main structures of dynamic graphs: FIFO and non-FIFO. A graph is said to be FIFO when, given two users u 1 and u 2 , if u 1 passes through an arc starting from the instant time t 1 and u 2 from t 2 > t 1 , then u 1 must arrive at tail node before user u 2 , see e.g., Pallottino and Scutellà (1997) .
A path π uv from node u to node v is a sequence of nodes {i 1 = u,…,i l-1 , i l =v} with l ≥ 2 . It can be viewed as a sequence of arcs, that is, π uv = {(u, i 2 ); (i 2 , i 3 );…; (i l-1 , v)}. We indicate with f(π uv ) the cost associated with the path π uv .
The aim is to find a path from a source node s to a destination node d such that the cost is minimised.
When more than one cost function have to be optimised, the TDSPP falls in the field of multi-objective optimisation. The scientific literature considers the case with at most two functions. An interesting variant of the TDSPP is that with budget constraints. Of course, this instance can be used to model several real-life applications. Despite its practical importance, the TDSPP with budget constraints has received little attention from the scientific community.
In this paper, we address the TDSPP in which several objective functions have to be optimised simultaneously. In particular, we analyse the case in which the entire set of Pareto-optimal paths has to be found. In addition, we consider several aggregation functions in order to treat the multi-objective TDSPP as the classical one. We use the concept of utility function and the reference point methodology introduced by Wierzbicki (1977) .
The aggregation function techniques are used to explore the solution space in order to obtain solutions satisfying the user's requirements. In addition, we introduce, to the classical model, knapsack type constraints with the aim of considering budget requirements.
Our work focuses on user-oriented models and algorithms. In particular, the proposed methods allow consideration of an arbitrary number of different objective functions. The multi-objective framework has been used in order to capture all possible requirements of the user. The solution has to be the closest to the aspirations of the user. In addition, no restrictions are made on the characteristics of the cost functions and the dynamic graph.
The paper is organised as follows: in the next section, we report the state-of-the-art; Section 3 states the contribution of the paper; Section 4 is devoted to the problem definition and mathematical models are provided; solution approaches are defined and explained in Section 5; the behaviour of the proposed solution strategies is analysed in Section 6; Section 7 gives conclusions and final remarks. A detailed accounting of the computational phase is reported in the Appendix.
State of the art
The scientific literature considers several variants of the TDSPP. They differ with respect to the following characteristics: 1 the objective function: minimisation of either the total time or the cost 2 discrete or continuous time horizon 3 FIFO or non-FIFO graph 4 allowing or not waiting at the nodes 5 single-source single-destination or single-source all-destinations 6 discrete or continuous functions associated with the criteria.
Algorithms based on label-correcting procedure have been defined. Orda and Rom (1990) address the TDSPP defined on a FIFO graph and they consider several waiting strategies at the nodes. In addition, the cost function (time) is assumed to be continuous. The authors conclude that the problem with waiting at the nodes is easier than that in which the waiting is forbidden. The same authors (Orda and Rom, 1991) demonstrate that the optimality principles, which represent the theoretical fundamentals of labelling procedures, are not verified when the cost function does not represent time. Pallottino and Scutellà (1997) address the TDSPP defined on non-FIFO graphs. The waiting at nodes is allowed with a penalty cost for each waiting time instant and the cost function is assumed to be discrete. The label-correcting algorithm, proposed by Pallottino and Scutellà (1997) , implicitly works on an expanse graph. In particular, each node has as many copies as the considered time instants in the time horizon. The authors underline that the complexity of the proposed solution approach is pseudo-polynomial.
Algorithms based on the explicitly construction of the expanse graph have also been proposed, see the work of Ahuja et al. (2003) .
Several papers consider A* algorithms (see e.g., Lefebvre and Balmer, 2007; Nannicini, 2010) . In particular, Nannicini (2010) defines a bidirectional version of the classical A* algorithm. The solution approach works on a FIFO graph and the objective is to minimise the total time.
When more than one criterion is taken into account, the objective is to determine the set of Pareto-optimal paths. The multi-objective shortest path problem (MOSPP) has been studied for a long time.
Several strategies based on both label-setting and label-correcting procedures are proposed in Guerriero and Musmanno (2001) , whereas in Raith and Ehrgott (2009) a detailed review of the state-of-the-art related to the bi-objective case is given. In addition, the authors compare the state-of-the-art algorithms in terms of efficiency. Iori et al. (2010) consider several kinds of criteria. In particular, additive and concave/convex criteria are taken into account. A label-setting algorithm is defined.
For a detailed survey of multi-objective network flow problems, the reader is referred to Skriver (2000) , Ehrgott and Gandibleux (2000) and Hamacher et al. (2007) .
The scientific literature provides few works dealing with the multi-objective TDSPP. The most recent are the contributions of Kostreva and Wiecek (2003) and Hamacher et al. (2006) . The two papers consider the single-destination multi-sources version. In particular, Kostreva and Wiecek (2003) propose forward and backward label-correcting algorithms. Hamacher et al. (2006) extend the work of Kostreva and Wiecek (2003) by allowing waiting at nodes. In addition, they consider a different strategy to manage the list of promising labels defining a label-setting procedure.
It is worth observing that the TDSPP with budget constraints has never been addressed in the scientific literature. On the other hand, the constrained version of the SPP has been well studied. The scientific literature refers to the SPP with budget constraints as resource constrained shortest path problem (RCSPP). Several solution approaches have been defined for solving to optimality the RCSPP. The main strategies are based on dynamic-programming (Beasley and Christofides, 1989; Mehlhorn and Ziegelmann 2000; Dumitrescu and Boland, 2003) , path ranking (Santos et al., 2007; Di Puglia Pugliese and Guerriero, 2013a) and branch and bound (Carlyle et al., 2008; Muhandiramge and Boland, 2009) procedures. When negative cost cycles are present, elementary requirements must be explicitly introduced. For more details about the RCSPP and its variants, the reader is referred to the survey (Di Puglia Pugliese and Guerriero, 2013b) .
Contribution of the paper
The paper addresses an innovative version of the TDSPP. Indeed, to the best of our knowledge, no works on this topic, focused on user-oriented aspects, have been previously published in the scientific literature. In addition, the present paper is the first contribution in which computational results for more than two objective functions are presented.
Our work addresses a very general situation. Indeed, the proposed models and methods are able to solve to optimality instances without any restriction on the nature of the dynamic network, the objective functions and the user's requirements.
The proposed algorithms are designed in order to capture all the requirements of the user. Indeed, the user can give either an aspiration solution or a priority level to each objective function, or hard restrictions on the consumption on limited resources (e.g., money, time).
The contribution of this work is twofold: firstly, general and complete formulations of the shortest path problem with user requirements are given; secondly, the computational behaviour of the proposed models and methods are evaluated under several different scenarios.
Mathematical formulations
Given a dynamic graph G (N, A, T 
.
Examples of multiplicative metrics include the probability of accident. It is worth observing that multiplicative metrics can be transformed into additive ones, see e.g., Agbinya (2005) , Wang (1999) . Besides additive and multiplicative metrics, there are also the so-called bottleneck/convex and concave metrics. In this case, the value of the h th criterion f h (π uv ) over the path π uv is the value of the criterion on the bottleneck arc in the path, that is, ( ) ( , ) min .
The concave metrics are defined as ( ) ( , ) max .
These metrics can represent the danger degree associated with each street (arcs of the graph). For instance, a user could specify that the path must be reliable or that its degree of danger should be lower than a given threshold.
Multi-objective model
x be the flow variable that takes value equal to 1 if arc (i, j) is traversed at time t, 0 otherwise. An arc (i, j) is traversed at time t if the user leaves node i at time t. We suppose metric h = 1 represents the time (we assume that w 1 is time dependent) and the
w is the value of metric h when the arc (i, j) is traversed at time t. The multi-objective TDSPP (MTDSPP) can be formulated by the 0-1 programme (1)-(6) below.
{ }
s.t.
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The objective function (1) minimises all metrics simultaneously. Of course;
for additive metrics and
in the case of convex (resp. concave) metrics. Equations (2) Model (1)- (6) is a general formulation of the problem in which all objective functions have to be minimised. The model gives a set of solutions. Indeed, in the case of multi-objective optimisation, there is no best solution, rather, more than one solution can be viewed as optimal. This situation occurs because the metrics are in contrast one to the others. In this context, the optimality conditions follows the concept of Pareto. 
Definition 1 (Dominance). A path
and at least one of the inequalities is strict. The efficiency definition follows. 
Definition 2 (Efficiency
Pareto-optimal. All efficient paths associated with node d are optimal in the sense of Pareto.
The user can choose the most satisfactory among the Pareto-optimal solutions with regard to his/her requirements and expectations. The main drawback of the multi-objective approach is that the set of efficient solutions grows exponentially with an increase in the problem size. In addition, the generation of all efficient solutions is highly time consuming and the decision process is assigned to the user.
Aggregation techniques
In order to overcome the drawback, related to the construction on the entire Pareto-optimal set, it is possible to consider a-priori information. This information, given by the user, drives the solution process forward to a Pareto-optimal solution that satisfies the requirements of the user. In this paper, we consider two well-known techniques. The first makes use of scalar c h associated with each metric h = 1,…,p. In other words, the user classifies the importance of each metric h by associating with it the scalar c h . These scalars can be viewed as weights of an utility function, which aggregates all metrics using a linear combination with the weights. The utility function assumes the following form:
The second technique makes use of more specific information. The user provides the so-called aspiration point ( , h = 1,…,p, represents the value of metric h along the optimal path. The user is completely satisfied if the Pareto-optimal solution coincides with the AP.
We use the concept of reference point (see Wierzbicki, 1977) , in order to give to the user a path such that the associated vector of objectives is the closest to the AP.
The reference point has been applied to model several multi-objective optimisation problems. This methodology makes use of several achievement scalarising functions. The most used is reported in what follows:
Maximising function (8) ]. In our context, since the AP represents a specific requirement of the user, the optimal solution to model max (8), (2)- (6) is the closest to his/her requirements. For the sake of simplicity and without lost of generality, we assume that y h = 1, ∀h and ε = 0.
Budget constraints
Our aim is to provide user-oriented solution. Under this respect, we can introduce knapsack-like constraints in the defined models. This type of constraints models specific requests of the user. For instance, the cost for traversing an optimal path must not exceed a given budget or the risk of passing along its arcs must be less than or equal to a given value. The introduction of budget constraints makes the defined models more likely to capture the requirements of the user. Let C be the set of metrics for which the user imposes a limitation (i.e., an upper bound W). The budget constraints can be modelled as follows:
The introduction of constraints (9) makes the problems with aggregation functions more complex to solve. Indeed, model min (7), (2)- (6), (9) and model max (8), (2)- (6), (9) are instances of the RCSPP. Of course, the higher the value of W h , the higher the dimension of the solution space. It is worth observing that, with appropriate and small value of W h , the reduction of the solution space suffices for the increasing of complexity. In other words, it is possible that the computational time required to solve the RCSPP instances should be less than that needed to obtain the optimal solution of the models with aggregation functions. In addition, this situation could be affected by the structure of the graph (see the Section 5).
Summing up, we have modelled five different situations; each of them considers a different degree of available information from the user. In the following table, we summarise the characteristics of the defined models.
Model Information Solution
Model 1 None. Entire set of efficient paths.
(1)- (6) Model 2 Scalar c h , ∀h. A path that optimises the utility function. Min (7), (2) - (6) Model 3 Scalar c h , ∀h ∈ M/C A path that optimises the utility function restricted to metric h ∈ M/C and the value of metrics h ∈ C does not exceed W h .
Min (7), (2)-(6), (9) Scalar W h , ∀∈ C.
Model 4 AP.
A path with objective functions the closest to the reference point Max(8), (2)- (6) Model 5 AP restricted to metrics h ∈ M/C. A path with objective functions the closest to reference point restricted to metric h ∈ M/C and the value of metrics h ∈ C does not exceed W h .
Max (7), (2)- (6), (9) Scalar W h , ∀ h ∈ C.
Solution strategies
In order to solve to optimality models 1-5, dynamic-programming-based approaches are designed. We assume that the set A contains frozen-arcs, that is, if the user leaves node i at time t, then , h t ij w has the same value from t to 1, .
t ij t w +
In addition, we do not impose any restrictions on the value that each metric can assume for each arc and time instant. Graph G is supposed to be non-FIFO. Thus, the proposed solution approaches are defined for solving the most general cases. However, some hints are given in order to define efficient algorithms dealing with non-decreasing objective function, associated with the metrics and FIFO graphs. Let y i = (i, t, ▪) be a label associated with a path π si . The user starts from node s at time t 0 and arrives to node i at time t = f 1 (π si ). Label y i contains information related to the associated node, the time instant in which the path reaches the node and other information, depending on the characteristics of the specific version of the model at hand.
Let D i and FS(i) = {j: (i, j) ∈ A} be a set of labels associated with nodes i and the forward star of the node, respectively. We indicate L the list containing all promising labels.
A label
y is selected from L and j y is generated for each node j ∈ FS(i). Of course, the new label is associated with the path {( , )}. Step 0 (initialization) 2:
Step 1 (label selection)
Step 2 Defining appropriate label and dominance relations allows us to solve the problems described in Section 3. Five versions of the DP algorithm are defined. Each of them solves one of the model formulated in Section 3.
Algorithm DP1. The labels contain the information related to the value of each metric along the associated path, that is 2 ( , , ( ), , ( )).
The dominance is reported in Definition 3. 
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Definition 3 (Dominance
and at least one of the inequalities is strict.
Algorithm DP2. In this case, Model 2 is considered. The labels are defined as
Algorithm DP3. This algorithm solves the problem formulated in Model 3. The labels are
,
The definition of dominance follows. 
Definition 5 (Dominance
Algorithm DP4. Model 4 is solved. The labels are defined as follows.
( , , ( )),
Algorithm DP5. This algorithm addresses the problem formulated in Model 5. The labels are defined as
The dominance relation is reported in what follows. 
Definition 7 (Dominance
and at least one of the inequalities is strict. When the graph satisfies the FIFO assumption and the function associated with each metric is non-decreasing, it is possible to modify the dominance definitions maintaining the optimality of the solution. In particular, the relation k k t t = is replaced with .
In other words, the dominance condition can be verified among labels with a different time instant t. This modification allows reduction of the dimension of the state-space. Thus, the search process is faster than the most general cases.
These considerations are valid for all the algorithms presented in this paper.
Computational results
In this section, we evaluate the behaviour of the proposed solution approaches. All the dynamic-programming-based algorithms are coded in Java language and the computational phase has been carried out on an Intel(R) Core(TM) i3 M380, 2.53GHz, 4GB RAM. The experiments were performed by considering several strategies for selecting the label to be processed (Step 1 of Algorithm DP). In particular, we considered four well-known label selection strategies (see Guerriero and Di Puglia Pugliese, 2011): 1 FIFO in which the label at the top of L is selected.
2 The small lexicographic label first (SLLF): the selected label is that positioned at the top of L. If a new label to be added to L is lexicographically smaller than the label currently at the top, then it is inserted at the top, otherwise the new label is added to the bottom.
3 label-setting-like (LS): the selected label is the lexicographic smallest. A label is added to the bottom of L.
4 a threshold selection strategy (Thr) that uses three list of candidate labels to be processed.
For more details, the reader is referred to Guerriero and Di Puglia Pugliese (2011) . It is worth observing that we use the metric time to perform the strategies. Thus the lexicographically smaller label is that with the minimum value of the time. The scientific literature provides selection strategies in order to define label-setting algorithms, see, e.g., Hamacher et al. (2006) . The authors consider a quite different variant of the problem in which waiting at the nodes is allowed. We believe that the selection strategy proposed in Hamacher et al. (2006) could be extended to our general case. However, the definition of the label-setting algorithm is out of the scope of this work. In addition, as shown later, the sophisticated selection rules are less efficient than the classical FIFO one.
Test problems
We considered three groups of test problems. In the first one, we consider small size networks, large size test problems are collected in the second group. The third group is composed of real road networks. In particular, we generated multi-objective TDSPP with budget constraints instances starting from USA city road maps. These are the Manhattan, Waltham and Boston Country road networks from the TIGER/LineTM Census Files, which were also tested in (Bertsekas et al., 1996) . The number of nodes and arcs is reported in Table 1 . All the instances belonging to both the first and the second group have been generated by using the Netgen generator of Klingman et al. (1974) . The characteristics in terms of number of nodes, number of arcs and density, of the small size and the large size test problems are reported in Table 2 and 3, respectively. Four criteria are considered. The first is the time, the other three represent additive metrics. A function is associated with each criterion. Given a time instant, each function provides the value of the associated criterion. This value can be greater than a and it can assume at most the value of b. We set a = 0 and b = 10 in the experiments shown in this paper.
Referring to the instances with budget constraints, for the networks belonging to the first and second group, W h is set equal to the least h th cost multiplied per six. For the third group, W h is set equal to a constant. In the computational phase, we chose several values. In this paper we show the results obtained by letting W h = 100. This value guarantees that the destination node can be reached starting from s.
Numerical results
In this section, we evaluate the proposed algorithms in terms of both efficiency and memory occupancy. It is worth observing that for all instances belonging to the first and second group, we choose the time horizon T by calculating the path with minimum time multiplied by a constant (six in the experiment presented in this paper). For the road networks, we evaluate the proposed solution approaches by considering several values of T. In particular, T is set equal to 50, 100, 200 and 300. As shown in the following, the road networks are more difficult to solve than the random generated ones. Indeed, the solution approaches ran out of memory when T is chosen according to the strategy adopted to generate the instances derived from small and large random networks. The numerical results are reported in the Appendix . Tables A1 and A2 show, for each algorithm and for each selection strategy, the computational effort in seconds and the number of generated labels. For the sake of comprehension, we discuss separately the computational results related to the small and large size test problems and those related to the road networks.
Small size test problems
In Tables 4 and 5 , we report average results related to the computational cost and the memory occupancy (number of generated labels). As expected, algorithm DP1 shows the worst performance. Indeed, it solves the more general case in which the entire set of Pareto-optimal solutions is found. Considering the user-based algorithms, that is DP2-5, the computational time and the number of generated labels decrease. Indeed, the user-oriented algorithms provide exactly one solution for each time instant. In particular, on average, DP1 generates a number of labels 2.21 and 2.15 times higher than DP2 and DP4, respectively. This behaviour is reflected by the computational cost. Indeed, DP1 is 4.19 and 4.01 times slower than DP2 and DP4, respectively. The user-oriented methods with budget constraints, that is, DP3 and DP5 are faster than DP2 and DP4. Indeed, the latter are 1.58 and 1.26 times slower than the former. This behaviour can be explained by considering the dimension of the state-space. Indeed, the budget constraints reduce the number of generated labels. In particular, DP3 and DP5 generate a number of labels 1.53 and 1.45 times lower than those generated by DP2 and DP4, respectively. From Table 4 it can be observed that the FIFO strategy behaves the best. Indeed, on average, SLLF, LS and Thr are 1.29, 1.28 and 1.76 times slower than FIFO. However, a relevant difference is not observed among FIFO, SLLF, LS and Thr with respect to the number of generated labels. Indeed, FIFO generates, on average, a number of labels 1.07, 1.11 and 1.01 times lower than those generated by SLLF, LS and Thr, respectively. The efficiency of the FIFO strategy can be associated with the minimum effort for adding and selecting the labels. Indeed, SLLF, LS and Thr apply more sophisticated rules.
Large size test problems
Tables 6 and 7 report the average results for the large size test problems. Algorithm DP1 shows the worst performance. It provides the entire set of Pareto-optimal solutions, from which the user chooses the best one. The user-oriented algorithm, that is DP2 and DP4, are, on average, 4.29 and 4.11 times faster than DP1. This behaviour is justified by the number of generated labels. DP1 generates a number of labels 2.92 and 2.89 times higher than DP2 and DP4. Indeed, algorithms DP2 and DP4 provide, for each time instant, a unique solution that satisfies the requirements of the user. When hard constraints are introduced, the performances of DP2 and DP4 improve. Indeed, DP3 and DP5 are 3.09 and 2.67 times faster than DP2 and DP4, respectively. This is possible because the introduction of the knapsack constraint reduces the number of generated labels (see Table 7 ). As far as the comparison among the selection strategies is concerned, Table 6 shows that FIFO selection strategy is the most efficient for all algorithms. This behaviour is justified by the number of generated labels. Indeed, on average, FIFO generate a number of labels 1.19, 1.37 and 1.01 times lower than those generated by SLLF, LS and Thr.
Road networks
As expected, the higher the value of T, the higher the computational cost (see Table A3 -A5 of the Appendix). In addition, when solving Manhattan network with T = 300, the algorithm DP1 runs out of memory. Considering Waltham network with T = 200, both the algorithms DP1 and DP5 run out memory, whereas no solution is obtained for T = 300. All algorithms run out of memory when solving Boston network with T = 200, 300. The FIFO strategy is the best for all road networks. These computational results suggest that 'sophisticated' selection strategies are not efficient for the dynamic case.
On average, DP2 and DP4 are the most efficient algorithms. Indeed, they require, on average, 81.97 seconds and generate 10,322.94 labels. We underline that DP2 and DP4 refer to the aggregation techniques. The introduction of budget constraints drastically increases the dimension of the solution space. This behaviour differs from that obtained for the instances belonging to the first and the second group and can be explained by considering the value of W h . Indeed, the value is small enough to guarantee the connectivity of the networks. Unfortunately, for the third group of networks, this value is too big. In other words, the elimination of unfeasible paths does not suffice the increasing of the state-space due to the introduction of the budget constraints. Indeed, on average, DP3 and DP5 generate a number of labels 2.75 times higher than those of DP2 and DP4. However, algorithm DP3 is 2.42 times faster than DP5. This behaviour is justified by the number of generated labels. Indeed, DP3 generates a number of labels 2.88 times higher than those generated by DP5.
Algorithm DP1 behaves the worst, on average. Indeed, DP1 is 3.05 time slower than the other algorithms. It is worth observing that this trend can be observed for both Manhattan and Boston road networks. For the Waltham network, DP5 is 4 time slower than DP1. This behaviour is justified by considering the number of labels. Algorithm DP5 generates a number of labels two times higher than those generated by DP1.
Conclusions
In this paper we have analysed the problem of determining a path in a road network from an origin node to a destination one. We have considered a multi-objective scenario in which the user aims at finding a path that satisfies all his/her requirements. In this context, the objectives are in conflict and the Pareto concept is used to state the optimality of the solution. In addition, a more realistic behaviour of the road network is considered. Indeed, time dependent metrics have been taken into account. In other words, we have considered a dynamic graph in which the parameters change with respect to time. In addition, we have considered the more general case without restriction on structure of both objective function and graph.
The problem has been viewed under the user perspective. Indeed, the models and methods defined in this paper consider preference-based objective functions. In this respect, we have taken into account utility function and a function derived from the well-known concept of the reference point. In this way, the requirements of the user have been considered in the optimisation process. In addition, beside the soft requests of the user, we have also addressed the case in which the user has to respect budget constraints.
In order to capture all possible requests of the user, five models have been proposed and well-tailored solution approaches have been defined for solving them to optimality. The solution strategies are based on the dynamic-programming paradigm. The related state-space is explored by considered several search strategies.
The proposed optimal approaches were tested by considering random generated and real road networks. We considered small size networks up to 400 nodes and 16,762 arcs and large size ones with number of nodes from 1,000 to 2,500 and up to 30,000 arcs. Referring to the road networks, we considered Manhattan, Waltham and Boston. The computational results suggest that the user-oriented-based methods are the most efficient for both the small size, large size and real road networks. In addition, the FIFO rule outperforms all other search strategies. Table A3 Computational cost in seconds and number of generated labels for each algorithm and selection strategy when solving the Manhattan road network 
