There are numerous facets to virtualization and a number of authors have presented work in this field. Hardware Level Virtualization presents an interesting method for the full utilisation of modern computer systems and for increasing the performance of such systems. In this review, literature in the field of hardware virtualization, its performance and relevant aspects of benchmarking is presented, and offers a comparison of some of this literature.
Introduction
This review presents some of the literature available on virtualization, and specifically on the performance and benchmarking of virtual systems. This literature review will form the basis for our own investigation into the performance of virtualized systems. Due to the breadth of the field, only hardware level virtualization and its derivatives are presented.
Hardware level virtualization is becoming increasingly more commonplace in industry and there are a number of commercial and open source Virtual Machine Monitors (VMMs) available. The performance of these products plays an important role in the adoption and selection therein.
The performance of differing VMMs can be tested by using benchmarking and the measured performance across different metrics can be compared with the performance of real world systems. We will explore the literature on this below.
Organisation
The remainder of this literature Review is organised as follows: Section 2 presents some terminology required in the understanding of virtualization, Section 3 discusses virtualization as a whole and narrows the field down to the forms of virtualization of interest in this review. Section 4 then presents some work on the performance of virtualized systems, and findings where appropriate. Thereafter, aspects of benchmarking, and specifically benchmarking of virtualized systems, are discussed in Section 5. Finally, conclusions are presented in Section 6.
Terminology
In discussing virtualization, there are a number of terms which may be useful to the reader. Some authors may define certain terms differently, but for the purposes of this review, terms are used as they are defined below.
Benchmark. Benchmarking is a method of measuring performance of a system by applying a specific workload. A benchmark provides an accurate way of measuring such performance for the given workload [15] .
Classical Virtualization. We will refer to Trap and Emulate virtualization as classical virtualization.
This association is due to the commonplace of such virtualization in the early 1970's when much work was being performed in the field [4] .
Hypervisor. A Hypervisor is a VMM which exports full system capabilities to each virtual machine.
That is, the infrastructure of each virtual machine is identical to that of the underlying hardware. Hypervisors occur in two types, Type 1 Hypervisors sit directly on top of hardware, whilst Type 2 Hypervisors sit on top of a host operating system [1].
Paravirtualization. Paravirtualization is a form of virtualization where the infrastructure of the virtual machine is slightly different to that of the underlying hardware. Because of this, operating systems must be modified to work with the VMM. [3] Virtual Machine Monitor (VMM). The Virtual Machine Monitor is a thin layer of software which sits between the hardware and each virtual machine. It is the VMM which exports the virtual machine capabilities. Both hypervisors and paravirtualization technologies make use of a VMM [14] .
Virtualization. Virtualization is a broad term which encompasses a number of different technologies.
It is the "separation of a resource or request for a service from the underlying physical delivery of that service" [2] . We will use this term in a more specific manner as discussed in Section 3.
An Introduction to Virtualization
Today, virtualization encompasses a significantly larger number of abstractions when compared to the 1960's view and encompasses hardware level virtualization, operating system level virtualization and high level language virtualization [14] . Virtualization has become a much discussed technology and is growing in popularity [2, 14, 17] , which is partly due to the recent availability of hardware assisted virtualization [4, 8] . In this configuration, the Virtualization Layer (known as a Virtual Machine Monitor) allows any operating system to be installed within the virtual machine, and an entire system is simulated. Hardware virtualization relies on either support for Paravirtualization or the use of a Hypervisor. The reader will note the absence of an operating system in Figure 1 , but depending on the type of Hypervisor used, one may be present [1].
In operating system level virtualization (Figure 2 ), the virtualization layer exists above the operating system, and the virtualization layer enforces a protection layer on code running within the same system. As in the case of a FreeBSD Jail [14] , it is often provided by the operating system directly. The final form of virtualization is high level language virtualization ( Figure 3 ). Here the virtualization layer exists in application space and individual applications are virtualized. Java is a common example of this [14] . Whilst virtualization encompasses all these technologies, we will concern ourselves with hardware level virtualization alone, and will throughout the remainder of this discussion use the term virtualization to refer to this, and will limit the remainder of our discussion to this.
Virtualization is by no means a new technology, but its current popularity can be attributed to server consolidation and pushing modern servers to capacity with only a slight overhead [10] .
Properties and Characteristics of Virtual Machines
In 1974 Popek and Goldberg [13] presented three properties that virtual machines should employ. These are an equivalence property, that code executed on a virtual machine must execute in an identical manner to code executing on hardware. A resource control property, the VMM should manage and protect all hardware resources. And finally, an efficiency property in that safe instructions should be executed without intervention of the VMM [4, 13] .
In 1974, Trap and Emulate Virtualization (or Classical Virtualization) was prevalent, and was considered as the only viable form of virtualization [4] (emulation was, however, commonplace at the time [7] ). However, x86 was unable to support classical virtualization as the architecture was not designed with it in mind [4] .
Hardware Assisted Virtualization
As is noted above, the x86 architecture cannot be virtualized using classical virtualization. However, both Intel and AMD have recently introduced extensions to their implementations of x86 which permit such classical virtualization [4] . Whilst Intel and AMD have introduced different extensions (Intel VT and AMD SVM), their similarity allows them to be considered together [4] .
Whilst this is significant, it is noted that hardware-assisted virtualization is a rediscovery of technology which was prolific in IBM's Workstations from as long ago as the mid 1960s [1].
Performance in Virtualized Systems
Performance is an important consideration in the deployment and use of virtual machines. Benchmarking of a system is often used to determine the performance of one system against another. There are several studies which have been performed to compare different virtual machines with each other and/or with real hardware.
A number of these studies are directed by VMWare Inc., and consider a VMWare product against another vendors product [3] . Different studies consider a different benchmarks, or benchmark different aspects of applications, and, therefore, cannot be compared against each other [3, 4, 10, 18] .
Ahmad et al. consider, for example, Disk Performance in VMWare's ESX Server [5] . Their results show that ESX Server's disk performance is fairly close to that of native systems. Their use of different micro-benchmarks and the characteristics of the native application allowed them to estimate the applications performance.
VMWare's study of VMWare ESX Server and Xen 3 [3] presents a comparison of these against a number of different benchmarks, and provides both a quantitative and qualitative comparison of the two architectures. The results show that ESX Server outperforms Xen in most of the benchmarks, and shows that Xen cannot be used reliably on a virtual SMP architecture. The study concludes that customers should consider the readiness of Xen and consider the use of ESX server.
Menon et al. [12] discuss a profiling toolkit developed for the Xen VMM, which found that there are some specific performance overheads in network I/O within Xen. More specifically, the toolkit (Xenoprof ) was used to give specific quantitative results showing where performance issues exist and outlining bugs which were found in Xen as a result of this study.
These present a sample of existing studies into virtualization performance and offer differing views on measuring such performance. These studies compare virtualized systems with each other and with native systems on a variety of metrics. Their performance is measured against each other, but ideal performance would be to mimic the actual performance on the underlying hardware [3, 4, 10, 18] . As has been seen in the above discussion, the metrics are diverse and widespread, but include network performance, disk performance and the abilities of the virtual processor.
Benchmarking Virtualized Systems
We have seen that a virtual machine exports an almost identical hardware interface as that of the underlying hardware. As such, benchmarking of virtual machines can be performed in much the same way as the benchmarking of the underlying hardware. This section will present a number of approaches to benchmarking of systems in general, and will also discuss some specific considerations which should be made for virtualized systems. Finally, we will also make mention of why different benchmarks may be suitable in differing contexts.
Despite the number of different benchmarks available, a need for a standardised benchmarking suite was identified [6] and the Standard Performance Evaluation Corporation (SPEC) is the result. SPEC benchmarks were first presented in 1989, but as of November 2006, there are plans for a specific benchmark for virtualized systems [16] , however no progress appears to have been made, at this stage.
Benchmarking is often considered to be concrete evidence that a particular concept or idea is valid [19] , but despite this, fails to provide suitable insight into how results were obtained [15] . Resolving a series of benchmarks into a single number can be misleading, but at the same time, can desirable [15] . John [9] observes that finding a suitable number to indicate overall performance is difficult, but is possible despite a lack of clarity from the research community.
The calculation of these overall figures can be made in a number of different manners using different means (geometric, arithmetic and harmonic being the most common) [9, 11] . Both John and Mashey discuss the use of different means and the importance to their use. John concludes that each of the means has its place in benchmarking [9] , and whilst Mashey concurs with this, he extends this to state that a single distribution's use is non-obvious [11] .
Although these benchmarks are prolific and present a way of comparing different systems under an identical workload, they were developed without virtual machines in mind [10] . In fact, Makhija et al. [10] observe that because these benchmarks typically push hardware to limits to prove that they are capable of a certain performance, this is not practical in a virtual machine environment where there are multiple virtual machines running concurrently. Rather, they suggest that benchmarking such systems is best performed by running real-world loads.
Conclusions
It has been seen that hardware level virtualization is a fairly specific form of virtualization in general, but a component of virtualization which is becoming increasingly more popular. It has been seen that this popularity can be attributed to a number of factors, including server consolidation and hardware utilisation. The recent support given by Intel and AMD to hardware-assisted virtualization is also contributing to this.
It has also been seen that whilst virtualization is gaining popularity now, it is a technology which has existed in the past. We have noted that hardware-assisted virtualization has been a feature of IBM Workstations since the 1960s. As a result, this support is for retrieving a lost technology.
