Abstract-As known, physical circuits, e.g. integrated circuits or power system, work in a distributed manner, but these circuits could not be easily simulated in a distributed way. This is mainly because that, the dynamical system of physical circuits is nonlinear, and the linearized system of physical circuits is nonsymmetrical. This paper proposes a simple and natural strategy to mimic the distributed behavior of the physical circuit by mimicking the distributed behavior of the internal wires inside this circuit.
I. INTRODUCTION
Since 1980s, the distributed simulation of integrated circuits became a hot topic [3, 4, 5, 6, 7, 8] . Recently, many start-ups dedicated themselves into this challenging work.
The mathematic description of physical circuits, e.g. integrated circuit or power system, is a large set of nonlinear ordinary differential equations (ODE), and SPICE is an excellent nonlinear solver for this kind of problems [1, 2] . The work flow of the transient analysis in SPICE is illustrated in Fig. 1 .
To simulate the circuit in parallel, one strategy is the Waveform Relaxation method (WR) [3, 4, 5] . WR is impractical because its convergence speed is too slow. Nowadays the most prevalent strategy is the distributed Newton method [6, 7, 8, 9] .
Distributed Newton method could be considered as a combination of domain decomposition and Newton-Raphson iteration. The work flow of the distributed Newton method is shown in Fig. 2 . The shortage is that frequent distributed iterations make this algorithm inefficient [6, 7] . For most cases, the linearized system of physical circuits is nonsymmetrical, because of the existence of the controlled sources in the circuit. Nonsymmetrical linear system is not easy to be solved in parallel, and Schur complement method is frequently used [6, 10] . This method makes use of the masterslave model, and thus its scalability is limited [14, 15] . Many efforts have been made by us for the distributed computing of linear or dynamical system extracted from circuits [16, 17, 18, 19] . An important observation is that the transmission line (or wire, interconnects) plays a key role for the scalability and stability of the distributed physical circuits.
Virtual Transmission Method (VTM) is an efficient and scalable distributed algorithm to solve the sparse linear system of resistor networks on arbitrary number of processors [16, 19] . Waveform Transmission Method (WTM) is a waveform relaxation based algorithm to solve ordinary differential equations of resistor-capacitor network in parallel [18] .
The shortage of VTM is that, when solving the nonsymmetrical linear system, this algorithm might be out of convergence, if the character impedances of the virtual transmission lines are not proper selected. This shortage limits the application of VTM to simulate integrated circuits and power systems.
Recently, we come to realize that, it is not necessary to artificially add virtual transmission lines into the system, because transmission lines (or wires, interconnects) are inherent and everywhere in the physical circuits. As the result, we might use the internal wires inside integrated circuits to partition the system and isolate different subcircuits.
In addition, if we do not neglect the tiny transmission delay of the wires inside the circuit, all the physical circuits could be considered as distributed circuits, and the mathematic description of physical circuit would actually be nonlinear delay differential equations (DDE), which consist of the nonlinear ordinary differential equations and wave equations.
Mimic Transmission Method (MTM) is a new distributed numerical algorithm to solve nonlinear dynamical system of physical circuits. As a distributed algorithm, MTM totally mimics the distributed behavior of the physical circuit by mimicking the distributed behavior of the internal wires inside this circuit. MTM is a black box algorithm and we do not need to know the details on how to solve the nonlinear ODE inside this black box. The work flow of MTM is shown in Fig.  3 . The basic idea is to partition the physical circuit by the internal wires inside this circuit. Then, these internal wires are mimicked by the digital data link between processors. In this case, we do not need to pay much attention on how to optimize the characteristic impedances of these wires (as what we did in VTM). In MTM, the characteristic impedances of the internal wires are determined by the physical circuit and may not be changed.
In this paper, we classify distributed numerical algorithms into two categories: global iterative algorithm and global direct algorithm. Theoretically, if the algorithm could obtain the exact answer within one or a limited number of distributed computations, it is a global direct algorithm, e.g. Schur complement method, ScaLAPACK; if the algorithm should perform unlimited number of distributed computations to approach the exact answer, it is a global iterative algorithm, e.g. Block-Jacobi, VTM, WR, WTM. Correspondingly, with the background of parallel computing, sequential algorithms running on a single processor is called local algorithms. Fig. 4 shows this classification for numerical algorithms. This paper is organized as follows. Section 2 introduces the basics of transmission line. Section 3 describes the main idea of MTM. Section 4 gives a simple example. Section 5 explains the partitioning method of wire tearing. Section 6 compares MTM with the traditional algorithms. We conclude this work in Section 7. 
II.TRANSMISSION LINES
In this paper, transmission line, wire and interconnect have the same meaning. Transmission line is a linear electric element, and is ubiquitous in the physical circuit, e.g. integrated circuit or power supply network.
The circuit diagram of the transmission line is illustrated in Fig. 5A . The analytical description of the lossless or ideal transmission line is the Telegrapher Equations, which are linear partial differential equations [20] .
Here L is the inductance per unit length, C is the capacitance per unit length. Merge (2.1) and (2.2), we get the wave equations. 
The time domain solution of the lossless transmission line is in (2.4), which is called Transmission Delay Equations [16] . The equivalent circuit of the lossless transmission line is illustrated in Fig. 5B [19] . τ is the propagation delay. Z is the characteristic impedance.
l is the length of the transmission line.
The principle of lossy transmission line is similar to the lossless line, whereas the closed form analytical description of the lossy line is much more complicated [10] . In this paper we mainly focus on the lossless line. 
III.MIMIC TRANSMISSION METHOD
The physical circuit is able to work in a distributed manner, and this is mainly because of the existence of transmission lines within the system. There are 3 reasons.
First, the transmission line isolates different subcircuits from each other. Second, it has transmission delay. Third, it helps to stabilize the distributed physical system, since it is passive, and it does not bring in any extra energy.
The similarity between distributed physical circuit and distributed parallel computer has been aware by us [19] . The transmission delay of wire or interconnect between subcircuits could be mapped to the communication delay of digital data link between processors, as shown in Fig. 6 .
The basic idea of MTM is to mimic the distributed behavior of the physical circuit by mimicking the distributed behavior of the internal wires inside this circuit. The mathematical description of the digital data link is the signal delay function:
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To mimic the lossless transmission line, we reformat (2.4) into (3.2) and (3.3):
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Here (3.2) is the signal delay function and could be emulated by the digital data link. (3.3) could be equalized as a voltage source with inner resistor in SPICE [1, 2] . By this way, the lossless transmission line is emulated by MTM, as shown in Fig. 7 . Similarly, we could also emulate the lossy wires by MTM.
IV. EXAMPLE
In this section, we propose the detailed mathematical description of MTM by a simple example. The analytical form of Subcircuit 1 is a set of nonlinear ordinary differential equations:
The analytical form of Subcircuit 2 is (4.2). 
There is a wire connected these two subcircuits on the chip. The wire is considered to be lossless, and its function is (2.4).
The delay of this wire is τ , / 0.01 l v ns
v is the phase velocity of the electromagnetic wave on this wire.
Assume that the power is on at 0 t + = , and all the voltages and currents are 0 when 0 t < . We are to simulate this circuit on 2 processors. The simulation time window is set to be τ . The delay function of the digital data link is (3.1).
In the first time window [0, ) τ , the analytical expression of Subcircuit 1 is (4.4), which could be solved by SPICE on Processor 1, as in Fig. 7 . 
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In the second time window [ ,2 ) τ τ , the analytical form of 
Similarly, we solve (4.7) by SPICE to attain the waveforms 
Repeat this distributed computing process, as illustrated in Fig. 11A . MTM is not a global iterative algorithm, and we do only one computation at each time window.
Finally, we get the simulation result, as shown in Fig. 9 . This result calculated by two processors is the same as the result computed by one processor. If the wire is lossy, the computing process is similar. 
V. WIRE TEARING
Before the distributed simulation of physical circuit by MTM, we need to partition the circuit. First we select some internal wires to be the interfacial wires, and then we tear the circuit into a number of subcircuits connected by these interfacial wires. This is called wire tearing. It should be noted that the parameters of these interfacial wires are determined by the physical circuit.
Sometimes it is not necessary to choose the whole wire, but only part of it to be the interfacial wire. If the delays of all the interfacial wires are same, the synchronization task of MTM would be simple. If the delays of the interfacial wires are different, the synchronization might be complicated.
The advantage of wire tearing over the branch tearing and node tearing is that it does not bring in extra energy since all the wires are passive [11, 12] .
Branch tearing can be interpreted as the insertion of independent current sources in series with "torn" branches in order to partition the circuit, as shown in Fig. 10B . Node tearing can be interpreted as the insertion of independent voltage sources between "torn" nodes and ground in order to partition the circuit, as shown in Fig. 10C [13] . So extra energy is brought in by branch tearing and node tearing, which is not natural. This explains why the distributed iterative algorithms based on node tearing or branch tearing are inclined to be unconvergent.
Wire tearing can be interpreted as tearing the circuit by the internal wire inside this circuit (as what we do in this paper), and it could also be interpreted as the insertion of virtual wire in series with "torn" branches in order to partition the circuit (as what we did in VTM, called virtual wire tearing), as illustrated in Fig. 10D [16, 19] .
The efficiency of MTM is depending on the delay of the interfacial wire. The larger the delay is, the longer the simulation time window is. As the result, this distributed algorithm would be more efficient if we select longer internal wires as the interfacial wires. This guideline is straightforward. 
VI. COMMENTS
MTM is similar to WR, but essentially they are different. MTM is a global direct algorithm. As shown in Fig. 11A , it need only one computation at each time window to get accurate result.
The distributed WR method is a global iterative algorithm. As illustrated in Fig. 11B , WR needs many iterations at each time window.
Both Newton and WR are iterative algorithms and they might be unconvergent, but MTM is a global direct algorithm and we do not need to worry about the unconvergence problems. This is the main advantage of MTM over the traditional algorithms.
VII. CONCLUSIONS
MTM is a simple distributed algorithm mimicking the nature. Since the physical circuit is working in parallel, if the algorithm totally mimics the circuit, then this algorithm could also work in parallel.
Theoretically, MTM is able to solve all kinds of physical circuits, as long as the simulation time window of transient analysis is set to be less than the delay of the interfacial interconnects.
So far, very large integrated circuit (VLSI) was difficult to be simulated in parallel. VLSI produces nonlinear ordinary differential equations and non-symmetrical sparse linear systems, both of which are tough for distributed solvers. So that, if we neglect the physical background of circuits and treat this problem as pure mathematic equations, then we could only repeat the old roads in this research area. MTM is a black-box algorithm. By mimicking the transmission lines, MTM seals the nonlinear dynamical system within the subcircuit and solve each subcircuit by SPICE. As the result, we do not need to pay attention on how to solve the nonlinear dynamic system or non-symmetric linear system in parallel. This is different from the traditional work.
If the modeling of physical system is precise enough, the simulation result of MTM would be accurate, since parasitic elements can make this algorithm more stable and accurate. As the result, MTM is suited for the high-precision transistorlevel full-chip post-layout simulation of very large integrated circuits (VLSI), system-on-chip (SoC), network-on-chip (NoC) and system-in-package (SiP). MTM could also be used to simulate the microwave or radio-frequency (RF) circuits and power systems. With the aid of MTM, SPICE might be redefined as a "Scalable Parallel Integrated Circuit Emulator". The distributed computing strategy from MTM could also be transplanted to solve many other physical problems, e.g. electromagnetics, mechanics or thermodynamics, as long as there are transmission phenomena or wave equations inside these linear or nonlinear dynamical systems.
