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ABSTRACT 
All varieties of nilpotent groups of class at most 3 have been known 
for many years (Jonsson, Remeslennikov). In a preprint written jointly with 
L.G. Kovacs, we have reduced to two cases the problem of determining all 
varieties of nilpotent groups of class at most 4 . The first is to deal 
with all such varieties whose free groups have no elements of order 2 : 
this is completed in that preprint. Part of the result is that those 
varieties form a distributive lattice with respect to inclusion order (though 
some joins in this lattice are different from joins formed in the lattice of 
all varieties). 
The subject of this thesis is the second half of the problem: 
varieties whose free groups have no nontrivial elements of odd order. These 
do form a sublattice in the lattice of all varieties, but this sublattice is 
not distributive and so its description is considerably more complicated 
than the cases which were handled previously. 
The main result assigns to each of our varieties a vector of 15 
parameters, each parameter a nonnegative integer or <» , subject to simple 
but numerous conditions. Each parameter vector satisfying these conditions 
is in fact used (precisely once), and directly yields a (finite) defining 
set of laws for the variety it labels. One can read off the parameters 
whether one variety is contained in another. 
Indeed, one can calculate the parameters of the join and the meet of 
two varieties from the parameters of the two components; algorithms for 
these calculations are presented (without proof) in an appendix. Given a 
variety V. by its parameters, it is easy to write down the parameters of 
the subvariety generated by the torsionfree groups of V , and to give an 
(iv) 
upper estimate for the exponents of the torsion subgroups of the free groups 
of _V . (These are necessary for making the reduction described in our 
preprint fully effective.) 
Actually, all this is done in the dual context of fully invariant 
subgroups of the rank 4 free nilpotent group of class 4 . The hardest 
part of the work is to deal with fully invariant subgroups contained in the 
last nontrivial term of the lower central series. This part also allows 
another interpretation, which may be of independent interest. Consider the 
free Lie algebra L of rank •+ over the ring of rational 2-adic integers, 
and let W be the homogeneous component of degree M- in L . Let E be 
the subalgebra of the endomorphism algebra of W generated by the 
restrictions of the graded endomorphisms of L . We determine (the Morita-
type of) E and the £'-submodules of W . 
(v) 
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1. 
INTRODUCTION 
This thesis is a report on the second half of a project aimed at 
determining all varieties of nilpotent groups of class at most 4 . The 
first half was carried out jointly by L.G. Kovacs and the author, and is 
presented in an attached preprint [5]. There we show that the problem 
splits into two parts, the case of 2-torsionfree varieties (that is, 
varieties whose free groups have no elements of order 2 ) and the case of 
2'-torsionfree varieties (whose free groups have no nontrivial elements of 
odd order). The first case is dealt with completely in that preprint; the 
second is the subject of this thesis. 
Only two details from that paper will be relevant here. The first is 
that the 2'-torsionfree varieties form a sublattice within the lattice of 
all varieties of nilpotent groups of class at most U . The second is the 
list of torsionfree varieties (that is, varieties whose free groups are 
torsionfree) within this lattice. In the notation of Hanna Neumann's book 
2 (2) 
[14], these are E , A , N^, N^, A n n'^  ' n ^ , ancj N^ itself. 
As usual, all the work is carried out in the dual context: we 
consider 2'-isolated fully invariant subgroups in the rank 4 free group 
^ of ^ . (A normal subgroup is called 2'-isolated if its factor group 
has no nontrivial element of odd order, and isolated if its factor group is 
torsionfree.) A nontrivial 2'-isolated fully invariant subgroup must have 
2-power index in one of the six nontrivial isolated fully invariant 
subgroups of F ; this provides a natural subdivision of our task into six 
parts. 
Let {x, y, z^ t} be a free generating set of . We make much use 
of certain distinguished endomorphisms of F , namely: the 24- which 
permute these free generators; the endomorphism which maps x to xy and 
leaves each of y, t fixed; and, for each integer K , the endomorphism 
which maps a; to a; and leaves y, z, t fixed. The restrictions of 
these endomorphisms generate the semigroup of all endomorphisms of the 
commutator factor group F/F' . Again and again, we choose 2'-isolated 
fully invariant subgroups A, B in F such that A > B , the quotient A/B 
is abelian, and any two endomorphisms of F which agree on F/F' also 
agree on A/B . (For example, take A and B as successive terms of the 
lower central series of F .) In such a case, a subgroup between A and 
B is fully invariant in F if and only if it admits the distinguished 
endomorphisms listed above. In fact, as a group with the endomorphisms of 
F as operators, A/B may as well be viewed as a module for the semigroup 
of all endomorphisms of F/F' , With reference to the basis 
{xF', yF', zF' ^  tF'} of F/F' , that semigroup is just the multiplicative 
X 
semigroup Mat (4, Z) of all 4 x M- matrices with integer entries. As our 
interest lies in the 2'-isolated submodules of A/B , it is convenient to 
tensor A/B (over Z ) with the ring of rational 2-adic integers 
(vulgar fractions with odd denominators), and look for all submodules in 
this tensor product. Thus we end up investigating submodules of modules 
over the semigroup algebra Z^Mat (4-,Z) . 
The hardest cases are the modules obtained from B = 1 and A one of 
(2) 2 the verbal subgroup of F corresponding to ^^ ' A ^ > 
N . We denote these Z„Mat (4,Z)-modules by U, V, W , respectively. =3 
They are 71^-fvee of ranks 45, 15, 60 ; the direct sum U @ V is 
contained in Jv' as a submodule of 2-power index. The submodule lattices 
of U and V are distributive, but that of W is not (because U and 
V do have isomorphic sections). The descriptions we obtain for their 
submodules are complete but far too complicated to present in this 
introduction. As an unexpected bonus, we could obtain complete descriptions 
of the quotients of Z^Mat modulo the annihilators of U, -V , or 
W . These are much easier to state, as follows. 
With respect to a suitable Z^-basis of V , the quotient modulo the 
annihilator of V consists of all the 15 x 15 matrices over whose 
last row entries and last column entries, except perhaps the bottom right 
corner entry, are all divisible by 2 . From this, it is easy to identify 
the submodules of V . One way of putting the essential part of this is to 
say that TL^bX (4, Z)/Ann F is Morita equivalent to the ring of all 2 x 2 
matrices over TL^  with even entries off the diagonal, and in this 
equivalence F corresponds to the free Z^-module on which this 2 x 2 
matrix ring naturally acts. To make things even more compact: put 
h = j)) = 0 1 1 0 ; then our 2 x 2 matrix ring consists of all (^^j) 
with p.. € , The result for I] is entirely similar, with 2 
a = 
0 1 0 0 0 
2 0 1 1 0 
1 1 0 1 0 
2 2 2 0 1 
2 1 1 1 0 
^ 
in place of b . Moreover, Tl^Eat (4, 2)/Ann U @ V is Morita equivalent to 
to the ring of all 7^-7 matrices [r. .] such that t'J 
r^ .^ = 0 if i < 5 < J or i > 5 > J , 
and 
The submodules of U @ V are read off this. Finally, recall that 
f/ © F 5 f/ ; in fact, A/ ^  < f/ © F , so once W is identified in terms 
of the description of the sijbmodules of U @ V , one also has the result for 
W . 
Working out all this takes up most of the space, even though tedious 
details of calculations are suppressed. When we move on to other choices of 
A/B , we verify that endomorphisms of F which agree on F/F' must agree 
on A/B , and then merely state the outcome of the consequent analysis of 
the submodule structure of A/B . 
The end result is that each 2'-torsionfree subvariety of ^ is 
labelled by a vector of 16 parameters, each parameter a nonnegative 
integer or , subject to simple but numerous conditions. Each parameter-
vector satisfying these conditions is in fact used (precisely once), and 
directly yields a defining set of laws for the variety it labels. One can 
recognise from the parameters whether one variety is contained in another. 
Joins and meets may also be calculated in terms of these parameters, but 
this calls for quite complicated algorithms which are therefore relegated to 
an appendix and their proofs are omitted. 
Some of the results admit another interpretation. Namely, via the 
Magnus-Witt argument elaborated in Section 3 of Kovacs [9], W may be 
identified with the homogeneous component of degree 4 in a free Lie 
algebra L of rank 4 over 7L , and 2 Mat ( 4 , Z ) /Ann f/ with the 
Z^-subalgebra of Enc^ generated by the restrictions of the graded 
endomorphisms of L . ( In fact , for ease of notation we work most of the 
time in this setting . ) So the Z^-algebra arising in this Lie context is 
Morita equivalent to the ring of 7 x 7 matrices described above, and the 
submodules of V/ are just the Z^-submodules of L which are homogeneous 
of degree 4 and admit all graded endomorphisms of L . 
2. 
ASSOCIATIVE RINGS 
We start our* preparations by collecting facts concerning associative 
rings, first in a general setting and then gradually focussing on 
Z^Mat (4, Z ) . Each associative ring considered will have a 
(multiplicative) identity element, normally denoted 1 , which acts 
identically on all the modules we look at. For such a ring R , we denote 
by Mat(n, R) the ring of all n x n matrices over i? . The symbol 
e {i , j) stands for the n x n "elementary" matrix whose entries are all 
Tl 
0 except the (i, j) entry which is 1 : the context should make it clear 
which ring 0 and 1 are to be taken from. The n x n identity matrix 
may be denoted by J^ if necessary, but more usually just by 1 . The 
"diagonal" matrix diag(rj^, ..., r^] is the n x n matrix with (i, i) 
entry (for 1 5 i < w ) and all other entries 0 . 
2.1 PROPOSITION. Let R he an associative ving^ e an idempotent 
element of R such that RzR = R ^ and M any right R-module. Then the 
lattice SiM) of submodules of M is isomorphic to the lattice S{Mz) of 
suhmodules of the zRz-module Me . 
Proof. The assumption ReR = R means that the identity 1 of i? may 
be written as a finite sum ^ a-e-fc". with a., h. ^ R . Define 
cp : S(M) SiMe) , J H-> Ze , 
ij; : S(Me) ^ S{M) , Y YR . 
If Z ^ S{M) and a; € J , we have a; = a; ^  a . = ^  rca .e;£). ; as 
xa. i X , this shows x ^ XeR , Thus XzR > X . The converse inclusion is 
obvious, so XeR = X , and cpijj is the identity map on SiM) . If 
Y € SiMe) , then Y = Je (because = e ) and so 7 = YeRi = YRe : thus 
ijxp is the identity on SiMe) . It is clear that cp and ^ preserve 
order, and well known that any poset-isomorphism of lattices is a lattice 
isomorphism. 11 
2.2 Remark, if J € S(A/e) and y is an ei?e-generating set for Y , 
then V is also an i?-generating set for YR . 
Such an idempotent will frequently arise from a ring homomorphism 
s 
© Mat(n(?c), i? . 
k Giving a homomorphism like this amounts to specifying elements e . . in i? , 
I'd 
with k ranging from 1 to s while for any fixed value of k the 
subscripts i, 3 range from 1 to n{k) , satisfying the relations 
^ij^lm ~ kn jt im 
(where 6, and 6 are Kronecker deltas]. Without loss of generality we 
^ kn 3 L 
may take 
2.U Z l e J ^ = 1 : 
for if this is not the case we put e^^^ " 1 " Z Z ^^^ ^^^ extend the 
range of the superscript k . Then define e as 
2.5 £ = Z 
11 
Clearly, e is an idempotent, and 
1 = y y e^.. = y y ee^. 
shows that i?ei? = i? , so 2.1 may be applied with this choice of e . 
The next result shows how, if e is so chosen, a generating set of i? 
leads to a generating set for eRs . 
2.6 LEMMA. Suppose the subset G of R generates R ^ and 2.3^ 
2.5 hold. Then the set 
U .Gz\ 
generates eRe . Sii^L^ri^ 4 R 
Proof. VJe need to show that if p is any product of elements of G 
then epe is a sum of products of elements of the set proposed to generate 
ei?e . When p is just rs with r , s ^ G , we have that 
epe = erse = 
I k m ZLr IIIn u v^ n s V y 
since the middle factor on the right hand side is 1 . This is a sum of 
products of the ^^^ ^li^^ll ' ^^^^ which lies in the proposed 
generating set. When p ^ G or p is a product of more than two factors 
from G , the argiment follows the same pattern. // 
The ring we shall need will be a semigroup algebra. For a commutative 
(and associative) ring K with 1 and a semigroup G with zero, the 
(contracted) semigroup algebra KG is the Z-module freely generated by the 
nonzero elements of G , with multiplication defined by Z-linear extension 
of the multiplication in G , after the identification of the zero of G 
with the zero of the module KG . Explicitly, the elements of KG are the 
formal expressions ^ K g with summation over all nonzero g in G , the 
y 
K elements of K , all but finitely many of them zero. They are y 
manipulated according to the rules 
and 
where y = Z » ' sijmmation being over all ordered pairs (g'', g") 
with g'g" - g • We identify the nonzero elements of G and the formal 
expressions with one coefficient 1 and all other coefficients 0 . Thus 
if G has an identity element, that is also the identity element of KG . 
From now on G will denote Mat (4,2) , the multiplicative semigroup 
of all 4 x 4 integer matrices. Special care must be taken to remember 
that every time we write down a linear combination of elements of (7 , we 
mean the corresponding formal expression in the semigroup algebra, not in 
the ring iyiat(4,Z) . For instance, in this context 
1 
1 
1 
1 
- 1 
- 1 
- 1 
- 1 
Before we start contemplating the semigroup algebra, we establish a 
10 
fact which will be fundamental to our work, used most of the time, usually 
without reference, 
2.7 PROPOSITION. The semigroup G is generated by the set G which 
consists of the 4x4 permutation matrices^ the diagonal matrices u 
defined by y = diag(K, 1 , 1 , 1) (one for each K in 7L ) ^  and the matrix 
T obtained from the 4 x 4 identity matrix by changing its (1, 2) entry 
to 1 . 
Proof. This is based on the familiar fact that every integer matrix 
can be transformed to diagonal (or even to "Smith normal") form by 
invertible elementary row and column operations, that is, (note 
T ^ = ^ ) by pre- and post-multiplication by products formed from 
T , y ^ , and permutation matrices. All diagonal matrices are obviously in 
the semigroup generated by the y and the permutation matrices; so our 
claim follows. // 
It will lead to no confusion if we write 1 for the identity of G . 
We shall also write 
°2 = 
0 1 0 o" 0 1 0 0 1 0 0 
1 0 0 0 0 0 1 0 0 0 1 0 
' ^4 = 
0 0 1 0 1 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 0 0 0 
S^ for the group consisting of 1 alone, 
S ^ for the group generated by a^ , 
S^ for the symmetric group generated by O^ and , and 
for the' symmetric group generated by and O^ ^ . 
11 
We put = and = fo^ i = 2, 3, 4 ; thus for instance 
= diagd, 1, 0, 1) . 
Our next task is to identify elements in the semigroup algebra KG 
(where at this stage K is any commutative and associative ring with 1 ) 
which satisfy the relations 2.3. Of course, the s^ii, j) of G would 
always do, but as these annihilate the modules we shall be interested in, 
they are no help. So we must look for others; to this end, we exploit 
first the pairwise commuting idempotents ..., 3^^ . Formal expansion in 
KG gives 
4 
1 = T T 0 +9 •] = I T T •) T T 9 -
i=l ^ J- qU ^ i^J 
with summation over all subsets J of {l, 2, 3, 1+} . Put 
(l-3 .) "1 T 3 • i fact that the 3 . are pairwise commuting 
idempotents immediately yields that the e^ are pairwise orthogonal 
idempotents. As £0 = 0 , we restrict attention to nonempty J . It will 
be convenient to name the subsets {l, ..., i} as Z- , and to write e. 
for • 
^ 
For subsets I , J of equal cardinality, let a(I, J) denote that 
permutation of Z^ which maps I to J preserving order, and to 
also preserving order; we shall write o(I, J) also for the 
corresponding permutation matrix. Note that a(J, J) = o(.J, I) ^ . Next, 
define e(I, J) by = £^ -0(1, J) . We shall show that these 
12 
elements satisfy 2.3, but first we prove the following, 
2.8 LEMMA. Let a ^ 5, . Then e ^a = ae ^  . 4 J Jo 
Proof. It is clear that 8 .0 = a9 . (note the dual use of the symbol 
a ); thus 
[l-9 
1\J tJ 
a = a 
= a 
a. JO-' .L^ ^o • > T tfj 
(1-9 J 3 . ^ 
and this is what we want. // 
We shall make frequent use of this lemma and its obvious corollaries 
ae = £ a and £(J, J) - a(I, , without specific reference. 
Jo 
2.9 PROPOSITION. Fop all subsets I, J, L, N of Z^ ^  
(6 a ^oneaker 6 ) . 
• JL 
Proof. 
e(J, J)£iL, m = N) 
= oil, N) 
and this is zero unless J = L . If this is the case then the cardinalities 
-T , \j\ , l-^U ^ equal and 
13 
e(J, J)z{J, N) = z^oil, N) = oil, N) 
= 0(1, J)e^oiJ, N) = e^oil, J)o{J, N) = e^ail, N) = e(J, N) 
since oil, J)oiJ, N) = oil, N) . 11 
For an application of 2.3 and so on, we may view the e(J, J) as 
having subscripts I and J and the common cardinality of I and J as 
superscript. Since J = L implies \j\ = we may omit the superscript 
and the other Kronecker delta 6 ^ ^ required in 2.3. 
d L 
Observe that e(J, I) = e^a(J, I) = since oil, I) is the identity 
permutation, so 
I Zil, J) = I £ = 1 , 
I I ^ 
corresponding to 2.4-. 
The obvious choices for the subsets corresponding to the siobscript 1 
in 2.5 are the initial subsets Z. , 1 < i < 4 . Then for 
e = I 
we have iKG)eiKG) = KG and thus we may apply 2.1. 
The only remaining task is to describe explicitly the generating set of 
eKGe obtained from G by 2.6. 
2.10 PROPOSITION. The union of the sets z-S.z. (1 < i < 4) , u u u 
e.y £., e.TC. I K ^TL 
14 
and 
e.Ta(z.\{l}, V l ^ ^ V l ' | 2 < i , j 5 u 
geneimtes sKGe . 
Proof. We know from 2.5 that eZ<7e is generated by 
U e[z ^ , l]Ge{j, Z 
I,J J 
so it suffices to show that all nonzero elements of this set occur among the 
proposed generators. Just for this proof, write |z| as i and \j 
3 . We consider e (z ., e(j, Z .) , e (z ., efj, Z .) and 
as 
£(z., j)Te(j, Z .) in turn. 
J 
Firstly: 
Let a € 5,, and e .ae . 0 , As e.ae. = ae^e . with L = Z .0 , we must 
^ d -z- J J 
have Z.a = Z . , so J = i and a leaves Z. (setwise) fixed. Therefore 
it is possible to write Q = a'a" where a ' leaves each element of Z^ 
fixed and a" € 5 . . Now e . is, by its definition, a multiple of 
% 
m ^  • 
, and direct multiplication shows 3 . 
JJ 
a ' = 
3>i 
8 . : thus 
3 
z.o' = e . and so e.ae. = e.a"e. . This proves that 
e .5, e . <= {0} u e . 5 . e . . 
^ 4 J — r % V 
Secondly: observe that y commutes with each and hence also 
K K 
with each e^ , and with all permutations that fix 1 . Thus 
15 
V 
and this is zero unless I = J . Now if 1 f J then 9 y = 8 yields 
-i- K 1 
that £ y = e , and so IC _L 
e[z., Z.] = o[z., Ile^y^sfx, Z.] = e[z., j)e(j, Z.) = s. € e.S.e. . 
On the other hand, if 1 C J then o{l, Z.] fixes 1 and so commutes with 
y : hence 
e[z., Z.) -- e.aiz., j)y^a(j, Z.]e. = e.^^e, . 
Thirdly: observe that x commutes with all permutations that fix 1 
and 2 and also with and . Moreover, 3^t = 3^ , tS^ = ^ ^ 
and ~ ^^ permutation which interchanges 1 
and 2 and fixes 3 and 4 ) . 
Writing efz^, I]te(J , Z^] in the form j] e^xe^a (j, Z^] we see 
that if 1 ^ -Z" then e^ has a factor so T is redundant; if 2 ^ J 
then Zj has a factor so t is again redundant; if 2 \ I and 
1 \ J then z^TZj^ has a factor this generator belongs to 
efz., Z.l ; and, finally, if I\{l, 2} J\{l, 2} then e^xe^ 
"V ^ J Id 
has a factor (l-S^jSg or and so is zero. 
Thus the following cases remain for consideration: 
(i) {1, 2} c J = J , 
(ii) {1, 2} CI and J = J\{1} , 
(iii) {1, 2} e J- and I = J\{2} . 
16 
In cases (i) and (ii), O [Z ., j) fixes 1 and 2 and hence commutes 
with T 5 so we have 
and 
respectively. 
In case (iii), o[j, Z .) commutes with T so we have 
0 
xe . 
3 
(The products of the permutations in these last two calculations are tedious 
but straightforward consequences of the definitions.) 
This completes the proof of the proposition. // 
The symbols e.xa(z.\{l}, Z. J e . and e . ,a(z. , Z.\{2})xe. are 
"i- t- 'Z'—J. 'Z'-J. J—-L J-J- J 3 
rather unwieldy so we shall abbreviate them to (i -£-1) and (j-1 j) , 
respectively. Also we note that - {^i^i^iJ » ^ ^il® ^^ 
generated by e .a_e. and e.a.e. when i = 2, 3 , or 4 . Thus we have 
^ JL % 'V % % 
the following. 
2.11 COROLLARY. Hhe union of 
e.a^e., e.a.e., (^-1 ^ i), (i -> i-l) | 2 < i 5 U 
and 
e . y e . , e.xe. I 
17 
generates eKGe . 
Further applications of 2.1 become possible when 3 is a unit in K , 
for then it is known that KS^ ^  KS^ © Mat(2, K) and 
1 2 I 1+a^ -KJ^  
f 
1 
3 3 3 ' 3 
1 
' 3 
.2 „ ^ 2^  1-a^-KT^a^-a^a' 3 2 3 2 3j 
are pairwise orthogonal idempotents with sum 1 . (This is readily verified 
by direct calculation; see also Boerner's description in [2] of Young's 
"natural representation" for S .1 We know from 2.8 that and e sj n 
commute with S and so r ' — E .VE . (i = 3, 4) define homomorphisms o % ^ 
KS^ E .KGE . . Thus ZKGZ contains the direct sum E KS @ E KS^E,^ 
of the homomorphic images E .KS E. of KS @ Mat(2, K) . In particular, 
we obtain 6 pairwise orthogonal idempotents with sum E^ + E^^ . 
All this is available once we focus our attention on instead of 
the general KG (recall that 71^ stands for the ring of rational 2-adic 
integers) , but a lot more will be needed. There is one more step which can 
be sketched before we begin investigating the action of Tl^ G on particular 
modules. This exploits the fact that, as we hinted before, E^ will 
annihilate all the modules we look at, so they may be viewed not only as 
Z^G or ET^GE modules, respectively, but also as modules for the quotients 
of these rings modulo their (two-sided) ideals generated by E^ . Now the 
definitions of e^^ and £2 
and we have already noted that commutes with a^ , and x . The 
18 
semigroup E generated by a^ and ^^ isomorphic to S^ . Thus 
© Mat (2 , ^ TL^E ^  TL^ G/TZ^ Gz^ TZ^ G 
defined by r 1—> + ^^ ^ homomorphism, and so is 
TL^E -> z7Z^Ge/£.7Z^Gz^Gz , r ^ ^^Ge^TZ^Ge . This prepares the way 
for yet another application of 2.1. Unfortunately we find it necessary to 
take one even more ad step before we get through. That, and what one 
would obtain from this paragraph and the last, will be telescoped into a 
single, complex move. The purpose of these two paragraphs has been to offer 
at least some partial motivation for what might otherwise appear a set of 
quite arbitrary choices, and to indicate the nature of some 
calculations which will be suppressed. 
19 
3. 
THE LIE MODULES 
This section sets the scene for the work which is the core of this 
thesis. Let L be the Lie algebra over freely generated by "the 
variables" x, y, z, t . This may be envisaged within the algebra A of 
all polynomials in these noncoramuting variables, with coefficients from 
. With respect to the usual Lie product [u, y] defined as uv - vu , 
this is also a Lie algebra, and L is its Lie subalgebra generated by 
X, y, z, t . As we never deal with associative products here, we shall 
simply use jioxtaposition for Lie products and omit left-normed brackets: 
thus we write xyz for [[cc, s] . We shall be particularly interested 
in the set W of those elements of L which as polynomials are homogeneous 
of (total) degree 4 ; this is a Z^-module freely generated by the 60 
basic Lie monomials of degree 4 . 
Our semigroup G [= Mat (4, Z ) ) acts on A by (linear homogeneous) 
substitutions: (a^^.] mapping x to a^ j^^ ic + + a^^s + a^^t , and so 
on. It is clear that is a (7-submodule of A , annihilated by the zero 
of G , so f/ is a module for the contracted semigroup algebra T L ^ . 
We note, though we shall never use, that could be considered 
similarly as a without this change of view making 
any real difference. For, each element of Mat^(M-, Z ^ ) ^^^ written as 
the product of an element g of G and a "scalar" matrix diag(K, K , K , k) 
with K the reciprocal of an odd integer, and - as W consists of 
homogeneous polynomials of degree 4 - acts on W as the element < g of 
20 
. Thus and , are represented on f/ by the same set 
of Z^-endomorphisms. The only point of this observation is to justify a 
comment in the last paragraph of our Introduction, that Tl^G/Ann W is 
isomorphic to the subalgebra of Enc^ W generated by the restrictions of 
2 
the graded endomorphisms of L . These graded endomorphisms are, of course, 
just the elements of Mat^(4, Z^) acting on L as linear homogeneous 
substitutions. We shall say no more about this aside; the interested 
reader will find the context explained in Wall [18] and more specifically in 
Section 3 of Kovacs [9]. 
The reason we are interested in f/ is that the lattice S{W) of its 
Z2<7-submodules is isomorphic to the lattice of those 2'-isolated fully 
invariant subgroups of the rank M- free group F of N^ which lie in the 
last nontrivial term of the lower central series of that group. Indeed, 
that bijection is not only a lattice isomorphism: it also matches isolated 
fully invariant subgroups of F with isolated submodules of W . In 
particular, it yields that corresponding to the two torsionfree varieties 
strictly between ^^ and ^ (seen in the list quoted in the Introduction) 
there are precisely two isolated (proper nonzero) submodules in W . One 
of these, which we shall call U , contains yxxy , and the other, V , 
contains (tx)(.yz) . All this is seen by the Magnus-Witt argument which is 
described in Section 3 of Kovacs [9] in almost exactly the form we require; 
the argument is so well known, and what little adaptation it still needs is 
so obvious, that we do not repeat it here. We shall not need this 
connection again until we have completed the study of the submodules of W . 
In fact, we shall rederive rather than use the information just quoted about 
U and V ; the quote serves merely as motivation for turning our attention 
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to these submodules in f/ . It will be a by-product of our work that yxo:y 
in fact generates U , confirming the relevant part of a claim made without 
proof in the (unpublished) thesis [16] of Pentony. 
The starting point for the study of W is the reduction we prepared in 
the previous section, based on the use of the idempotents d., e. , and £ 
of TL^ . From the definition of the 9. it is immediate that each (Lie) 
monomial is either annihilated or left unchanged when we act on it by a 
9. ; so the same can be said for the 1 - 9. , and hence also for the e. . t' ^ 
In fact, a monomial must be annihilated by e. unless it is the (Lie) 
'Z' 
product of precisely the first i variables (in any order and any 
bracketing, repeated factors allowed): so to each monomial there is at most 
one exceptional e^ . (Note that E^ must annihilate every monomial of 
degree 4 , so We^ = 0 : this will be taken for granted without further 
reference.) It follows then that each monomial is either annihilated or 
fixed by e . On examining each of the 60 basic monomials of degree 4 
in turn, we find that 42 are annihilated by £ and 18 are left 
unchanged; these 18 will then form a Z^-basis for Wc . However, we 
shall find another basis more convenient to work with. The reason for this 
is that While the diagonal generators y of G act very simply on each K 
monomial (multiplying it by K^ where m is the degree of the monomial in 
X J, the permutation matrices in G mix basic and nonbasic monomials. 
While this complication cannot be entirely avoided, one can do better than 
by using the basic monomials. 
3.1 LEMMA. The following sets are bases for the We. : 
We^ : {yxxy, yxxx, xyyy] , 
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{v'Sg : {yxxz, zxxy, (yx)(xs), zyyx, xyyz, izy)iyx), xzzy, yzzx, (xz)(zy)} , 
I^e^ : {txyz, tyzx, tzxy, Ux)iyz), (ty)(zx), (tz)(xy)} . 
Proof. Recall that We = 0 and, as e = e + e + e + e and 1 2 3 4 the 
e^ are pairwise orthogonal. We = We^ © We^ © We^ . The three sets listed 
above 1 ie in the irelevan't f/E. ^ and "theii? union ha.s 1:he iright: cardinali'ty 
for a basis of We : this much is obvious. It is therefore sufficient to 
show that the union spans We . By the well-known argument usually referred 
06 
to^Nakayama's Lemma, this will follow if we can show that the union spans 
We modulo 2We . There seems to be no easy method beyond this point; we 
just have to check one by one that each of the 18 basics fixed by £ is, 
modulo 2We , in the span of the union. The routine details are omitted. 11 
The next natural and necessary step would be to calculate just how the 
generators of eTLpe (identified in 2.11) act on this basis of We . In 
practice it will be more profitable to display their action on another set 
of 18 elements which will turn out to be the union of convenient bases of 
Ve and Ve . Define 
a^ = yxxy , 
= yxxx , 
a. = Zyxxz - zxxy - 'i{yx){xz) , 
= ' 
- ' 
a^ = ^yxxz - Z{yx){xz) , 
^8 = ^^3 ' 
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= ' 
a^Q = 2txyz - 2tyzx - 2tzxy - {tx){yz) + 2{ty){zx) , 
2 
^12 " ^10^3 ' 
b^ = {yx){xz) , 
b^^ = {tx){yz) , 
^ 2 = ^ 0 ^ 3 • 
Some of the action is obvious. A quick inspection shows that, though 
not all these elements are monomials, each lies in some . and is there-
"V 
fore annihilated by every generator which is a product with first factor 
another e . . Similarly, each of these elements is homogeneous in a; , so 
J 
if it lies in We . and has degree m in x then e .y e. will simply t' K "V 
multiply it by the scalar K^ . More can be said directly about the b^ : 
see 3.4 below. The rest of the action must be determined by straightforward, 
case-by-case calculation; the result is displayed in the tables at the end 
of this section. At this stage, we draw the following conclusions. 
3.2 LEMMA. Let U he the smallest isolated submodule of W 
containing yxxy . Then 
U is generated by yxxy ; 
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the set { a . is a basis for Ue , 
a^ . I 4 5 i 5 9} is a basis for Ue ^ and 
a^ I 10 5 i 5 12} is a basis for i/e,, . 4 
Proof. The tables show that the union of these sets spans an zTI^ Ge-
submodule in We . It is immediately visible from 3.1 and the definition of 
the a^ that these 12 elements are independent modulo 2f/e ; hence they 
form a basis for their span, and that span is isolated in We . The main 
step is to identify this span as Ue . By the definition of U , if w ^ Ue 
then 2 w ^ some nonnegative integer n . As we = W and 
n 
a^ e^ = a^ , this means 2 w € a^ e'ZZ^ Ge . We have just seen that the span of 
the a^ is an isolated £^(7e-submodule: so we may conclude that it 
contains Ue . For the converse, use the tables to verify that 
^ = - 3)(£3a3£3)|l+(e3Te3-ll(e3a3e3)^ 
= ^ - - 3)(£3a3£3) , 
Together with the definitions of the other a^ , these relations show that 
all the a^ lie in hence in U as they are also in We , 
they are in Ue . The final point is that a^^ generates U as Tl^G-
module: we have just seen that it generates Ue as e^Ge-module, so this 
follows by 2.2. 11 
3.3 LEMMA. Let Y be the smallest isolated submodule of W 
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containing {tx){yz) . Then the sets {b^, b^, b^} and {b^^, b^^, b^^ 
are bases for Fe and Fe ^ respectively; while Fe = F(3 ^ 2) = 0 . 
d H 2 
Proof„ This does not depend on the tables. It is easy to see 
that the ^ generated by {tx){yz) contains all the 
monomials of degree 4 which are bracketed like {tx){yz) , and that each 
{tx){yz)g with g ^ G is a 71^-lineav combination of such monomials. 
Moreover, each such monomial is either basic or the negative of a basic, so 
the non-left-normed basics form a basis for this module, and this module is 
isolated: it is therefore F . Similarly, each such monomial fixed by £ 
is either a b . or the negative of a b . , while the b . belong to the 
1- % % 
basis of f/e given in 3.1: hence they form a basis for Fe . Finally, 
each of these monomials involves at least three variables and is therefore 
annihilated by . As to F(3 ^ 2) , recall that (3 -> 2) is shorthand 
for a product with last factor e^ • since F is a submodule, this yields 
F(3 2) 2 Fe2 = 0 . // 
We conclude this section by the promised tables. It is easiest to 
explain how to read them by some examples: the first line of the first 
table means that ~ ' middle line of the second table 
means = + a^ - a^ ; the last line in the third is empty 
because a (2 3) = 0 . 
3.4 Action on Uz^ 
\ S 
^2 
a, 1 -1 
^3 
1 
(2 3) : a^  -3 1 
^3 
^ ^ ^ 
a 
9 
- 1 
26 
27 
3.5 Action on JJz^  
(3 2) 
^ ^ ^ 
a^ -3 2 
a^ -4 3 
a_ -4 3 
^ ^ ^9 
^ 1 
^ 1 
^9 1 
% ^ ^ ^ ^8 ^ 
\ 1 2 -2 
a^ 4 1 -3 
^8 1 
^9 
^8 
^ -1 
3 
ag 
28 
3.6 A c t i o n on UE, 
4 
a^ 1 1 - 1 
( 3 ^ 4 ) : ^ 
a^ 1 1 - 2 
^11 ®12 
^ 2 
^10 ^12 
^ 2 
a a a 
10 11 12 
^ 2 
\ 
(4 3) : a^^ 2 - 1 
^ 2 2 
3.7 Action on Ve^ 
"9 
(3 4) : b^  
b. 
3.8 Action on Ve^ 
\o 
S ^ 
b, 
b„ -1 
by "8 
"7 
"9 1 
"7 ^ b^ 
b, 1 1 
^ o "12 
b, -1 1 
''lO 
= 
"12 
''12 
"12 
29 
10 
30 
^ 0 
v s 11 1 
12 1 
(4 -> 3) 
10 
11 
7 
- 1 
1 ' 
12 
31 
4. 
IDEMPOTENTS AND FURTHER REDUCTION 
In the previous section we commenced the study of the Z^^^-module {/ 
and, in particular, of its submodules U and V . The first round of 
reductions simplified the context to zTZ^Ge, Viz ^ Uz, Vz . The union of the 
-bases we chose for Uz and Fe is a basis for Uz @ Vz ; we know 
explicitly how a generating set of zTZ^Gz acts on this basis. 
In order to be able to get further, we must cut down our ring to that 
which is actually acting on our modules. Regard End^^/s © E n d ^ F c 
naturally embedded in E n d ^ Uz @ Vz , and let S denote the homomorphic 
image of zTipz in E n d ^ f/e © E n d ^ 7e (so S consists of the 
endomorphisms of Uz © Vz which give the action of zTZ^Gz ) . The 
information gathered so far provides us with a generating set for S . The 
aim of this section i s , in effect, to understand precisely 
which elements of End^Z/e © E n d ^ F e lie in 5 . We forget z'^Gz for the 
time being, transferring the names of its elements to the corresponding 
elements of S . Thus, for instance, we have e^ ^ = 0 and e = 1 in 5 , 
for this is how e^ ^ and e act on Uz @ Vz . 
The decisive step is that we can pick 12 pairwise orthogonal 
idempotents C^j ^ » with sum 1 , none of which annihilates 
Uz and only (the first) six of which annihilate Vz . This is a largely 
ad hoc move, but the mere fact that it succeeds, no matter how, has 
implications which are perhaps easier to understand before the details of 
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choice are added to the picture. Indeed, Ue = @ UeE. is then a direct sum 
of Z^-modules, with 12 nonzero summands; as Ue is 71^-free of rank 
12 , it follows that for each i . Hence Ue^. = Tl^C. for 
V ^ t 2 
suitable elements C. of Uz , and these elements form a new basis for 
L' 
Uz . We identify End^f/e with Mat (12,22) according to this basis. 
V Similarly, Ve = @ Vz^. with 
. = 
if 1 < i 5 6 , 
ILA. if 7 < i 5 12 , 
and End-^ Fe is identified with Mat[5,Z„) according to the new basis 
dyj ...5 • match labels, we write the elementary matrices of this 
Mat (6,22) as SgCi, j) with i, j ^ {7, ..., 12} . By the choice of 
Cj^  J • • • 5 ^  j_2 ' •••> ' 
4.1 k-
if 1 5 i 5 5 , 
e^^U, i) @ e^ii, i) if 7 < i < 12 
In the second major move we show that the elements 
i, j € {2, 5} and the e^^U, j) j) with i, j € {7, ..., ll} 
all lie in S . These elements, together with the , clearly satisfy 
multiplicative relations like 2.3, and so the element e of 5 defined by 
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is an idempotent with SeS - S . Thus we can apply 2.1 and 2.2 once more. 
This second reduction will cut down our task considerably. 
Before embarking on this program, let us sketch how all this relates to 
the results stated in the introduction for TL^G/kxin V and other similar 
rings. Let Sy stand for the projection of S into End^ Fe (thus 
Sy consists of the second components of the elements of S when they are 
decomposed according to S < End^UE © End^ ^^ e^ ] . We know from 4.1 that S^ 
contains all the i ) • therefore b 
= © © SgCi, j) as Z^-module, 
d d 7 ) and each e^Ci, DSyB^ij, j) is either 0 or 2 TZ^ e^ ii, j) for some 
nonnegative integer g) . The natural way to describe Sy is then to 
give the table of the dii^ j) [where one would put d{i, j ) = ^ if the 
corresponding component were 0 ]. The second major move described above 
means that we have d{i^ j) = 0 except perhaps when one and only one of 
i, J is 12 . Ignoring the origin of the j) for the moment, one 
notes that © © '^^TZ^e^H, j) is a subring of Viat[6,7L^ ] if and only 
if 
4.2 dU, j) + die, k) > dii, k) for all j, k : 
thus our d i i , j ) must satisfy these inequalities. In particular, as all 
but 10 of our d i i , j ) are already known to be 0 , these inequalities 
imply that 
dil, 12) = d(8, 12) = ... = d(ll, 12) , 
d{12, 7) = d(12, 8) = ... = dU2, 11) . 
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We claim these d{i ^  j) all equal 1 . To verify this, one checks that 
with this choice 0 0 j) is a ring, as 4.2 is satisfied. 
Then one checks that the matrices representing the action of the generators 
of S on Vt all lie in this ring, so S^ lies in this ring. Finally, 
one shows that, say, 26^(11, 12) and 26^(12, 10) are in S^ , so no 
smaller ring described by such parameters can contain S^ , (As we take 
advantage of the reduction using e , we do not actually proceed like this, 
but in effect we have to carry out all these checks.) 
The repetitious, or "blocked", nature of the table of the , j) 
shows that S^ can be viewed as a ring of "blocked matrices" over the ring 
Z^Sjd, 1) © 2) © 1) ©22^2(2, 2) . To say that is 
Morita equivalent to this ring, is true, but is saying rather less: Morita 
equivalence is defined in terms of categories of modules, and so suppresses 
individual elements of the rings and modules concerned. (Our reference on 
Morita equivalence is Anderson and Fuller [l].) Similarly, under the 
hypotheses of 2.1 one could say that i? and eRe are Morita equivalent, 
but this would be inadequate for our purposes: we want to keep track of 
generating sets of submodules, so we also need 2.2. We used "Morita 
equivalence" in the introduction only to enable us to communicate at least 
a little about our findings without going through an interminable sequence 
of definitions; we shall say no more about those weak versions. One could 
take time to make precise the meaning of "blocked matrices" above, and to 
show that the previous round of reductions was also of this nature; back-
tracking through the detail, one would find the justification of the 
description we gave in the introduction for TL^G/knn y as a ring of certain 
15 X 15 matrices. We leave this to the reader who is interested in what, 
for us here, is a side issue: the matter at hand is complex enough without 
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it. 
Our first detailed task is to produce the . A little shorthand 
will help: for a polynomial f over and a, 3, ...€5', we shall 
write / ( w , cp3(p, ...) as (pll/(a, 3, ...)l(p . (For instance, 
£2[[a2T+l|e3 means [e^Ojeg) (cgTEg) + e^ .) With this convention, let 
n = e l+(a2+T-l)a3 (l-T)a 
• 
The last paragraph of Section 2 shows how ^ leads to 
.2-T, 
= ' 
= 1^2 - 2 ' 
E = ie 2 2 
three pairwise orthogonal idempotents with sum £2 • Next, use the tables 
at the end of Section 3 to calculate that, on the (old) bases of Z/e and v5 
FCg , n acts as diag(0, 0, 0, 1, 0, 0) and diag(l, 0, Oj , respectively; 
and that therefore ^n chosen as / o y 
= n , 
= ^3 '3 ' 
^ = ^3 
act on (the old bases of) Ue^ and Fe^ as pairwise orthogonal (diagonal) 
idempotents. Put 
36 
note that ^£3 = e^C = ? ; C annihilates e^ , and 7e, and acts as 
d i a g d , 1, 1, 0, 0, 0) on Ue^ . One can readily see from those tables 
that multiplicatively (= and ^a^? (= Ce^^a^a?) generate 
another isomorphic copy of the symmetric group S^ ; hence 
o 
c„ = 
= 
define three more pairwise orthogonal idempotents, with sum ? ; so 
+ 0.0 + Cg = £3 • Finally, put 
S = -e 
n o 3 4 
1-03-0203+0203 
^11 3 4 
^ = U 
we have already seen in the second last paragraph of Section 2 that these 
are pairwise orthogonal idempotents with sum Gj^  . As £2 + + ~ ^ = 1 
in S , all this combined proves the following. 
4.3 LEMMA. The ..., defined are pairwise orthogonal 
idempotents with sum 1 in S . 
The next point is to show that none of the Uz^ . {1 < i < 12) and 
"ly 
Yz^ . (7 5 J 5 12) is 0 5 and indeed to choose elements C^, •••5 
'12 ' 
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d , d such that these form a basis of Uz © Fe with C . = c 
' % i, i, ^ 
^ ' ^^^ ^ ^^ s^gg^s^s how to do this. Instead of 
taking the reader through the detail of how one implements that suggestion, 
we give the end result in a form which also has further uses. We shall 
write down below 12 x 12 matrices a, a' and 6 x 5 matrices 3, 3' 
over 7L , leaving to the reader the tedious but straightforward verification 
of the following. 
4.4 LEMMA. For the elements c^, d^^ defined by 
12 
- (1 ^  ^ 2 12) . 
k=l 
= c. and d . = d. ; while iaa' and |33' are identity matrices. 
% % % 3 3 3 3 3 
It then follows that a ^ = ia' € Mat(12,22) ^^^ 
3 ^ = |3' ^ Mat[6,2Z2] , so the C^, d^ . do form a basis of the required 
kind. Moreover, these matrices can be used to calculate the matrix form of 
the generators of S with respect to this new basis of Ue @ Ve : an 
unavoidable exercise which must be performed next. The calculations are 
facilitated by the fact that both the old and the new bases are naturally-
grouped into lots of 3 (successive) basis elements; the old matrices 
listed at the end of the previous section contained only zeros outside 
certain 3 x 3 blocks (indeed, we only wrote down the nonvanishing blocks), 
and the conversion matrices a, a 3, 3 ^ contain only zeros outside 
their diagonal 3 x 3 blocks. Thus it is convenient to write 
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1 1 -1' 0 -1 1 1 0 0 2 -1 -1 
a = diag 2 1 0 » 1 0 -1 •i 0 1 0 -1 2 -1 
-2 0 1 J 1 1 J 0 0 1 1 1 
'-1 1 -1' ' 1 2 1 3 0 ' 1 0 
a' = diag 2 1 2 s -2 -1 1 5 0 3 0 •> 0 1 1 
-2 2 1 ^  1 -1 1 0 0 3j -1 -1 1_ 
1 0 0' 0 1 -1 
3 = diag 0 1 0 » -1 0 1 
0 0 Ij 1 S 1 1 
'3 0 -1 -2 l' 
e' = diag 0 3 0 s 2 1 1 
0 0 3, -1 1 1 
Notice that while previously vie could suppress the obvious diagonal matrices 
representing the e.y e. on the old bases, these elements no longer act 
diagonally, so now we must give their matrix forms explicitly. The format 
of the following tables follows the precedent established at the end of 
Section 3o Where a matrix would have fractional entries, for simplicity we 
write down a multiple [by a unit of ) . 
M-.5 Action on Ue^ 
1 
- 1 
1 
5 
- 4 
2 
- 2 
- 1 
3 
-5 
5 
39 
S S 
r\ 
C^ K(2K -K+2) K(K-1)(K+2) K(K-1)(2K+1) 
K ^ (K+2) 2K2 (K-1) 
<^ 3 2K(K-1) - 2K(K-1) K(2K+1) 
S S 
- 4 - 8 - 1 6 0 -3 
- 3 -9 0 6 0 - 5 
- 2 2 - 2 0 0 6 
s s S 
% 9 - 5 6 
s 9 6 - 6 
<=6 -9 6 5 6 
<=7 8 - 4 9 
<=8 -14 - 8 - 4 9 
- 4 - 4 9 
S S S S 
S 1 
- 1 - 1 
1 
1 
S 1 
1 
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3 ( 3 2) 
S S s s s 
C^ K(K-1) K(2K+1) K(K-1) 
K ( K - 1 ) 2K(K-1) K ( k + I ) 
b 
2 
C^ 3k 
Cg 3K 
Cg 3K 
S S s s s 
C5 1 2 - 6 
C^ - 2 5 - 6 
b 
C - 8 4 . 3 - 9 
7 
S 
s s s 
^ -It - 5 -H 
C -H 1 - t 
C^ 6 6 
6 
S 
Cg 8 H 8 
9 
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3(3 ^ 4 ) 
^10 ^11 ^12 
S 
C^ 2 2 1 
Cg 2 2 1 
C^ 3 3 
S 
4 . 7 A c t i o n on Uz^ 
c c c 
10 "-12 
^10 1 
^12 
^10 ^11 ^12 
^10 1 ^ - 2 
= ^11 
^12 2 0 - 1 
c c c 
10 11 12 
^10 ^ 
^12 
^11 ^12 
^10 1 
S ^ S = S i 1 
^ 2 
42 
s s s s s s 
S o 1 
(4 3) : C^^ 1 
2 4 2 - 4 
4.8 Action on Ve^ 
'7 's "9 
d. 
= ''a 
"9 
'<9 
d, 
d d d 7 8 9 
d„ K2 
^8 ^9 
d^ 1 1 
^9 
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"lO ^12 
d^ 1 1 
(3 4) : dg 
4.9 Action on Ve^ 
4 
^10 ^11 ^12 
^10 
^12 
^10 ^12 
^10 1 2 
= 2 1 -2 
2 4 1 
^10 ^11 ^12 
^10 ^ 
^12 
^10 ^11 ^12 
e,.Te„ : 4'"4 • 11 d,. 1 
^12 
<<7 
(t ^ 3) : d^^ 1 
4.10 LEMMA, The elements 
and the 
e, j) @e (i, j) with i, j ^ {7, 11} 
12^ ' ^ 6 
are alt oontained in S . 
Proof, Note that 3) = 5222^2^2^3 € S , simply because the 
(2, 3) entry in the new matrix form of ^^ ^^ ^ ^2*^2^2 
annihilates Fe . Also, © 6 ^ ( 7 , 8) = ^^e^a^e^K^ € 5 because the 
(7, 8) entries of the new matrices of ^^ ^^^ ^^ ^^^ both 
1 , The inspection of 
the (3, 2) entry for ' 
the (2, 4) and (2,, 5) entry for ( 2 - ^ 3 ) , 
the (4, 2) and (5, 2) entry for (3 2) , 
the (8, 9) and (9, 7) entries for egGgSg , 
the (7, 10) and (7, 11) entries for ( 3 - ^ 4 ) , and 
the (10, 7) and (11, 7) entries for (4 ^ 3) 
show that the and the j) © j) with (i, j) 
already considered are all in S . The other elements mentioned in the 
H5 
lemma are products of these (by the multiplication rule of elementary 
matrices), so they are also in 5 . // 
The elements of 5 which we know from 4.1 and 4.10 clearly span ( 
) a direct sum of (isomorphic copies of) full matrix rings of degrees 
over 
1, 4, 1, 5, 1 . Formally, define 
V = 
1 1 if i = 1 , 
2 2 if 2 < i 5 5 , 
3 and = • 6 if i = 6 , 
7 if 7 c i < 11 , 
5 ,12 if i = 12 , 
and rename 
if i' = j' 5 3 , 
i' 
if i' = j' > 4 . 
These elements satisfy 2.3 and 2.M-, so it follows that 
defines an idempotent e with SeS = S , and 2.1, 2.2, 2.6'become 
applicable. Note that the elements e^^ and relevant in 2.6 now come 
from the positions (i'^ , i) and (j, j*) , respectively. 
Thus we can shift our attention to e5e-submodules of (i/e © Ve)e , 
Let U^ = C^ , U3 = C^ , U^ = C^ , U^ = ' \ = ' 
are Z^^^^ses of iUe)e and 
iVe)e , respectively. We identify End™ (f/e)e © End^ (7e)e with 
46 
MatfSjZ^) ©Mat (2,22) according to these bases, and consider this direct 
sum naturally embedded in End^(J/e © 7e)e which in turn is identified with 
Mat(7,2) . 
Let T stand for the image of eS& , under restriction to 
([/£ © F£)e , in Mat(5,Z2) . This change from eSe to T is 
essentially a notational matter: if an element of eSe is written as 
Y © 6 according to eSe < S ^ Mat(l2, Z^) © Mat(6, Z^) > "then the entries 
yd, 3) of Y vanish unless i, j € {l, 2, 6, 7, 12} , and similarly 
< 5 3 ) = 0 unless i, j £ {7, 12} ; to obtain the corresponding element 
of T , we simply omit the rows and columns which must vanish heoause we 
started with an element of eSe . With this final shift of view, our task 
becomes the study of the T-submodules of (f/e © Ve)e . 
The main result of this section tells us exactly which elements a © g 
of Mat (5, Z^) © Mat (2, Z^) lie in y . To be able to state it, we shall 
need the matrix 
a = ( a d , 
0 1 0 0 0 
2 0 1 1 0 
1 1 0 1 0 
2 2 2 0 1 
2 1 1 1 0 
Let T' be the set of all those a © 3 which satisfy the following 
conditions: 
a(^, j) € 2 Z, for all i, J in {l, 5} ; 
j) = J.) mod 4 for (i, j) ^ {(4, 4), (4, 5), (5, 4)} , 
3(5, 5) E a(5, 5) mod 2 . 
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4.11 THEOREM. T ^ T' . 
Proof. It is straightforward to verify that T' is a subali^ ebfct of 
Mat (5, © Mat(2, Z^) • Thus in order to prove that T 5 2" , it is 
sufficient to show that T' contains the generating set of T obtained by 
2.6 from the known generating set of 5 . To see what this involves, let us 
consider any generator of S in the form y © 6 [with y ^ Mat[12,^2) 
and 6 € Mat [6,22) ] • As we have already remarked, the generators of eSe 
arise by premultiplying y © <5 by an e^^ii*, i) or 
e^^ii*^ i) © SgCi"^, i) [with i' < 3 or i' > 4 , respectively), and 
postmultiplying the product by an e^^ic , or e^^i^ ^  © e^Cj, 
[with J ' 5 3 or J' > 4 , respectively]. So these generators of eSe are 
the 
j^) with i' < 3 or j' 5 3 
and the 
j^) ©e^ii*, i)6eg(J^ j) with > 4 and j' > 4 . 
Note that 
and 
Upon restriction to {Ue @ Vz)e , these generators of eSe become the 
elements 
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J') , i' < -i or j' 5 3 , 
j') © jle^W, j') , i' > and j' > 4 
of T ; as Y © ^ ranges through a generating set of S , these elements 
build a generating set for T . So T < T' will follow if 
Y(i, j) ^ for all i, j in {l, 12} , 
6(i, j) = j) niod 4 when (i', j') € {(4, 4), (4, 5), (5, i^ )} , 
6(12, 12) = y(12, 12) mod 2 , 
for each element Y © ^ generating set of 5 . To verify this, one 
must inspect almost every entry in the tables 4.5-4.9; the only exceptions 
being the (i, j) entries with cci'V ', J ') - 0 a/v\A. i,' 5 i i' 3 , 
For the proof of the converse inclusion, T' S T , we use that 
checking on yii, j) in the tables shows that 2 e/i', j') €1- , for 
Y © <5 a, J) j') 
(1, 2) (1, 2) 
(2 3) (1, 6) (1, 3) 
(2 3) (1, 9) (1, 4) 
(2, 1) (2, 1) 
(2 -> 3) (3, 6) (2, 3) 
(2 3) (2, 7) (2, 4) 
(3 4) (5, 12) (2, 5) 
(3 2) (6, 1) (3, 1) 
(3 2> (6, 3) (3, 2) 
(6, 7) (3, 4) 
(3 -> 4) (6, 12) (3, 5) 
(3 2) (9, 1) (4, 1) 
(3 ^  2) (8, 2) (4, 2) 
(7, 5) 3) 
(4 3) (12, 4) (5, 2) 
(4 3) (12, 6) (5, 3) 
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Of course, ^ S yields that eAl, 1), e (2, 2), e (3, 3) are also in O >!) O 
T . As a(l, 3) + a(3, 5) = a(l, 5) and a(5, 3) + a(3, 1) = a(5, 1) , we 
conclude that j) ^ T also for {i, j) = (1, 5) and (5, 1) , 
so by now we know this for all {i, j) with i < 3 or j 5 3 . This 
leaves us to prove that T contains the subset T" of T' defined by 
2"' = {a © e ^ 2" I a(i, J ) = 0 if i < 3 or J 5 3} . 
Now T" is easily seen to be spanned over by the following elements: 
46^(4, 4) , which lies in T because it is 
4e (4, 5) , which lies in T because it is 
O 
(4, (1, 5) , 
0 o 
4e (5, 4) , which lies in T because it is D 
2e (5, 5) , which lies in T because it is o 
65(4, 4) ^^ - lies in T as the restriction of , 
265(4, 5) © 2^2(4, 5) , which is seen to lie in T by looking up 
the (11, 12) entries of e^a^e^ , 
2e^(5, 4) © 2e (5, 4) , which is seen to lie in T by looking up 
0 z 
the (12, 10) entries of e^o^e^^ , 
65(5, 5) 5) , which lies in T as the restriction of . 
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This completes the proof of the theorem« 
Let T^ denote the restriction of T to iU£)e ; that is, the set of 
Mat(5, ZZ^) components of the elements of T ; similarly, let T^ be the 
projection of T in Mat (2,22) . 
4.12 COROLLARY. 
Tj^ = |a ^ | a(i, j) 6 , 
= ^ Mat(2,22) I j) € . 
Proof. Only the second statement calls for comment. Comparing the 
moduli of the congruence conditions in the definition of T' with the 
exponents a(i, j) for i , j ^ {4, 5} , one sees that a © g € T' implies 
3(i, J) € . Conversely, j) © e^Ci, j)) satisfies 
the defining conditions of T' whenever i , j € {M-, 5} . // 
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5. 
SUBMODULES OF U AND V 
Corollary 4.12 makes it very easy to see just what T-submodules there 
are in Uze and Fee ; we devote this section to a detailed discussion of 
these, before proceeding to more complicated matters. 
As T^ contains the diagonal elementary matrices , each 
T-submodule of Uee has a 21^-hasis consisting of scalar multiples of the 
00 basis elements U^ of Uee . With the convention that 2 = 0 , we may 
/ * \ 
therefore write each submodule in the form © 2 where each w(i) 
is either °° or a nonnegative integer. Since T^ has 2^-basis 
f * * \ 
'f' e {i^ j) , such a Z -submodule admits T if and only if 
O ^ 
5.1 u(i) + j) > m(j) for all i, j in {l, 5} . 
W ( ) In particular, it follows that if © 2 ^ U. is a y-submodule and one 2. "V of the u{i) is °° then all the u(,i) must be °° , that is, the submodule 
is 0 . Also, U.T = © U . . In view of the connection we 
"i-
established by repeated use of 2.1, 2.2 between the T-submodules of Uze 
and the Z^G^-submodules of U , -we therefore have the following. 
5.2 THEOREM, The nonzero TL^G-submodules of U are in one-to-one 
correspondence with the (ordered) ^ -tuples 
(m(1), W(2), u(5)" 
of nonnegative integers satisfying 5.1; namely, the submodule of U 
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oorresponding to such a b-tuple is Y, ^iJ^ ' suhmodule 
contains the suhmodule corresponding to m'(5)) if and 
only if w(l) 5 w'(l), m(5) 2 m'(5) . More generally, the sum and the 
intersection of these tDo svhmodules correspond to the 5-tuples 
(minfwd), w'd)}, min{u(5), u'(5)}) 
and 
(max{M(l), w'(l)}, max{M(5), m'(5)}) , 
respectively. In particular, U corresponds to (0, 0) ^  and 
to [a{i, 1), a{i, 5)] . 
To visualize just which 5-tuples satisfy 5.1 and how the corresponding 
submodules relate to each other, we have drawn the diagram of the sublattice 
of the submodule lattice S(f/) of U consisting of the submodules which 
contain (1 • "the moment, whenever convenient we identify a 
siabmodule with the corresponding 5-tuple; the omitted vertex labels of the 
diagram are readily obtainable by the rules for sums and intersections given 
in Theorem 5.2. 
One helpful formal property of 5.1 is that if (u(l) , u(5)] 
satisfies it, so does (m(1)+1, m(5)+i) : thus if the former 
corresponds to the submodule M , the 5-tuple corresponding to 214 is the 
latter. Similarly, if 0 i: N ^ SiU) and N = (m(1), ..., u(5)] , we may 
take n = min{u(l), , define M as ^ so 
N = , and conclude that M = [u{l)-n, u(5)-n) . As w(j) = n for 
some J , for that j we have u{j) - n = 0 and hence 
M > U > n : thus M is one of the vertices of oxir diagram. 
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(00000) = u 
U^^G = (01000) 
D = (11100) 
U^ TZ^ G = (22201) 
(11010) = n^TZp 
(20110) = XX^ TZ^ G 
(11111) = 2U 
(21110) = 
(22211) = n = 2Z? 
Submodule lattice of U 
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Heavy dots distinguish the vertices really needed in this context: those 
which correspond to submodules containing at least one (equivalently: 
those not contained in 2U ). Note N determines n and M uniquely. 
Consider the translation of the plane of our diagram which takes U to 
2U . Observe that if the translate of a vertex M is in the diagram, it is 
in fact 2M , and that each verttx - contained in 2U is such a translate. 
Jn particular, 0 = 2Z? with D = (11100) , a submodule of purely 
transient relevance.] Also, if M and M' both have their translates in 
the diagram, M and M' are joined by an edge if and only if 214 and 2M' 
are. 
We could build up the diagram of the whole lattice SiU)\{o} by 
applying the translation repeatedly, marking the images of all vertices and 
Yl 
edges, and labelling the nth translate of M by 2 M . The discussion 
above proves that the vertices in this extended diagram would be in 
bijective correspondence with the elements of S(f/)\{o} , and it is clear 
that all edges drawn would be justified. The remaining point is that every n' 
necessary edge would get drawn this way. To see this, suppose 2 M' is a 
maximal submodule of 2^M (where M ^ 2U and M' \ 2U ). If n = n' , our 
Yl W' 
instructions ensure that an edge is drawn joining 2 M to 2 M' . If 
n > n' , then M' < < 2U , SO this is excluded by our assumptions. 
Suppose then that n < n' . Now 2 M' is a maximal submodule of M . 
We cannot have + 2D = M , for M ^ 2.U ; on the other hand, M ^ 2U 
implies 2D ^  M : so must contain 2D . Thus 2^ and M 
are both vertices in the diagram we have actually drawn, so there is an edge 
joining them, and our instructions provide that one will be drawn joining 
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M' and . This establishes that the whole of S(U)\{o} can be 
visualized as indicated. 
The submodules of V are understood similarly, the role of 5.1 being 
taken by 
5.3 y(i) + aii, j) > y(j) for all i , j in {4, 5} . 
Of course, the nontrivial part of 5.3 may be written simply as 
5.3' y(4) - 1 5 v(5) < z;(4) + 1 . 
5.4. THEOREM. The nonzero 71 ^G-suhmodales of V are in one-to-one 
correspondence wiih the ordered pairs 
of nonnegative integers satisfying 5.3; namely^ the sybmodule of V 
corresponding to such a pair is 
+ . This svibmodule 
contains the svibmodule corresponding to y'(5)) if and only 
if i'(M-) ^ y'C^.) and v(5) - y'(5) . More generally^ the sum and the 
intersection of these two submodules correspond to 
(min{iJ(4), min{u(5), v'(5)}) 
and 
respectively. In particular, V corresponds to ( 0 , 0 ) , and ^^G to 
(a{i, 4), a{i, 5)) . 
The reason we put the theorem in this elaborate form is that later on 
we have to combine it with 5.2, but of course one can express it much more 
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concisely: the nonzero Z^G-submodules of V are just the 2 V , 
7 k 
2 W^TZ^G , 2 V^^t? ; two such submodules are comparable if and only if that 
is directly visible (using the relations > < ] from 
the way we have written them. 
The diagram S(7)\{o} is the following. 
.(00) = V 
y^TZ^G = (01)< 
K l O ) = V^TZ^G 
^11) = 2y = n v^.^G 
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6 , 
Submodule structure of U ®V 
Consider an arbitrary T-submodule M of Use © Vee . Put 
M nTl^y . = . 
2 ,7 ^ .7 
(using the convention 2 = 0 when some of these intersections are 0 ) , 
and 
N = © 
As the i ) and the 4e2(c7 5 j ) a^e in T , vje can conclude that 
m ^ N . 
Since M n Uze is a T-submodule and the ^^^ all ^j/ > 
have M n f/ee = © (m n f/ee n Z u .) = © [m n 2 u.] , and a similar statement 
for M n Vee . Therefore 
and 
N = (M n Uee) © (M n Fes) , 
the uii) satisfy 5 . 1 , 
the v(j) satisfy 5 . 3 . 
In particular i f one of the v ( j ) is °° , so is the other, and then 
M n Fee = 0 ; thus 4M 5 il/ = Af n Uze and hence M 5 Uze . This case has 
been covered fully in the previous section, as has the case M < Vze . For 
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the subiBodules M which requxpe further investigation, we therefore have 
that 
all the u{i) and v(j) are nonnegative integers. 
Next we exploit that T contains I) when i 5 3 and 
j) © e (j, j) when j > 3 , to conclude that 
M = 
3 © 
i=l 
M n © © [M n (^U . ©Z^v .); 
The first three summands are, of course, just the ; the last 
need to be looked at more closely. 
two 
Take the case J = 5 first. We have 
{m n Mb). 
Here the right hand side is a direct sum of two cyclic 2-groups, and the 
left hand side is a subgroup which avoids both direct summands. Moreover, 
2e (5, 5) e T implies that this subgroup has exponent at most 2 . o 
Forgetting our complex context for a moment, it is a trivial exercise that 
in such a direct sum there is only one such subgroup apart from 0 . (Of 
course, if one or both cyclic direct summands degenerate, there is no non-
zero subgroup of this kind.) We shall find it convenient to state the 
conclusion in the following form: M n (^U^ ^^ generated (as 
additive group) by 2"^  © ^^Z^V^ and n 
where n is 0 or 1 , and if n = 1 then m(5) > 1 and y(5) > 1 . 
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Similar considerations apply to the case j = 4 . Again, we have to 
identify subgroups avoiding both summands in a direct sum of two cyclic 
2-groups, but now we can only say that the subgroups of interest have 
exponent dividing M- , so we find three nonzero possibilities (fewer when 
one or both summands have order less than 4 ). We consolidate the 
conclusions as follows. 
6.1 LEMMA, If M is a T-suhmodule of Use @ Vee ^  then as TL^ 
module M is generated by elements 
^Vij) 
k 
I 
m 
n 
If 4 
5 5 
1 5 i < 5 , 
4 5 J < 5 , 
wheve 
(1) the uH) and y(j) are nonnegative integers or «> ^ suboeat 
to 5.1 and 5.3^  and if any occtaj'S then 
(2) fe, Z, m, n € {O, 1} and k + I + m ^ 1 ; 
(3) if k = 1 then uW ^ 1 and > 1 ^  
if I + m ^ 1 then uW ^ 2 and v(^) > 2 , 
if n = 1 tnen m(5) > 1 and i;(5) > 1 . 11 
We now consider any ^ ^^^ ® generated by the 
elements listed in 6.1 with the parameters satisfying the conditions of 5.1, 
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For any element of U£.e © Fee expressed in terms of the basis 
"l' » straightforward to decide whether it lies in M . Thus 
we are well prepared to find a necessary and sufficient set of conditions 
[in terms of the parameters w(l), n of m ] for M to admit T . 
Indeed, the conditions already imposed on the parameters clearly ensure that 
M admits the following subset of T : 
J) I 1 < i 5 3} u j) 0 e ^ Q , j) 4 < J 5 5 
In the course of the proof of M-„ll, we saw that the union of this subset 
with 
J) I i > 3 > jj 
u 5) @ 2^2(4, 5), 2e^(5, 4) ® 2^2(5, 4)} 
generates T . Thus we need only write down the conditions which express 
that M contains the image of each of its given generators by each of the 
(eight) elements of the last displayed subset. The list of simple 
conditions so obtained is long and highly redundant; we shall not write it 
out here. Instead, we include a shorter but trivially equivalent list in 
the following statement, which also takes advantage of the connection 
established, via 2.1 and 2.2, between T-submodules of Uee © Vee and Tl^G-
submodules of U @ V . 
6.2 THEOREM. The TL^G-submodules of U @ V ave in one-to-one 
correspondenoe with the ordered 11-tuples 
(u(l), ..., w(5), 1^(4), v(5) k, I, m, n] 
which satisfy conditions (1)^ (2)^ (3) of^.l and also the following: 
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(4) If k = 1 then + 1 > max{w(l), w(2) , m(3)} and 
either m(4) > w(5) awii y(4) > y(5) 
u(4) = m(5) - 1 and y(4) = y(5) - 1 and n = 1 . 
(5) If I + m = 1 then > maxfwd), w(2), u ( 3 ) } and 
either = w(5) + 1 and y(M-) = y(5) + 1 
OP = w(5) and = y(5) and n = l . 
(6) If n = 1 t/zen m(5) > inax{w(l)-l, u(2) , m(3)} and 
either < u(5) and v(4) 5 v{b) 
or = w(5) + 1 and y(i+) = y(5) + 1 and k + I + m = 1 . 
The submodute corresponding to these parameters is generated^ as ^^G-
module^ by the elements listed in 6.1. It contains the siibmodule 
corresponding to ( w ' ( 1 ) , . . . , n') if and only if the following conditions 
hold. 
(7) w( i) Su'ii) for l ^ i ^ b , v{j) ^ v'U') for 4 5 j < 5 . 
(8) If k' ^ I then 
either u{h) 5 - 1 and 5 - l 
or u(4) = u'(4) and = and k \ l ^ m - \ . . 
(9) If I' ^ m' ^ 1 then 
either 5 - 2 and < y ' ( 4 ) - 2 
or = u'(4) - 1 and y(4) = - 1 and k ^ I + m ^ 1 
or = w'(U) and = t>'(4) and I - I' and m - m' . 
(10) If n' = 1 then 
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either u(5) 5 m'(5) - 1 and y(5) < y'(5) - 1 
or m(5) = w'(5) and v{b) - v'(5) and n - 1 . 
The conditions (7)-(10) are also obtained in the context of 6.1 and 
Vze ® Vze ; their derivation is merely tedious, and is omitted. The 
submodule lattice S(t/ © F) is clearly much more complicated than S(i/) or 
S( 7) : it contains the direct product of these two lattices (as the 
sublattice consisting of the submodules with k=t=m=n=0) but it is 
not distributive and this makes it hard to visualize; we present no 
diagrams. The parameters of the sum and intersection of two submodules may 
be calculated from the parameters of the components, but the best algorithms 
we could find for these calculations are rather complicated. They are 
special cases of the algorithms given in the Appendix. 
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7. 
SUBMODULE STRUCTURE OF 
In this section we conclude the study of our "Lie modules" by-
determining all Z^'^-sxibmodules of . The key step is the following. 
Vol LEMMA. The TL^G-suhmodule of U @ V generated by u^ - v^^ is 
„ In the sense of 5.2^ the parameters of this suhmodule are 
(2, 2, 2, 2, 2, 2, 2; 0, 0, 1, 1) . 
Proof, These parameter values satisfy the conditions of 6.2, and the 
corresponding submodule obviously contains ~ • Conversely, 4.11 may 
be used to deduce that each generator of this submodule given by 6.2 is 
contained even in (Uj^ -V^ jT . 
The claim that this submodule is hinges on the fact that f/ is 
generated as Z^G-module by tsxy . We show that ^tzxy is contained in 
our submodule: that will be sufficient, for 
U^ - V^^ = C^ - d^ = a^ - b^ = i\yxxz - ^{yx){xz) ^ W . 
The parameters of our submodule show that it contains , and 
2U + 2V . In particular, it contains (the generated 5 5 
by 4V and ). It follows also that it contains 
2U^ - 2V^ (= 2U^ + 2V5 - and U^ + (= " V^ + . 
Translating back through the various changes of bases, the first of these 
may be evaluated as 
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=-^txyz - htysx - ^tzxy . 
Similarly, 
(U^+3VJ(3 4) = (c^+3d^)(3 -> 4) = C^Q + C^^ + + 
= htxyz + ^\tyzx - Stzxy - Q{tx){yz) + h{ty){zx) + 
The last three summands here lie in hV and hence in our submodule, so 
Htxyz + UrtyzTL - Stzxy is in our submodule. Adding to it the element 
previously evaluated, we find that -12tzxy € [ u ^ - v J ^ G . As -3 is a 
unit in 71^ , this completes the proof, 
(This argument is related to 3U.M-5 of Hanna Neumann's book [14].) 
Now a direct application of 5.2 yields a variant of 6.2 for all 
submodules of 4J7 . As W W , w 1 — i s an isomorphism, that result 
may be translated into the following description of all submodules of W . 
7.2 THEOREM. The TL^G-suhmodules of are in one-to-one 
aorrespondenoe with the ordered 11-tuples 
fw(l), m(5), y(5); k, I, m, n] 
which satisfy the conditions (1), (2) of 6.1^ the conditions (4)^ (5)^ (6) 
of 6.2J and the following conditions. 
(11) If k = 1 then 
either m(4) > 1 and v(4) > 1 
or w(4) = y(4) . 
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(12) If I = 1 then 
either w(4) > 2 and > 2 
or u(4) = = 1 . 
(13) If m ^ 1 then 
either m(U) > 2 and y(4) > 2 
or = z;(4) . 
(14) If n = 1 then 
either m(5) > 1 and y(5) > 1 
or u(5) = vi5) . 
The submodule corresponding to these parameters is generated^ as 7L^G~ 
module^ by the elements listed in 6.1. It contains the submodule 
corresponding to the parameters (w'(l), n'] if and only if conditions 
(7)^  (8)^ (9)^ (10) of 6.2 are satisfied. 
Note that the conditions (11), (12), (13), (14), which replaced (3) of 
6.1, allow four problematic expressions to occur in the lists of generators 
of submodules: namely ± , - , and + 2~\^ , 
_2 
These should be handled with some care, as for instance 2 U^ has no 
separate reality in ¥ . Nevertheless, as we have seen in the proof of 7.1, 
there is an element [namely yxxz - iyx){xz) ] in W which can be thought 
of as - , and of course that is the intended interpretation of 
this formal expression. The other three problem cases are resolved 
similarly. This minor inconvenience seems preferable to making the 
formalism of 7.2 still more complicated. 
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The lattice S(f/) of submodules of W is too complicated to visualize. 
The algorithms in the Appendix can be used to calculate the parameters of 
sums and intersections of submodules from the parameters of those 
submodules. 
It is a corollary of 7,2 that U and V are the only isolated proper, 
nonzero Z^G-submodules of W . Their parameters are: 
U = (0, 0 , 0 , 0 , 0 , CO, CO; 0 , 0, 0, 0) , 
V = (CO, CO, 00, oo, CO, 0 , 0; 0 , 0 , 0 , 0) , 
while in line with 7.1 we have 
= (0, . .. , 0 , 1 , 1) . 
Of course, 
0 = (oo, . .. , oo; 0 , 0, 0, 0) . 
It is straightforward to recognize from the parameters, just by the 
occurrences of °° , what the isolator of any particular Z^^'^uhmodule is. 
Also, the exponent of the quotient of the isolator modulo the submodule may 
be readily determined: for example, if the submodule has parameters 
( u d ) , ..., n) with no ~ among them, then the exponent of the quotient of 
W over this submodule is the maximum of the following list of numbers: 
nil) M 2 ) M 3 ) , 
Z , ^ , ^ J 
and unless uW = vi^) and k + I + m ^ 1 
in which case these two numbers are replaced by 2 ; 
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2^(5)+! ^^^ 2^(5)+1 u{5) = v{5) and n = l in which 
case these two numbers are replaced by , 
These examples illustrate the kind of information one can derive from 7.2. 
It is also true that the long argument which culminated in 7.2 implicitly 
enables one to decide, for any element of W and for any submodule given by 
its parameters, whether the element lies in the submodule. To make this 
claim formal and to elaborate a general algorithm is beyond the scope of 
this thesis. 
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8. 
THE LAST TERM OF F 
At last we are ready to turn to the project outlined in the 
Introduction. Let F be the free nilpotent group of class 4 freely 
generated by x, y, z, t : our task is to determine the 2'-isolated fully 
invariant subgroups of F . Let N^ denote the last nontrivial term 
^^(F) of the lower central series of F . As we mentioned in the 
Introduction to our Section 3, the Magnus-Witt argument elaborated in 
Section 3 of Kovacs [9] admits an obvious adaptation which yields that the 
2'-isolated fully invariant subgroups of F contained in N are in one-
o 
to-one correspondence with the Z^G^-submodules of the module W we have 
been studying so far. Moreover, the nature of that correspondence is such 
that if Lie ring sums are replaced by group products and Lie products by 
group commutators, most of the detail we have uncovered can be translated 
from W to N^ . ]tle have deliberately used y, ss, t in both contexts. 
Expressing the U-, V . of W in terms of x, y, z, t allows one to 
J 
identify the corresponding elements of N^ , to which we transfer the names 
U^, ..., V^ : from now on. 
= ly, X, X, ylly, x, x, y, y, yl ^ , 
2 
= ^y^ y^ ^ ^ ' 
59 
3 -1 
Ug = ly, X, X, 3] iz, X, X, yl x,, x, s] 
•[s, y, y, y, y, zT^lz, y,, xl 
•[x, 3, yTly, z, z, x ] ^[x, s,, 3, 2/] ^ , 
- 3 
I 
-3 4 
,-3 
4- -3 Uu = ti/' iC, 3] 
,-2 - 2 , ,-2 U5 = It, X, y, 3] It, y, 3, x] [t, 3, X, y2 
•Ct, x,, s] [t, 3, x] [t, 3,, X, y'] , 
Vm = Cy, X,, x, 3] , 
v. = [t, 3][t, y,, 3, xllt, 3,, X, . 
Commutators without double commas are to be read as left-normed, so 
Zy, X, X, y'] = x2, x] , y] , while x,, x, 3] stands for 
x], [x, 3]] , and so on.) The translation of 7.2 is the following. 
8.1 THEOREM. The 2'-isolated fully invariant subgroups of F 
eontained in N„(F) are in one-to-one oorresipondenoe with the ordered -—O 
11-tuples 
(w(l), u(5), y(5); k, Z, m, n] 
which satisfy conditions (1), (2) of 6.1^ (4), (5), (6) of 6.2^ and (11), 
(12), (13), (14) of 7.2. The subgroup corresponding to these parameters is 
generated (as fully invariant subgroup of F ) by the following elements: 
2 u. 
uii) 
with 1 < i 5 5 
M o ) 
V. with 4 < J < 5 , J 
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\ 
m(5)-1 y(5)-l^n 
•M 
[z/, ar, a:, yT 
<0 
[t, X,, y, 3]" 
where u = max{u(l), w(5)} , 
where v = max{y(4), y(5)} . 
It contains the fully invariant subgroup oorvesyonding to the 
parameters (w'(l), n'] if and only if conditions (7)^  (8)^ (9)^ (10) 
of 6.2 are satisfied. 
The convention 2 = 0 remains in force. The explanatory paragraph 
after 7.2 translates as follows: 
2-1 2-1 
U^ V^ = [y, a:, a:, s] ly, x,, x, s] 
u^ ^ = It, X, y, y, s, 2, a;, 5 5 
'It, X,, y, 2] It, y,, s, y'^ 
give the interpretation of formally nonsensical expressions which sometimes 
occur in the list of generators in 8.1.. The parameters of N^ are 
(0, ... , 0, 1, 1) . The isolated, nontrivial fully invariant subgroups of 
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F properly contained in are: the second derived group F" , with parameten.' 
(<», .... , 0, 0; 0, 0) ; and the verbal subgroup corresponding to the 
(2) 
I 3 li^ > with parameters (0, . . . , 0, 00^  00; 0, . . . , 0) . The generators 
a;, a:, j/] and [t, a;,, y, s] are included in 8.1 to ensure that 
the fully invariant subgroup closure of the elements listed is 2'-isolated, 
having 2-power index in one or another isolated fully invariant subgroup. 
(For the justification of the fact that the fully invariant closure of 
x^ x^ y'] is isolated, see [5], where use is made of our Lemma 3.2 in 
this context.) It is easy to see that the factor group of the isolator of 
the subgroup with parameters [m(1), ..., n) , over that sijbgroup, has 
exponent dividing 
2" when M < 00 = y , 
2^ when u - ^ > V , 
2 » J when M < °° > y . 
(Of course, that factor group is trivial when u - v - ^ 
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9. 
THE COMMUTATOR SUBGROUP F' 
The aim of this section is to indicate how we determine the 2'-
isolated fully invariant subgroups of F which lie in F ' . To this e n d , 
we need some details from the well-known classification of varieties of 
nilpotent groups of class at most 3 (see Jonsson [7], Remeslennikov 
[17]). We write ^ ^ ( F ) = N^ a n d , as before, N^CF) = N^ . 
9,1. The 2'-isolated fully invariant subgroups H^ of F such that 
< 5 F ' but H N , are in one-to-one correspondence with the 
o x 1. Z 
ordered pairs (r, s) of nonnegative integers such that r > s ; the 
2® 
subgroup corresponding to this pair being ^ N^ . 
9.2. The 2'-isolated fully invariant subgroups H^ of F such that 
N^ < Hr) < N ^ are in one-to-one correspondence with the nonnegative integers 
O ^ 
2^ 
s , the subgroup corresponding to s being N^ N^ . 
2® f 2® 1 
Here w e have written N ^ for the subgroup W € , a 
convention we shall employ with any dbelian group in place of . We shall 
also use frequently, and without any further reference, the result of [5] 
that products of 2'-isolated fully invariant subgroups of F are 2'-
isolated. Simple commutator calculations show that 
= [a;, t/, zf^ and [Cx, z/, , t] = y, z, tY in F , 
so w e have the following: 
^^ 2® r 
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9.3 
-.s 
B ^(F')N^ //g, F iq iq and ^ 
We need two more preparatory results. 
9.4 LEMMA. If two endomovphisms of F agree on F/F' ^ they also 
2® 2^ 2® 
agree on B ^(F')//^ ^3/^2 K ' 
Proof. Let (p, ip be endomorphisms of F which agree on F / F ' . As 
is well known, cp and ip then agree on F'/N^ , on 3 ' ' 
In particular, if a i F' then acp = (a\p)w for some w ^ N^ , Since 
-.r •.r 
is central in F' , it follows that a cp = (acp) = (aip) w = li^Jw ; 
2^ 2^ 2® 
thus cp and ijj agree on the element a N^ N^ of our quotient. By a 
/ 2® 
similar argument, they also agree on the elements b N^ N^ with h i N^ 
and iV with a ^ N . Our quotient is generated by such elements 
^ o o 
(as group, not only as fully invariant subgroup), so it follows that (p and 
ijj agree on it. 
Similarly, 
9.5 if two endomorphisms of F agree on F/F' , they also agree 
r r 
on 
Suppose now that H is any 2 '-isolated fully invariant subgroup of F 
contained in F' . If H<N then the previous section has dealt with O 
H , so suppose also that H ^ N^ . We have to look at two cases separately. 
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First, we may have H < N^ . Then by 9.2 there is a unique nonnegative 
integer s such that HN^ = N^ N^ . All H which correspond to the same 
,2^  s lie between N^ N^ and N^ , for H > IH, F] = f] ^ N^ because 
3 
N^ is central in F and 9.3 applies. Thus the study of these H is 
equivalent to the investigation of the 2'-isolated (End F)-sxibmodules of 
^2 ' ^^^^ ^^^^ ^^^^ (2'-torsionfree, central) section 
of F may as well be viewed as an (End F/F')-module, that is, as 
Mat (H, Z)-module. Hence our earlier methods can handle the problem. 
Second, suppose H ^ N^ , A similar argument using 9.1, 9.3, and 9.4 
shows that the study of these subgroups H is equivalent to the 
investigation of the 2'-isolated submodules of the (2'-torsionfree, 
S S 
central) sections B iF')Nl NJnI nI of F regarded as Mat^(4, Z)-z .5 z 
modules. Thus our previous methods can cope also with this case. 
To avoid repetitions, we do not state the outcome of the application of 
those methods here; it will form part of the statement in the next section. 
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10. 
THE FINAL RESULT 
Different methods are needed to cope with the 2'-isolated subgroups E 
of F which are not contained in F' . The starting point here is that 
each such E must be of the form (F' n E)^ (F) for some nonnegative 
integer q , which is identified by taking 2*^  to be the exponent of F/E . 
This is virtually a paraphrase of B.H. Neumann's classic result (12.12 in 
Hanna Neumann's book [14]) that each law is equivalent to an exponent law 
and a commutator law. Of course, F' n E > F' n ^ (F) ; conversely, if 
E is any 2'-isolated fully invariant subgroup of F between F' n ^ (F) 
and F' , then for E defined by ff = ff B^  {F) one has that the exponent 
1 2*? 
of F/E is 2*^  and F' n E = E^ . Thus the general problem is reduced to 
identifying the F ' n B^  (F) in terms of the (yet to be stated) 
parametrization of the 2 '-isolated fully invariant subgroups of F in 
F' . In those terms, one can then recognize the E^ which lie between 
F' n B (F) and F' . (In fact, we shall subsume that parametrization in a 
more general result.) 
We can ignore the cases q = 0 and q = 1 , for then > F ' ; 
so henceforth c? > 2 . Our aim here is to prove that F' n B^^(^) is the 
fully invariant closure of ly, a:] U^ and . This is 
good enough to enable one to complete the work; the subsequent details 
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follow the pattern we have already established, and instead of elaborating 
them we proceed direct to the statement of the main result. 
For simplicity, write F' n £ (F) as D . 
The first step is to quote again from the classification of varieties 
of nilpotent groups of class at most 3 : 
2^-1 
10.1 DN. = B ^ N. . 3 ^ 
(strictly speaking, the left hand side has to be rewritten as 
F' n ^  , using the modular law, before we are entitled to quote.) 
By 9.3, D > N ; as obviously D > B (F') , we already have that 
10.2 P > B JF')N^ =2^ 2 
We shall use repeatedly the following fact. 
10.3 LEMMA. If u, V are elements of a nil-potent group C of class 
at most 3 ^  then u v - iuv) modulo (C) 
The proof is a straightforward collection, a special case of Lemma 
10.6 below, so we omit it. For the first application, we take C as the 
subgroup of F generated by x and [a:, z/] and note that now C < N^ , 
so we may conclude that 
_x , y] = X {xlx, y']) = Cx, y^ modulo 
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r 1 and hence [x , yj ^ kJ^'^^o • This observation shows that 
10.4 I is a central section of F . 
nH nH ^ 
For the second application of 10.3, let a be any element of F and 
cp, 4; two endomorphisms of F which agree on F/F' , so a(p = for 
some element b of F' , Take C as the subgroup generated by a\\) and 
b , noting that again C ^ N^ . Now 10.3 yields that 
a^ (p = (acp)^  = E [a^ modulo 
so (p and \p agree on the element a B ^(F')N^ of the section 2^ 
=2'? 
considered in 10.4-. That section is generated by such elements (as group, 
not only as fully invariant subgroup), so we may conclude that 
10.5 if two endomorphisms of F agree on F/F' , they also 
2^ 7-1 
agree on 1 )iV 
Let d be the element of D defined by 
(.xy) = X y d , 
2^-1 
and let D be the fully invariant closure of d and B (F')iV^  in 1 2^ 
F . The next step is to prove that B^ - B . Clearly, B > B^ . We know 
that B (F)F'/F' = B (F/F') , so B (F)/Z) is free abelian of 
=2^ "2^ -2^ 2^ 
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rank 4 , and therefore it cannot be written as a proper homomorphic image 
of any 4-generator abelian group. Thus D = D^ will follow if we can 
establish that £ is a 4-generator abelian group. We already 
know, from 10.4, that it is abelian; we shall now show that it is generated 
by X D^, t D^ . To this end, it is clearly sufficient to show that 
the subgroup of ^ (.F)/D generated by these elements admits all 
1 
endomorphisms of F . This subgroup obviously admits all endomorphisms 
which merely permute or power the generators x ^  y, z ^  t . It also admits 
the endomorphism which maps x to xy and leaves y, z, t fixed: for, 
f 2^ U 2^ 1 this will map x D^ to (xy) D^ which is equal to x D^ y D^ by 
the definition of D^ . We know from 2.7 that each endomorphism of F will 
agree on F/F' with some composite of the endomorphisms just considered; 
hence it follows by 10.5 that our subgroup will admit it. This establishes 
that D^ = D . 
To reach our stated aim, it remains to prove that 
d = Ix, yT U^ modulo B 
At this point, one cannot avoid a complicated collection to find out just 
what d is. 
1 0 . 6 LEMMA. 
ixy)^^ = x^^y^'^ly, xtly, x, xflx, y, J/]"^ I uj" 
where 
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a = 
3 = 
2 s. y 
y = -
6 = 
e = 
= (mod 2^) , 
E 0 (mod , 
E 0 (mod , 
E 0 (mod , 
E (mod 2^-1) , 
(2^ 1 
_ 3 3 
- 2 4 
J. 0 \2%l] 4 
J 
+ z 
This confirms the claim concerning d ; the straightforward but 
tedious proof is omitted, as is the remaining detail which leads to our 
main result. 
00 
We.recall the convention 2 = 0 , and supplement it by the usual 
0° ± 1 = . It will be convenient to have the following shorthand 
available: [u'(l), v'(S); k', ^^ m', n'} S M will mean that 
u'(l), n' satisfy the conditions (7), (8), (9), (10) of 6.2; when 
s is a nonnegative integer, we write 2 W for (s, s; 0, 0, 1, 1) . 
10.7 THEOREM. The 2 '-isolated fully irwaviant subgroups of F are 
in one-to-one aorrespondenoe with the ordered l&-tuples 
iq; r- s; m(1), u(5), y(5); i; j; k, I, m, n) 
Which satisfy conditions (1), (2) of 6.1, (4), (5), (6) of 6.2, (11), (12), 
(13), (14) of 7.2, and the following. 
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(15) q, p, s are nonnegative integers or ^ ^ while 
(16) If q S 1 then r = 0 . 
(17) If r = 0 then the Vo-tuyle is 
iq-, 0; 0; 0, 0; 0; 0; 0, 0, 1, 1) . 
(18) If q > 2 and p > 1 then s < q - 1 , s < r ^ either 
s = 00 or < M J and 
either r ± q - 1 and u{l) < q - 2 and m(4) < r - 1 
or r = q and u{l) - q - 1 and i = 1 . 
(19) If i = 1 then 1 < u{l) < s < r < o° and 
(w(l), u(l), w(l)-l, M(l), M(l)-1, r-1, r-1; 1, 0, 0, o) < M 
(20) If J = 1 then 1 5 w(2) < s < °° and 5 M and 
ui2) > max{u(l)-l, w(3), m(4), m(5)+1} . 
The corresponding subgroup of F is the fully invariant closure of 
^q 2® 
a; , ly, a:] , [y, a;, s] 
r-1 ^u(l)-l)i 
[y, u^ [y, X, xl U 
and the elements listed in 8.4. It contains the subgroup corresponding to 
(q';...,n') if and only if q ^  q' , r ^  r' , s<s', 
fw'(l), .. n'] < M , and 
(21) if i' = 1 then 
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eithev p 5 r' - 1 and u{l) < u ' { l ) - 1 
or r = r' and nil) = u ' { l ) and i = 1 ; 
(22) if o' - 1 then 
either s < s' - 1 and u{2) < u'(2) - l 
or s = s' and u{2) = u'{2) and j = 1 . 
It follows, in particular, that the subgroup corresponds to 
(2; 2; 1; 1, 1, 0, 1, 0, 1, 0; 1; 0; 0, 0, 1, 0) . 
This has been compared and found to agree with the known structure of the 
Burnside group 4) (see, for instance. Hall [6]). The isolated fully 
invariant subgroups are readily identified as those with all parameters in 
{0, oo} except that when the middle group of seven parameters consists of 
zeros the last two parameters are ones. There is no problem in identifying 
the parameters of the isolator from the parameters of a subgroup, or in 
obtaining at least a crude upper estimate for the exponent of their quotient 
(if p is the sum of the finite parameters of the subgroup, will 
always do). It is implicit in our arguments that, given any subgroup by its 
parameters and any element of F , one can decide whether the element 
belongs to the subgroup, but to make this explicit and elaborate an 
algorithm is beyond the scope of this work„ 
Since each variety of nilpotent groups of class at most 4 is defined 
by its 4-variable laws (see 3M-.15 and 34.34 in Hanna Neumann's book [14]), 
the result we have reached is equivalent to determining all 2'-torsionfree 
varieties of nilpotent groups of class at most 4 . In view of [5], this 
completes the task of finding all varieties of nilpotent groups of class at 
most 4 . 
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APPENDIX 
We present here, without proof, algorithms for calculating the 
parameters of the intersection and of the product of two 2 '-isolated fully-
invariant subgroups of F , from the parameters of the two subgroups. It 
will be more convenient here to write the parameters of the subgroups X^ 
(a = 1, 2) as 
{ o i v i SI a , . . . , a \ " i ' , , ! ' , k ^ t . m . n ] , 
a' a ' a ' ' ^a' a' '^a' a' a ' a' a-' 
THE INTERSECTION ALG0RITHf4 
Step 1. Set q - max{(7^, q^}, g = maxlg-^^, g^} . 
Step 2. Set i = 1 if 
(i) either r > + 1 and a > a^ + 1 
or r = r^ and a = a^ and = 1 ; 
and (ii) either r > v^ + 1 and a > a^ + 1 
or r - and a = a^ and = 1 . 
Otherwise set i = 0 . 
Step 3. Set J = 1 if 
(i) either s > + 1 and b > b^ + 1 
or s = Sj^  and b = b^ and J^ " ^ ' 
and (ii) either s > s^ + 1 and b > b^ + 1 
or s = s^ and b = b^ and = 1 . 
Otherwise set j = 0 . 
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Step 4. Set 1 = 1 (respectively m = 1 ) if 
(i) either d > d^ + 2 and f > + 2 
or 
or 
+ Wj^  = 1 d = + 1 and / = + 1 and k^ 
d = d^ and f = fj_ and = 1 (respectively 
and (ii) either d > d^ + 2 and f > f^ + 2 
or d = d^ + 1 and f = f^ + 1 and k^ + m^ = 1 
or d = d^ and f = f^ and ^ ^  (respectively 
= 1 ) . 
Otherwise set 1=0 (respectively m = 0 ). 
Step 5. Set k = 1 if 
(i) I = m = 0 
and (ii) either d > d^ + 1 and f > f^ + 1 
or d = d^ and / = and /c^  + Z.^  + = 1 ; 
and (ii) either d > d^ + 1 and f > f^ + 1 
or d = d^ and f = f^ and k^ + + m^ = 1 . 
Otherwise set k = 0 . 
Step 6. Set n = 1 if 
(i) either e > e^ + 1 and g > g^ + 1 
or e = and g = g^ and n^ ^ = 1 ; 
and (ii) either e > + ^ 9 - 92 ^ 
or 6 = 0 2 and ^ = ^ 2 n2 = 1 . 
Otherwise set n = 0 . 
Step 7. The parameters of X^ n X^ are these q, r, .. ., n . 
THE PRODUCT ALGORITHM 
Step 1. For a = 1, 2 set 
r t -a 
a 
r -1 a 
and a' = a 
a a if i = 0 . a ' 
a -1 if i = 1 ; a a ' 
3' = a 
a 
s -1 a 
and b' = OL 
a if j' = 0 , a 
b -1 if J = 1 
d' a 
d a 
d -1 and f' = a a 
d - 2 a 
fa if ^^ = a 
/ -1 if k •'a a 
f -2 if t a a 
I = m = 0 , a a ' 
1 , 
1 ov m =1 a 
e' = a 
a 
e -1 a-
and q -
g a if n = 0 , 
if 
a 
n = 1 . a 
Step 2. Set q = q^ c - m m and otherwise 
r" = minfi'j^ , , ... , g" = min 
Step 3. Set i = 1 if 
(i) either r" < rj^  - 1 and a" < aj - 1 
or p" = r' and a" = a^ and = 1 \ 
(ii) either v" < r>' -1 and a" < a'^ - 1 
or r" - and a" = a^ and - 1 • 
Otherwise set i = 0 . 
84 
85 
Step 4. Set 3 = 1 if 
(i) either s" < - 1 and b" < - 1 
or s" = s^ and b" = b[ and = 1 ; 
(ii) either s" < s ' - 1 and b" < b' - 1 
or s" = s^ and b" = b^ and J^ = 1 . 
Otherwise set j = 0 . 
Step 5. Set 1=1 (respectively m = 1 ) if 
(i) either d" < d'^ - 2 and f" 5 /j - 2 
d" = d'^ - 1 and f" = _f^  - l and fe^ + + = 1 , or 
or d" = d'^ and f" = and 1^ = 1 [respectively 
= 1 ) , 
and (ii) either d" ^ d^ - 2 and f" 
d" = d' - 1 and f" = /Z - 1 and k^ + + m^ = 1 , o r U - a.^ s. iL<i J - J ^  J. u -x.^ I <^2 ' " ' 2 
and f" = f ^ and or d" = d!,  f   f  d = 1 (respectively 
m^ = l ] . 
Otherwise set 1=0 (respectively m = 0 ). 
Step 6. Set k = 1 if 
(i) I = m = 0 , 
(ii) either d" S d^ - 1 and 5 - 1 
or d" = and f" = f [ and k^ + + m^ = 1 
and (iii) either d" 5 - 1 and f" 
or d" = d^ and f" = f ^ and k^ + t^ + m^ = 1 . 
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Otherwise set k = 0 . 
Step 7. Set n = 1 if 
(i) either e" < - 1 and g" < g^ - 1 
'1 and g" = g^ or and n^ = 1 , 
and (ii) either e" 5 - 1 and g" < g^ - 1 
or 
Otherwise set n - 0 . 
and g" = g' and n^ = 1 . 
Step 8. Set 
and a = 
r"+l 
s = 
d = 
e = 
>tr 
and b = 
d" 
d"+l and f = 
d"+2 
a" if i = 0 , 
_a"+l if i = 1 ; 
b" if J = 0 , 
b"+l if J = 1 ; 
'f" if k=t=m = 0 , 
f"+l if fe = 1 , 
f"+2 if 1=1 or m = 1 , 
g" if n = 0 , 
and g = • 
g"+l if n = 1 
Step 9. The parameters of X^^ are these q, r, . .. , n . 
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Varieties of nilpotent groups of class four 
Patrick Fitzpatrick and L.G. Kovacs 
1. Introduction 
This is a report on the first and easy half of a project aimed 
at determining all varieties of nilpotent groups of class (at most) 
four. The initial step is to reduce the problem to two cases: varieties 
whose free groups have no nontrivial elements of odd order, dealt 
with in the first author's thesis [3], and varieties whose free groups 
have no elements of order 2, determined here. The main result is 
that the latter varieties form a distributive lattice (with respect 
to order by inclusion: this is not a sublattice of the lattice of all 
varieties of nilpotent groups of class at most 4) which may be 
given as follows. Let fi denote the set consisting of 0 and the 
odd positive integers partially ordered by divisibility (with the 
convention that 0 is the largest element of fi). Clearly, 
is a distributive lattice, with joins and meets being least common 
multiples and greatest common divisors. Consider the sublattice 
of the direct product of six copies of which consists of all 
the (a, b , c , d , e, f) such that 
b divides a , c is d or 3d and divides b , 
d is a common multiple of e and f , 
and if 3 divides a then 3d also divides a . 
This sublattice is 5somorphic to the lattice of all varieties of nilpotent 
groups of class at most 4 whose free groups have no elements of 
order 2 ; namely, (a, b, c, d, e, f) corresponds to the variety 
defined by the following laws: 
a r b r- c^ r- -id 
= [Xj^ , x^, x^, x^]® = CCx^, x^], [Xg, x^]]^ = [x^, x^, Xg, x^]®^ = 
tx^, X25 ' ~ ^  ' 
(All incompletely bracketed commutators are to be read as 
"left-normed": that is, [x^, x^, x^] = CCx^ ,^ x^], x^] , and so on.) 
All varieties of nilpotent groups of class at most 3 were 
known at least fifteen years ago (Jonsson [9], Remeslennikov [15]). 
A particularly sharp result of Gupta and Newman [4] on commutator 
laws led then, among other things, to Brisley's conclusive work 
[1], [2] on varieties of metabelian p-groups of class at most 
p + 1 , from which we derive the metabelian part of our result. 
On the other hand, varieties of nilpotent p-groups of class at 
most p - 1 have an elaborate theory, with the first significant 
result of Thrall [16] almost forty years old. The first comprehensive 
treatment in print is Kljacko's [10]. (He also asserted, without 
proof, the distributivity of the lattice of all varieties of 
3-groups of class at most 4: this is, of course, confirmed by 
our present results.) Only a small part of this theory is relevant 
in detail here, although that is used rather heavily: Section 2 
of the exposition [11]. 
There is also a parallel theory for torsionfree varieties of 
nilpotent gpoups ("tha-t: is, vaiple"ties whose free gi?oiips 3.VQ torsionfree), 
/ 
developed by Newman and the second author in 1958 but not published 
until recently [11], [12]. We need the fact, which must have been 
widely known for quite some time though the only reference seems 
to be [12], that there are precisely seven torsionfree varieties 
of nilpotent groups of class at most 4 . Six of them are obvious 
to pick: in the notation of Hanna Neumann's book [13], they are 
2 
E , A , N^, Ng, A n ^ , and ^ itself. The seventh was called E^ 
but left without defining laws in [12]; it was (also) identified there 
(2) 
as the variety generated by the torsionfree groups of JI^ n N^ ^ . 
Since then, it has come to our attention that the unpublished thesis 
[IM-] of Pentony contains a statement (pp 45-46, proof largely 
suppressed) to the effect that this variety is defined by the laws 
corresponding to our (0, 0, 0, 0, 1, 0). Let || , say, denote (2) 
the variety defined by these laws. Clearly, 
(2) 
so one can indeed conclude that ^ = Nj^  = provided one 
knows that H is torsionfree: but it is just this point which Pentony 
left without any hint of a proof. We show here (as 2.5) that the 
Gupta-Newman result (loc. cit.) quickly yields that the free groups 
of M have no nontrivial elements of odd order; then Lemma 3.2 of [3] 
gives (via the appropriate version of the Magnus-Witt argument 
elaborated in Section 3 of [11]) that these groups have no elements 
of order 2 either. This (confirms Pentony's claim and) establishes 
that N ^^^ n N is torsionfree and is defined by the laws corresponding 
=3 =4 
to (0, 0, 0, 0, 1 , 0): a much more satisfactory identification 
of the seventh torsionfree subvariety of ^ than those given in [12] 
We are greatly indebted to Dr M.F. Newman for a continuing 
exchange of ideas, over many years, on the background to this work. 
2. Sylow decomposition 
It is well known that each subvariety of ^ is defined by its 
4-variable laws (see 34.15 and 3M-.3M- in [13]), and that therefore 
our task is equivalent to finding all fully invariant subgroups in 
the rank 4 free group F of ^ . This is the setting we shall work 
in throughout the paper. 
For each fully invariant subgroup U of F , write 
UQ/U for the set of elements of finite order in F/U , 
U^/U for the set of elements of 2-power order in F/U , and 
U^,/U for the set of elements of odd order in F/U . 
As F/U is finitely generated and nilpotent, U^/U is a finite 
subgroup for each i in {O, 2, 2'} , and U^ is obviously fully 
invariant in F . It is immediate that 
2.1 U^ n U^, = U and U^U^, = U^ , 
while 
2.2 (U^)^ = U^ and (U^)^ = U^ whenever i j . 
Moreover, 
2.3 (U n V)^ = U^ n V^ ; in particular, if U < V then U^ 5 V^ . 
Here (U n V). 5 U. n V^ is obvious; the converse inclusion holds 
because w € U^ n v^ means that w^ e U and w" ^ V for suitable 
integers m , n, and then w'^" ^ U n V , We also need 
2.4 (UV)^ = ^"i^i^i • 
Again, (UV)^ < (U^V^)^ is obvious. To see the converse, note that 
U^V^/UV is a subgroup generated by elements of finite (or 2-power, 
or odd) orders in the nilpotent group F/UV , and hence consists 
of such elements. 
Now let A denote the lattice of all fully invariant subgroups 
of F , and put A. = {U € A | U. = U} . Thus for instance A 
1 
consists of the 2-isolated fully invariant subgroups: that is, of 
the fully invariant U such that F/U has no elements of order 2. 
Each A^ is partially ordered by inclusion, and is a lattice with 
respect to this partial order: by 2.2 and 2.3, the meet of U 
and V in A. is iust U n V , while their join in A. is (UV), 
1 1 1 
Thus A. is a sublattice of A if and only if (UV). = UV for 
all U, V in A. : we shall see in 2.6 that this is the case 
' 1 
when i is 2' but not when i is 0 or 2 . 
Consider the following diagram of maps. 
U U^ 
U A A^ V 
W WQ 
By 2.2, the diagram commutes and all four maps are surjective. By 
2.3 and 2.4, all the maps are lattice-homoTnorphisms. (Consequently, 
the A^ are modular, because A is.) We therefore also have 
a lattice'homomorphism of A into the direct product lattice 
^2 ^ ^2' U !-»- (U^, U^,) . The first statement of 2.1 
implies that this homomorphism is an embedding. If (V, W) lies 
in its image then V^ = W^ by the commutativity of the diagram; 
conversely, if (V, W) € A^ x A^, and V^ = W^ then 2.2 and 2.3 
show that (V, W) is the image of V n W and hence lies in the image 
of A . (In technical terms: A is the subdirect product of A^ and 
A^, defined by the pullback diagram above.) Thus if we know 
^2 \ ' reconstruct A . In this sense, 
the study of all fully invariant subgroups is reduced to the 
separate studies of the 2-isolated fully invariant subgroups and 
the 2'-isolated fully invariant subgroups. 
The role a fully invariant subgroup U plays in the lattice 
A is not the only thing, perhaps not even the most important thing, 
we want to know about it. We are certainly interested, for instance, 
in finding a finite defining set for U (that is, a finite subset 
of which it is the fully invariant subgroup closure), for such a 
set (with the class 4 law adjoined) will give a finite basis for the 
laws of the corresponding variety. Our reduction gives U in terms 
of U^ and U^, , as U^ U^, ; and, in general, there is no known 
procedure for obtaining a defining set for the intersection V n w 
of two fully invariant subgroups from defining sets of V and W . 
So it is relevant to observe that there is such a procedure when 
(V, V<) ^  A^ X ' ~ ' Pi^ ovided we have upper estimates 
for the (odd) exponent of V^/V and the (2-power) exponent of W^/W 
Namely, suppose that the subsets R and S define V and W 
respectively, and that V^/V 6 (with n odd) and W^/W ^ B • 
Let U be the fully invariant subgroup closure of the set T 
defined by 
T = {r^ I r € R} u {s" I s € S} . 
As V^, = (V^)^, = VQ = WQ = (W2,)2 = W^ (by 2.2 and the 
assumptions on V, W), the indices of V and W in this subgroup 
are coprime, so VW = V^ = W^ . It follows that 
VQ/V n W = (V/V n w) X (w/V n W) and V/V n W W /W ^ B ^ , 
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W/V n W VQ/V 6 B^ . Hence T c V n W , so U < V n W . On the 
other hand, the elements of R have 2-power orders modulo U , so 
V/U is generated by (endomorphic images of) elements of 2-power 
order in the finitely generated nilpotent group F/U , and therefore 
V/U has 2-power order. Similarly, W/U has odd order. Thus 
(V/U) n (W/U) = 1 , that is, V n W = U . This proves that T 
defines V o W . Note that if R and S are finite, so is T . 
Our aim in the rest of the paper is therefore to determine 
the lattice A^ of all 2-isolated fully invariant subgroups -V 
of F ; to identify, for each V , its "isolator" V^ ; to give 
a finite defining set for each V and an upper estimate for the 
exponent of V^/V . 
Before we embark on this task, there are two other points 
to settle: the claim made in the introduction concerning A^ , and the 
assertion earlier in this section that of the A^ only A^, is a 
sublattice of A . Six members of A^ are well knovm: F itself; 
the commutator subgroup F' ; the other nontrivial terms of the lower 
central series, namely ^ ( F ) which we rarely have to refer to, and 
^^(F) which we need frequently and denote by N to save writing too 
much; the second commutator subgroup F" ; and the trivial subgroup 
1 . Let {x, y, z, t} be a free generating set of F , and M the 
fully invariant subgroup defined by the (left-normed) commutator 
[y, X, X, y] ; we know from [12] that M^ is the seventh and last 
member of A^ , with M^ < N and M^ n F"= 1 . A result of Gupta 
and Newman [4] may be applied to F/MF" , and yields that N/MF" 
4 4 has exponent dividing 4 : that is, N < MF" (where N is the 
subgroup of the abelian group N consisting of the fourth powers 
of the elements of N ). Thus M^ < MF" M^ = M(F" n M^) = M 
(where we have used the modularity of A ). It follows that 
M^, = M . By Lemma 3.2 of [3], read via an obvious adaption of 
Section 3 of [11], we have that M^, is isolated: thus 
M = M2 = M2, = MQ . 
This settles the first point. 
From this discussion, we also need (MF")^ = (MF")^ = N 'and 
(MF")^, = MF" towards the second point. As further preparation, 
we establish that MF" N . The (standard) wreath product of a 
group of order 2 by an elementary abelian group of order 8 is 
a well-known example: a 4-generator metabelian group which is 
nilpotent of class precisely 4, in which all 2-generator subgroups 
have class at most 3 (compare 34.54 of [13]). Thus F does have 
homomorphisms onto this group, and the kernel of such a homomorphism 
must contain MF" but cannot contain N . We are now ready to prove 
the following. 
2.6 For U, V € A^ we have (UV)^ i- UV if and only if i 2' 
and either U^ = M , V^ = F" or U^ = F" , V^ = M . 
Suppose first that U^ and V^ satisfy one of the alternative 
conditions: then U V 5 U ^ V ^ = MF" . By 2.4, we have ( U V ) ^ = ( ^ ^ V Q ) = N 
As the nontrivial 2-group N/MF" is a factor group of ( U V ) Q / U V , 
neither ( U V ) Q / U V nor ( U V ) 2 / U V can be trivial. On the other 
hand, if also U, V ^ A^, then by 2.2 we have U^ = U^, = V^ , 
so 2.4 yields (UV)^ = " " " ^ " ' 
thus ( U V ) Q / U V is a 2-group and ( U V ) ^ , = UV . If U ^ and V ^ 
do not satisfy either condition, then they are comparable: for, 
on inspecting the seven elements of A^ one finds that M, F" is 
the only incomparable pair. Say, U^ S V^ . Then 
( U V ) Q = ^ " O ^ O ^ O "" ^ ^ ^ ^ ^ ^ ^ ^ ^ ( U V ) Q / U V is a factor 
group of V Q / V . Now V € A^ gives that ( U V ) Q / U V is trivial or 
a 2'-group or a 2-group, according as i is 0 or 2 or 2' , so 
that also UV € A^ , that is, (UV)^ = UV . This completes the 
proof of 2.5. 
A moment's reflection shows that this, with (MF")^ = N = (MF")^ > 
settles everything: A^, is, but A^ is not, a sublattice of A ; 
while AQ is a sublattice of A^ , but not of A , nor of A^, . 
3. Distributivity 
The aim of this section is to prove that A^ is distributive. 
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It is this fact, more than anything else, which makes the description 
of A^ so much easier than the case of A^, dealt with in [3]. 
Since F' is of class 2, it is easy to see that for each 
k" odd prime power p the ^ ^-subgroup of any subgroup A of F' P 
k is just the set of all p th powers of elements of A ; accordingly, 
k 
we shall denote it by A^ instead of the more cumbersome B , (A) . = k P 
The situation for F itself is not quite so simple: there we do, 
k 
emphatically, distinguish between the set of p th powers denoted 
k by F^ and the subgroup ) they generate. Our first 
P 
preliminary result shows that even this distinction is irrelevant 
when the odd prime p is not 3 , and provides a (necessarily) 
weaker but for our purposes adequate variant when p = 3 . 
k 
3.1 If p is a prime and p > 3 , then B ^ (F) = F^ , while 
Proof. The first statement holds not only for F but for 
every nilpotent group of class less than p , and is familiar in 
the context of regular p-groups. We shall only sketch a proof for 
the less familiar second claim. To this end we temporarily abandon 
F and work in an infinite rank free group G of ^ , freely 
generated by x^ ,^ x^, ... . For k > 0 , put 
~ 1' ^ 2 
The Hall-Petrescu Identities (III.9.4 in Huppert [8]) readily 
yield that there is an element v^ in ^^(G) for which 
11 
gk+l 3k+l 3k+l 3k 
Induction on n rapidly establishes the existence of elements u n 
in G and v^ in ^(G) such that 
3k+l gk-M 3k+l 3k-M 3k 
X- ... X = U V 1 2 n n n 
3 
As the subgroup of G generated by u^ and v^ has class at most 
2, a straightforward calculation within that subgroup then yields 
3k-M 3k+l 3k-M 3 3 3^ 
and this proves our claim. 
One more piece of folklore before we can start in earnest: 
if p is an odd prime then there is no fully invariant subgroup of 
F strictly between F" and (F")^ . This is proved for p = 3 
in the (unpublished part of the) thesis [5] of Harris (pp 73-74) 
by an argument which works equally well when p > 3 . For p > 3 
it can, of course, also be extracted from the classification of 
varieties of groups of exponent p and class less than p , in which 
context one relies on the fact that even the automorphism group of 
F acts irreducibly on F'VCF")^ , as a quotient of GL(4, p) . 
It follows then that if f is an odd integer and p is a 
prime divisor of f , there is no fully invariant subgroup of F 
strictly between (F")^^^ and (F")^ . We take this one step 
further. 
3.2 If V € A^ and 1 < V 5 F" then V = (F")^ for some 
12 
odd positive integer f . 
Proof. Since 1 < V 5 F" , also 1 < V^ 5 F" ; as F" is 
minimal in A^ , we have V^ = F" . By 2.2, the assumption V ^ A^ 
gives VQ = (¥2)2, = V^, , so V has odd index in F" . Let f 
denote the (exact) exponent of F'VV . If V/(F")^ is nontrivial, 
it has an element of some odd prime order p . As F" is free 
abelian, all elements of order p in F"/(F")^ lie in , 
so (F")^ < V n 2 . By the preceding discussion 
this implies that V n (F")^^^ = (F")^^^ , so V > (F")^^^ : 
contrary to the choice of f as the exact exponent of F"/V . 
Therefore V/(F")^ must be trivial. 
A similar argument will give us the following. 
3.3 If V C A^ and F" < V 5 N then V = N®F" for some 
odd positive integer e . 
Proof. All we need to establish is that if p is an odd prime 
then there is no fully invariant subgroup of F strictly between 
N^F" and N . As F/N is torsionfree, 3.1 ensures that 
B 2(F) N N < N^ , so by the modular law B 2(F)NPF" N N = N^F" . 
P P 
Put H = F / ^ • natural homomorphism of F onto' H 
would map a fully invariant subgroup of V strictly between N^F" 
and N to a fully invariant subgroup of H strictly between 1 
and N (H) . However, H is a free group of a variety of O 
metabelian p-groups of class at most M-, with N^CH) of exponent 
p , so one can read off Brisley's classification of such varieties 
(from [1] if p > 3 , from [2] if p = 3) that no fully invariant 
13 
subgroup of H can lie strictly between 1 and N-(H) . This 
—3 
completes the proof. 
We shall need much more detail from Brisley in the end, but 
this much will suffice in this section. Before we start on the 
proof of the distributivity of A^ , we must recall a little more of 
the structure of N . Of course, N is free abelian on the basis 
consisting of the basic commutators of weight M- (formed with 
respect to the ordered free generating set {x, y, z, t} of F , 
say); by Witt's Formula, there are 60 of these. Direct inspection 
shows that precisely 15 of them are not left-normed: those lie 
in F" . In fact they (freely) generate F" : for, by a theorem 
of Magnus (36.32 in Neumann's [13]), the cosets of the other 45 form 
a free abelian basis of N/F" . 
We are now ready to prove the distributivity of A^ , along 
the lines of Section 2 of [11]. The reader is invited to check that 
the arguments described there can be adapted to prove that if 
U, V e A^ then the sublattice of A^ generated by U, V, and 
N, is distributive: so A^ is a subdirect product of its sublattices 
{W 6 A^ 1 W > N} and {W ^ A^ | W < N} . 
The first of these is also a sublattice of A (on account of 2.6), 
and so dual to a sublattice of the lattice of all varieties of 
nilpotent groups of class at most 3 : hence it is distributive. 
It remains to prove the distributivity of the second lattice. To 
this end, it is sufficient to show that if U, V € A^ and 
U, V < N then the sublattice of A generated by U, V, and F" , 
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is distributive. Indeed, once this is established we can argue that 
{W € A^ I W < N} is a subdirect product of {W C A^ | W < F"} 
and {W € A^ | F" 5 W 5 N } , and 3.2, 3.3 show that each of these 
is dual to the distributive lattice described in the introduction. 
Imitate Section 2 of [IJ)] once more: if the sublattice generated by 
U , V , F" in {W € A^ I W < N} were not distributive, one could 
deduce that F" and N/F" had (End F)-admissible, nontrivial, 
2-torsionfree sections which were (End F)-isomorphic. This is 
impossible: f o r , by 3.2 each nontrivial, (End F)-admissible section 
of F" is the direct product of 15 pairwise isomorphic cyclic groups, 
while by 3.3 the same holds for N/F" with 45 in place of 15. 
This completes the proof of the distributivity of A ^ • 
4. Meetirreducibles 
Since F is a finitely generated nilpotent group, it has no 
infinite properly ascending chains of subgroups. As in any 
distributive lattice with such a chain condition, each element of 
A^ has a unique expression as an irredundant meet of meetirreducible 
elements; a n d , indeed, the lattice can be reconstructed from the 
poset of its meetirreducible elements. The aim of this section'is 
to determine that poset for A^ . 
If V € A^ and V^/V is not a p-group for any prime p , 
then V has a proper meet decomposition ^ ~ ^ ^p 
Vp/V the nontrivial Sylow p-subgroups of V^/V . If V^/V has 
exponent p'^ (> 1 ) for some (odd) prime p then one sees from 
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3.1 that B n VQ 2 B^  k^^O^ ~ ^ modular law gives 
P P 
a meet decomposition V = V n ^  ,(F)V which is proper unless U — K+J. P 
^(F)V = V or, equivalently, V = F . Thus the meetirreducibles Ktx U P 
of A^ outside A^ all have prime-power index in F . Those 
which contain F" correspond to joinirreducible varieties of 
metabelian p-groups of class at most 4-, and hence are known from 
Brisley's work (see especially the summing up in the first 
paragraph of page 51 of [2], from which it is an elementary exercise 
to identify them). 
Thus we have narrowed down the real task of this section to the 
consideration of meetirreducibles V of prime-power index in F , 
with V ^ F" . For each odd prime power p ( 1) , put 
B(p^) 
We shall prove that 
( r ' ) I ^^ P = 3 , 
3 
B ^(F) if p > 3 . 
P 
4.1 each B(p^)M is meetirreducible, with 
k k. 4.2 B(p^)M n F" = (F')P , 
and conversely: if V is a meetirreducible with prime-power index 
• k 
in F and V ^ F" , by 3;'2 we have V n F" = (F")^ for some odd 
prime power p , and then 
4.3 V = B(p'')M . 
We shall use modularity (Dedekind's Law) so frequently that 
we must do so without reference. Occasionally we appeal to the 
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distributivity of , without formally writing joins in A^ : in 
those cases the relevant joins are simply products, because 2.6 
applies favourably. 
Let us start with the proof of 4.2. As F/F' is torsionfree, 
k ^ 3.1 yields that B(p )M n F' = (f')^ M (regardless of whether 
k k 
p = 3 or p > 3) . Since F'/F" is torsionfree, (F')^ n F" = (F")^ 
Using also the distributivity of A^ , we can then argue that 
k V ^ B(p )M n F" = B(p^)M n F' n F" = (F')^ m n F" = 
^k k 
= C ( F ' n F"][M n F"] = (F")^ . 
Next we prove 4.3, but this takes much longer; for the duration 
k k of this proof, write simply B for B(p ) where p is defined 
k 
by V n F" = (F")P . The distributivity of A^ , together with 
4.2, gives that k 
VBM n VF" = V(BM n F") = V(F")^ = V . 
As VF" > V and V is meetirreducible, we must have VBM = V : 
that is, 
4.4 V > BM . 
Assume for the moment that 
4.5 V < BN . 
We have seen that N/MF" is a 2-group, while (by the definition 
of B) F/BMF" is of odd order, so we must have N 5 BMF" and 
hence N = (B n N)MF" . Therefore, by 4.4, 
k 
V n N = V n ( B n N)MF" = (B n N)M(V n F") = (B n N)M(F")P , 
so 4.2 gives that V n N = (B n N)M . Thus if 4.5 is true then, 
using 4.4 again, we get 
V = V n BN = B(V n N) = B(B n N)M = BM , 
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and this is what we are trying to establish. 
The proof of 4.5 proceeds by contradiction. Suppose it is false; 
then, by 4.4, we have VN > BN . Now, VN and BN are verbal subgroups 
of F corresponding to varieties of nilpotent groups of class at 
most 3, and all such varieties are well known. In particular, the 
variety corresponding to BN is joinirreducible, and its unique 
k-1 
maximal subvariety is defined by the extra law [x , x , x = 1 . 
k-1 2 1 1 
It follows that [y, x, x]^ = vw for some v in V and w in N . 
Consider the endomorphisms a and 6 of F which leave x, z, and 
t unchanged while ya = [z, y] and y5 = 1 . Note that a and 
6 agree on N : for a basic commutator of weight -four is mapped to 
1 or left fixed by a depending only on whether y does or does 
not occur among its entries, and the same is true for 6 . We have 
that (v6)(w6) = 1 , for [y, x, x]6 = 1 ; hence 
[z, y, X, x]^ = (vw)a = (va)(wa) = (va) (w6) = (va)(v6) € V . 
On the other hand, 
k-1 
[y, X, X, z]^ = [vw, z] = [v, z] ^ V . 
Since the fully invariant subgroup closure of [z, y, x, x] and 
& 
[y, X, X, z] in F is N (Heineken [6]; III.6.9 in Huppert [8]), 
k-1 k 
it follows that N^ 5 V . This contradicts V n F" = (F")^ , 
and thereby completes the proofs of 4.5 and 4.3. 
We have left the proof of 4.1 to the last. Consider the 
expression of B(p^)M as a meet of meetirreducibles V(l), ..., V(n) . 
^ 1 Then (F")P = B(p )M n F" = Q (V(i) n F") . By 3.2, the fully i 
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k 
invariant subgroup of F between (F")^ and F form a chain, so 
k 
we must be able to choose j so that V(j) n F" = (F")^ 
Then V(j) is a meetirreducible which is not isolated, hence by the 
introductory discussion of this section it must have prime-power 
index in F ; as it does not contain F" , 4.3 applies to it: hence 
V(j) = B(p )M . This completes the proof of 4.1. 
All that remains is to add in the meetirreducibles from A 
0 
and the meetirreducibles one obtains from Brisley (loc. cit). The 
result is that A^ has precisely the following meetirreducible elements; 
F, F', N^CF), N, F", M, 
B ^(F)F', B j^(F)N^(F), B ^(F)N with p > 3 , k > l , 
P P ' P 
B^^(F)F", B j^(F)M with p > 3, k > 1, and 
P P 
B B ^(F')F", B with k > l . 
3 3 3 3 3 3 
Obviously, two of these subgroups are comparable if and only if that 
is directly visible from the way we have written them. 
5. Conclusion 
Our final task is to prove the main result stated in the 
introduction. Note that this result will achieve the aims we set 
in Section 2. For, if V € A^ and we change to 1 each nonzero 
entry of the corresponding (a, b, c, d, e, f) , we get another 
admissible set of parameters; the subgroup U corresponding to 
this lies in A^ , and the exponent of U/V divides the product 
of the original nonzero parameters: so V^ is this U , and 
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we do have an estimate on the exponent of V^/V . 
We shall make use of a simple fact from lattice theory (see, 
for instance, §21 of Hermes [7]): in a distributive lattice which 
satisfies the ascending chain condition, each element can be written 
in one and only one way as the meet of pairwise incomparable 
meetirreducibles. 
To fit our context, let y denote the dual of fi , and A the 
dual of the sublattice of described in the introduction: thus 
6 6 A is a sublattice of y , and we shall never refer to or fi 
again. Define : l}^ 'A hy (a, b, c, d, e, f)(p = U where U 
is the fully invariant subgroup of F generated as such by 
x^, [y, x]^, [y, X, z]^, [y, x, x]^, [y, x, x, y]^, [[t, z], [y, x]]^, 
ef 
and [t, X, y, z] . What we have to prove amounts to the claim 
that restriction of cp yields a lattice-isomorphism A A^ . In 
fact, we shall also obtain the inverse of this lattice-isomorphism. 
Define : A^ , U Uip = (a, b, c, d, e, f) by choosing 
a as the order of xU in F/U (or as 0 if that order is infinite), 
b as the order of [y, x]U in F/U , and so on. Our full claim is 
that ip maps A^ (lattice) isomorphically onto A , and 
is the identity map on A^ • 
The first step of the proof is to note that by its definition 
(p is a poset-homomorphism, and that ip is even a meet-homomorphism 
(as the order of an element of F modulo U n V is the least 
commom multiple of its orders modulo U and V) . 
The second step is to check that y^ cp e A^ ; that is, that if 
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(a, b, c, d, e, f)(p = U then U^ = U . This is done case by case, 
according to which is the first (if any) nonzero entry in 
(a, b, c, d, e, f) . Take, for instance, the case a = b = c = 0 5^d, 
when [y, x, x]^ 6 U < ^ ( F ) . Let A/U be the fully invariant 
subgroup of F/U defined by [y, x, x]U : since this element has 
odd order (dividing d), |a/u| is odd. On the other hand, 
N 2 ( F ) /A has exponent dividing 3, so | N 2 ( F ) / u | is odd, and hence 
U € A^ . The other cases are very much easier; we leave them to 
the reader. 
• 
c Henceforth we may, and shall, regard (p as a map from y to 
For the third step, note that g # > g for all g in y® , 
simply by the definitions of cp and ip , and that UijJcp < U for 
all U in A^ . The second claim needs only that M®(F")^ < U 
implies N^^ < U : this holds because (MF")^^ 5 M®(F")^ so 
N/M®(F")^ has exponent dividing 4ef (recall N^ 5 MF") while 
N/N n U has no element of order 2. Thus > Uif; by the first 
comment, while < Uijj by the second comment and the 
order-preserving nature of ijj : so we have that 
ipcpip = ^  . 
Let r denote the set of the meetirreducible elements of A^ 
(listed at the end of the previous section). Our fourth step is 
to prove that Fijj cz A and ipcp acts identically on T . For the 
V in r with F/V of prime-power order and V > F" , which we 
took from Brisley's work, this has (at least implicitly) been 
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done by Brisley. For the V in T n A^ , this is simply a matter 
of inspection. For the other V in F , we know from M-. 3 that 
V = B(p )M ; put Vip = (a, b, c, d, e, f) . Direct from the 
definitions of B(p ) and , we see that 
Vip > 
, k+1 k k k k. _ w , 3 , 3 , 3 , 1 , 3 ) if p = 3 
(^P , P , P , P , 1, P ) if p > 3 . 
Thus e = 1 ; from 4.2, we know that f = p^ . As to the other 
V 
parameters, use that ij; respects order, that B(p )N > V , and 
that [B(p is known from Brisley (or indeed from the facts 
on varieties of nilpotent groups of class at most 3); and conclude 
that the inequality displayed above is in fact an equality. It is 
then immediate that Vi|; € A and Vi|;cp = V . 
The fifth step is left to the reader: determine all the 
meetirreducibles in A , and verify that the set they form is precisely 
rip . 
The proof of the main result can now be completed quickly. 
Since generates A as a meet-semilattice and is a 
meet-homomorphism, A^^ = A . Since cp and ip are poset-homomorphisms 
and is the identity map on T , their restrictions to Tij; and 
r are poset-isomorphisms. If we can establish that 4i(p is the 
identity map, the same argument will now give that and the 
restriction of cp to A are poset-isomorphisms, and it is well 
known that all poset-isomorphisms of lattices are lattice-isomorphisms. 
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For the final step, suppose that Uipcp U for some U in A^ : 
all we have to do is to show that this leads to a contradiction. 
Write Uif^ cp = fl V(i) and U = (1 W(j) with the V(i) pairwise 
i j 
incomparable elements of V , and the W(j) also pairwise 
incomparable elements of T . As Uipcp ^ U , the set of the V(i) 
is not the set of the W(j) . Since acts as poset-isomorphism 
from r to the set of meetirreducibles in A , the V(i)ip from a 
set of pairwise incomparable meetirreducible elements in A , and 
the form a different set of pairwise incomparable 
meetirreducible elements. Yet, because is a meet-homomorphism and 
= f , 
n v(i)i|^ = = uii; = n . 
i i 
This contradicts the uniqueness of expressions as meets of pairwise 
incomparable meetirreducibles in A (which obviously satisfies the 
ascending chain condition), and so completes the proof. 
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