Unambiguous discrimination is a strategy to the discrimination problem that identifies the state with certainty, leaving a possibility of undecidability. This paper points out that the optimal success probability of unambiguous discrimination is mathematically the well-known semidefinite programming problem. A family of lower bounds of the optimal success probability is also given. Unambiguous discrimination is one of the most important strategies to the problem of quantum state discrimination ͓1͔. It describes the situation that a quantum system is secretly prepared in one of the finite known states, and we hope to identify the state which the system is actually in. Sometimes we prefer the requirement that once a result is reported, it must be true. This kind of discrimination is conventionally called unambiguous discrimination, and we sometimes call the success probability the efficiency of the discrimination. Unambiguous discrimination was first considered by Ivanovic ͓2͔, and then by Dieks ͓3͔ and Peres ͓4͔, all of which focused on the two-state case. The optimal efficiency they got is 1Ϫ͉͗p͉q͉͘, later known as IDP-limit, where p and q are the two states to be distinguished. Jaeger and Shimony in ͓5͔ extended the result by augmenting unequal a priori probabilities to the two states. Peres and Terno ͓7͔ gave a discussion of the three-state case, but unfortunately, they did not give an explicit expression as the result. A more interesting and important extension is the general n-state case. In ͓8͔ Chefles showed that only linearly independent states can be unambiguously discriminated. Chefles and Barnett also considered a special case, known as equally probable symmetrical states, in ͓9͔. For the general n-state discrimination, Duan and Guo gave a beautiful equivalent condition to the efficiency of the discrimination ͓10͔. In a rather recent paper ͓11͔, Zhang, Feng, and Sun gave a neat upper bound for the optimal success probability of the n-state case. But what is the problem in a mathematical sense? This paper points out that the problem of success probability of unambiguous discrimination is the semidefinite programming ͑SDP͒ problem-a well-known mathematical problem. We first give a different proof from the one in ͓10͔, and then present a brief introduction of the SDP problem. Finally, we show a family of lower bounds for the optimal efficiency ͓6͔.
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In what follows, we assume that a quantum system is secretly prepared in one of the states ͉ 1 ͘,͉ 2 ͘,...,͉ n ͘, which are linearly independent vectors in m-dimensional Hilbert space where mуn. We shall discriminate the states by a general measurement. A general measurement is a set of lin-
Without loss of generosity, we can further consider a mea-
with certainty that the system is originally in the state ͉ i ͘; if outcome 0 occurs, the identification fails to give a report. We begin with Lemma 1, which intuitively reduces the original problem to the discrimination within the subspace spanned 
then Ṽ n has the dimensionality less than or equal to n. So any linear operator f :Ṽ n →V n mapping a orthonormal basis of Ṽ n to a set of orthonormal vectors in V n preserves the norm of
And what is more, for all ͉͘V n , we have
which indicates that I n Ϫ⌺ iϭ1 n M i † M i is positive and concludes the proof.
For a diagonal matrix ⌫ϭdiag͕␥ 1 ,␥ 2 , . . . ,␥ n ͖, we say a measurement ͕M i :iϭ0,1, . . . ,n͖ can unambiguously dis-*Email address: sun -x -m@hotmail.com † Email address: yingmsh@tsinghua.edu.cn criminate states ͉ 1 ͘,͉ 2 ͘,...,͉ n ͘ with efficiency ⌫ if 
which just says XϪ⌫ is positive.
It should be noted that this result has been got by Duan and Guo in ͓10͔. They derived the result from the fact ͓12͔ that a general measurement on system A can be represented by a unitary operation U on the composite system ABP, succeeded by von Neumann's measurement on probe P. Here we do not introduce the auxiliary system and consider the problem by a general measurement. The two ways are equivalent, and our lemma can serve as another proof of the problem.
In the rest of the paper, we give a family of lower bounds to the optimal mean efficiency, i.e., ⌺ iϭ1 n p i ␥ i . We denote the ith largest eigenvalue of A by i (A), 1 (A)у 2 (A)уӯ n (A). Theorem 1. For any qϭ(q 1 ,...,q n ), q i Ͼ0 (i ϭ1, . . . ,n), ϭ n "diag͑ͱq 1 ,...,ͱq n ͒Xdiag͑ ͱq 1 ,...,ͱq n ͒…⌺ iϭ1 n p i /q i , is a lower bound of the optimal mean efficiency ⌺ iϭ1 n p i ␥ i . In particular, n (X) is a lower bound.
Proof. We write i for i "diag(ͱq 1 ,...,ͱq n )Xdiag(ͱq 1 ,...,ͱq n )….
If we let 
Following the definition of i we have 1 у¯у n , and it follows that i Ϫ n у0. This indicates XϪ⌫у0 is positive.
In particular, if we let qϭ(1, . . . ,1), then it follows that n (X) is a special lower bound.
Note that when
ϭ1Ϫ͉͗ 1 ͉ 2 ͉͘, which coincides with the IDP limit.
We conclude the paper with some remarks about the mathematical problem reduced in Lemma 2. Mathematically this is a well-known minimal trace problem. The general form is as follows: It is easy to see that the problem of maximizing the optimal mean efficiency just belongs to the second one. Both the two have been studied for about two decades ͓13͔, and have applications in many areas. There are even web sites and softwares for numerical computation, all of which can directly serve as numerical solutions for our unambiguous discrimination problem. 
