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Abstract
We propose profile quasi-maximum likelihood estimation of spatial autoregressive models that
are partially linear. The rate of convergence of the spatial parameter estimator depends on some
general features of the spatial weights matrix of the model. It has a
√
n-rate of convergence and
normal limiting distribution, say, when each unit is only influenced by a few neighboring units so
that elements of the spatial weights matrix are not vanishing as the sample size increases. It has
a slower rate of convergence when all elements of the spatial weights matrix tend to zero as the
sample size goes to infinity. In either case the estimators of other finite-dimensional parameters
in the model have the regular
√
n-rate of convergence and the estimator of the nonparametric
component is consistent but with diﬀerent restrictions on the choice of bandwidth parameter.
Monte Carlo simulations verify our theory and indicate that our estimators perform well in finite
samples.
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1 Introduction
Since Paelinck coined the term “spatial econometrics” in the early 1970s to refer to a set of methods
that explicitly deals with spatial dependence and spatial heterogeneity, the field has grown rapidly. The
books by Cliﬀ and Ord (1973), Paelinck and Klaassen (1979), Anselin (1988), Cressie (1993), Anselin
and Florax (1995) contribute significantly to the development of the field. For a recent survey on the
subject, see Anselin and Bera (2002).
Among the class of spatial models, spatial autoregressive (SAR) models on lattices have attracted
huge attention. Various methods have been proposed to estimate the SAR models, which include the
method of maximum likelihood (ML) by Ord (1975) and Smirnov and Anselin (2001), the method of
moments (MM) by Kelejian and Prucha (1999, 2006), and the method of quasi-maximum likelihood
estimation (QMLE) by Lee (2002b, 2004). A common feature of these methods is that they are all
developed to estimate finite dimensional parameters in the SAR models which are frequently assumed
to be linear. When an unknown infinite dimensional parameter is present (e.g., the regression function
is of unknown form), there lacks of guidance on the estimation and inference process.
In this paper, we consider spatial autoregressive (SAR) models on lattices when the regression func-
tion is partially specified, motivated by the following considerations. First, as was argued in Paelinck
and Klaassen (1979, pp. 6-9), econometric relations in space result more often than not in highly
non-linear specifications. It has well been documented in the literature that many economic variables
exhibit nonlinear relationships. For example, economic inequality is associated with economic growth
through an inverse-U shaped Kuznets curve. Recent study also suggests an inverse-U relationship be-
tween economic growth and environmental quality even when the spatial eﬀect is accounted for (see
Rupasingha et al., 2004). Ignoring the potential nonlinear relationship in spatial dependence models
often results in inconsistent estimation of the parameters of interest and misleading conclusions.
Second, while most econometric analysis and empirical studies using the SAR models ignore poten-
tial nonlinear functional forms, there have been some considerations of flexible functional forms in the
literature that try to take into account certain form of nonlinearities in the models. See, for example,
van Gastel and Paelinck (1995), Baltagi and Li (2001), Pace et al. (2004), Yang et al. (2006). Most
of these papers introduce a parametric transformation (e.g., Box-cox transformation) on the response
variable or/and regressors. Nevertheless, parametric functional form transformation can at most pro-
vide certain protection against some specific nonlinear forms. In the absence of a priori information
and theoretical foundation, it is generally advisable to consider more flexible functional forms.
Third, as nonparametric techniques advance, more and more researchers find out the advantage of
nonparametric and semiparametric methods in modeling nonlinear economic relationships (see, e.g.,
Yatchew, 1998). Recent researches have started addressing the importance of nonparametric modeling
in spatial econometrics. For example, in modelling hedonic housing price, Gress (2004) introduced two
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semiparametric spatial autocorrelation models and compare them with a variety of competing paramet-
ric spatial models. He found that the semiparametric models oﬀer more accurate and stable estimates
of the regression parameters and better out-of-sample predictions than do the alternative parametric
models. Basile and Gress (2004) proposed a semiparametric spatial auto-covariance specification of
the growth model for the European economy and found that nonlinearities are important in regional
growth in Europe even when the spatial dependence is controlled for. As a result, assuming a common
linear relationship between economic growth and inputs is misleading.
Fourth, as Robinson (1988) remarked, a correctly specified parametric model aﬀords precise infer-
ences, a badly misspecified one, possibly seriously misleading ones, whereas nonparametric modeling is
associated with both greater robustness and lesser precision. So an intermediate strategy is to apply a
semiparametric form, among which partially linear models are widely used.
In this paper we extend the work of Lee (2004) and consider estimating the parameters in partially
linear SAR models by the profile QMLE method. When the error term has a known density form,
Staniswalis (1989) proposed estimating the nonparametric regression function by maximizing the local
log-likelihood. In the case of unknown error density, we can apply the idea of quasi-maximum likelihood
(QML). Because we have both parametric and nonparametric components in our regression function,
we first concentrate out the nonparametric component by expressing the nonparametric component
as certain function of the parametric component and the data. Then we estimate the parametric
component and recover the nonparametric component after that. Consequently, we term our estimator
as a profile QML estimator. Like Lee (2004), our parametric component includes the spatial parameter,
the coeﬃcient of the linear part of the regression function, and the variance of the error term. Because
the parametric component is of finite dimension, it is also called the finite dimensional parameter in
the literature.
Like Lee (2004), the rates of convergence of the estimators for the finite dimensional parameters
depend on some general features of the spatial weights matrix of the model. The estimator of the spatial
parameter may indeed have a
√
n-rate of convergence and normal limiting distribution. Nevertheless,
under some circumstances, the estimator has a slow rate of convergence for some parametric components
of the model, say when all elements of the spatial weights matrix tend to zero as the sample size goes
to infinity. In the former case, the nonparametric component can be estimated consistently at the
conventional nonparametric convergence rate. But this is not true in the latter case where more
stringent conditions on the spatial weights matrix and the bandwidth parameter are required to gain
consistency of the estimators for both the parametric and nonparametric components.
It is worth mentioning that the semiparametric models of Gress (2004) and Basile and Gress (2004)
are special cases of our models. We can also apply our model to examine many other well-known
nonlinear relationships in economics, including the relationship between economic inequality and eco-
nomic growth, the relationship between economic growth and environmental inequality, the relationship
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between education and wages, etc.
The paper is structured as follows. In Section 2 we introduce the partially linear SAR model and
the profile QMLE approach to estimate the finite and infinite dimensional parameters in the model.
We make a set of assumptions in Section 3. In Section 4 we study the asymptotic properties of the
profile QMLE estimators when the information matrix is nonsingular and the parametric component
can be estimated at the regular
√
n-rate. In Section 5 we study the asymptotic properties of the profile
QMLE estimators when the information matrix is singular and some of the parametric component can
only be estimated at a slower rate. We conduct Monte Carlo simulations to check the performance of
the proposed estimator in Section 6. Final remarks are contained in Section 7. All technical details are
relegated to the Appendix.
Like Kelejian and Prucha (2001), we adopt the following notation and conventions. For a matrix
An, we denote its norm as kAnk = [tr (AnA0n)]1/2 and the (i, j)th element of An as an,ij . Similarly, for
a vector an, an,i denotes its ith element. An analogous convention is adopted for matrices and vectors
that do not depend on the index n, where n is frequently suppressed. We say An is uniformly bounded
in absolute value if sup1≤i≤n,1≤j≤n |an,ij | < ∞. We say An is uniformly bounded in row sums (resp.
column sums) if sup1≤i≤n
Pn
j=1 |an,ij | ≤ ca <∞ (resp. sup1≤j≤n
Pn
i=1 |an,ij | ≤ ca <∞).
2 Partially Linear Spatial Autoregressive Models and Profile
QMLE
In this paper we investigate estimation of the spatial autoregressive models:
Yn = Xnβ0 +m0(Zn) + ρ0WnYn + Un, (2.1)
where Xn ≡ (xn,1, ..., xn,n)0 and Zn ≡ (zn,1, ..., zn,n)0 are n × p and n × q matrixes of regressors,
respectively,Wn is a specified constant n×n spatial weight matrix, Un ≡ (u1, ..., un)0 is an n-dimensional
vector of i.i.d. disturbances with zero mean and finite variance σ20, m0(Zn) ≡ (m0(zn,1), ...,m0(zn,n))
0 ,
and m0 (.) is an unknown function defined on R
q
. Let θ0 =
¡
β00, ρ0, σ20
¢0
be the true finite dimensional
parameter vector. Denote Tn (ρ) = In − ρWn for any value of ρ. It follows that
Yn = T−1n (Xnβ0 +m0(Zn) + Un) , (2.2)
provided Tn ≡ Tn (ρ0) is nonsingular.
Let Un (δ) = Yn −Xnβ −m0(Zn)− ρWnYn, where δ =
¡
β0, ρ
¢0 . In case for which m0 (.) is missing
from the definition of Un (δ) , Lee (2002b, 2004) proposes maximizing the Gaussian quasi log likelihood
logLn (θ) = −
n
2
log (2π)− n
2
logσ2 + log |Tn (ρ)|− 1
2σ2
Un (δ)
0 Un (δ) , (2.3)
where θ =
¡
β0, ρ, σ2
¢0 .
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Since m0 (
.) is present in eq. (2.1) , we propose estimating θ by the following two step procedure:
(i) Estimate m0 (z) for fixed θ, denote the resulting estimator as mθ (z) ; (ii) Plug in mθ (z) into Un (δ)
in (2.3) , and obtain the QMLE estimator bθ for θ and meθ (z) for m0 (z) .
To estimate m0 (z) for fixed θ in the first step, we generalize the approach of Staniswalis (1989) for
likelihood-based estimation and use a method that might be called profile quasi-maximum likelihood
estimation (QMLE). We give asymptotic analysis based on the local polynomial procedure. See Fan
(1992) and Fan and Gijbels (1996) for discussion on the attractive properties of local polynomials.
Let K (.) denote a kernel function on Rq and h = hn a bandwidth sequence. Set Kh (z) =
h−qK (z/h) . Let Y ∗n (ρ) = Tn (ρ)Yn and denote its jth element as Y
∗
n,j (ρ) . For the data set {Yn,Xn, Zn} ,
the r-th order local polynomial regression of Y ∗n,i (ρ)− x0n,iβ on zn,i can be obtained from maximizing
the following profile likelihood criterion:
Qn(α (z)) ≡ n−1
nX
i=1
Kh (zn,i − z) logϕσ2
⎛
⎝Y ∗n,i (ρ)− x0n,iβ −
X
0≤|j|≤r
αjh−|j|(zn,i − z)j
⎞
⎠ , (2.4)
where ϕσ2 (.) is the pdf for a normal density with zero mean and finite variance σ2. Here and below,
we use the notation of Masry (1996): j = (j1, ..., jq), |j| =
Pq
i=1 ji, z
j = Πqi=1zi and
P
0≤|j|≤r =Pr
k=0
Pk
j1=0 ...
Pk
jq=0
j1+...+jq=k
. For |j| = 0, 1, ..., r, αj ≡ αj(z) corresponds to the scaled coeﬃcient of (zn,i − z)j
in the rth order Taylor expansion of m0 (zn,i) around z, i.e., αj = (h|j|/j!)∂|j|m0(z)/(∂j1z1..., ∂jqzq),
where j! ≡ Πqi=1ji!. Further, let α (z) = (α0 (z) , α1 (z)
0 , ..., αr (z)
0), where αl (z) is a collection of all the
parameters αj(z) with |j| = l (0 ≤ l ≤ r) in the lexicographical order (with highest priority to last posi-
tion so that (0, 0, ..., l) is the first element in the sequence and (l, 0, ..., 0) is the last element). Denote the
maximizer of (2.4) as αθ (z) = (α0,θ (z) , α1,θ (z)
0 , ..., αr,θ (z)
0)0, where, for given θ, αl,θ (z) is the collec-
tion of the estimators αj,θ of αj with |j| = l in the lexicographical order. Let Nl = (l+q−1)!/(l!(q−1)!)
be the number of distinct q-tuples j with |j| = l (l = 0, 1, ..., r+1). Then αθ (z) is an N×1 vector, where
N =
Pr
l=0Nl. In the special case r = 1, we have the local linear procedure so that the above nota-
tion can greatly be simplified: α (z) = (α0 (z) , α1 (z)
0
)0 = (α(0,0,...,0) (z) , α(0,0,...,1) (z) , ..., α(1,0,...,0) (z))0
because αl (z) is a collection of aj (z) with |j| = l (l = 0, 1); N = N0 +N1 = 1 + q.
Given θ, the maximizer αθ (z) of (2.4) can be obtained by
αθ (z) = argmin
α
³
Y ∗n (ρ)−Xnβ −
−→
Z (z)α
´0
Kh (z)
³
Y ∗n (ρ)−Xnβ −
−→
Z (z)α
´
, (2.5)
where Kh (z) =diag(Kh (zn,1 − z) , ...,Kh (zn,n − z)),
−→
Z (z) = (
−→
Z 1 (z) , ....,
−→
Z n (z))
0
and
−→
Z i (z) is a
collection of h−|j|(zn,i − z)j (|j| = 0, 1, ..., r) in the lexicographical order. For example, if r = 1, then
−→
Z i (z) = (1, (zn,i − z)0 /h)0. In general, the first element in αθ (z) represents the profile likelihood
estimate of m0 (z) given θ and thus we denote it as mθ (z) . Define the smoothing operator by Sn (z) =
[
−→
Z (z)0Kh (z)
−→
Z (z)]−1
−→
Z (z)0Kh (z) . Then
αθ (z) = Sn (z) (Y ∗n (ρ)−Xnβ) . (2.6)
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In particular, the estimator for m0 (z) is given by
mθ (z) = s (z)
0 (Y ∗n (ρ)−Xnβ) , (2.7)
where s (z)0 = e0Sn (z) , and e = (1, 0, ..., 0)
0
is an N × 1 vector.
When r = 0, αθ (z) reduces to mθ (z) , and we obtain the local constant (or equivalently Nadaraya-
Watson) estimator used by Robinson (1988). Nevertheless, it is well known that the bias of the local
constant estimator is higher for z near the boundary than for z away from the boundary. One needs to
use either a “trimming” scheme (e.g., Robinson, 1988), or some weight functions (e.g., Li and Stengos,
1996) to avoid the random denominator problem in the local constant estimation. So in the following
we restrict ourselves to the case where r ≥ 1.
In the second step, we consider maximizing the following profile likelihood
logLn (θ,mθ (Zn)) = −
n
2
log (2π)− n
2
logσ2 + log |Tn (ρ)|
− 1
2σ2
(Tn (ρ)Yn −Xnβ −mθ (Zn))0 (Tn (ρ)Yn −Xnβ −mθ (Zn)) , (2.8)
where mθ (Zn) = (mθ (zn,1) , ...,mθ (zn,n))
0
.
Let Sn = (s (zn,1) , ..., s (zn,n))0. From the quasi log likelihood function (2.8) , given ρ, the QMLE of
β is bβ (ρ) = [X 0n (In − Sn)0 (In − Sn)Xn]−1X 0n (In − Sn)0 (In − Sn)Tn (ρ)Yn, (2.9)
and the QMLE of σ2 is
bσ2 (ρ) = 1
n
h
(In − Sn) (Tn (ρ)Yn −Xnbβ (ρ))i0 h(In − Sn) (Tn (ρ)Yn −Xnbβ (ρ))i
=
1
n
Y 0nTn (ρ)
0 (In − Sn)0Mn (In − Sn)Tn (ρ)Yn, (2.10)
whereMn = In−(In − Sn)Xn[X 0n (In − Sn)
0 (In − Sn)Xn]
−1
X 0n (In − Sn)
0 . The concentrated log like-
lihood function of ρ is
logLcn (ρ) = −
n
2
(log (2π) + 1)− n
2
logbσ2 (ρ) + log |Tn (ρ)| . (2.11)
The QMLE bρ of ρ maximizes the concentrated likelihood (2.11) . The QMLEs of β and σ2 are bβ (bρ)
and bσ2 (bρ) respectively. Let bθ = ³bβ0,bρ, bσ2´0 . A by-product of the above procedure is
bα (z) ≡ αeθ (z) = Sn (z)³Y ∗n (bρ)−Xnbβ´ , (2.12)
the profile QMLE for the unknown function m0 (z) and its scaled partial derivatives up to order r. We
will study the asymptotic properties of bθ and bα (z) in subsequent sections.
3 Assumptions
To provide a rigorous analysis of the QMLE, we assume the following basic regularity conditions.
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Assumption 1. (i) (xn,i, zn,i) , i = 1, ..., n, are nonstochastic regressors that are uniformly bounded
on X ×Z. (ii) There exist some functions mj (z) over Z such that for all 1 ≤ i ≤ n and 1 ≤ j ≤ p,
xn,ij = mj (zn,i) + ηij , (3.1)
and the real sequences {ηij ≡ ηn,ij} satisfy
lim
n→∞
n−1
nX
i=1
ηiη
0
i = ΦX,X (3.2)
and
lim sup
n→∞
1
n1/2 logn
max
1≤l≤n
°°°°°
lX
s=1
ηjs
°°°°° <∞ (3.3)
for any permutation (j1, ..., jn) of (1, ..., n) , where xn,ij is the jth element of xn,i (i.e., xn,i =
(xn,i1, ..., xn,ip)
0
), ηi ≡ ηn,i =
¡
ηi1, ..., ηip
¢0 , ΦX,X is a positive definite matrix, and k.k denotes
the Euclidean norm. (iii) mj (.) , j = 0, 1, ..., p, are (r+1)-times continuously diﬀerentiable and their
(r+1)th partial derivatives are Lipschitz continuous of order one. (iv)There exists a positive density
function f (.) such that
lim
n→∞
1
n
nX
i=1
v (zn,i) =
Z
v (z) f (z) dz (3.4)
for any bounded continuous function v (.) . f (.) is bounded away from zero on Z.
The fixed bounded design assumption in Assumption 1(i) is made for several reasons. First, it
parallels that of Kelejian and Prucha (1998, 1999, 2001, 2006), Lee (2002a, 2002b, 2004) and Lin and
Lee (2006). Second, it allows us to avoid the use of trimming factors (e.g., Robinson, 1988). Like the
aforementioned literature, we allow the fixed regressors to depend on n. This is important since Xn
or Zn can include columns like WnXn. By writing ηij ≡ ηn,ij and ηi ≡ ηn,i, we explicitly allow for
triangular array η0ijs. This is important since it is possible to have mj (zn,i) ≡ 0 and ηij ≡ ηn,ij = xn,ij .
Nevertheless, we will suppress the dependence of η0is on n for notational simplicity. Assumption 1(ii)
parallels Assumption 1 of Gao (1995) and Assumption 1.3.1 ii) of Ha¨rdle et al. (2000) who considered
only scalar design. If {ηi}ni=1 were i.i.d. with mean zero and finite variance-covariance matrix ΦX,X ,
then we could think that Assumption 1(ii) holds with probability one. Assumption 1(iii) is standard in
the literature on local polynomial estimation. As in Linton (1995), Assumption 1(iv) does not preclude
{zn,i}ni=1 from being generated by some random mechanism. For example, if z0n,is were i.i.d. with
density f (.) , then (3.4) holds with probability one. So even though we focus on the fixed regressor
case, our analysis holds with probability one if {xn,i, zn,i}ni=1 are generated randomly, and in this case,
we can interpret our analysis as being conditional on {xn,i, zn,i}ni=1 .
Assumption 2. {ui}ni=1 are i.i.d. with mean zero and variance σ20. E
³
|u1|4+
´
< ∞ for some
 > 0.
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Assumption 2 rules out heteroscedasticity. When heteroscedasticity is present in the linear spatial
autoregressive (SAR) models, the QMLE of Lee (2004) is generally inconsistent. For this reason,
Kelejian and Prucha (2006) and Lin and Lee (2006) explore the GMM estimation of the linear SAR
models with heteroscedasticity.
Assumption 3. (i) The elements wn,ij of Wn are at most of order l−1n , denoted by O (1/ln) ,
uniformly in all i, j. As a normalization, wn,ii = 0 for all i. (ii) The ratio ln/n → 0 as n goes to
infinity. (iii) The matrix Tn is nonsingular. (iv) The sequences of matrices {Wn} and
©
T−1n
ª
are
uniformly bounded in both row and column sums. (v) There exists ϑ ∈ [0, 1) such that ln = O
¡
nϑ
¢
.
Assumptions 3(i)-(iv) concern the essential features of spatial weights matrix and they parallel
Assumptions 2-5 of Lee (2004). Assumption 3(i) is always satisfied if {ln} is a bounded sequence. We
allow {ln} to be divergent but at a rate smaller than n as specified in Assumption 3(ii). Assumption
3(iii) guarantees that (2.1) has an equilibrium given by (2.2) . Kelejian and Prucha (1998, 1999, 2001)
and Lee (2004) also assume Assumption 3(iv) which limits the spatial correlation to some degree but
facilitates the study of the asymptotic properties of the spatial parameter estimators. By Horn and
Hohnson (1985, p. 301), limsupn kρ0Wnk < 1 is suﬃcient to guarantee that T−1n is uniformly bounded
in both row and column sums. As Lee (2004) remarked, this assumption ensures that the variance
of Yn are bounded as n → ∞. Assumption 3(v) is a little bit stronger than Assumption 3(ii) and is
assumed to facilitate the presentation in the proof.
Assumption 4.
©
T−1n (ρ)
ª
are uniformly bounded in either row or column sums, uniformly in ρ
in a compact convex parameter space ∆. The true ρ0 is an interior point in ∆.
By Lee (2002b, Lemma A.3), Assumption 3(iv) implies
©
T−1n (ρ)
ª
are uniformly bounded in both
row and column sums uniformly in a neighborhood of ρ0. Assumption 4 restricts the parameter space ∆
to be compact and thus rules out the case where ∆ = (−1, 1). As a referee kindly remark, one can relax
the compactness of ∆ to establish the global consistency of our estimator but that is beyond the scope
of our study. As Kelejian and Prucha (2006) noted, in the existing literature related to the Cliﬀ-Ord
models, the spatial weights matrix Wn is typically assumed to be row-normalized (say, to avoid the
singularity of In−ρWn) so that the parameter space ∆ for ρ is taken to be the interval (−1, 1) and the
spatial parameter is assumed not to depend on the sample size. Nevertheless, row-normalization may
lead to misspecified model unless some theory suggests so. For this reason, Kelejian and Prucha (2006)
allow all of the model parameters to depend on the sample size. To save space, we refer the readers to
Kelejian and Prucha (2006) for more discussions on the parameter space.
Assumption 5. (i) The kernel function K (.) is a continuous symmetric density with compact
support on Rq. (ii) h ∝ n−1/δ for some δ > 0 such that nh2q →∞, and nh4(r+1) → 0.
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Assumption 5 concerns the kernel and bandwidth sequence. It is pretty standard in the nonpara-
metric literature for local linear estimation. As Hall et al. (1999) remarked, the requirement that K is
compactly supported in Assumption 5(i) can be removed at the cost of lengthier arguments used in the
proofs, and in particular, Gaussian kernel is allowed. Assumption 5(ii) requires that r > q/2−1.When
q ≤ 3, we can simply choose r = 1 and apply the local linear procedure. When q ≥ 4, higher order local
polynomial is required. Nevertheless, due to the “curse of dimensionality”, we do not expect large q in
practice.
To proceed, let Gn = WnT−1n and Rn = Gn (Xnβ0 +m0 (Zn)). Then c1 ≡limn→∞tr(Gn) /n <∞,
and c2 ≡limn→∞tr
³³
Gn +G
0
n
´
Gn
´
/n <∞ by Lemma A.5 and Facts 1-2 in the appendix, which also
implies the existence of the following limits under Assumption 1:
ΦX,R ≡ lim
n→∞
n−1
nX
i=1
ηi
nX
j=1
gn,ijη0jβ0 and ΦR,R ≡ limn→∞n
−1
nX
i=1
⎛
⎝
nX
j=1
gn,ijη0jβ0
⎞
⎠
2
.
We next make a high level assumption.
Assumption 6. k(In − Sn)Gnm0 (Zn)k2 = O(nh2(r+1) + h−q).
Assumptions 6 is a high level assumption which can be justified by assuming that z0n,is are i.i.d.
random variables with finite variance, whereO(nh2(r+1)) results from the squared bias by approximating
Gnm0 (Zn) by SnGnm0 (Zn) and O(h−q) reflects the variance of the approximation. In a fixed design
partially linear model, Speckman (1988) made similar higher level assumption which is justifiable by
treating the regressors as being generated randomly. See, e.g., Assumptions (e)-(f) of Speckman (1988)
and the discussions thereafter. In the special case where mj (zn,i) ≡ 0, Assumption 6 is automatically
satisfied.
Assumption 7. ΦR,R − Φ0X,RΦ−1X,XΦX,R > 0.
Assumption 7 requires implicitly that the generated regressors GnXnβ0 and Xn, deviated from their
nonparametric projection onto Zn, are not asymptotically multicollinear. It is a suﬃcient identification
condition of θ0. By (A.4), ΦR,R = 0 and ΦX,R = 0 if ϑ > 0. So Assumption 7 implicitly requires that
ln = O (1) , that is, elements of Wn cannot tend to zero uniformly as n increases to infinity.
As Lee (2004) remarked, the set of regressors GnXnβ0 and Xn, deviated from their nonparamet-
ric projection onto Zn, can be linearly dependent under some circumstances, e.g., if β0 = 0 or the
columns of GnXnβ0 lying in the space spanned by the columns of Xn. In some cases GnXnβ0 and
Xn are linearly independent in finite samples but they become asymptotically multicollinear (e.g.,
Case, 1991). This means that limn→∞n−1 (GnXn)
0
(In − Sn)0Mn (In − Sn)GnXn = 0. In this case, we
replace Assumption 7 by:
Assumption 7∗. ΦR,R − Φ0X,RΦ−1X,XΦX,R = 0.
Denote
σ2p,n (ρ) = n
−1σ20tr
©
T 0−1n T
0
n (ρ)Tn (ρ)T
−1
n
ª
. (3.5)
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When Assumption 7∗ holds, the parameter ρ0 can be identified in terms of the concentrated quasi-log
likelihood when {ln} is bounded. This is stated in the next assumption.
Assumption 8. The sequence {ln} is bounded and for any ρ 6= ρ0,
lim
n→∞
½
1
n
log
¯¯¯
σ20T
−1
n
¡
T−1n
¢0 ¯¯¯− 1
n
log
¯¯¯
σ2p,n (ρ)T
−1
n (ρ)
¡
T−1n (ρ)
¢0 ¯¯¯¾ 6= 0.
Like Lee (2004), under Assumption 7∗, Assumption 8 implies that limn→∞ n−1tr(CsnCs0n ) 6= 0, where
Cn = Gn−
¡
n−1tr (Gn)
¢
In and Csn = Cn+C 0n. The latter condition is necessary for the
√
n-consistency
and asymptotic normality of the QMLE bθ under Assumption 7∗, see Lemma 4.2 below.
4 Asymptotic Properties: The Regular Case
In this section we first discuss the consistency and asymptotic normality of bθ and then the asymptotic
normality of bα (z) .
4.1 Asymptotic Property of bθ
From (2.1) and (2.2) , we obtain the reduced form equation of Yn
Yn = Xnβ0 +m0 (Zn) + ρ0Gn (Xnβ0 +m0 (Zn)) + T
−1
n Un (4.1)
because In + ρ0Gn = T−1n , where Gn = WnT−1n . The above equation is frequently used in later
derivation.
DefineQn (ρ) = maxβ,σ2 E [logLn (θ,mθ (Zn))] . The optimal solutions of this maximization problem
are
β∗ (ρ) = [X 0n (In − Sn)
0
(In − Sn)Xn]
−1
X 0n (In − Sn)
0
(In − Sn)Tn (ρ)T−1n (Xnβ0 +m0 (Zn)) , (4.2)
and the QMLE of σ2 is
σ∗2 (ρ) =
1
n
E
©
[(In − Sn) (Tn (ρ)Yn −Xnβ∗ (ρ))]0 [(In − Sn) (Tn (ρ)Yn −Xnβ∗ (ρ))]
ª
=
1
n
E
©
Y 0nTn (ρ)
0
(In − Sn)0Mn (In − Sn)Tn (ρ)Yn
ª
=
1
n
{m0 (Zn) + (ρ0 − ρ)Rn}0 (In − Sn)0Mn (In − Sn) {m0 (Zn) + (ρ0 − ρ)Rn}
+
σ20
n
tr
©
T 0−1n T
0
n (ρ)Tn (ρ)T
−1
n
ª
. (4.3)
Consequently, we have
Qn (ρ) = −
n
2
(log (2π) + 1)− n
2
logσ∗2 (ρ) + log |Tn (ρ)| . (4.4)
To show the consistency of bθ, we follow Lee (2002b) by identifying ρ0 based upon the maximum value
of {Qn (ρ) /n} and showing the uniform convergence of {logLcn (ρ)−Qn (ρ)} /n to zero on ∆.
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Theorem 4.1 Under Assumptions 1-7 or Assumptions 1-6, 7∗ and 8, θ0 is globally identifiable and bθ
is consistent with θ0.
Next, we derive the asymptotic distribution of bθ by using a Taylor expansion of ∂logLn(bθ)/∂θ at
θ0. Let Pn = (In − Sn)0 (In − Sn) . The first order derivatives of n−1/2logLn (θ) at θ0 are
1√
n
∂logLn (θ0)
∂β
=
1
σ20
√
n
X 0nPn (m0 (Zn) + Un) ,
1√
n
∂logLn (θ0)
∂ρ
=
1
σ20
√
n
R0nPnUn +
1
σ20
√
n
©
U 0nG
0
nPnUn − σ20tr (Gn)
ª
+
1
σ20
√
n
(WnYn)
0 Pnm0 (Zn)
1√
n
∂logLn (θ0)
∂σ2
=
1
2σ40
√
n
©
U 0nPnUn − nσ20
ª
+
1
2σ40
√
n
©
m0 (Zn)
0 Pnm0 (Zn) + 2m0 (Zn)
0 PnUn
ª
.
By Lemmas A.7 and A.8 in Appendix A, (1/
√
n)A0nPnm0 (Zn) = oP (1) for An = Xn, m0 (Zn) , Un
and WnYn. Consequently, we have
1√
n
∂logLn (θ0)
∂β
=
1
σ20
√
n
X 0nPnUn + oP (1) ,
1√
n
∂logLn (θ0)
∂ρ
=
1
σ20
√
n
R0nPnUn +
1
σ20
√
n
©
U 0nG
0
nPnUn − σ20tr (Gn)
ª
+ oP (1) ,
1√
n
∂logLn (θ0)
∂σ2
=
1
2σ40
√
n
©
U 0nPnUn − nσ20
ª
+ oP (1) .
It follows from Assumptions 1-5 and Lemmas A.5-A.8 that
E
∙
1
n
∂logLn (θ0)
∂θ
∂logLn (θ0)
∂θ0
¸
=
⎛
⎜⎜⎜⎜⎜⎜⎝
1
σ20n
X 0nPnPnXn
X0nPnPnRn
σ20n
+
μ3X
0
nPndiag(G
0
nPn)
σ40n
μ3
2σ60n
X 0nPndiag(Pn)
∗
R0nPnPnRn
σ20n
+
2μ3R
0
nPndiag(G
0
nPn)
σ40n
+
(μ4−3σ40)
Sn
i=1 g
2
n,ii
σ40n
+
tr(G0n(G0n+Gn))
n
μ3
2σ60n
R0nPndiag(Pn)
+
(μ4−3σ40)tr(Gn)
σ40n
+ tr(Gn)σ40n
∗ ∗ 1
2σ40
+
μ4−3σ40
4σ80
⎞
⎟⎟⎟⎟⎟⎟⎠
+o (1) ,
which is a symmetric matrix with gn,ii being the (i, i)th element of Gn and μj = E(u
j
1), j = 3 and 4. To
get the above result, we have used the facts that E (U 0nAnUn) = σ
2
0tr(An) , and E (U
0
nAnUnU
0
nBnUn) =¡
μ4 − 3σ40
¢Pn
i=1 an,iibn,ii+ σ
4
0[tr(An)tr(Bn) +tr(AnBn)+tr(AnB
0
n)].
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The expected Hessian matrix is given by
−E
∙
1
n
∂2logLn (θ0)
∂θ∂θ0
¸
=
⎛
⎜⎜⎜⎝
X0nPnXn
σ20n
X0nPnRn
σ20n
X0nPnm0(Zn)
σ40n
∗ R
0
nPnRn
σ20n
+
tr(G2n)+tr(G0nPnGn)
n
tr(G0nPn)
σ20n
+
R0nPnm0(Zn)
σ40n
∗ ∗ - 1
2σ40
+ tr(Pn)σ40n
+
m00(Zn)Pnm0(Zn)
σ60n
⎞
⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎝
1
σ20
ΦX,X 1σ20ΦX,R 0
1
σ20
Φ0X,R
1
σ20
ΦR,R + c2 c1σ20
0 c1σ20
1
2σ40
⎞
⎟⎟⎟⎠+ o (1) ≡ Σθ + o (1) . (4.5)
It is easy to verify that
E
∙
1
n
∂logLn (θ0)
∂θ
∂logLn (θ0)
∂θ0
¸
= Σθ +Ωn,θ + o (1) , (4.6)
where
Ωn,θ =
⎛
⎜⎜⎜⎝
0
μ3X
0
nPndiag(G
0
nPn)
σ40n
μ3X
0
nPndiag(Pn)
2σ60n
∗ 2μ3R
0
nPndiag(G
0
nPn)
σ40n
+
(μ4−3σ40)
Sn
i=1 g
2
n,ii
σ40n
μ3R
0
nPndiag(Pn)
2σ60n
+
(μ4−3σ40)c1
σ40n
∗ ∗ μ4−3σ
4
0
4σ80
⎞
⎟⎟⎟⎠ .
Before we state the next theorem, we first prove a lemma.
Lemma 4.2 Under Assumptions 1-7 or Assumptions 1-6, 7∗ and 8, Σθ is positive definite.
With the above lemma, we can state the second main result in this section.
Theorem 4.3 Under Assumptions 1-7 or Assumptions 1-6, 7∗ and 8,
√
n
³bθ − θ0´ d→ N ¡0,Σ−1θ +Σ−1θ ΩθΣ−1θ ¢ ,
where Ωθ = limn→∞Ωn,θ.
Remark 1. As in Lee (2004), the asymptotic results in Theorems 4.1 and 4.3 are valid under the
two sets of conditions. In either case, the sequence {ln} is bounded so that c1 is generally nonzero and
Σθ is usually not a block diagonal matrix in (4.5). When Un is normally distributed, Ωn,θ = 0. Even in
this case, the estimators (bβ0 , bγ)0 and bσ will be generally asymptotically dependent.
Remark 2. To make statistical inference on θ0, we need to estimate Ωθ and Σθ consistently. Letbun,i = yn,i−x0nibβ−bρPnj=1wn,ijyn,j − bm (zn,i) , where bm (z) is the first element in bα (z) and yn,i is the
ith element of Yn. We can estimate σ20, μ3, μ4 consistently by the sample moments of bun,i. We denote
these estimators as bσ2, bμ3, and bμ4, respectively. Then we can estimate Ωθ consistently by bΩn which
equals Ωn,θ with σ20, μ3, μ4, Gn, Rn and c1, being replaced by bσ2, bμ3, bμ4, bGn, bRn and bc1 respectively.
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Here bGn =Wn(In−bρWn)−1, bRn =Wn(Xnbβ+ bm (Zn))−1, bc1 =tr( bGn)/n, and the ith element of bm (Zn)
is given by bm (zn,i) . It is standard to show that bΩn is consistent with Ωθ. Similarly, we can estimate
Σθ consistently by
bΣn =
⎛
⎜⎜⎝
X0nPnXn
eσ2n
X0nPn eRn
eσ2n 0
X0nPn eRn
eσ2n
X0nPn eRn
eσ2n +
tr( eG2n+ eG0nPn eGn)
n
ec1
eσ2
0 ec1eσ2
1
2eσ4
⎞
⎟⎟⎠ .
4.2 Asymptotic Normality of bα (z)
To study the asymptotic property of bα (z) , we denote the true value of α (z) in (2.4) as α0 (z) , an N×1
vector that is a collection of m0 (z) and its scaled partial derivatives up to rth order. Also, we arrange
the Nr+1 elements of the derivatives
(Djm0)(z) ≡
1
j!
∂|j|m0(z)
∂j1z1..., ∂jqzq
(4.7)
(|j| = r + 1) as a column vector m(r+1)0 (z) in the lexicographical order. Then we have the following
theorem.
Theorem 4.4 Under Assumptions 1-7 or Assumptions 1-6, 7∗ and 8, if nh2(r+1)+q → c0 ∈ [0,∞),
then
√
nhq
³bα (z)− α0 (z)− hr+1Π−1Bm(r+1)0 (z)´ d→ N ¡0, σ20Π−1ΓΠ−1/f (z)¢ , (4.8)
where Π, Γ and B are defined in (Matrix) in the Appendix.
Remark 3. Theorem 4.4 tells us that bα (z) is asymptotically normally distributed as if the finite
dimensional parameters θ =
¡
β0, ρ, σ2
¢0
is known. In particular the estimator for m0 (z) and that for
its partial derivatives have diﬀerent rates of convergence (see the definition of α0 (z)). In the special
case where r = 1, Π and Γ reduce to
Π =
⎛
⎝ 1 0
0
0
R
Rq uu
0K (u) du
⎞
⎠ , Γ =
⎛
⎝
R
Rq K (u)
2 du 00
0
R
Rq uu
0K (u)2 du
⎞
⎠ . (4.9)
(4.9) implies that the estimator for m0 (z) is asymptotically independent of the estimator for its first
order partial derivatives. Furthermore, the asymptotic normal distribution given by Theorem 4.3
can be used to calculate pointwise confidence intervals for m0 (z) and its derivatives. To do so, we
only need to estimate m(r+1)0 (z) and f (z) consistently given the fact that B, Π and Γ can be calcu-
lated once K (.) is chosen and that σ20 can be estimated consistently by bσ2. It is easy to show thatbf (z) = (1/nhq)Pni=1K ((zn,i − z)/h) → f (z) . To estimate m(r+1)0 (z), one can use a higher order
local polynomial regression of yn,i − x0nibβ − bρPnj=1 wn,ijyn,j on zni. The procedure is standard in the
nonparametric literature and we omit it for brevity.
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5 Asymptotic Properties: The Irregular Case
When limn→∞ln =∞, Σθ is singular. The singularity of the information matrix aﬀects the convergence
rate of the estimators. This is true because when limn→∞ln = ∞, (1/n) logLcn (ρ) is rather flat in ρ
and the convergence of (1/n) (logLcn (ρ)−Qn (ρ)) to zero is too fast to be useful. Nevertheless, we
follow Lee (2004) and demonstrate that with a properly adjusted rate,
(ln/n) [(logLcn (ρ)− logLcn (ρ0))− (Qn (ρ)−Qn (ρ0))]
p→ 0 uniformly in ∆. (5.1)
We consider the situation in which
lim
n→∞
(ln/n)R0n (In − Sn)
0Mn (In − Sn)Rn = c, where 0 ≤ c <∞. (5.2)
In this case, it is natural to assume that elements of (In − Sn)Rn are of uniform order O
¡
1/
√
ln
¢
,
implying that elements of Mn (In − Sn)Rn are also uniformly O
¡
1/
√
ln
¢
by Fact 2 and Lemma A.5 in
the appendix. We make the following assumption.
Assumption 9. The sequence {ln} is a divergent sequence, elements of (In − Sn)Rn have the
uniform order O
¡
1/
√
ln
¢
, and (5.2) holds. Under this situation, either (i) c > 0, or (ii) if c = 0,
lim
n→∞
½
ln
n
log
¯¯
σ20T
−1
n T
0−1
n
¯¯
− 1
n
log
¯¯
σ2p,n (ρ)T
−1
n (ρ)T
0−1
n (ρ)
¯¯¾ 6= 0 whenever ρ 6= ρ0.
Assumption 9(ii) modifies Assumption 8 with the factor ln that takes into account the proper
convergence rate of the profile likelihood function.
5.1 Asymptotic Property of bθ
The following theorem claims that the spatial parameter can be consistently estimated from the con-
centrated log-likelihood.
Theorem 5.1 Suppose Assumptions 1-6 and 9 hold and limn→∞lnh2(r+1) = 0. Then bρ is consistent
with ρ0.
We can also derive the asymptotic distribution of bρ from the concentrated log-likelihood function.
Once we obtain the asymptotic distribution of bρ, we can apply delta method to derive the asymptotic
distributions of the estimators of other parameters in the partially linear SAR model.
To proceed, we derive the asymptotic distribution of bρ by using a Taylor expansion of ∂logLn (bρ) /∂ρ =
0 around ρ0 to obtainr
n
ln
(bρ− ρ0) = −µ lnn ∂2logLn (eρn)∂ρ2
¶−1r ln
n
∂logLn (ρ0)
∂ρ
, (5.3)
where eρn is the mean value. We shall show that (ln/n) ∂2logLcn (ρ) /∂ρ2 converges to a nonzero scalar
uniformly on ∆. Also, we can apply the central limit theorem of Lee (2004) to
p
ln/n∂2logLcn (ρ) /∂ρ2.
The result is reported in the next theorem.
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Theorem 5.2 Suppose Assumptions 1-6 and 9 hold, limn→∞nh2(r+1) = 0 and tr(G0n (S0n + Sn − S0nSn))
= o(
p
n/ln). Then
p
n/ln (bρ− ρ0) d→ N ¡0, σ2ρ¢ , where
σ2ρ = limn→∞
∙
ln
nσ20
R0nM
†
nRn +
ln
n
tr (G0n (PnGn +G
0
n))
¸−2
× ln
nσ40
h
σ20R
0
nM
†
nRn + σ
4
0tr (PnCn (PnCn + C
0
nPn)) + 2R
0
nM
†
ndiag(PnCn)μ3
i
,
and M†n = (In − Sn)
0Mn (In − Sn) .
The condition that limn→∞nh2(r+1) = 0 implies that undersmoothing bandwidth has to be used.
The assumption that tr(G0n (S0n + Sn − S0nSn)) = o(
p
n/ln) is a high-level assumption, which is diﬃcult
to verify. Without this assumption, we need to correct the bias of bρ in order to get the above limiting
distribution. See Step 3) in the proof Theorem 5.2. The above theorem implies that the asymptotic
distribution of bρ has the pn/ln-rate of convergence, which is slower than the regular √n-rate as
ln → ∞. As Lee (2004) remarks, some practical formulae for classical inference statistics associated
with the spatial parameters are still valid after one takes into account the factor ln in addition to the
sample size n.
Theorem 5.3 Under the conditions of Theorem 5.2,
√
n
³bβ − β0´ d→ N ³0, σ2β´ , and √n ¡bσ2 − σ20¢ d→
N
¡
0, μ4 − σ40
¢
, where
σ2β = σ
2
0 limn→∞
n (X 0nPnXn)
−1X 0nPnPnXn (X
0
nPnXn)
−1
+σ2ρ limn→∞ ln (X
0
nPnXn)
−1X 0nPnRn (X
0
nPnRn)
0
(X 0nPnXn)
−1
(5.4)
In the special case with β0 = 0, σ2β = σ
2
0 limn→∞ n (X
0
nPnXn)
−1X 0nPnPnXn (X
0
nPnXn)
−1 .
Despite the slow convergence rate of bρ, Theorem 5.3 implies that both bβ and bσ2 converge to their
true values at the regular
√
n-rate. The
√
n-rate of convergence of bσ2 is not surprising, which is also
obtained in Theorem 5.3 of Lee (2004). Nevertheless, Lee (2004) obtained
p
n/hn-rate of convergence
for his estimator bβn of β0, where Lee’s notation hn plays the role of ln here. To see why this occurs, we
first take a close look at the asymptotic variance formula of
p
n/hn
³bβn − β0´ , which is proportional
to
lim
n→∞
¡
n−1X 0nXn
¢−1
n−1X 0n (GnXnβ0)n
−1 (GnXnβ0)
0Xn
¡
n−1X 0nXn
¢−1
.
His result relies highly on the assumption that n−1X 0nGnXnβ0 has a non-degenerate limit. Nevertheless,
if elements xn,i ofXn are i.i.d. with zero mean and finite variance or behave like i.i.d. zero-mean random
variables, it is easy to apply Lemma A.2 in the appendix and conclude that n−1X 0n (GnXnβ0) → 0
as hn → ∞. When this occurs, Lee would need to rescale bβn − β0 by √n to obtain a non-degenerate
distribution and thus obtain the regular
√
n-rate of convergence. See Lee (2004, p.1912) for discussions
on the case where some components of n−1X 0n (GnXnβ0) have limit zero. In our case, because of the
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presence of nonparametric object in the regression function, the data are pre-smoothed before they
appear in the variance formula, resulting a zero limit for n−1X 0nPnRn when limn→∞ln = ∞. Instead,¡√
ln/n
¢
X 0nPnRn has a non-degenerate limit under Assumption 9.
The asymptotic variance formula of
√
n(bβ − β0) consists of two parts. The first part is present
even if we do not need to estimate ρ0 while the second part reflects the eﬀect of estimating ρ0 on the
estimation of β0.
5.2 Asymptotic Normality of bα (z)
When limn→∞ln = ∞, we require that limn→∞nh2(r+1) = 0 in order to ensure
p
n/ln-rate of consis-
tency of bρ. This means undersmoothing is required in the estimation procedure. The side eﬀect of
undersmoothing is that the asymptotic bias of bα (z) vanishes, as is shown in the following theorem.
Theorem 5.4 Under the conditions of Theorem 5.2,
√
nhq
¡bα (z)− α0 (z)¢ d→ N ¡0, σ20Π−1ΓΠ−1/f (z)¢ , (5.5)
where Π, Γ and B are defined in (Matrix) in the Appendix.
Theorem 5.4 says that bα (z) is asymptotically normally distributed and bα (z) converges to α0 (z) at
√
nhq-rate. Because of undersmoothing, this rate is slower than that obtained in Theorem 4.4.
6 Monte Carlo Simulations
We now present Monte Carlo experiment results that illustrate the finite sample performance of the
QMLE estimator. Like Lee (2004), we focus on the spatial scenario in Case (1991) with R number of
districts, m members in each district, and with each neighbor of a member in a district given equal
weight, i.e., Wn = IR ⊗Bm, where Bm = (lml0m − Im) / (m− 1) .
We first consider the following data generating process (DGP) with and without the nonparametric
component in (2.1) :
Yn = Xn + τ0
exp (Zn)
1 + exp (Zn)
+ ρ0WnYn + Un, (6.1)
where Un ˜ N (0, In) , Xn = (xn,1, ..., xn,n)
0 , Zn = (zn,1, ..., zn,n)
0 , and z0n,is are i.i.d. and each is equal
to the sum of 48 independent random variables each uniformly distributed on [-0.25, 0.25]. According
to the central limit theorem, we can treat zn,i as being nearly a normal random variable with truncated
support on [-12, 12] (see Yao and Tong, 1994, p59). We generate xn,i as xn,i = 0.2z2n,i − zn,i + ηn,i,
where η0n,is are i.i.d., independent of z
0
n,is and generated in the same way as zn,i. Here, β0 = σ
2
0 = 1,
and m0 (z) = τ0 exp (z) / (1 + exp (z)). We will consider two choices of spatial parameters ρ0 (0.25,
0.75), and three choices of τ0 (0, 1, 2). ρ0 = 0.25 represents relatively weak spatial dependence whereas
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ρ0 = 0.75 represents relatively strong spatial dependence. τ0 = 0 represents the case where the regressor
Zn does not explain Yn; and larger value of τ0 indicates stronger nonlinear eﬀect of Zn on Yn.
We choose r = 1 and the standardized Epanechnikov kernel:
K (z) =
3
4
√
5
µ
1− 1
5
z2
¶
1
¡
z2 ≤ 5
¢
.
As it is diﬃcult to specify the optimal bandwidth sequence, we choose the bandwidth by a rule-of-thumb
method: h = szn−1/(q+4), where sz is the sample standard deviation of Zn and q = 1. In practice, it is
recommended that we use this bandwidth as the initial smoothing parameter to obtain a preliminary
consistent estimator (eβ,eρ) of (β, ρ) in the model. In the second step, we conduct the least squares cross
validation method to choose the bandwidth by regressing Yn − Xneβ − eρWnYn on Zn using the local
linear procedure. We have applied both methods to obtain the estimators but found their performances
are similar for the DGPs under study. So we only report the simulation results for the former case. We
have experimented with two values for R and m: 10 to 40. For each case, there are 1000 repetitions.
Table 1 reports the empirical mean, finite sample standard errors, and asymptotic standard errors
for the parameter estimators of θ0 =
¡
β0, ρ0, σ20
¢0
and the point estimator of m0(0). The finite sample
standard errors are the empirical standard deviations of the estimators obtained in the 1000 replications;
the asymptotic standard errors are calculated from the formula for the asymptotic variance-covariance
matrix of these estimators and are averaged across the 1000 replications. We summarize some interesting
findings from Table 1. First, we see that the biases for the estimators of β0, σ20 and m0(0) are fairly
small for almost all cases and they decrease as R or m increases. Like Lee (2004), there are finite
sample biases in the estimators of ρ0 that are not negligible for small sample sizes (m = R = 10), but
they decrease as R increases. Second, for fixed m (10 or 40), as R quadruples, we observe that the
standard errors for the finite dimensional estimators is roughly halved for most cases as predicted by
the theory in Section 4. For the estimator of the nonparametric component, as R quadruples, their
asymptotic standard errors drops less than 50% while the decrease of their finite sample standard errors
varies across cases (one reason might be that m0(0) cannot be estimated well for small sample sizes).
Third, for fixed R (10 or 40), as m quadruples, the standard errors for the estimators of β0 and σ20 are
also halved approximately, whereas the empirical standard errors for the estimators of ρ0 do not vary
much. As m changes the behavior of the nonparametric estimator of m0(0) is similar to the case where
R changes.
For comparison purpose, we report in Table 2 the estimation result when we fit a linear SAR model
of Lee (2004) to (6.1). As a referee remarks, the linear SAR model accommodates situations where
the regressors include powers of zn,i. So even though the data Yn are generated according to (6.1), we
consider fitting the data by the following two models:
Yn = β1Xn + β2Zn + ρWnYn + Un, (6.2)
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Table 1: Empirical mean and standard errors (in brackets) of our estimators
R = 10 R = 40
m ρ0 τ0 β ρ σ2 m0 (0) β ρ σ2 m0 (0)
10 0.25 0 0.995 0.196 0.917 0.012 0.998 0.242 0.968 0.002
(0.104) (0.144) (0.137) (0.096) (0.052) (0.059) (0.070) (0.049)
[0.101] [0.172] [0.130] [0.131] [0.050] [0.079] [0.068] [0.075]
1 0.995 0.192 0.917 0.547 0.998 0.241 0.968 0.507
(0.104) (0.152) (0.137) (0.139) (0.051) (0.063) (0.071) (0.067)
[0.102] [0.181] [0.130] [0.131] [0.050] [0.083] [0.068] [0.075]
2 0.995 0.189 0.917 1.085 0.998 0.240 0.968 1.013
(0.104) (0.159) (0.137) (0.212) (0.051) (0.066) (0.071) (0.096)
[0.102] [0.188] [0.130] [0.131] [0.050] [0.086] [0.068] [0.075]
0.75 0 0.999 0.730 0.924 0.013 0.999 0.747 0.970 0.001
(0.104) (0.052) (0.139) (0.097) (0.052) (0.021) (0.072) (0.049)
[0.102] [0.086] [0.138] [0.131] [0.050] [0.039] [0.072] [0.075]
1 0.999 0.729 0.925 0.550 0.999 0.747 0.970 0.507
(0.105) (0.054) (0.139) (0.144) (0.052) (0.022) (0.072) (0.068)
[0.102] [0.088] [0.138] [0.131] [0.050] [0.039] [0.072] [0.075]
2 0.991 0.728 0.925 1.091 0.999 0.746 0.970 1.028
(0.104) (0.057) (0.139) (0.222) (0.052) (0.023) (0.073) (0.099)
[0.102] [0.090] [0.139] [0.131] [0.050] [0.040] [0.072] [0.076]
40 0.25 0 0.998 0.200 0.968 0.011 1.001 0.245 0.989 0.005
(0.051) (0.144) (0.070) (0.057) (0.026) (0.061) (0.036) (0.038)
[0.051] [0.177] [0.068] [0.075] [0.025] [0.081] [0.035] [0.043]
1 0.998 0.194 0.968 0.545 1.001 0.244 0.989 0.509
(0.051) (0.154) (0.070) (0.118) (0.025) (0.066) (0.036) (0.061)
[0.050] [0.186] [0.068] [0.075] [0.025] [0.085] [0.035] [0.043]
2 0.998 0.188 0.968 1.008 1.001 0.245 0.989 1.011
(0.051) (0.164) (0.070) (0.199) (0.025) (0.068) (0.036) (0.095)
[0.050] [0.194] [0.068] [0.075] [0.025] [0.089] [0.035] [0.043]
0.75 0 0.999 0.733 0.970 0.011 1.001 0.748 0.989 0.003
(0.051) (0.049) (0.071) (0.057) (0.025) (0.019) (0.036) (0.028)
[0.050] [0.084] [0.069] [0.075] [0.025] [0.038] [0.035] [0.043]
1 0.999 0.731 0.970 0.545 1.002 0.749 0.991 0.507
(0.051) (0.052) (0.071) (0.119) (0.025) (0.027) (0.035) (0.056)
[0.050] [0.085] [0.069] [0.075] [0.025] [0.038] [0.035] [0.043]
2 0.999 0.729 0.970 1.084 1.001 0.748 0.989 1.013
(0.051) (0.055) (0.071) (0.201) (0.026) (0.020) (0.036) (0.078)
[0.050] [0.087] [0.069] [0.075] [0.025] [0.039] [0.035] [0.043]
Note: Numbers in round brackets are finite sample standard errors based upon 1000 replications.
Numbers in square brackets are standard errors based upon asymptotic formula averaged over 1000
replications. β0 = σ20 = 1. m (0) = 0, 0.5, 1 for τ0 = 0, 1, and 2, respectively.
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Table 2: Estimator of spatial dependence parameter when model (6.1) is mistaken as model (6.2) or
model (6.3)
Model (6.2) Model (6.3)
R = 10 R = 40 R = 10 R = 40
m ρ0 τ0 mean (s.e.) mean (s.e.) mean (s.e.) mean (s.e.)
10 0.25 0 0.220 (0.124) 0.246 (0.055) 0.214 (0.129) 0.245 (0.056)
1 0.513 (0.067) 0.519 (0.031) 0.460 (0.080) 0.472 (0.036)
2 0.699 (0.038) 0.697(0.019) 0.651 (0.047) 0.655 (0.022)
0.75 0 0.739 (0.045) 0.748 (0.021) 0.736 (0.046) 0.748 (0.020)
1 0.841 (0.023) 0.842 (0.011) 0.822 (0.027) 0.826 (0.012)
2 0.903 (0.013) 0.902 (0.007) 0.887 (0.016) 0.888 (0.007)
40 0.25 0 0.228 (0.114) 0.250 (0.046) 0.223 (0.119) 0.249 (0.049)
1 0.674 (0.035) 0.674 (0.018) 0.639 (0.042) 0.639 (0.021)
2 0.810 (0.022) 0.811 (0.012) 0.789 (0.026) 0.789 (0.014)
0.75 0 0.742 (0.039) 0.749 (0.016) 0.740 (0.041) 0.749 (0.017)
1 0.892 (0.012) 0.892 (0.006) 0.881 (0.014) 0.882 (0.007)
2 0.939 (0.008) 0.940 (0.004) 0.932 (0.009) 0.932 (0.005)
and
Yn = β1Xn + β2Zn + β3Z
2
n + β4Z
3
n + ρWnYn + Un. (6.3)
Model (6.2) includes a linear term zn,i in the regression whereas model (6.3) includes zn,i, z2n,i and z
3
n,i.
Unless τ0 = 0, either model is misspecified so that we will study the consequence of such misspecifica-
tion. To save space, we only report the empirical mean and standard deviation for the estimator of ρ0.
From Table 2 we see that when the model is misspecified (τ0 = 1, 2) the biases of the estimators for
ρ0 do not decrease when either R or m increases. This indicates the inconsistency of the estimator of
ρ0 when fitting a misspecified linear model.
To check the sensitivity of the estimator to the choices of parameters other than the spatial param-
eter, we consider the following DGP:
Yn = β01Xn1 + β02Xn2 +m0 (Zn) + 0.5WnYn + Un, (6.4)
where Un ˜ N (0, In) , Xnj = (xn,1j , ..., xn,nj)
0 for j = 1, 2, Zn = (zn,1, ..., zn,n)
0 .We consider generating
Zn from a SAR process: Zn = 0.5WnZn + En, where En = (en,1, ..., en,n)0, en,i are i.i.d. and each
is equal to the sum of 48 independent random variables each uniformly distributed on [-0.25, 0.25].
For i = 1, ..., n, xn,i2 are i.i.d. U (0, 4) , whereas xn,i1 are generated analogously to xn,i in (6.1):
xn,i1 = 0.2z2n,i − zn,i + ηn,i, where ηn,i are generated like en,i. {un,i} , {en,i} ,
©
ηn,i
ª
and {xn,i2} are
mutually independent. We will consider two choices of β01 (0.2,1), two choices of β02 (0.2,1), and three
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choices of m0 (.) :
Case (a): m0 (z) = −0.25z2 + z, (6.5)
Case (b): m0 (z) = 0.2444 + φ (z; 0.2, 0.5) + 2φ (z; 0.8, 0.25) , (6.6)
Case (c): m0 (z) = 1 + 1.5 sin(0.5πz), (6.7)
where φ (z; a, b) is the normal density function with mean a and standard deviation b.
Table 3 reports the empirical mean and standard errors (in brackets) for the parameter estimators
of θ0 =
¡
β01, β02, ρ0, σ20
¢0
and the point estimator of m0(0). We summarize some findings. First, we
see that the biases for the estimators of β01, β02, and σ20 are fairly small for almost all cases and they
decrease as R increases. There are finite sample biases in the estimators of ρ0 and m0(0) (especially
for Case (a)), but they decrease as R increases. Second, as R quadruples, we observe that the standard
errors behave like the case for fixed m in Table 1. In particular, the standard errors of all parametric
estimators are roughly halved, which is consistent with the
√
n-asymptotics in Section 2.
For comparison purpose, we report in Table 4 the estimation results for the spatial parameter when
we fit the data by a linear SAR model which includes either zn,i or (zn,i, z2n,i, z
3
n,i) (c.f. model (6.2)
and (6.3)) in the regression. Note that in this case, the linear model which includes (zn,i, z2n,i, z
3
n,i)
in addition to the parametric component of (6.4) is correctly specified for Case (a). From Table 4 we
see that the biases of the estimators for ρ0 do not decrease when R increases whereas the variances
decrease as R increases. Interestingly, this is true even for Case (a) when (zn,i, z2n,i, z
3
n,i) is included in
the model.
7 Concluding Remarks
This paper develops asymptotic theories for the profile quasi-maximum likelihood estimators for the
parameters in partially linear SAR models. We show that the convergence rate of the estimator of
the spatial parameter depends on some general features of the spatial weights matrix of the model
while the estimators of other finite-dimensional parameters in the model have the regular
√
n-rate of
convergence. The estimator of the nonparametric component is consistent under diﬀerent assumptions
on the spatial weights matrix and the bandwidth parameter. Simulations indicate that the proposed
estimators perform reasonably well in finite samples. By allowing for the regression function to be
partially specified in the SAR model, our model is applicable to many situations where we need to take
into account both spatial dependence and nonlinearities simultaneously.
Several extensions are possible. First, the error terms in our partially linear model are homoskedas-
tic, which is kind of restrictive in some empirical applications. In linear SAR models with heteroskedas-
tic errors, Lin and Lee (2006) demonstrate the inconsistency of the QMLE estimator of Lee (2004) under
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Table 3: Empirical mean and standard deviation (in brackets) of our estimators
R = 10 R = 40
β0 m0 β1 β2 ρ σ2 m0 (0) β1 β2 ρ σ2 m0 (0)
(.2,.2) (a) 0.196 0.204 0.452 0.911 0.979 0.198 0.197 0.489 0.967 0.974
(0.105) (0.093) (0.124) (0.137) (0.283) (0.051) (0.046) (0.053) (0.070) (0.130)
[0.103] [0.088] [0.167] [0.135] [0.132] [0.050] [0.044] [0.075] [0.070] [0.076]
(b) 0.195 0.205 0.446 1.139 1.269 0.198 0.197 0.489 1.111 1.205
(0.114) (0.101) (0.132) (0.169) (0.332) (0.054) (0.047) (0.050) (0.075) (0.163)
[0.117] [0.100] [0.175] [0.181] [0.151] [0.055] [0.047] [0.077] [0.085] [0.082]
(c) 0.197 0.205 0.450 0.935 1.114 0.199 0.197 0.490 0.977 1.031
(0.105) (.093) (0.126) (0.138) (0.304) (0.052) (0.046) (0.050) (0.070) (0.149)
[0.105] [0.090] [0.167] [0.141] [0.135] [0.051] [0.044] [0.072] [0.070] [0.077]
(.2,1) (a) 0.196 1.004 0.465 0.911 1.041 0.198 0.997 0.492 0.968 0.972
(0.105) (0.093) (0.103) (0.137) (0.445) (0.052) (0.046) (0.042) (0.070) (0.195)
[0.107] [0.088] [0.143] [0.135] [0.132] [0.050] [0.043] [0.065] [0.070] [0.076]
(b) 0.195 1.004 0.461 1.139 1.331 0.198 0.997 0.492 1.111 1.221
(0.114) (0.102) (0.104) (0.169) (0.542) (0.054) (0.048) (0.041) (0.076) (0.225)
[0.117] [0.101] [0.152] [0.180] [0.151] [0.055] [0.047] [0.067] [0.084] [0.082]
(c) 0.197 1.004 0.464 0.935 1.175 0.199 0.997 0.493 0.977 1.046
(0.105) (0.093) (0.100) (0.138) (0.483) (0.052) (0.046) (0.041) (0.070) (0.212)
[0.105] [0.090] [0.144] [0.140] [0.135] [0.051] [0.044] [0.065] [0.070] [0.077]
(1,.2) (a) 0.996 0.205 0.456 0.911 0.986 0.998 0.197 0.494 0.970 0.971
(0.105) (0.093) (0.115) (0.137) (0.302) (0.052) (0.046) (0.050) (0.070) (0.134)
[0.108] [0.088] [0.157] [0.135] [0.132] [0.050] [0.043] [0.071] [0.069] [0.076]
(b) 0.995 0.205 0.457 1.138 1.249 0.998 0.197 0.493 1.110 1.198
(0.114) (0.101) (0.114) (0.168) (0.358) (0.054) (0.047) (0.042) (0.076) (0.154)
[0.117] [0.101] [0.156] [0.180] [0.151] [0.055] [0.047] [0.069] [0.084] [0.083]
(c) 0.997 0.205 0.460 0.935 1.103 0.999 0.197 0.493 0.977 1.024
(0.106) (0.093) (0.107) (0.138) (0.320) (0.052) (0.046) (0.043) (0.070) (0.145)
[0.105] [0.090] [0.150] [0.140] [0.135] [0.051] [0.043] [0.067] [0.070] [0.077]
(1,1) (a) 0.996 1.004 0.467 0.911 1.045 0.998 0.997 0.494 0.968 0.975
(0.105) (0.093) (0.095) (0.137) (0.467) (0.052) (0.046) (0.040) (0.070) (0.197)
[0.103] [0.088] [0.137] [0.134] [0.132] [0.050] [0.043] [0.063] [0.070] [0.076]
(b) 0.995 1.004 0.466 1.138 1.311 0.998 0.997 0.494 1.110 1.210
(0.114) (0.101) (0.096) (0.168) (0.516) (0.054) (0.047) (0.036) (0.076) (0.210)
[0.117] [0.101] [0.139] [0.179] [0.151] [0.055] [0.047] [0.062] [0.082] [0.083]
(c) 0.997 1.004 0.469 0.935 1.161 0.998 0.997 0.495 0.977 1.036
(0.106) (0.093) (0.090) (0.138) (0.471) (0.052) (0.046) (0.037) (0.070) (0.204)
[0.105] [0.090] [0.133] [0.140] [0.135] [0.051] [0.044] [0.061] [0.070] [0.077]
Note: Numbers in round brackets are finite sample standard errors based upon 1000 replications.
Numbers in square brackets are standard errors based upon asymptotic formula averaged over 1000
replications. ρ0 = 0.5, σ20 = 1, and m0 (0) = 1 for each case.
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Table 4: Estimator of spatial dependence parameter when (6.5)-(6.7) are approximated by linear or
cubic forms
Linear model with zn,i Linear model with
¡
zn,i, z2n,i, z
3
n,i
¢
R = 10 R = 40 R = 10 R = 40
(β01, β02) m0 mean (s.e.) mean (s.e.) mean (s.e.) mean (s.e.)
(0.2,0.2) (a) 0.652 (0.055) 0.660 (0.027) 0.685 (0.049) 0.693 (0.024)
(b) 0.691 (0.048) 0.699 (0.024) 0.726 (0.043) 0.729 (0.022)
(c) 0.673 (0.053) 0.681 (0.025) 0.681 (0.048) 0.686 (0.025)
(0.2,1) (a) 0.612 (0.034) 0.615 (0.017) 0.642 (0.034) 0.645 (0.017)
(b) 0.649 (0.036) 0.652 (0.019) 0.679 (0.034) 0.680 (0.017)
(c) 0.633 (0.036) 0.636 (0.019) 0.634 (0.033) 0.636 (0.017)
(1,0.2) (a) 0.649 (0.050) 0.656 (0.025) 0.683 (0.046) 0.689 (0.022)
(b) 0.677 (0.047) 0.684 (0.023) 0.709 (0.043) 0.712 (0.022)
(c) 0.661 (0.049) 0.667 (0.024) 0.667 (0.045) 0.671 (0.023)
(1,1) (a) 0.608 (0.032) 0.610 (0.016) 0.637 (0.032) 0.639 (0.016)
(b) 0.641 (0.035) 0.644 (0.018) 0.669 (0.033) 0.669 (0.017)
(c) 0.625 (0.034) 0.628 (0.018) 0.626 (0.031) 0.628 (0.016)
Note: The true parameter is ρ0 = 0.5.
general cases; Kelejian and Prucha (2006) and Lin and Lee (2006) explore the GMM estimation of the
linear SAR models with heteroscedasticity. We conjecture that we can extend the work of Ai and Chen
(2003) to the partially specified spatial model with heteroskedastic errors. Second, as a referee notes,
the specification of the spatial weights matrix is controversial. It is also interesting to introduce some
unknown functional form into the spatial weights as was done by Pinkse et al. (2002) who specified ele-
ments of the spatial weights matrix to be an unknown function of some distance measure between spatial
units. The simultaneous consideration of nonparametric weights and nonparametric/semiparametric
functional form definitely complicates the matter to a great degree. We leave these topics for future
research.
Appendix
Recall Sn = (s (zn,1) , ..., s (zn,n))
0 . We will denote a typical element of Sn as sn,ij and a typical
entry of s (z) by s (zn,i, z) , i.e., s (zn,i, z) = e0[
−→
Z (z)0Kh (z)
−→
Z (z)]−1
−→
Z i (z)Kh (zn,i − z) . Let Kiz =
Kh (zn,i − z) . Let C signify a generic constant whose exact value may vary from case to case.
Recall that we usedNl = (l+q−1)!/(l!(q−1)!) to denote the number of distinct q-tuples j with |j| = l
and arranged the Nl q-tuples as a sequence in a lexicographical order. Like Masry (1996), let φ−1l denote
this one-to-one map. For each j with 0 ≤ |j| ≤ 2r, let μj(K) =
R
Rq u
jK(u)du, νj(K) =
R
Rq u
jK2(u)du,
and define the N ×N dimensional matrices Π and Γ and N ×Nr+1 matrix B, where N =
Pr
l=0Nl, by
Π =
⎡
⎢⎢⎢⎢⎢⎢⎣
Π0,0 Π0,1 ... Π0,r
Π1,0 Π1,1 ... Π1,r
...
...
. . .
...
Πr,0 Πr,1 ... Πr,r
⎤
⎥⎥⎥⎥⎥⎥⎦
,Γ =
⎡
⎢⎢⎢⎢⎢⎢⎣
Γ0,0 Γ0,1 ... Γ0,r
Γ1,0 Γ1,1 ... Γ1,r
...
...
. . .
...
Γr,0 Γr,1 ... Γr,r
⎤
⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎣
Π0,r+1
Π1,r+1
...
Πr,r+1
⎤
⎥⎥⎥⎥⎥⎥⎦
, (Matrix)
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whereΠi,j and Γi,j areNi×Nj dimensional matrices whose (l,m) elements are, respectively, μφi(l)+φj(m)
and υφi(l)+φj(m). Note that the elements of the matrices Π and Γ are simply multivariate moments of
the kernel K and K2, respectively; and the matrix B depends on the kernel and the order of the local
polynomial we use.
Frequently we will use two evident facts (see, e.g., Kelejian and Prucha, 1999; Lee, 2002a, 2002b):
Fact 1: If B1n and B2n are n× n matrices that are uniformly bounded in row sums (resp. column
sums), then their product B1nB2n is also uniformly bounded in row sums (resp. column sums).
Fact 2: If B1n is uniformly bounded in row sums (resp. column sums) and B2n is a conformable
matrix whose elements are uniformly O (on) , then so are the elements of B1nB2n (resp. B2nB1n).
A Some Useful Lemmas
Here we provide some lemmas that are used in the proof of the main theorems in the text. We first
state a famous result called Abel’s inequality in the literature.
Lemma A.1 (Abel’s Inequality) Let {ξn, n ≥ 1} be a sequence of real numbers such that
P∞
n=1 ξn
converges. Let {an} be a monotone decreasing sequence of positive constants. Then
a1
Ã
min
1≤k≤n
kX
i=1
ξi
!
≤
nX
i=1
aiξi ≤ a1
Ã
max
1≤k≤n
kX
i=1
ξi
!
.
The above lemma restricts the sequence {an} to be non-increasing. Recently, Dragomir et al. (1998)
obtained the Abel-type inequality for non-decreasing sequences. Under Assumption 1(ii), we can readily
apply the Abel’s inequality to obtain¯¯¯¯
¯
nX
i=1
aiηis
¯¯¯¯
¯ ≤ max1≤i≤n |ai| max1≤k≤n
¯¯¯¯
¯
kX
i=1
ηjis
¯¯¯¯
¯ = max1≤i≤n |ai|O ¡√n logn¢ (A.1)
for s = 1, ..., p and for some permutation {j1, ..., jn} of {1, 2, ..., n} .
Next, we state an important lemma that is due to Liang (1999).
Lemma A.2 Let v1, ..., vn be independent random variables with means zero and finite γth moments
(γ ≥ 2), i.e., sup1≤j≤nE |vj |γ ≤ C < ∞. Assume that {aij , i, j = 1, ..., n} is a sequence of real num-
bers such that sup1≤i,j≤n |aij | ≤ O (n−p1) for some 0 < p1 < 1 and
Pn
i=1 |aij | = O (np2) for p2 ≥
max (0, 2/γ − p1) . Then
max
1≤j≤n
¯¯¯¯
¯
nX
i=1
aijvi
¯¯¯¯
¯ = O ³n−(p1−p2)/2 logn´ a.s.
The above lemma was initially proved by Liang (1999) for the case where {aij} is a sequence of
positive numbers. The positivity of a0ijs is not needed once we alter his condition
Pn
i=1 aij = O (n
p2)
to
Pn
i=1 |aij | = O (np2) . As Ha¨rdle et al. (2000, pp.182-183) remarked, the conclusion of Lemma A.2
22
remains unchanged when {aij} is a sequence of random variables satisfying sup1≤i,j≤n |aij | ≤ O (n−p1)
a.s. and
Pn
i=1 |aij | = O (np2) a.s. for some 0 < p1 < 1 and p2 ≥ max (0, 2/γ − p1) . It also holds
for nonrandom sequence, e.g., {ηis, i = 1, ..., n} , s = 1, ..., p, which behaves like an i.i.d. sequence. In
particular, letting vi = ηis, aij = sn,ij or sn,ji, γ = 2δ/ (δ − q) , p1 = (δ − q) /δ, p2 = 0, we obtain
max
1≤j≤n
¯¯¯¯
¯
nX
i=1
sn,ijηis
¯¯¯¯
¯ = O ³n−(δ−q)/(2δ) logn´ and max1≤j≤n
¯¯¯¯
¯
nX
i=1
sn,jiηis
¯¯¯¯
¯ = O ³n−(δ−q)/(2δ) logn´ (A.2)
for s = 1, ..., p, where we have used Lemma A.5 below and the fact that max1≤i,j≤n |sn,ij | =O(n−1h−q) =
O
¡
n−(δ−q)/δ
¢
. Similarly, letting vi = ηis, aij = emij ≡ mj (zn,i) − Pnk=1 sn,ikmj (zn,k) , γ = 2,
p1 = (r + 1) /δ, p2 = 1− p1, we obtain
max
0≤j≤p
¯¯¯¯
¯
nX
i=1
emijηis
¯¯¯¯
¯ = O ³n1/2−(r+1)/δ logn´ for s = 1, ..., p, (A.3)
where we have used the fact that max1≤i≤n |emij | = O ¡hr+1¢ = O ¡n−(r+1)/δ¢ by Lemma A.4 below.
(Notice that (A.3) can be obtained directly by using the Abel’s inequality and (A.1) in particular.)
Similarly, letting vi = ηis, aij = gn,ij or gn,ji, γ = 2/ϑ, p1 = ϑ, p2 = 0, we obtain
max
1≤j≤n
¯¯¯¯
¯
nX
i=1
gn,ijηis
¯¯¯¯
¯ = O ³min(n−ϑ/2 logn, 1´
and max
1≤j≤n
¯¯¯¯
¯
nX
i=1
gn,jiηis
¯¯¯¯
¯ = O ³min(n−ϑ/2 logn, 1)´ (A.4)
for s = 1, ..., p, where we have used the fact that Gn is uniformly bounded in both row and column
sums by Lemma A.5 below. In particular, when ϑ = 0, max1≤j≤n |
Pn
i=1 gn,jiηis| = O (1) by Fact 2 and
Lemma A.5 below.
We now derive various properties of the weighting sequence {sn,ij}ni,j=1 .
Lemma A.3 1) For all z,
Pn
j=1 sn (zn,j , z) (zn,j − z)
j = 0 for |j| = 1, ..., r and 1 for |j| = 0. In
particular,
Pn
j=1 sn,ij = 1 for all i = 1, ..., n.
2)
Pn
i=1 sn,ij = 1 + o (1) for all j = 1, ..., n.
Proof. 1) follows from the fact that [
−→
Z (z)0Kh (z)
−→
Z (z)]−1
−→
Z (z)0Kh (z)
−→
Z (z) = IN for all z. 2) is
stated in Lemma 2 of Linton (1995) whose case is slightly diﬀerent than ours. By Assumptions 1 and
5, n−1
−→
Z (zn,i)
0
Kh (zn,i)
−→
Z (zn,i) = f (zn,i)Π + o (1) for all i = 1, ...n, where Π is given in (Matrix).
Consequently,
nX
i=1
sn,ij = e0
nX
i=1
[
−→
Z (zn,i)
0Kh (zn,i)
−→
Z (zn,i)]−1
−→
Z j (zn,i)Kh (zn,j − zn,i)
= e0
nX
i=1
©
f−1 (zn,i)Π−1 + o (1)
ª−→
Z j (zn,i)Kh (zn,j − zn,i)
= n−1
nX
i=1
f−1 (zn,i)Kh (zn,j − zn,i) + o (1) = 1 + o (1) .
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Lemma A.4 1) max
1≤i≤n
|emis| = O(hr+1) where emis = ms (zn,i)−Pnj=1 sn,ijms (zn,j) for all 0 ≤ s ≤ p.
2) max
1≤i≤n
|bms (zn,i)−ms (zn,i)| = O(hr+1 + n−(δ−q)/(2δ) logn) where bms (zn,i) =Pnj=1 sn,ijxn,js for
1 ≤ s ≤ p.
Proof. To prove 1), we only show the case m0 (.) since the proof of other cases is similar. By
the (r + 1)th order Taylor expression, m0 (zn,i) =
P
0≤|j|≤r+1
¡
Djm0
¢
(z) (zn,i − z)j +o
¡
hr+1
¢
for
kzn,i − zk ≤ Ch, where
¡
Djm0
¢
(z) is defined in (4.7). By Assumptions 1 and 5, Lemma A.3, and
Lemma A.5 below, we have
max
1≤i≤n
¯¯¯¯
¯¯m0 (zn,i)− nX
j=1
sn,ijm0 (zn,j)
¯¯¯¯
¯¯
= max
1≤i≤n
¯¯¯¯
¯¯ nX
j=1
sn,ij (m0 (zn,j)−m0 (zn,i))
¯¯¯¯
¯¯
= max
1≤i≤n
¯¯¯¯
¯¯ nX
j=1
sn,ij
⎛
⎝ X
|j|=r+1
¡
Djm0
¢
(zn,i) (zn,j − zn,i)j + o
¡
hr+1
¢⎞⎠¯¯¯¯¯¯
≤ C max
1≤j≤n
nX
i=1
|sn,ij |
X
|j|=r+1
°°°(zn,j − zn,i)j°°°+ o ¡hr+1¢ = O(hr+1).
To prove 2), write bms (zn,i) − ms (zn,i) = Pnj=1 sn,ij (ms (zn,j)−ms (zn,i)) +Pnj=1 sn,ijηjs. The
result follows the proof of 1) and (A.2).
Lemma A.5 1) Gn is uniformly bounded in both row and column sums.
2) Sn is uniformly bounded in row sums. It is uniformly bounded in column sums for suﬃciently
large n.
3) Wn(In − Sn)0 is uniformly bounded in column sums. It is uniformly bounded in row sums for
suﬃciently large n.
4) Rn = Gn (Xnβ0 +m0 (Zn)) is uniformly bounded.
5) Mn = In − (In − Sn)Xn[X 0n (In − Sn)
0
(In − Sn)Xn]
−1
X 0n (In − Sn)
0
is uniformly bounded in
both row and column sums for suﬃciently large n.
6) M†n = (In − Sn)
0Mn (In − Sn) is uniformly bounded in both row and column sums for suﬃciently
large n.
Proof. 1) follows straightforwardly from Fact 1 and the fact that Wn and T−1n are uniformly
bounded in both row and column sums by Assumption 3. 2) follows from Lemma A.3 and the fact that
sn,ij is nonnegative for suﬃciently large n. 3) follows from Fact 1 and the result in 2). 4) follows from
1) and Assumption 1. Let An = (n−1X 0nPnXn)−1 and eXn = (In − Sn)Xn. By Lemma A.11 below, An
converges to a finite limit; by 2) and Assumption 1, eXn is uniformly bounded for suﬃciently large n.
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So there exist constants ca and chx such that |an,ij | ≤ ca and |exn,ij | ≤ chx for suﬃciently large n, where
an,ij (exn,ij) is the (i, j)th element of An ( eXn). Let Bn = n−1 eXnAn eX 0n with (i, j)th element bn,ij . Then
for suﬃciently large n,
Pn
j=1 |bn,ij | ≤ n−1
Pn
j=1
Pp
s=1
Pp
t=1 |an,stexn,isexn,jt| ≤ p2cac2hx for i = 1, ..., n;
and similarly,
Pn
i=1 |bn,ij | ≤ p2cac2hx for j = 1, ..., n. Consequently, Mn = In −Bn is uniformly bounded
in both row and column sums for suﬃciently large n. 6) follows 2), 5) and Fact 1.
Lemma A.6 1) tr(Pn) /n = 1 + o (1),
2) tr(G0nPn) /n =tr(G0n) /n+ o (1),
3) tr
¡
P 2n
¢
/n = 1 + o (1) ,
4) tr(G0nPnG0n) /n =tr(G0nG0n) /n+ o (1) ,
5) tr(G0nPnG0nPn) /n =tr(G0nG0n) /n+ o (1) ,
6) tr(G0nPnPnGn) /n =tr(G
0
nGn) /n+ o (1) ,
7) tr
¡
G0nM
†
n
¢
=tr(G0nPn) +O (1) ,
8) tr
¡
G0nM
†
nGn
¢
=tr(G0nPnGn) +O (1) .
Furthermore, under the assumption that wn,ij = O (1/ln) for all i and j, we have
9) (ln/n)tr
¡
G0nM
†
n
¢
= O (1) ,
10) (ln/n)tr
¡
G0nM
†
nGn
¢
= O (1) ,
11)
p
ln/ntr
¡
C 0nM
†
n
¢
= o (1) ,
12) tr
£
C0nM†n
¡
C 0nM†n +M†nCn
¢¤
=tr(C 0nPn(PnCn + C0nPn)) +O (1) ,
13)
Pn
i=1
£¡
M†nCn
¢
ii
¤2
=
Pn
i=1 ((PnCn)ii)
2 +O (1/ln) = o (n/ln) ,
where recall Cn = Gn − n−1tr(Gn) In and M†n = (In − Sn)
0Mn (In − Sn) . If limn→∞ln/ (nhq) = 0,
then tr
£
C0nM†n
¡
C 0nM†n +M†nCn
¢¤
=tr(C 0nCsn) + o (n/ln).
Proof. We first prove 2). tr(G0nPn) =tr(G0n − G0nS0n − G0nSn + G0nS0nSn). Since Gn is uniformly
bounded in both row and column sums and the elements of Sn and S0nSn are of order O
¡
n−1h−q
¢
uniformly, it follows that tr(G0nSn), tr(G0nS0n) and tr(G0nS0nSn) are all O (h−q) by Fact2. 2) follows
since n−1h−q = o (1) by Assumption 5. Replacing Gn in the above proof by the identity matrix and
Pn in 1) and 3), respectively, we obtain the first and third statements with a little modification. The
proofs of 4) to 6) are similar and thus omitted. Let An = (n−1X 0nPnXn)−1. Lemma A.11 below implies
that An are uniformly bounded for large enough n. Similarly for the p× p matrices n−1X 0nPnG0nPnXn
and n−1X 0nPnGnG
0
nPnXn. It follows that
tr
¡
G0nM
†
n
¢
= tr (G0nPn)− tr(
¡
n−1X 0nPnXn
¢−1
n−1X 0nPnG
0
nPnXn) = tr (G
0
nPn) +O (1) ,
and
tr
¡
G0nM
†
nGn
¢
= tr (G0nPnGn)− tr(
¡
n−1X 0nPnXn
¢−1
n−1X 0nPnGnG
0
nPnXn) = tr (G
0
nPnGn) +O (1) .
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Noting that the elements of G0nM†n and G0nM†nGn are uniformly O (1/ln) by Fact 2 and Lemma A.5,
9) and 10) follow. For 11), if tr(G0n (S0n + Sn − S0nSn)) = o(
p
n/ln), then
tr
¡
G0nM
†
n
¢
= tr(G0nPn) +O (1) = tr(Gn) + o(
p
n/ln).
Noting that
tr
¡
M†n
¢
= tr (Pn)− tr(
¡
n−1X 0nPnXn
¢−1
n−1X 0nPnPnXn) = n+O
¡
h−q
¢
−O (1) ,
we can show thatp
ln/ntr
¡
C 0nM
†
n
¢
=
p
ln/n[tr
¡
G0nM
†
n
¢
− n−1tr (Gn) tr
¡
M†n
¢
] = o (1) .
For 12), noting that
tr(
¡
M†nCn
¢2
) = tr((PnCn − PnXn (X 0nPnXn)
−1X 0nPnCn)
2) = tr
¡
(PnCn +O (1/n))2
¢
= tr
¡
(PnCn)2
¢
+O (1) = tr
¡
C2n
¢
+O
¡
h−q
¢
,
and
tr(C0nM
†
nM
†
nCn)
= tr((C 0nPn − C 0nPnXn (X 0nPnXn)
−1X 0nPn)(PnCn − PnXn (X 0nPnXn)
−1X 0nPnCn))
= tr (C 0nPn +O (1/n)) (PnCn +O (1/n)) = tr (C
0
nPnPnCn) +O (1)
= tr (C 0nCn) +O
¡
h−q
¢
,
we have tr
£
C 0nM
†
n
¡
C 0nM
†
n +M
†
nCn
¢¤
=tr(C0nPn(PnCn + C
0
nPn)) +O (1) =tr(C
0
nC
s
n) + o (n/ln) , where
the last equality holds provided ln/ (nhq) → 0 as n →∞. Because Pn and Cn are uniformly bounded
in both row and column sums and elements of Xn are uniformly bounded, we can verify that the
elements of PnXn (X 0nPnXn)
−1X 0nPn are O (1/n) by Lemma A.10. Consequently
Pn
i=1(
¡
M†nCn
¢
ii)
2 =Pn
i=1 ((PnCn)ii +O (1/n))
2 =
Pn
i=1 ((PnCn)ii)
2 + O (1/ln) = o (n/ln) because elements of PnCn are
uniformly O (1/ln) . 13) follows.
Lemma A.7 n−1/2A0nPnm0 (Zn) = oP (1) for An = Xn, m0 (Zn) , and Un.
Proof. We only show the case for An = Xn since the proof for other cases are similar. Let
Xj = (xn,1j , ..., xn,nj)
0 , mj (Zn) = (mj (zn,1) , ...,mj (zn,n))
0 , and similarly define ηj . Noting that
Xj =mj (Zn) + ηj , the sth element of X 0nPnm0 (Zn) is
X0sPnm0 (Zn) =
nX
i=1
exn,is emi0 = nX
i=1
ηis emi0 + nX
i=1
emis emi0 − nX
i=1
nX
j=1
sn,ijηjs emi0
≡ A11 +A12 −A13.
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By (A.3), A11 = O
¡
n1/2−(r+1)/δ logn
¢
= o
¡
n1/2
¢
. By Lemma A.4, A12 = nO(hr+1hr+1) = o
¡
n1/2
¢
since nh4(r+1) → 0 by Assumption 5. For A13, we have
A13 ≤ n max
1≤i≤n
|emi0| max
1≤i≤n
¯¯¯¯
¯¯ nX
j=1
sn,ijηjs
¯¯¯¯
¯¯
= nO(hr+1)O
³
n−(δ−q)/(2δ) logn
´
= O
³
n1/2n−[2(r+1)−q]/(2δ) logn
´
= o
³
n1/2
´
.
by (A.2), Lemma A.4 and Assumption 5. Consequently, n−1/2X0sPnm0 (Zn) = o (1) .
Lemma A.8 n−1/2A0nPnm0 (Zn) = oP (1) for An = GnXn,Gnm0 (Zn) , and GnUn.
Proof. First, we showA1n ≡ n−1/2U 0nG0nPnm0 (Zn) = oP (1) . LetG†n = (In − Sn)GnG0n (In − Sn)
0 .
Then G†n is uniformly bounded in both row and column sums for suﬃciently large n by Lemma A.5
and Fact 1. Since the elements of Gn are O (1/ln) , so are the elements of G†n by Fact 2. Noting that
E (A1n) = 0 and
E
¡
A21n
¢
= n−1σ20E
£
m0 (Zn)
0 PnGnG0nPnm0 (Zn)
¤
= n−1σ20E
£
((In − Sn)m0 (Zn))0G†n (In − Sn)m0 (Zn)
¤
= n−1σ20
nX
i=1
nX
j=1
emi0g†n,ij emj0 ≤ n−1σ20 max
1≤i≤n
|emi0| max
1≤j≤n
|emj0| nX
i=1
nX
j=1
¯¯¯
g†n,ij
¯¯¯
= O(h2(r+1)),
it follows from the Chebyshev inequality that n−1/2U 0nPnm0 (Zn) = OP (h
r+1) = oP (1) .
Next, we show that A2n ≡ n−1/2m0 (Zn)0G0nPnm0 (Zn) = o (1) . By Assumption 6 and Lemma A.4,
|A2n| ≤ n−1/2 k(In − Sn)Gnm0 (Zn)k k(In − Sn)m0 (Zn)k
= n−1/2O(n1/2hr+1 + h−q/2)O(n1/2hr+1) = o (1) .
Now, we show that A3n ≡ n−1/2X 0nG0nPnm0 (Zn) = oP (1) . Noting thatXs =ms (Zn)+ηs, s = 1, ..., p,
it suﬃces to show that
A3na ≡ n−1/2η0sG0nPnm0 (Zn) = o (1) , (A.5)
and
A3nb ≡ n−1/2ms (Zn)0G0nPnm0 (Zn) = o (1) . (A.6)
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To show (A.5), we apply Lemmas A.1, A.3 and A.5 to obtain
|A3na| = n−1/2
¯¯
((In − Sn)Gnηs)
0 (In − Sn)m0 (Zn)
¯¯
= n−1/2
¯¯¯¯
¯¯ nX
i=1
⎛
⎝
nX
j=1
gn,ijηjs −
nX
k=1
sn,ik
nX
j=1
gn,kjηjs
⎞
⎠ emi0
¯¯¯¯
¯¯
≤ n−1/2
¯¯¯¯
¯¯ nX
j=1
ηjs
nX
i=1
emi0gn,ij
¯¯¯¯
¯¯+ n−1/2
¯¯¯¯
¯¯ nX
j=1
ηjs
nX
k=1
gn,kj
nX
i=1
sn,ik emi0
¯¯¯¯
¯¯
≤ n−1/2C max
1≤i≤n
|emi0| max
1≤j≤n
nX
i=1
|gn,ij |n1/2 logn
+n−1/2C max
1≤i≤n
|emi0| max
1≤j≤n
nX
k=1
|gn,kj | max
1≤k≤n
nX
i=1
|sn,ik|n1/2 logn
= O(hr+1 logn).
The proof of (A.6) is analogous to that of A2n = o (1) and thus omitted. This completes the proof of
the lemma.
Lemma A.9 1) H1n (ρ) ≡ n−1m0 (Zn)0M†nTn (ρ)T−1n Un = oP (1) uniformly on ∆;
2) H2n (ρ) ≡ n−1R0nM†nTn (ρ)T−1n Un = oP (1) uniformly on ∆;
3) H3n (ρ) ≡ n−1U 0n
¡
T−1n
¢0 T 0n (ρ)M†nTn (ρ)T−1n Un = σ2n (ρ)+oP (1) uniformly on ∆, where σ2n (ρ) =
n−1σ20tr[
¡
T−1n
¢0 T 0n (ρ)M†nTn (ρ)T−1n ].
Proof. To prove 1), note that Tn (ρ) = Tn + (ρ0 − ρ)Wn, H1n (ρ) = H
(1)
1n + (ρ0 − ρ)H
(2)
1n , where
H(1)1n = n
−1m0 (Zn)
0 (In−Sn)0Mn (In − Sn)Un, andH(2)1n = n−1m0 (Zn)
0 (In−Sn)0Mn (In − Sn)GnUn.
|H(1)1n | ≤ n−1 k(In − Sn)m0 (Zn)k kMn (In − Sn)Unk = OP (hr+1) = oP (1) . Similarly for H(2)1n . Conse-
quently H1n (ρ) = oP (1) uniformly on ∆.
To prove 2), write H2n (ρ) = H
(1)
2n +(ρ0 − ρ)H
(2)
2n , where H
(1)
2n = n
−1R0n (In − Sn)
0Mn (In − Sn)Un
and H(2)2n = n
−1R0n (In − Sn)
0Mn (In − Sn)GnUn. It suﬃces to prove H(i)2n = oP (1) , i = 1, 2. Let
An = R0n (In − Sn)
0Mn (In − Sn)Gn and an,i be its ith element. Then H(2)2n = n−1
Pn
i=1 an,iui. Since
E(H(2)2n ) = 0 and {an,iui} are an independent sequence, by the law of large number (LLN) for in-
dependent heterogeneously distributed observations (e.g., White, 2001, p. 35), it suﬃces to show
E[|an,iui|1+] < ∆ <∞ for some  > 0. Since (In − Sn)0Mn (In − Sn)Gn is uniformly bounded in row
and column sums, An is uniformly bounded by Lemma A.5. Consequently, E[an,iui]2 = |an,i|2 σ20 < C
for some C <∞ and H(2)2n
p→ E[H(2)2n ] = 0. Similarly, H
(1)
2n
p→ E[H(1)2n ] = 0 and 2) follows.
To prove 3), writeH3n (ρ) = H
(1)
3n +2 (ρ0 − ρ)H
(2)
3n +(ρ0 − ρ)
2H(3)3n , whereH
(1)
3n = n
−1U 0n (In − Sn)
0Mn
(In − Sn)Un, H(2)3n = n−1U 0n (In − Sn)
0Mn (In − Sn)GnUn, andH(3)3n = n−1U 0nG0n (In − Sn)
0Mn (In − Sn)
GnUn. By the WLLN, analogous to the proof of 2), H
(i)
3n
p→ E[H(i)3n ], i = 1, 2, 3. Consequently, uniformly
on ∆, H3n (ρ)
p→ E[H(1)3n ] + 2 (ρ0 − ρ)E[H
(2)
3n ] + (ρ0 − ρ)
2E[H(3)3n ] = σ
2
n (ρ) .
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Lemma A.10 1) n−1X 0nPnXn → ΦX,X ,
2) n−1X 0nPnRn → ΦX,R,
3) n−1R0nPnRn → ΦR,R,
4) n−1R0nM†nRn → ΦR,R − Φ0X,RΦ−1X,XΦX,R.
Furthermore, if limn→∞ln =∞, n−1X 0nPnRn → 0, n−1R0nPnRn → 0, and n−1R0nM†nRn → 0.
Proof. For 1), denote mnis = ms (zn,i)−
Pn
j=1 sn,ijxn,js. Then mnis = o (1) by Lemma A.4. The
(s, t) element of X 0nPnXn (s, t = 1, ..., p) can be decomposed as
nX
i=1
ηisηit +
nX
i=1
mnismnit +
nX
i=1
mnisηit +
nX
i=1
mnitηis ≡
nX
i=1
ηisηit +
3X
l=1
Rnst,l.
By Assumption 1(ii), n−1
Pn
i=1 ηiη
T
i → ΦX,X . By Lemma A.4, Rnst,1 = o (n) . Using the Cauchy-
Schwartz inequality and the above arguments, we can show that Rnst,l = o (n) , l = 2, 3. Consequently,
1) follows.
To show 2), let β00 = 1, β0 =
¡
β00, β
0
0
¢0 , and m (Zn) = (m0 (Zn) ,m1 (Zn) ...,mp (Zn)) . Noting
that Xs =ms (Zn) + ηs (1 ≤ s ≤ p), the sth element of X 0nPnRn is
(ms (Zn) + ηs)
0 PnGn
¡
ηβ0 +m (Zn)β0
¢
= η0sPnGnηβ0 + η0sPnGnm (Zn)β0 +ms (Zn)
0 PnGnηβ0 +ms (Zn)
0 PnGnm (Zn)β0
≡ A6n +A7n +A8n +A9n.
Noting that
A6n = ((In − Sn)ηs)
0
(In − Sn)Gnηβ0
=
nX
i=1
⎛
⎝ηis −
nX
j=1
sn,ijηjs
⎞
⎠
Ã
nX
k=1
gn,ikη0kβ0 −
nX
l=1
sn,il
nX
k=1
gn,lkη0kβ0
!
=
nX
i=1
nX
k=1
gn,ikηisη
0
kβ0 +
nX
i=1
nX
j=1
sn,ijηjs
nX
l=1
sn,il
nX
k=1
gn,lkη0kβ0
−
nX
i=1
ηis
nX
l=1
sn,il
nX
k=1
gn,lkη0kβ0 −
nX
i=1
nX
j=1
sn,ijηjs
nX
l=1
sn,il
nX
k=1
gn,lkη0kβ0
≡ A(1)6n +A
(2)
6n −A
(3)
6n −A
(4)
6n .
By Assumption 1,
lim
n→∞
n−1A(1)6n = limn→∞n
−1
nX
i=1
ηis
nX
k=1
gn,ikη0kβ0 = (ΦX,R)s , (A.7)
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where (ΦX,R)s is the sth element of ΦX,R. By (A.2), (A.4) and Lemma A.3,
n−1A(2)6n = n
−1
nX
i=1
nX
j=1
sn,ijηjs
nX
l=1
sn,il
nX
k=1
gn,lkη0kβ0
≤ max
1≤i≤n
¯¯¯¯
¯¯ nX
j=1
sn,ijηjs
¯¯¯¯
¯¯ max1≤i≤n
nX
l=1
|sn,il| max
1≤l≤n
¯¯¯¯
¯
nX
k=1
gn,lkη0kβ0
¯¯¯¯
¯
= O
³
n−(δ−q)/(2δ) logn
´
O (1)O
³
min(n−ϑ/2 logn, 1)
´
= o (1) ,
n−1A(3)6n = n
−1
nX
i=1
nX
l=1
sn,ilηis
nX
k=1
gn,lkη0kβ0 ≤ max
1≤l≤n
¯¯¯¯
¯
nX
i=1
sn,ilηis
¯¯¯¯
¯ max1≤l≤n
¯¯¯¯
¯
nX
k=1
gn,lkη0kβ0
¯¯¯¯
¯
= O
³
n−(δ−q)/(2δ) logn
´
O
³
min(n−ϑ/2 logn, 1)
´
= o (1) ,
and
n−1A(4)6n = n
−1
nX
i=1
nX
j=1
sn,ijηjs
nX
l=1
sn,il
nX
k=1
gn,lkη0kβ0
≤ max
1≤i≤n
¯¯¯¯
¯¯ nX
j=1
sn,ijηjs
¯¯¯¯
¯¯ max1≤i≤n
nX
l=1
|sn,il| max
1≤l≤n
¯¯¯¯
¯
nX
k=1
gn,lkη0kβ0
¯¯¯¯
¯
= O
³
n−(δ−q)/(2δ) logn
´
O
³
min(n−ϑ/2 logn, 1)
´
= o (1) .
So n−1A6n → ΦX,R.
Let m†t (Zn) = Gnmt (Zn) for 0 ≤ t ≤ p. Denote the ith element of m
†
t (Zn) as m
†
it, i.e., m
†
it =Pn
j=1 gn,ijmjt. Then
A7n = ((In − Sn)ηs)
0
(In − Sn)Gnm (Zn)β0
=
nX
i=1
⎛
⎝ηis −
nX
j=1
sn,ijηjs
⎞
⎠
Ã
m†0i β0 −
nX
l=1
sn,ilm
†0
l β0
!
=
nX
i=1
ηis
Ã
m†0i β0 −
nX
l=1
sn,ilm
†0
l β0
!
−
nX
j=1
ηjs
Ã
nX
i=1
sn,ijm
†0
i β0 −
nX
i=1
sn,ij
nX
l=1
sn,ilm
†0
l β0
!
≡ A(1)7n −A
(2)
7n .
Noting that m†0i β0 −
Pn
l=1 sn,ilm
†0
l β0 is uniformly bounded for large enough n, we apply Lemma A.1
to obtain n−1A(l)7n = O
¡
n−1/2 logn
¢
= o (1) . Similarly for A(2)7n and for n
−1A8n. By Lemma A.8,
n−1A9n = n−1ms (Zn)
0 PnGn(m0 (Zn) +
Pp
t=1mt (Zn)β0t) = o
¡
n−1/2
¢
. Consequently, 2) follows.
To show 3), noting that Xs =ms (Zn) + ηs, we have
R0nPnRn =
¡
ηβ0 +m (Zn)β0
¢0
G0nPnGn
¡
ηβ0 +m (Zn)β0
¢
= β00η0G0nPnGnηβ0 + 2β00η0G0nPnGnm (Zn)β0 +
¡
m (Zn)β0
¢0
G0nPnGnm (Zn)β0
≡ A10n + 2A11n +A12n.
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Decompose
A10n = ((In − Sn)Gnηβ0)
0 (In − Sn)Gnηβ0
=
nX
i=1
⎛
⎝
nX
j=1
gn,ijη0jβ0
⎞
⎠
2
+
nX
i=1
⎛
⎝
nX
k=1
sn,ik
nX
j=1
gn,kjη0jβ0
⎞
⎠
2
−2
nX
i=1
⎛
⎝
nX
j=1
gn,ijη0jβ0
⎞
⎠
Ã
nX
k=1
sn,ik
nX
l=1
gn,klη0lβ0
!
≡ A(1)10n +A
(2)
10n − 2A
(3)
10n.
n−1A(1)10n = n
−1
nX
i=1
⎛
⎝
nX
j=1
gn,ijη0jβ0
⎞
⎠
2
→ ΦR,R. (A.8)
By (A.2) and Lemma A.5,
n−1A(2)10n = n
−1
nX
i=1
⎛
⎝
nX
j=1
η0jβ0
Ã
nX
k=1
sn,ikgn,kj
!⎞
⎠
2
= O
³
n−(δ−q)/δ log2 n
´
= o (1) .
By the Cauchy-Schwartz inequality and the above arguments, n−1A(3)10n = o (1) . Similarly, we can show
that n−1A12n = o (1) . It follows that n−1A11n = o (1) by the Cauchy-Schwartz inequality. Conse-
quently, 3) follows.
Noting that n−1R0nM
†
nRn = n
−1R0nPnRn − n−1R0nPnXn
¡
n−1X 0nPnXn
¢−1 n−1X 0nPnRn, 4) follows
from 1)-3). Under the condition limn→∞ln = ∞, the limit ΦX,R in (A.7) and ΦR,R in (A.8) are zero.
So the limits in 2)-4) are zero.
Lemma A.11 Under the conditions of Theorem 5.1,
1) T1n ≡ (ln/n)R0nM†nUn = oP (1) ,
2) T2n ≡ (ln/n)R0nM†nGnUn = oP (1) ,
3) T3n ≡ (ln/n)m0 (Zn)0M†nGnUn = oP (1) ,
4) T4n ≡ (ln/n)
¡
U 0nG0nM†nUn − σ20tr
¡
G0nM†n
¢¢
= oP (1) ,
5) T5n ≡ (ln/n)
¡
U 0nG0nM†nGnUn − σ20tr
¡
G0nM†nGn
¢¢
= oP (1) .
Proof. By assumption, the elements ern,i of Mn (In − Sn)Rn are uniformly O(l−1/2n ). B1n ≡
(In − Sn) (In − Sn)0 is uniformly bounded in both row and column sums for large enough n by Lemma
A.5. It follows that E (T1n) = 0 and
E
¡
T 21n
¢
= (ln/n)
2 σ20R
0
n (In − Sn)
0MnB1nMn (In − Sn)Rn
= (ln/n)
2 σ20
nX
i=1
nX
j=1
ern,ib1n,ijern,j ≤ C ¡ln/n2¢ nX
i=1
nX
j=1
|b1n,ij |
= O (ln/n) = o(1).
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So T1n = oP (1) by the Chebyshev inequality. Similarly for T2n. The elements emi0 of (In − Sn)m0 (Zn)
are uniformly O(hr+1) by Lemma A.4, and B2n ≡ Mn (In − Sn) GnG0n (In − Sn)
0Mn is uniformly
bounded in both row and column sums for large enough n by Lemma A.5. It follows that E (T3n) = 0
and
E
¡
T 23n
¢
= (ln/n)
2 σ20 ((In − Sn)m0 (Zn))
0B2n ((In − Sn)m0 (Zn))
= (ln/n)
2 σ20
nX
i=1
nX
j=1
emi0b2n,ij emj0 ≤ C ¡l2n/n2¢h2(r+1) nX
i=1
nX
j=1
|b2n,ij |
= O
³
n−1l2nh
2(r+1)
´
= o(1).
Let B3n = G0nM†n. Then B3n is uniformly bounded in both row and column sums for large enough n
and the elements of B3n, B3nB3n and B3nB03n are uniformly O
¡
l−1n
¢
by Lemma A.5 and Fact 2. It
follows that E (T4n) = 0 and
Var (T4n) = (ln/n)
2Var (U 0nB3nUn)
= (ln/n)
2
"¡
μ4 − 3σ40
¢ nX
i=1
b23n,ii + σ
4
0tr (B3n (B3n +B
0
3n))
#
= (ln/n)
2 £O ¡l−1n ¢+O ¡nl−1n ¢¤ = o (1) .
So T4n = oP (1) by the Chebyshev inequality. Similarly for T5n.
Lemma A.12 Under the conditions of Theorem 5.1,
1) (ln/n)m0 (Zn)
0M†nm0 (Zn) = o (1) ,
2) (ln/n)m0 (Zn)
0M†nGnG0nM†nm0 (Zn) = o (1) ,
3)
p
ln/nR0nM
†
nm0 (Zn) = o (1) ,
4) bσ2 (ρ) = σ20 + oP (1) uniformly on ∆.
Proof. The elements emi0 of (In − Sn)m0 (Zn) are uniformly O ¡hr+1¢ by Lemma A.4, and Mn
and M‡n ≡Mn (In − Sn)GnGn (In − Sn)Mn are uniformly bounded in both row and column sums by
Lemma A.5. It follows that
(ln/n)m0 (Zn)
0M†nm0 (Zn) = (ln/n)
nX
i=1
nX
j=1
emi0mn,ij emi0 = O(lnh2(r+1)) = o(1),
and
(ln/n)m0 (Zn)
0M†nGnGnM
†
nm0 (Zn) = (ln/n)
nX
i=1
nX
j=1
emi0m‡n,ij emi0 = O(lnh2(r+1)) = o(1).
3) follows because p
ln/n
¯¯
R0nM
†
nm0 (Zn)
¯¯
=
p
ln/n |R0n (In − Sn)Mn (In − Sn)m0 (Zn)|
≤
p
ln/n kMn (In − Sn)Rnk k(In − Sn)m0 (Zn)k
≤
p
ln/nO(
p
n/ln)O
¡√
nhr+1
¢
= O(n1/2hr+1) = o (1) .
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Now Write
bσ2 (ρ) = n−1Y 0nT 0nM†nTnYn + (ρ0 − ρ)2 n−1Y 0nW 0nM†nWnYn + 2 (ρ0 − ρ)n−1Y 0nT 0nM†nWnYn.
It suﬃces to show that Tn1 ≡ n−1Y 0nT 0nM†nTnYn = σ20 + oP (1) and Tn2 ≡ n−1Y 0nW 0nM†nWnYn =
oP (1) by the Cauchy-Schwartz inequality. By the proof of Lemma A.9, n−1m0 (Zn)
0M†nUn = oP (1) .
Consequently
Tn1 = n−1U 0nM
†
nUn + n
−1m0 (Zn)
0M†nm0 (Zn) + 2n
−1m0 (Zn)
0M†nUn
= n−1U 0nM
†
nUn + oP (1) .
We can easily verify that E
¡
n−1U 0nM
†
nUn
¢
= σ20 + o (1) and Var
¡
n−1U 0nM
†
nUn
¢
= o (1) . So Tn1 =
σ20+oP (1) by the Chebyshev inequality. Noting that n
−1R0nM
†
nRn = l
−1
n (ln/n)R
0
nM
†
nRn = O
¡
l−1n
¢
=
o (1) , n−1U 0nG0nM†nGnUn = oP (1) and n−1R0nM†nGnUn = oP (1) by Lemma A.11, Tn2 = n−1U 0nG0nM†n
GnUn + n−1R0nM†nRn + 2n−1R0nM†nGnUn = oP (1) .
B Proof of the Main Results
Proof of Theorem 4.1
We adopt the idea of Lee (2004, 2002b) to prove the theorem. The major diﬀerence lies in the
appearance of nonparametric objects in our setting. By White (1994, Theorem 3.4), it suﬃces to show
n−1 [logLcn (ρ)−Qn (ρ)]
p→ 0 uniformly on ∆, (B.1)
and
lim sup
n→∞
max
ρ∈Nc (ρ0)
n−1 [Qn (ρ)−Qn (ρ0)] < 0 for any  > 0, (B.2)
where Nc (ρ0) is the complement of an open neighborhood of ρ0 on ∆ of diameter . The condition
(B.2) is called the uniqueness identification condition in White (1994, Theorem 3.4).
By (2.11) and (4.4) , n−1 [logLcn (ρ)−Qn (ρ)] = −(1/2){logbσ2 (ρ)−logσ∗2 (ρ)}. To show (B.1) , it is
suﬃcient to show bσ2 (ρ)− σ∗2 (ρ) = oP (1) uniformly on ∆. (B.3)
By (2.10) and (4.3) , we have
bσ2 (ρ)− σ∗2 (ρ) = 2H1n (ρ) + 2 (ρ0 − ρ)H2n (ρ) +H3n (ρ)− σ2n (ρ) , (B.4)
where Hin (ρ) , i = 1, 2, 3, and σ2n (ρ) are defined in Lemma A.9. (B.3) follows from (B.4) and Lemma
A.9.
To show (B.2), write
1
n
[Qn (ρ)−Qn (ρ0)] =
1
n
[Qp,n (ρ)−Qp,n (ρ0)] +
1
2
H4n (ρ) +
1
2
H5n, (B.5)
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where σ2p,n (ρ) = σ20n
−1tr{T 0−1n T 0n (ρ)Tn (ρ)T−1n },Qp,n (ρ) = −n2 (log (2π) + 1)−n2 logσ2p,n (ρ) +log|Tn (ρ)| ,
H4n (ρ) =logσ2p,n (ρ)−logσ
∗2 (ρ) , andH5n =logσ
∗2 (ρ0)−logσ2p,n (ρ0) . To show n−1 [Qp,n (ρ)−Qp,n (ρ0)] ≤
0 uniformly on ∆, we follow Lee (2002b) and define an auxiliary SAR process: Yn = ρ0WnYn + Un,
where Un ∼ N(0, σ20In). Denote the log likelihood of this process as logLa,n
¡
ρ, σ2
¢
. One can verify that
Qp,n (ρ) = maxσ2 Ea[logLa,n
¡
ρ, σ2
¢
], where Ea denotes expectation under the auxiliary SAR process.
Consequently, for any ρ ∈ ∆, Qp,n (ρ) ≤ maxρ,σ2 Ea[logLa,n
¡
ρ, σ2
¢
] = Ea[logLa,n
¡
ρ0, σ20
¢
] = Qp,n (ρ0) .
Hence n−1 [Qp,n (ρ)−Qp,n (ρ0)] ≤ 0 uniformly on ∆.
To show thatH5n = o (1) , recallM†n = (In − Sn)
0Mn (In − Sn) . Then tr(M†n) =tr(Mn)+tr(S0nSn)−
2tr(MnSn). It is easy to show tr(Mn) = n − p. By Lemma A.5, both Mn and Sn are uniformly
bounded in both row and column sums for suﬃciently large n. In addition, the elements of Sn are
O(n−1h−q) uniformly. With these, it is trivial to show that tr(S0nSn) = O (h
−q) and tr(MnSn) =
O (h−q) . Consequently, tr(M†n) = n − p + O (h−q) and σ2p,n (ρ0) − σ∗2 (ρ0) = σ20 − σ20n−1tr{M†n}
−n−1m0 (Zn)0M†nm0 (Zn) = O(n−1h−q + h2(r+1)) = o (1) , implying that H5n = o (1) .
Next, write
σ2p,n (ρ)− σ
∗2 (ρ) =
σ20
n
©
tr[T 0−1n T
0
n (ρ)Tn (ρ)T
−1
n ]− tr[T 0−1n T 0n (ρ)M†nTn (ρ)T−1n ]
ª
− 1
n
{m0 (Zn) + (ρ0 − ρ)Rn}0M†n {m0 (Zn) + (ρ0 − ρ)Rn} .
One can show the first term of the above expression is o (1) uniformly while the second term is non-
negative. Consequently,
lim sup
n→∞
max
ρ∈Nc (ρ0)
n−1 [Qn (ρ)−Qn (ρ0)] ≤ 0 for any  > 0. (B.6)
To show that the above inequality holds strictly, by the compactness of Nc (ρ0) we assume that
there exists a sequence ρn converging to a point ρ∗ 6= ρ0 such that limn→∞n−1 [Qn (ρn)−Qn (ρ0)] = 0.
This would be possible only if (a) limn→∞
£
σ2p,n (ρ∗)− σ∗2 (ρ∗)
¤
= 0, and (b) limn→∞n−1[Qp,n (ρ∗)−
Qp,n (ρ0)] = 0. (a) generates a contradiction to ΦR,R − Φ0X,RΦ−1X,XΦX,R > 0 by Assumption 7, Lemma
A.10 and Lemma A.12 (n−1m0 (Zn)
0M†nm0 (Zn) = o (1) in particular). If ΦR,R −Φ0X,RΦ−1X,XΦX,R = 0
by Assumption 7∗, the contradiction follows from (b) under Assumption 8.
The consistency of bρ and hence bθ then follows by Theorem 3.4 of White (1994). ¥
Proof of Lemma 4.2
The proof of the lemma is analogous to that of Theorem 3.2 of Lee (2002b). Let α = (α01, α2, α3)
0
be a column vector of constants such that Σθα = 0. It suﬃces to show α = 0. It follows from the first
block of the linear system Σθα = 0 that α1 = −Φ−1X,XΦX,Rα2. The last equation of the linear system
gives α3 = −2σ20c1α2. Plugging α1 and α3 into the second equation of the linear system, we haveh
ΦR,R − Φ0X,RΦ−1X,XΦX,R + σ20
¡
c2 − 2c21
¢i
α2 = 0. (B.7)
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We can verify that c2 − 2c21 =limn→∞n−1tr
³³
Gn +G
0
n
´
Gn
´
− 2limn→∞n−2 [tr (Gn)]2 = limn→∞n−1
tr(CsnCs0n ) ≥ 0, where recall Csn = Cn+C 0n with Cn = Gn−
¡
n−1tr (Gn)
¢
In. ΦR,R−Φ0X,RΦ−1X,XΦX,R > 0
when Assumption 7 holds. If instead Assumption 7∗ holds, then c2− 2c21 6= 0 is implied by Assumption
8. In either case, we have α2 = 0 and so α = 0.¥
Proof of Theorem 4.3
By a Taylor expansion of the first order condition from maximizing (2.8), we have
√
n
³bθ − θ0´ = −Ã 1n ∂2logLn(eθn)∂θ∂θ0
!−1
1√
n
∂logLn (θ0)
∂θ
, (B.8)
where eθn lies between bθ and θ0 and thus converges to θ0 in probability by Theorem 4.1. The proof is
complete if we can show
1
n
∂2logLn(eθn)
∂θ∂θ0
− 1
n
∂2logLn (θ0)
∂θ∂θ0
= oP (1) uniformly in eθn, (B.9)
1
n
∂2logLn (θ0)
∂θ∂θ0
− Σθ = oP (1) , (B.10)
and
1√
n
∂logLn (θ0)
∂θ
d→ N (0,Σθ +Ωθ) . (B.11)
To show (B.9) , we show each element of n−1∂2logLn(eθn)/ ¡∂θ∂θ0¢ converges to n−1∂2logLn (θ0)
/
¡
∂θ∂θ0
¢
uniformly in probability, where
∂2logLn (θ)
∂β∂β0
= − 1
σ2
X 0nPnXn,
∂2logLn (θ)
∂σ2∂σ2
=
n
2σ4
-
1
σ6
(Tn(ρ)Yn −Xnβ)0 Pn (Tn(ρ)Yn −Xnβ) ,
∂2logLn (θ)
∂ρ2
= −tr
©
G2n (ρ)
ª
− 1
σ2
Y 0nW
0
nPnWnYn,
∂2logLn (θ)
∂β∂σ2
= − 1
σ4
X 0nPn (Tn(ρ)Yn −Xnβ) ,
∂2logLn (θ)
∂ρ∂σ2
= − 1
σ4
Y 0nWnPn (Tn(ρ)Yn −Xnβ) ,
∂2logLn (θ)
∂β∂ρ
= − 1
σ2
X 0nPnWnYn.
Noting that β and 1/σ2 appear only in linear, quadratic or cubic form in n−1∂2logLn (θ) /
¡
∂θ∂θ0
¢
, it
is easy to show (B.9) holds for all elements but the second derivative of logLn (θ) with respect to ρ.
The latter is
∂2logLn (θ)
∂ρ2
= −tr
©
G2n (ρ)
ª
− 1
σ2
Y 0nW
0
n (In − Sn)
0
(In − Sn)WnYn,
where Gn (ρ) = WnT−1n (ρ) . By Assumptions 3(iv) and 4 and the mean value theorem, tr
©
G2n (eρn)ª
=tr
¡
G2n
¢
+ 2tr
©
G3n (eρ∗n)ª (eρn − ρ0) for some eρ∗n between eρn and ρ0. Consequently,
1
n
⎛
⎝
∂2logLn
³eθn´
∂ρ2
− ∂
2logLn (θ0)
∂ρ2
⎞
⎠
= −2
tr
©
G3n (eρ∗n)ª
n
(eρn − ρ0) + µ 1σ20 − 1eσ2n
¶
Y 0nW 0n (In − Sn)
0 (In − Sn)WnYn
n
. (B.12)
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Since Gn (ρ) is uniformly bounded in row and column sums uniformly in a neighborhood of ρ0 by the
remark after Assumption 4, tr
©
G3n (eρ∗n)ª /n = O(1/ln), implying that the first term in (B.12) is op(1).
The second term in (B.12) is also op(1) because we can show Y 0nW 0n (In − Sn)
0 (In − Sn)WnYn/n =
Op (1/ln) . Consequently, n−1
h
∂2logLn(eθn)/∂ρ2 − ∂2logLn (θ0) /∂ρ2i = oP (1).
The proof of (B.10) is straightforward by showing that linear or quadratic functions of Un deviated
from their means are all oP (1) .
The components of n−1/2∂logLn (θ0) /∂θ are linear or quadratic functions of Un. By Assumption
1, we can apply the central limit theorem for linear quadratic forms of Kelejian and Prucha (2001,
Theorem 1) to obtain (B.11) . ¥
Proof of Theorem 4.4
Denote Sn (zn,i, z) as a typical column of Sn (z) , i.e., Sn (z) = (Sn (zn,1, z) , ..., Sn (zn,n, z)). By
(2.12) ,
bα (z) = Sn (z)³Tn (bρ)Yn −Xnbβ´
= Sn (z) (m0 (Zn) + Un) + Sn (z)WnYn (ρ0 − bρ) + Sn (z)Xn ³β0 − bβ´ . (B.13)
By Theorem 4.3 (see also the proof of Theorem 5.4), it is easy to show
√
nhqSn (z)WnYn (ρ0 − bρ) =
oP (1) and
√
nhqSn (z)Xn
³
β0 − bβ´ = oP (1) . By the (r + 1)th order Taylor expression,
m0 (zn,i) =
X
0≤|j|≤r+1
¡
Djm0
¢
(z) (zn,i − z)j + o
¡
hr+1
¢
=
−→
Z i (z)
0 α0 (z) +
X
|j|=r+1
¡
Djm0
¢
(z) (zn,i − z)j + o
¡
hr+1
¢
(B.14)
for kzn,i − zk ≤ Ch.Noting that [−→Z (z)0Kh (z)−→Z (z)]−1
Pn
i=1Kiz
−→
Z i (z)
−→
Z i (z)
0
= IN and Sn (zn,i, z) =
[
−→
Z (z)0Kh (z)
−→
Z (z)]−1
−→
Z i (z)Kiz, we have
√
nhq
¡bα (z)− α0 (z)¢
=
√
nhq
nX
i=1
Sn (zn,i, z)
X
|j|=r+1
¡
Djm0
¢
(z) (zn,i − z)j +
√
nhqSn (z)Un + op (1)
≡ B11 +B12 + op (1) .
By Assumption 1, n−1
−→
Z (z)0Kh (z)
−→
Z (z) = Πf (z) + o (1) , and
B11 =
√
nhqf−1 (z)
¡
Π−1 + o (1)
¢
n−1
nX
i=1
−→
Z i (z)Kh (zn,i − z)
X
|j|=r+1
¡
Djm0
¢
(z) (zn,i − z)j
=
√
nhqhr+1Π−1Bm(r+1)0 (z) + o (1) ,
where Π and B are defined in (Matrix). Next it is standard to show
B12 =
√
nhqf−1 (z)Π−1n−1
nX
i=1
−→
Z i (z)Kh (zn,i − z)ui + op (1)
d→ N(0,Π−1ΓΠ−1/f (z)),
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where Γ is defined in (Matrix). This completes the proof.¥
Proof of Theorem 5.1
Like Lee (2004), we prove the theorem in three steps: 1) We show that
(ln/n) [(logLcn (ρ)− logLcn (ρ0))− (logQn (ρ)− logQn (ρ0))]
p→ 0 uniformly on ∆; (B.15)
2) We show that (ln/n) (logQn (ρ)− logQn (ρ0)) is uniformly equicontinuous on ∆; 3) We show that ρ0
is uniquely identifiable.
To show (B.15), we apply the mean value theorem to obtain
ln
n
[(logLcn (ρ)− logLcn (ρ0))− (logQn (ρ)− logQn (ρ0))]
= − ln
2
∂
£
log bσ2n(ρn)− log σ∗2(ρn)¤
∂ρ
(ρ− ρ0)
=
ln
nbσ2n(ρn)
½
Bn (ρn)−
bσ2n(ρn)− σ∗2(ρn)
σ∗2(ρn)
An (ρn)
¾
(ρ− ρ0)
where ρn lies between ρ and ρ0,
An (ρ) = (ρ0 − ρ)R0nM†nRn +m0 (Zn)
0M†nRn + σ
2
0tr
¡
G0nM
†
nTn (ρ)T
−1
n
¢
and Bn (ρ) = Y 0nW 0nM†nTn (ρ)Yn −An (ρ) . Simple algebra shows that
(ln/n)Bn (ρ) = (ln/n)
¡
R0nM
†
n + 2 (ρ0 − ρ)R0nM†nGn +m0 (Zn)
0M†nGn
¢
Un
+(ln/n)
¡
U 0nM
†
nGnUn − σ20tr
¡
G0nM
†
n
¢¢
+(ln/n) (ρ0 − ρ)
¡
U 0nG
0
nM
†
nGnUn − σ20tr
¡
G0nM
†
nGn
¢¢
= op (1) uniformly on ∆ by Lemma A.11.
Similarly, (ln/n)An (ρ) = O (1) uniformly on ∆. By (B.4) and Lemma A.9, bσ2n(ρ) − σ∗2(ρ) = op (1)
uniformly on ∆. Also, bσ2n(ρn) and σ∗2(ρn) are bounded away from zero. Consequently, (B.15) follows.
Next, write
(ln/n) (logQn (ρ)− logQn (ρ0))
= − ln
2
£
log σ
∗2(ρ)− log σ∗2(ρ0)
¤
+
ln
n
[log |Tn(ρ)|− log |Tn(ρ0)|] .
Since Tn(ρ) = Tn + (ρ0 − ρ)Wn, it follows from the mean value theorem that (ln/n) [log |Tn(ρ2)|
− log |Tn(ρ1)|] = (ln/n) tr
¡
WnT−1n (ρn12)
¢
(ρ2 − ρ1) , where ρn12 is the mean value. Noting that
(ln/n)tr
¡
WnT−1n (ρn12)
¢
= O (1) , (ln/n) [log |Tn(ρ2)|− log |Tn(ρ1)|] is uniformly equicontinuous. Sim-
ilarly, ln
£
log σ∗2(ρ)− log σ∗2(ρ0)
¤
= ln
£
σ∗2(ρ)− σ∗2(ρ0)
¤
/σ∗2n (ρ) for some σ
∗2
n (ρ) that lies between
σ∗2(ρ) and σ∗2(ρ0) and is uniformly bounded away from zero. In addition, simple algebra shows that
ln
h
σ
∗2(ρ)− σ
∗2(ρ0)
i
=
ln
n
h
(ρ0 − ρ)
2 ¡R0nM†nRn + σ20tr ¡G0nM†nGn¢¢+ 2 (ρ0 − ρ) ¡R0nM†nm0 (Zn) + σ20tr ¡G0nM†n¢¢i ,
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which is uniformly equicontinuous because (ln/n)
¡
R0nM†nRn + σ20tr
¡
G0nM†nGn
¢¢
and (ln/n) (R0nM†n
m0 (Zn) + σ20tr(G0nM†n)) are both O (1) by (5.2), Lemma A.6, and Lemma A.12. Consequently,
logQn (ρ)−logQn (ρ0) is uniformly equicontinuous on ∆.
To show that ρ0 is uniquely identifiable, define
Qn (ρ) = −
ln
2
£
log σ2p,n(ρ)− log σ2p,n(ρ0)
¤
+
ln
n
[log |Tn(ρ)|− log |Tn(ρ0)|] ,
where σ2p,n(ρ) is defined in (3.5). Then
ln
n
(logQn (ρ)− logQn (ρ0))
= Qn (ρ)−
ln
2
£¡
log σ
∗2(ρ)− log σ∗2(ρ0)
¢
−
¡
log σ2p,n(ρ)− log σ2p,n(ρ0)
¢¤
≡ Qn (ρ)−
1
2
∆n (ρ) .
By the second order Taylor expansion,
∆n (ρ) =
ln
σ∗2(ρ0)
"
∂σ∗2(ρ0)
∂ρ
−
∂σ2p,n (ρ0)
∂ρ
#
(ρ− ρ0)
+
ln
σ∗2(ρ0)σ2p,n (ρ0)
£
σ∗ 2(ρ0)− σ2p,n (ρ0)
¤ ∂σ2p,n (ρ0)
∂ρ
(ρ− ρ0)
− ln
2σ∗4(ρn)
⎧
⎨
⎩
µ
∂σ∗2(ρn)
∂ρ
¶2
−
Ã
∂σ2p,n (ρn)
∂ρ
!2⎫⎬
⎭ (ρ− ρ0)
2
− ln
2σ∗4(ρn)σ4p,n (ρn)
©
σ
∗4(ρn)− σ4p,n (ρn)
ªÃ∂σ2p,n (ρn)
∂ρ
!2
(ρ− ρ0)
2
+
ln
2σ∗2(ρn)
(
∂2σ∗2(ρn)
∂ρ2
−
∂2σ2p,n (ρn)
∂ρ2
)
(ρ− ρ0)
2
+
ln
2σ∗2(ρn)σ2p,n (ρn)
©
σ
∗2(ρn)− σ2p,n (ρn)
ª ∂2σ2p,n (ρn)
∂ρ2
(ρ− ρ0)
2
≡
6X
s=1
∆ns (ρ) . (B.16)
Analogous to the proof of (B.15), we can show that ∆ns (ρ) = 0 for s = 2, 4, 6. We now evaluate the
other terms in (B.16). By Lemma A.12,
∆n1 (ρ) =
2ln
nσ∗2(ρ0)
R0nM
†
nRn (ρ− ρ0)
2 − 2ln
nσ∗2(ρ0)
R0nM
†
nm0 (Zn) (ρ− ρ0)
=
2ln
nσ∗2(ρ0)
R0nM
†
nRn (ρ− ρ0)
2
+ o (1) uniformly on ∆.
Let cn1 (ρ) ≡
¡√
ln/n
¢
(R0nM†nRn (ρ− ρ0)−m0 (Zn)
0M†nRn) and cn2 (ρ) ≡
¡√
ln/n
¢
tr(G0nM†n(In + (ρ0
−ρ)Gn)). Then cn1 (ρ) = o (1) uniformly on ∆ by (5.2) and Lemma A.12, and cn2 (ρ) = o (1) uniformly
on ∆ by Facts 1-2 and Lemma A.5. So
∆n3 (ρ) = −
2
σ∗4(ρn)
cn1 (ρn) (cn1 (ρn) + 2cn2 (ρn)) (ρ− ρ0)
2
= o (1) uniformly on ∆.
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∆n5 (ρ) = lnnσ∗2(ρn)R
0
nM†nRn (ρ− ρ0)
2 . Consequently,
∆n (ρ) =
3ln
nσ∗2(ρ0)
R0nM
†
nRn (ρ− ρ0)
2
+ o (1) uniformly on ∆,
and it is nonnegative for suﬃciently large n when ρ 6= ρ0 and (ln/n)R0nM†nRn → c ∈ (0,∞).Whenever
ρ 6= ρ0, Qn (ρ) < 0 under Assumption 8(ii). Consequently (ln/n) (logQn (ρ)− logQn (ρ0)) < 0 whenever
ρ 6= ρ0, implying that ρ0 is uniquely identifiable. This completes the proof.¥
Proof of Theorem 5.2
We prove the theorem in three steps: 1) Show that (ln/n)
£
∂2logLcn (eρn) /∂ρ2 − ∂2logLcn (ρ0) /∂ρ2¤
= oP (1) for all eρn = ρ0 + oP (1) ; 2) Show that (ln/n)[∂2logLcn (ρ0) /∂ρ2 − E ¡∂2logLcn (ρ0) /∂ρ2¢]
converges to zero in probability; 3) Apply the CLT of Lee (2004, Appendix A) to
p
ln/n∂logLcn (ρ0) /∂ρ.
To show 1), we obtain from (2.10) and (2.11) that
∂logLcn (ρ)
∂ρ
=
1bσ2 (ρ)YnW 0nM†nTn (ρ)Yn − tr ¡WnT−1n (ρ)¢ and
∂2logLcn (ρ)
∂ρ2
=
2
nbσ4 (ρ) ¡YnW 0nM†nTn (ρ)Yn¢2 − 1bσ2 (ρ)YnW 0nM†nWnYn − tr³£WnT−1n (ρ)¤2´ .
Note that
ln
n
YnW 0nM
†
nWnYn =
ln
n
R0nM
†
nRn +
ln
n
U 0nG
0
nM
†
nGnUn +
2ln
n
R0nM
†
nGnUn
=
ln
n
R0nM
†
nRn +
ln
n
U 0nG
0
nM
†
nGnUn + oP (1) ,
ln
n
YnW 0nM
†
nTn (ρ)Yn =
ln
n
R0nM
†
nm0 (Zn) +
ln
n
U 0nG
0
nM
†
nUn
+(ρ0 − ρ)
ln
n
©
R0nM
†
nRn + U
0
nG
0
nM
†
nGnUn + 2R
0
nM
†
nGnUn
ª
+
ln
n
¡
R0nM
†
n +m0 (Zn)
0M†nGn
¢
Un
=
ln
n
U 0nG
0
nM
†
nUn + (ρ0-ρ)
ln
n
©
R0nM
†
nRn + U
0
nG
0
nM
†
nGnUn
ª
+ oP (1) ,
and bσ2 (ρ) = σ20 + oP (1) uniformly on ∆
by Lemmas A.11-A.12. When limn→∞ ln =∞, n−1YnW 0nM†nTn (ρ)Yn = oP (1) , implying that (ln/n2)¡
YnW 0nM
†
nTn (ρ)Yn
¢2
= oP (1) . So
ln
n
∂2logLcn (ρ)
∂ρ2
= − ln
n
1bσ2 (ρ)YnW 0nM†nWnYn − lnn tr³£WnT−1n (ρ)¤2´+ oP (1)
= − 1
σ20
ln
n
YnW 0nM
†
nWnYn −
ln
n
tr
³£
WnT−1n (ρ)
¤2´
+ oP (1)
= − 1
σ20
ln
n
©
R0nM
†
nRn + U
0
nG
0
nM
†
nGnUn
ª
− ln
n
tr
³£
WnT−1n (ρ)
¤2´
+ oP (1) .
39
Noting that (ln/n)tr
¡
G3n (ρ)
¢
= O (1) uniformly on ∆, we have by the mean value theorem
ln
n
µ
∂2logLcn (eρn)
∂ρ2
− ∂
2logLcn (ρ0)
∂ρ2
¶
= − ln
n
n
tr
³£
W 0nT
−1
n (eρn)¤2´− tr³£WnT−1n (ρ0)¤2´o+ oP (1)
= −2ln
n
tr
¡
G3n (ρn)
¢
(eρn − ρ0) + oP (1) = oP (1) (B.17)
for any eρn which converges in probability to ρ0.
Next, we show 2). By the above arguments and Lemma A.6,
E
µ
ln
n
∂2logLcn (ρ0)
∂ρ2
¶
= −
½
ln
nσ20
R0nM
†
nRn +
ln
n
£
tr
¡
G0nM
†
nGn
¢
+ tr
¡
G2n
¢¤¾
+ o (1)
= −
½
ln
nσ20
R0nM
†
nRn +
ln
n
tr (G0n (PnGn +G
0
n))
¾
+ o (1) = O (1) .(B.18)
By the Chebyshev inequality, we can show that
ln
n
∙
∂2logLcn (ρ0)
∂ρ2
−E
µ
∂2logLcn (ρ0)
∂ρ2
¶¸
=
ln
nσ20
£
U 0nG
0
nM
†
nGnUn −E
¡
U 0nG
0
nM
†
nGnUn
¢¤
+ oP (1) = oP (1) . (B.19)
2) follows.
We now show 3). By the proof of Lemma A.12,
p
ln/nm0 (Zn)
0M†nm0 (Zn) (tr(Gn) /n) =
p
ln/n
O(nh2(r+1))O (1/ln) = O(
p
n/lnh2(r+1)) = o (1) , and
p
ln/nR0nM
†
nm0 (Zn) = o (1) . It follows thatr
ln
n
∂logLcn (ρ0)
∂ρ
=
1bσ2 (ρ0)
r
ln
n
©
YnW 0nM
†
nTnYn − bσ2 (ρ0) tr (Gn)ª
=
1bσ2 (ρ0)
r
ln
n
©
a01nUn + U
0
na2nUn +R
0
nM
†
nm0 (Zn)−m0 (Zn)
0M†nm0 (Zn) (tr (Gn) /n)
ª
=
1
σ20
r
ln
n
{a01nUn + U 0na2nUn}+ oP (1) , (B.20)
where a01n = R
0
nM
†
n +m0 (Zn)
0M†nGn − 2m0 (Zn)
0M†n(tr(Gn) /n) and a2n = C
0
nM
†
n. We verify that
E (a01nUn) = 0, and E (U
0
na2nUn) = σ20tr
¡
C 0nM†n
¢
= o
³p
n/ln
´
by Lemma A.6. By Lemma A.6,
Lemma A.12, and the Cauchy-Schwartz inequality,
σ21n ≡ Var (a01nUn) = σ20a01na1n = σ20R0nM†nRn + o (n/ln) ,
σ22n ≡ Var (U 0na2nUn) =
¡
μ4 − 3σ40
¢ nX
i=1
£¡
C0nM
†
n
¢
ii
¤2
+ σ40tr
£
C0nM
†
n
¡
C 0nM
†
n +M
†
nCn
¢¤
= σ40tr (C
0
nPn(PnCn + C
0
nPn)) + o (n/ln) ,
40
and
σ212n ≡ Cov (a01nUn, U 0na2nUn) = a01ndiag (a2n)μ3
=
£
R0nM
†
n +m0 (Zn)
0M†nGn − 2m0 (Zn)
0M†n(tr (Gn) /n)
¤
diag
¡
C0nM
†
n
¢
μ3
= R0nM
†
ndiag(PnCn)μ3 +O
¡
nhr+1/ln
¢
+O(1/
p
ln),
because diag(M†nCn) =diag(PnCn) − O (1/n) and elements of PnCn are uniformly O (1/ln) . Conse-
quently,
Var (a01nUn + U
0
na2nUn)
= σ21n + σ
2
2n + 2σ
2
12n
=
©
σ20R
0
nM
†
nRn + σ
4
0tr (C
0
nPn(PnCn + C
0
nPn)) +R
0
nM
†
ndiag(PnCn)μ3
ª
+ o (n/ln)
≡ σ2ρ,n + o (n/ln) .
By the CLT for linear-quadratic forms (Lee, 2004, Appendix A), we haver
ln
n
∂logLcn (ρ0)
∂ρ
d→ N
µ
0, lim
n→∞
ln
nσ40
σ2ρ,n
¶
. (B.21)
By (5.2) and (B.17)-(B.21), we haver
n
ln
(bρ− ρ0)
=
∙
ln
nσ20
R0nM
†
nRn +
ln
n
tr (G0n (PnGn +G
0
n))
¸−1
1
σ20
r
ln
n
{a01nUn + U 0na2nUn}+ oP (1) (B.22)
d→ N
¡
0, σ2ρ
¢
.¥
Proof of Theorem 5.3
By (2.9) and the fact that Tn (ρ) = Tn − (ρ− ρ0)Wn,
bβ = (X 0nPnXn)−1X 0nPnTn (bρ)Yn
= β0 + (X
0
nPnXn)
−1X 0nPnUn + (X
0
nPnXn)
−1X 0nPnm0 (Zn)
− (bρ− ρ0) (X 0nPnXn)−1X 0nPnRn − (bρ− ρ0) (X 0nPnXn)−1X 0nPnGnUn.
By Lemmas A.7, A.10, A.11, and Theorem 5.2,
√
n(bβ − β0)
=
√
n (X 0nPnXn)
−1X 0nPnUn +
√
n (X 0nPnXn)
−1X 0nPnm0 (Zn)
−
r
n
ln
(bρ− ρ0) (X 0nPnXn)−1plnX 0nPnGnUn −r nln (bρ− ρ0) (X 0nPnXn)−1plnX 0nPnRn
=
¡
n−1X 0nPnXn
¢−1 1√
n
X 0nPnUn −
r
n
ln
(bρ− ρ0) (X 0nPnXn)−1plnX 0nPnRn + oP (1) , (B.23)
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It is easy to verify that
Cov
³
n−1/2X 0nPnUn,
p
ln/n (a01nUn + U
0
na2nUn)
´
= (
p
ln/n)
¡
σ20X
0
nPna1n +X
0
nPndiag (a2n)μ3
¢
= o (1) ,
where a1n and a2n are defined after (B.20). This implies that the two dominating terms in (B.23)
are asymptotically independent. Consequently, we can apply the CLT for linear-quadratic forms (Lee,
2004, Appendix A) to obtain
√
n(bβ − β0) d→ N ¡0, σ2β¢ ,
where
σ2β = σ
2
0 limn→∞
n (X 0nPnXn)
−1X 0nPnPnXn (X
0
nPnXn)
−1
+σ2ρ limn→∞ ln (X
0
nPnXn)
−1X 0nPnRn (X
0
nPnRn)
0
(X 0nPnXn)
−1 .
When β0 = 0, noting thatXs =ms (Zn)+ηs, it is easy to verify that the sth element of
¡√
ln/n
¢
X 0nPnRn
is ³p
ln/n
´
X0sPnRn =
³p
ln/n
´
ms (Zn)
0 PnGnm0 (Zn) +
³p
ln/n
´
η0sPnGnm0 (Zn)
= o (1) + o (1) = o (1) ,
by the proof of Lemma A.10 2). Consequently, the second term in (B.23) vanishes asymptotically and
√
n(bβ − β0) d→ N ³0, σ20 limn→∞n (X 0nPnXn)−1X 0nPnPnXn (X 0nPnXn)−1´ .
By (2.10),
bσ2 = bσ2 (bρ) = 1
n
Y 0nTn (bρ)0M†nTn (bρ)Yn
=
1
n
Y 0nT
0
nM
†
nTnYn +
1
n
(bρ− ρ0)2 Y 0nW 0nM†nWnYn − 2n (bρ− ρ0)Y 0nW 0nM†nTnYn
=
1
n
U 0nM
†
nUn +
1
n
m0 (Zn)
0M†nm0 (Zn) +
2
n
m0 (Zn)
0M†nUn
+
1
n
(bρ− ρ0)2 Y 0nW 0nM†nWnYn − 2n (bρ− ρ0)Y 0nW 0nM†nTnYn
≡ 1
n
U 0nM
†
nUn +
4X
s=1
Rns.
By Lemma A.7,
√
nRn1 = o (1) . Because E (
√
nRn2) = 0 and Var(
√
nRn2) = σ20n
−1m0 (Zn)
0M†nM
†
n
m0 (Zn) = O
¡
h2(r+1)
¢
,
√
nRn2 = oP (1) .
√
nRn3 =
p
ln/n[
p
n/ln (bρ− ρ0)]2(pln/n)Y 0nW 0nM†nWnYn =pln/nOP (1)OP (1/pln) = oP (1) ,
and
√
nRn4 = −2[
p
n/ln (bρ− ρ0)](pln/n)Y 0nW 0nM†nWnYn = OP (1)OP (1/pln) = oP (1) .
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Furthermore,
n−1/2U 0nM
†
nUn = n
−1/2U 0nPnUn − n−1/2(n−1/2U 0nPnXn)
¡
n−1X 0nPnXn
¢−1
n−1/2X 0nPnUn
= n−1/2U 0nPnUn − n−1/2Op (1)O (1)Op (1) = n−1/2U 0nPnUn + oP (1) ,
and
n−1/2U 0nPnUn = n
−1/2U 0nUn − n−1/2U 0n (S0n + Sn − S0nSn)Un = n−1/2U 0nUn + oP (1) ,
because n−1/2U 0n (S0n + Sn − S0nSn)Un = n−1/2σ20tr(S0n + Sn − S0nSn)+oP (1) = O
¡
n−1/2h−q
¢
+oP (1)
= oP (1) . Consequently,
√
n
¡bσ2 − σ20¢ = 1√n
nX
i=1
¡
u2i − σ20
¢
+ oP (1)
d→ N
¡
0, μ4 − σ40
¢
.
This completes the proof.¥
Proof of Theorem 5.4
By (2.12), (B.13) and (B.14), we have
√
nhq
¡bα (z)− α0 (z)¢
=
√
nhq
nX
i=1
Sn (zit, z)
X
|j|=r+1
¡
Djm0
¢
(z) (zit − z)j +
√
nhqSn (z)Un +
−
√
nhqSn (z)Xn
³bβ − β0´−√nhqSn (z)WnYn (bρ− ρ0) + oP (1)
≡ B11 +B12 −B13 −B14 + oP (1) ,
where B11 and B12 are analyzed in the proof of Theorem 4.4. The only diﬀerence is that now
B11 =
√
nhqhr+1Π−1Bm(r+1)0 (z) + o (1) = o (1) ,
because
√
nhqhr+1 = o
¡
n1/2hr+1
¢
= o (1) .
Now write B13 = eB13√n³bβ − β0´ , where eB13 = √hqSn (z)Xn. Then the s (1 ≤ s ≤ p) column ofeB13 is
eB13s = √hqf (z)−1Π−1 1n
nX
i=1
−→
Z i (z)Kh (zn,i − z) {ms (zn,i) + ηis} (1 + o (1))
=
√
hqO
³
hr+1 + n−(δ−q)/(2δ) logn
´
= o(1),
where the second equality follows from analogous analysis to Lemma A.3 and (A.2). For B14, write
B14 =
r
n
ln
(bρ− ρ0)plnhq (Sn (z)GnUn + Sn (z)Rn)
≡
r
n
ln
(bρ− ρ0) {B14a +B14b} ,
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which is oP (1) provided B14a = oP (1) and B14b = o (1) .
B14a =
p
lnhqf (z)
−1Π−1
⎧
⎨
⎩
1
n
nX
i=1
−→
Z i (z)Kh (Zi − z)
nX
j=1
gn,ijuj
⎫
⎬
⎭ {1 + o (1)} .
We verify that E (B14a) = 0, and
E (B14aB014a)
= hqlnf (z)
−2Π−1
1
n2
nX
i=1
nX
k=1
−→
Z i (z)
−→
Z k (z)
0Kh (Zi − z)Kh (Zk − z)
nX
j=1
gn,ijgn,kjΠ0−1 {1 + o (1)}
≤ max
1≤i,j≤n
|gn,ij |hqlnf (z)−2Π−1 1n2
nX
i=1
nX
k=1
¯¯¯−→
Z i (z)
−→
Z k (z)
0Kh (Zi − z)Kh (Zk − z)
¯¯¯ nX
j=1
|gn,kj |Π0−1
×{1 + o (1)}
= O (hq) = o (1) .
It follows by the Chebyshev inequality that B14a = oP (1) . Let R1n = X 0nβ0+m0 (Zn) . Then elements
r1n,i of R1n are uniformly bounded by Assumption 1, which implies that the elements of SnRn =
SnGnR1n are also uniformly bounded by Lemma A.5 and Facts 1-2. Noting that Rn = (In − Sn)Rn+
SnRn, we conclude that the elements rn,i of Rn are uniformly O(l
−1/2
n ) by Assumption 9. Consequently,
kB14bk =
p
lnhq kSn (z)Rnk
=
p
lnhqf (z)
−1
°°°°°Π−1
(
1
n
nX
i=1
−→
Z i (z)Kh (Zi − z) rn,i
)°°°°° {1 + o (1)}
≤ C
√
hqf (z)−1
°°°°°Π−1
(
1
n
nX
i=1
¯¯¯−→
Z i (z)Kh (Zi − z)
¯¯¯)°°°°°
= O(
√
hq) = o (1) .
This completes the proof.¥
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