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Abstract
Modulational instability (MI) of dust acoustic waves (DAWs), which propagates
in an opposite polarity dusty plasma system, containing inertial warm negatively
and positively charged dust particles as well as non-extensive q-distributed elec-
trons and ions, has been theoretically investigated. The nonlinear Schro¨dinger
(NLS) equation is derived by employing the reductive perturbation method.
The NLS equation leads to the MI of DAWs as well as to the formation of DAW
rogue waves (DARWs), which are formed due to the effects of nonlinearity in
the propagation of DAWs. Both stable and unstable regions are revealed from
the analysis of the NLS equation. It is observed that the basic features of the
DAWs (viz. stability of the wave profile, MI growth rate, amplitude, and width
of DARWs) are significantly modified by the various plasma parameters such
as non-extensive parameter, electron number density, and electron temperature.
The existence of the non-extensive electron/ion distribution creates an influence
on the MI of the waves. It is observed that non-extensive distributed ions have
more effect on the MI of the DAWs than electrons.
Keywords: Modulational instability, NLS equation, Non-extensive
q-distribution, Rogue waves
1. Introduction
A low-temperature plasma including dust particles with sizes ranging from
1 to 103 µm, is usually referred to as dusty or complex plasma. In recent years,
dusty plasmas (DPs) have received enormous attention due to their crucial role
in supporting electrostatic density perturbations and potential structures that
are observed in planetary rings [1, 2, 3], cometary tails [1, 2], early universe [1, 4],
supernova [1, 4], interstellar cosmic matter [1, 4], dense molecular clouds [1, 4],
Martian atmosphere [1, 4], earths mesosphere [1, 2], and laboratory experiments
[1, 4, 5], etc . In addition, DPs have recently enabled to achieve the importance
in industries due to the contaminants formed during the plasma processing
(deposition, etching, etc.) of thin films. The opposite polarity dust grains co-
exist in both space [6, 7] and laboratory plasmas [8, 9], which introduce a new
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dusty plasma model known as opposite polarity dusty plasma. Opposite polarity
(positive and negative) dusts are its main ingredients of opposite polarity dusty
plasma [2, 10]. Definitely, depending on the plasma environments, the significant
or insignificant number of free electrons and ions are always found, which are left
over after their absorption by negative and positive dust grains [11, 12]. Dust
grains are normally regarded as negatively charged because they collect electrons
from the background plasma [1, 4]. However, the existence of positively charged
dust particles has also been noticed in different regions of space (viz. cometary
tails [4], Jupiters magnetosphere [13], Earths polar mesosphere [14], Martian
atmosphere [15], and some plasma experiments [16, 17], etc.). Three principal
mechanisms, i.e. photoemission under ultraviolet (UV) photons, thermionic
emission induced by radiative heating, and secondary emission of electrons from
the surface of the dust grain, are observed by which a dust grain acquires positive
charge [18].
As the Maxwellian distribution is inappreciable to describe systems in a non-
equilibrium state with long range interactions, particles of space and laboratory
plasmas don’t follow Maxwellian distribution in all time. In space and astro-
physical environments, the particles are supposed to follow the non-Maxwellian
distribution, such as, non-extensive q-distribution, when the plasma particles
move very fast compared to their thermal velocities [19, 20, 21]. Non-extensive
generalization of the Boltzmann-Gibbs-Shannon entropy was first presented by
Renyi [22] and subsequently proposed by Tsallis [23], which has achieved enor-
mous attention during last few decades. The non-extensive distribution is suit-
able for the statistical description of long-range interaction systems, such as,
plasma and dusty plasmas. Non-extensive plasmas have been a fascinating
research topic due to its relevance in cosmological and astrophysical scenar-
ios (viz. stellar polytropes, hadronic matter and quark-gluon plasma, dark-
matter halos, Earths bow-shock, magnetospheres of Jupiter and Saturn, etc.
[24, 25, 26, 27, 28]) as well as laboratory applications like nano-materials, micro-
devices, and micro-structures [29], etc.
Moreover, an unexpected, rare, and mysterious collective behavior which
is known as rogue waves (also called freak waves, etc) has been observed in
many plasma systems. Rogue waves are short lived but high energy event,
which appear suddenly, and increase up to a very high amplitude (two, three,
or even more times the height of the surrounding waves), and finally disappear
without any trace. It was first observed in ocean [30], and also found later in
optical systems [31, 32], fiber optics [31, 32], Bose-Einstein condensates [33],
superfluid helium [34], optical cavities [35], atmospheric physics, and plasma
physics [36, 37] and even in biology and stock market crashes [38, 39]. However,
a possible mechanism to understand the rogue waves is the rational solution of
nonlinear Schro¨dinger (NLS) equation.
Recently, Bains et al. [40] studied nonlinear self-modulation of low-frequency
electrostatic dust acoustic waves (DAWs) propagating in a dusty plasma system.
El-Taibany [4] investigated nonlinear DAWs in a four component inhomogeneous
dusty plasma system. To the best of our knowledge, no theoretical investigation
has been made to study the rogue waves in a four-component dusty plasma
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system in the presence of non-extensive electrons and ions by deriving the NLS
equation. However, in our present work, we will examine the modulational
instability (MI) of the DAWs propagating in such kind of opposite polarity
dusty plasma system (containing inertial warm negatively and positively charged
dust particles), as well as non-extensive q-distributed electrons and ions, which
abundantly observed in astrophysical environments.
The paper is organized in the following fashion: The model equations and
derivation of NLS equation are presented in Sec. 2. The stability of DAWs and
rogue waves are presented in Sec. 3. The discussion is provided in Sec. 4. The
Appendix: Expressions of the coefficients is included in Sec. 5.
2. The Model Equations and Derivation of the NLS equation
We consider a collisionless, fully ionized four-component unmagnetized plasma
system consisting of inertial warm negatively charged dust particles and posi-
tively charged dust particles as well as non-extensive q-distributed electrons and
ions. At equilibrium, the quasi-neutrality condition is Z1n10+ne0 = Z2n20+ni0,
where n10, ne0, n20, and ni0 are the equilibrium number densities of warm neg-
atively charged dust, non-extensive q-distributed electrons, positively charged
dust particles, and isothermal ions, respectively. The normalized governing
equations of the DAWs can be represented by
∂n1
∂t
+
∂
∂x
(n1u1) = 0, (1)
∂u1
∂t
+ u1
∂u1
∂x
+ 3σ1n1
∂n1
∂x
=
∂φ
∂x
, (2)
∂n2
∂t
+
∂
∂x
(n2u2) = 0, (3)
∂u2
∂t
+ u2
∂u2
∂x
+ 3σ2n2
∂n2
∂x
= −α∂φ
∂x
, (4)
∂2φ
∂x2
= (µi + β − 1)ne − µini + n1 − βn2. (5)
In the above equations, n1 (n2) is the number density of negatively (posi-
tively) charged dust particles normalized by its equilibrium value n10 (n20);
u1(u2) is the negative (positive) charged dust fluid speed normalized by C1 =
(Z1Ti/m1)
1/2, and the electrostatic wave potential φ is normalized by Ti/e
(where e is the magnitude of an electron charge); T1, T2, Ti, and Te are the
temperatures of negatively charged dust, positively charged dust, non-extensive
q-distributed ions, and electrons, respectively; the time and space variables are
normalized by ω−1pd1 = (m1/4πZ
2
1e
2n10)
1/2 and λDd1 = (Ti/4πZ1e
2n10)
1/2, re-
spectively; where σ1 = T1/Z1Ti, σ2 = T2m1/Z1Tim2, α = Zµ, Z = Z2/Z1,
µ = m1/m2, µi = ni0/Z1n10, β = ZR, R = n20/n10, and δ = Ti/Te. The
expression for the number density of non-extensive q-distributed electrons and
ions following the non-extensive q-distribution can be expressed as
ne = [1 + (q − 1)δφ]
q+1
2(q−1) , (6)
3
ni = [1− (q − 1)φ]
q+1
2(q−1) . (7)
Now, by substituting Eqs. (6) and (7) into Eq. (5), and expanding it up to
third order, we get
∂2φ
∂x2
= β − 1 + n1 − βn2 + γ1φ+ γ2φ2 + γ3φ3 · · · ·, (8)
where
γ1 =
(q + 1)[δ(µi + β − 1) + µi]
2
,
γ2 =
(q + 1)(3− q)[δ2(µi + β − 1)− µi]
8
,
γ3 =
(q + 1)(q − 3)(3q − 5)[δ3(µi + β − 1) + µi]
48
.
To study the modulation of the DAWs plasma system, we will derive the NLS
equation by employing the reductive perturbation method. So, we first intro-
duce the stretched co-ordinates [41]
ξ = ǫ(x− vgt), (9)
τ = ǫ2t, (10)
where vg is the envelope group velocity to be determined later, and ǫ is a small-
ness parameter (0 < ǫ < 1). Then, we can write a general expression for the
dependent variables as
G(x, t) = G0 +
∞∑
m=1
ǫ(m)
∞∑
l=−∞
G
(m)
l (ξ, τ) exp(ilΘ), (11)
where G
(m)
l = [n
(m)
1l , u
(m)
1l , n
(m)
2l , u
(m)
2l , φ
(m)
l ]
T , G0 = [1, 0, 1, 0, 0]
T , Θ = (kx−ωt),
and k (ω) is the fundamental carrier wave number (frequency). All elements of
G
(m)
l satisfy the reality condition G
(m)
−l = G
∗(m)
l , where the asterisk indicates
the complex conjugate. The derivative operators in the above equations are
treated as follows:
∂
∂t
→ ∂
∂t
− ǫvg ∂
∂ξ
+ ǫ2
∂
∂τ
, (12)
∂
∂x
→ ∂
∂x
+ ǫ
∂
∂ξ
. (13)
Substituting Eqs. (11) and (13) into equations Eqs. (1)−(4), and (8) and
equating the coefficients of different powers of ǫ for m = l = 1, one obtains
n
(1)
11 =
k2
S
φ
(1)
1 , u
(1)
11 =
kω
S
φ
(1)
1 ,
n
(1)
21 =
αk2
A
φ
(1)
1 , u
(1)
21 =
αkω
A
φ
(1)
1 , (14)
4
where S = λk2 − ω2, A = ω2 − θk2, λ = 3σ1 and θ = 3σ2. We thus obtain the
dispersion relation for DAWs
ω2 =
k2M ± k2√M2 − 4GH
2G
, (15)
where M = (θk2 + λk2 + θγ1 + λγ1 + αβ + 1), G = (k
2 + γ1), and H = (θλk
2 +
θγ1λ + θ + αβλ). In Eq. (15), the positive (negative) sign corresponds to the
fast (slow) modes whenM2 > 4GH . The variations of fast mode (ωf ) vs carrier
wave number (k) for different values are depicted in Fig. 1. The value of ωf
increases rapidly with k for k < 1.0, and becomes nearly steady for k > 1.0.
Also, with increase of the value of ratio of the charge state (Z), the value of
ωf increases. So, ωf is increased (decreased) with the increase of positively
(negatively) charged dust charge. The variations of slow mode (ωs) vs k for
different values of Z is depicted in Fig. 2. The value of ωs increases linearly
with k passing through the origin, and with the increase of the value of Z, the
value of ωs decreases, which is totally opposite with the behaviour of ωf . So,
ωs is increased (decreased) with the increase of negatively (positively) charged
dust charge. Basically, both dust species oscillate in phase with electrons and
ions in case of the fast DAWs. But only one dust species oscillate in phase with
electrons and ions in case of the slow DAWs. The second-order (m = 2) reduced
equations with (l = 1) give the group velocity vg (along with the compatibility
condition)
vg =
∂ω
∂k
= N. (16)
The amplitude of the second-order harmonics are found to be proportional to
|φ(1)1 |2
n
(2)
12 = C1|φ(1)1 |2, n(2)10 = C6|φ(1)1 |2,
u
(2)
12 = C2|φ(1)1 |2, u(2)10 = C7|φ(1)1 |2,
n
(2)
22 = C3|φ(1)1 |2, n(2)20 = C8|φ(1)1 |2,
u
(2)
22 = C4|φ(1)1 |2, u(2)20 = C9|φ(1)1 |2,
φ
(2)
2 = C5|φ(1)1 |2, φ(2)0 = C10|φ(1)1 |2. (17)
Finally, the third harmonic modes (m = 3) and (l = 1), with the help of Eqs.
(14)−(17), give a system of equations, which can be reduced to the following
NLS equation
i
∂Φ
∂τ
+ P
∂2Φ
∂ξ2
+Q|Φ|2Φ = 0, (18)
where Φ = φ
(1)
1 for simplicity. The dispersion coefficient P and the nonlinear
coefficient Q are given in the appendix.
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Figure 1: The variation of ωf with k for different values Z; along with µ = 150, R = 0.1,
µi = 0.4, δ = 0.3, q = 1.5, σ1 = 0.0001, and σ2 = 0.001.
Figure 2: The variation of ωs with k for different values Z; along with µ = 150, R = 0.1,
µi = 0.4, δ = 0.3, q = 1.5, σ1 = 0.0001, and σ2 = 0.001.
3. Stability and Rogue waves
The nonlinear evolution of the DAWs typically depends on the coefficients
of dispersion term P and nonlinear term Q, which are function of the various
plasma parameters such as Z, µ, R, σ1, σ2, µi, δ, and q. Thus, these plasma
parameters significantly controlled the stability conditions of the DAWs. If
P/Q < 0, DAWs are modulationally stable and for the case P/Q > 0, DAWs
are modulationally unstable against external perturbations [42, 43] and simul-
taneously when P/Q > 0 and kMI < kc, the growth rate (Γg) of MI is given
[21] by
Γg = |P | k2MI
√
k2c
k2MI
− 1, (19)
where kMI is the perturbation wave number and the critical value of the wave
number of modulation kc =
√
2Q|Φo|2/P , and Φo is the amplitude of the carrier
6
Figure 3: The variation of P/Q with k for different values of µi; along with Z = 0.01, µ = 150,
R = 0.1, δ = 0.3, q = 1.5, σ1 = 0.0001, σ2 = 0.001, and ωf .
Figure 4: The variation of MI growth rate (Γg) with KMI for δ; along with Z = 0.01, µ = 150,
R = 0.1, µi = 0.4, q = 1.5, σ1 = 0.0001, σ2 = 0.001, k = 0.3, Φ0 = 0.5, and ωf .
waves. Hence, the maximum value Γg(max) of Γg is obtained at kMI = kc/
√
2,
and is given by Γg(max) = |Q||Φ0|2. The stability of the profile is investigated
by depicting the ratio of P/Q (for ωf) against k for different values of ion
number density (µi) with fixed values of other physical parameters in Fig. 3. If
P/Q > 0, the DAWs are modulationally unstable, and for the case P/Q < 0,
the DAWs are modulationally stable against external perturbations. When
P/Q → ∞, the corresponding value of k (= kc) is called critical or threshold
wave number for the onset of MI. With the increase of the value of µi, the value
of kc decreases. The threshold kc differentiates the stable and unstable region,
which decreases with µi. The growth rate (Γg) increases with the increase of
kMI . For a particular value of kMI , the growth rate (Γg) is obtained at its critical
value (Γg ≡ Γgc). Hence, with the increase of the value of kMI , the growth rate
(Γg) decreases significantly. Moreover, with the increase of the value of δ, the
critical growth rate(Γgc) also increases. The rogue wave (rational solution) of
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Figure 5: The variation of |Φ| with ξ for different values of Z; along with µ = 150, R = 0.1,
µi = 0.4, q = 1.5, σ1 = 0.0001, σ2 = 0.001, k = 0.3, τ = 0, and ωf .
Figure 6: The variation of |Φ| with ξ for different values of µi; along with Z = 0.01, µ = 150,
R = 0.1, q = 1.5, σ1 = 0.0001, σ2 = 0.001, k = 0.3, τ = 0, and ωf .
the NLS equation (18) in the unstable region (P/Q > 0) can be written [44] as
Φ(ξ, τ) =
√
2P
Q
[
4(1 + 4iP τ)
1 + 16P 2τ2 + 4ξ2
− 1
]
exp(i2Pτ). (20)
The solution (20) anticipates the concentration of the DAW rogue waves (DARWs)
energy into a small region that is caused by the nonlinear behavior of the plasma
medium. The variation of |Φ| against ξ is illustrated in Fig. 5−8. Fig. 5 ex-
presses the dependency of the electrostatic potential against ratio of the both
dust charge state (Z). From this view point, it can be deduced that more mas-
sive negatively charged dust particle enhanced the nonlinearity of the system,
which leads to generate energetic (by increasing hight and width of the rogue
structures) profile. The amplitude and width of the rogue structures decrease
in Fig. 6, which also illustrates the variation of electrostatic potential against
ion number density (µi).
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Figure 7: The variation of |Φ| with ξ for different values of q; along with Z = 0.01, µ = 150,
R = 0.1, µi = 0.4, σ1 = 0.0001, σ2 = 0.001, k = 0.3, τ = 0, and ωf .
Figure 8: The variation of |Φ| with ξ for different values of q; along with Z = 0.01, µ = 150,
R = 0.1, µi = 0.4, σ1 = 0.0001, σ2 = 0.001, k = 0.3, τ = 0, and ωf .
Rogue structures are so much sensitive to the change of the non-extensive
parameter (q). When q is positive, with the increase of the value of q, the shape
of the rogue structures are changed by decreasing the amplitude and width
[please see Fig. 7]. But when q < 0, the amplitude and width of the rogue
structures decrease with the decrease of the value of q [please see Fig. 8]. So,
the rogue structures are crucially depend on the sign of q.
4. Discussion
We have investigated the amplitude modulation of DAWs in an unmag-
netized four-component plasma system consisting of inertial warm negatively
charged dust particles and positively charged dust particles as well as non-
extensive q-distributed electrons and ions. The NLS equation, which governs
the evolution of nonlinear DAWs, is derived by employing the reductive per-
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turbation method. The results, which have been found from this theoretical
investigation, can be summarized as follows:
1. The fast mode increases rapidly with k for k < 1.0, and becomes nearly
steady for k > 1.0. Also, with increase of Z, the fast mode increases.
2. The slow mode increases linearly with k passing through the origin, and
with the increase of Z, the slow mode decreases, which is totally opposite
with the behaviour of the fast mode.
3. The DAWs will be modulationally unstable (stable) with k in which the
ratio P/Q is positive (negative).
4. The growth rate (Γg) increases with the increase of kMI . After obtaining
the critical growth rate (Γgc), the growth rate (Γg) decreases significantly
with kMI . Moreover, Γgc also increases with δ.
5. The amplitude and width of the DAWs decrease with the increase of both
Z and µi.
6. The amplitude and width of the rogue waves decrease (increase) as we
increase the value of q > 0 (q < 0).
We may hope that the results of this theoretical investigation could be helpful
for understanding the nonlinear electrostatic structures in astrophysical (viz.
supernova, planetary rings, earth’s ionosphere [37], etc.) and laboratory envi-
ronments (laser plasma [41]).
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5. Appendix: Expressions of the Coefficients
N =
k2(λA2 + αβθS2) + ω2(A2 + αβS2)− 2S2A2 − SA(A− αβS)
2kω(A2 + αβS2)
,
C1 =
2C5k
2S2 − (3ω2k4 + λk6)
2S3
, C2 =
ωC1S
2 − ωk4
kS2
,
C3 =
3α2ω2k4 + θα2k6 + 2αC5A
2k2
2A3
, C4 =
ωC3A
2 − ωα2k4
kA2
,
C5 =
A3(3ω2k4 + λk6)− 2γ2A3S3 + βS3(3α2ω2k4 + θα2k6)
2S2k2A3 + 2A3S3(4k2 + γ1)− 2αβA2k2S3 ,
C6 =
2vgωk
3 + λk4 + k2ω2 − C10S2
S2(v2g − λ)
, C7 =
vgC6S
2 − 2ωk3
S2
,
C8 =
2vgωα
2k3 + θα2k4 + α2k2ω2 + αC10A
2
A2(v2g − θ)
, C9 =
vgC8A
2 − 2ωα2k3
A2
,
C10 =
A2(2vgωk
3 + λk4 + k2ω2)(v2g − θ) + 2γ2A2S2(v2g − θ)(v2g − λ)− βS2(2vgωα2k3 + θα2k4 + α2k2ω2)(v2g − λ)
αβA2S2(v2g − λ) +A2S2(v2g − θ)− γ1A2S2(v2g − θ)(v2g − λ)
,
P =
1
2ASωk2(A2 + αβS2)
[A3((vgω − λk)(λk3 − 2ωvgk2 + kω2 − kS) + (vgk − ω)(λωk2 − 2vgkω2 + ω3 − kvgS)).
−αβS3((vgω − θk)(θk3 − 2ωvgk2 + kω2 + kA) + (vgk − ω)(θωk2 − 2vgkω2 + ω3 + kvgA))−A3S3
]
,
Q =
A2S2
2ωk2(A2 + αβS2)
[
2γ2(C5 + C10) + 3γ3 − 2ωk
3(C2 + C7)
S2
− 2αβωk
3(C4 + C9)
A2
− (ω
2k2 + λk4)(C1 + C6)
S2
− (αβk
2ω2 + αβθk4)(C3 + C8)
A2
]
.
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