Deep Neural Networks (DNNs) with a large number of parameters are very powerful machine learning systems. However, overfitting is a serious problem in such networks. Till now, many regularizers such as dropout, data augmentation have been proposed to prevent overfitting. Motivated by ensemble learning, we treat each hidden layer in neural networks as an ensemble of some base learners by dividing hidden units into some non-overlapping groups and each group is considered as a base learner. Based on the theoretical analysis of generalization error of ensemble estimators (bias-variance-covariance decomposition), we find the variance of each base learner plays an important role in preventing overfitting and propose a novel regularizer-Ensemble-based Low-Level Sample-Variances Method (ELSM) to encourage each base learner of hidden layers to have a low-level sample-variance. Experiments across a number of datasets and network architectures show that ELSM can effectively reduce overfitting and improve the generalization ability of DNNs.
INTRODUCTION
Recently, Deep Neural Networks (DNNs) have achieved great success on many tasks of computer fields such as image classification [18] , object tracking [15, 21, 27] , machine translation [3, 4, 30] and speech recognition [7, 11, 14] . The significant reason for these improvements in tasks is the powerful learning ability of neural networks. However, with limited training data, DNNs may learn some fake relationships between training data and targets which may not exist between real test data and targets. This leads to overfitting.
In order to prevent this problem, many regularizers such as Dropout [24] , Maxout [10] have been proposed. For instance, Dropout refers to dropping out units in a neural network with a certain probability to prevent overfitting.
Till now, some studies tend to study the overfitting problem from the perspective of ensemble learning. Based on the bias-variancecovariance decomposition theory [26] , different regularizer methods are proposed to improve the generalization ability of neural networks [2, 20, 23] . Based on the neural network ensemble, Rosen [23] considers each individual neural network as a base learner and proposes a penalty term to decrease the intraclass covariance of neural networks. Differing from the perspective of traditional generalization error decomposition mentioned above, Ensemble-based Decorrelation Method (EDM) [12] focuses on the estimated generalization error decomposition [8, 22] which aims at quantifying the quality of each base learner by the average performance over possible training sets. EDM is proposed to divide hidden units into some base learners. By limiting the covariance between different base learners, the generalization ability of neural networks is improved. Note that EDM has also a connection with the generating models of quantum-like statistical characteristics.
Here, all these methods mentioned above tend to decrease the generalization error of ensemble learning by restricting the covariance term. However, the role that the variance term plays in bias-variance-covariance decomposition is less considered.
In this paper, we consider each hidden layer in neural networks as an ensemble of many base learners and give some analyses about the variance term. Based on the analysis of the variance term in estimated generalization errors, we find the variance term is an upper bound of covariance term which indicates the variance term plays an important role in the decomposition of estimated generalization error. Given that the decomposition of estimated generalization error [12] is not fine-grained, we also provide a theoretical link between the variance term in the estimated and traditional generalization error decomposition. As we prove, the variance term in estimated generalization error is an upper bound of variance and covariance term in the traditional generalization error.
Based on the analysis of variance term in generalization errors, we propose a novel regularizer-Ensemble-based Low-level Sample-Variances Method (ELSM) which encourages a low-level samplevariance of each base learner to prevent overfitting.
Experiments on Fashion-MNIST [28] verify our theoretical analysis about the variance term. Experiments on Quick CIFAR-10 [9] and Wide-ResNet 28-10 [29] indicate that ELSM tends to have an improvement in accuracy and speed compared to dropout and EDM on CIFAR-10, CIFAR-100 datasets [17] .
The main contributions of this article can be summarized as follows:
• We analyze the variance term of each base learner in estimated generalization error decomposition from two different perspectives. On one hand, based on the estimated generalization error decomposition, we find the variance term is an upper bound of covariance term in it. On the other hand, based on the traditional classification generalization error decomposition, we find the variance term in estimated generalization error decomposition is an upper bound of the variance term and covariance term in traditional classification generalization error. • Based on the analysis of the variance term, we find that variance plays an important role in preventing overfitting. We propose Ensemble-based Low-level Sample-Variances Method (ELSM), a novel regularizer, which aims at restricting the variance term in estimated regression error decomposition to improve the generalization ability of neural networks. • We apply ELSM to different neural network architectures and verify our theoretical analyses on Fashion-MNIST dataset. Experiments on CIFAR-10 and CIFAR-100 demonstrate an improvement in accuracy and speed compared to dropout and EDM for both CNNs and fully connected networks.
PRELIMINARIES
In this section, we introduce some basic concepts of bias-variancecovariance decomposition, some related work about bias-variancecovariance decomposition and some introductions about common regularizers.
Bias-Variance-Covariance Decomposition
It is well known that the bias-variance decomposition is an important theory to analyze the generalization ability of learning algorithms. Based on this decomposition, Ueda et al [26] propose a bias-variance-covariance decomposition for an ensemble of base learners.
Assuming the training set is a set ofT patterns {(x 1 , y 1 )....(x t , y t ) ...(x T , y T )} with the t-th pattern defined by some unknown functional relationships:
where д is a regression function, and ϵ is mean zero additive noise with finite variance σ 2 . The learning function of neural networks is often defined as the sum of squared loss:
where f (x t ) is the output of ensemble learners given the t-th training pattern.
For the sake of simplicity, considering the typical classification learning task where y ∈ {1, 2...N }(N denotes the class number). Assuming each class is a single pattern. Let y D (n) denotes the n-th class target outputs on the real dataset D and f i D (n) indicates n-th class predicted outputs of i-th base learner. f D (n) denotes the n-th class predicted outputs of ensemble model on the dataset D. For M base learners,
The traditional generalization error of ensemble learning [8] , Error ens is reconsidered as:
Based on the bias-variance-covariance decomposition [26] , the generalization error can be (approximatively) represented by the combination of three sample statistics, i.e. sample bias, sample variance, sample covariance. Note that we suppose that the number of samples is large and omit the unbiased product factor. The noise term is also dropped since it is irrelevant to the following analysis. We replace Error ens (F D ) with Error ens (F S ) where S denotes the dataset i.i.d. samples from dataset D.
Error
where we have:
where bias(F n
− y S (n)) denotes the bias term of n-th class. These definitions of F S and f i S (n) are analogous to F D and f i D (n). Given the dataset S, the formula (4) indicates that the generalization error depends on the sample bias, sample variance and sample covariance term.
Inspired by the analysis of bias-variance decomposition based on neural networks [8] , the estimated analysis of regression generalization error Error aens is proposed [12, 22] .
where f S denotes the predicted outputs of the learner on dataset S and y S is considered as the target value based on dataset S which denotes the average target output of dataset S. Analogously, we have:
where bias
Related Work
Bias-Variance-Covariance Decomposition Based on Neural Networks. The idea of using bias-variance-covariance decomposition to prevent overfitting has been around for decades. From the literature, two different perspectives can be defined. The first one focuses on the ensemble of multiple backpropagation networks [2, 20, 23] . Rosen [23] considers the ensemble of multiple backpropagation networks and proposes a penalty term to weaken the correlation among individual neural networks. Liu et al [20] propose the NCL method and give a more specific mathematical introduction about the correlation between individual networks. Based on [20] , Alhamdoosh et al [2] combine NCL with random vector functional networks to improve the generalization ability of neural networks.
The second one regards the hidden layer of neural networks as the ensemble learner where hidden units are considered as base learners [12] . EDM [12] is proposed to divide the hidden units into some non-overlapping groups. Each group is considered as a base learner. For increasing the diversity of base learners, EDM focuses on limiting the covariance between different groups.
From the perspective of ensemble learning, all of these methods mentioned above tend to prevent overfitting by decreasing the value of the covariance term directly. Differing from current methods, we focus on the analysis of the variance term.
Variance Analysis in Other Settings. Variance analysis (sensitivity analysis) have been used in other work in neural networks, but from different perspectives and different goals [6, 16, 19, 25] . For example, based on variance analysis, Engelbrecht [6] proposes a statistical pruning algorithm to prune some hidden units for optimizing the architecture of neural networks. Islam et al [16] propose the adaptive merging and growing algorithm for the design of artificial neural networks.
However, most of these variance analyses based on neural networks denote to optimize neural network models. Differing from these perspectives given above, we tend to study how to make full use of the learning ability of current neural networks and prevent overfitting in neural networks based on variance analysis.
Dropout and EDM. Dropout is firstly proposed by [24] . It denotes to drop out units in neural networks with a certain probability. The selection of units to be discarded is random. By temporarily removing some units from the neural network during the process of training, neural networks can prevent units from co-adapting too much and the generalization ability of the neural network is improved.
EDM [12] is proposed to restrict the covariance term in biasvariance-covariance decomposition by the Frobenius norm of the covariance matrix. It considers each hidden layer as an ensemble of some base learners by dividing all hidden units into nonoverlapping groups. Each group is viewed as a base learner.
Our approach is similar to the EDM, we consider each hidden layer as an ensemble of some base learners. One key difference between EDM and our method is that we focus on the variance term of each base learner rather than covariance term.
METHODOLOGY
In this section, we introduce the Ensemble-based Low-level Sample-Variances Method-(ELSM), a regularizer that focuses on restricting the variance term of bias-variance-covariance decomposition.
Theoretical Motivation
Based on the decomposition of generalization error Error aens (F S ), we have:
when we consider each hidden layer as an ensemble of some base learners, it is hard to analyze the bias ′ (F S ) 2 term due to the uncertainty of target outputs in hidden layers. Here, we only focus on the study of the last two terms. Differing from [12] , we focus on the analysis of variance term in formula (9) firstly and establish the relationship between variance term and covariance term in Error aens (F S ). Then, we give a theoretical link between variance term in Error aens (F S ) and variance, covariance term in Error ens (F S ). We find the variance term in formula (9) plays an important role in the aspect of preventing overfitting in neural networks. Lemma 1. Based on the estimated bias-variance-covariance decomposition in Error aens (F S ), the variance term is an upper bound of covariance term in Error aens (F S ).
proof. Assuming the covariance of i-th base learner and j-th base learner denotes cov(i, j), the covariance ′ (F S ) can be rewritten
Here, we have:
Note that cov(i, j) = ρσ i σ j , where ρ denotes the Pearson correlation coefficient (−1 ≤ ρ ≤ 1). For i-th base learner and j-th base learner (i j):
Replacing
in Eq. 13 completes the proof. Based on Lemma 1, we find the variance term in Error aens (F S ) reflects the value of the covariance term indirectly. In order to prevent overfitting of base learners, regularizing the variance term in Error aens (F S ) may be a better choice than EDM.
Considering the variance term in Error aens is not a fine-grained analysis in the generalization error, we also analyze what kind of role that variance term in Error aens plays in traditional generalization error, which is more convincing.
Lemma 2. Given the typical classification learning task where y S ∈ {1, 2...N }, the variance term in Error aens is an upper bound of variance term and covariance term in the traditional generalization error, Error ens .
Given the law of total variance, the variance of a random variance of Y is the sum of expected conditional variance Y given X and the variance of conditional expectation of Y given X :
since the E(f i S (n) − E(f i S )) 2 ≥ 0, we have:
Based on formula (16) and formula (19) , we complete the proof of inequation (14) . Analogously, we can prove covariance(F S ) ≤ variance(F S ) based on Lemma 1. According to the transitive property of inequality, we have:
Based on Lemma 1 and Lemma 2, we find the variance of each base learner plays an important role in the aspect of the generalization ability of neural networks. It is an upper bound of covariance term in the estimated regression generalization error, what's more, it is an upper bound of variance term and covariance term in the traditional generalization error.
As illustrated in [8, 26] , the variance term and covariance term will increase during the process of training and too large value of variance term and covariance term may lead to overfitting phenomenon.
Motivated by these analyses given above, restricting the variance of each base learner may be a good idea for preventing overfitting in neural networks.
Ensemble-based Low-Level Sample-Variances Method
In this section, we propose Ensemble-based Low-level Sample-Variance Method (ELSM) which can be applied to fully connected layers and convolutional layers to prevent the overfitting problem of neural networks.
ELSM in Fully Connected Neural Networks.
Let D l denotes the number of units in l-th layer and S indicate the batch number. W l ∈ R D l −1 ×D l denotes the weights matrix from (l-1)-th to l-th layer.
denotes the output of (l-1)-th layer. Here, inspired by [12] , we divide the units into M l non-overlapping groups and each group is considered as a base learner. Each base learner has k = D l /M units. The architecture of ensemble-based fully connected neural network is illustrated in Figure 1 .
Assuming the variance of p-th base learner denotes GV ar l p in l-th fully connected layer. Analogously, the weights vector W l p ∈ R D l −1 ×k denotes the weights from (l-1)-th layer to the p-th base learner of l-th layer. Given the l-th hidden layer, the sample-variance of each base learner is defined as:
where д l p (s) denotes the s-th activation of the p-th base learner in l-th hidden layer and µ l p denotes the average output of p-th base learner.
Session: Long -Deep Nerual Network I CIKM '19, November 3-7, 2019, Beijing, China Figure 1 : The architecture of ensemble-based fully connected neural network. The hidden layer is averagely divided into M non-overlapping groups. Each group is considered as a base learner with k units.
Here, we use GV ar loss to represent the variance loss in fully connected layer:
The total loss of neural network can be formulated as:
T loss = E loss + λGV ar loss
where E loss is the cross entropy loss of neural networks, T loss denotes the total loss, λ is the hyperparameter, λ ≥ 0. In order to understand how GV ar loss works in neural networks, consider the gradient of the loss with respect to weights of particular base learner for a particular example n:
Based on formula (24), we have:
Interpretation Intuitively, the GV ar loss tends to prevent the overfitting phenomenon by bounding the variance and covariance term of base learners. The analysis of gradient of the loss with respect to weights illustrates GV ar loss tends to prevent neural network overfitting by bounding the range of outputs, which is consistent with L 2 regularizer. According to the update process, the neural network tends to keep a low-level sample-variance among units during the process of training.
ELSM in Convolutional Neural
Networks. Inspired by EDM, we also apply the ELSM to pooling layers. Here, we consider a pooled feature map or a group of feature maps as a base learner [12] . The architecture of ensemble-based convolutional neural networks is illustrated as Figure 2 when we consider each feature map as a base learner.
Considering the i-th and j-th base learners in the l-th hidden layer, H and G are the height and width of a feature map that the filter extracts. Assuming the sample-variance of p-th base learner denotes PoV ar l p , we have:
where m s p denotes the s-th activation of the p-th base learner. f l p (д, h)(s) denotes the s-th activation of д-th row and h-th column in l-th layer, p-th base learner (average activation of д-th row and h-th column in k feature maps). µ p denotes the average output of p-th base learner. Based on CNN, the penalty loss of the l-th pooling layer is obtained by the sum of PoV ar l p . Here, we use PoV ar loss to represent the variance loss in pooling layers.
PoV ar loss = l p
PoV ar l p (27) Analougously, the total loss of neural networks can be formulated as:
T loss = E loss + ELSM loss ELSM loss = αGV ar loss + βPoV ar loss
where α and β are the penalty coefficients (α > 0, β > 0). Our algorithm is shown in Algorithm 1.
EXPERIMENTS
In this section, we verify our lemmas proved in Section 3.1 firstly. We apply ELSM to several popular models: Multi-Layer Perceptron (MLP), Quick CIFAR-10 [9] , ResNet 20 [13] and Wide ResNet [29] . We find the variance and covariance term in the decomposition of generalization error can be bounded tightly via our regularizer, ELSM. 
Input:
Training Set (x n , y n ) N n=1 , the number of iterations iter, the set of base learners in the i-th hidden layer: Experiments on Fashion-MNIST [28] , CIFAR-10, CIFAR-100 [17] show: (i) training with ELSM improves the speed and performance of unregularized models. (ii) the proposed regularizer performs better in state-of-the-art models than other regularizers.
Verification Experiments
Here, we consider the classification problem on Fashion-MNIST [28] based on three different neural network architectures -a twohidden-layer Multi-Layer Perceptron(MLP), Caffe's Quick CIFAR-10 and ResNet 20 [13] .
Based on these different models, we verify our lemmas proved in Section 3. Experiments indicate that when we focus on regularizing neural networks with ELSM, the covariance term and variance term can also be bounded tightly. Further more, neural networks with the ELSM regularizer perform better than unregularized models.
The dataset and experimental settings are illustrated as follows: Dataset: Fashion-MNIST [28] is a novel image dataset for benchmarking -consisting of a training set of 60,000 examples and a test set of 10,000 examples with 10 classes. Each example is a 28 × 28 grayscale image.
Experiments settings For fairness, all the value of data is preprocessed between 0 to 1 and the training epoch is 200.
For the two-hidden-layer MLP, the weights are initialized to small random Gaussian values and the hidden numbers are 400,100 respectively. We use Adam optimizer and the initial learning rate is 0.001.
For Caffe's Quick CIFAR-10 architecture, which has 3 convolutional layers followed by a fully connected layer with 64 hidden units and a softmax layer, we use the default parameters recommended by Caffe and reimplement it [1] on Tensorflow by ourselves. The Adam optimizer is used with 0.001 learning rate.
For ResNet 20, we use the architecture in [13] . We use the SGD optimizer with a Nesterov Momentum of 0.9 to train the model and the start learning rate is 0.1 and decays by a factor of 10 after 75 and 150 epochs respectively. The weight decay is 0.0001.
In order to analyze how ELSM works in neural networks, we only apply ELSM to the last hidden layer in three different models. It is noteworthy that the experimental results shown in verification experiments are also applicable to all hidden layers. Here, for the sake of simplicity, we only show how ELSM works in one hidden layer.
Relations between covariance term and ELSM loss. During the process of training, the covariance term covariance ′ (F S ) and covariance(F S ) can be bounded tightly with ELSM regularizer. Here, we take the covariance term covariance ′ (F S ) as an example. To investigate the bound of covariance term under the restricting of ELSM loss, we use the Frobenius norm of sample cross-variance matrix without diagonal elements [5, 12] as an indicator. We record the Frobenius norm without ELSM and with ELSM when models get the best test accuracy. As illustrated in Table 1 , when we restrict the variance term, the Frobenius norm of sample cross-variance matrix also tends to be low. The results shown in the neural network verify our Lemmas in Section 3.1-applying ELSM loss to neural networks can restrict the covariance term (just like EDM regularizer does) during the process of the training process. Relations between variance term and ELSM loss. To investigate the variation of variance term in traditional generalization under the restricting of ELSM loss, we also record the variance term in traditional generalization error decomposition when models get the best test accuracy. As illustrated in Table 2 , when we restrict the variance term, the value of variance term in traditional generalization error decomposition also tends to be low. The results shown in the neural network verify our Lemmas in Section 3.1-ELSM loss can also restrict the variance term during the training process. Experimental results. The curve of test error rates in three different models is illustrated in Figure 3 . Neural networks can achieve better performance and faster speed with ELSM. For MLP and Quick CIFAR-10, we decrease its error rate from 10.38% to 9.86%, 8.66% to 7.82% respectively.
Specifically, we show the proposed ELSM can help us to improve the performance of the state-of-art model, such as wide residual neural networks, even when weight decays and batch normalization are present. We successfully regularize the ResNet 20 [13] on Fashion-MNIST by decreasing its error rate from 6.56% to 6.06%.
Discussions on Experimental Settings
In this section, we give some analysis about how the hyperparameters k, α, β affect the generalization ability of neural networks. Based on Quick CIFAR-10 model, experiments on CIFAR-10 and CIFAR-100 [17] indicate the robustness of k, α, β.
Dataset: The CIFAR-10 contains 60,000 32 ×32 images with 10 distinct categories [17] . For each class, there are 5000 training samples and 1000 test samples. The CIFAR-100 dataset is just like the CIFAR-10 dataset, except that it has 100 classes.
Experiments settings
We use SGD optimizer with Nesterov Momentum of 0.9 to train this model and the learning rate is 0.001. The batch size is 100.
Discussions on Fully Connected
Layers. How to divide the hidden layer into different groups and set the value of α to get the best improvement of performance is worthy to be discussed. Here, we give some study about the setting of hyperparameters.
Disscussion of α. The model achieves the best error rate in CIFAR-10 and CIFAR-100 datasets for α = 1.0 and 0.1 respectively when we only apply ELSM to fully connected layers. Take the dataset CIFAR-10 as an example, we draw the training curve during the process of training. As illustrated in Figure 4 , Quick CIFAR-10 model gets better performance and faster convergence speed when ELSM is applied. Test Error α=0.0 α=0.01 α=0.1 α=1.0 Figure 4 : The evolution of error on the CIFAR-10 validation set for different regularization magnitudes. It can be seen that for α=1 it reaches the best error rate (20.54%) while the unregularized counterpart (α=0) is 24.77%.
Disscussion of k. Based on Quick CIFAR-10 model, we investigate how to set the value of k.
As illustrated in Table 3 , the change of k reflects the learning ability of each base learner. For CIFAR-10 dataset, a small value of k (k = 1) is set to get the best performance in fully connected layers while the CIFAR-100 needs a bigger value of k (k = 4).
Actually, these experimental results are consistent with the theory of ensemble learning. Based on the restriction of ELSM loss, if the value of k is too small and the dataset is relatively complex, the learning ability of each base learner may be not good enough, resulting in poor performance of the ensemble. Analogously, if k is too large, there could be few base learners and the overall performance of the ensemble could be poor. Therefore, the value of k needs to be controlled in a reasonable range. For a relative complex dataset, a bigger value of k may be a good choice.
However, with fixed α, no matter which value of k we set, the performance of the neural network still can be improved. To some extent, the experimental results illustrate the effectiveness of our regularizer. Disscussion of β. The model achieves the best error rate in CIFAR-10 and CIFAR-100 datasets for the highest beta value (β=0.1) when we only apply ELSM to fully connected layers. Take the dataset CIFAR-10 as an example, we draw the training curve during the process of training which is illustrated in Figure 5 . Disscussion of k. Based on Quick CIFAR-10 model, we also investigate how to set the value of k based on convolutional layers.
As illustrated in Table 4 , the experimental results on convolutional layers are consistent in the fully connected layers. The value of k needs to be controlled in a reasonable range. Experiments on CIFAR-10 and CIFAR-100 datasets indicate the setting of k is determined by datasets. For a relative complex dataset, a larger value of k is needed to improve the generalization ability of neural networks. The experimental results on convolutional layers also illustrate the effectiveness of our regularizer. Table 5 .
As illustrated in this table, with the proper setting of hyperparameters, neural networks with ELSM can always achieve better performance. The experimental results on CIFAR-10 and CIFAR-100 indicate ELSM can be applied to fully connected layers, pooling layers or both.
Particularly, as shown in Table 5 , experimental results with ELSM applied to both layers are quite effective than only applied to fully connected layers or pooling layers. 
Comparison with Other Regularizers
In order to illustrate the effectiveness of ELSM, we use Dropout [24] and EDM [12] as baselines and employ two model configurations on the CIFAR-10 and CIFAR-100 datasets: Quick CIFAR-10 model [9] , Wide ResNet 28-10 [29] . The experimental results are summarized in Table 6 .
The experimental settings are illustrated as follows:
Quick CIFAR-10 Model [9] We use Quick CIFAR-10 model, i.e., 3 convolutional layers and 1 hidden fully connected layer with 64 neurons and a softmax layer. The experimental setting is the same as the setting in section 4.2.
Where to apply Since Dropout is always applied to the fully connected layer and can get the best test accuracy in the fully connected layer of Quick CIFAR-10 model, we consider it as an effective comparison model. For EDM and ELSM, we apply it to pooling layers, fully connected layers or both layers to record the Error Rate(%)
CIFAR-100
No regularizers EDM ELSM Figure 6 : Wide ResNet 28-10 error rate on CIFAR-10 and CIFAR-100. ELSM shows better performance than EDM and unregularized models. best test error rate we get in neural networks. For EDM and ELSM, the settings of hyperparameters α, λ are chosen in the range of 1e −6 to 10 decays by a factor of 10, β, γ are chosen in the range of 1e −6 to 10 decays by a factor of 10 and k are chosen from {1, 2, 4, 8, 16, 32}. Wide ResNet 28-10 [29] For the Wide ResNet model [29] with weight decay, we use depth 28 and width 10, as this configuration gives better accuracy for both CIFAR-10 and CIFAR-100 datasets and has a relatively efficient computation. We use the SGD optimizer with Nesterov Momentum of 0.9 to train the model for 200 epochs. And the learning rate starts at 0.1 and decays by a factor of 5 after 60, 120 and 160 epochs respectively. All the input data are preprocessed with data normalization and data arguments.
Where to apply For Wide-ResNet 28-10 model, we apply Dropout to pooling layers as a strong baseline. For the sake of fairness, we also apply EDM and ELSM to pooling layers to record the overall performance we get in neural networks. The settings of λ, β are chosen in the range of 1e −5 to 10 decays by a factor of 100 based on the standard train/val split. The setting of k are chosen from {1, 2, 4, 8, 16, 32} based on train/val split.
Results
Based on these two different models, we can find ELSM is the winner in most cases with remarkable performance gains.
For Quick CIFAR-10 model, we witness a 6.01% and 4.54% top-1 error reduction on CIFAR-10 and CIFAR-100 respectively. Based on Wide ResNet 28-10 [29] , we can find ELSM is more effective than EDM (as illustrated in Figure 6 ). Besides, we find ELSM also can be compatible with other regularizers based on Wide ResNet 28-10 model. ELSM can help to improve the generalization ability of neural networks even with data arguments, weight decay.
CONCLUSION
Based on the theoretical analysis and experiments we present, two clear trends are illustrated:
• ELSM reduces overfitting by bounding the variance and covariance term of traditional generalization error decomposition of ensemble estimators. • Experimental results based on different datasets indicate in a number of scenarios neural networks with ELSM perform better than Dropout and EDM. In summary, we present an efficient regularizer, ELSM in this paper. We consider each hidden layer as an ensemble of some base learners. Based on the theoretical analysis in the generalization error of ensemble estimators, ELSM is proposed to restrict the bound of variance term and covariance term in generalization error to prevent overfitting. As illustrated in this paper, we can achieve better accuracy than dropout and EDM in a number of scenarios. Experiments on different datasets demonstrate the ELSM should be considered as a good tool for improving the generalization ability of neural networks.
However, given that the variance of each base learner is not a fine-grained bound of variance term and covariance term in generalization error, the bias term is also affected under the restriction of ELSM. During the process of training, we cannot define how bias term changes due to the uncertainty of hidden target outputs. This work needs to be studied further in our future work. Besides, the extra expense of tuning hyperparameters also needs to be discussed further. Fine-tuning with ELSM is an interesting direction for future work.
