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In recent years, Internet Protocol (IP) telephony has been a real alternative to the
traditional Public Switched Telephone Networks (PSTN). IP telephony offers more ﬂexibility
in the implementation of new features and services. The Session Initiation Protocol (SIP)
is becoming a popular signalling protocol for Voice over IP (VoIP) based applications. The
SIP proxy server is a software application that provides call routing services by parsing
and forwarding all the incoming SIP packets in an IP telephony network. The eﬃciency
of this process can create large scale, highly reliable packet voice networks for service
providers and enterprises. We established that the eﬃcient design and implementation
of the SIP proxy server architecture can enhance the performance characteristics of a SIP
proxy server signiﬁcantly. Since SIP proxy server performance can be characterised by
its transaction states of each SIP session, we emulated the M/M/1 performance model
of the SIP proxy server and studied some of the key performance benchmarks such as
average response time to process the SIP calls, and mean number of SIP calls in the
system. We showed its limitations, and then studied an alternative M/M/c based SIP proxy
server performance model with enhanced performance model and studied additional key
performance characteristics such as server utilisation, queue size and memory utilisation.
Provided the comparative results between the predicted results with the experimental
results conducted in a lab environment.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, SIP, an Internet Engineering Task Force (IETF) standard has been considered as a promising signalling
protocol for the current and future IP telephony services because of its simplicity, ﬂexibility, and built in security features [3].
If IP telephony along with SIP signalling is to be the modern day replacement for PSTN, it should meet same level of Quality
of Service (QoS) and security. There are several ongoing discussions on the QoS of IP telephony services and SIP within the
IETF and other research communities.
Services are viewed as the greatest challenge among Internet based telecommunication networks [10] The end users
expect the Internet telephony service to be on par with PSTN services. Internet telephony services are controlled by its
endpoints such as Personal Computers (PCs), Personal Digital Assistants (PDAs), and cell phones whereas services in PSTN
are centralised in a central oﬃce switch. To compare the PSTN services, such as the 1–800 services and 911 emergency
services with the Internet telephony services, we need to evaluate the performance, scalability and reliability of the VoIP
network [8]. Performance characteristics of several Internet telephony events such as initialisation of a call, arrival of a call,
* Corresponding author.
E-mail addresses: suressub@cisco.com (S.V. Subramanian), dutta@csc.ncsu.edu (R. Dutta).0022-0000/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcss.2010.08.006
S.V. Subramanian, R. Dutta / Journal of Computer and System Sciences 77 (2011) 884–897 885parsing the headers, location updates, and call routing has to be studied. These key functions are designed and implemented
in the SIP proxy server software, which forms a central part of the control plane corresponding to the VoIP data plane.
Our key contribution in this paper is obtaining a better understanding of the performance of the SIP proxy system. We
emulated the M/M/1 queuing model proposed in [7], obtained the analytical results and compared them with experiments
performed on a real SIP proxy server. Motivated by our understanding of the SIP proxy server software architecture, we pro-
posed a less complex, more predictable, and more realistic SIP proxy server based on M/M/c queuing model. Current trends
in server architecture make this model more suitable than the M/D/1 model we proposed in [18]. In the M/M/c model
[19], we considered a single proxy server with multiple threads to process all the incoming SIP calls generated from SIP
endpoints. To avoid the propagation delay between the proxy servers, we considered a single proxy server in this model. In
this research work[20], we also investigated the scalability of the SIP proxy server in addition to the performance character-
istics of the SIP proxy server such as CPU utilisation, queue size and memory utilisation for the generally acceptable average
Call Hold Time (CHT) and validated the results with lab experiments. These new results, in addition to prior understanding
of the performance characteristics of the SIP proxy server, further validates our M/M/c model.
This paper is organised as follows: Section 2 addresses the background information on SIP and SIP proxy server; Section 3
provides the motivation for this research; Section 4 deﬁnes the actual M/M/c based modelling of the SIP proxy server,
followed by the analytical and experimental results of the M/M/1 and M/M/c models in Section 5; Section 6 details the
comparative study of the results of the SIP proxy server models.
2. Background
In order to speciﬁcally model the SIP proxy server, it is necessary to understand the design and functions of a SIP proxy
server. Recently, IP telephony has been widely accepted as the next-generation technology for the communications infras-
tructure [10]. Internet telephony consistently provides the real-time transportation of voice, and video based application
services [9]. SIP is an application layer signalling protocol that can initiate, modify, and terminate media sessions over in-
ternet such as IP telephony calls [4,5]. SIP packets are text based, transaction based, easy to read, easy to debug, and easy
to develop new services more effectively. SIP transports voice, video, and data using User Data-gram Protocol (UDP), Trans-
mission Control Protocol (TCP), and Transmission Layer Security (TLS) as a transport layer protocol. SIP provides session
establishment, session transfer, session termination, and session participant management (Example: Presence). SIP also pro-
vides user location services such as address resolution, name mapping and call redirection. SIP user agents (SIP UA) are the
end user devices such as PCs, PDAs, and cell phones which are used to create and manage SIP sessions. The SIP Registrar
server is a network server which accepts/stores/serves registration requests and may interface with location services such
as Light Weight Directory Access Protocol (LDAP), Common Object Request Broker Architecture (CORBA) and Open Database
Connectivity (ODBC) database servers [9].
SIP proxy server accepts the session request sent by SIP UA, and queries the SIP registrar server to obtain the recipient
UA’s addressing and routing information [17]. SIP proxy server then forwards the session invitation directly to the recipient
SIP UA if it is in the same domain or to another proxy server if the UA resides in a different domain. A SIP proxy server
initiates requests on behalf of and receives requests from a client. More formally, a SIP proxy server is an intermediate
entity that acts as both a server and a client for the purpose of creating requests on behalf of other clients [14]. A SIP proxy
server primarily handles routing, and ensuring that a request is sent to another entity closer to the targeted user. SIP proxy
servers are also useful for enforcing policy (for example, ensuring that a user is allowed to make a call). SIP proxy servers
provide functions such as authentication, authorisation, network access control, routing, reliable request retransmission, and
security. They are often co-located with redirect or registrar servers [5]. SIP proxy server can use any physical-layer interface
in the server that supports IP. Users in a SIP network are identiﬁed by unique SIP addresses. A SIP address is similar to an
e-mail address and is in the form sip:userID@gateway.com [4]. The user ID can be either a username or an E.164 address.
Users register with a registrar server/SIP proxy server using their assigned SIP addresses. The registrar server provides this
information to the location server upon request. A user initiates a session by sending a SIP request to a SIP server (either a
SIP proxy server or a redirect server). The request includes the Address of Record (AOR) of the called party in the Request
URI (Uniform Resource Identiﬁer) Fig. 1 provides the complete software architecture, design and functions of a SIP proxy
server.
SIP Session Setup: After the SIP UA Client (UAC) [PDA, PCs, laptop] and SIP UA server (UAS) [laptop, PDA, PCs] devices
are powered on, their IP addresses and the availability are registered with the SIP registrar server, as shown in Fig. 2. When
a UAC intends to establish a multimedia session with the UAS, it sends an invitation to the proxy server to connect to
UAS. The proxy server queries and receives the UAS’s IP address and other routing information from the SIP registrar server.
The SIP proxy server relays UAC’s invitation to communicate with UAS. If UAC’s invitation is acceptable then UAS informs
the SIP proxy server that it is ready to receive packets. The proxy server communicates the acceptance of the invitation to
UAC and the UAC acknowledge (ACK) the acceptance. Finally the multimedia session between UAC and UAS is established.
To terminate the session either UAC or UAS sends a BYE request. Fig. 3 details the exchange of SIP requests and response
messages between UAC and UAS through a SIP proxy server, since this example SIP session is within the same domain. SIP
session and SIP call are used interchangeably throughout this paper.
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Fig. 2. SIP call within the same domain.
Fig. 3. SIP actual message transaction diagram.
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Most of the researches in VoIP related to SIP are focused on engineering principles, protocol deﬁnitions, enhancement
and other improvements [10]. Very little research work is done in the area of performance modelling of SIP proxy servers.
Recently, lot of IP telephony industries is focusing on various SIP and SIP proxy performance metrics [17]. Rajagopal et
al. [11] analysed and proposed the IP Multimedia Services (IMS) network based on the SIP signalling delay and predicted
performance trends of the network, which allowed them to choose parameter values optimally. The proposed models were
based on the queuing models for the IMS network that characterises the SIP server workload. Gurbani et al. [7] came up
with an analytical SIP based performance and reliability model, in which they primarily considered the mean response time
and the mean number of calls in the system. Mean response time of a proxy server is the difference between the times it
takes for an INVITE sent from a UAC to reach the SIP proxy server until the ﬁnal response is sent by the SIP proxy server to
the UAC. Mean number of calls is deﬁned as the mean number of sessions that are currently in the system. They modelled
a SIP proxy server as an open feed forward queuing network. The INVITE requests are forwarded upstream to the SIP proxy
server from the UAC. The SIP proxy server is modelled as queuing model with six queues. Their model is based on M/M/1
queue. Mean number of calls N (random variable) in the system at study state is given by:
N =
J∑
k=1
ρk
(1− ρk) where ρk =
λk
μk
λ1 = λ, λ j =
j−1∑
k=1
(
λk Q [k, j]
)
for 1 < j  J ,
J = 6 is the number of stations in the queuing model.
Q is the one step probability matrix corresponding to the queuing model, that is, Q [i, j] the probability that a job
departing station i goes to station j. The mean response time for calls is by Little’s law R = N
λ
. they assumed the service
rate ( 1μ ) is ﬁxed at 0.5 ms
−1 and the arrival rate λ at 0.3 ms−1. Alouf et al. [6] developed an inference models based on
the ﬁnite capacity single server queues for estimating the buffer size and studied the intensity of the traﬃc.
In earlier work, we proposed an analytical M/D/1 model, in which there are 6 queues in tandem to process various SIP
packets with the deterministic service time [18]. The authors calculated the average response time and mean number of
calls based on:
W =
[
1/μ + λ(1+ C
2
s )
2(μ)2(1− ρ)
]
L =
[
ρ + ρ
2(1+ C2s )
2(1− ρ)
]
where Cs is the coeﬃcient of variation. Cs is zero for the deterministic distribution M/D/1 queue.
The SIP proxy server software module identiﬁes and processes each SIP message based on the unique address for each
session until the session is established and torn down. This creates a variation in queue occupancy at different queuing
stations, while processing different SIP transactions, which increases the average response time to setup a session. This
paper addresses this problem, by re-designing the SIP proxy server software using multi-threaded mechanism, which can
process incoming SIP packets concurrently by dynamically allocating the incoming SIP messages to various threads.
4. Modelling the SIP proxy server (SPS)
4.1. M/M/1 based SIP proxy server model
To assess the usefulness of the queuing model proposed by Gurbani et al. [7], we emulated this model (the authors
of [7] only provided the analytical model and its consequences but did not provide a comparison with real, emulated, or
simulated performance data). In this work, the SIP proxy server is modelled as open feed-forward queuing network, in
which incoming INVITE message from UAC as arrival calls and there are sequence of 6 M/M/1 based queuing stations that
corresponds to each SIP message in as shown in Fig. 4. Each question station is modelled as a M/M/1 queue. All the SIP
packets are processed by executing the same SIP proxy server software module until each session is established and torn
down. To validate the analytical solution, several sets of experiments are also conducted with the real SIP proxy server
that is built with the emulated M/M/1 queuing model software, collected the data and compared that with the analytical
results. In this model, when the INVITE message arrives at the proxy, 80 percent of the time it will receive a 180 ringing
message back from the far-end UAS (fserv in Fig. 4) and 20 percent of the time it will receive a non-200 message (failure
response) from the far-end UAS. Then 90 percent of the time when the UAC get’s a 180 response, it will followed by the 200
message(meaning that the user answers the call) and 10 percent of the time UAC will receive a non-200 message(failure
message). All the 6 queuing stations are built based on the generic SIP call ﬂow.
SIP proxy server model and assumptions of [7] were;
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• Service time 1/μ is the mean service time to process the INVITE request at the SIP proxy server and that service rate
is ﬁxed at 0.5 ms−1.
• Since UAS does not parse the SIP packets, the computation will be less, hence the service times are assumed as 0.7/μ
for sending the 180 followed by 200 with 0.3/μ or non 200 response with 0.5/μ. Analytical and experimental results are
shown in Fig. 6.
• Only 80 percent of the INVITE messages will be successful in getting the 180 response and 90 percent of that 180
responses will get the 200 response. The remaining 20 percent of the INVITE message will get a non-200 response and
10 percent of the 180 responses will receive a non-200 response.
4.2. Proposed M/M/c based SIP proxy server model
To orient on the latest advancement in software engineering and networking technologies, we selected a CISCO proxy
server. In our recent work [19], we proposed the M/M/c model and studied the key performance characteristics of the
SIP proxy server such as Average Response time to process each SIP packet and the mean number of calls in the system.
In [20], expanded our studies and focus on scalability factors of the SPS model by considering the CPU utilisation, Memory
utilisation, and queue length of the SPS. We conducted several experiments in the real lab setup and compared that with the
predicted results. For server utilisation and queue length, we have mathematical references that are available for the M/M/c
based queuing model. In addition to that we studied the memory utilisation of the server only using the experimental
method and presented the data in this paper. SIP proxy server software architecture plays an important role in parsing and
processing of all the SIP packets. Basic software architecture consists of three key modules to process each incoming SIP
packet. The translation module processes the Request-URI of an incoming SIP request message, returns the list of contacts
and provides a Uniform Resource Locator (URL) to use in each outgoing request. The next-hop routing module determines the
next hop routing. Next hop routing takes each translated Request-URI and locates a set of next hop SIP entities capable of
routing the new Request-URI. Then the next module is the IP resolution module, where the conversion of each SIP requests in
the next hop routing is processed into a valid IP address. All the incoming SIP packets must go through all these software
modules and it takes some time to process and forward each packet.
Our key observation was as follows: In earlier realisations of the SIP proxy server, it was typical to run each main stage
of the processing as a separate stand alone concurrent process. In such a realisation, each such module is amenable to mod-
elling as a queue, because the coupling between different modules is not synchronised and through message passing. Such
a realisation is useful and eﬃcient if the pattern of processing of different packets (i.e., which modules they go through and
in what order) varies from packet to packet, and has some statistically (but not deterministically) characterisable pattern.
However, it is not any more eﬃcient than a synchronised (function call) processing if almost all packets are expected to
go through the same sequence of processing, as is now understood to be the pattern of proxy processing for the INVITE
packets which produce most stress on the server. (At best, it is equally eﬃcient; at worst, it is signiﬁcantly less eﬃcient due
to messaging and other overhead.)
The new implementation is based on a single queue with multiple servers, and each packet is run through the entire
processing before the next one is picked up. Concurrency can still provide some advantage, but now it is used simply to
tune the system capability to the load, not linked to software modules. In other words, the entire processing shown in Fig. 1
for one packet is performed in one thread of execution. This is exactly amenable to modelling by an M/M/c queue, where
c represents number of threads used and it is a constant value as shown in Fig. 5. This model processes the arrival and
departure of SIP message transactions using multi-threaded mechanism by allocating the threads dynamically. The value
of c is determined based on the previous performance study done on the SIP proxy server that includes CPU, processing
speed and memory characteristics. All the incoming SIP packets are processed by different threads (allocated randomly) in
parallel and forwarded to the queue until each SIP session is setup and torn down (as shown in Fig. 3). This process reduces
the processing time of each SIP session and increases the call arrival rate. Based on the predicted and experimental results
shown in Fig. 7, we established that the M/M/c model is an eﬃcient and a better performance model.
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Fig. 6. M/M/1 predicted and experimental results.
Fig. 7. M/M/c predicted and experimental results.
The mean response time (W ), the mean number of calls (L), server utilisation and the queue length for the M/M/c
queuing based SIP proxy server model can be obtained from any standard work [15,16] and are as follows:
W = 1
μ
+
[
( λμ )
cμ
(c − 1)!(cμ − λ)2
]
p0, (1)
L = λ
μ
+
[
( λμ)
cλμ
(c − 1)!(cμ − λ)2
]
p0, (2)
Lq = λμ ×
[
( λμ)
c
2
]
p0, (3)(c − 1)!(cμ − λ)
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Server utilisation can be calculated from
L − Lq
cμ
, (4)
where c represents number of servers which is same as number of threads that can be allotted and executed dynamically
while running the SIP proxy server software. The server provides independent and identically distributed exponential service
at rate μ as shown in Fig. 5. λ represents the arrival rate of requests in the system, and is the same in every state of the
system. When the number of requests resident in the proxy server is greater than c, all the servers are busy and the mean
system output rate is equal to c times μ. When the number of requests n is less than c, then only n out of c servers
are busy and the mean system output rate is equal to n times μ. Following usual birth-death derivation, the equilibrium
probability p0 of the system being idle can be obtained using [1+∑c−1n=1 (cρ)nn + (cρ)cc! 11−ρ ]−1 where ρ = λcμ < 1.
5. Predicted and experimental results
5.1. Predicted results
Queuing Tool Pack 4.0 queuing simulation tool [13] is a Microsoft Excel 2007 plug-in (QTP.exe and QTP.dll ﬁles), which
can be downloaded into Microsoft oﬃce library directory. All the queuing formula and the corresponding calculations can be
accessed through the spreadsheet from the Formulas menu options, then select the “Queuing ToolPak” under category, then
select the appropriate queuing model. We calculated average response time, mean number of number of calls and server
utilisation data by providing appropriate input values such as λ, μ and c (only in case of M/M/c) based on the M/M/1
and M/M/c SIP proxy server models. We considered c = 3 (number of threads) in our M/M/c model calculations, based on
the internal study done within CISCO development team on the proxy server optimal value for number of threads needed
for processing the SIP packets. There are several other experiments conducted by the performance team at CISCO and found
varying the number of threads does not impact the performance metrics that we studied in this paper.
5.2. Lab setup and experimental results
Experiment lab setup: We conﬁgured 8–10 HP 7825H2 servers with the Intel dual core Pentium conﬁgured as various
network elements such as User Agent Client (UAC), SIP proxy server loaded with CISCO SIP proxy server software, User Agent
server (UAS), Linux based Domain Name System (DNS) server, CISCO Camelot call generator tool, and Performance Monitor
(Perfmon) [12] tool along with CISCO 3825 Router, and a CISCO 3745 Network Address Translation (NAT) server to perform
all the experiments. All the equipments are conﬁgured within a local lab network (LAN environment) without any external
network interferences that can impact the performance numbers. UAC and UAS are sending and receiving SIP packets as
shown in Fig. 7. Previously, we studied and conducted experiments as shown in [18] using SIP Express Router (SER) version
0.8.14 software [21] as a SIP proxy server software for the M/M/1 queuing model and to have a fair comparison, in this
paper we performed experiments using the CISCO SIP proxy server software for both the models. We considered the old SIP
proxy server software implemented with no multi-threading mechanism, which is very close to the M/M/1 queuing model.
Then we used the latest SIP proxy server software implemented with multi-threaded mechanism and followed the current
software architecture. All the CISCO 7970 model SIP phones simulated by the CISCO Camelot tool used 7 digit Directory
Number (DN), since we used the SIP proxy server within the same domain.
Experiment procedure: From UAC, SIP calls are made using CISCO Camelot simulator with different call rate of 50,
100, 150, 200, 250, 300, 350, 400, 450, 500, 600, 700, 800, 900, 1000 cps (calls per second) were sent to the SIP proxy
server, which is under test as shown in Fig. 7. Note: 500+ cps arrival rates are tested only for M/M/c queuing model
experiments, because the server utilisation went above 90 percent range after 450 cps in case of M/M/1 and started loosing
packets (meaning Call Completion Rate goes below 100 percent). SIP proxy server processes the incoming SIP packets (SIP
request message) from UAC and then forwards the requests to UAS. UAS sends the responses back to UAC via SIP proxy
server. Performance monitor tool (Perfmon) is conﬁgured with the IP address of the SIP proxy Sever where all the necessary
counters are instrumented as part of the SIP proxy server software. During the experiments, data are collected for 1000,
2500, 5000 and 10000 SIP calls. Then the total mean response time data were calculated by averaging all the mean response
time of each SIP Call. Mean response time of all the SIP transactions between A and N are calculated based on the SIP call
setup ladder diagram as shown in Fig. 3. The time delays between all transactions are deducted by capturing the time
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Fig. 10. M/M/1 and M/M/c average response time comparison chart.
Fig. 11. M/M/1 and M/M/c mean number of calls comparison chart.
stamps between actual SIP transactions. Performance monitor tool (Perfmon) is also CISCO home grown monitor tool that
collects the traﬃc data. All the Camelot simulation scripts and associated library of functions are written using Tcl/Tk
programming language (Fig. 9 details sample pseudo code) and ran from CISCO home grown Graphical User Interface (GUI)
based tool called Strauss. Several tests are conducted for various λ values for both the models. While making the SIP calls,
“Answer ring tone delay” is set to zero, meaning when the SIP phone rings on the terminating side, the time delay to
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Fig. 13. CPU utilisation 100 CPS predicted and experimental comparison.
answer the phone is set to zero, assumed the phone answers immediately. In the same manner, “Call Hold Time” also
known as “talk time” is set to zero meaning calls will be terminated immediately after establishing the voice path for all
the experiments. Also, monitored for any packet loss and validated the complete SIP call ﬂow as shown in Fig. 3 for each
SIP call during the experiment using “Wireshark” network protocol analyser tool [22].
To measure the scalability of the SPS, we measured the CPU cost, queue length and memory cost for each SIP call.
For that, during the experiments, we considered the “Auto ring tone delay”, meaning when the SIP phone rings on the
terminating side, the time delay to answer the phone is random and the “Call Hold Time (CHT)” also known as “talk time”
is set to 180 s (3 minutes), meaning the calls will be terminated after 3 minutes as generally accepted industry standards.
The active SIP calls in the during the system can be calculated as arrival rate (λ) × CHT . Example: For arrival rate (λ) 100
calls per second, 100 × 180 s = 18000 calls active in the system. The experimental data for the scalability tests of the SPS
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Fig. 15. CPU utilisation 1000 CPS predicted and experimental comparison.
are presented in Figs. 12–20. In these graphs, Y-axis represents the memory, CPU and queue size and the x-axis represents
the polling interval at 10 seconds per interval, meaning, every 10 s the (Perfmon) tool, poll the SPS server and extract the
data.
6. Comparative study on absolute Performance and scalability of a SIP proxy server
Performance of the SIP proxy servers varies from servers to servers based on the hardware capacity, CPU, Speed and other
memory related parameters. The experiments are conducted with a single SIP proxy server in a local LAN environment.
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Fig. 17. Queue size 500 CPS predicted and experimental comparison.
6.1. M/M/1 speciﬁc ﬁndings
In the M/M/1 model, we noticed, there are signiﬁcant differences between the predicted data versus experimental data
obtained from the real proxy server (see Fig. 6), likely due to several assumptions and limitations made in the predicted
model. More importantly, the difference is clearly not just one of scale, i.e. tuning the single μ parameter in the M/M/1
model proposed in previous work (please refer ﬁgure 4 where 0.7/μ, 0.5/μ, 0.3/μ) would not succeed in matching the
experimental data for any value of μ, because in a real system mu is a ﬁxed value.
6.2. M/M/c speciﬁc ﬁndings
In the M/M/c model, the experimental results obtained is slightly better than the predicted results, approximately 10–15
percent as shown in Fig. 7, since there are very limited assumptions made in our predicted model. Average response time
and the mean number of calls increases when the call arrival rate increases. This conﬁrms our intuition that the M/M/c
model more nearly represents the correct architecture of the SIP proxy server. The server utilisation predicted by the M/M/c
queueing model is in general agreement with the experimental results, as shown in Figs. 6 and 7. Once, we determined that
the M/M/c based SIP proxy server performs better, we started investigating more performance metrics of the SIP proxy
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Fig. 19. Queue size chart (other 6 cps rates are NOT shown for clarity).
server. Hence, we did not go back and conduct similar experiments on M/M/1 based SIP proxy server software. This shows
that our M/M/c model can successfully predict server utilisation of the SPS, under varying conditions of load. (We had not
previously investigated the ability of our model with respect to server utilisation.) The CPU and memory utilisation increases
when the arrival rate increases as predicted and it is peaked between 2.5–16 percent range for the 2 CPU 4 Processor server
as shown in (Figs. 12, 13, 14, and 15) for 1000 cps without any call loss is a good indicator how many calls that this
SPS server can handle. This further validates that the multi-threaded SPS realisation is scalable. In case of CPU and queue
size data (Figs. 16, 17, 18, and 19), after reaching 180 s CHT, CPU curve ﬂuctuates but in a constant and regular intervals.
This indicates the multi-threaded SPS realisation is more stable. The queue length (Figs. 16, 17, 18, and 19) increases when
the call rate increases and its in a very acceptable range. The queue sized predicted by the M/M/c queueing model are
in general agreement with the experimental results, as shown in (Figs. 17, 18, 19, and 20). This shows that our M/M/c
model can successfully predict buffer occupancy of the SPS, under varying conditions of load. Memory cost average per SIP
call is measured as 2.92 Kilo Bytes and CPU cost average cost per SIP is measured as 0.00625 percent per call, which is
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acceptable to most industry standards. This clearly indicates the multi-threaded SPS realisation is scalable and have a better
performance. CPU cost, Memory cost and the Queue size increases linearly when the call arrival rate increases, as predicted.
6.3. M/M/1 and M/M/c comparison
In case of emulated M/M/1 model, there are 6 queuing stations processing all the incoming SIP packets, the average
response time to establish each SIP session is in the range between 6.1 to 14.9 milliseconds as shown in Fig. 6) Whereas
in case of M/M/c model with a single queue with 3 servers, is in the range between 6 to 6.3 milliseconds for the same
cps rates with the experiments conducted on a real SIP proxy server (see Fig. 7). This indicates M/M/c model showed
a signiﬁcant performance improvement compared to M/M/1 model. Incase of M/M/1 model, the number of calls in the
system (1.2 to 6.4 calls) is much higher than the M/M/c model (1.2–3.0 Calls). Again M/M/c model is 50 percent better
than M/M/1 model. (See Figs. 6 and 7.) During the experiments, we observed that the M/M/c model performed much
better when the arrival rate of the incoming packets increases compared to M/M/1 model. We can process more than
1000 cps call rate without any call drop and after 450 cps call arrival rate, several calls started dropped in case of M/M/1
model based proxy server. The maximum call rate (in cps) that the M/M/1 model can process is 50 percent lower than
M/M/c model. In case of M/M/c model, we noticed that the average response time and mean number of jobs is almost
constant/slight change for the call rates up to 400 cps, since the calls are served randomly by 3 servers in the system as
shown in Figs. 10, 11 and then increases slightly around 3 ms for higher call rates. Whereas in case of M/M/1 model, the
system become unstable, meaning calls started dropping, queue length increased, CPU spiked and memory also graph on
the monitor slowed ﬂuctuations.
7. Conclusions and future work
Based on the measurements and analysis, we found that the SIP proxy server with M/M/c queuing model produces bet-
ter prediction of server performance than the M/M/1 model with 6 queuing stations, proposed by authors in [7]. We also
found that the SIP proxy server architecture modelled by the M/M/c model can scale well in terms of processing number
of incoming SIP calls, and additional properties of such a system such as server utilisation and buffer occupancy can be suc-
cessfully modelled by the M/M/c model. This provides theoretical justiﬁcation for preferring the multiple identical threaded
realisation of the SIP proxy server architecture as opposed to the older, thread-per-module realisation. With the predicted
and experimental results, we established that the average response time, mean number of calls and server utilisation factor
of the M/M/c model can produce a more predictable with signiﬁcant performance improvements and also met the ITU-T
standards [1,2]. We also established that the memory and CPU cost to process each SIP call is very reasonable and this
clearly indicates the multi-threaded SPS can meet most of the performance and scalability standards. In future, we intend
to expand this research, considering multiple SIP proxy servers located in various remote locations and do a comparative
study of the performance impact, when network delays are introduced into these models.
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