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9 The´orie de Toda sur re´seau et espaces homoge`nes
quantiques
C.Grunspan
1
Re´sume´
La the´orie de Toda continue pour ŝl2 est la conside´ration de deux
ope´rateurs de Vertex V±(z) =
o
oexp
(
±βϕ(z)
)o
o
sur des modules de
Fock, ou` ϕ(z) est un champ libre. Ces ope´rateurs ve´rifient pour |z| = 1
et q = exp(iπβ2) des relations de q−commutation remarquables. En
outre, leurs modes ze´ro, V± =
∮
V±(z)dz satisfont les relations de
Serre quantiques ([1]). Ceci conduit a` l’e´tude du syste`me sur re´seau
correspondant dont la limite classique a e´te´ traite´e dans [2]. Succin-
tement, on conside`re des ope´rateurs xi et yi soumis a` des lois de q-
commutation. Les sommes Σ+ =
∑
xi et Σ
− =
∑
yi sont les ana-
logues discrets de V+ et V−. Sur l’alge`bre engendre´e par les variables
xi et yi, on a une action de Uq(b̂−), ou` b̂− est la sous-alge`bre de
Borel ne´gative de ŝl2. On obtient ainsi une structure de Uq(b̂−)-alge`bre-
module. Un des proble`mes qui se pose, est de caracte´riser cette alge`bre-
module en termes de Uq(b̂−), ou, du moins de caracte´riser au moyen
du groupe quantique Uq(b̂−) uniquement, une sous Uq(b̂−)-alge`bre-
module de C[x±1i , y
±1
i , 1 ≤ i ≤ n]q qui soit inte`gre et qui posse`de le
meˆme corps de fractions que C[x±1i , y
±1
i , 1 ≤ i ≤ n]q. A isomorphisme
pre`s, nous obtiendrons cette sous-alge`bre module comme un espace ho-
moge`ne quantique sur B̂−. Les re´sultats de´montre´s ge´ne´ralisent ceux
de [2].
Abstract
The continuous Toda theory for ŝl2 is the consideration of two
vertex operators V±(z) =
o
oexp
(
±βϕ(z)
)o
o
on Fock modules where ϕ(z)
is a free field. These operators satisfy for |z| = 1 and q = exp(iπβ2)
some remarkable q−commutations relations. Furthermore, their zero
modes, V± =
∮
V±(z)dz satisfy the quantum Serre relations ([1]). This
leads to the study of the corresponding system on lattice whose classical
limit has been treated in [2]. Briefly, we consider some operators xi and
yi which obey to some laws of q− commutations. The sums Σ+ =
∑
xi
and Σ− =
∑
yi are the discrete analogous of V+ and V−. On the
algebra spanned by these variables, we have an action of Uq(b̂−), where
b̂− is the negative sub-Borel algebra of ŝl2. Thus we get a structure of
Uq(b̂−)-module-algebra. One of the problems we have, is to understand
this module-algebra in terms of Uq(b̂−), or, at least, to caracterize
by means of the quantum group Uq(b̂−) only, a sub Uq(b̂−)-module-
algebra of C[x±1i , y
±1
i , 1 ≤ i ≤ n]q which possesses the same fration
field as C[x±1i , y
±1
i , 1 ≤ i ≤ n]q. We shall obtain this sub-module-
algebra as a quantum homogeneous space over B̂−. The results proved
below generalize [2].
Classification AMS : 35Q53, 81R50.
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0 Introduction
Une version quantique du syste`me sur re´seau de sinus-Gordon a e´te´ intro-
duite pour la premie`re fois par Izergin et Korepin ([3] et [4]). Ce syste`me a
depuis e´te´ e´tudie´ et de´veloppe´ par de nombreux auteurs. Voir par exemple
[5], [6], [7] et [8]. Au niveau classique, B. Enriquez et B. Feigin ont montre´
une bijection entre l’espace des phases du syste`me sur re´seau et le groupe
de Lie-Poisson ŜL2. Nous nous proposons dans cet article de ge´ne´raliser ces
re´sultats, et d’e´tablir une bijection entre l’espace des phases quantique du
syste`me sur re´seau et un espace homoge`ne quantique pour le groupe quan-
tique Uq(ŝl2) que nous caracte´riserons entie`rement dans le cas ou` q n’est pas
une racine de l’unite´.
1 Le syste`me sur re´seau
1.1 De´finition de A
(n)
q .
Soient n ∈ N∗ un entier fixe´, et q une inde´termine´e. On s’inte´resse a` l’alge`bre
A
(n)
q engendre´e sur C[q, q−1] par les x
±1
i et y
±1
i , 1 ≤ i ≤ n soumis aux
relations : xixj = qxjxi, yiyj = qyjyi, xiyj = q
−1yjxi, yixj = q
−1xjyi pour
i < j, et xiyi = q
−1yixi.
En utilisant par exemple des extensions de Ore ([9]), on montre que A
(n)
q
est un anneau inte`gre (non commutatif) qui posse`de un corps de fractions,
et que c’est un C[q, q−1] module libre dont une base est donne´e par la famille
n∏
1
xaii y
bi
i , avec ∀i, (ai, bi) ∈ Z
2.
Pour i ∈ {1, . . . , n}, soit C[xi, x
−1
i ] (resp. C[yi, y
−1
i ]) l’alge`bre engendre´e
sur C[q, q−1] par xi (resp. yi) et son inverse, que l’on rend gradue´e par
∂oxi = 1 (resp. ∂
oyi = −1). Alors, en notant :
C[x1, x
−1
1 ]⊗¯C[y1, y
−1
1 ]⊗¯ . . . ⊗¯C[xn, x
−1
n ]⊗¯C[yn, y
−1
n ]
le produit tensoriel q−1 tordu (ordonne´) de ces alge`bres gradue´es, on montre
que l’application :
f : C[x1, x
−1
1 ]⊗¯ . . . ⊗¯C[yn, y
−1
n ] −→ A
(n)
q
u1⊗¯ . . . ⊗¯vn 7−→ u1 . . . vn
(1.1)
est un isomorphisme d’alge`bres (voir appendice).
L’alge`bre A
(n)
q est gradue´e en posant
∂oxi = −∂
oyi = 1. (1.2)
L’ isomorphisme f ci-dessus est gradue´.
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On posera pour a et b homoge`nes,
[a, b]q = ab− q
(∂oa)(∂ob)ba. (1.3)
On note e´galement Σ+ =
∑
xi et Σ
− =
∑
yi.
1.2 L’alge`bre Uq(b̂−) ⊂ Uq(ŝl2).
Soit Uq(b̂−) l’alge`bre de Hopf engendre´e sur C[q, q
−1] par e±, k, k
−1 et les
relations : kk−1 = k−1k = 1, ke±k
−1 = q±1e±, ainsi que les relations de
Serre quantique entre e± et e∓ :
e3±e∓ − (q + 1 + q
−1)(e2±e∓e± − e±e∓e
2
±)− e∓e
3
± = 0
La comultiplication sur Uq(b̂−) est donne´e par :
∆e± = k
±1 ⊗ e± + e± ⊗ 1, et ∆k
±1 = k±1 ⊗ k±1.
Nous n’utiliserons pas l’antipode dans cet article.
On dispose d’une graduation sur Uq(b̂−) de´finie par :
∂oe± = ±1 et ∂
ok±1 = 0.
1.3 L’alge`bre Uq(n̂−) ⊂ Uq(b̂−).
Par de´finition, Uq(n̂−) est la sous-alge`bre de Uq(b̂−) engendre´e par e±.
En notant par Uq(n̂−)⊗¯Uq(n̂−) le produit tensoriel q
−1 tordu de Uq(n̂−)
par lui meˆme (voir appendice), on dispose d’une comultiplication tordue sur
Uq(n̂−) qui est un morphisme d’alge`bres :
∆¯ : Uq(n̂−) −→ Uq(n̂−)⊗¯Uq(n̂−)
e± 7−→ 1⊗¯e± + e±⊗¯1
(1.4)
On peut montrer que l’existence de ∆¯ e´quivaut aux relations de Serre quan-
tique.
1.4 Action de Uq(b̂−) sur A
(n)
q .
Pour i ∈ {1, . . . , n}, on dispose de deux morphismes d’alge`bres gradue´es :
ϕi : Uq(n̂−) −→ C[xi, x
−1
i ]
e+ 7−→ xi
e− 7−→ 0
et
ψi : Uq(n̂−) −→ C[yi, y
−1
i ]
e+ 7−→ 0
e− 7−→ yi
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Donc, en composant avec ∆¯(2n−1) et en utilisant l’isomorphisme f de (1.1),
on obtient un morphisme d’alge`bres gradue´es :
ϕ : Uq(n̂−) −→ A
(n)
q
e± 7−→ Σ
± (1.5)
Par suite, les ope´rateurs Σ± satisfont les relations de Serre quantique. Donc,
les relations de Serre quantique e´tant homogeˆnes en e+ et e−, on peut de´finir
pour (λ, µ) ∈ C2, deux actions σλ et τµ de Uq(n̂−) sur A
(n)
q par :
∀P ∈ A(n)q homoge`ne, σλ(e±).P = λΣ
±P,
et :
∀P ∈ A(n)q homoge`ne, τµ(e±).P = µq
±∂oPPΣ±.
On remarque que :
∀(x, y) ∈ Uq(n̂−)
2 homoge`nes, σλ(x) ◦ τµ(y) = q
−∂ox∂oyτµ(y) ◦ σλ(x).
Par suite, on peut de´finir une action σλ⊗¯τµ de Uq(n̂−)⊗¯Uq(n̂−) sur A
(n)
q ,
par :
∀(x, y) ∈ Uq(n̂−)
2, (σλ⊗¯τµ)(x⊗¯y) = τµ(y) ◦ σλ(x).
En composant avec ∆¯ qui est un morphisme d’alge`bres, on obtient une action
fλ,µ de Uq(n̂−) sur A
(n)
q . En prenant λ = −µ = 1, cette action est donne´e
par :
∀P ∈ A(n)q homoge`ne, f1,−1(e±).P = [Σ
±, P ]q.
On peut e´tendre fλ,µ en une action de Uq(b̂−) sur A
(n)
q par :
∀P ∈ A(n)q homoge`ne, k.P = q
∂oPP
Il est facile de voir que l’on obtient ainsi une structure de Uq(b̂−)-alge`bre
module sur A
(n)
q . Le calcul montre que pour i ∈ {1, . . . , n}, f1,−1(e±). xi
tout comme f1,−1(e±). yi est une somme de termes tous divisibles par q− 1.
Par suite, en posant pour P ∈ A
(n)
q homoge`ne :
k.P = q∂
oPP (1.6)
e±.P =
1
q − 1
[Σ±, P ]q, (1.7)
on obtient encore une action de Uq(b̂−) sur A
(n)
q . Cette action est gradue´e
pour ∂o, et munit A
(n)
q d’une structure de Uq(b̂−)-alge`bre module. Dans
toute la suite, nous allons nous inte´resser a` de´crire cette structure.
6
1.5 De´finitions e´le´mentaires des q nombres et factorielles
quantiques.
On de´finit successivement :
– pour n ∈ N, [n] =
qn − 1
q − 1
=
n−1∑
k=0
qk ∈ Z[q, q−1] ;
– pour n ∈ N, [n]! =
n∏
k=1
[k] ;
– pour (n, p) ∈ Z2,
[
n
p
]
=

0, si p < 0 ou si p > Max(0, n) ;
1, si p = 0 ;
[n]!
[p]![n− p]!
, si 0 < p ≤ n ;
– pour des entiers N, a1, . . . , aN ,
Fq(a1, . . . , aN ) =
N−1∏
i=1
[
ai + ai+1 − 1
ai+1
]
.
1.6 De´finition des ui et de U
(n)
q .
Pour i ∈ N, soit ui l’e´le´ment de A
(n)
q de´fini par :
ui =
∑
α1,... , α2n−1
α1+...+α2n−1=i−1
Fq(α2n−1, . . . , α1)(x1y1)
−α1 . . . (xnyn)
−α2n−1y−1n (1.8)
Cette de´finition a bien un sens car s’il existe i ∈ {1, . . . , N} tel que αi < 0,
alors Fq(α1, . . . , αN ) = 0.
On note U
(n)
q la sous-alge`bre de A
(n)
q engendre´e par les ui pour
i ∈ {1, . . . , 2n}.
Nous verrons que les e´le´ments
2n∏
i=1
uαii , αi ∈ N forment une base de U
(n)
q .
1.7 De´finition de Aq ≃ C[N̂+]q.
Soient k = C[q
1
4 , q−
1
4 ],
H =

q−
1
4 0 0 0
0 q
1
4 0 0
0 0 q
1
4 0
0 0 0 q−
1
4
 ∈M4(k) ≃M2(k)⊗2 , (1.9)
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R(λ, µ) =

1 0 0 0
0 λ−µ
q−
1
2 λ−q
1
2 µ
(q−
1
2−q
1
2 )µ
q−
1
2 λ−q
1
2 µ
0
0 (q
− 12−q
1
2 )λ
q−
1
2 λ−q
1
2 µ
λ−µ
q−
1
2 λ−q
1
2 µ
0
0 0 0 1
 ∈M4(k) ≃M2(k)⊗
2
, (1.10)
et A l’alge`bre libre sur C[q, q−1] engendre´e par les a
(r)
i,j pour i, j ∈ {1, 2} et
r ∈ N.
On pose :
ai,j(λ) =
+∞∑
r=0
a
(r)
i,j λ
r,
L(λ) = [ai,j(λ)],
L1(λ) = L(λ)⊗ Id,
et L2(µ) = Id⊗ L(µ).
Par de´finition, Aq est l’alge`bre quotiente de A par l’ide´al engendre´ par les
relations :
a
(0)
2,1 = 0, a
(0)
1,1 = a
(0)
2,2 = 1, (1.11)
ainsi que
R(λ, µ)L1(λ)HL2(µ) = L2(µ)HL1(λ)R(λ, µ), (1.12)
et
a1,1(qλ)
[
a2,2(λ)− a2,1(λ)a1,1(λ)
−1a1,2(λ)
]
= 1. (1.13)
Le calcul montre que ces relations sont a` coefficients dans C[q, q−1]. Donc,
ceci a bien un sens. La dernie`re relation est celle du de´terminant quantique.
On montre que l’on peut de´finir une graduation sur Aq par ∂
oa
(r)
i,j = i−j.
Il suffit pour cela de conside´rer l’ope´rateur λ
∂
∂λ
.
On peut e´galement de´finir une comultiplication tordue sur Aq par :
∆¯ : Aq −→ Aq⊗¯Aq
L(λ) 7−→ L(λ)⊗¯L(λ)
Pour une de´monstration de ce fait, voir l’appendice.
L’alge`bre Aq est isomorphe a` Uq(n̂−) par l’isomorphisme gradue´ :
Uq(n̂−) −→ Aq
e+ 7−→ a
(1)
2,1
e− 7−→ a
(0)
1,2.
(1.14)
Cet isomorphisme respecte les comultiplications tordues.
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1.8 De´finition de A
(n)
q .
On de´finit tout d’abord l’alge`bre A¯
(n)
q comme e´tant le quotient de Aq par
l’ide´al engendre´ par les e´le´ments : a
(r−1)
1,1 , a
(r−1)
1,2 , a
(r)
2,1, a
(r)
2,2 pour r > n.
L’alge`bre A
(n)
q est l’alge`bre engendre´e par ge´ne´rateurs :
a
(k)
i,j , 0 ≤ k ≤ n, a
(n−1)
1,1
′
, a
(n−1)
1,2
′
, a
(n)
2,1
′
, a
(n)
2,2
′
,
et relations :
a
(0)
2,1 = a
(n)
1,1 = a
(n)
1,2 = 0,
a
(0)
1,1 = a
(0)
2,2 = 1,
(1.12) et (1.13) avec L(λ) = [ai,j(λ)] et ai,j(λ) =
n∑
k=0
a
(k)
i,j λ
k,
a
(n−1)
1,1 a
(n−1)
1,1
′
= a
(n−1)
1,1
′
a
(n−1)
1,1 = 1,
a
(n−1)
1,2 a
(n−1)
1,2
′
= a
(n−1)
1,2
′
a
(n−1)
1,2 = 1,
a
(n)
2,1a
(n)
2,1
′
= a
(n)
2,1
′
a
(n)
2,1 = 1,
a
(n)
2,2a
(n)
2,2
′
= a
(n)
2,2
′
a
(n)
2,2 = 1.
L’alge`bre A
(n)
q est trop grosse pour que l’on puisse espe´rer obtenir une cellule
de Schubert quantique. Il faudrait imposer en plus les relations entre les a
(k)
i,j ,
et a
(n−1)
1,1
′
, a
(n−1)
1,2
′
, a
(n)
2,1
′
, a
(n)
2,2
′
. Bien que ce ne soit pas notre sujet d’e´tude,
nous reviendrons sur ce point a` la fin de notre article en e´nonc¸ant une
conjecture.
Quoiqu’il en soit, l’alge`bre A
(n)
q de´finie ci-dessus contient la sous-alge`bre
U
(n)
q de´finie ci-dessous, et c’est cette dernie`re alge`bre qui va nous inte´resser.
Notons que l’on a une fle`che naturelle :
A¯(n)q −→ A
(n)
q ,
et que si C est une alge`bre et
f : A¯(n)q −→ C
est un morphisme tel que f
(
a
(n−1)
1,1
)
, . . . , f
(
a
(n)
2,2
)
soient inversibles, alors, il
existe :
g : A(n)q −→ C,
un morphisme rendant commutatif le diagramme :
A¯
(n)
q −→ A
(n)
q
f ց ւ g
C
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1.9 De´finition de U
(n)
q .
Par de´finition, U
(n)
q est la sous-alge`bre de A
(n)
q engendre´e par les 2n premiers
coefficients de a2,2(λ)
−1a2,1(λ) de´veloppe´ en puissances de λ
−1. Ceci a bien
un sens car a2,2(λ) est un polynoˆme en λ de degre´ n dont le coefficient
dominant a
(n)
2,2 est inversible.
Nous verrons que U
(n)
q est isomorphe a` U
(n)
q et s’identifie a` un espace
homoge`ne quantique dont on exprimera la limite classique.
2 Le the´ore`me principal
Nous allons montrer le the´ore`me suivant :
The´ore`me 2.1
T1. Les ui, i ≥ 1 peuvent s’obtenir comme de´veloppement de la fraction
continue quantique suivante :(
1 +
(
1 +
(
1 + . . .
(
1 + (λx1y1)
−1
)−1
(λy1x2)
−1
)−1
. . .
. . . (λyn−1xn)
−1
)−1
(λxnyn)
−1
)−1
y−1n (2.1)
=
∞∑
k=0
(−1)kuk+1λ
−k
T2. La sous-alge`bre U
(n)
q engendre´ par les ui pour i ∈ {1, . . . , 2n} est une
sous Uq(b̂−)-alge`bre-module de A
(n)
q qui posse`de le meˆme corps de frac-
tions que A
(n)
q . Elle est isomorphe a` l’alge`bre de´finie par ge´ne´rateurs :
ti, 1 ≤ i ≤ 2n, et relations :
∀i < j, q[ti, tj ] = (q − 1)
j−1∑
k=i
tkti+j−k
T3. La sous-alge`bre U
(n)
q de A
(n)
q s’identifie a` un espace homoge`ne quan-
tique et est isomorphe a` U
(n)
q .
T4. Spe´cialisons q en un nombre complexe non nul, non racine de l’unite´,
et adjoignons a` Uq(b̂−) une racine carre´e de k, de sorte que A
(n)
q reste
une Uq(b̂−)-alge`bre-module, en posant, en plus de (1.6) et (1.7) :
k
1
2 .P = q
1
2
∂oPP,
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pour P homoge`ne. Alors, il existe I
(n)
q un ide´al de Hopf a` droite gradue´
de Uq(b̂−), et un couplage de Hopf gradue´ non de´ge´ne´re´ :
Uq(b̂−)/I
(n)
q × U
(n)
q −→ C
qui induisent un monomorphisme d’alge`bres :
U (n)q →֒
(
Uq(b̂−)/I
(n)
q
)∗
tel que
(
Uq(b̂−)/I
(n)
q
)∗
soit la comple´tion formelle de U
(n)
q . Autrement
dit, U
(n)
q est un module coinduit :
U (n)q ≃
(
C⊗
I
(n)
q
Uq(b̂−)
)∗
ou` C est muni d’une structure de I
(n)
q -module a` droite triviale.
T5. En termes de nouvelles re´alisations de Drinfeld ([10]), I
(n)
q est l’ide´al a`
droite engendre´ par : h[0]−1, h[−k], k > 0; e[−l], l ≥ 1; f [−m],m ≥ 2n.
3 Plan de la de´monstration
La de´monstration se fera en sept e´tapes, E´1,...,E´7.
E´1. Etude du cas classique.
Celle-ci nous conduira naturellement a` conside´rer les limites classiques
des ui de´finis ci-dessus.
E´2. De´monstration de T1.
E´3. Calcul de l’action de Uq(b̂−) sur les ui, 1 ≤ i ≤ 2n.
En vu de montrer que U
(n)
q est un Uq(b̂−)-module, nous calculons
directement l’action de e± sur les ui, 1 ≤ i ≤ 2n.
E´4. Construction d’un morphisme d’alge`bres de A
(n)
q dans A
(n)
q .
Nous construisons d’abord un morphisme de Aq dans A
(n)
q . Ce mor-
phisme n’est rien d’autre que l’application ϕ de (1.5) lue de manie`re
groupique grace a` l’isomorphisme (1.14).
E´5. Relations de commutations entre les ui, 1 ≤ i ≤ 2n.
Celles-ci sont obtenues grace aux relations de commutation dans U
(n)
q
via le morphisme pre´ce´dent et le plongement de U
(n)
q dans A
(n)
q .
E´6. De´monstration de T2 et de T3.
On montre qu’une base de U
(n)
q est donne´e par la famille
2n∏
i=1
uαii pour
αi ∈ N.
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E´7. Calcul de I
(n)
q et fin de la de´monstration.
L’alge`bre Uq(b̂−) e´tant isomorphe a` C[B̂+]q, on cherche I
(n)
q dans
C[B̂+]q. Nous y parvenons apre`s avoir mis en e´vidence le fait que l’ac-
tion de Uq(b̂−) dans A
(n)
q est bi-gradue´e, et examine´ l’action des a
(k)
i,j
dans U
(n)
q .
E´1 Le cas classique (voir e´galement [2])
Nous rappelons le proce´de´ utilise´ dans [2] pour obtenir une sous-alge`bre de
C[x±1i , y
±1
i ] ayant le meˆme corps des fractions que C[x
±1
i , y
±1
i ], stable par
l’action de b̂− et facilement exprimable en termes de U b̂−.
E´1.1
Soit λ une inde´termine´e, et Ĝ = SL2
(
C
(
(λ−1)
))
. On pose :
e =
(
0 1
0 0
)
, f =
(
0 0
1 0
)
, h =
(
1 0
0 −1
)
et
ĝ = sl2 ⊗C C
(
(λ−1)
)
;
b̂− =
(
e⊗ λ−1C[[λ−1]]
)
⊕
(
f ⊗ C[[λ−1]]
)
⊕
(
h⊗ C[[λ−1]]
)
;
n̂+ =
(
e⊗ C[λ]
)
⊕
(
f ⊗ λC[λ]
)
⊕
(
h⊗ λC[λ]
)
;
B̂− = exp(b̂−) et N̂+ = exp(n̂+).
On a :
ĝ = b̂− ⊕ n̂+. (E´1.1)
Soit P0 le bichamp de Poisson de´fini sur Ĝ par P0 = r
g − rd ou` r est la
r-matrice trigonome´trique standard :
r =
1
2
λ+ µ
λ− µ
h⊗ h+
2
λ− µ
(λe⊗ f + µf ⊗ e).
Soit P1 le bichamp de´fini par P1 = h
g ⊗ hd − hd ⊗ hg. Le crochet de Lie
[hg, hd] est nul. Par suite, le crochet de Schouten [P1, P1] = 0. De meˆme, le
fait que r soit adh-invariant entraˆıne que le crochet de Schouten [P0, P1] = 0.
D’ou` une structure de Poisson sur Ĝ donne´e par P = −
1
2
P0 +
1
4
P1.
Le sous-groupe B̂− est une sous-varie´te´ de Poisson pour la structure
de´finie par P0 comme pour celle de´finie par P . Le sous-groupe N̂+ n’est
pas une sous-varie´te´ de Poisson pour la structure de´finie par P0. Par contre,
il l’est pour celle de´finie par P . Dans la suite, lorsque nous parlerons de
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structure de Poisson sur Ĝ ( ou sur l’une de ses sous-varie´te´s), il s’agira
toujours de la structure de´finie par P .
En ge´ne´ralisant un re´sultat de DeConcini, Kac et Procesi [11] qui de´coule
lui meˆme d’un the´ore`me de Semenov-Tian-Shansky [12], on montre que les
feuilles symplectiques de N̂+ sont les B̂−wB̂− ∩ N̂+ ou` w ∈W,W de´signant
le groupe de Weyl de Ĝ.
Notons wn =
(
λ−n 0
0 λn
)
, S = B̂−∩w
−1
n B̂−wn, U
(n) =
S̂
B− l’ensemble
de ses classes a` gauche dans B̂−, et
π : B̂−wnB̂− −→
B̂−
̂B−wnB̂−
∼
−→
S̂
B− = U
(n)
awnb 7−→ cl(awnb) 7−→ cl(b)
Posons e´galement A(n) = B̂−wnB̂−∩ N̂+. On ve´rifie que A
(n) est l’ensemble
des matrices (
a b
c d
)
∈ SL2
(
C[λ]
)
telles que
a(0) = d(0) = 1, c(0) = 0, (E´1.2)
et
∂oa = ∂ob = n− 1 ;
∂oc = ∂od = n.
(E´1.3)
On montre facilement que la restriction π′ de π a` A(n) est injective, et que
S =
{( a , λ−1b
λ−2nc d
)
, a, b, c, d ∈ C[[λ−1]]
}
.
D’ou` l’on voit que U (n) s’identifie a` C2n−1[λ
−1] = C[[λ−1]]/λ−2nC[[λ−1]] en
associant a` ρ ∈ C2n−1[λ
−1] la classe de la matrice
(
1 0
ρ 1
)
dans U (n).
Dans cette identification, l’application π′ n’est autre que :
M =
(
a b
c d
)
−→ cl(
c
d
) (mod λ−2n) (E´1.4)
Le sous-groupe S e´tant une sous-varie´te´ de Poisson de B̂−, on peut munir
l’espace homoge`ne U (n) =
S̂
B− d’une structure de Poisson telle que π et π
′
soient de Poisson.
L’action d’habillage de b̂− sur N̂+ est de´finie par :
∀x ∈ b̂− ∀n ∈ N̂+, Xx(n) = (nxn
−1)+n,
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en notant par y+ la projection de y ∈ ĝ sur n̂+ paralle`lement a` b̂−, suivant
la de´composition (E´1.1).
Par π′, la restriction de cette action d’habillage de b̂− sur la feuille sym-
plectique A(n) = B̂−wnB̂−∩N̂+ de N̂+ se retrouve en l’action par translation
a` droite de b̂− sur
B̂−
̂B−wnB̂− ≃ S̂
B− = U
(n).
Soit s l’alge`bre de Lie de S, et I
(n)
cl l’ide´al a` droite de U b̂− engendre´ par
s. Tous les e´le´ments de b̂− e´tant primitifs dans U b̂− muni de sa structure
d’alge`bre de Hopf naturelle, I
(n)
cl est un ide´al de Hopf. De plus, d’apre`s la
forme de S, on a
I
(n)
cl =< h− 1, h⊗ λ
−k, k > 0; e ⊗ λ−l, l ≥ 1; f ⊗ λ−m,m ≥ 2n > . (E´1.5)
Si X est un champ de vecteur engendre´ par translation a` droite d’un e´le´ment
de s, alors clairement :
∀f ∈ C[U (n)], evS(X.f) = 0,
en posant evS(g) = g(S) pour g ∈ C[S̂
B−]. De plus, on a un couplage
non-de´ge´ne´re´ :
U b̂−/
I
(n)
cl
× C[U (n)] −→ C
(x¯, P ) 7−→ evS(x.P )
(E´1.6)
avec un plongement d’alge`bres :
C[U (n)] →֒
(
U b̂−/
I
(n)
cl
)∗
tel que
(
U b̂−/
I
(n)
cl
)∗
soit la comple´tion formelle de C[U (n)].
E´1.2
On munit C2n d’une structure de Poisson par la limite pour q → 1 du
q-crochet [ , ]q et nous ne nous inte´resserons qu’a` cette structure.
Explicitement, si xi et yi de´signent les fonctions coordonne´es (1 ≤ i ≤
n), on a : {xi, xj} = xixj , {yi, yj} = yiyj, {xi, yj} = −xiyj, {yi, xj} =
−yixj pour i < j, et {xi, yi} = −xiyi.
La structure de Uq(b̂−)-alge`bre-module sur An se traduit en une action
par champ de vecteurs de b̂− sur C
2n. Pour tout P ∈ C[xi, yi, 1 ≤ i ≤ n]
homoge`ne (∂oxi = −∂
oyi = 1), on a :
k.P =
1
2
(∂oP )P et e±.P = {Σ
±, P}
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E´1.3
Soit maintenant ϕcl l’application suivante :
ϕcl : C
2n −→ N̂+ ⊂ Ĝ
(x1, . . . , yn) 7−→
n∏
i=1
(
1 0
λxi 1
)(
1 yi
0 1
)
On montre que ϕcl est un morphisme de Poisson. Or, C
∗2n est une feuille
symplectique de C2n. Donc, d’apre`s ce qui pre´ce`de,
∃w ∈W, φ
(
C
∗2n
)
⊂ B̂−wB̂− ∩ N̂+.
En regardant pre´cise´ment l’image de C∗2n par l’application ϕcl, on voit que
ne´cessairement w = wn.
Par ailleurs, en notant ϕ∗cl le comorphisme associe´ a` ϕcl, on a avec des
notations e´videntes, ϕ∗cl(a
(1)
2,1) = Σ
+ et ϕ∗cl(a
(0)
1,2) = Σ
−. Apre`s calculs, il en
re´sulte que l’action de b̂− sur C
∗2n par champs de vecteurs se retrouve en
l’action d’habillage de b̂− sur N̂+.
On est dans la situation suivante ou` toutes les fle`ches sont des mor-
phismes de Poisson, et leurs comorphismes des morphismes de U b̂−- mod-
ules :
C
∗2n ϕcl−→ A(n)
π′ ◦ ϕcl ց ւ π
′
U (n)
(E´1.7)
Grace a` l’identification entre U (n) et C2n−1[λ
−1], notons αi ∈ C[U
(n)] la
fonction coordonne´e qui donne le coefficient devant λ−i+1. Alors,
C[α1, . . . , α2n] = C[U
(n)],
et, d’apre`s (E´1.4), l’application (π′ ◦ ϕcl)
∗ n’est autre que :
C[U (n)] −→ C[x±1i , y
±1
i ]
αi 7−→ ui,cl = coeff devant λ
−i+1 de ϕ∗cl
(
a2,1(λ)
a2,2(λ)
)
(E´1.8)
Notons U (n) la sous-alge`bre de C[x±1i , y
±1
i ] engendre´e par les ui,cl. C’est un
U b̂−-sous-module de C[x
±1
i , y
±1
i ].
Le calcul montre que
a2,1
a2,2
(
ϕcl(x1, . . . , yn)
)
=
1
1 +
(λxnyn)
−1
1 +
(λyn−1xn)
−1
. . . (λy1x2)
−1
1 + (λx1y1)−1
y−1n . (E´1.9)
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Proposition E´1.1 Soient ti, 1 ≤ i ≤ n des variables commutatives. Alors,
dans C[[ti, 1 ≤ i ≤ n]], on a :
1
1−
t1
1−
t2
. . .
tn−1
1− tn
=
∑
α1,... ,αn
F (α1, . . . , αn)t
α1
1 . . . t
αn
n
avec par de´finition, F (α1, . . . , αn) =
n−1∏
i=1
(
αi + αi+1 − 1
αi+1
)
.
De´monstration. Par re´currence sur n a` partir de la formule :( 1
1 +X
)n
=
∞∑
p=0
(−1)p
(
n+ p− 1
p
)
Xp
vraie dans C[[X]] pour tout n ∈ N. ✷
Il en re´sulte que pour i ∈ {1, . . . , 2n},
ui,cl =
∑
α1,... , α2n−1
α1+...+α2n−1=i−1
F (α2n−1, . . . , α1)(x1y1)
−α1 . . . (xnyn)
−α2n−1y−1n .
(E´1.10)
De plus, en de´finissant par la meˆme formule ui,cl pour i > 2n, on a :
a2,1
a2,2
(
ϕcl(x1, . . . , yn)
)
=
∞∑
k=0
(−1)kuk+1,clλ
−k. (E´1.11)
On constate que pour k ∈ {1, . . . ,E(
n− 1
2
)},
u2k ∈ C[x
−1
n−k+1, y
−1
n−k+1, . . . , y
−1
n ] et u2k+1 ∈ C[y
−1
n−k, x
−1
n−k+1, . . . , y
−1
n ].
En particulier, on voit que (π′◦ϕcl)
∗ est injective et birationnelle. Donc U (n)
posse`de le meˆme corps des fractions que C[x±1i , y
±1
i ] et est un U b̂−-module
isomorphe a` C[U (n)].
De plus, (π′ ◦ ϕcl)
∗ injective entraˆıne que π′ ◦ ϕcl est dense. Or π
′ est
injective. Donc, ϕcl et π
′ sont denses. Par suite, en termes d’alge`bres de
fonctions, le diagramme (E´1.7) peut se re´ecrire en le diagramme commutatif
suivant ou` toutes les fle`ches sont injectives :
C[U (n)]
pi′∗
−→ C[A(n)]
(π′ ◦ ϕcl)
∗ ց ւ ϕ∗cl
C[x±1i , y
±1
i ]
(E´1.12)
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L’image de C[U (n)] est U (n). On peut caracte´riser explicitement les alge`bres
de Poisson C[A(n)] et C[U (n)] :
- Pour C[A(n)], on de´finit tout d’abord l’alge`bre (commutative) sur C donne´e
par ge´ne´rateurs :
a
(0)
1,1, . . . , a
(n−1)
1,1 , a
(0)
1,2, . . . , a
(n−1)
1,2 , a
(0)
2,1, . . . , a
(n)
2,1 , a
(0)
2,2, . . . , a
(n)
2,2 ,
et relations :
∀i, i′, j, j′, k, k′, a
(k)
i,j a
(k′)
i′,j′ = a
(k′)
i′,j′a
(k)
i,j
a
(0)
1,1 − 1 = a
(0)
2,2 − 1 = a
(0)
2,1 = 0
a1,1(λ)a2,2(λ)− a2,1(λ)a1,2(λ) = 1,
avec
∀i, j, ai,j(λ) =
∑
k
a
(k)
i,j λ
k.
L’alge`bre C[A(n)] s’obtient alors en localisant suivant la partie multiplicative
engendre´e par a
(n−1)
1,1 , a
(n−1)
1,2 , a
(n)
2,1 , a
(n)
2,2 . Ceci est du au fait que dans A
(n), les
degre´s sont fixe´s g´aux a` n− 1 ou n.
Par ailleurs, apre`s calculs, on ve´rifie que les crochets de Poisson entre les
a
(k)
i,j sont donne´s par les formules suivantes :
∀i, j, {ai,j(λ), ai,j(µ)} = 0
(λ− µ){a1,1(λ), a1,2(µ)} = λa1,1(λ)a1,2(µ)− λa1,1(µ)a1,2(λ)
(λ− µ){a1,1(λ), a2,1(µ)} = −λa1,1(λ)a2,1(µ) + µa1,1(µ)a2,1(λ)
(λ− µ){a1,1(λ), a2,2(µ)} = −λa1,2(λ)a2,1(µ) + µa1,2(µ)a2,1(λ)
(λ− µ){a1,2(λ), a2,1(µ)} = −µa1,1(λ)a2,2(µ) + µa1,1(µ)a2,2(λ)
(λ− µ){a1,2(λ), a2,2(µ)} = −µa1,2(λ)a2,2(µ) + µa1,2(µ)a2,2(λ)
(λ− µ){a2,1(λ), a2,2(µ)} = µa2,1(λ)a2,2(µ)− λa2,1(µ)a2,2(λ). (E´1.13)
- L’alge`bre C[U (n)] des fonctions sur l’espace homoge`ne U (n) s’identifie par
l’application injective (π′)∗ a` la sous-alge`bre de C[A(n)] engendre´e par les
2n premiers coefficients du de´veloppement en λ−1 de v(λ−1) :=
a2,1(λ)
a2,2(λ)
. Ces
coefficients sont les images des αi de´finis plus haut. Ils sont alge´briquement
inde´pendants, et on a C[U (n)] = C[α1, . . . , αn] (en identifiant les αi avec
leurs images).
En exploitant l’e´galite´ (E´1.13) et la proprie´te´ de Leibnitz du crochet de
Poisson, on obtient la relation :
(λ− µ)
{
v(λ−1), v(µ−1)
}
=
(
µv(λ−1)− λv(µ−1)
)(
v(λ−1)− v(µ−1)
)
,
(E´1.14)
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ce qui donne apre`s de´veloppement :
∀i < j, {αi, αj} =
j−1∑
k=i
αkαi+j−k. (E´1.15)
Ces formules de´crivent l’alge`bre de Poisson C[U (n)].
Revenons au diagramme (E´1.12). La fonction (π′ ◦ ϕcl)
∗ envoie evS ∈
C[U (n)] sur la fonction ev ∈ C[x±1i , y
±1
i ] qui a` tout polynoˆme P ∈ C[x
±1
i , y
±1
i ]
associe son terme constant. Donc, d’apre`s (E´1.6), on obtient le couplage non-
de´ge´ne´re´e suivant :
U b̂−/
I
(n)
cl
× U (n) −→ C
(x¯, P ) 7−→ ev(x.P )
(E´1.16)
avec un plongement d’alge`bres :
U (n) →֒
(
U b̂−/
I
(n)
cl
)∗
tel que
(
U b̂−/
I
(n)
cl
)∗
soit la comple´tion formelle de U (n). Autrement dit, U (n)
est le module coinduit :
U (n) ≃
(
C⊗
I
(n)
cl
U b̂−
)∗
(E´1.17)
Ceci cloˆture le cas classique. Passons au cas quantique.
E´2 De´monstration de T2
Elle de´coule de la proposition suivante qui est une ge´ne´ralisation de la propo-
sition E´1.1 :
Proposition E´2.1 Soit q une inde´termine´e, et An = C[q, q
−1]. Alors, dans
A{{t1, . . . , tn}}/In, ou` In est l’ide´al engendre´ par les e´le´ments titi+1−qti+1ti
pour i ∈ {1, . . . , n} et les titj − tjti pour |i− j| ≥ 2, on a :
(
1−
(
1−
(
1− . . . (1− tn)
−1tn−1
)−1
. . . t2
)−1
t1
)−1
=
∑
α1,... ,αn
Fq(α1, . . . , αn)t
αn
n . . . t
α1
1 .
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De´monstration. Pour la de´finition de An = A{{t1, . . . , tn}}/In, voir l’ap-
pendice.
Dans le cas classique ou` q = 1, on retrouve la proposition E´1.1.
De´montrons la proprie´te´ par re´currence sur n.
• Si n = 1, le re´sultat est clair.
• Supposons la proprie´te´ vraie au rang n. Notons pour tout k, vk la valuation
sur Ak correspondant a` la graduation telle que ∀i, ∂
oti = 1, et Fk la fraction
en question. Clairement, l’application :
ιn :
An−1 −→ An+1
ti 7−→ ti+1
est un plongement d’alge`bres value´es. Par conse´quent, l’hypothe`se de
re´currence montre que :
vn+1
(
ιn(Fn)
)
= vn(Fn) ≥ 0.
D’ou` :
vn+1
(
ιn(Fn)t1
)
≥ 1.
D’apre`s l’appendice, il s’ensuit que 1− ιn(Fn)t1 est inversible dans An+1, ce
qui prouve l’existence de Fn+1.
Posons :
v1 = t1, . . . , vn−1 = tn−1, vn = (1− tn+1)
−1tn.
Alors,
∀i, j, |i− j| ≥ 2 =⇒ vivj = vjvi.
De plus,
vn−1vn = tn−1(1− tn+1)
−1vn
= (1− tn+1)
−1tn−1tn
= q(1− tn+1)
−1tntn−1
= qvnvn−1.
Donc, en appliquant l’hypothe`se de re´currence,
Fn+1 :=
(
1−
(
1−
(
1− . . . (1− tn+1)
−1tn
)−1
. . . t2
)−1
t1
)−1
=
(
1−
(
1−
(
1− . . . (1− vn)
−1vn−1
)−1
. . . v2
)−1
v1
)−1
=
∑
α1,... ,αn
Fq(α1, . . . , αn)v
αn
n . . . v
α1
1 .
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On a
vαnn =
[
(1− tn+1)
−1tn
]αn ,
et, par re´currence sur k, on montre que[
(1− tn+1)
−1tn
]k
= (1− tn+1)
−1 . . . (1− qk−1tn+1)
−1tkn.
Ceci vient de la relation
(1− tn+1) t
−k
n = t
−k
n (1− q
ktn+1).
Donc,
Fn+1 =
(
1−
(
1−
(
1− . . . (1− tn+1)
−1tn
)−1
. . . t2
)−1
t1
)−1
=
∑
α1,... ,αn
Fq(α1, . . . , αn)
[
(1− tn+1)
−1tn
]αn . . . tα11
=
∑
α1,... ,αn
Fq(α1, . . . , αn)(1− tn+1)
−1 . . . (1− qαn−1tn+1)
−1tαnn . . . t
α1
1 .
On utilise ensuite la relation classique :
n−1∏
s=0
(1− qst)−1 =
∑
k≥0
[
n+ k − 1
k
]
tk,
pour obtenir :
Fn+1 =
∑
α1,... ,αn
Fq(α1, . . . , αn)
(∑
αn+1
[
αn + αn+1 − 1
αn
]
t
αn+1
n+1
)
tαnn . . . t
α1
1
=
∑
α1,... ,αn+1
Fq(α1, . . . , αn+1)t
αn+1
n+1 . . . t
α1
1 .
✷
De la meˆme fac¸on, on montrerait la proposition suivante :
Proposition E´2.2 Soit q une inde´termine´e, et A = C[q, q−1]. Alors, dans
A{{t1, . . . , tn}}/Jn, ou` Jn est l’ide´al engendre´ par les e´le´ments ti+1ti −
qtiti+1 pour i ∈ {1, . . . , n} et les titj − tjti pour |i− j| ≥ 2, on a :
(
1− t1
(
1− t2
(
. . . (1− tn)
−1
)−1
. . .
)−1)−1
=
∑
α1,... ,αn
Fq(α1, . . . , αn)t
α1
1 . . . t
αn
n .
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E´3 Action de Uq(b̂−) sur les ui, 1 ≤ i ≤ 2n
Tout est re´sume´ dans la proposition suivante :
Proposition E´3.1 Pour tout i ∈ {1, . . . , 2n}, on a :
k.ui = qui, (E´3.1)
e+.ui =
∑
r+s=i
urus, (E´3.2)
e−.ui = q
−1δ1i . (E´3.3)
De´monstration.
La premie`re e´galite´ est triviale puisque ∂oui = 1.
Pour la de´monstration des deux autres e´galite´s nous aurons besoin en par-
ticulier du lemme suivant :
Lemme E´3.1 Pour tous N, a1, . . . , a2N , k tels que k ∈ {1, . . . , N + 1}, on
pose :
YN (k, a1, . . . , a2N ) = k − 1 +
2k−2∑
j=1
(−1)jaj
et
ΦN (k, a1, . . . , a2N ) = q
YN (k,a1,... ,a2N )(q−(a2k−2+1) − q−a2k−1)
× Fq(a1 − 1, a2 + 1, . . . , a2k−2 + 1, a2k−1, . . . , a2N ). (E´3.4)
avec la convention que a0 = a2N+1 = 0. Alors,
N+1∑
k=1
ΦN (k, a1, . . . , a2N ) = 0.
Preuve. La de´monstration se fait par re´currence sur N .
• Si N = 1, et si (a1, a2) ∈ N
2 − {0},
2∑
k=1
Φ(k, a1, a2) = (q
−1 − q−a1)Fq(a1, a2)
+ q−a1+a2+1(q−(a2+1) − 1)Fq(a1 − 1, a2 + 1)
soit
2∑
k=1
Φ(k, a1, a2) = (q − 1)q
−a1 ×
× ([a1 − 1]Fq(a1, a2)− [a2 + 1]Fq(a1 − 1, a2 + 1)) .
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L’assertion de´coule alors de l’identite´ suivante :
∀ (x, y) ∈ N2 − {0}, [x− 1]Fq(x, y) = [y + 1]Fq(x− 1, y + 1).
• Supposons la proprie´te´ vraie jusqu’au rang N − 1, avec N ≥ 2.
Soit (a1, · · · , a2N ) ∈ N
2N − {0}. On a
N+1∑
k=1
ΦN (k, a1, . . . , a2N ) =
N−1∑
k=1
ΦN (k, a1, . . . , a2N ) + ΦN (N, a1, . . . , a2N ) + ΦN (N + 1, a1, . . . , a2N )
(E´3.5)
De plus, on note que pour k ∈ {1, . . . , N − 1}, on a
ΦN (k, a1, . . . , a2N ) = ΦN−1(k, a1, . . . , a2N−2)Fq(a2N−2, a2N−1, a2N )
Donc, l’hypothe`se de re´currence nous montre que
N−1∑
k=1
ΦN (k, a1, . . . , a2N ) = −ΦN−1(N, a1, . . . , a2N−2)Fq(a2N−2, a2N−1, a2N )
d’ou`
N−1∑
k=1
ΦN (k, a1, . . . , a2N ) = q
YNFq(a1 − 1, a2 + 1, . . . , a2N−2 + 1)
× (1− q−(a2N−2+1))Fq(a2N−2, a2N−1, a2N )
(E´3.6)
Par ailleurs, on a e´galement
ΦN (N, a1, . . . , a2N ) = q
YNFq(a1 − 1, · · · , a2N−2 + 1)
× (q−(a2N−2+1) − q−a2N−1)Fq(a2N−2 + 1, a2N−1, a2N ) (E´3.7)
et
ΦN (N + 1, a1, . . . , a2N ) = q
YNFq(a1 − 1, a2 + 1, . . . , a2N−2 + 1)
× q−a2N−1+a2N+1(q−(a2N+1) − 1)Fq(a2N−2 + 1, a2N−1 − 1, a2N + 1).
(E´3.8)
Donc, en rassemblant (E´3.5), (E´3.6), (E´3.7) et (E´3.8), on obtient
N+1∑
k=1
ΦN (k, a1, . . . , a2N ) = q
YNFq(a1 − 1, a2 + 1, . . . , a2N−2 + 1)×A
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avec
A = (1− q−(a2N−2+1))Fq(a2N−2, a2N−1, a2N )
+ (q−(a2N−2+1) − q−a2N−1)Fq(a2N−2 + 1, a2N−1, a2N )
+ q−a2N−1+a2N+1(q−(a2N+1) − 1)Fq(a2N−2 + 1, a2N−1 − 1, a2N + 1)
Si a2N−1 = 0, le re´sultat est clair.
Sinon, on a
q−(a2N+1) − 1 = −q−(a2N+1) [a2N + 1] (q − 1)
et
[a2N + 1]Fq(a2N−1 − 1, a2N + 1) = [a2N−1 − 1]Fq(a2N−1, a2N ).
Posons x = a2N−2, y = a2N−1 et z = a2N . Alors, A = Fq(y, z)B, avec
B =(1− q−(x+1))
[
x+ y − 1
y
]
+(q−(x+1) − q−y)
[
x+ y
y
]
− q−y(qy−1 − 1)
[
x+ y − 1
y − 1
]
En utilisant la relation[
x+ y
y
]
= qy
[
x+ y − 1
y
]
+
[
x+ y − 1
y − 1
]
,
on obtient
B = q−(x+1)(qy − 1)
[
x+ y − 1
y
]
− q−(x+1)(qx − 1)
[
x+ y − 1
y − 1
]
.
Le lemme de´coule alors de la simple e´galite´ :
[y]
[
x+ y − 1
y
]
= [x]
[
x+ y − 1
y − 1
]
.
De´monstration de l’e´galite´ (E´3.3) :
Preuve.
Soit k ∈ {1, . . . , 2n}. Nous allons calculer e−.uk.
• Si k = 1, le calcul est imme´diat.
• Supposons k ≥ 2. On a :
e−.uk =
1
q − 1
∑
|α|=k−1
Fq(α2n−1, . . . , α1)U(α),
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avec
U(α) = Σ−(x1y1)
−α1 . . . (xnyn)
−α2n−1y−1n
− q−1(x1y1)
−α1 . . . (xnyn)
−α2n−1y−1n Σ
−.
En adoptant la convention α2n = 1, et en utilisant les re`gles de commutation
entre les xi et les yj, on a d’abord :
U(α) =
n∑
j=1
(
q−α2j−1 − q−α2j
)
(x1y1)
−α1 . . . (xjyj)
−α2j−1 ×
yj(yjxj+1)
−α2j . . . (xnyn)
−α2n−1y−1n .
Puis, toujours a` l’aide des relations de commutation,
U(α) =
n∑
j=1
qXj,α(q−α2j−1 − q−α2j )(x1y1)
−α1 . . . (xjyj)
−α2j−1 ×
(yjxj+1)
−(α2j−1)(xj+1yj+1)
−(α2j+1+1) . . . (xnyn)
−(α2n−1+1)
avec pour notation {x} = 1 + 2 + . . .+ x, et :
Xj,α = {α1}+ . . .+ {α2n−1}
−
(
{α1}+ . . .+ {α2j−1}+ {α2j − 1}+ {α2j+1 + 1}+ . . . {α2n−1 + 1}
)
= α2j − (α2j+1 + 1) + . . .− (α2n−1 + 1)
= j − n+
2n−j∑
k=2j
(−1)kαk
Donc, e−.uk est une combinaison line´aire de termes de la forme
(x1y1)
−β1 . . . (xnyn)
−β2n−1
tels que
β1 + . . .+ β2n−1 = k − 1.
Le coefficient correspondant est obtenu en regroupant tous les entiers
j, α1, . . . , α2n−1 tels que : 
α1 = β1
...
α2j−1 = β2j−1
α2j − 1 = β2j
...
α2n−1 + 1 = β2n−1
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On a :
j − n+
2n−1∑
k=2j
(−1)kαk = j − n+
2n−1∑
k=2j
(−1)k(βk + (−1)
k)
= n− j +
2n−1∑
k=2j
(−1)kβk.
Par suite, ce coefficient A vaut
A =
1
q − 1
n∑
j=1
qX
′
j (q−β2j−1 − q−(β2j+1))×
Fq(β2n−1 − 1, β2n−2 + 1, . . . , β2j+1 − 1, β2j + 1, β2j−1, . . . , β1),
avec
X ′j = n− j +
2n−1∑
k=2j
(−1)kβk.
Posons γj = β2n−j pour j ∈ {1, . . . , 2n − 1}, et γ0 = 0. Alors,
X ′j = n− j +
2(n−j)∑
k=1
(−1)kγk
et
A =
1
q − 1
n∑
j=1
qX
′
j (q−γ2(n−j)+1 − q−(γ2(n−j)+1))×
Fq(γ1 − 1, γ2 + 1, . . . , γ2(n−j)−1 − 1, γ2(n−j) + 1, γ2(n−j)+1, . . . , γ1).
Soit, apre`s le changement de variables s = n− j,
A = −
1
q − 1
n−1∑
s=0
qYs+1
(
q−(γ2s+1) − q−(γ2s+1)
)
×
Fq(γ1 − 1, γ2 + 1, . . . , γ2s−1 − 1, γ2s + 1, γ2s+1, . . . , γ2n−1),
avec
Ys+1 = s+
2s∑
t=1
(−1)tγt.
Supposons que γ2n−1 ≥ 2. Alors, pour tout s ∈ {0, . . . , n− 1}, on a :
Fq(γ1 − 1, γ2 + 1, . . . , γ2s−1 − 1, γ2s + 1, γ2s+1, . . . , γ2n−1) = 0.
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En effet, sinon, il existe s ∈ {0, . . . , n− 1} tel que
γ1 − 1 ≥ 1
γ3 − 1 ≥ 1
...
γ2s−1 − 1 ≥ 1
γ2s+1 ≥ 1
...
γ2n−2 ≥ 1
Donc, 
γ1 + . . .+ γ2s−1 ≥ 2s
γ2s+1 + . . .+ γ2n−2 ≥ 2n− 2− (2s + 1) + 1 = 2n − 2s− 2
γ2n−1 ≥ 2
D’ou`
k − 1 = γ1 + . . .+ γ2n−1 ≥ 2n
ce qui est impossible, vu que k ≤ 2n. Par suite, γ2n−1 ≤ 1, et, en posant
γ2n = 0, on a :
Fq(γ1 − 1, γ2 + 1, . . . , γ2n−1 − 1, γ2n + 1) = 0
et
Fq(γ1 − 1, γ2 + 1, . . . , γ2s−1 − 1, γ2s + 1, γ2s+1, . . . , γ2n−1)
= Fq(γ1 − 1, γ2 + 1, . . . , γ2s−1 − 1, γ2s + 1, γ2s+1, . . . , γ2n−1, γ2n).
Donc,
A = −
1
q − 1
n∑
s=0
qYs+1
(
q−(γ2s+1) − q−(γ2s+1)
)
×
Fq(γ1 − 1, γ2 + 1, . . . , γ2s−1 − 1, γ2s + 1, γ2s+1, . . . , γ2n−1, γ2n).
On utilise ensuite le lemme E´3.1 pour conclure : A = 0.
Pour la de´monstration de l’e´galite´ (E´3.2), nous aurons besoin des deux
lemmes supple´mentaires suivants :
Lemme E´3.2 Soient t1, . . . , tn les variables q-commutatives de´finis dans la
proposition E´2.2 et B l’alge`bre qu’elles engendrent. Alors,
1. L’alge`bre B est un C[q, q−1]-module libre dont une base est donne´e par
la famille tα11 . . . t
αn
n , avec ∀i, αi ∈ N.
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2. Pour tout k ∈ {1, . . . , n}, l’application
φk : B −→ B
ti 7−→
{
ti, si i 6= k ;
qtk, si i = k .
est un morphisme d’alge`bres graudue´es.
3. Pour tout u ∈ B, on posera
φk(u) = u(t1, . . . , qtk, . . . , tn),
et
∂ku =
1
q − 1
[u(t1, . . . , qtk, . . . , tn)− u(t1, . . . , tk, . . . , tn)].
Alors, pour tous u et v dans B, on a :
∂k1 = 0 (E´3.9)
∂k(t
α1
1 . . . t
αn
n ) = [αk]t
α1
1 , . . . , t
αn
n (E´3.10)
∂k(u+ v) = ∂k(u) + ∂k(v) (E´3.11)
∂k(uv) = (∂ku)v + u
(
t1, . . . , qtk, . . . , tn
)
∂kv. (E´3.12)
De plus, si u est inversible, alors
∂k(u
−1) = −u−1
(
t1, . . . , qtk, . . . , tn
)
(∂ku)u
−1
(
t1, . . . , tk, . . . , tn).
(E´3.13)
De´monstration. Pour le point 1, on utilise l’appendice avec q change´ en
q−1. Pour le reste, il suffit d’effectuer les calculs. En particulier, les e´galite´s
E´3.9 et E´3.10 montrent que l’expression ∂ku a bien un sens, i.e., que l’on
peut le´gitimement diviser par q − 1. ✷
Lemme E´3.3 Pour toute suite d’entiers α = (α1, . . . , αn), on a :
[α1 + 1]Fq(α1, . . . , αn) =
∑
β,γ
β+γ=α
qβ1+β2γ1+...+βnγn−1Fq(β)Fq(γ).
Preuve.
Dans le cas classique, en posant
f(t1, . . . , tn) =
1
1−
t1
1−
t2
. . .
tn−1
1− tn
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la relation signifie simplement que ∂1(t1f) = f
2.
Dans le cas ge´ne´ral, posons
f :=
(
1− t1
(
1− t2
(
. . . (1− tn)
−1
)−1
. . .
)−1)−1
= (1− t1g)
−1 = h−1,
avec h = 1− t1g. Alors, par (E´3.13),
∂1f = −f
(
qt1, t2, . . . , tn
)
(∂1h)f(t1, . . . , tn).
D’apre`s le lemme et du fait que g ne de´pend pas de t1, on a :
∂1h = −(∂1t1)g − (qt1)(∂1g)
= −t1g
= h− 1.
Donc,
∂1f = −f
(
qt1, t2, . . . , tn
)
(h− 1)f
= −f
(
qt1, t2, . . . , tn
)(
1− f(t1, . . . , tn)
)
= −f
(
qt1, t2, . . . , tn
)
+ f
(
qt1, t2, . . . , tn
)
f(t1, . . . , tn).
D’ou`,
t1(∂1f) + t1f
(
qt1, t2, . . . , tn
)
= t1f
(
qt1, t2, . . . , tn
)
f(t1, . . . , tn). (E´3.14)
Par ailleurs, d’apre`s la proposition E´2.2, on a :
f(t1, . . . , tn) =
∑
α1,... ,αn
Fq(α1, . . . , αn)t
α1
1 . . . t
αn
n .
Donc, l’application de de´rivation ∂1 e´tant continue pour la graduation de´finie
par la valuation sur B, on a :
t1(∂1f) + t1f
(
qt1, t2, . . . , tn
)
= t1
∑
α1,... ,αn
[α1]Fq(α1, . . . , αn)t
α1
1 . . . t
αn
n
+
∑
α1,... ,αn
qα1Fq(α1, . . . , αn)t
α1+1
1 . . . t
αn
n
=
∑
α1,... ,αn
[α1 + 1]Fq(α1, . . . , αn)t
α1+1
1 . . . t
αn
n .
(E´3.15)
D’autre part,
f
(
qt1, t2, . . . , tn
)
f(t1, . . . , tn) =
{∑
β
Fq(β)q
β1tβ11 . . . t
βn
n
}
×
×
{∑
γ
Fq(γ)t
γ1
1 . . . t
γn
n
}
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Soit,
f
(
qt1, t2, . . . , tn
)
f(t1, . . . , tn) =
∑
β,γ
Fq(β)Fq(γ)q
β1tβ11 . . . t
βn
n t
γ1
1 . . . t
γn
n .
Mais, vu les relations de commutativite´ entre les ti, on a :
tmi+1t
n
i = q
mntni t
m
i+1.
Donc,
f
(
qt1, t2, , . . . , tn
)
f(t1, . . . , tn)
=
∑
(β,γ)
Fq(β)Fq(γ)q
β1 × qβ2γ1 × . . .× qβnγn−1tβ1+γ11 . . . t
βn+γn
n .
Soit,
t1f
(
qt1, t2, . . . , tn
)
f(t1, . . . , tn) =∑
α
{ ∑
(β,γ)
β+γ=α
qβ1+β2γ1+...βnγn−1Fq(β)Fq(γ)
}
tα1+11 . . . t
αn
n . (E´3.16)
Il suffit ensuite d’identifier (E´3.15) et (E´3.16) a` l’aide de (E´3.14) pour obtenir
le re´sultat.
De´monstration de l’e´galite´ (E´3.2) :
Soit k ∈ {1, . . . , 2n}. On a ;
e+.uk =
1
q − 1
∑
(α1,... ,α2n−1)
α1+...+α2n−1=k−1
Fq(α2n−1, . . . , α1)×
n∑
i=1
xi(x1y1)
−α1 . . . (xnyn)
−α2n−1y−1n − q(x1y1)
−α1 . . . (xnyn)
−α2n−1y−1n xi.
Les relations de commutation entre les xi et yi montrent que xi commute
avec (yj−1xj)
−α2j−2 et (xjyj)
−α2j−1 , pour j 6= i. De plus,
qy−1n xi = xiy
−1
n
xi(yi−1xi)
−α2i−2 = q−α2i−2(yi−1xi)
−α2i−2xi
(xiyi)
−α2i−1xi = q
−α2i−1xi(xiyi)
−α2i−1
Donc,
e+.uk =
1
q − 1
∑
(α1,... ,α2n−1)
α1+...+α2n−1=k−1
Fq(α2n−1, . . . , α1)×
n∑
i=1
(q−α2i−2 − q−α2i−1)(x1y1)
−α1 . . . (yi−1xi)
−α2i−2xi(xiyi)
−α2i−1 . . .
. . . (xnyn)
−α2n−1y−1n
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En notant {x} =
x(x+ 1)
2
=
x∑
t=1
t, et en utilisant plusieurs fois les relations
{
(xjyj)
−n = q{n}x−nj y
−n
j
(yj−1xj)
−n = q{n}y−nj−1x
−n
j
valables pour tous j et n, on obtient :
e+.uk =
1
q − 1
∑
(α1,... ,α2n−1)
α1+...+α2n−1=k−1
Fq(α2n−1, . . . , α1)×
n∑
i=1
q{α1}+...+{α2n−1}−
(
{α1}+...+{α2i−2}+{α2i−1−1}+{α2i+1}+...+{α2n−1−1}
)
×
(q−α2i−2 − q−α2i−1)(x1y1)
−α1 . . . (yi−1xi)
−α2i−2 ×
(xiyi)
−(α2i−1−1)(yixi+1)
−(α2i+1) . . . (xnyn)
−(α2n−1−1)y−2n
Il s’ensuit que e+.uk est une combinaison line´aire de termes de la forme
(x1y1)
−β1 . . . (xnyn)
−β2n−1y−2n ,
avec,
β1 + . . .+ β2n−1 = α1 + . . .+ α2n−1 − 1 = k − 2.
Le coefficient de (x1y1)
−β1 . . . (xnyn)
−β2n−1y−2n est obtenu pour chaque
multi-indice α = (α1, . . . , α2n−1) et chaque i ∈ {1, . . . , n} tels que :
α1 = β1
...
α2i−2 = β2i−2
α2i−1 = β2i−1 + 1
α2i = β2i − 1
...
α2n−2 = β2n−2 − 1
α2n−1 = β2n−1 + 1
Par suite,
e+.uk =
1
q − 1
∑
|β|=k−2
n∑
i=1
q
n−i+1+
2n−1∑
t=2i−1
(−1)t+1βt(
q−β2i−2 − q−(β2i−1+1)
)
×
Fq(β2n−1 + 1, β2n−2 − 1, . . . , β2i − 1, β2i−1 + 1, β2i−2, . . . , β1)
(x1y1)
−β1 . . . (xnyn)
−β2n−1y−2n ,
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avec la notation que |α| =
∑
αi.
Le lemme E´3.1 applique´ a` a1 = 2 et ∀i ∈ {2, . . . , 2n}, ai = α2n−i+1 entraˆıne :
(qα2n−1+1 − 1)Fq(α2n−1, . . . , α1)
=
n∑
i=1
q
n−i+1+
2n−1∑
t=2i−1
(−1)t+1αt(
q−α2i−2 − q−(α2i−1+1)
)
×
Fq(α2n−1 + 1, α2n−2 − 1, . . . , α2i − 1, α2i−1 + 1, α2i−2, . . . , α1)
Donc,
e+.uk =
∑
(α)
|α|=k−2
[α2n−1 + 1]Fq(α2n−1, . . . , α1)×
(x1y1)
−α1 . . . (xnyn)
−α2n−1y−2n .
D’ou` a` l’aide du lemme E´3.3,
e+.uk =
∑
i+j=k
∑
(β,γ)
|β|=i−1;|γ|=j−1
qβ2γ1+...+β2n−1γ2n−2+γ2n−1 ×
Fq(β2n−1, . . . , β1)Fq(γ2n−1, . . . , γ1)×
(x1y1)
−(β1+γ1) . . . (xnyn)
−(β2n−1+γ2n−1)y−2n .
Or, d’apre`s les relations de commutation entre les xi et yj, on ve´rifie sans
proble`me que
(x1y1)
−β1 . . . (xnyn)
−β2n−1y−1n (x1y1)
−γ1 . . . (xnyn)
−γ2n−1y−1n
= qβ2γ1+...+β2n−1γ2n−2+γ2n−1 ×
(x1y1)
−(β1+γ1) . . . (xnyn)
−(β2n−1+γ2n−1)y−2n
Donc,
e+.uk =
∑
i+j=k
[ ∑
β
|β|=i−1
Fq(β2n−1, . . . , β1)(x1y1)
−β1 . . . (xnyn)
−β2n−1y−1n
]
×
[ ∑
γ
|γ|=j−1
Fq(γ2n−1, . . . , γ1)(x1y1)
−γ1 . . . (xnyn)
−γ2n−1y−1n
]
Soit, finalement :
e+.uk =
∑
i+j=k
u
(n)
i u
(n)
j .
✷
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E´4 Le morphisme d’alge`bres de A
(n)
q dans A
(n)
q
Bien que cette section soit courte, nous voulons mettre en e´vidence le mor-
phisme de A
(n)
q dans A
(n)
q dont la restriction donne le plongement de U
(n)
q
dans A
(n)
q .
Vu l’isomorphisme (1.14) entre Uq(n̂−) et Aq, de manie`re groupique, les
morphismes ϕi et ψi de 1.4 sont les suivants :
ϕi : Aq −→ A
(n)
q
L(λ) 7−→
(
1 0
λxi 1
)
,
et :
ψi : Aq −→ A
(n)
q
L(λ) 7−→
(
1 yi
0 1
)
.
Donc, par composition, et en utilisant (1.1), le morphisme ϕ de (1.5) n’est
autre que :
ϕ : Aq −→ A
(n)
q
L(λ) 7−→
n∏
i=1
(
1 0
λxi 1
)(
1 yi
0 1
)
.
(E´4.1)
Il apparaˆıt que ϕ est l’analogue quantique de l’application ϕcl classique de
E´1.3, rendant naturel son introduction.
Il est clair que pour k > n, a
(k−1)
1,1 , a
(k−1)
1,2 , a
(k)
2,1 , a
(k)
2,2 appartiennent a`
kerϕ. De plus,
ϕ
(
a
(n−1)
1,1
)
= y1x2 . . . yn−1xn,
ϕ
(
a
(n−1)
1,2
)
= y1x2 . . . yn−1xnyn,
ϕ
(
a
(n)
2,1
)
= x1y1 . . . xn−1yn−1xn,
ϕ
(
a
(n)
2,2
)
= x1y1 . . . xn−1yn−1xnyn,
et chacun des termes de droite est inversible dans A
(n)
q . Par suite, d’apre`s
1.8, on en de´duit l’existence d’un morphisme que l’on note encore ϕ par abus
de notation :
ϕ : A(n)q −→ A
(n)
q
Contrairement au cas classique, on ne sait pas si cette application est injec-
tive.
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E´5 Relations de commutations entre les ui
Dans le cas quantique, par restriction du morphisme ϕ pre´ce´dent a` U
(n)
q , on
a un diagramme commutatif e´quivalent a` (E´1.12), sauf que l’on ne sait pas
que les fle`ches en diagonales sont injectives (mais nous montrerons que celle
de gauche l’est effectivement) :
U
(n)
q −→ A
(n)
q
ց ւ
A
(n)
q
(E´5.1)
Soit λ une inde´termine´e, et v(λ−1) = a2,2(λ)
−1a2,1(λ). Par analogie avec le
cas classique, on posera :
v(λ−1) =
+∞∑
i=0
(−1)iαi+1λ
−i (E´5.2)
avec ∀i ∈ N∗, αi ∈ A
(n)
q et ∀i ∈ {1, . . . , 2n}, αi ∈ U
(n)
q . L’alge`bre U
(n)
q est
par de´finition l’alge`bre engendre´e par les αi, 1 ≤ i ≤ 2n (voir 1.9 et la fin
de E´1.3 pour le cas classique).
Nous allons e´tablir une relation de commutation entre v(λ−1) et v(µ−1)
qui n’est autre que l’analogue quantique de (E´1.13), pour λ et µ deux
inde´termine´es. Celle-ci nous fournira les relations de commutations voulues
entre les ui pour 1 ≤ i ≤ 2n, en utilisant le morphisme ϕ.
Proposition E´5.1 L’e´galite´ suivante est ve´rifie´e dans A
(n)
q ((λ−1, µ−1)) :
q(λ− µ)
[
v(λ−1), v(µ−1)
]
= (q − 1)
(
µv(λ−1)− λv(µ−1)
)(
v(λ−1)− v(µ−1)
)
.
De´monstration. On a :[
v(λ−1)− v(µ−1)
]
=
[
a2,2(λ)
−1a2,1(λ), a2,2(µ)
−1a2,1(µ)
]
=
[
a2,2(λ)
−1a2,1(λ), a2,2(µ)
−1] a2,1(µ)
+ a2,2(µ)
−1[a2,2(λ)−1a2,1(λ), a2,1(µ)]
= a2,2(λ)
−1[a2,1(λ), a2,2(µ)−1]a2,1(µ)
+
[
a2,2(λ)
−1, a2,2(µ)
−1] a2,1(λ)a2,1(µ)
+ a2,2(µ)
−1a2,2(λ)
−1[a2,1(λ), a2,1(µ)]
+ a2,2(µ)
−1[a2,2(λ)−1, a2,1(µ)] a2,1(λ)
Mais,
[
a2,1(λ), a2,1(µ)
]
=
[
a2,2(λ)
−1, a2,2(µ
−1)
]
= 0 d’apre`s (1.11). Donc,[
v(λ−1)− v(µ−1)
]
= a2,2(λ)
−1[a2,1(λ), a2,2(µ)−1] a2,1(µ)
+ a2,2(µ)
−1[a2,2(λ)−1, a2,1(µ)] a2,1(λ)
= −a2,2(λ)
−1a2,2(µ)
−1[a2,1(λ), a2,2(µ)] a2,2(µ)−1a2,1(µ)
+ a2,2(λ)
−1a2,2(µ)
−1[a2,1(µ), a2,2(λ)] a2,2(λ)−1a2,1(λ)
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Or, on peut montrer que (1.11) conduit aux relations :
[a2,1(λ), a2,2(µ)] = [a2,1(µ), a2,2(λ)]
q(λ− µ)[a2,1(λ), a2,2(µ)] = (q − 1)
(
µa2,2(µ)a2,1(λ)− λa2,2(λ)a2,1(µ)
)
Par suite, on obtient :[
v(λ−1)− v(µ−1)
]
= a2,2(λ)
−1a2,2(µ)
−1[a2,1(λ), a2,2(µ)]
×
(
a2,2(λ)
−1a2,1(λ)− a2,2(µ)
−1a2,1(µ)
)
En utilisant la relation :
a2,2(λ)a2,2(µ) = a2,2(µ)a2,2(λ),
qui provient de (1.11), on obtient le re´sultat. ✷
De la proposition pre´ce´dente, nous pouvons en de´duire les lois de commu-
tation dans U
(n)
q . Le corollaire suivant est l’analogue quantique de (E´1.15) :
Corollaire E´5.1 Soient 1 ≤ i < j ≤ 2n deux entiers. On a :
q [αi, αj ] = (q − 1)
j−1∑
k=i
αkαi+j−k.
De´monstration. Soient k et l deux entiers positifs. En prenant le coef-
ficient de λk−1µl−1 dans chacun des membres de l’e´galite´ exprime´e par la
proposition E´5.1, on obtient :
q
(
[αk+1, αl]− [αk, αl+1]
)
= (q − 1)(−αkαl+1 − αlαk+1). (E´5.3)
En faisant k = l, on voit que :
∀i ∈ N∗, q[αi, αi+1] = (q − 1)αiαi+1. (E´5.4)
ce qui est le re´sultat demande´ avec j − i = 1. La formule ge´ne´rale se prouve
alors par re´currence sur j − i a` l’aide de (E´5.3). ✷
Relions maintenant les αi aux ui. Le lemme suivant ge´ne´ralise l’e´galite´
classique (E´1.11) :
Lemme E´5.1 Pour tout i ∈ N∗, ϕ(αi) = ui. Autrement dit,
ϕ
(
v(λ−1)
)
=
+∞∑
k=0
(−1)kuk+1λ
−k.
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De´monstration. Posons :
Ln =
(
an bn
cn dn
)
:=
n∏
i=1
(
1 0
λxi 1
)(
1 yi
0 1
)
,
et Un := d
−1
n cn.
• Dans le cas ou` n = 1, on ve´rifie sans proble`me que d1 = λ(x1y1) est
inversible, et :
U1 =
(
1 + (λx1y1)
−1
)−1
y−11 .
Le re´sultat en de´coule.
• Supposons n > 1. On a :
Ln = Ln−1
(
1 yn
λxn λxnyn + 1
)
.
Donc, {
cn = cn−1 + λdn−1xn
dn = cn−1yn + dn−1(λxnyn + 1)
Donc, dn ∈ C[x
±1
i , y
±1
i ]q[λ] et son coefficient dominant ωn ve´rifie :
ωn = ωn−1(xnyn).
Une re´currence imme´diate nous prouve alors que ωn ∈ C[x
±1
i , y
±1
i ]q est in-
versible. Par suite, dn est inversible. De plus,
Un =
(
cn−1yn + dn−1(λxnyn + 1)
)−1
(cn−1 + λdn−1xn)
=
(
(cn−1 + λdn−1xn)
−1
(
cn−1yn + dn−1(λxnyn + 1)
))−1
=
(
(cn−1 + λdn−1xn)
−1(d−1n−1)
−1d−1n−1
(
cn−1yn + dn−1(λxnyn + 1)
))−1
=
(
(d−1n−1cn−1 + λxn)
−1
(
d−1n−1cn−1yn + λxnyn + 1
))−1
=
(
yn
(
d−1n−1cn−1yn + λxnyn
)−1(
d−1n−1cn−1yn + λxnyn + 1
))−1
=
((
d−1n−1cn−1yn + λxnyn
)−1(
d−1n−1cn−1yn + λxnyn + 1
))−1
y−1n
=
(
1 +
(
d−1n−1cn−1yn + λxnyn
)−1)−1
y−1n
=
(
1 +
(
d−1n−1cn−1λ
−1x−1n (λxnyn) + (λxnyn)
)−1)−1
y−1n
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=
(
1 + (λxnyn)
−1
(
1 + d−1n−1cn−1λ
−1x−1n
)−1)−1
y−1n
=
(
1 + (λxnyn)
−1
(
1 + d−1n−1cn−1yn−1λ
−1y−1n−1x
−1
n
)−1)−1
y−1n
=
(
1 + (λxnyn)
−1
(
1 + q−1(d−1n−1cn−1yn−1)(λyn−1xn)
−1
)−1)−1
y−1n
car
y−1n−1x
−1
n = q
−1(yn−1xn)
−1.
Donc, en posant Vn = Unyn, et W
(k)
n =
(
1+ qkVn−1(λyn−1xn)
−1
)−1
, on voit
que
Vn =
(
1 + (λxnyn)
−1W (−1)n
)−1
.
De la`, on en de´duit par re´currence que ∀k > n, (xkyk) et Vn commutent.
Puis,
∀p ∈ N, (λxnyn)
−pW (k)n =W
(k+p)
n (λxnyn)
−p.
D’ou` :
Vn =
(
1 +W (0)n (λxnyn)
−1
)−1
=
(
1 +
(
1 + Vn−1(λyn−1xn)
−1
)−1
(λxnyn)
−1
)−1
.
Soit, a` la suite d’une nouvelle re´currence,
Vn =
(
1 +
(
1 +
(
1 + . . .
(
1 + (λx1y1)
−1
)−1
(λy1x2)
−1
)−1
. . .
. . . (λyn−1xn)
−1
)−1
(λxnyn)
−1
)−1
Le re´sultat de´coule alors de T1 et de (E´4.1). ✷
Corollaire E´5.2 Soient 1 ≤ i < j ≤ 2n deux entiers. On a :
q [ui, uj ] = (q − 1)
j−1∑
k=i
ukui+j−k.
De´monstration. Il suffit d’appliquer le corollaire E´5.1, le lemme E´5.1 et
le morphisme d’alge`bres ϕ.
✷
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E´6 De´monstration de T2 et de T3
D’ores et de´ja, d’apre`s la proposition E´3.1 et le corollaire E´5, nous savons
que U
(n)
q est une sous Uq(b̂−)-alge`bre-module de A
(n)
q . Il faut voir que les
relations du corollaire E´5 sont les seules entre les ui, 1 ≤ i ≤ 2n.
Soit N ∈ N∗, et conside´rons M
(N)
q l’alge`bre engendre´e sur C[q, q−1] par
ge´ne´rateurs : t1, . . . , tN et relations :
∀i < j, q [ti, tj ] = (q − 1)
j−1∑
k=i
tkti+j−k.
Alors, d’apre`s le corollaire E´5, il existe un morphisme d’alge`bres note´ φ2n :
φ2n : M
(2n)
q −→ A
(n)
q
ti 7−→ ui
Conside´rons e´galement la simple application line´aire entre espace vectoriels :
ψN : C[X1, . . . ,XN ] −→ M
(N)
q∑
α
aαX
α1
1 . . . X
αN
N 7−→
∑
α
aαcl
(
tα11 . . . t
αN
N
)
Posons i2n = φ2n ◦ψ2n. Le diagramme suivant est e´videmment commutatif :
C[X1, . . . ,X2n]
ψ2n
−→ M
(2n)
q
i2n ց ւ φ2n
A
(n)
q
(E´6.1)
Lemme E´6.1 Pour tout N , l’application ψN est surjective.
De´monstration. Par re´currence sur j − i, en utilisant plusieurs fois la
formule :
∀k < l, q [tk, tl] = (q − 1)
l−1∑
α=k
tαtk+l−α,
on montre que si i < j, alors tjti est une combinaison line´aire de termes de la
forme tutv avec i ≤ u ≤ v ≤ j. D’ou` le re´sultat. En particulier, remarquons
que l’on a l’e´galite´ :
∀i, titi+1 = qti+1ti (E´6.2)
✷
Proposition E´6.1 L’application i2n est injective.
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De´monstration. Pour k ∈ {1, . . . , 2n}, notons C[x±1k , . . . , y
±1
n ]q la sous-
alge`bre de A
(n)
q engendre´e par x
±1
k , . . . , y
±1
n . De meˆme, C[y
±1
k , . . . , y
±1
n ]q
de´signe la sous-alge`bre de A
(n)
q engendre´e par y
±1
k , . . . , y
±1
n . Alors, d’apre`s
1.1, la sous-alge`bre C[x±1k , . . . , y
±1
n ]q est un C[y
±1
k , . . . , y
±1
n ]q-module libre
(a` gauche ou a` droite) dont une base est donne´e par la famille (xpk)p∈N.
De meˆme, la sous-alge`bre C[y±1k , . . . , y
±1
n ]q est un C[x
±1
k+1, . . . , y
±1
n ]q-module
libre (a` gauche ou a` droite) dont une base est donne´e par la famille (ypk)p∈N.
Toujours pour k ∈ {1, . . . , 2n}, notons jk la restriction de l’application
i2n a` C[X1, . . . ,Xk], et montrons par re´currence sur k que jk est injective.
• Si k = 1, c’est clair car i1(X1) = u1 = y
−1
n et la famille (y
−k
n )k∈N est libre
dans A
(n)
q .
• Soit k ≥ 2, et supposons le re´sultat vrai jusqu’au rang k − 1. Pour fixer
les ide´es, supposons k pair, k = 2r. Prenons :
x ∈ C[X1, . . . ,Xk] \ C[X1, . . . ,Xk−1],
et montrons que jk(x) 6= 0. Posons α = ∂
o
kx. Il existe des polynoˆmes
P0, . . . , Pα dans C[X1, . . . ,Xk−1] tels que Pα(X1, . . . ,Xk−1) 6= 0 et :
x = P0(X1, . . . ,Xk−1) + . . .+ Pα(X1, . . . ,Xk−1)X
α
k . (E´6.3)
Par ailleurs, en examinant la forme des ui, on constate que :
∀i ∈ {1, . . . , k − 1}, ui ∈ C[y
−1
n−r+1, . . . , x
−1
n , y
−1
n ]q,
et,
uk = v + (xn−r+1yn−r+1)
−1 . . . (xnyn)
−1y−1n (E´6.4)
avec v ∈ C[y−1n−r+1, . . . , x
−1
n , y
−1
n ]q. Donc, par (E´6.3),
jk(x) = i2n(x) ∈ C[x
−1
n−r+1, . . . , x
−1
n , y
−1
n ]q,
et le coefficient de jk(x) sur x
−α
n−r+1 dans C[x
±1
n−r+1, . . . , y
±1
n ]q conside´re´
comme C[y±1n−r+1, . . . , y
±1
n ]q-module est jk−1
(
Pα(X1, . . . ,Xk−1)
)
qui est non
nul d’apre`s l’hypothe`se de re´currence. Donc, jk(x) 6= 0. Le meˆme raison-
nement s’adaptant au cas k impair, on en de´duit que jk est injective. Puisque
j2n = i2n, la proposition est de´montre´e. ✷
Corollaire E´6.1 L’application φ2n est injective.
De´monstration. La surjectivite´ de ψ2n, l’injectivite´ de i2n et la commu-
tativite´ du diagramme (E´6.1) entraˆıne imme´diatement l’injectivite´ de φ2n.
✷
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Corollaire E´6.2 Pour tout N , l’application ψN est un isomorphisme de
C-espace vectoriel.
De´monstration. Le meˆme raisonnement que pre´ce´demment montre que
ψ2n est bijectif.
Reste a` montrer que ψ2n−1 est bijectif pour n ≥ 1. Soit n ≥ 1. On a un
morphisme d’alge`bres :
r : M
(2n−1)
q −→ M
(2n)
q
ti 7−→ ti
ce qui nous permet de de´finir le morphisme d’alge`bres :
φ2n−1 : M
(2n−1)
q −→ C[x
±1
1 , . . . , y
±1
n ]q
par φ2n−1 := φ2n ◦ r. Alors, clairement, r ◦ ψ2n−1 est la restriction de
ψ2n a` C[X1, . . . ,X2n−1]. De plus, en notant comme dans la de´monstration
pre´ce´dente j2n−1 la restriction de i2n a` C[X1, . . . ,X2n−1], on a le diagramme
commutatif suivant :
C[X1, . . . ,X2n−1]
ψ2n−1
−→ M
(2n−1)
q
r
−→ M
(2n)
q
j2n−1 ց ↓ φ2n−1 ւ φ2n
C[x±11 , . . . , y
±1
n ]q
(E´6.5)
Par suite, l’injectivite´ de j2n−1 entraˆıne celle de ψ2n−1. D’ou` le re´sultat. ✷
Etant donne´ que l’image de M
(2n)
q par φ2n n’est autre que U
(n)
q , nous
avons presque de´montre´ T2. Il nous reste a` voir que U
(n)
q a le meˆme corps
de fractions que A
(n)
q . Ceci de´coule du lemme suivant :
Lemme E´6.2 Pour tout k ∈ {1, . . . , 2n}, le corps de fractions de l’alge`bre
engendre´e par u1, . . . , uk est le meˆme que celui de C[x
±1
n−r+1, . . . , y
±1
n ]q si
k = 2r et C[y±1n−r, . . . , y
±1
n ]q si k = 2r + 1.
De´monstration. Cela de´coule de la formule (E´6.4) si k = 2r et d’une
relation analogue si k = 2r + 1. ✷
Par suite, T2 est de´montre´. De plus, d’apre`s le corollaire E´6.2, on voit
qu’une base de U
(n)
q est donne´e par la famille
2n∏
i=1
uαii , αi ∈ N.
Il nous reste a` ve´rifier T3.
Proposition E´6.2 La restriction de ϕ a` U
(n)
q est un isomorphisme de U
(n)
q
sur U
(n)
q .
De´monstration. D’apre`s le corollaire E´5.1 et le fait que φ2n soit un iso-
morphisme de M
(2n)
q sur U
(n)
q , on a un morphisme d’alge`bres :
ψ : U
(n)
q −→ U
(n)
q
ui 7−→ αi
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Ce morphisme ψ n’est autre que l’inverse recherche´. ✷
Ainsi, une base de U
(n)
q est donne´e par la famille
2n∏
i=1
αaii , avec ai ∈ N. Le
corollaire E´5.1 et la formule (E´1.15) donnant le crochet de Poisson sur U (n)
ache`ve la preuve de T3.
E´7 Fin de la de´monstration
Dore´navant, q de´signera un nombre complexe non nul, non racine de l’unite´,
et Uq(b̂−) de´signera l’alge`bre obtenue a` partir de l’“ancienne” alge`bre de
Hopf Uq(b̂−) en adjoignant une racine carre´e de k : k
1
2 , ainsi que son inverse
k−
1
2 .
Alors, Uq(b̂−) reste une alge`bre de Hopf en posant :
k
1
2 e±k
− 1
2 = q±
1
2 e±,
et A
(n)
q reste une Uq(b̂−)-alge`bre de Hopf en posant :
k±
1
2 .P = q±
1
2
∂oPP,
pour P homoge`ne.
Par ailleurs, pour (i, j) ∈ {1, . . . , 2n}2, avec i < j, nous noterons par
C[ui, . . . , uj ]q la sous-alge`bre de A
(n)
q engendre´e par uk pour i ≤ k ≤ j.
C’est une Uq(b̂−)-sous-alge`bre-module de U
(n)
q .
E´7.1 Graduation principale sur A
(n)
q et Uq(b̂−).
En plus de la graduation utilise´e jusqu’ici, nous disposons d’une graduation
principale sur A
(n)
q et Uq(b̂−) de´finie de la fac¸on suivante :
∂opxi = ∂
o
pyi = 1,
et :
∂ope± = 1, ∂
o
pk
± 1
2 = 0.
Cette graduation (principale) est inte´ressante car l’action de Uq(b̂−) sur A
(n)
q
est gradue´e (pour cette graduation comme pour l’autre).
Il est facile de voir que :
∀i ∈ {1, . . . , 2n}, ∂oui = 1 et ∂
o
pui = 1− 2i.
Par suite, en posant ∂o1 = ∂
o, et ∂o2 =
1
2
(∂o−∂op), on obtient deux graduations
sur U
(n)
q et Uq(b̂−) telles que :
∀i ∈ {1, . . . , 2n}, ∂o1ui = 1 ∂
o
2ui = i,
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et :
∂o1e± = ±1, ∂
o
2e+ = 0, ∂
o
2e− = −1, ∂
o
1k
± 1
2 = ∂o2k
± 1
2 = 0.
Lemme E´7.1 Soient k ∈ {1, . . . , 2n} et P ∈ C[u1, . . . , uk]q homoge`ne.
Alors,
∂o1P ≤ ∂
o
2P ≤ k ∂
o
1P.
De´monstration. C’est clair, car si P = uα11 . . . u
αk
k , alors :
∂o1P = α1 + α2 + . . .+ αk,
et ∂o2P = α1 + 2α2 + . . .+ kαk.
✷
E´7.2 L’ide´al I
(n)
q .
Nous cherchons a` ge´ne´raliser l’isomorphisme (E´1.17) qui provient du cou-
plage non-de´ge´ne´re´e (E´1.16). Nous sommes donc amener a` conside´rer l’ide´al
a` droite I
(n)
q de Uq(b̂−) de´fini par :
I(n)q :=
{
x ∈ Uq(b̂−)/ ε(x.P ) = 0 ∀P ∈ U
(n)
q
}
,
ou` ε de´signe l’e´valuation du terme constant dans A
(n)
q comme dans U
(n)
q
(c’est la meˆme chose). Notons que la fonction ε est un morphisme d’alge`bres
et que si P ∈ U
(n)
q est homoge`ne pour ∂o1 ou ∂
o
2 de degre´ strictement positif,
alors ε(P ) = 0.
L’ide´al a` droite I
(n)
q se de´crit difficilement dans l’alge`bre Uq(b̂−). Par
contre, nous allons voir qu’il s’exprime aise´ment comme ide´al de C[B̂+]q
ainsi qu’en termes de nouvelles re´alisations de Drinfeld.
E´7.3 De´finition de C[B+]q.
C’est l’alge`bre engendre´e sur C[q
1
2 , q
−1
2 ] par les ge´ne´rateurs : a
(k)
i,j et les
relations :
R(λ, µ)L1(λ)L2(µ) = L2(µ)L1(λ)R(λ, µ), (E´7.1)
ou` R(λ, µ) est la R-matrice de (1.10), et :
a
(0)
2,1 = 0, (E´7.2)
ainsi que :
a1,1(qλ)
[
a2,2(λ)− a2,1(λ)a1,1(λ)
−1a1,2(λ)
]
= 1. (E´7.3)
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La dernie`re relation est celle du de´terminant quantique. On a en particulier :
a
(0)
1,1a
(0)
2,2 = a
(0)
2,2a
(0)
1,1 = 1 (E´7.4)
∀ i, j, α, β, a
(α)
i,j a
(β)
i,j = a
(β)
i,j a
(α)
i,j (E´7.5)
On peut e´galement de´finir une antipode qui ne nous sera pas utile ici. On
montre que l’on obtient une alge`bre de Hopf. La comultiplication est donne´e
par :
∆ : C[B+]q −→ C[B+]q
L(λ) 7−→ L(λ)⊗ L(λ)
L’alge`bre C[B̂+]q est bigradue´e naturellement :
- par ∂o
(
a
(k)
i,j
)
= k correspondant a` la de´rivation :
d
(
L(λ)
)
= λ
∂
∂λ
L(λ)
- par ∂′o
(
a
(k)
i,j
)
= 2(j − i) correspondant a` la de´rivation :
d′
(
L(λ)
)
= ad(h)
(
L(λ)
)
.
Nous poserons ∂o1 = −
1
2
∂′
o
et ∂o2 = −
1
2
∂′
o
− ∂o. Donc,
∀ i, j, k, ∂o1
(
a
(k)
i,j
)
= i− j et ∂o2
(
a
(k)
i,j
)
= i− j − k. (E´7.6)
Nous admettrons la proposition :
Proposition E´7.1 L’application suivante entre Uq(b̂−) et C[B̂+]q est un
isomorphisme d’alge`bres de Hopf bigradue´ pour ∂o1 et ∂
o
2 :
Uq(b̂−) −→ C[B̂+]q
e+ −→ a
(1)
2,1a
(0)
2,2
e− −→ a
(0)
1,2a
(0)
1,1
k
1
2 −→ a
(0)
2,2
k−
1
2 −→ a
(0)
1,1
Nous allons maintenant nous inte´resser a` l’action de C[B̂+]q sur U
(n)
q via
l’isomorphisme de la proposition pre´ce´dente. Commenc¸ons par calculer l’ac-
tion des a
(k)
i,j sur U
(n)
q .
E´7.4 Action de a
(k)
2,1 sur U
(n)
q .
Soit k ≥ 1. On a ∂o1
(
a
(k)
2,1
)
= 1. Donc, si P ∈ A
(n)
q est homoge`ne pour
∂o1 , a
(k)
2,1.P est homoge`ne de degre´ strictement positif pour ∂
o
1 . Par suite,
a
(k)
2,1 ∈ I
(n)
q .
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E´7.5 Action de a
(1)
1,1 et a
(1)
2,2 sur les ui, 1 ≤ i ≤ 2n.
On a ∂o1
(
a
(1)
1,1
)
= 0 et ∂o2
(
a
(1)
1,1
)
= −1. Donc , a
(1)
1,1 ∈ I
(n)
q et :
∀i, ∃αi, a
(1)
1,1.ui = αiui−1.
Notons φ l’isomorphisme de la proposition E´7.1. Il est bigradue´. Donc,
∃λ, µ, r, s, a
(1)
1,1 = φ
[
λkre+e− + µk
se−e+
]
.
Par suite, αi est inde´pendant de i. Notons que (E´5.4) peut se re´ecrire :
∀k, ukuk+1 = quk+1uk. (E´7.7)
En appliquant a
(1)
1,1 aux deux membres de l’e´galite´ pre´ce´dente pour k = 1,
et en utilisant la structure de C[B̂+]q alge`bre-module, on constate que αi =
α 6= 0.
De la meˆme fac¸on, on prouve que a
(1)
2,2 ∈ I
(n)
q et que :
∃ β 6= 0 ∀i, a
(1)
2,2.ui = βui−1.
Le calcul montre que α =
q−
1
2
q − 1
et β = −
q−
1
2
q − 1
.
E´7.6 Action de a
(k−1)
1,2 , k > 2n sur U
(n)
q .
Soit k > 2n. On a ∂o1a
(k−1)
1,2 = −1 et ∂
o
2a
(k−1)
1,2 = −k. Donc,
∀ j ∈ {1, . . . , 2n}, a
(k−1)
1,2 .uj = 0.
Par ailleurs, si P et Q sont homoge`nes dans U
(n)
q , alors :
ε
[
a
(k−1)
1,2 .(PQ)
]
=
∑
α+β=k−1
ε
[
a
(α)
1,1 .P
]
ε
[
a
(β)
1,2 .Q
]
+
∑
α+β=k−1
ε
[
a
(α)
1,2 .P
]
ε
[
a
(β)
2,2 .Q
]
.
Or, si k > 0, a
(k)
1,1 ∈ I
(n)
q et a
(k)
2,2 ∈ I
(n)
q . Ceci vient du fait que ∂o1
(
a
(k)
1,1
)
= 0 et
∂o2
(
a
(k)
1,1
)
= −k.
Donc,
ε
[
a
(k−1)
1,2 .(PQ)
]
= ε
[
a
(0)
1,1.P
]
ε
[
a
(k−1)
1,2 .Q
]
+ ε
[
a
(k−1)
1,2 .P
]
ε
[
a
(0)
2,2.Q
]
.
Par suite, on montre par re´currence sur ∂o1P , que si P est homoge`ne, alors
ε
[
a
(k−1)
1,2 .P
]
= 0 d’ou l’on de´duit que a
(k−1)
1,2 ∈ I
(n)
q .
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E´7.7 Action de a
(k−1)
1,2 , k ≤ 2n sur U
(n)
q .
Soit k ≤ 2n. On a toujours ∂o1a
(k−1)
1,2 = −1 et ∂
o
2a
(k−1)
1,2 = −k. Donc,
∃Ck ∀i, a
(k−1)
1,2 .ui = Ckδ
k
i . (E´7.8)
D’apre`s les propositions E´3.1 et E´7.1, on a C1 6= 0. De plus, en appliquant
a
(k)
1,2 a` (E´7.7), on constate que :
∃r 6= 0∀k, Ck+1 = rCk.
Par suite, Ck 6= 0. En particulier, a
(k−1)
1,2 /∈ I
(n)
q . Le calcul montre que
r = −
1
(q − 1)2
et C1 = q
− 1
2 .
E´7.8 Action de a
(k)
1,1 et a
(k)
2,2, k ≥ 1 sur U
(n)
q .
Soit k ≥ 1. Comme on l’a de´ja remarque´ pre´ce´demment, on a ∂o1
(
a
(k)
1,1
)
= 0
et ∂o2
(
a
(k)
1,1
)
= −k. Donc, a
(k)
1,1 ∈ I
(n)
q et :
∀ i∃λi,k, a
(k)
1,1 .ui = λi,kui−k.
En appliquant a
(1)
1,1 aux deux membres de l’e´quation et en utilisant (E´7.5),
on constate que λi,k est une constante λk inde´pendante de i. Par ailleurs, en
appliquant a
(k)
1,1 a` (E´7.7), et en regardant le coefficient devant u1uk suivant la
base
2n∏
i=1
uαii , αi ∈ N de U
(n)
q , on peut calculer cette constante, et on constate
que λk =
Ck
q − 1
6= 0.
De la meˆme fac¸on, on montre que a
(k)
2,2 ∈ I
(n)
q et que :
∃µk 6= 0∀ i, a
(k)
2,2.ui = µkui−k,
avec µk = −
Ck
q − 1
6= 0.
E´7.9 Calcul de I
(n)
q .
Notons I0 l’ide´al a` droite engendre´ par les e´le´ments :
a
(0)
1,1 − 1, a
(0)
2,2 − 1, a
(α)
2,1 , α > 0, a
(β)
1,2 , β ≥ 2n.
D’apre`s ce qui pre´ce`de, on a I0 ⊂ I
(n)
q . Nous allons montrer qu’en fait,
I0 = I
(n)
q . Pour cela, nous aurons besoin de la se´rie de lemmes suivants :
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Lemme E´7.2 Pour r ∈ {1, . . . , 2n} (i, j) ∈ {1, 2}2, et k ∈ N, on a :
∀P ∈ C[u1, . . . , ur]q, a
(k)
i,j .P ∈ C[u1, . . . , ur]q.
De´monstration. Cela veut juste dire que C[u1, . . . , ur]q est un Uq(b̂−)-
module. ✷
Lemme E´7.3 ∀k ∈ {1, . . . , 2n}, ∀P ∈ C[uk+1, . . . , u2n]q, a
(k−1)
1,2 .P = 0.
De´monstration. Par re´curence sur ∂o1P , et en utilisant la formule :
a
(k−1)
1,2 .(PQ) =
k∑
u=1
(
a
(k−u)
1,1 .P
)(
a
(u−1)
1,2 .Q
)
+
k∑
u=1
(
a
(u−1)
1,2 .P
)(
a
(k−u)
2,2 .Q
)
.
✷
Lemme E´7.4 Pour r ∈ N, k ∈ {1, . . . , 2n}, α ∈ {1, . . . , k − 1} et
i ∈ {0, . . . , r − 1}, il existe Pi,α ∈ C[u1, . . . , uk−1]q tel que :
a
(α)
2,2 .u
r
k =
r−1∑
i=0
Pi,αu
i
k.
De´monstration. La de´monstration se fait par re´currence sur r. Soit
k ∈ {1, . . . , 2n}, et α ∈ {1, . . . , k − 1}. On a :
a
(α)
2,2 .u
r+1
k = a
(α)
2,2 .(uku
r
k)
=
∑
u+v=α
(
a
(u)
2,1 .uk
)(
a
(v)
1,2.u
r
k
)
+
∑
u+v=α
(
a
(u)
2,2 .uk
)(
a
(v)
2,2.u
r
k
)
Donc, d’apre`s le lemme pre´ce´dent, le fait que a
(0)
2,1 = 0, et l’hypothe`se de
re´currence, on a avec les notations de la section E´7.8,
a
(α)
2,2 .u
r+1
k = q
r
2µαuk−αu
r
k +
α∑
x=1
µα−xuk+x−α
r−1∑
i=0
Pi,xu
i
k.
Il suffit ensuite d’utiliser les relations de commutation entre uk et ui, i < k
(lorsque x = α) pour obtenir le re´sultat. ✷
Lemme E´7.5 Pour k ∈ {1, . . . , 2n}, j ∈ {1, . . . , k − 1}, r ∈ N, et
P ∈ C[u1, . . . , uk−1]q, ils existent des Pi ∈ C[u1, . . . , uk−1]q tels que :
a
(j−1)
1,2 .(Pu
r
k) =
r∑
i=0
Piu
i
k.
Ces Pi sont uniques. De plus, Pr = q
r
2 a
(j−1)
1,2 .P .
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De´monstration. On a :
a
(j−1)
1,2 .(Pu
r
k) =
∑
α+β=j−1
(
a
(α)
1,2 .P
)(
a
(β)
2,2 .u
r
k
)
+
∑
α+β=j−1
(
a
(α)
1,1 .P
)(
a
(β)
1,2 .u
r
k
)
.
La derniere somme est nulle en vertu du lemme E´7.3. Donc,
a
(j−1)
1,2 .(Pu
r
k) =
(
a
(j−1)
1,2 .P
)
q
r
2urk +
j−1∑
p=1
(
a
(j−1−p)
1,2 .P
)(
a
(p)
2,2.u
r
k
)
.
Il suffit ensuite d’appliquer les lemmes E´7.4 et E´7.2 pour obtenir l’existence
des Pi. L’unicite´ est claire car C[u1, . . . , uk]q est un C[u1, . . . , uk−1]q-module
libre. ✷
Lemme E´7.6 ∀k ∈ 1, . . . , 2n ∀l ∈ N∗ ∃Ck,l 6= 0 a
(k−1)
1,2 .u
l
k = Ck,lu
l−1
k .
De´monstration. On a ∆(l−1)
(
a
(k−1)
1,2
)
=
∑
a
(α1)
i1,i2
⊗ . . .⊗ a
(αl)
il,il+1
, la somme
portant sur les indices i1, . . . , il+1, α1, . . . , αl tels que i1 = 1, il+1 = 2 et∑
αi = k − 1.
Soient i1, . . . , il+1, α1, . . . , αl de tels indices, et notons r le plus petit entier
ve´rifiant ir = 2, de telle sorte que iu = 1 si u < r. D’apre`s (E´7.8), on a
a
(αr−1)
ir−1,ir
.uk = a
(αr−1)
1,2 .uk = 0 sauf si αr−1 = k − 1, auquel cas on a ∀j 6=
r − 1, αj = 0 car
∑
v αv = k − 1. Faisons l’hypothe`se qu’il existe s ≥ r tel
que is = 1, et soit s0 le plus petit entier ≥ r ve´rifiant cette proprie´te´. Alors,
on a s0 > r, et a
(αs0−1)
is0−1,is0
= a
(0)
2,1 = 0. Par suite, pour calculer a
(k−1)
1,2 .
(
ulk
)
, on
peut se restreindre a` sommer sur les indices i1, . . . , il+1, α1, . . . , αl tels qu’il
existe r ∈ {1, . . . , l} ve´rifiant :
i1 = . . . = ir = 1; ir+1 = . . . = il = 2; αr = k − 1 et ∀j 6= r, αj = 0.
Donc, avec les notations de la sous-section E´7.7,
a
(k−1)
1,2 .u
l
k =
l∑
r=1
(
a
(0)
1,1.uk
)
. . .
(
a
(0)
1,1.uk
)
a
(k−1)
1,2 .uk︸ ︷︷ ︸
re`me te`rme
(
a
(0)
2,2.uk
)
. . .
(
a
(0)
2,2.uk
)
=
l∑
r=1
(
q−
r−1
2 ur−1k
)
Ck
(
q
1
2
(l−r)ul−rk
)
= q
(l+1)
2
( l∑
r=1
q−r
)
Cku
l−1
k (E´7.9)
D’ou` le re´sultat, car q n’est pas une racine de l’unite´. ✷
46
Lemme E´7.7 Soit k ∈ {1, . . . , 2n}. Alors, ∀αk ∃Λαk 6= 0 tel que :
∀ βk ∀P ∈ C[u1, . . . , uk−1]q, ε
[(
a
(k−1)
1,2
)αk
.
(
Puβkk
)]
= Λαkε(P )δ
βk
αk
.
De´monstration. On peut supposer que P est un monoˆme en les ui,
1 ≤ i ≤ k − 1. Posons ni = ∂
o
i P, i ∈ {1, 2}. Si ε
[(
a
(k−1)
1,2
)αk
.
(
Puβkk
)]
6= 0,
alors :
∂oi a
(k−1)
1,2
αk
+ ∂oi Pu
βk
k = 0,
pour i ∈ {1, 2}. Donc,
n1 + βk = αk
n2 + kβk = kαk
D’ou` n2 = kn1. Mais d’apre`s le lemme E´7.1, ceci entraine n1 = n2 = 0. Donc
P est une constante et αk = βk. Re´ciproquement, si αk = βk et P = ε(P ),
en utilisant plusieurs fois le lemme E´7.6, on a :
ε
[(
a
(k−1)
1,2
)αk
.
(
Puαkk
)]
= ε(P )ε
[(
a
(k−1)
1,2
)αk
.uαkk
]
= ε(P )Λαk ,
avec Λαk 6= 0. ✷
Ide´alement, on aimerait obtenir une base duale dans l’alge`bre engendre´e par
les a
(k−1)
1,2 , (avec k ∈ {1, . . . , 2n}) aux
2n∏
i=1
uαii pour la forme biline´aire :
C[B̂+]q/I0 × U
(n)
q −→ C
(x¯, P ) 7−→ ε(x.P ).
Mais ceci n’est pas tout a` fait e´vident car on a par exemple les e´galite´s :
ε
[(
a
(2)
1,2
)2
.
(
u2u4
)]
6= 0
et
ε
[(
a
(1)
1,2a
(3)
1,2
)
.
(
u2u4
)]
6= 0.
Donc, il serait illusoire de croire que les
2n∏
i=1
(
a
(i−1)
1,2
)αi
est la base duale des
2n∏
i=1
uαii comme pourrait nous le laisser supposer la formule (E´7.8).
Pour se tirer d’affaires, conside´rons ≤ la relation d’ordre lexicographique
naturelle sur N2n, R le “renversement” de suites :
R : N2n −→ N2n
(ai) 7−→ (a2n−i+1)
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et  la relation d’ordre lexicographique inverse´e de´finie par :
∀
(
a b
)
∈
(
N
2n
)2
, a  b ⇐⇒ R(a) ≤ R(b).
Prenons l’exemple n = 2. La suite des coefficients correspondant a` u2u4
est β = (0, 1, 0, 1) : u2u4 = u
0
1u
1
2u
0
3u
1
4. La suite des coefficients correspondant
a`
(
a
(2)
1,2
)2
est α = (0, 0, 2, 0) :
(
a
(2)
1,2
)2
=
(
a
(0)
1,2
)0(
a
(1)
1,2
)0(
a
(2)
1,2
)2(
a
(3)
1,2
)0
. On a
α ≺ β et ε
[∏(
a
(i−1)
1,2
)αi
.
∏
uβii
]
6= 0
Le lemme suivant montre que ce genre de choses ne peut pas se produire
si β  α.
Lemme E´7.8 Soient k ∈ {1, . . . , 2n} et α ∈ Nk. Alors, il existe Mα ∈ C
∗
tel que :
∀β  α, ε
[ k∏
i=1
(
a
(i−1)
1,2
)αi
.
k∏
i=1
uβii
]
=Mαδ
β
α.
De´monstration. Par re´currence sur k. Si k = 1, on applique le lemme E´7.7
avec P = 1 et k = 1. Supposons le re´sultat vrai jusqu’a` l’ordre k − 1 ≥ 1.
Soient α et β deux suites finies dans Nk, tels que β  α. Posons :
P = uβ11 . . . u
βk−1
k−1 .
En vertu du lemme E´7.5, on a :
a
(0)
1,2.(Pu
βk
k ) =
βk∑
i=0
Pi,0u
i
k,
avec Pi,0 ∈ C[u1, . . . , uk−1]q et Pβk,0 = q
βk
2 a
(0)
1,2.P .
En appliquant de manie`re re´pe´te´e a
(0)
1,2, . . . , a
(k−2)
1,2 autant de fois qu’il le
faut aux deux membres de l’e´quation pre´ce´dente, et en utilisant les lemmes
E´7.2 et E´7.5, on voit qu’ils existent des Qi uniques tels que :
Qi ∈ C[u1, . . . , uk−1]q,
Qβk = q
βk
2
(α1+...+αk−1)
(
a
(0)
1,2
)α1
. . .
(
a
(k−2)
1,2
)αk−1
.P
et : (
a
(0)
1,2
)α1
. . .
(
a
(k−2)
1,2
)αk−1
.(Puβkk ) =
βk∑
i=0
Qiu
i
k.
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D’apre`s (E´7.5), les a
(k−1)
1,2 commutent entre eux. Donc, en reprenant la no-
tation de la constante Λαk 6= 0 introduite dans le lemme E´7.7, on a :
ε
[ k∏
i=1
(
a
(i−1)
1,2
)αi
.
k∏
i=1
uβii
]
= ε
[(
a
(k−1)
1,2
)αk(
a
(0)
1,2
)α1
. . .
(
a
(k−2)
1,2
)αk−1
.(Puβkk )
]
=
βk∑
i=0
ε
[(
a
(k−1)
1,2
)αk
.(Qiu
i
k)
]
= Λαkε(Qi)δ
αk
i .
Or, β  α. Donc, βk ≤ αk. Donc,
ε
[ k∏
i=1
(
a
(i−1)
1,2
)αi
.
k∏
i=1
uβii
]
= Λαkε(Qβk)δ
βk
αk
= q
βk
2
(α1+...+αk−1)Λαkε
[k−1∏
i=1
(
a
(i−1)
1,2
)αi
.
k−1∏
i=1
uβii
]
δβkαk
Si αk 6= βk, cette quantite´ est nulle comme attendue. Sinon, on a :
(β1, . . . , βk−1)  (α1, . . . , αk−1),
et on applique l’hypothe`se de re´currence. ✷
Nous pouvons a` prs´ent en de´duire la proposition :
Proposition E´7.2 L’ide´al a` droite I
(n)
q est engendre´ (a` droite) par les
e´le´ments : a
(α)
1,1 , a
(α)
2,2 , a
(α)
2,1 , a
(2n−1+α)
1,2 , a
(0)
1,1− 1, a
(0)
2,2− 1, avec α > 0. Autrement
dit, I
(n)
q = I0.
De´monstration. Soit x ∈ I
(n)
q . Montrons que x ∈ I0. Pour tous entiers
(i, j, k, l) ∈ N4, et toutes suites d’entiers α = (αr), 0 ≤ r ≤ i, β = (βs), 0 ≤
s ≤ j, γ = (γt), 0 ≤ t ≤ k, δ = (δu), 0 ≤ u ≤ l, on pose :
xi,j,k,lα,β,γ,δ =
i∏
r=1
(
a
(r)
2,1
)αr j∏
s=0
(
a
(s)
1,1
)βs k∏
t=0
(
a
(t)
2,2
)γt l∏
u=0
(
a
(u)
1,2
)δu
.
D’apre`s la de´finition de C[B̂+]q, on peut voir que x est combinaison line´aire
de termes de cette forme. Etant donne´ i, j, k, l, α, β, γ, δ, chacun des cas
suivants entraine xi,j,k,lα,β,γ,δ ∈ I0 :
– Il existe r tel que αr > 0,
– Il existe s tel que sβs > 0,
49
– Il existe t tel que tγt > 0,
– Il existe u ∈ {2n, . . . , l} tel que δu 6= 0.
Par ailleurs, si i ∈ {1, 2}, a
(0)
i,i − 1 ∈ I0. Donc, la formule du binoˆme montre
que l’on peut supposer que x est en fait une combinaison line´aire de termes
de la forme
2n∏
i=1
(
a
(i−1)
1,2
)αi
. Pour conclure, il suffit de montrer que x = 0.
Supposons le contraire, et posons :
x =
∑
α∈E
λα
2n∏
i=1
(
a
(i−1)
1,2
)αi
,
ou` E est un ensemble fini non vide tel que ∀α ∈ E λα 6= 0. Soit α le plus
petit e´le´ment de l’ensemble E pour la relation d’ordre . Alors, en utilisant
le lemme E´7.8, et en regardant l’action de x sur
2n∏
i=1
uαii , on constate que
λα = 0. Contradiction. ✷
Remarques :
1. Sous forme ramasse´e, l’action de Uq(b̂−) sur les Ui est la suivante :
e+.u(λ) = −λ
−1u2(λ),
e−.u(λ) = q
−1,
k.u(λ) = qu(λ).
avec u(λ) =
+∞∑
i=0
(−1)iui+1λ
−i.
2. Soit
T : C[u1, . . . , u2n−1]q −→ C[u1, . . . , u2n]q = U
(n)
q
ui −→ ui+1
l’application de translation sur U
(n)
q . On peut ve´rifier que T est bien
un morphisme d’alge`bres.
Alors, pour i ∈ {1, 2}, k ∈ {1, . . . , 2n} et x ∈ C[uk, . . . , u2n−1]q on a
a
(k−1)
i,i ◦ T.x = T ◦ a
(k−1)
i,i .x
De plus, en reprenant la constante r de E´7.7, on montre que si k ∈
{1, . . . , 2n− 1} et x ∈ C[uk, . . . , u2n−1]q, alors :
a
(k)
1,2 ◦ T.x = r T ◦ a
(k−1)
1,2 .x
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3. On doit pouvoir remplacer  par ≤ dans le lemme E´7.8
4. En reprenant la formule (E´7.9), il semblerait que lorsque q est une
racine primitive l−ie`me de l’unite´, l’ide´al I soit engendre´ par I0 et les(
a
(k)
1,2
)l
, avec k ∈ N.
E´7.10 Le couplage non de´ge´ne´re´.
Nous allons nous inte´resser a` pre´sent au couplage :
B : Uq(b̂−)/I
(n)
q × U
(n)
q −→ C
(x¯, P ) 7−→ ε(x.P )
D’apre`s la forme de I0 = I
(n)
q , il est clair que I
(n)
q est un ide´al de Hopf bi-
gradue´. Or, l’action de Uq(b̂−) sur U
(n)
q est bigradue´e. Donc, Uq(b̂−)/I
(n)
q est
bigradue´, ainsi que le couplage B. De plus, la structure de Uq(b̂−)-alge`bre-
module sur U
(n)
q , et le fait que ε soit un morphisme d’alge`bres entraˆıne que
l’application provenant de B :
ξ : U
(n)
q −→
(
Uq(b̂−)/I
(n)
q
)∗
P 7−→
[
x→ ε(x.P )
]
est un morphisme d’alge`bres.
Proposition E´7.3 L’application ξ est injective.
De´monstration. Soit P ∈ U
(n)
q , P 6= 0. Alors, nous avons vu qu’il existe
F un ensemble fini non vide tel que :
P =
∑
β∈F
λβ
2n∏
i=1
uβii ,
avec ∀β ∈ F, λβ 6= 0. Soit α ∈ F le plus grand e´le´ment de F pour la relation
, et posons :
x =
2n∏
i=1
(
a
(i−1)
1,2
)αi
.
Alors, le lemme E´7.8 montre que :
ξ(P ).x = ε(x.P )
=
∑
β∈F
λβε
[
x.
2n∏
i=1
uβii
]
= λαMα 6= 0
ce qui prouve l’injectivite´. ✷
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Proposition E´7.4 L’application line´aire :
l : Uq(b̂−)/I
(n)
q −→ U
(n)
q
∗
x¯ 7−→ ε(x. )
est injective.
De´monstration. Cela de´coule de la de´finition meˆme de I
(n)
q ! ✷
Le couplage B e´tant (bi)gradue´, on peut remplacer le dual normal utilise´
jusqu’ici par le dual restreint (ou gradue´). De plus, toutes les composantes
gradue´es sont de dimension finie. Les deux propositions pre´ce´dentes en-
trainent alors imme´diatement que :
U (n)q =
(
Uq(b̂−)/I
(n)
q
)′
et :
Uq(b̂−)/I
(n)
q =
(
U (n)q
)′
,
en notant par ’ le dual restreint. Notons qu’une base du C espace vectoriel
Uq(b̂−)/I
(n)
q est donne´e par les cl
[ 2n∏
i=1
(
a
(i−1)
1,2
)αi]
. Comme espace-vectoriel,
U
(n)
q et Uq(b̂−)/I
(n)
q sont tous les deux isomorphes a` C[X1, . . . ,X2n].
Ceci ache`ve la de´monstration de T4. En ce qui concerne T5, il suffit d’ap-
pliquer la proposition E´7.2 ainsi que l’isomorphisme entre C[B̂+]q et les
nouvelles re´alisations mis en e´vidence dans [13].
RETOUR SUR A
(n)
q
De la meˆme fac¸on que U
(n)
q est une de´formation quantique de U (n), on
aimerait pouvoir affirmer que A
(n)
q est une de´formation quantique de A(n).
Comme nous l’avons de´ja remarque´, il faudrait imposer en plus les relations
entre les a
(k)
i,j et a
(n−1)
1,1
′
, a
(n−1)
1,2
′
, a
(n)
2,1
′
, a
(n)
2,2
′
. Mais meˆme apre`s cela, on ne
voit pas trop comment on pourrait de´montrer que A
(n)
q est une de´formation
quantique de A(n), et que l’application ϕ de E´4 est injective (comme c’est
le cas dans le cas classique).
Cela dit, par analogie avec le cas classique, il est plus naturel d’introduire
A
(n)
q comme un localise´ de A¯
(n)
q : le localise´ suivant la partie multiplicative S
engendre´e par a
(n−1)
1,1 , . . . , a
(n)
2,2 . Mais, pour pouvoir localiser dans un anneau
non commutatif, il faut re´unir trois conditions exprime´es dans [14]. Les deux
premie`res sont facilement ve´rifie´es sauf la troisie`me qui exprime que S ne
contient pas de diviseurs de 0.
Par ailleurs, on peut voir que l’application :
ϕ : A¯(n)q −→ A
(n)
q
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de´finie en E´4 est injective si A¯
(n)
q est inte`gre. Il est donc naturel de conjec-
turer que A¯
(n)
q est inte`gre.
Etant donne´ l’isomorphisme entre Uq(n̂−) et Aq, dire que A¯q est inte`gre,
c’est dire que l’alge`bre engendre´e par les ope´rateurs d’e´crants Σ+ et Σ− est
isomorphe a` A¯
(n)
q .
D’autre part, notons que l’application :
ι : A(n) −→ C2n−2 × (C∗)2(
a b
c d
)
7−→
(
c1, . . . , cn−1, d1, . . . , dn−1, cn, dn
)
est injective car (a, b) est le couple de Bezout unique tel que du− cv = 1 et
∂ou < ∂oc, ∂ov < ∂od. De plus, l’image de A(n) par ι est Res<−1>(C∗) ou`
Res est l’application Re´sultant :
Res : C2n−2 × (C∗)2 −→ C(
c1, . . . , cn−1, d1, . . . , dn−1, cn, dn
)
7−→ Res(c, d),
avec c =
n∑
i=1
ciλ
i, et d = 1+
n∑
i=1
diλ
i. Par suite, C[A(n)] s’identifie au localise´ :
C[A(n)] = C[ci, di, 1 ≤ i ≤ n− 1][c
±1
n , d
±1
n ](Res) (E´7.10)
ou` (Res) est l’ide´al engendre´ par le re´sultant ”ge´ne´rique” de c et de d. En
outre, il est facile de voir que la restriction de ϕ a` la sous alge`bre de A¯
(n)
q en-
gendre´ par les a
(k)
2,1, i ∈ {1, 2}, k ∈ N est injective. Donc l’analogue quantique
C[ci, di, 1 ≤ i ≤ n]q est inte`gre. Il serait donc satisfaisant de pouvoir intro-
duire un re´sultant quantique pour ge´ne´raliser (E´7.10), et de´crire la cellule
de Schubert quantique.
De manie`re ge´ne´rale, on conjecture que si N̂+ est la partie nilpotente
positive de ŜLn, et si p est un entier positif, alors le quotient de C[N̂+]q par
l’ide´al engendre´ par les a
(k)
i,j pour k ≥ p est inte`gre.
REMERCIEMENTS
Tous mes remerciements vont a` mon directeur de the`se B. Enriquez.
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APPENDICE
A Sur l’alge`bre An de la proposition E´2.1
Rigoureusement les alge`bres A{t1, . . . , tn}/I et A{{t1, . . . , tn}}/I sont les
suivantes :
• L’espace A{t1, . . . , tn} est par de´finition le A-module libre dont une base
est donne´e par l’ensemble S des suites finies a` valeurs dans {1, . . . , n}. Si s
et s′ sont dans S, on de´finit de manie`re e´vidente le produit de s avec s′ que
l’on note ss′, et qui n’est rien d’autre que la juxtaposition de s avec s′.
Fait 1 : ∀t ∈ S,
{
(s, s′) ∈ S2 / t = ss′
}
est un ensemble fini.
On peut donc e´tendre sans proble`me le produit dans S a` un produit dans
A{t1, . . . , tn} par :
∀x =
∑
s∈S
ass, ∀x
′ =
∑
s′∈S
a′s′ , xx
′ :=
∑
t∈S
(∑
ss′=t
asa
′
s′
)
t.
L’unite´ de A{t1, . . . , tn} est la suite vide ∅. Le A-module A{t1, . . . , tn} muni
de ce produit est une alge`bre. C’est l’alge`bre (libre) engendre´e par la suite
∅ (= 1) et les suites e´le´mentaires ti = (i).
L’ensemble des graduations sur A{t1, . . . , tn} est en bijection avec Zn.
Nous conside`rerons celle de´finie par :
∀i, ∂oti = 1.
Elle munit A{t1, . . . , tn} d’une structure d’alge`bre value´e. On note v la val-
uation.
• On montre facilement que l’alge`bre quotiente A{t1, . . . , tn}/I est un A-
module libre dont une base est donne´e par la famille tα11 . . . t
αn
n avec αi ∈ N.
C’est donc le A-module libre dont une base est donne´e par l’ensemble N des
n-uplets a` valeurs dans N.
Dans cette identification, la suite e´le´mentaire ti correspond au n-uplet :
(0, . . . , 0, 1, 0, . . . , 0),
ou` le 1 est en ie`me position, et le produit de deux n-uplets α = (α1, . . . , αn)
avec β = (β1, . . . , βn) est de´fini par :
α.β = q−(α2β1+...+αnβn−1)α+ β,
avec
α+ β = (α1 + β1, . . . , αn + βn).
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La graduation introduite pre´ce´demment sur A{t1, . . . , tn} passe au quotient,
faisant de A{t1, . . . , tn}/I une alge`bre value´e. De plus, la surjection canon-
ique :
π : A{t1, . . . , tn} −→ A{t1, . . . , tn}/I
est telle que si x ∈ A{t1, . . . , tn}, alors, v
(
π(x)
)
≥ v(x). Donc, π est con-
tinue.
• L’espace A{{t1, . . . , tn}} est par de´finition, le A-module forme´ par les
fonctions de S dans A. Si f et g sont dans A{{t1, . . . , tn}}, on de´finit le
produit fg par :
fg : S −→ A
t 7−→
∑
ss′=t
f(s)g(s′).
Ceci de´finit une structure d’alge`bre sur A{{t1, . . . , tn}}. De plus, l’applica-
tion :
S −→ A{{t1, . . . , tn}}
s 7−→ δs =
{
S −→ A
t 7−→ δ ts
ou` δ ts est le symbole de Kronecker s’e´tend en un monomorphisme d’alge`bres
de A{t1, . . . , tn} dans A{{t1, . . . , tn}} car ∀s, s
′ ∈ S, δsδs′ = δss′ et de plus,
l’unite´ de A{{t1, . . . , tn}} est clairement δ∅. Ceci nous permet d’identifier
A{t1, . . . , tn} a` la sous-alge`bre de A{{t1, . . . , tn}} forme´e par les fonctions
a` support fini.
On peut e´tendre a` A{{t1, . . . , tn}} la valuation de´finie sur A{t1, . . . , tn}
par :
∀f ∈ A{{t1, . . . , tn}}, v(f) = Inf
{
v(s)/ s ∈ S et f(s) 6= 0
}
,
avec la convention que Inf ∅ = 0. Le plongement pre´ce´dent est value´. On
montre que A{{t1, . . . , tn}} est la comple´tion formelle de A{t1, . . . , tn}.
Notons les re´sultats suivants :
Fait 2 : Soit f ∈ A{{t1, . . . , tn}}, v(f) ≥ 1. Alors, 1 − f est in-
versible, et (1− f)−1 = 1 + f + . . . + fn + . . .
La se´rie est bien convergente, car ∀n, v(fn) ≥ n.
Fait 3 : ∀s ∈ S ∃ !λs ∈ A∃ !ns =: α ∈ N/s = λst
α1
1 . . . t
αn
n (mod I).
Fait 4 : ∀α ∈ N, {s ∈ S, ns = α} est fini.
Fait 5 : L’application :
N −→ S
α 7−→ (1, . . . , 1︸ ︷︷ ︸
α1 fois
, . . . , i, . . . , i︸ ︷︷ ︸
αi fois
, . . . , n, . . . , n︸ ︷︷ ︸
αn fois
)
est injective.
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Fait 6 : ∀α ∈ N,
{
(β, γ) ∈ N2 / β + γ = α
}
est fini.
Ceux-ci sont utiles pour le point suivant.
• L’alge`bre A{{t1, . . . , tn}}/I est par de´finition le quotient de l’alge`bre
A{{t1, . . . , tn}} par l’ide´al engendre´ par I dansA{{t1, . . . , tn}}, via le plonge-
ment :
A{t1, . . . , tn} →֒ A{{t1, . . . , tn}}.
L’ide´al engendre´ par I est ferme´ dans A{{t1, . . . , tn}}. Ceci nous permet de
de´finir une valuation quotiente (note´e encore v) par :
∀x ∈ A{{t1, . . . , tn}}, v(x¯) = sup
{
v(x+ a), a ∈ I
}
.
On montre que A{{t1, . . . , tn}}/I est la comple´tion formelle de l’alge`bre
A{t1, . . . , tn}/I.
Par ailleurs, conside´rons F(N,A), le A-module des fonctions de N dans
A. Si f et g sont dans F(N,A), on de´finit le produit de f avec g comme
e´tant :
f . g : N −→ A
α 7−→
∑
β,γ
β+γ=α
q−(β2γ1+...+βnγn−1)f(β) g(γ).
L’expression a bien un sens d’apre`s le fait 6. Muni de ce produit, F(N,A)
est une A-alge`bre.
D’apre`s le fait 5,N se voit comme une partie de S. Notons χN , la fonction
caracte´ristique de N dans S. Alors, l’application :
F(N,A) −→ A{{t1, . . . , tn}}/I
f 7−→ cl(g)
ou` g est la fonction :
g : S −→ A
s 7−→ χN (s)f(s)
est un isomorphisme d’alge`bres. Son inverse est l’application :
A{{t1, . . . , tn}}/I −→ F(N,A)
cl(f) 7−→ g
ou` g est la fonction :
g : N −→ A
α 7−→
∑
ns=α
λsf(s).
D’apre`s le fait 4, ceci a bien un sens. Ainsi, A{{t1, . . . , tn}}/I s’identifie a`
F(N,A) comme alge`bre.
56
B Comultiplication tordue
Nous rappelons la de´finition du produit tensoriel tordu d’alge`bres gradue´es.
Dans toute la suite, k de´signera un anneau commutatif unitaire et k∗ l’ensem-
ble de ses e´le´ments inversibles.
Rappel :
Soient A1, A2, deux k−alge`bres gradue´es et q ∈ k
∗. Notons i1 (resp. i2)
l’injection canonique de A1 (resp. A2) dans A1 × A2 de´fini par ∀a1 ∈ A1
(resp. ∀a2 ∈ A2), i1(a1) = (a1, 1) (resp. i2(a2) = (1, a2)). Il existe a` isomor-
phisme gradue´ pre`s, une et une seule alge`bre gradue´e (A, δ) et une unique
application biline´aire f : A1×A2 −→ A qui ve´rifient la proprie´te´ universelle
suivante :
Soient B une k−alge`bre gradue´e et ϕ : A1 × A2 −→ B une application
biline´aire balance´e (i.e., ∀λ ∈ k ∀(a1, a2) ∈ A1×A2, ϕ(λa1, a2) = ϕ(a1, λa2) =
λϕ(a1, a2)) qui satisfait les deux conditions suivantes :
(1) Pour tout k ∈ {1, 2}, l’application ϕ ◦ ik est un morphisme d’alge`bres
gradue´es de Ak vers B.
(2) Pour tout (a1, a2) ∈ A1×A2, avec ai homoge`ne de degre´ αi (i ∈ {1, 2}),
on a
(ϕ ◦ i1)(a1)(ϕ ◦ i2)(a2) = ϕ(a1, a2)
et (ϕ ◦ i2)(a2)(ϕ ◦ i1)(a1) = q
α1α2ϕ(a1, a2)
Alors, il existe un unique morphisme gradue´ ϕ̂ : A −→ B tel que le dia-
gramme suivant soit commutatif :
A
ϕ̂
−→ B
f ց ր ϕ
A1 ×A2
Comme espace vectoriel, A est isomorphe a` A1⊗kA2. La structure d’alge`bre
sur A se de´finit par : pour tous couples (a1, a2) et (a
′
1, a
′
2) dans A1 × A2
constitue´s d’e´le´ments homoge`nes, on pose :
(a1 ⊗ a2).(a
′
1 ⊗ a
′
2) = q
(∂◦a′1)(∂
◦a2)a1a
′
1 ⊗ a2a
′
2.
La graduation sur A est alors donne´e par l’endomorphisme diagonalisable :
δ = δ1 ⊗ IdA1 + IdA2 ⊗ δ2, δi de´signant la de´rivation donnant la graduation
sur Ai.
On notera A1⊗q A2 le produit tensoriel q−tordu de A1 et de A2, et A1⊗¯A2
le produit tensoriel q−1−tordu de A1 et A2, c’est a` dire A1 ⊗q−1 A2.
Par associativite´, on montre e´galement que l’on peut de´finir le produit ten-
soriel q−tordu de plusieurs alge`bres gradue´es. Si n ∈ N∗, si Ai, i ∈ {1, . . . n}
est une alge`bre gradue´e, et si ai ∈ Ai est homoge`ne de degre´ αi, alors
a1⊗¯ . . . ⊗¯an est homoge`ne de degre´ α1 + . . . + αn.
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Soient maintenant A,B,C,D quatre alge`bres gradue´es, g : C×D −→ C⊗qD
l’application biline´aire naturelle, et u : A −→ C et v : B −→ D deux
morphismes gradue´s. alors, g ◦ (u × v) : A × B −→ C ⊗q D est une appli-
cation biline´aire satisfaisant les deux proprie´te´s requises de la proposition
pre´ce´dente. Par la proprie´te´ universelle du produit tensoriel q−tordu, on en
de´duit l’existence d’un morphisme gradue´ note´
u⊗q v : A⊗q B −→ C ⊗q D
tel que
∀(a, b) ∈ A×B, (u⊗q v)(a⊗q b) = u(a)⊗q v(b).
Par associativite´, on peut e´galement de´finir le produit tensoriel q−tordu de
plusieurs morphismes gradue´s.
Exemples :
• Pour i ∈ {1, . . . , n}, on de´finit une graduation sur k[xi, x
−1
i ] et k[yi, y
−1
i ],
en de´cre´tant que ∂oxi = 1 et ∂
oyi = −1).
Pour i ∈ {1, . . . , n}, on a deux morphismes gradue´s :
ui : k[xi, x
−1
i ] −→ k[x
±1
1 , . . . , y
±1
n ]q
x±1i 7−→ x
±1
i
et :
vi : k[yi, y
−1
i ] −→ k[x
±1
1 , . . . , y
±1
n ]q
y±1i 7−→ y
±1
i
• Sur l’ensemble E :=
{
ui, vi ; i, j ∈ {1, . . . n}
}
, on a une relation d’ordre
total de´fini par : Pour (α, β) ∈ E2, α ≺ β si et seulement si on est dans l’un
des quatres cas suivants :
1. α = ui, β = uj et i < j
2. α = ui, β = vj et i ≤ j
3. α = vi, β = uj et i < j
4. α = vi, β = vj et i < j.
On montre facilement que si (α, β) ∈ E2, alors
α ≺ β =⇒ ∀x, y, β(y)α(x) = q−(∂
ox)(∂oy)α(x)β(y).
Par suite, il existe un morphisme gradue´ :
φ : k[x1, x
−1
1 ]⊗¯ . . . ⊗¯k[yn, y
−1
n ] −→ k[x
±1
1 , . . . , y
±1
n ]q
u1⊗¯ . . . ⊗¯vn 7−→ u1 . . . vn
(B.1)
• Il existe sur k{x±11 , . . . , y
±1
n }, une graduation telle que :
∂ox±1i = ±1 et ∂
oy±1i = ∓1.
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Le morphisme :
ψ̂ : k{x±11 , . . . , y
±1
n } −→ k[x1, x
−1
1 ]⊗¯ . . . ⊗¯k[yn, y
−1
n ]
x±1i 7−→ 1⊗¯ . . . ⊗¯x
±1
i ⊗¯ . . . ⊗¯1
y±1j 7−→ 1⊗¯ . . . ⊗¯y
±1
j ⊗¯ . . . ⊗¯1
est gradue´ et se factorise en un morphisme gradue´ :
ψ : k[x±11 , . . . , y
±1
n ]q −→ k[x1, x
−1
1 ]⊗¯ . . . ⊗¯k[yn, y
−1
n ]
x±1i 7−→ 1⊗¯ . . . ⊗¯x
±1
i ⊗¯ . . . ⊗¯1
y±1j 7−→ 1⊗¯ . . . ⊗¯y
±1
j ⊗¯ . . . ⊗¯1
• Il est facile de voir φ et ψ sont inverses l’une de l’autre. Par suite, φ et ψ
sont des isomporphismes gradue´s.
Revenons a` l’alge`bre Aq de 1.7.
• On pose : L(λ) = [ai,j(λ)] ∈M2(Aq). On a :
R(
λ
µ
)L1(λ)HL2(µ) = L2(µ)HL1(λ)R(
λ
µ
). (B.2)
Les deux matrices L1(λ) et L2(µ) ne commutent pas dans M4(Aq).
• L’alge`bre Aq e´tant gradue´e, conside´rons les deux morphismes d’alge`bres
suivants :
g : Aq −→ Aq⊗¯Aq et d : Aq −→ Aq⊗¯Aq
x −→ x⊗¯1 x −→ 1⊗¯x
Pour tout n ∈ N∗, l’application g (resp. d) se prolonge en un morphisme
d’alge`bres de Mn(Aq) dans Mn(Aq⊗¯Aq). On notera M
g (resp. Md) l’image
de M par ce morphisme.
• Il est clair que
∀i ∈ {1, 2} ∀x ∈ {g, d}
(
Li(λ)
)x
=
(
Lx(λ)
)i
.
Par suite, on notera Li,x(λ) pour
(
Li(λ)
)x
.
La relation B.2 entraˆıne imme´diatement les deux relations suivantes :
R(
λ
µ
)L1g(λ)HL2g(µ) = L2g(µ)HL1g(λ)R(
λ
µ
) (B.3)
R(
λ
µ
)L1d(λ)HL2d(µ) = L2d(µ)HL1d(λ)R(
λ
µ
) (B.4)
Les matrices L1g(λ) et L2d(µ) ne commutent pas dansM4(Aq), pas plus que
L1d(λ) et L2g(µ). Cependant, on a le lemme suivant :
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Lemme B.1 Les relations suivantes sont ve´rifie´es dans M4(Aq) :
Ad(H)
(
L1g(λ)
)
L2d(µ) = L2d(µ)Ad(H)
(
L1g(λ)
)
(B.5)
Ad(H)
(
L2g(λ)
)
L1d(µ) = L1d(µ)Ad(H)
(
L2g(λ)
)
(B.6)
Ad(H)
(
R(
λ
µ
)
)
= R(
λ
µ
) (B.7)
De´monstration. La dernie`re e´galite´ est claire d’apre`s (1.10) et (1.9). Les
deux autres relations se ve´rifient matricie`lement. Par exemple,
Ad(H)
(
L2g(λ)
)
=

a1,1(λ)⊗¯1 q
− 1
2a1,2(λ)⊗¯1 0 0
q
1
2 a2,1(λ)⊗¯1 a2,2(λ)⊗¯1 0 0
0 0 a1,1(λ)⊗¯1 q
1
2 a1,2(λ)⊗¯1
0 0 q−
1
2 a2,1(λ)⊗¯1 a2,2(λ)⊗¯1

et
L1d(µ) =

1⊗¯a1,1(µ) 0 1⊗¯a1,2(µ) 0
0 1⊗¯a1,1(µ) 0 1⊗¯a1,2(µ)
1⊗¯a2,1(µ) 0 1⊗¯a2,2(µ) 0
0 1⊗¯a2,1(µ) 0 1⊗¯a2,2(µ)
 .
Le fait que ces deux matrices commutent est une conse´quence de l’e´galite´ :(
1⊗¯ai,j(µ)
)(
ak,l(λ)⊗¯1
)
= q−(i−j)(k−l)
(
ak,l(λ)⊗¯1
)(
1⊗¯ai,j(µ)
)
,
pour i, j, k, l ∈ {1, 2}. ✷
Nous pouvons a` pre´sent en de´duire l’existence d’une comultiplication tordue
sur Aq.
Proposition B.1 Soit ∆¯ l’application suivante :
∆¯ : A −→ Aq⊗¯Aq
L(λ) −→ L(λ)⊗¯L(λ) = Lg(λ)Ld(λ)
.
Alors, ∆¯ de´finit un morphisme d’alge`bres gradue´es tel que Iq ⊂ ker ∆¯. D’ou`
l’on en de´duit un morphisme d’alge`bres gradue´es note´ encore ∆¯ :
∆¯ : Aq −→ Aq⊗¯Aq
L(λ) −→ L(λ)⊗¯L(λ)
De´monstration. Le fait que ∆¯ soit gradue´ est clair. Pour montrer qu’il
de´finit un morphisme d’alge`bres de Aq dans Aq⊗¯Aq, il faut voir que
∆¯
(
R(
λ
µ
)L1(λ)HL2(µ)
)
= ∆¯
(
L2(µ)HL1(λ)R(
λ
µ
)
)
.
60
L’application ∆¯ e´tant un morphisme d’alge`bres, on a :
∆¯
(
R(
λ
µ
)L1(λ)HL2(µ)
)
= R(
λ
µ
)∆¯
(
L1(λ)
)
H∆¯
(
L2(µ)
)
= R(
λ
µ
)L1g(λ)L1d(λ)HL2g(µ)L2d(µ)
= R(
λ
µ
)L1g(λ)HH−1L1d(λ)HL2g(µ)L2d(µ)
= R(
λ
µ
)L1g(λ)H
(
Ad(H−1)
(
L1d(λ)
)
L2g(µ)
)
L2d(µ)
Soit, d’apre`s (B.6),
∆¯
(
R(
λ
µ
)L1(λ)HL2(µ)
)
= R(
λ
µ
)L1g(λ)H
(
L2g(µ)Ad(H−1)
(
L1d(λ)
))
L2d(µ)
=
(
R(
λ
µ
)L1g(λ)HL2g(µ)
)
H−1
(
L1d(λ)HL2d(µ)
)
Puis, d’apre`s (B.3) et (B.7),
∆¯
(
R(
λ
µ
)L1(λ)HL2(µ)
)
=
(
L2g(µ)HL1g(λ)R(
λ
µ
)
)
H−1L1d(λ)HL2d(µ)
= L2g(µ)HL1g(λ)H−1
(
R(
λ
µ
)L1d(λ)HL2d(µ)
)
En utilisant ensuite (B.4) et (B.5), on obtient :
∆¯
(
R(
λ
µ
)L1(λ)HL2(µ)
)
= L2g(µ)HL1g(λ)H−1
(
L2d(µ)HL1d(λ)R(
λ
µ
)
)
= L2g(µ)
(
HL1g(λ)H−1L2d(µ)
)
HL1d(λ)R(
λ
µ
)
= L2g(µ)
(
Ad(H)
(
L1g(λ)
)
L2d(µ)
)
HL1d(λ)R(
λ
µ
)
= L2g(µ)
(
L2d(µ)Ad(H)
(
L1g(λ)
))
HL1d(λ)R(
λ
µ
)
= L2g(µ)
(
L2d(µ)HL1g(λ)H−1
)
HL1d(λ)R(
λ
µ
)
= L2g(µ)L2d(µ)HL1g(λ)L1d(λ)R(
λ
µ
)
= ∆¯
(
L2(µ)
)
H∆¯
(
L1(λ)
)
R(
λ
µ
)
= ∆¯
(
L2(µ)HL1(λ)R(
λ
µ
)
)
.
✷
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