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Abstract 
It is observed that a CL-algebra (Classical Linear Algebra) contains within it a num- 
ber of MV-algebras (Many-valued Algebras). A necessary and sufficient condition is ob- 
tained when a CL-algebra s a whole reduces to an MV-algebra. All the embedded MV- 
algebras are characterised. A special MV-algebra called the Stem of the CL-algebra is 
studied to some depth. © 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
It is customary to look for algebraic semantics for a logic, as for example 
Boolean algebra and Heyting algebra are semantic models of  classical propo- 
sitional logic and intuitionistic propositional logic respectively. Chang [1] pro- 
posed an algebraic structure called MV-algebra which is an algebraic model of  
R0-valued Lukasiewicz logic (propositional). Following the tradition, CL-alge- 
bra (classical inear algebra) was created [2,3] corresponding to Linear Logic 
first proposed by Girard [2]. For its present form and soundness and complete- 
ness proofs of  Linear Logic relative to this semantics one may be referred to [4]. 
The algebraic structure called quantale [5], has, of  late [6] found a place in 
analyzing the semantics of  Linear Logic. Thus the connection between a CL- 
algebra and quantale is apparent (cf. [4]). What is surprisingly absent is any 
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study comparing the CL-algebra with an MV-algebra although there are 
marked similarities between the two. 
In this paper we endeavour to initiate such a study, which is basically an al- 
gebraic one. We shall ultimately characterize all the MV-algebras embedded in 
some sense in a given CL-algebra. There must be implications in the corre- 
sponding logics, viz., the N0-valued Lukasiewicz logic and a fragment of  Linear 
Logic. These implications, however, are not taken up in this study. 
The organization of  this paper in the subsequent sections is as follows. Sec- 
tion 2 deals with the definition of  CL-algebra and a list of  its relevant proper- 
ties. Only a few of them may be found in [4] but most are newly obtained. In 
Section 3 some properties of  the closure operator [4] are studied and a partic- 
ularly significant closure operator has been introduced. In Section 4 the main 
results concerning the MV-algebras embedded in a CL-algebra are established. 
2. Classical linear algebra (CL-algebra): Its properties 
For symbols and primary definitions we have followed Troelstra [4] where- 
from the following definition is taken. 
Definition 1. Z - (X ,R ,U ,±, , , - - -~ ,  1,0) is a CL-algebra (classical linear 
algebra) if 
(i) (X, R, U, 2_) is a lattice with least element 2_; 
(ii) (X, *, 1) is a commutative monoid with unit 1; 
(iii) if x <~ x', y ~< y' then x * y ~< x' * y' and x'--~y <~ x-oy ' ;  
(iv) x*y~<z i fandon ly i fx  ~< y---oz; 
(v )~x  x, where~x: -  x -o0 .  
Notation 1. x + y ~ (~ x* ~ y); ~x =- x---o £. 
We state below some of the properties of  CL-algebra. Some of them are 
proved. 
Proposition 1. For any CL-algebra 7. = (X, ~, U, £,  *, 4 ,  1, 0) the fo l lowing 
propert ies hold, where x, y, z, Yi are all e lements o f  X. 
(i) z * (x U y) - (z * x) U (z • y) and moreover, i f  the jo in Ui~lyi exists, then 
x • U,c,y, = U,cz(x * y,). ([4]). 
Dually, z + (x N y) (z + x) ~ (z + y) and moreover, i f  the meet Ri~zyi ex- 
ists, then x + ~ic/yi - ~i~i(x + y,). 
(ii) x~(y~z)  - (x . y ) -oz  ([4]). 
(iii) For an 3, x ~ X ,  • --ox is" the largest element qic'X and is" denoted by T. 
(iv) (xUy)  = ~ (~xn ~v)  ([4]). 
0-3 x - -oy  _ ~ (x*  ~ y )  =~ x +y  ([41). 
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(vi) x*y~< (x* T) M (y* T). 
(vii) x <~ y i f  and only i f  1 ~ x--oy and i f  x <~ y then x--o(y . T) = T. 
(viii) 1 ~ x--ox. 
(ix) x <~ x * T and x = x * T i f  and only i f  x---ox = T. Dually, x+ ± <~ x and 
x = x+ _1_ i f  and only ifx---~x = T. 
(x) T * T = T and x * ±=± for  any x E X .  It fo l lows f rom the second that 
± * ± ~- ± and T * ±=±.  
Also 1 + ±=± and x + T = T fo r  any x C X .  It  Jol lows f rom the second that 
I +T=TandT+T=T.  
(xi) x---~T = T for  any x E X .  
(xii) x * (x---oy) <~ y. 
(xiii) (x--oy) • (y---oz) <~ (x-~z).  
(xiv) x--~y = Max {z: z * x <~ y}.  
(xv) i f  1 <~ x then x*  T -- T and i f  x<~ 0 then x+ ±=±.  
(xvi) (x * T)  * T= x * T and (x+ ±)+ ±= x+ ±.  
(xvii) ~ T =±,  ~1= T and so ~T =±.  
(xviii) x---~y =~ y---~ ~ x. 
(xix) x* ~ x <~ O. 
(xx) i f  x <.. y then ~ y <~ ~ x. 
(xxi)  1---~x = x, so ~ 1 = O and so ~ O = 1. 
(xxii) (X, +, O) is a commutat ive monoid with unit O. 
(xxii i) i f  x <~ x', y <~ y' then x + y <~ x' + y'. 
(xxiv) i f  l C Y then x * T ¢ l fo r  any x C X .  
(xxv) x • T ~ 0 i f  and only i f  x =±.  
Proof. We prove here some of the results. 
(iii) Let x C X .  
For any y E X, by (iv) of  Definition 1, ± ~< y---~x if and only if ± • y ~< x and 
hence if and only if y ~< ± --~x. y being arbitrary, ± ---ox is the largest element 
of  X. 
(vii) As 1 is the unit relative to *, x ~< y if and only if 1 * x ~< y and hence if 
and only if 1 ~< x---~y. 
Let x ~< y. Then by (iii) of  Definition 1, x * T ~< y • T. And by (iv) of  Defini- 
tion 1, T <~x-~(y * T). But T is the largest element of  X. Hence x- -o (y .  T) - T. 
(ix) From 1 ~< T, it follows by (iii) of  Definition 1, that x * 1 ~< x * T. Hence, 
x<~x*T.  As x~<x*T  holds in general, x=x.T  if and only if x*T~<x.  
T * x ~< x if and only if T ~< x---~x. T being the largest element of  X, x = x * T 
if and only if x---ox = T. 
(xvii) From (x) we get T ~< ± --~0 =~± .T being the largest element of  X, 
T =~±.  And, as ~,-~±=±,,-~ T =±.  Now, -~T = T--o ±. By (v), T---o ±= 
(T,  ~±)  =~ (T* T). But by (x), T ,  T = T. Hence, T--o ±=~ T =±.  So, 
~T ----±. 
(xviii) F rom (v), x---oy =~ (x* ~ y) =~ (~ y ,  ~ x) - -~  y---~ ~ x. 
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(xxiv) Let 1 ¢;T.  If possible, let x ,T= 1 for some x~X.  Then 
(x*T)*T  l *T .  Hence, x* (T*T)= l *T .  Now, byT*T  T and the fact 
that 1 is the unit relative to *, we get x • T T. 
(xxv) By (iv) of definition 1, we get x*T~<0 if and only if 
x~<T- -o0=~T • .•  being the least element o fX ,  x ,T~0 if and only if 
x- -• .  [] 
Note 1. There is no definite ordering between 0 and 1; 0 may be less than, 
greater than, equal to and non-comparable with 1. 
2.1. Examples o j CL-algebras 
Example 1. Let X = {• ,0 ,  a, b, 1, T} and the lattice structure be given by 
Fig. 1, where • and --o are defined as follows. 
• • 0 a b 1 T ---o • 0 a b 1 T 
• • • L • • • • T T T T T T 
0 • 0 0 0 0 T 0 • 1 1 1 1 i 
a l 0 a 0 a T a • b 1 b 1 T 
b • 0 0 b b T b • a a 1 1 T 
1 • 0 a b 1 T 1 • 0 a b 1 T 
• • T T T T T T • • • / • T 
Example 2. Let X = {• ,  0, a, 1, T} and the lattice structure be given by Fig. 2, 
where * and --o are defined as follows. 
, l 0 a 1 T ~o l 0 a 1 T 
• Z l l _L • + T T T T T 
0 • • • 0 a 0 a 1 T T T 
a • • • a a a a a T T T 
1 • 0 a 1 T 1 • 0 a 1 T 
T • a a T T T 2_ • a a T 
Example  3. A non-degenerate CL-algebra should contain four distinct elements 
viz., • ,  0, 1, T. We show that with exactly four elements there can be four non- 
degenerate CL-algebras. Hence, in this sense they are the minimal non- 
degenerate CL-algebras. From the results obtained (Proposit ion 1), it can be 
proved that the * and --o tables should be the following. 
M.K. Chakraborty, J. Sen / Internat. J. Approx. Reason. 18 (1998) 217-229 221 
* k 0 1 T --o 2_ 0 1 T 
I I I I 2_ I T T T T 
0 k # 0 T 0 2_ 1 # T 
1 2_ 0 1 T 1 2_ 0 1 T 
T 2_ T T T T 2_ 2_ 4_ T 
For different possible entries at the gaps (#) we have different CL-algebras. 
These are shown by Figs. 3 6. 
T 
4_ 
Fig. 1. 
T 
1 
a 
0 
_1_ 
Fig. 2. 
T 
1 10" 0=0 
0 0 - - - ° I  = I 
± 
Fig. 3. 
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T 
jo.o , I 0 1 0__o1= 0 
l 
Fig. 4. 
T 
0 0*0=T J 
0- - -o1=1_ 
I 
2. 
Fig. 5. 
6 
T 
o Io.  o - ,  
10--o I =± 
2. 
Fig. 6. 
3. Closure Operators and the Stem 
Definition 2. Let 7. -= (X, n, u, ±,  , ,  --% 1,0) be a CL-algebra.  
A mapping C : X --~ X is a closure operator  on X if and only if 
(i) a <<. C(a), 
(ii) if a ~< b then C(a) <<. C(b), 
(iii) CC(a) = C(a) and 
(iv) C(a) * C(b) <<. C(a * b) 
for all a, b E X. 
Some propert ies of  a general closure operator  C are now discussed. 
Proposition 2. For a closure operator C, the following properties hold. 
(i) I f  a<.b<~ C(a) then C(a) = C(b). 
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(ii) C(C(a)  • C(b)) = C(a • b) ([4]). 
(iii) C(X)  - {a E X: C(a) = a} is closed under M and ---o ([4]). 
(iv) Let  Y - {C(a): a E X} .  Then Y = C(X) .  
Proof.  We prove only  the last result. 
(iv). Let C(a) E Y for some a E X. Now,  by (iii) of  Def in i t ion 2, CC(a) = C(a). 
So, C(a) ~ c(x). 
Conversely,  let a E C(X) .  
Then C(a) = a. So, a E Y. Hence, Y = C(X) .  [] 
Definit ion 3. I f  S(a)=a*T  then S(X)  ={a:  aEXanda*T=a} and  is 
called the Stem of  Z, where Z -  (X, M, u,  ±,  *,---o 1,0) is a CL-a lgebra.  
Note 2. It fol lows f rom what  has been proved earl ier that  S is a closure 
operator .  0, 1 ~ S(X) ,  and l ,  T E S(X) .  
Some special propert ies o f  the S which are not  shared by for a general  clo- 
sure operator  C, are given in the fo l lowing propos i t ion.  
Propos i t ion  3 .  
(i) S(a) ~ 1 fo r  any a E X .  
(ii) S(a) <~ 0 i f  and only i f  a =1.  
(iii) I f  1 <~ a then S(a) = T. 
(iv) I f  1 <~ a * T then S(a) = T. 
(v) S(a) = a i f  and only i f  a---oa = T. 
(vi) I f  a <~ b then a -~S(b)  = T. 
(vii) S (±)  =±.  
(viii) S(a) U S(b) = S(a U b). 
(ix) ~ a = ~a i f  and only i f  a E SO() .  
(x) ~a  = a*  T, so S(X)  = {a E X:-~-~a = a}. 
(xi) S(a) • S(b) = S(a * b). 
Proof.  We now give proofs of  some of  the above results. 
(ix) Let a E S(X) .  Then a ,T  = a. Now,  by (v) o f  Propos i t ion  1, 
a---o A_=~ (a* ~±)  =~ (a • T) =~ a. i.e., ~a =~ a. 
Conversely,  let -~a =~ a. Then  a * ~a = a* ~ a. But a * ~a = a * (a--o ±) .  
By (xii) of  Propos i t ion  1, a*  ~a~< ±.  ± being the least e lement of  
X, a * ~a =±.  So, a* ~ a =±.  Hence, ~ (a* ~ a) =~±.  So, a---oa = T. Hence, 
T <~ a---~a. But then, f rom (iv) of  Def in i t ion 1, it fol lows that T * a ~< a. Also, 
a ~< a * T holds, in general. So, a = a * T. i.e., a E S(X) .  
(x) First of  all, it will be proved that S(X)  is closed relative to ~.  Let 
a E S(X) .  Then a*T  = a. Then  by (iv) of  Def in i t ion 1, T<,a- -oa =~ 
a-~ ~ a. Hence T* ~ a~< ~ a. Also, in general,  ~ a~< ~ a ,  T. So, ~ a = 
a*  T. In  other words,  ~ a E S(X) .  Now,  ~a = -~(a---o ±)  = ~ ~ (a* ~±)  
- -  , ~ (a  * T ) .  
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As a * T E S(X)  and S(X) being closed relative to ~,  ~ (a * T) E S(X).  But 
then, from (ix) of  Proposi t ion 3, ~ ~ (a * T) -~  (a * T). So, ~a  = ~ ~ (a 
• T) =~ (a*  T )= a ,  T. [] 
Definition 4. 1 : X --+ X is an interior operator  on X (where Z is a CL-algebra)  if 
and only if 
(i) I(a) <~ a, 
(ii) I f  a ~< b then I(a) <~ I(b), 
(iii) II(a) = I(a) and 
(iv) I (a + b) <~ I(a) + I(b), 
for all a, b c X. 
Note 3. I f  C is a closure operator  on X, then ~ C ~--- C' is an interior operator  
on X (called the dual of  C). Hence S'(a) =- a + ± is an interior operator ,  the 
dual of  S. 
Proposition 4. Let C be a closure operator and I be the corresponding dual 
interior operator. Then C(X) = I (X)  where I (X)  = {a C X: I(a) = a} if  and 
only if C(X)  is closed relative to ~. 
Proof. Let C(X)= I(X).  To show that C(X) is closed relative to ~,  let 
a E C(X). Then a E I (X).  So, I(a) = a. i.e., ~ C(~ a) = a. Hence, C(~ a) =~ a. 
Conversely, let C(X) be closed relative to ~.  Let a E C(X). Then ~ a E C(X). 
So, C(~ a) =~ a. So, ~ C(~ a) = a, i.e., I(a) : a. In other words, a E I (Y) .  I f  
a E I (Y) ,  then I(a) = a. So, C(~ a) =~ a. i.e., ~ a E C(X) and as C(X) is closed 
relative to ~, a E C(X). Hence, C(X) = I(X).  [] 
Some special propert ies of  S and S' which are not shared by a general closure 
operator  and the corresponding interior operator  are as follows. 
Proposition 5. 
(i) S(X) = S'(X). 
(ii) S(a) = S'(a) i f  and only i f  a---oa = T. 
(iii) S(a) = a if and only i f  S'(a) : a. 
(iv) S'(a) n S'(b) = S'(a fq b). 
(v) S'(a) + S'(b) - S'(a + b). 
Proposition 6. Let Z = (X, Fq, U, ±,  ,,---o, 1,0) be a CL-algebra. Then 
(S(X), M, U, ±, * , -% T, ±)  is a CL-algebra. 
Proof. It is proved in (iii) of  Proposit ion 2 and (viii) and (xi) of  Proposi t ion 3 
that S(X) is closed relative to M, u, • and ---o. Now, clearly, (S(X), M, U, ±)  is a 
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lattice with least element ±. As a * 3-= a for all a c S(X), (SO(), *, T) is a 
commutative monoid with unit T. (iii), (iv) and (v) of Definition 1 are 
hereditary properties. Hence, (S(X), n, u, ±, ,, -~, T, ±) is a CL-algebra. [] 
Remark 1. It may be remarked that (S(X), n, u, ±, ,, --o, T, L) is a residuated 
lattice [7] minus completeness. 
4. Embedded MV-Algebra 
Definition 5 Chang [3]. An MV-algebra is a system (A, + , . ,  ~, 0, 1) where A is a 
non-empty set of elements, 0 and 1 are distinct constant elements of A, + and * 
are binary operations and ~ an unary operation on the elements of A obeying 
the following axioms: 
Axiom 1. x+y:y÷x Axiom 1'. x*y=y*x  
Axiom 2. x+(y+z)=(x+y)+z  Axiom2' .  x* (y*z )=(x*y)*z  
Axiom 3. x+~x= 1 Axiom 3'. x*~x-0  
Axiom 4. x+l  = 1 Axiom 4'. x*0=0 
Axiom 5. x+0=x Axiom 5'. x* l  :x  
Axiom 6. ~(x+y)=~x*~y Axiom 6'. ~(x*y)=~x+~y 
Axiom 7. x=~x Axiom 8. ~0= 1 
Axiom 9. xVy=yVx Axiom 9'. xAy=yAx 
Axiom lO. xV(yVz)=(xVy)Vz  Axiom 10'. xA(yAz)=(xAy)Az  
Axiom l l . x+(yAz)=(x+y)  Axiom 11'. x* (yVz) : (x*y)V(x*z )  
+ z) 
wherexVy- : (x*~y)+yandxAy-= (x+~y)*y .  
It may be noted that there are axioms of MV-algebras in more concise form 
[8]). Axioms 1 9 are sufficient o prove the other axioms. But we have preferred 
presenting the original definition by Chang because of its transparency. 
A CL-algebra and an MV-algebra have many similarities. Both possess two 
binary operations * and A, the first giving the monoid and the second the lat- 
tice, both possess the negation ~. But whereas in the first, the lattice is indepen- 
dent of the monoid only having some links through some axioms, in the 
second, the ordering is totally defined by the monoidal product and the nega- 
tion. Whereas the topmost element T of the lattice is in general different from 
the monoidal identity 1 in a CL-algebra, they coincide in case of an MV-alge- 
bra. In what follows we shall characterize all the MV-algebras embedded in a 
CL-algebra in the following sense. Such an MV-algebra is a subset of the CL- 
algebra and shall have the same operations ,, ~ (and hence +) and the same 
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ordering as the CL-algebra. Henceforth by an MV-algebra we shall mean an 
embedded MV-algebra. 
Theorem 1. For a CL-algebra Z =- (X, tq, U, 2_, *, ---~, 1,0), (X, +, *, ~, 2", T) is an 
MV-algebra if  and only if for  all a, b E X,  a V b = b V a where a V b = 
(a* ~ b) + b. 
Proof. Let Z -  (X, ~, U, 2,, *,---% 1,0) be a CL-algebra and '~<' be its lattice- 
ordering. It may be noted that a Vb= (a* ~b)+b= (a--~b)---cb. The 
assumed commutativity of  'V' implies the following.2, V0 = (2_ -~0)~0 -~ 
2"=2". Again 0 * (0---o 2") ~< 2, and which implies 0 <~ (0---~ ±)---o 2_- 0 v 
2"=2". 2, being the least element, 0 =2" and hence l = T. 
We shall now show that a ~< b if and only if a V b = b. Let a ~< b. Then by 
(xx) of  Proposit ion 1, ~ b ~< ~ a. So, a* ~ b ~< a* ~ a holds by (iii) of  Defini- 
tion 1. But a*~a~<0.  Hence a*~b~<0.  Since 0=2, ,  the least element, 
a* ~ b = 0. Hence (a* ~ b) + b = 0 + b = b i.e., a V b = b. 
Conversely, let aVb=b.  Then (a*~b)+b=b,  i.e., ~(~(a*~b)  
• ~ b) ~<b. So, ~ ((a--~b)* (b---c0)) ~<b. By (xx) of  Proposition 1, 
~ b ~< ~~ ( (a~b)  • (b~0) )  = (a -~b)  * (b~0)  ~< a~0 =~ a. 
So, a<~ b. 
Axioms 1-8 of  MV-algebra are hereditary properties as 0 =2,, 1 = T. Axiom 
9 is assumed. And, so by [8], Z is an MV-algebra. So by the fact that a ~< b if and 
only if a V b = b, the lattice-ordering of  the MV-algebra is the same as that of  
CL-algebra. 
The converse is immediate. [] 
4.1. Characterization of  MV-algebras 
Now, we characterise all the MV-algebras embedded in a CL-algebra. 
Theorem 2. For A C_X, and O, ICX , (A ,+,* ,~,O, I )  is an MV-algebra 
embedded in the CL-algebra Z =- (X, R, U, 2,, *, --% 1, O) i f  and only if 
(i) ~ 0 = I ,  
(ii) 0 <~ I, where ' <~ ' is the lattice-ordering of  the CL-algebra, 
(iii) AC_ {x: 0~<x~<I} ,  
(iv) A is closed relative to * and ~, 
(v) x* ~ x = 0, for  all x E A and 
(vi) xVy=yVx,  fo ra l l x ,yEA wherexVy= (x*~y)+y.  
Proof. Let J /=_  (A, +, *, ,-q 0, I) be an MV-algebra embedded in a CL-algebra 
Z -= (X, m, u, 2,, ,,  --% 1,0). By Axiom 8 of  MV-algebra, ~ 0 = I. By assump- 
tion, 0 and I are the least and greatest elements of  . / / /the ordering of  which 
coincides with the ordering of  Z. So, 0 ~< I, where ' ~< ' is the lattice-ordering of  
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the CL-algebra. A C {x: 0 ~< x ~< 1}, A is closed relative to • and ~ x .  ~ x -- 0, 
for all x E A and x V y = y V x, for all x, y E A. 
Conversely, let A C_ X, where • ~ (X, M, U,_l_,., --% 1,0) be a CL-algebra 
and 0,1 E A. Also, let conditions (i)-(vi) hold. F rom condition (iv), A is closed 
under . ,  ~ and +. By heredity, Axioms 1,1', 2, 2' of  MV-algebra hold in A. By 
condition (v), Axioms 3' and 3 of  MV-algebra hold. 
Now, 0 = x * ~ x by condition (v) and it is proved that x • ~ x ~< 0 in case of  
a CL-algebra. So, 0 ~< 0. Hence, by (xx) of  Proposit ion 1, ~ 0 ~< ~ 0 i.e., 1 <~ I. 
So, x = x * 1 ~<x* I. Again, x--ox =~ (x • ~ x) =~ 0 = I, by (v) of  Proposi- 
tion 1. So, by (iv) of  Definition 1, x • I ~< x. Hence x = x • I, thus establishing 
Axiom 5' (and Axiom 5). 
By (iv) and (v), 0 E A, so I ,  0 = 0. Also by (iii), for any x E A,x~<I and 
hence x • 0 ~< I • 0. So, for any x E A, x * 0 ~< 0 and 0 being the least element 
of  A, x • 0 = 0. This proves axioms 4' and hence axiom 4. 
Axioms 6, 6', 7 and 8 are immediate. 
By (vi), Axiom 9 (and so Axiom 9') is assumed. Hence by Mundici [8] J/{ is 
an MV-algebra. 
Following essentially the same method as in Theorem 1 it can now be 
proved that the ordering of  the MV-algebra coincides with ' ~< ', the ordering 
of  the CL-algebra. 
Corollary 1. (S(X), +, ,, ~, I ,  T) is an MV-algebra, i f  and only i f  x V y = y V x 
Jor all x ,y  E S(X).  
Proof. That u_l_= T is proved earlier (cf. (xvii) of  Proposit ion 1) and clearly, 
± ~<T. Also, S(X) c_ {x: ± ~<x~<T} =X.  By (xi) of  Proposit ion 3, S(X) is 
closed under ,. That SO() is closed under ~ is proved in the proof  of  (x) of  
Proposit ion 3. Also by (xxv) of  Proposit ion 1, we get x ,  ~ x =± for all 
x E S(X).  x Vy  = y vx  for all x,y  E X,  by assumption. 
Hence by Theorem 2, (SO(), +, ,, ~, ±, T) is an MV-algebra. [] 
Remark 2. Let (Y, +, ,, -,,, ±, T) be an MV-algebra, where Y C X. To satisfy 
Axiom 5' of  MV-algebra, x • T = x for all x E Y. Hence for all x E Y, x E S(X).  
Thus, if S(X) is an MV-algebra, it is a maximal one in the sense that it includes 
as subalgebras all MV-algebras with ± as the least element. 
Proposition 7. For any closure operator C, if C(X) is an MV-algebra, then cO( )  
is a subalgebra o f  S(X),  provided S(X)  is an MV-algebra. 
Proof. For any closure operator C ,T  ~< C(T).T being the largest element, 
T = C(T). Hence T E C(X).  I f  C(X) is an MV-algebra, ~ T E C(X),  i.e., 
±E C(X).  So, by Remark 2, cO()  is a subalgebra of  S(X).  [] 
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Theorem 3. Let ~0- -1 ,0~<I ,0 .0=0,  M= {x: O<<.x<~Iandx*~x=O} 
and xVy-yVx  for all x ,yCM.  Then J /o=(M,+,* ,~,O, I )  is an MV- 
algebra, embedded in the CL-algebra Z = (X, M, U, ± , . ,  4 ,  1,0). 
Proof. We shall prove this theorem with the help of  Theorem 2. 
Condit ions (i), (ii), (iii), (v) and (vi) of  Theorem 2 are assumed. We have to 
show only that M is closed under • and ~.  
Letx ,  yCM.  Then 0~<x~<I, 0~<y~<l andx*~x=0,y ,~y=0.  We first 
show that 0~<x*y~<I  and 0~< ~x~<I .  Since x*~x=0,~(x ,~x)=~0.  
So, x--ox = I. Hence I ,  I = (x---ox) • (x---ox), and (xiii) of  Proposi t ion I yields 
that 1.1<~x-ox- I .  On the other hand, by (xii) of  Proposit ion 1, 
0 = x* ~ x ~< 0. And,  so by (xx) of  Proposi t ion 1, ~ 0 ~< ~ 0 which is actual ly 
1~<I, as ~0= 1 is proved and ~0- I i s  assumed. Hence I . l~<I . land  1 
being the unit relative to *, I ~< I * I. So, I * I I. Now, as 0 ~< x ~< I, 0 ~< y ~< l, 
(iii) of  Definit ion 1 gives us 0 • 0 ~< x * y ~< I * 1. But 0 * 0 - 0 is assumed and 
I * 1 = 1 is proved. Thus 0 ~< x * y ~< I. Now, from 0 ~< x ~< I and (xx) of  Propo-  
sition 1, weget  ~ I~< ~x~< ~0.  Hence0~< ~x~<l .  
We have proved that x--ox = 1. So, I <<. x---ox, which by (iv) of  Definit ion 1 
gives I • x ~< x. Then by (iii) of  Definition 1, I * x * y ~< x * y. This implies that 
l<~(x*y) - -o (x ,y )  =~ ( (x*y)*~ (x ,y ) ) .  So, (x ,y )*  ~ (x*y)~<0.  But for 
O<~x~I  and O~y<~l ,O<~x*y~I  and so 0~< ~(x*y)<~I  and so 0~<(x* 
y)* ~ (x ,y )  <~I. Hence (x ,y ) ,  ~ (x ,y )  - 0. Thus, M is closed under ,.  
Again, ~ x ,  ~ x =~ x • x = 0. Hence, M is closed under ~. 
Thus ,./i/o satisfies all the condit ions of  Theorem 2, which shows that ~///0 is 
an MV-algebra.  [] 
Theorem 4 
(a) (A ,+,* ,~,0 ,  1) is an MV-algebra embedded in a CL-algebra 
Z -= (X, re, u ,±, . , - -% 1,0) i f andon ly  if  
(i) 0 ~< 1 
(ii) AC_{x: O~<x~<l}, 
(iii) A is closed relative to *, ~ and 
(iv) x V y = y V x, for  all x, y E A. 
(b ) / f0~<l ,0*0=0,B={x:  O <~ x <~ I} and x V y = y V x for all x, y E B then 
(B, +,  . ,  ~,  0, 1) is an MV-algebra embedded in 7, ~ (X, M, u, A_,.,--o, 1,0). 
Proof  (a) Let (A, +, *, ~,  0, 1) be an MV-a lgebra embedded in a CL-a lgebra 
)~ = (X, n, u, A_,., ---o, 1,0). Then, obviously condit ions (i)-(iv) hold. To prove 
the converse, Theorem 2 is used. Now, x .  ~ x ~< 0 for all x c X. If x ~ A, by 
condit ion (iii), it follows that x* ~ x E A. So by condit ion (ii), 0 ~<x* ~ x. 
Hence x .  ~ x = 0 for all x E A. Hence A satisfies all the condit ions of  Theorem 
2 and therefore is an MV-algebra.  
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(b) It is first proved that B is closed relative to * and ~.  Let x ,y  C B. Then 
0~<x~< 1 and 0~<y~< 1. So, by (iii) o f  Def in i t ion 1, 0*  0~<x,y~< 1* I. But 0*  0 
being equal  to 0 (assumed) and 1 being the unit  relative to *, 0 ~< x * y ~< 1. Also, 
by (xx) of  P ropos i t ion  1, ~ 1 ~< ~ x~< ~ 0. So, 0 ~< ~ x~< 1. So, by part  (a), B 
is an MV-a lgebra.  [] 
5. Concluding remarks 
As ment ioned  in Section 1, this study is carr ied out only f rom the algebraic 
s tandpo int ,  i.e., it centers a round the re lat ionship between the two algebras 
viz., the CL -a lgebra  and  the MV-a lgebra  which are the respective semantics re- 
lated with the L inear  Logic and Many-va lued  Logic. Of  late, there has been a 
renewed interest in MV-a lgebra  [8-11] because of var ious reasons. The logical 
impl icat ions of  our  present study must  have bear ings in these research activi- 
ties. Invest igat ions in this d irect ion shall be our  future course of  work. 
References 
[1] c.c. Chang, Algebraic analysis of many-valued logics, Transactions of the American 
Mathematical Society 88 (1958) 467490, 
[2] J.-Y. Girard, Linear logic, Theoretical Computer Science 50 (1987) 1 102. 
[3] J.-Y. Girard, Linear logic: its syntax and semantics, in: J.-Y. Girard et al. (Eds.), Advances in 
Linear Logic, London Math. Soc. Lecture Note Ser., vol. 222, Cambridge, 1995. 
[4] A.S. Troelstra, Lectures on Linear Logic, CSLI, Stanford, 1992. 
[5] K.I. Rosenthal, Quantales and Their Applications, Longmans Scientific and Technical, Essex, 
1990. 
[6] D.N. Yetter, Quantales and (non-commutative) linear logic, Journal of Symbolic Logic 55 
(1990) 41 64. 
[7] A. Pultr, Fuzziness and fuzzy equality, in: H.J. Skala, S. Termini, E. Trillas (Eds.), Aspects of 
Vagueness, Reidel, Dordrecht, 1984, p. 119 135. 
[8] D. Mundici, Interpretation f AF C*-algebras in Lukasiewicz sentential calculus, J. Funct. 
Anal. 65 (1986) 15 63. 
[9] L.P. Belluce, Semisimple algebras of infinite-valued logic and Bold fuzzy set theory, Canad. J. 
Math. 38 (1986) 1356 1379. 
[10] L.P. Belluce, A. di Nola, S. Sessa, The prime spectrum of an MV-algebra, Math. Log. Q. 40 
(1994) 331 346. 
[11] A. Di Nola, S. Sessa, On MV-algebras of continuous functions, in: U. H6hle, E.P. Klement 
(Eds.), Non-Classical Logics and Their Applications to Fuzzy Subsets, Kluwer Academic 
Publishers, Dordrecht, 1994, pp. 23-32. 
