Singularly perturbed nonlinear Neumann problems under the conditions of Berestycki and Lions  by Byeon, Jaeyoung & Lee, Youngae
J. Differential Equations 252 (2012) 3848–3872Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Singularly perturbed nonlinear Neumann problems under
the conditions of Berestycki and Lions
Jaeyoung Byeon, Youngae Lee ∗
Department of Mathematics, POSTECH, Pohang, Kyungbuk 790-784, Republic of Korea
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 August 2011
Revised 2 December 2011
Available online 9 January 2012
Let Ω be a bounded domain in RN with the boundary ∂Ω ∈ C3.
We consider the following singularly perturbed nonlinear elliptic
problem on Ω ,
ε2v − v + f (v) = 0, v > 0 on Ω, ∂v
∂ν
= 0 on ∂Ω,
where ν is the exterior normal to ∂Ω and the nonlinearity f is
of subcritical growth. It has been known that under Berestycki and
Lions conditions for f ∈ C1(R) and N  3, there exists a solution
vε of the problem which develops a spike layer near a local
maximum point of the mean curvature H on ∂Ω for small ε > 0.
In this paper, we extend the previous result for f ∈ C0(R) and
N  2.
© 2011 Published by Elsevier Inc.
1. Introduction
In this paper, we are interested in spike layer solutions of the following problem
ε2v − v + f (v) = 0, v > 0 on Ω, ∂v
∂ν
= 0 on ∂Ω, (1.1)
where Ω be a bounded domain in RN with smooth boundary ∂Ω ∈ C3, and ν be the exterior normal
to ∂Ω .
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J. Byeon, Y. Lee / J. Differential Equations 252 (2012) 3848–3872 3849There have been many studies on Eq. (1.1) after pioneering works [21,23,24]. By the mountain pass
lemma, there exists a solution vε of (1.1) if the nonlinear function f ∈ C0(R) satisﬁes the following
conditions:
(F1) limt→0+ f (t)/t = 0;
(F2) if N  3, limsupt→∞ | f (t)|/t p < ∞ for some p ∈ (1, (N + 2)/(N − 2)), and if N = 2, for any
α > 0, there exists Cα > 0 such that | f (t)| Cα exp(αt2) for all t  0;
(F3-1) for some μ > 2 and t∗ > 0, μ
∫ t
0 f (s)ds < f (t)t for t > t
∗ .
In a series of papers [21,23,24], the authors proved very elegant results that for suﬃciently small
ε > 0, there exists a unique maximum point xε ∈ ∂Ω of vε and constants C, c > 0 satisfying
(i) lim infε→0 vε(xε) > 0, vε(x) C exp(−c( |x−xε |ε ));
(ii) for a diffeomorphism Ψ : B(0, R) → RN satisfying ψ(0) = xε , ∇Ψ (0) = I,Ψ (B(0, R) ∩ RN+) ⊂ Ω
and B(0, R/2) ∩ ∂Ω ⊂ Ψ (B(0, R) ∩ ∂RN+), a transformed solution uε ≡ vε ◦ Ψ (εx) converges uni-
formly to a radially symmetric least energy solution U of
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
U − U + f (U ) = 0, U > 0 in RN+,
∂U
∂xN
= 0 on ∂RN+,
lim|x|→∞U (x) = 0;
(1.2)
(iii) for the mean curvature function H on ∂Ω ,
lim
ε→0 H(xε) = maxx∈∂Ω H(x),
when the nonlinearity f ∈ C1+σ (R),0 < σ < 1, satisﬁes additionally
(F3-2) there exists μ > 2 such that μ
∫ t
0 f (s)ds < f (t)t for t  0;
(F4) f (t)/t is strictly increasing on (0,∞);
(F5) there exists a unique radially symmetric solution U ∈ H1(RN ) for U − U + f (U ) = 0, U > 0
in RN such that if v − v + f ′(U )v = 0 and v ∈ H1(RN ), then v = ∑Ni=1 ai ∂U∂xi for some
a1, . . . ,aN ∈R.
There have been many further works (see [11,13,15,20,22,28] and references therein) on construc-
tion of single spike or multiple spikes layer solutions of problem (1.1) using the Lyapunov–Schmidt
reduction method or variational methods.
We note that the properties (i) and (ii) can be obtained only under conditions (F1), (F2), (F3-2).
Thus in the original work [24], Ni and Takagi required conditions (F4) and (F5) to get the asymptotic
behavior (iii). In an interesting paper [12], del Pino and Felmer showed that the asymptotic behavior
(iii) can be obtained without an additional condition (F5). Their approach in [12] depends on the
monotonicity condition (F4). Furthermore, in [10], the result was extended to the problems on com-
pact manifolds without conditions (F4) and (F5) for N  3. On the other hand, in classical papers [4]
and [3], Berestycki and Lions (for N  3), Berestycki, Gallouet, and Kavian (for N = 2) proved that
there exists a radially symmetric least energy solution U of (1.2) satisfying for some C, c > 0 and any
|α| 1,
∣∣DαU (x)∣∣ C exp(−c|x|), x ∈RN ,
under conditions (F1), (F2), and the following condition (F3):
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2 < F (T ), where F (t) = ∫ t0 f (s)ds.
These conditions (F1), (F2), and (F3) are almost optimal for existence of solutions of (1.2). In fact,
from the Pohozaev identity, we see that condition (F3) is necessary for existence of solutions of (1.2)
and that for f (u) = |u|p−1u, p  N+2N−2 , there exist no solutions of (1.2) in H1(RN+). In [17], Jeanjean
and Tanaka showed that the least energy solutions of (1.2) obtained in [4] and [3] are mountain
pass solutions. In [5], motivating from the structural stability of mountain pass solutions, the author
proved the existence of solutions vε of (1.1) whose spike layer is close to any ﬁxed components of
local maximum points of the mean curvature function H on ∂Ω when f ∈ C1(R) satisﬁes (F1), (F2),
and (F3) and N  3. In the approach in [5], we need the smoothness f ∈ C1 and N  3 to get upper
and lower energy estimates. If N  3, for U ∈ H1(RN ), an energy of a path γ (t) = U (·/t) depends
very nicely on t > 0; the nice dependence was used in [5] to get ﬁne energy estimates. If N = 2, the
energy does not depend nicely on t > 0. For N = 2, there is a similar path constructed by Jeanjean
and Tanaka in [17] on which the energy depends rather nicely on t > 0. Nonetheless, for N = 2, the
energy on the path is constant on a neighborhood of a maximum point, which makes it hard to get
ﬁne energy estimates of solutions of problem (1.1). In this paper, we overcome this diﬃculty using
an argument in [9]. In [5], we need also the smoothness f ∈ C1 to deduce a rough lower energy
estimate (see [5, Proposition 3.3]) and to get the radial symmetry, up to a translation, of solutions
of (1.2); due to the symmetry, we have a crucial term in an energy expansion with respect to ε > 0
which depends on the mean curvature of the spike layer point (see [5, Proposition 3.5]). On the other
hand, even when f ∈ C0(R), it was recently proved in [7] that any least energy solution of (1.2)
is radially symmetric, up to a translation. Thus, one obstacle in the study of our problem (1.1) has
been resolved. Then, to get the rough lower energy estimate for f ∈ C0(R), we use a result in [16]
generalizing a monotonicity trick introduced by Struwe in [26] (see Section 3).
To state our result, we deﬁne a diffeomorphism Ψp for each p ∈ ∂Ω . For each p ∈ ∂Ω , let νp be
the outward unit normal vector to ∂Ω at p ∈ ∂Ω . Then, there exists gp ∈ O (N) such that gpνp =
(0, . . . ,0,−1). For suﬃciently small r > 0, B(0, r) ∩ gp(∂Ω − p) can be expressed as a graph of a
function ψp on B(0, r) ∩ ∂RN+ satisfying
ψp(x1, . . . , xN−1) = 1
2
N−1∑
i=1
ai(p)x
2
i + o
(
N−1∑
i=1
x2i
)
for some ai(p) ∈ R as ∑N−1i=1 x2i → 0. Note that H(p) = 1N−1 ∑N−1i=1 ai(p) is the mean curvature of ∂Ω
at p. Now we deﬁne
Ψp(x1, . . . , xN ) =
(
x1, . . . , xN−1, xN + ψp(x1, . . . , xN−1)
)
.
Then, for some r > 0, Ψp maps diffeomorphically a set B(0, r) ∩ RN+ onto a neighborhood of 0 in
gp(∂Ω − p). Now we state our main result as follows.
Theorem 1.1. Let N  2. Let H be the mean curvature function on ∂Ω . We assume that a function f ∈ C0(R)
satisﬁes conditions (F1), (F2), and (F3). Suppose that there exists a compact set M ⊂ ∂Ω and an open set
O ⊃ M in ∂Ω satisfying H(x) > H(y) for x ∈ M and y ∈ O \M. Then, for suﬃciently small ε > 0, there exists
a solution vε of (1.1) with a maximum point xε ∈ Ω such that
(i) for some constant C , c > 0, vε(x) C exp(− cε dist(x, xε));
(ii) limε→0 dist(xε,M) = 0.
Furthermore, for a point zε ∈ ∂Ω with |xε − zε| = dist(xε, ∂Ω), a transformed solution vε(x) ≡
vε((gzε )
−1Ψzε (εx) + zε), x ∈ B(0, r/ε) ∩ RN+ , converges, up to a subsequence, uniformly to a radially sym-
metric least energy solution U of (1.2) which satisﬁes
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N+
|∇U |2|x|dx =
{
maxV∈S
∫
R
N+ |∇V |2|x|dx if H(p) > 0,
minV∈S
∫
R
N+ |∇V |2|x|dx if H(p) < 0,
(1.3)
if H(p) = 0 for p ∈ M, where S is the set of least energy solution V of (2.1) satisfying V (0) =maxRN V (x).
Remark 1.1. The characterization (1.3) for the limit U of uε as ε → 0 is possible only when H(p) = 0.
If H(p) = 0, the limit U is just one of the least energy solutions in S . It is known in [23] that if
f ∈ C1, xε ∈ ∂Ω for small ε > 0. On the other hand, if f ∈ C0 \ C1, we do not know whether or not
xε ∈ ∂Ω for small ε > 0.
The rest of the paper is devoted to the proof of Theorem 1.1. In Section 2, we prepare some pre-
liminary results and make a setting for the proof of Theorem 1.1. In Section 3, we get a rough lower
energy estimate. Then, in Section 4, we prove an existence of solution via a ﬁne upper energy esti-
mate, a gradient estimate, and a rough energy estimate given in Sections 2 and 3. Then, in Section 5,
we get a reﬁned lower energy estimate, which implies the asymptotic behavior (ii) in Theorem 1.1 of
the spike layer point.
2. Preliminary
We consider a related limiting problem
u − u + f (u) = 0, u > 0 in RN , u ∈ H1(RN), (2.1)
where the space H1(RN ) is a completion of C∞0 (RN ) with respect to the norm
‖u‖ ≡
( ∫
RN
|∇u|2 + u2 dx
)1/2
.
We deﬁne an energy functional Γ on H1(RN ) by
Γ (u) = 1
2
∫
RN
|∇u|2 + u2 dx−
∫
RN
F (u)dx.
Any critical point of Γ in H1(RN ) is a solution of (2.1). In [4] and [3], the authors proved that there
exists a radially symmetric least energy solution U ∈ C1(RN ) of (2.1) such that
∣∣DαU (x)∣∣ C exp(−c|x|), x ∈RN , (2.2)
for some C, c > 0 and any |α| 1. Furthermore, they proved that any solution U of (2.1) satisﬁes the
following Pohozaev identity
N − 2
2
∫
RN
|∇U |2 dx+ N
∫
RN
U2
2
− F (U )dx = 0. (2.3)
We deﬁne S is the set of least energy solutions U of (2.1) satisfying U (0) = maxx∈RN U (x). In [6] and
[8], it was proved that S is compact. Moreover, it was showed in [7] and [9] that any function U ∈ S
is radially symmetric. Here we state a two dimensional result given in [8] and [17].
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θτ2 ∈ (1,2) such that for a piecewise linear injective curve ζ(s) = (θ(s), t(s)) : [0,∞) →R2 joining
ζ(s0) ≡ (0, τ0) → ζ(s1) ≡ (θτ1 , τ0) → ζ(s2) ≡ (θτ1 , τ1)
→ ζ(s3) ≡ (1, τ1) → ζ(s4) ≡ (1,1) → ζ(s5) ≡ (1, τ2)
→ ζ(s6) ≡ (θτ2 , τ2) → ζ(s7) ≡ (θτ2 ,∞), (2.4)
linearly with 0≡ s0 < s1 < · · · < s7 ≡ ∞, the function s → Γ (θ(s)U (·/t(s))) is strictly increasing on (s0, s1),
(s1, s2), (s2, s3), constant on (s3, s5), and strictly decreasing on (s5, s6), (s6, s7). Moreover, the function satis-
ﬁes that
Γ
(
θ(s0)U
(·/t(s0)))= 0 and Γ (θ(s7)U(·/t(s7)))= −∞.
Suppose that a nonlinear function fˇ ∈ C0(R) satisﬁes (F1), (F2) and (F3), and that a function
Uˇ ∈ H1(RN ) is a positive solution of
u − u + fˇ (u) = 0 in RN . (2.5)
Deﬁne an energy functional
Γˇ (u) = 1
2
∫
RN
|∇u|2 + u2 dx−
∫
RN
Fˇ (u)dx,
where Fˇ (t) ≡ ∫ t0 fˇ (s)ds. If fˇ (t)  f (t) for any t ∈ R, it is obvious that for a least energy solution U
of (2.1), Γˇ (Uˇ ) Γ (U ). Furthermore, we obtain the following result.
Proposition 2.2. Suppose that f and fˇ satisfy conditions (F1), (F2), and (F3) and fˇ (t) f (t) for any t ∈R. Let
U be a positive least energy solution of (2.1) and let Uˇ ∈ H1(RN ) be a solution of (2.5). If fˇ (Uˇ (x)) < f (Uˇ (x))
for some x ∈RN , then Γˇ (Uˇ ) > Γ (U ).
Proof. For N  3, it was proved in [5, Proposition 2.2]. Thus, we prove the remaining case N = 2. Let
(θ, t) : [0,∞) →R2 be the map given in Proposition 2.1 satisfying
Γˇ
(
θ(s)Uˇ
(·/t(s)))< Γˇ (Uˇ ) for s ∈ [0, s3) ∪ (s5, s7),
Γˇ
(
θ(s)Uˇ
(·/t(s)))= Γˇ (Uˇ ), θ(s) = 1 for s ∈ [s3, s5].
Then, since fˇ (r) f (r) for any r > 0, we see that
Γ
(
θ(s)Uˇ
(·/t(s))) Γˇ (θ(s)Uˇ (·/t(s)))< Γˇ (Uˇ ) for s ∈ [0, s3) ∪ (s5, s7).
For s ∈ [s3, s5], we see that
Γ
(
θ(s)Uˇ
(·/t(s)))= Γˇ (θ(s)Uˇ (·/t(s)))+ (t(s))2 ∫
R2
Fˇ (Uˇ ) − F (Uˇ )dx.
Since fˇ (Uˇ (x)) < f (Uˇ (x)) for some x ∈RN , we see that for any s ∈ [s3, s5],
Γ
(
θ(s)Uˇ
(·/t(s)))< Γˇ (θ(s)Uˇ (·/t(s))).
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Γ
(
θ(s)Uˇ
(·/t(s)))< Γˇ (Uˇ ).
Then, by the result of Jeanjean and Tanaka in [17] that a least energy solution is a mountain pass
solution, we conclude that Γ (U ) < Γˇ (Uˇ ). 
For any set A ⊆RN and ε > 0, we deﬁne Aε ≡ {x ∈RN | εx ∈ A}. By deﬁning u(x) = v(εx), problem
(1.1) is transformed to
u − u + f (u) = 0, u > 0 on Ωε, ∂u
∂ν
= 0 on ∂Ωε. (2.6)
By translating and rotating the domain Ω , we may assume that 0 ∈ M and ν0 = (0, . . . ,0,−1).
We also assume that O has a smooth boundary in ∂Ω . We ﬁnd an open set O˜ ⊂ Ω such that
∂ O˜ ∩ ∂Ω = O , ∂ O˜ ∩ ∂Ω is smooth, and ∂ O˜ ∩ Ω meets perpendicularly with ∂Ω . From condition
(F1), we can ﬁnd a continuous function r such that r(t)  min{ f (t), t/2}, |r(t)|  2| f (t)| for t  0,
r(t) = 0 for t  0, and r(t) = f (t) for small t > 0. We take a small β > 0 so that H(x) > H(y) for
x ∈ M and y ∈ {z ∈ ∂Ω | dist(z, O ) β} \ M . Then, there exists a function l ∈ C2(Ω) such that
l(x)
⎧⎪⎨
⎪⎩
∈ (0,1) if x ∈ Ω and dist(x, ∂ O˜ ∩ Ω) < β,
= 0 if x ∈ O˜ and dist(x, ∂ O˜ ∩ Ω) β,
= 1 if x ∈ Ω/O˜ and dist(x, ∂ O˜ ) β.
(2.7)
Then, we deﬁne a function f˜ by
f˜ (x, t) = f (t) + l(x)(r(t) − f (t)).
Then, denoting F˜ (x, t) = ∫ t0 f˜ (x, s)ds, we see F˜ ∈ C1(Ω ×R). Then, we consider the following modiﬁed
equation
u − u + f˜ (εx,u) = 0, u > 0 on Ωε, ∂u
∂ν
= 0 on ∂Ωε. (2.8)
For u ∈ C∞(Ωε), we deﬁne
‖u‖H1(Ωε) ≡
(∫
Ωε
|∇u|2 + u2 dx
)1/2
.
Let H1(Ωε) be the completion of C∞(Ωε) with respect to the norm ‖ · ‖H1(Ωε) . For u ∈ H1(Ωε), we
deﬁne
Γε(u) = 1
2
∫
Ωε
|∇u|2 + u2 dx−
∫
Ωε
F (u)dx,
Γ˜ε(u) = 1
2
∫
Ω
|∇u|2 + u2 dx−
∫
Ω
F˜ (εx,u)dx.ε ε
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Sε ≡
{
Ux ∈ C1(Ωε)
∣∣ Ux(y) = U (y − x), y ∈ Ωε, U ∈ S, x ∈ ∂Ωε}.
Then, we see from the compactness of S (see [6] and [8]) that Sε is a compact subset of H1(Ωε). For
d > 0 and A ⊆ H1(Ωε), we deﬁne
Ad =
{
v ∈ H1(Ωε)
∣∣∣min
u∈A ‖u − v‖H1(Ωε)  d
}
,
Γ˜ cε ≡
{
u ∈ H1(Ωε)
∣∣ Γ˜ε(u) c}.
We will ﬁnd a solution of (2.8) in Sdε ∩ Γ˜ Dεε for some d > 0 and Dε and show that the solution
satisﬁes Eq. (2.6) for small ε > 0. To ﬁnd appropriate Dε we prepare the following proposition.
Proposition 2.3. For any U ∈ S, there exists a continuous path ζε : [0,1] → H1(RN ) satisfying ζε(0) = 0,
U ∈ ζε([0,1]), and Γ˜ε(ζε(1)) < −1 such that
max
t∈[0,1] Γ˜ε
(
ζε(t)
)= 1
2
Γ (U ) − εH(0)
N + 1
|SN−2|
|SN−1|
∫
RN
|∇U |2|x|dx+ o(ε),
where H(0) is the mean curvature of ∂Ω at 0 and |Sl| is the volume of the l− dimensional unit sphere inRl+1 .
Moreover, for each d > 0,
limsup
ε→0
sup
{
Γ˜ε
(
ζε(t)
) ∣∣ ∥∥ζε(t) − U∥∥H1(Ωε)  d/2}< 12Γ (U ), U ∈ S.
Proof. Note that we assume that 0 ∈ M and ν0 = (0, . . . ,0,−1). Then for some neighborhood A of 0,
A∩ ∂Ω can be expressed as a graph of a function ψ : A∩ ∂RN+ →R. Through a rotation ﬁxing xN axis,
we can write
ψ(x1, . . . , xN−1) = 1
2
N−1∑
i=1
ai(0)x
2
i + o
(
N−1∑
i=1
x2i
)
for some ai(0) ∈ R as ∑N−1i=1 x2i → 0. Note that H(0) = 1N−1 ∑N−1i=1 ai(0) is the mean curvature of ∂Ω
at 0. Then we deﬁne
Ψε(y1, . . . , yN ) =
(
y1, . . . , yN−1, yN + 1
ε
ψ(εy1, . . . , εyN−1)
)
.
Then, for some γ > 0, independent of small ε > 0, a map
Ψε : B(0, γ /ε) ∩RN+ → Ψε
(
B(0, γ /ε) ∩RN+
)⊇ B(0, γ /2ε) ∩ Ωε
is a diffeomorphism.
For N  3, it was proved in Proposition 3.1 in [5] with ζε(t) = U (·/t). From now on, we prove the
remained case N = 2. Here we use an idea combining the approach in [5,8,9]. We denote
q(s) ≡ −s + f (s), Q (s) ≡ − s
2
+ F (s).
2
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g(θ, t) ≡ 1
2
Γ
(
θU (·/t))= 1
2
(
θ2
2
‖∇U‖2L2(R2) − t2
∫
R2
Q (θU )dx
)
.
Then, from (2.2), we get that
Γε
(
θU (·/t))= ∫
Ωε
θ2
2
∣∣∇U (x/t)∣∣2 − Q (θU (x/t))dx
=
∫
R
2+
θ2
2
∣∣∇U (x/t)∣∣2 − Q (θU (x/t))dx
−
∫
R
2+\Ωε
θ2
2
∣∣∇U (x/t)∣∣2 − Q (θU (x/t))dx
= g(θ, t) −
∫
R
2+\Ωε
θ2
2
∣∣∇U (x/t)∣∣2 − Q (θU (x/t))dx
= g(θ, t) −
∫
R
2+\Ωtε
θ2
2
∣∣∇U (x)∣∣2 − t2Q (θU (x))dx
= g(θ, t) − H(0)tε
2
∫
∂R2+
{
θ2
2
∣∣∇U (x)∣∣2 − t2Q (θU (x))}x21 dx+ o(ε) (2.9)
as ε → 0. For any radially symmetric function G in R2, we see that
∫
∂R2+
G(x)x21 dx =
∣∣S0∣∣
∞∫
0
G(r)r2 dr = |S
0|
|S1|
∫
R2
G(x)|x|dx. (2.10)
Note that U is a radially symmetric function in R2 from [7]. Then, it follows that
Γε
(
θU (·/t))= g(θ, t) − H(0)tε
2
|S0|
|S1|
∫
R2
{
θ2
2
∣∣∇U (x)∣∣2 − t2Q (θU (x))}|x|dx+ o(ε) (2.11)
as ε → 0. Now we deﬁne a function gε(θ, t) : (0,∞) × (0,∞) →R by
gε(θ, t) ≡ g(θ, t) − H(0)tε
2
|S0|
|S1|
∫
R2
{
θ2
2
∣∣∇U (x)∣∣2 − t2Q (θU (x))}|x|dx. (2.12)
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(gε)θ (θ, t) = gθ (θ, t) − H(0)tε
2
|S0|
|S1|
∫
R2
{
θ |∇U |2 − t2q(θU (x))U (x)}|x|dx. (2.13)
We also get that
(gε)t(θ, t) = gt(θ, t) − H(0)ε
2
|S0|
|S1|
∫
R2
{
θ2
2
∣∣∇U (x)∣∣2 − t2Q (θU (x))}|x|dx
+ H(0)ε|S
0|t2
|S1|
∫
R2
Q
(
θU (x)
)|x|dx, (2.14)
and
(gε)tθ (θ, t) = −t
∫
R2
q
(
θU (x)
)
U (x)dx
− H(0)ε
2
|S0|
|S1|
∫
R2
{
θ
∣∣∇U (x)∣∣2 − t2q(θU (x))U (x)}|x|dx
+ H(0)ε|S
0|t2
|S1|
∫
R2
q
(
θU (x)
)
U (x)|x|dx. (2.15)
For small τ0 > 0, it follows that for θ ∈ (0,2] and suﬃciently small ε > 0,
(gε)θ (θ, τ0) gθ (θ, τ0) − |θH(0)τ0ε|
2
|S0|
|S1|
∫
R2
{
|∇U |2 − τ 20
q(θU )
θU
U2
}
|x|dx
>
θ
8
‖∇U‖2L2(R2) > 0. (2.16)
Note that
∫
R2
Q (U )dx = 0, ∫
R2
q(U )U dx = ∫
R2
|∇U |2 dx > 0. Thus there exist θ1 ∈ (3/4,1) and θ2 ∈
(1,5/4) such that
∫
R2
q(θU )Udx 12
∫
R2
|∇U |2 dx> 0 for θ ∈ (θ1, θ2), and that
∫
R2
Q (θU )dx < 0 for θ ∈ [θ1,1) and
∫
R2
Q (θU )dx> 0 for θ ∈ (1, θ2].
Now we take any τ2 ∈ (1,2). For small ε > 0, we see that for τ0  t  τ2,
(gε)t(θ1, t) = −t
∫
R2
Q
(
θ1U (x)
)
dx+ o(1)
−τ0
2
∫
2
Q
(
θ1U (x)
)
dx> 0, (2.17)R
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∫
R2
Q
(
θ2U (x)
)
dx+ o(1)
−τ0
2
∫
R2
Q
(
θ2U (x)
)
dx< 0, (2.18)
and that for θ ∈ (θ1, θ2) and τ0  t  τ2,
(gε)tθ (θ, t) = −t
∫
R2
q
(
θU (x)
)
U (x)dx+ o(1)
−τ0
4
‖∇U‖2L2(R2) < 0 as ε → 0. (2.19)
Applying the mean value theorem and the implicit function theorem to (2.17)–(2.19), we see that
there exists a continuous function θε : [τ0, τ2] → (θ1, θ2) such that
(gε)t(θ, t)
⎧⎪⎨
⎪⎩
> 0 for θ ∈ [θ1, θε(t)),
= 0 for θ = θε(t),
< 0 for θ ∈ (θε(t), θ2],
(2.20)
when τ0  t  τ2 and ε > 0 is suﬃciently small. Moreover, there exists a constant C > 0 such that for
τ0  t  τ2,
∣∣(gε)t(1, t)∣∣=
∣∣∣∣H(0)ε2 |S
0|
|S1|
∫
R2
{
1
2
∣∣∇U (x)∣∣2 + t2(1
2
U2(x) − F (U (x)))}|x|dx
+ H(0)ε|S
0|t2
|S1|
∫
R2
(
1
2
U2(x) − F (U (x)))|x|dx∣∣∣∣
 C
(
1+ t2)ε. (2.21)
From (2.19), there exists a constant D > 0 such that |θε(t)−1| Dε/2 for τ0  t  τ2 and small ε > 0.
Now we deﬁne that {
minτ0tτ2 θε(t) ≡ θε,
maxτ0tτ2 θε(t) ≡ θε.
(2.22)
Then we get that for small ε > 0, |θε − 1| < Dε and |θε − 1| < Dε; this implies that θε − Dε < 1 <
θε + Dε and θε  θε(t) θε for t ∈ [τ0, τ2]. Then, for τ0  t  τ2, we see that for small ε > 0,
{
(gε)t(θε − Dε, t) > 0,
(gε)t(θε + Dε, t) < 0.
(2.23)
Since we have
gθ (1, τ2) =
∫
R
2
|∇U |2 dx− (τ2)2
∫
R
2
q(U )U dx = (1− (τ2)2)
∫
R
2
|∇U |2 dx,
+ + +
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(gε)θ (θ, τ2) = gθ (θ, τ2) + o(1)
<
1
8
(
1− τ 22
)‖∇U‖2L2(R2) < 0. (2.24)
From Proposition 2.1, we can take τ3  1 so that Γ (θτ2U (·/τ3)) < −1. Then we see that for t ∈[τ2, τ3],
(gε)t(θτ2 , t) = gt(θτ2 , t) + o(1)
−τ2
2
∫
R2
Q
(
θτ2U (x)
)
dx< 0, (2.25)
if ε > 0 is suﬃciently small.
For small ε > 0, let (θ(s), t(s)) : [0,∞) →R2 be a piecewise linear injective curve joining
(0, τ0) → (θε − Dε, τ0) → (θε − Dε,1) → (θε + Dε,1)
→ (θε + Dε, τ2) → (θτ2 , τ2) → (θτ2 , τ3), (2.26)
where each line segment in the image of (θ, t) is parallel to axes. We take 0 ≡ s0 < s1 < · · · < s6 so
that for each i = 0, . . . ,6, the point (θ(si), t(si)) is an end point of a linear segment of the piecewise
linear curve (θ(s), t(s)). Then we see that the function s → gε(θ(s), t(s)) is strictly increasing on
(s0, s1), (s1, s2) by (2.16), (2.23) respectively. We also see the function s → gε(θ(s), t(s)) is strictly
decreasing on (s3, s4), (s4, s5), (s5, s6) by (2.23), (2.24), (2.25) respectively. Now, we deﬁne
ζε(t)(x) ≡ θ(s6t)U
(
x/t(s6t)
)
for x ∈ Ωε and t ∈ [0,1].
From the monotone property of gε(θ(s), t(s)) on s ∈ (si, si+1), i = 0,1,3,4,5, we get that
max
s∈[0,s6]
gε
(
θ(s), t(s)
)= gε(θε,1) for some θε ∈ [θε − Dε, θε + Dε].
Now we see that
gε(θε,1) = 1
2
∫
R2
θ2ε
2
∣∣∇U (x)∣∣2 + θ2ε
2
U2(x) − F (θεU (x))dx
− H(0)ε
2
|S0|
|S1|
∫
R2
{
θ2ε
2
∣∣∇U (x)∣∣2 + θ2ε
2
U2(x) − F (θεU (x))
}
|x|dx. (2.27)
By the mean value property, there exists θˆε ∈ (1, θε) satisfying
Γ (θεU ) = Γ (U ) + (θε − 1)dΓ (θU )
dθ
∣∣∣∣
θ=θˆε
. (2.28)
Since |θε − 1|  2Dε, it follows that limε→0 dΓ (θU )dθ |θ=θˆε = 0. Moreover, we have the following Po-
hozaev identity (see Proposition 3.2 in [10])
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R2
(
1
2
U2 − F (U )
)
|x|dx = 1
6
∫
R2
|∇U |2|x|dx.
Thus, it follows that
max
t∈[0,1]Γε
(
ζε(t)
)= max
s∈[0,s6]
gε
(
θ(s), t(s)
)+ o(ε)
= 1
2
Γ (θεU )
− H(0)ε
2
|S0|
|S1|
∫
R2
{
θ2ε
2
∣∣∇U (x)∣∣2 + θ2ε
2
U2(x) − F (θεU (x))
}
|x|dx+ o(ε)
= 1
2
Γ (U ) + 1
2
(θε − 1)dΓ (θU )
dθ
∣∣∣∣
θ=θˆε
− H(0)ε
2
|S0|
|S1|
∫
R2
{
θ2ε
2
∣∣∇U (x)∣∣2 + θ2ε
2
U2(x) − F (θεU (x))
}
|x|dx+ o(ε)
= 1
2
Γ (U ) − H(0)ε
2
|S0|
|S1|
∫
R2
{
1
2
∣∣∇U (x)∣∣2 + 1
2
U2(x) − F (U (x))}|x|dx+ o(ε)
= 1
2
Γ (U ) − H(0)ε
3
|S0|
|S1|
∫
R2
∣∣∇U (x)∣∣2|x|dx+ o(ε) as ε → 0.
From the exponential decay property of U , we see that |Γ˜ε(ζε(t)) − Γε(ζε(t))| = o(ε) uniformly for
t ∈ [0,1] as ε → 0. Thus the claim follows. 
If H(p) = 0 for p ∈ M , we take U ∈ S arbitrarily. On the other hand, if H(p) = 0 for p ∈ M , we
take U ∈ S such that
∫
RN
|∇U |2|x|dx =
{
maxV∈S
∫
RN
|∇V |2|x|dx if H(p) > 0,
minV∈S
∫
RN
|∇V |2|x|dx if H(p) < 0. (2.29)
With this choice of U in S , we deﬁne Dε ≡ maxt∈[0,sˆ] Γ˜ε(ζε(t)), where ζε and sˆ were given in
Proposition 2.3. We will ﬁnd a critical point uε ∈ (Sε)d ∩ Γ˜ Dεε of Γ˜ε for small d, ε > 0. We prepare
the following gradient estimate.
Proposition 2.4. For small d > 0, there exist α > 0 and ε0 > 0 such that for all u ∈ ((Sε)d\(Sε)d/2) ∩ Γ˜ Dεε
and ε ∈ (0, ε0),
∥∥Γ˜ ′ε(u)∥∥H−1(Ωε)  α.
Proof. The proof of Proposition 3.2 in [5] for N  3 holds for a nonlinearity f ∈ C0 satisfying (F1),
(F2) and (F3). For the remaining case N = 2, we can prove following the scheme of the proof of
Proposition 3.2 in [5] using the following inequalities:
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‖∇u‖2L2(R2)
∫
R2
Λρ
(
u
‖∇u‖L2(R2)
)
dx Cρ‖u‖2L2(R2)
for all u ∈ H1(R2)/{0} (refer to [1]);
(ii) for any μ, M > 0, there exists Cμ,M > 0 such that
∣∣ F˜ (εx, t)∣∣ 2∣∣F (t)∣∣μΛρ
(
t
M
)
+ Cμ,Mt4 uniformly for x ∈ Ωε and t  0. 
3. A rough lower energy estimate
With ζε and sˆ given in Proposition 2.3, we deﬁne a class of continuous curves in H1(Ωε) connect-
ing 0 and ζε(sˆ)
Υε ≡
{
γ ∈ C([0,1], H1(Ωε)) ∣∣ γ (0) = 0, γ (1) = ζε(sˆ)},
and a mountain pass level
Cε,1 = inf
γ∈Υε
max
t∈[0,1] Γ˜ε
(
γ (t)
)
.
In this section we will prove the following estimate.
Proposition 3.1. It holds that
lim inf
ε→0 Cε,1 
1
2
Γ (U ) for U ∈ S.
The rough energy estimate was proved in [5] when f ∈ C1. To get the estimate for f ∈ C0, we use
a monotonicity trick (see [16] and [26]) and ideas in [2] and [19]. For 0 < a < 1 and suﬃciently close
to 1, we consider the following problem,
⎧⎨
⎩
a(u − u) + f˜ (εx,u) = 0, u > 0 on Ωε,
∂u
∂ν
= 0 on ∂Ωε.
(3.1)
For u ∈ H1(Ωε), we deﬁne
Γ˜ε,a(u) = a
2
∫
Ωε
|∇u|2 + u2 dx−
∫
Ωε
F˜ (εx,u)dx,
and
Cε,a = inf
γ∈Υε
max
t∈[0,1] Γ˜ε,a
(
γ (t)
)
.
Observe that if 0 < a1 < a2, Γ˜ε,a1(u) Γ˜ε,a2(u) for all u ∈ H1(Ωε). This implies that Cε,a is a nonde-
creasing function of a > 0. Then, C ′ε,a = dCε,ada exists almost everywhere for a close to 1. Let aε ∈ (0,1)
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the following result.
Proposition 3.2. For any δ > 0, there exists a sequence of paths {γε,n}n ⊆ Υε such that
max
t∈[0,1] Γ˜ε,aε
(
γε,n(t)
)
 Cε,aε +
(
C ′ε,aε + 2δ
)
(aε,n − aε),
and that
∥∥∇γε,n(t)∥∥2L2(Ωε) + ∥∥γε,n(t)∥∥2L2(Ωε)  2C ′ε,aε + 5δ
whenever Γ˜ε,aε (γε,n(t)) Cε,aε − δ(aε,n − aε).
Proof. For δ > 0, we ﬁnd a sequence {γε,n}n ⊆ Υε such that
max
t∈[0,1] Γ˜ε,aε,n
(
γε,n(t)
)
 Cε,aε,n + δ(aε,n − aε). (3.2)
We note that
∥∥∇γε,n(t)∥∥2L2(Ωε) + ∥∥γε,n(t)∥∥2L2(Ωε) = 2(Γ˜ε,aε,n (γε,n(t)) − Γ˜ε,aε (γε,n(t)))aε,n − aε .
Thus, if Γ˜ε,aε (γε,n(t)) Cε,aε − δ(aε,n − aε), we see from (3.2) that for large n,
∥∥∇γε,n(t)∥∥2L2(Ωε) + ∥∥γε,n(t)∥∥2L2(Ωε)  2(Cε,aε,n − Cε,aε )aε,n − aε + 4δ  2C ′ε,aε + 5δ.
This proves the second claim. For n large enough, we have
Cε,aε,n  Cε,aε +
(
C ′ε,aε + δ
)
(aε,n − aε). (3.3)
Thus since Γ˜ε,aε,n (v) Γ˜ε,aε (v) for all v ∈ H1(Ωε), we get from (3.2), (3.3), and for any t ∈ [0,1],
Γ˜ε,aε
(
γε,n(t)
)
 Γ˜ε,aε,n
(
γε,n(t)
)
 Cε,aε +
(
C ′ε,aε + 2δ
)
(aε,n − aε). (3.4)
This prove the ﬁrst claim. 
From now on, we ﬁx small δ > 0. Now we will prove that for aε where C ′ε,aε exists, the functional
Γ˜ε,aε (u) has a critical point at the mountain pass level Cε,aε which is contained in the set
C =
{
u ∈ H1(Ωε)
∣∣∣ ∫
Ωε
|∇u|2 + u2 dx 2C ′ε,aε + 5δ
}
.
For σ > 0, we deﬁne a set Rε,σ = C ∩ Γ˜ −1ε,aε ([Cε,aε − σ ,Cε,aε + σ ]). Then, we get the following result.
Proposition 3.3. For small ε > 0, it holds that infu∈Rε,σ ‖Γ˜ ′ε,a (u)‖H−1(Ωε) = 0 for all σ > 0.ε
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with the proof of Proposition 5.2 in [2]. 
Proposition 3.4. There exists a solution uaε ∈ H1(Ωε) of (3.1)with a = aε satisfying Γ˜ε,aε (uaε ) = Cε,aε such
that
‖uaε‖2H1(Ωε)  2C ′ε,aε + 5δ.
Proof. From Proposition 3.3, Γ˜ε,aε (u) has a Palais–Smale sequence {uε,n}n ⊆ H1(Ωε) at the level Cε,aε
which satisﬁes ‖uε,n‖2H1(Ωε)  2C ′ε,aε + 5δ. Since {uε,n}n is bounded in H1(Ωε), taking a subsequence
if it is necessary, we may assume that uε,n ⇀ uaε in H
1(Ωε) as n → ∞. We see that
aε(uaε − uaε ) + f˜ (εx,uaε ) = 0 on Ωε,
∂uaε
∂ν
= 0 on ∂Ωε.
Since
lim
n→∞
∫
Ωε
f˜ (εx,uε,n)uε,n dx =
∫
Ωε
f˜ (εx,uaε )uaε dx,
it follows that
lim
n→∞aε
∫
Ωε
|∇uε,n|2 + (uε,n)2 dx= aε
∫
Ωε
|∇uaε |2 + (uaε )2 dx.
This implies that uε,n converges strongly to uaε in H
1(Ωε) as n → ∞. Then, the claim follows. 
Proposition 3.5. Let a ∈ (0,1). There exists aε ∈ [a,1] such that the level Cε,t is differentiable at t = aε and
dCε,t
dt |t=aε  Γ (U )1−a for small ε > 0. Moreover, it holds that
‖uaε‖2H1(Ωε) 
2Γ (U )
1− a + 5δ for small ε > 0. (3.5)
Proof. From Proposition 2.3 and the deﬁnition of Cε,1, it holds that for small ε > 0,
1
2
Γ (U ) + o(1) Dε  Cε,1  Cε,1− − Cε,a+ . (3.6)
We deﬁne dCε,tdt = 0 if Cε,t is not differentiable at t . Then, we get from [29, Theorem 7.21] that
1
2
Γ (U ) + o(1) Dε  Cε,1  Cε,1− − Cε,a+ 
1∫
a
dCε,t
dt
dt. (3.7)
Thus for small ε > 0,
(1− a)ess inf
t∈[a,1]
dCε,t
dt
 1
2
Γ (U ) + o(1) Γ (U ).
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sition 3.4, we get the second claim. 
For a ∈ (0,1], we consider problems
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
a(U − U ) + f (U ) = 0, u > 0 in RN+,
∂U
∂xN
= 0 on ∂RN+,
lim|x|→∞U (x) = 0;
(3.8)
⎧⎨
⎩
a(U − U ) + f (U ) = 0, u > 0 in RN ,
lim|x|→∞U (x) = 0;
(3.9)
If (F1)–(F3) are satisﬁed, for any a ∈ (0,1], there exist a least energy solution Ua+ of (3.8) and
a least energy solution Ua of (3.9). Deﬁning Ua+ on RN by Ua+(x1, . . . , xN−1, xN ) = Ua+(x1, . . . , xN−1,−xN ), xN > 0, we see that the extended Ua+ is a least energy solution of (3.9). By the symmetry result
in [7], we see that Ua+(· − (y1, . . . , yN−1,0)) is radially symmetric for some (y1, . . . , yN−1,0) ∈ ∂RN+ .
We deﬁne
Γ a+(u) =
a
2
∫
R
N+
|∇u|2 + u2 dx−
∫
R
N+
F (u)dx, u ∈ H1(RN+),
Γ a(u) = a
2
∫
RN
|∇u|2 + u2 dx−
∫
RN
F (u)dx, u ∈ H1(RN).
Then, by the characterization of Jeanjean and Tanaka [17], we see that a function Γ a+(Ua+) = 12Γ a(Ua)
is continuous for a ∈ (0,1]. Now we take a ∈ (0,1) so that Γ a+(Ua+) 34Γ 1+(U1+).
Proposition 3.6. For suﬃciently small ε > 0, let aε ∈ [a,1] be a point obtained in Proposition 3.5 and uaε
a critical point of Γ˜ε,aε . Then there exist a0 ∈ [a,1], a subsequence {ε j} j with lim j→∞ ε j = 0, {y j} j ⊆ ∂Ωε j
with lim j→∞ ε j y j = y ∈ ∂Ω such that
(i) for some C, c > 0, independent of small ε > 0, uaε j (x) C exp(−c|x− y j |), x ∈ Ωε j ;
(ii) lim j→∞ aε j = a0 ∈ [a,1];
(iii) for some γ > 0, a transformed solution
u j(x) ≡ uaε j
(
(gε j y j )
−1Ψε j y j (ε j x) + y j
)
, x ∈ B(0, γ /ε j) ∩RN+,
converges in C1loc to a solution w of
a0(w − w) + f˜ (y,w) = 0 in RN+,
∂w
∂xN
= 0 on ∂RN+.
(Here Ψε j y j and gε j y j are deﬁned in the introduction.)
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sequence {ε j} j with lim j→∞ ε j = 0, lim j→∞ ε j yε j ≡ y ∈ Ω and lim j→∞ aε j = a0 ∈ [a,1]. From Propo-
sition 3.5, {‖uaε j ‖H1(Ωε j )} j is bounded. Then, from the Moser iteration argument and elliptic estimates
in [14], we see that {‖uaε j ‖L∞(Ωε j )} j is bounded. Then, we get the boundedness of {‖uaε j ‖C1,α(Ωε j )} j
for some α ∈ (0,1). Since limt→0 f (t)/t = 0, it follows that {‖uaε j ‖L∞(Ωε j )} j is bounded away from 0.
Suppose that there exist {y1j , . . . , ykj}∞j=1 ⊂ Ωε j satisfying
lim
j→∞
∣∣ylj − ymj ∣∣= ∞, limj→∞uaε j
(
ylj
)
> 0 for 1 l =m k. (3.10)
We may take y1j = yε j and assume that lim j→∞ yljε j = xl ∈ Ω . Taking a subsequence if it is necessary,
we may assume that for each l ∈ {1, . . . ,k}, there exists a solution wl of
a0(w − w) + f˜
(
xl,w
)= 0, w > 0 in RN
such that for each R > 0, lim j→∞ ‖uaε j (· + ylj) − wl‖C1(B(0,R)∩Ωε j ) = 0. If lim j→∞ dist(y j, ∂Ωε j ) < ∞,
there exist a half space Hl = {x ∈ RN |x · μ > e} for some μ ∈ SN−1, e ∈ R such that ∂wl
∂ν = 0 on ∂Hl .
Since f˜ (xl, t) f (t), we see from the Pohozaev identity (2.3) that for U ∈ S ,
1
N
∫
RN
∣∣∇wl∣∣2 dx = a0
2
∫
RN
∣∣∇wl∣∣2 + (wl)2 dx− ∫
RN
F˜
(
xl,wl
)
dx
 Γ a0
(
Ua0
)
 3
4
Γ (U ). (3.11)
Since {‖uaε j ‖H1(Ωε j )} j is bounded, there is an upper bound for k. This implies that taking the maxi-
mum of k satisfying (3.10), we get
lim
dist(x,{y1j ,...,ykj})→∞
uaε j (x) = 0.
Then, by the comparison principle, there exist some C, c > 0 such that
uaε j (x) C exp
(−c dist(x,{y1j , . . . , ykj})).
Then, we get from Proposition 2.3 that for U ∈ S ,
3k
4
Γ 1+
(
U1+
)
 kΓ a0+
(
Ua0+
)
 limsup
ε→0
Γ˜ε,aε (uε) limsup
ε→0
Dε 
1
2
Γ (U ) = Γ 1+
(
U1+
)
. (3.12)
This implies that k = 1 and x1 ∈ ∂Ω . Denoting y = x1 and y j = y1j , we get the conclusion. 
Completion of the proof of Proposition 3.1. From Proposition 3.6, we conclude that for any a ∈ (0,1),
there exists a0 ∈ [a,1] satisfying
lim infCε,1  lim infCε,aε  Γ
a0+
(
Ua0+
)
.ε→0 ε→0
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we conclude that lim infε→0 Cε,1  Γ 1+(U1+) = 12Γ (U ) for U ∈ S . This completes the proof of Proposi-
tion 3.1. 
4. Existence of a solution in (Sε)d ∩ Γ˜ Dεε
At this point, we prove the existence of a solution of (2.8) in (Sε)d ∩ Γ˜ Dεε .
Proposition 4.1. There exist small positive constants ε0 and d such that for ε ∈ (0, ε0), there exists a solution
uε of (2.8) satisfying uε ∈ (Sε)d ∩ Γ˜ Dεε .
Proof. Suppose that there exists no critical points of Γ˜ε in (Sε)d ∩ Γ˜ Dεε . Then, by Propositions 2.3
and 2.4, we deduce via a pseudo gradient ﬂow (see [25] or [27]) that there exist a continuous path
pε : [0,1] → H1(Ωε) and c > 0 satisfying
(p1) pε(0) = 0 and pε(1) = ζε(sˆ);
(p2) for small ε > 0, maxt∈[0,1] Γ˜ε(pε(t)) 12Γ (U ) − c for any U ∈ S ,
where ζε and sˆ were given in Proposition 2.3. Then, we have that
Cε,1  max
t∈[0,1] Γ˜ε
(
pε(t)
)
 1
2
Γ (U ) − c. (4.1)
On the other hand, it follows from Proposition 3.1 that
lim inf
ε→0 Cε,1 
1
2
Γ (U ) for any U ∈ S. (4.2)
The estimation (4.2) contradicts (4.1). Thus, we see that there exists a critical point uε ∈ (Sε)d ∩ Γ˜ Dεε
of Γ˜ε . 
5. A reﬁned lower energy estimate
Let xε ∈ Ω satisfy that xε/ε is a maximum point of uε . Moreover, from elliptic estimates
through the Moser iteration scheme [14], we deduce that {‖uε‖L∞(Ωε)}ε is bounded. Since 12Γ (U )
limε→0 Γ˜ε(uε), we deduce from comparison principles that uε(x)  C exp(−c|x − xεε |) for some
constants C, c > 0, which are independent of small ε > 0. Now we ﬁnd a point zε ∈ ∂Ω such
that |xε − zε| = dist(xε, ∂Ω). It is obvious that limsupε→0 |(xε − zε)/ε| < ∞, which means that
limsupε→0 |xε − zε| = 0. Now we see the following lower estimate of Γ˜ε(uε), which is a crucial part
to get an asymptotic behavior of uε as ε → 0.
Proposition 5.1. There exists U ∈ S such that
Γ˜ε(uε)
1
2
Γ (U ) − εH(zε)
N + 1
|SN−2|
|SN−1|
∫
RN
|∇U |2|x|dx+ o(ε),
where H(zε) is the mean curvature of ∂Ω at zε and ε > 0 is suﬃciently small.
Proof. For N  3, the proof of Proposition 3.5 in [5] holds for f ∈ C0(R). This implies the lower
estimate for N  3. Thus, from now on, we prove the remaining case N = 2. Through a translation
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and that the boundary ∂Ω around 0 is represented by
ψε(x1) = 1
2
H(zε)x
2
1 + o
(
x21
)
.
Then we deﬁne
Ψε(y1, y2) =
(
y1, y2 + 1
ε
ψε(εy1)
)
.
Then, for some γ > 0, independent of small ε > 0, a map
Ψε : B(0, γ /ε) ∩R2+ → Ψε
(
B(0, γ /ε) ∩R2+
)⊇ B(0, γ /2ε) ∩ Ωε
is a diffeomorphism. We ﬁnd a function ϕε ∈ C∞0 (R2) such that ϕε(x) = 1 for |x| 1/
√
ε, ϕε(x) = 0
for |x|  2/√ε and |∇ϕε|  2√ε. Then, from the exponential decay of uε and the fact 12Γ (U ) 
limε→0 Γ˜ε(uε), we get the strong convergence of (ϕεuε) ◦ Ψε to some U in H1(R2+) as ε → 0. More-
over, by W 2,qloc (R
2+) elliptic estimate for uε (see [14]) and an embedding W
2,q
loc (R
2+) ↪→ C1,αloc (R2+) for
large q > 0 and some α ∈ (0,1), (ϕεuε) ◦ Ψε converges uniformly, up to a subsequence, in the C1,αloc -
sense to U as ε → 0. The function U satisﬁes the following equation,
⎧⎪⎨
⎪⎩
U − U + f˜ (0,U ) = 0, U > 0 in R2+,
∂U (x)
∂x2
= 0 for x ∈ ∂R2+.
(5.1)
Now we deduce that dist(0, O )  β . In fact, if dist(0, O ) > β , it follows that f˜ (0, t) = r(t). Since
r(t)min{ f (t), t/2}, we get
∫
R
2+
|∇U |2 + U2 dx =
∫
R
2+
f˜ (0,U )U =
∫
R
2+
r(U )U  1
2
∫
R
2+
U2 dx; (5.2)
which is a contradiction. Also, it follows that for some C, c > 0,
∣∣Γ˜ε(uε) − Γ˜ε(ϕεuε)∣∣+ ∥∥Γ˜ ′ε(ϕεuε)∥∥H−1(Ωε)  C exp(−c/√ε ). (5.3)
Now we deﬁne
Vε(θ, t) ≡
⎧⎨
⎩ θ(ϕεuε) ◦ (Ψε(
Ψ −1ε (x)
t )) for
Ψ −1ε (x)
t ∈ Ψ −1ε (supp(ϕε)),
0 for Ψ
−1
ε (x)
t /∈ Ψ −1ε (supp(ϕε)).
(5.4)
Then, for any t0 > 2, it follows that if ε > 0 is suﬃciently small, Vε(θ, t) ∈ H1(Ωε) for any t ∈ (0, t0].
We deﬁne
wε(y) ≡
{
(ϕεuε) ◦ Ψε(y) for |y| γ /ε, y ∈R2+,
0 for |y| γ /ε, y ∈R2 , (5.5)+
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Wε(y1, y2) ≡ wε
(
y1, |y2|
)
for y = (y1, y2) ∈R2. (5.6)
Then, we see that Wε ∈ H1(R2) for small ε > 0. Since f˜ (x, t) f (t), it follows that
Γ˜ε
(
Vε(θ, t)
)

∫
Ωε
θ2
2
∣∣∇ϕεuε(Ψε(Ψ −1ε (x)/t))∣∣2 + θ22
(
ϕεuε
(
Ψε
(
Ψ −1ε (x)/t
)))2
− F (θϕεuε(Ψε(Ψ −1ε (x)/t)))dx
=
∫
R
2+
θ2
2
{
|∇wε|2 − 2tεH(zε)
(
∂wε
∂ y2
)(
∂wε
∂ y1
)
y1
}
dy
+ t2
∫
R
2+
θ2
2
w2ε − F (θwε)dy + o(ε)
=
∫
R
2+
θ2
2
|∇wε|2 + t2
(
θ2
2
w2ε − F (θwε)
)
dy
−
∫
R
2+
θ2tεH(zε)
(
∂wε
∂ y2
)(
∂wε
∂ y1
)
y1 dy + o(ε). (5.7)
We deﬁne
Aε(θ, t) ≡
∫
R
2+
θ2
2
|∇wε|2 + t2
(
θ2
2
w2ε − F (θwε)
)
dy, (5.8)
and
Bε(θ, t) ≡ −
∫
R
2+
θ2tεH(zε)
(
∂wε
∂ y2
)(
∂wε
∂ y1
)
y1 dy. (5.9)
Note that Γ˜ε(Vε(θ, t)) Aε(θ, t) + Bε(θ, t) + o(ε).
Now we deduce from the convergence of Wε to U and the radial symmetric property of U (see
[7]) that
Bε(1,1) = −εH(zε)
∫
R
2+
(
∂wε
∂ y2
)(
∂wε
∂ y1
)
y1 dy
= −εH(zε)
∫
R
2
(
∂U
∂ y2
)(
∂U
∂ y1
)
y1 dy + o(ε)+
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∫
R
2+
|∇U |2 y2 y
2
1
|y|2 dy + o(ε)
= −εH(zε)
∫
R
2+
|∇U |2 y2 |y|
2 − y22
|y|2 dy + o(ε). (5.10)
Through some calculations, we see that for any radially symmetric function G ,
∫
R
2+
G(y)y2 dy = |S
0|
|S1|
∫
R2
G(x)|x|dx,
∫
R
2+
G(y)(y2)
3 dy = 2
3
|S0|
|S1|
∫
R2
G(x)|x|3 dx.
Then, we see that
Bε(1,1) = −εH(zε)
3
|S0|
|S1|
∫
R2
|∇U |2|y|dy + o(ε). (5.11)
Now we see that
Aε(θ, t) = 1
2
Γ
(
θWε(·/t)
)= 1
2
(
θ2
2
‖∇Wε‖2L2(R2) − t2
∫
R2
Q (θWε)dx
)
, (5.12)
where q(s) ≡ −s + f (s), Q (s) ≡ − s22 + F (s). Here we need to use contents stated in the proof of
Proposition 2.3 with U replacing U . We note that
(Aε)θ (θ, t) = 1
2
(
θ‖∇Wε‖2L2(R2) − t2
∫
R2
q(θWε)Wε dx
)
,
(Aε)t(θ, t) = −t
∫
R2
Q (θWε)dx,
∂
∂θ
∫
R2
Q (θWε)dx =
∫
R2
q(θWε)Wε dx. (5.13)
Note that
∫
R2
Q (U )dx = 0, ∫
R2
q(U )U dx= ∫
R2
|∇U |2 dx> 0. From the strong convergence of Wε to U
in H1(R2), there exist θ1 ∈ (0,1) and θ2 ∈ (1,2) such that
∂
∂θ
∫
R2
Q (θWε)dx
1
4
‖∇U‖2L2(R2) > 0 for θ ∈ [θ1, θ2] and small ε > 0. (5.14)
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lim
ε→0
∫
R2
Q (θ1Wε)dx =
∫
R2
Q (θ1U )dx < 0, (5.15)
and
lim
ε→0
∫
R2
Q (θ2Wε)dx =
∫
R2
Q (θ2U )dx > 0. (5.16)
Then there exists θε ∈ (θ1, θ2) such that
∫
R2
Q (θWε)dx
⎧⎪⎨
⎪⎩
< 0 for θ ∈ [θ1, θε),
= 0 for θ = θε,
> 0 for θ ∈ (θε, θ2].
(5.17)
We get also from (5.13) that
(Aε)t(θ, t)
⎧⎪⎨
⎪⎩
> 0 for θ ∈ [θ1, θε), t ∈ (0,∞),
= 0 for θ = θε, t ∈ (0,∞),
< 0 for θ ∈ (θε, θ2], t ∈ (0,∞).
(5.18)
We note that
lim
ε→0
∫
R2
Q (Wε)dx =
∫
R2
Q (U )dx = 0.
Then from (5.14) and (5.17), we get that limε→0 θε = 1. Now we compute that
(
Wε − Wε + f (Wε)
)
(x · ∇Wε)
= div
(
∇Wε(x · ∇Wε) − x |∇Wε|
2
2
+ xQ (Wε)
)
− 2Q (Wε). (5.19)
Using uε is a solution of (2.8), we also have that
(
(ϕεuε) − ϕεuε + f (ϕεuε)
)(
x · ∇(ϕεuε)
)
= ((uε − uε + f˜ (εx,uε))ϕε + 2∇uε · ∇ϕε + uεϕε
+ f (ϕεuε) − f˜ (εx,uε)ϕε
)(
x · ∇(ϕεuε)
)
= (2∇uε · ∇ϕε + uεϕε + f (ϕεuε) − f˜ (εx,uε)ϕε)(x · ∇(ϕεuε)). (5.20)
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∣∣∣∣
∫
R2
Q (Wε)dx
∣∣∣∣
∣∣∣∣12
∫
R2
(
Wε − Wε + f (Wε)
)
(x · ∇Wε)dx
∣∣∣∣
+
∣∣∣∣
∫
∂R2+
(∇Wε(x · ∇Wε)) · ν dσ
∣∣∣∣

∣∣∣∣
∫
Ωε
(2∇uε · ∇ϕε + uεϕε)
(
Ψ −1ε (x) · ∇(ϕεuε)
)
dx
∣∣∣∣
+
∣∣∣∣
∫
Ωε
(
f (ϕεuε) − f˜ (εx,uε)ϕε
)(
Ψ −1ε (x) · ∇(ϕεuε)
)
dx
∣∣∣∣
+
∣∣∣∣
∫
∂Ωε
∂(ϕεuε)
∂ν
(
Ψ −1ε (x) · ∇(ϕεuε)
)
dσ
∣∣∣∣
 C exp(−c/√ε ) (5.21)
for some constants C, c > 0. By the mean value theorem, there exists θˆε between 1 and θε satisfying
0=
∫
R2
Q (θεWε)dx
=
∫
R2
Q (Wε)dx+ (θε − 1) ∂
∂θ
∫
R2
Q (θWε)dx
∣∣∣∣
θ=θˆε
.
Then from (5.14) and (5.21), we get that
|1− θε| = o(ε) as ε → 0. (5.22)
As in (2.16), there exists a small τ0 > 0 such that for suﬃciently small ε > 0, it holds that
(Aε)θ (θ, t) = θ
2
(
‖∇Wε‖2L2(R2) − t2
∫
R2
q(θWε)
θWε
W 2ε dx
)
> 0, (5.23)
for t ∈ [0, τ0] and θ ∈ (0,2]. Let ζˆε(s) = (θ(s), t(s)) : [0,∞) →R2 be a piece-wise linear curve joining
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(0, τ0) →
(
θε − ε2, τ0
)→ (θε − ε2,1)→ (1+ ε2,1)
→ (1+ ε2,∞) if θ1 < θε  1< θ2;
(0, τ0) →
(
1− ε2, τ0
)→ (1− ε2,1)→ (θε + ε2,1)
→ (θε + ε2,∞) if θ1 < 1 θε < θ2,
(5.24)
where each line segment in the image of ζˆε is parallel to axes. We take 0 ≡ s0 < s1 < · · · < s4 ≡ ∞
such that for each i = 0, . . . ,4, ζˆε(si) is an end point of a linear segment of the piecewise linear
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creasing on (s0, s1), (s1, s2) by (5.23), (5.18), respectively. We also see the function is strictly decreas-
ing on (s3, s4) by (5.18). Then we get that Γ (θ(0)Wε(·/t(0))) = 0, lims→∞ Γ (θ(s)Wε(·/t(s))) = −∞.
From [17] and [18], which say maxs∈[0,1] Γ (η(s))  Γ (U ) for any η ∈ C([0,1], H1(R2)) satisfying
η(0) = 0 and Γ (η(1)) < 0, we see that
max
s∈(0,∞)
Aε
(
θ(s), t(s)
)= max
s∈(0,∞)
1
2
Γ
(
θ(s)Wε
(·/t(s))) 1
2
Γ (U ).
Moreover, there exists sε > 0 such that maxs∈(0,∞) Γ (θ(s)Wε(·/t(s))) is attained at ζˆε(sε) = (θ(sε),1)
satisfying θ(sε) ∈ [θε − ε2,1+ ε2] if θ1 < θε  1 < θ2 and θ(sε) ∈ [1− ε2, θε + ε2] if θ1 < 1 θε < θ2,
respectively. By the mean value theorem, there exists θ∗ε between θ(sε) and 1 such that
Aε
(
θ(sε),1
)= Aε(1,1) + (Aε)θ (θ∗ε ,1)(θ(sε) − 1).
Now using (5.22) and limε→0(Aε)θ (θ∗ε ,1) = 0, we get that
Aε
(
θ(sε),1
)= Aε(1,1) + o(ε) as ε → 0.
Then, combining this with (5.11) and (5.3), we get that
Γ˜ε(uε) = Γ˜ε(ϕεuε) + o(ε) = Γ˜ε
(
Vε(1,1)
)+ o(ε)
 Aε(1,1) + Bε(1,1) + o(ε) = Aε
(
θ(sε),1
)+ Bε(1,1) + o(ε)
 1
2
Γ (U ) − εH(zε)
3
|S0|
|S1|
∫
R2
|∇U |2|y|dy + o(ε). (5.25)
This implies the required lower estimate. 
Completion of the proof for Theorem 1.1. Recall that U ∈ S satisﬁes that
∫
RN
|∇U |2|x|dx =
{
maxV∈S
∫
RN
|∇V |2|x|dx if H(p) > 0,
minV∈S
∫
RN
|∇V |2|x|dx if H(p) < 0, (5.26)
if H(p) = 0 for p ∈ M . Now combining from Proposition 2.3 to Proposition 5.1, we see that
limε→0 dist(zε,M) = 0. Then, for suﬃciently small ε > 0, r(uε(x)) = f (uε(x)) for all εx ∈ supp(l).
Thus f˜ (εx,uε(x)) = f (uε(x)) for any x ∈ Ωε . This implies that uε(x) is a solution of (2.6) and
vε(x) ≡ uε(x/ε) is a solution of (1.1). All other properties of vε follow by a standard manner as
in [23,24,10]. This completes the proof of Theorem 1.1. 
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