Abstract-In this work we consider the problem of output regulation for linear single input-single output systems in presence of time-varying measurement constraint. It is shown how an internal model-based regulator, processing a saturated uncertain function of the regulated error, can be designed in order to secure asymptotic tracking/rejection of exosystemgenerated references/disturbances. The design is semiglobal in the initial state of the plant and of the exosystem and requires the zero dynamics of the controlled system to be weakly minimum-phase.
I. INTRODUCTION
The problem of stabilizing linear systems by output feedback in presence of constraint on the measured variables and related issues has been extensively studied in the recent past by several authors. In this respect it is worth mentioning the work in [4] , where the observability of multi-input multi-saturated-output linear systems is addressed, that in [5] , where a deadbeat-like controller is proposed for global asymptotic stability of output-saturated linear systems (see also [8] where linear systems with just positive outputs are dealt with), and the recent work in [6] where the problem of semiglobal stabilization of weakly nonminimum-phase systems by a smooth saturated-output feedback controller is successfully addressed (the interested reader can refer to [2] and to [10] for a detailed treatment and a wide list of references about control of constrained linear systems). Generally speaking, the idea behind the control of outputsaturated systems is to design a two-objectives control law which on one hand aims to steer the output out of saturation in order to capture information for the state observation and, on the other hand, acts for asymptotically stabilizing the system. This can be achieved with a discontinuous (as in [5] ) or with a smooth (as in [6] - [8] ) control law. The problem becomes even more challenging if not only stabilization but also output regulation (see [1] ), namely asymptotic tracking/rejection of signals generated by an autonomous neutrally stable exosystem (whose state is not accessible), is sought in presence of a saturated regulated error. In such a case the issue is to find an internal modelbased controller able, with a limited source of information about the tracking error, to capture information also about the state of the exosystem in order to steer the tracking error to zero. The goal of this paper is to show how the stabilization procedure proposed in [6] can be successfully employed also for the design of the internal model-based regulator. The controller is composed by an internal model unit and a stabilization unit, the latter designed in order to guarantee semiglobal stability of the extended system given by the controlled plant and the internal model unit. We assume that the zero dynamics of the controlled plant are critically stable and we show how to design a semiglobal regulator processing a regulated error corrupted by an arbitrary small unknown saturation function.
Notations: Throughout the text, for s(t) ∈ L ∞ , we use the notation s ∞ = sup t∈[0,∞) s(t) and s a = lim t→∞ sup s(t) where · denotes the standard Euclidean norm. With B m r we denote the set B m r = {x ∈ IR m : x < r}. Finally I p denotes the identity matrix of dimension p while U d p and Ld p are zero matrices of dimension p with respectively the upper and lower diagonal filled with "1".
II. PROBLEM STATEMENT AND PRELIMINARY

TRANSFORMATIONS
In this paper we focus on linear systems of the forṁ
with state x ∈ IR n , control input u ∈ IR and measured output e ∈ IR, and where w is an exogenous variable generated by the exosystemẇ = Sw w ∈ IR s where S is a skew symmetric "critically stable" matrix. The function sat λ(t) (·) which characterizes the regulated output e is a time-varying saturated function defined as
in which λ(t) is an unknown time-varying parameter such that
for some positive known λ L . Our goal is to solve the following semiglobal linear output regulation problem with measurement constraint: given arbitrary large compact sets Ω x ⊂ IR n , Ω ς ⊂ IR k and W ⊂ IR s , design a linear dynamic output feedback regulator of the forṁ (3) and all the initial state (x(0), ς(0), w(0)) ∈ Ω x × Ω ς × W, the trajectories of the closed loop system (1)- (4) are bounded and lim t→∞ e(t) = 0.
Besides (3), this problem will be solved under the following additional assumptions: A1 There exist Π and Γ solution of the following linear regulator equations (Francis equations)
A2
The pairs (A, B) and (C, A) are assumed to be controllable and observable respectively with the triple (A, B, C) described, without loss of generality, in the following normal form
with A 0 ∈ IR n−r ×IR n−r and a i , i = 1, . . . , n, and b real coefficients with b = 0. Moreover the matrix A 0 (whose eigenvalues coincide with the zeros of the system) is supposed to be critically stable, namely it is supposed the existence of a positive definite matrix P 0 such that
The first assumption is customary in the linear output regulation theory as it amounts to ask for the existence of a controlled invariant subspace x = Πw in which the regulated error is identically zero and it represents a necessary condition for the solution of the (linear) problem. Assumption (3) can be interpreted as an assumption on the sign of the feedback error e. As a matter of fact the existence of the positive number λ L which, indeed, can be arbitrarily small, is equivalent to require perfect knowledge about the sign of the tracking error but an arbitrary small amount of information about its value. Finally assumption A2 asks for "passive" zero dynamics of the system (see [3] ). This assumption (which as shown in [6] may be relaxed by just requiring that the zeros of the controlled system lie on the closed left half plane) is related to the existence of a stabilizer able to semiglobally asymptotically stabilize the zero error manifold. As stressed in [2] it is not yet clear if the assumption on the weakly nonminimum phaseness of the controlled plant is necessary for achieving semiglobal asymptotic stability in presence of measurement constraint by smooth control laws. To begin the analysis we consider the change of coordinates
which, in view of the regulator equations (5), transforms the system in the following error systeṁ
If the exogenous variable w were known then the choice u = Γw + v, where v is a new control input, would reduce the problem of output regulation to a problem of semiglobal stabilization of the triple (A, B, C) in presence of saturated measurements. Since w is not known the problem is more involved since it amounts to design an internal model unit which asymptotically reconstructs the term Γw and an error feedback stabilization unit which aims to semiglobally asymptotically stabilize the extended system given by the controlled plant and the internal model unit. Both the internal model and the stabilizer designs are complicated by the fact that the tracking error is not fully available due to the presence of the time-varying unknown saturation function. We conclude this section by noting how the problem abovestated can be representative of two different control scenarios shown in fig.1 . In the first scenario (see fig. 1a ) a linear system must be controlled by the tracking error in presence of measurement constraint (induced for instance from limitations in the sensor range). Clearly, denoting by [−µ 1 , µ 2 ] the range of the error sensor with µ 1 (t) and µ 2 (t) not necessarily known positive numbers, the problem can be described with the above formulation considering the saturation function (2) with λ(t) = µ 1 (t) if Qw(t) + Cx(t) > 0, λ(t) = µ 2 (t) otherwise.
A perhaps more meaningful situation (able to really justify the use of a time varying unknown saturation function in the description of the problem) is sketched in fig. 1b , where the output y = Cx of the linear system is constrained to belong to the region [−µ 1 (t), µ 2 (t)], and the problem consists of steering the output y to track the signal Qw by just processing the tracking error e = Qw + sat µ(t) (Cx) where the function µ(t) is defined as µ(t) = µ 1 (t) if Cx(t) > 0, µ(t) = µ 2 (t) otherwise. In such a case, assuming that the initial state of the exosystem w(0) ranges within a compact set W such that (the next condition (9) is clearly needed for the functional controllability of the system, namely to guarantee that the steady state output does not violate the constraint)
it is easy to see that the error system is described bẏ
with λ(t), always positive due to (9), defined as λ(t) = µ(t) − Qw(t)sgn(Cz), thus recovering the error system (8).
Clearly mixed situations in which the output of the linear system is constrained and the regulated error is measured by a sensor with a limited range can be fitted in this framework and dealt with the analysis which follows. 
III. DESIGN OF THE LINEAR REGULATOR
Let (F, G) be an arbitrary controllable pair with F Hurwitz and denote by T the unique nonsingular matrix solution of the following Sylvester equation (see [9] )
From this it is easy to see that
namely the system (S, Γ) is similar, via the change of coordinates induced by T , to the system (F + GΨ, Ψ). This result allows us to focus on the internal model unit defined as (see [11] )ξ = (F + GΨ)ξ + N u = Ψξ + v 1 + v 2 (12) in which the vector N and the new control inputs v 1 and v 2 will be chosen in the following. Denoting by K 0 the vector
and considering the state vector z partitioned accordingly to the canonical form (6) as z = (z
IR n−r , we consider the following change of variable (see [6] ) transforming z i intoz i , i = 1, . . . , r,
and (see [11] )
where is a positive design parameter and the coefficient c i j are defined as
In the new coordinates the system (8), (12) is described aṡ
. . .
anḋ
where the functions Q(z 0 ,z 1 ) and ϕ(z) are defined as
We consider now the linear observer with state
In this expression L is a vector to be designed and we choose
Denoting by the vector of estimation errors defined as
it turns out that, in view of the above choices for N , v 1 and v 2 , the internal model dynamics (18) and thez r dynamics in (17) modify aṡ
with the last term in the last equation which is
Similarly the dynamics of the estimation error can be rewritten, in view of the observer dynamics (19), aṡ
For sake of clarity we rewrite the overall dynamics given by (17), (22) and (23) in the following more compact waẏ
T , H is the Hurwitz matrix H = −I r + U d r , the matrix Q L is defined as
T and Λ, Γ 2 , Γ 3 , Ξ and M are suitably defined constant matrices. In particular, as Γ 2 ( ) and Γ 3 ( ) are concerned, it turns out that there exist γ 2 > 0 and γ 3 > 0 independent of such that Γ 2 ( ) ≤ γ 2 and Γ 3 ( ) ≤ γ 3 for all ∈ [0, 1]. In the following part of the paper we will show that for a suitable choice of the parameter and of the vector L, the system (24) is semiglobally asymptotically stable. In view of the change of variable chosen above, it is immediate to conclude that this implies that also the semiglobal regulation problem specified in the previous section is solved. We regard the overall system as the feedback interconnection of four subsystems each of which will be shown to be input-to-state stable and we adopt small gain arguments to prove semiglobal asymptotic stability. In particular, since just semiglobal results are sought, we will adopt the notion of ISS with restrictions and the small gain theorem for saturated interconnection as introduced in [12] .
We begin with the stability analysis by focusing on the interconnection of the χ and subsystem given bẏ
where the exogenous input v is defined as
For such a system it is easy to prove that there exists a choice of L such that the state matrix is Hurwitz. As a matter of fact note that, since F is Hurwitz and Ξ and M are independent of L, there exists an > 0 such that if all the eigenvalues of Q L have real part less than − then the state matrix of (26) T , C) since if r = 1 the two pairs differ from a static output feedback while if r ≥ 2 the two observability matrices are the same as CB = 0. Hence, from now on, we assume L fixed so that the state matrix of (26) is Hurwitz and we turn our attention to thez subsystem rewritten here asż For such a system the following result can be proved. In this result we explicitly use the definition of a-L ∞ bound with restrictions for nonlinear systems presented in [12] . 
