Serially correlated errors in regression models have several implications for econometric modeling, such as making parameter estimation inefficient and invalidating the commonly used Student's t-test and F-tests. Moreover, for the panel data case, commonly used estimators of dynamic models such as system-generalized method of moments (GMM) and Arrelano-Bond (1991) are only valid as long as the errors in the models are serially uncorrelated. Testing for serially correlated errors is thus an essential part of econometric modeling.
Most panel data tests for serial correlation; for example, Breusch and Pagan (1980) , Bhargave et al. (1982) , Baltagi and Li (1995) and Bera et al. (1995) test for no serial correlation against the alternative of serial correlation of some known form. Extending a time series test by Lee and Hong (2001) , Hong and Kao (2004) relax the assumption that the serial correlation form is known. Because the Hong and Kao (2004) test is more general than other tests, it also has higher power. Additional strengths of the Hong and Kao test are that it may be applied to residuals from a wide range of different panel data models: static models, dynamic models, one-or two-way error-component models, fixed effects or random effects models. Among the weaknesses of the Hong and Kao (2004) test are its complex structure, which causes the convergence rate to be slow and makes the test computationally time consuming.
We propose an alternative serial correlation test for panel data models that maintains the strengths of the Hong and Kao (2004) test and at the same time has a more simplified structure, higher convergence rate and better small-sample properties. Our test is constructed by combining the variance ratio-test proposed by Gencay (2011) for time series models with the Fisher-type test applied in Choi (2001) . The small-sample properties of our test are evaluated in a simulation study and compare favorably to other commonly used tests.
The rest of this paper has the following structure: Section 2 introduces the wavelet transform and the Hong and Kao test, Section 3 introduces the panel data test, Section 4 contains the simulation study, and Section 5 concludes the paper.
Wavelet method and the Hong and Kao test

Introduction to the wavelet transform
Wavelet transform methods began to gain the attention of statisticians and econometricians after a series of articles in the field of economics and finance. Introductory texts for economists are given by Ramsey (1999 ), Schleicher (2002 and Crowley (2005) , and more extensive descriptions have been provided by Vidakovic (1999), Percival and Walden (2000) and Gençay et al. (2001) 
, which represent the resolution at time k and scale j . The resolutions in the time domain and the frequency domain are achieved by shifting the time index k and the scale index j , respectively. A lower level of j corresponds to higher frequency bands, and a higher level of j corresponds to lower frequency bands. Accordingly, the information at high frequency bands, such as noise, outliers or data spikes, is captured by ( , ) j k  at a lower level of j . By contrast, the long persistent information at low frequencies, e.g., trends or structural breaks, are captured by ( , ) j k  at a higher level of j . (2000) and Gençay et al. (2001) .
The Hong and Kao (2004) test
The panel data model in Hong and Kao (2004) is given by: 
1î
and  indicates the consistent estimators under 0 H . Instead of using the autocovariance function ( ) ( ) Hong and Kao (2004) use the power spectrum
to build the test statistic because it can contain the information on serial correlation at all lags. Instead of Fourier representation of the spectral density, a wavelet-based spectral density ( ) 
A Panel data test based on wavelet variance ratio
The test in Hong and Kao (2004) is the panel version extension of the wavelet spectrum-based serial correlation test in single series proposed by Lee and Hong (2001 
[ Table 1] [ Table 2] For the size and power of the Z test, we take the critical values at 10% and 5% significance levels directly from the N(0,1) distribution and set the replication number for the simulation to 1000. We use 1 Z to represent our Z test constructed from the static data generation process 1 DGP and 2
Z to represent the Z test from the dynamic data generation process 2 DGP . Table   1 shows the size performance of our test statistic 1 Z , and Table 2 shows the size performance of our of our test statistic 2 Z . Table 1 may be compared with Hong and Kao's (2004) Table I for the static model, and Table 2 may be compared to Hong and Kao's (2004) In Tables 1 and 2 , 1 2, , , K K BL BSY are separately heteroscedasticity-consistent Daniell kernel-based tests; heteroscedasticity-corrected Daniell kernel-based tests; Baltagi-Li (Baltagi and Li, 1995) tests; Bera, Sosa-Escudero and Yoon tests (Bera et al., 1995) . The replication number is set to 1000, as in Hong and Kao, and the confidence intervals for a unbiased size at the 10% and 5% significance levels are 0.10 ( Tables I and II in Hong and Kao (2004) , show that when using the asymptotic critical values, the size is seriously under biased for 1 W and 2 W , 1 K and 2 K ; for BL, the size is seriously over-biased, and for BSY, the size is either under-biased or overbiased. The wide bootstrapped critical value is then used for Hong and Kao (2004) to adjust the size and there is still an under-or over-bias problem for all of the tests. On the contrary, our test uses critical values directly from the normal distribution, and the results are mostly unbiased.
To evaluate the power of the proposed tests, we let the error process follow an AR (1) and ARMA(12.4) process, and we get Table 3 and Table 4 corresponding to Table III and   Table IV in Hong and Kao (2004) . We use 1 Z and 2 Z to report separately the results for static and dynamic cases, whereas Hong and Kao (2004) did not show the results for the dynamic model.
[ Table 3] [ (10, 16) and (25, 32) , even though the power performance of our test is modest, it is still quite acceptable. W  require T to be a multiple of a power of two.
Conclusion
Compared with the tests in Hong and Kao (2004) 
Moreover, by using the inverse normal test, our test is easily extended to a cross-sectional dependence robust test by using a modified inverse normal test (Hartung, 1999) when combining the p-values. Generally speaking, just by using the N(0,1) distribution, we obtain unbiased size and quite comparable power performance when compared with all previous tests. 10% 5% 10% 5% 10% 5% 10% 5% 10% 5% 10% 5% 10 % 5% 10% 5% 10% 5% 10% 5% 10% 5% 10% 5% 
