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1 Introduction
In [15] and [13] topological invariants for closed oriented three manifolds and
cobordisms between them are defined by using a construction from symplectic
geometry. The resulting Floer homology package has many properties of a
topological quantum field theory.
The construction of Heegard Floer homology is more combinatorial in fla-
vor than the corresponding gauge theoretical constructions of Donaldson-Floer
(see [2]) and Seiberg-Witten theories (see [21], [10], [9]). However, the con-
struction still depends on profoundly analytic objects - holomorphic disks. As
a result, one is tempted to consider classes of manifolds which allow a completely
combinatorial description of their Heegaard Floer homologies.
In [19] a class of plumbing three-manifolds is studied. It is proved there that
HF+ of these manifolds can be expressed in terms of equivariant maps. Based
on this we calculate Heegaard Floer homology of a class of Brieskorn spheres.
Let T +0 denote the Z[U ]-module which is the quotient of Z[U,U
−1] by the
submodule U · Z[U ], graded so that the element U−d (for d ≥ 0) is supported
in degree 2d. For a positive integer r define Zr(k) to be the quotient of Z[U ]
by U rZ[U ], where U r−1 lies in degree k , and multiplication by U decreases
grading by 2.
Let qi = i(i+1), and pi with i = 1, 2, ... denote the i’th element of the sequence
1, 1, 2, 2, 3, 3, 4, 4, ....
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There is a unique Spinc structure on Y = −Σ(2, 2n + 1, 4n + 3) and we will
supress it from the notation.
Our main result is the following identification of HF+(−Σ(2, 2n + 1, 4n + 3)).
Theorem 1.1 For any positive integer n we have
HF+(−Σ(2, 2n + 1, 4n + 3)) ∼= T +0 ⊕ Z
pn
(0) ⊕
n−1⊕
i=1
(Zpi(qn−i) ⊕ Z
pi
(qn−i)
)
It would be interesting to compare this calculation with the corresponding ana-
logues in instanton Floer homology (see for example [4]) and Seiberg-Witten
theory (see for example [11]).
Remark 1.2 In this paper we study HF+ for a special infinite family of
Brieskorn spheres. For more computations see also [12].
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2 Heegaard Floer homology of a plumbing
According to the combinatorial description of Heegard Floer homology groups
(for a quite large class of plumbed three-manifolds) given in [19] there are two
main steps in the calculation: finding the basic vectors and finding the mini-
mal relationships between them. The following is a review of the background
information and algorithms needed.
Let G be a weighted graph and let m(v) and d(v) be respectively the weight
and the degree of the vertex v . We denote by X(G) the four-manifold with
boundary having G as its plumbing diagram. Let Y (G) be the oriented three-
manifold which is the boundary of X(G) .
For X = X(G), the group H2(X;Z) is the lattice freely spanned by vertices
of G. Denoting by [v] the homology class in H2(X;Z) corresponding to the
vertex v of G, the values of the intersection form of X on the basis are given
by [v] · [v] = m(v); [v] · [w] = 1 if vw is an edge of G and [v] · [w] = 0 otherwise.
2
The graph G is called negative-definite if the form is negative-definite. A vertex
v is said to be a bad vertex of G if m(v) > −d(v).
Denoting by Char(G) the set of characteristic vectors for the intersection form
define
H
+(G) ⊂ Hom(Char(G),T +0 )
to be the set of finitely supported functions satisfying the following relations
for all characteristic vectors K and vertices v :
Un · φ(K + 2PD[v]) = φ(K), (1)
if 2n = 〈K, v〉 + v · v ≥ 0 and
φ(K + 2PD[v]) = U−n · φ(K) (2)
for n < 0.
A grading on H+(G) is introduced as follows: we say that an element φ ∈
H
+(G) is homogeneous of degree d if for each characteristic vector K with
φ(K) 6= 0, φ(K) ∈ T +0 is a homogeneous element with:
deg(φ(K)) −
(
K2 + |G|
4
)
= d. (3)
After decomposing H+(G) according to the Spinc structures over Y he following
theorem is proved in [19]:
Theorem 2.1 Let G be a negative-definite weighted forest with at most one
bad vertex. Then, for each Spinc structure t over −Y (G), there is an isomor-
phism of graded Z[U ] modules,
HF+(−Y (G), t) ∼= H+(G, t).
For calculational purposes it is helpful to adopt a dual point of view. Let
K
+(G) be the set of equivalence classes of elements of Z≥0 × H+(G) (and we
write Um ⊗ K for the pair (m,K)) under the following equivalence relation.
For any vertex v let
2n = 〈K, v〉 + v · v.
If n ≥ 0, then
Un+m ⊗ (K + 2PD[v]) ∼ Um ⊗K, (4)
while if n ≤ 0, then
Um ⊗ (K + 2PD[v]) ∼ Um−n ⊗K. (5)
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Starting with a map
φ : Char(G) −→ T +0 ,
consider an induced map
φ˜ : Z≥0 × Char(G) −→ T +0
defined by
φ˜(Un ⊗K) = Un · φ(K).
Clearly, the set of finitely-supported functions φ : Char(G) −→ T +0 whose in-
duced map φ˜ descends to K+(G) is precisely H+(G).
A basic element of K+(G) is one whose equivalence class does not contain any
of Um⊗K with m > 0. Given two non-equivalent basic elements K1 = U
0⊗K1
and K2 = U
0 ⊗K2 in the same Spin
c structure, one can find positive integers
n and m such that
Un ⊗K1 ∼ U
m ⊗K2.
If, moreover, the numbers n and m are minimal then this relation will be called
the minimal relationship between K1 and K2 .
On can see that K+(G) is specified as soon as one finds its basic elements and
the minimal relationships between each pair of them. We describe now the
algorithm given in [19] for calculating the basic elements.
Let K satisfy
m(v) + 2 ≤ 〈K, v〉 ≤ −m(v). (6)
Construct a sequence of vectors K = K0,K1, . . . ,Kn , where Ki+1 is obtained
from Ki by choosing any vertex vi+1 with
〈Ki, vi+1〉 = −m(vi+1),
and then letting
Ki+1 = Ki + 2PD[vi+1].
Note that any two vectors in this sequence are equivalent.
This sequence can terminate in one of two ways: either
• the final vector L = Kn satisfies the inequality,
m(v) ≤ 〈L, v〉 ≤ −m(v)− 2 (7)
at each vertex v or
• there is some vertex v for which
〈Kn, v〉 > −m(v). (8)
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It turns out that the equivalence classes in K+(G) which have no representative
of the form Um⊗K ′ with m > 0 are in one-to-one correspondence with initial
vectors K satisfying inequality (6) for which the algorithm above terminates in
a characteristic vector L satisfying inequality (7).
3 The calculation
Let us start by computing the basic vectors for the Brieskorn spheres Σ(2, 2n+
1, 4n + 3). The plumbing graph G in this case is depicted in the Figure 1. We
will write the elements of H+(G) as row vectors with the first four coordinates
corresponding to the vertices with weights −1, −2, −3 and −4n − 3 respec-
tively, and all remaining entries corresponding to −2’s on the middle strand
ordered by the distance from the root starting with the closest one.
Figure 1: Plumbing description of Σ(2, 9, 19) Here n = 4; in general the number
of −2’s on the middle strand is n− 1.
Lemma 3.1 For the Brieskorn sphere Σ(2, 2n + 1, 4n + 3) there are 2n non-
equivalent basic vectors K1,K2, ...,K2n where
Ki = (1, 0,−1,−4n − 3 + 2i, 0, 0, ..., 0).
Proof Let K = (a, b, c, d, ...) be a basic vector satisfying (6). Obviously a = 1.
b could be 0 or 2, but in the latter case algorithm would stop on the second
step with final vector satisfying (8). For c we again have two possibilities −1
and 1 and the case c = 1 is eliminated in the same manner on the 4th step.
The elements corresponding to −2’s of the middle strand could be 0 or 2.
However, if any of them is equal to 2 then running the algorithm and choosing
vi ’s from the strand as long as possible we will arrive to a vector of the form
(1, 0, 1, ...) meaning that our initial vector was not basic. To summarize, all the
basic vectors are of the form
K = (1, 0,−1, d, 0, 0, ..., 0).
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Although the range of d is given by −4n− 1 ≤ d ≤ 4n+3, we claim that K is
basic only if −4n− 1 ≤ d ≤ −3.
Let us analyze the flow of the algorithm starting with K = (1, 0,−1, d, 0, 0, ..., 0)
until the vertex with m(v) = −4n−3 is used for the first time or the algorithm
terminates. Note that the order in which we choose vi ’s does not matter for
the outcome of the algorithm, so we decide to extend the sequence as long as
possible without using the weight -4n-3 vertex. This will not give us the whole
sequence of the algorithm. We will use some other considerations to figure out
if K is a basic vector. Note that the sequence in which the vertices are used in
this truncated algorithm will depend only on n not on d.
The algorithm starts with the vector K0 = (1, 0,−1, d, 0, 0, ...0) and on the 5th
step we get K4 = (1, 0,−3, d + 4, 0, 0, ...0). The vi ’s used are the weight -1, -2
(on the left branch), -1 and -3 vertices, in the given order.
Any consecutive five vectors (among the vectors in the algorithm’s sequence)
with the first one equal to (1, 0,−1, d′, e, ...) and the fifth one being (1, 0,−3, d′+
4, e+ 2, ...) using -1, -2, -1 and -3 weighed vertices in the order will be called a
cycle. Note that the entries denoted by ”...” do not change within a cycle.
Let finalizer to be the sequence of four vectors starting in (1, 0,−3, d′, 0, ..., 0)
and ending in (−1, 0, 1, d′ + 4, 0, ..., 0). One uses the weight -1, -2 (on the left
branch), -1 vertices in the given order. Any part of the algorithm’s sequence
where only the vertices of the long strand with weights -2 are used will be called
transitor.
We claim that for any positive n the truncated algorithm’s sequence consists
of n cycles, n − 1 transitors and the finalizer. Each transitor starts with the
last vector of the previous cycle and ends with the first vector of the next cycle.
The last vertex of the middle strand is used only once in the whole process.
The finalizer’s first vector is the 5th vector of the last cycle.
The proof is by induction on n. The case of n = 1, 2 is easily checked by
hand. For n + 1 run the algorithm and choose the same order of the vertices
as used for the case of n except for the last ones corresponding to the finalizer.
This gives us n cycles and n − 1 transitors. The last cycle will end with the
vector (1, 0,−3, x, 0, 0, ...0, 2) because of the induction hypothesis about the
last vertex of the long strand. Now we get a new transitor by choosing vi ’s
to be the vertices of the long strand in decreasing order of distance from the
root. This transitor ends with the vector (1, 0,−1, x,−2, 0, 0, ..., 0). The same
vector is the beginning of a new cycle. The end vector (1, 0,−3, x′, 0, 0, ...0)
of the cycle is the beginning of the finalizer. The finalizer obviously stops the
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sequence from being continued unless the vertex with weight of -4n-3 is used
and this completes the inductive step.
Looking at the way the fourth component of the vectors change one deduces
that the truncated algorithm when run for K = (1, 0,−1, d, 0, 0, ..., 0) stops
with L = (1, 0,−1, d + 4n+ 4, 0, 0, ..., 0). There are three possible cases:
• one has d+4n+4 < 4n+3. In this case the stopping point of the truncated
algorithm coincides with that of the original algorithm. The final vector
satisfies the inequalities (7) which means that the initial vector is basic.
These are the 2n vectors given in the lemma. For future reference, we
call the sequence of vertices used in this case as the alpha-sequence.
• one has d + 4n + 4 > 4n + 3. There is no need to continue the trun-
cated algorithm, because a vector with an entry bigger than the absolute
value of the corresponding weight cannot be basic and all vectors in the
algorithms sequence are equivalent.
• case of d+ 4n+ 4 = 4n+ 3. Neither in this case have we a basic vector,
because when the truncated sequence is continued after five steps we get
a vector with the first entry equal to 3 which is bigger than the absolute
value of the corresponding weight.
It follows that all the basic vectors are the ones given in the lemma.
Now we need to consider the relationships between the basic vectors.
Lemma 3.2 There exist the following relationships between K1,K2, ...,K2n :
U ⊗K1 ∼ U
n+1 ⊗K2,
U ⊗K2 ∼ U
n ⊗K3,
U2 ⊗K3 ∼ U
n ⊗K4,
U2 ⊗K4 ∼ U
n−1 ⊗K5,
...
Un+1 ⊗K2n−1 ∼ U ⊗K2n.
Proof Note that in the relations 4 and 5 PD[v] is added. Obviously, it is
possible to express the same relations with PD[v] subtracted. For each rela-
tionship of the lemma there is a sequence of vertices so that subtracting their
PD ’s in order yields relationship along the way. For brevity, we will refer to
the vertices by the column number of the corresponding entry in our vector
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notation. For example to get the first relationship for each n one starts with
K1 and uses the vertex sequence(where we use ”;” to make the pattern more
visible)
1, 2, 3, 4, 5, ..., n + 3, 1; 1, 2, 3, 5, ..., n + 2, 1; 1, 2, 3, 5, ..., n + 1, 1; ...; 1, 2, 3, 1
and follows it by the reversed alpha-sequence. Along the way the relationship
U ⊗ K1 ∼ U
n+1 ⊗ K2 is obtained. To get the second relationship one uses
the same sequence but without the first segment and follows the second one
by vertex 4. All other sequences are similar. Note that the alpha-sequence
itself ends with 1. One can easily see that the first occurrence of ”1” and any
occurrence of ”1,1” in the sequence corresponds to a change in the U -power.
Given this, it is straightforward if tedious to verify that we indeed get the
claimed relationships.
Lemma 3.3 The renormalized length (K2n + |G|)/4 of Kn is equal to zero.
Proof Let M be the incidence matrix of our graph, with the diagonal elements
equal to the weights of the corresponding vertices. Note that
K2 = KM−1KT .
One verifies by induction that
M−1KTn = (2n, n, n, 1, n − 1, n− 2, ..., 1)
T .
The lemma follows.
Remark 3.4 Note that the lengths of all basic vectors can be calculated based
on the fact that multiplication by U increases the renormalized length by 2 and
also one can obtain relationships between any two of the basic vectors using the
relationships of the lemma. Among these derived relationships we are interested
in those which follow in the most economical way.
Lemma 3.5 The relationships given in the lemma 3.2 and those which follow
from them as in the previous remark are minimal.
Proof If the relationships under consideration were not minimal then
rkHFred(−Y ) < n(n+ 1)/2.
However, since HFred is supported only in even degrees it follows that
rkHFred(−Y ) = χ(HFred(−Y )).
By Theorem 1.3 of [17] and lemma 3.3 this in turn is equal to Casson’s invariant
of −Y , which is seen to be n(n+ 1)/2.
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4 Proof of Theorem 1.1
We have all the ingredients needed to finish the calculation: the basic vectors
and the minimal relationships between them. Note that Kn and Kn+1 have
the smallest renormalized lengths. Renormalized length of Ki is equal to (n−
i)(n − i+ 1) = qn−i for i = 1, ..., n. One has the minimal relationship
Upi ⊗Ki ∼ U
pi+qn−i ⊗Kn+1
where i = 1, 2, ..., n. One just replaces Ki by Kn+i and Kn+1 by Kn in the
statements above to get the corresponding results for the remaining vectors.
The theorem follows.
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