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NONNEGATIVELY CURVED QUOTIENT SPACES WITH
BOUNDARY
WOLFGANG SPINDELER∗
Abstract. Let M be a compact nonnegatively curved Riemannian manifold
admitting an isometric action by a compact Lie group G in a way that the
quotient space M/G has nonempty boundary. Let pi : M → M/G denote the
quotient map and B be any boundary stratum of M/G. Via a specific soul
construction for M/G we construct a smooth closed submanifold N of M such
thatM \pi−1(B) is diffeomorphic to the normal bundle of N . As an application
we show that a simply connected torus manifold admitting an invariant metric
of nonnegative curvature is rationally elliptic.
1. introduction
In order to find possible obstructions to positive and nonnegative curvature on
Riemannian manifolds it was suggested by Grove in the early 90’s to study positively
and nonnegatively curved Riemannian manifolds with a large amount of symmetry.
A lot of results have been obtained in this area and it is very active until today.
For an introduction see for example [Gro02]. While considerably more structure
results have been obtained in the case of positive curvature, here we present a
new tool for the study of nonnegatively curved Riemannian manifolds admitting
certain symmetries. More precisely we consider isometric actions on compact and
connected nonnegatively curved Riemannian manifolds in a way that the quotient
space has nonempty boundary. Our main result is the following theorem.
Theorem 1.1. Let (M, g) be a compact, connected and nonnegatively curved Rie-
mannian manifold admitting an isometric action by a compact Lie group G in a way
that the quotient space M/G has nonempty boundary ∂M/G. Let π : M → M/G
denote the quotient map and B be an arbitrary boundary stratum of M/G. Then
there exists a closed smooth G-invariant submanifold N of M such that M \π−1(B)
is equivariantly diffeomorphic to the normal bundle of N .
The simplest stratum of ∂M/G is given by the boundary itself. For details on
the definition we refer to section 2.3.
Among others, initial research on positively curved manifolds with symmetry
was done by Grove and Searle. In [GS94] they obtain restrictions on the symmetry
rank of such manifolds. The main ideas for our results already arise there and more
self contained in [GS97], in particular in the form of their soul lemma 1.9. A slight
generalization of this was used later by Wilking in [Wil06]; given a positively curved
Riemannian manifold with an isometric G-action in a way that the boundary ∂M/G
∗ All results were obtained when the author was part of SFB 878 - Groups, Geometry &
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of the quotient space is nonempty he obtains a diffeomorphism
M \ π−1(B) ∼= ν(G ∗ p),(1.1)
where B is an arbitrary boundary stratum of M/G and ν(G ∗ p) denotes the nor-
mal bundle of the orbit G ∗ p. Our theorem 1.1 can be seen as the best possible
generalization of this result to the case of nonnegative curvature.
Note that given the situation of theorem 1.1, but complementary assuming that
∂M/G is empty, and denoting by H the principal isotropy group of the action,
it follows from [Wil07] that for H 6= {1} there exists a subgroup K ⊆ G with
H ⊆ K ⊆ N(H) and a K-invariant metric on G/K together with an equivariant
Riemannian submersion M → G/K with totally geodesic fibers. This also suggests
that one should quite often be in the situation of our theorem when dealing with
isometric actions in nonnegative curvature.
The results by Grove and Searle as well as Wilking were used as tools to ob-
tain classification results for positively curved manifolds admitting certain symme-
tries. Theorem 1.1 is propably useful for the classification program of nonnegatively
curved manifolds with symmetries as well. As an indication of its potential appli-
cations we obtain the following result about torus manifolds.
Theorem 1.2. Let M be a compact and simply connected torus manifold admitting
an invariant metric of nonnegative curvature. Then M is rationally elliptic.
By definition a torus manifold is a compact, connected and orientable manifold
of dimension 2n admitting a smooth and effective action by the n-dimensional torus
in way that its fixed point set is nonempty. Theorem 1.2 was originally obtained
in the authors thesis [Spi14]. It was deduced there from results on nonnegatively
curved fixed point homogeneous manifolds. These results, and therefore theorem
1.2, follow from our theorem 1.1 and will be discussed in section 4.
The proof of theorem 1.1 will be carried out in sections 2 and 3. To give an
overview of the arguments used let us first sketch how one obtains the decompo-
sition (1.1) in the positively curved case: Given a compact and positively curved
Riemannian manifold M equipped with an isometric G-action, the quotient space
M/G is a positively curved Alexandrov space. Further, if ∂M/G is nonempty, the
distance function dB to a boundary stratum B ⊆M/G is a strictly concave function
on (M/G) \ B. Therefore, there exists a unique orbit G ∗ p at maximal distance
to B. Also by concavity the distance function to the orbit G ∗ p is noncritcal on
M \ (π−1(B) ∪ G ∗ p). The result then follows from standard arguments in critical
point theory for distance functions.
Now in the case of nonnegative curvature most of this arguments carry over. The
main difference arises, since the distance function dB is only concave and therefore
the set C of maximal distance to B does not consist of only a single orbit. In
fact simple examples show that it is possible that π−1(C) ⊂ M is not a smooth
submanifold without boundary. However, since C is the super level set of a concave
function, its geometry is quite rigid. Most importantly for our arguments, C is
convex with respect to projections of horizontal geodesics of M . For our proof we
first derive basic geometric and regularity properties of convex subsets of quotient
spaces and in particular super level sets of concave functions. Then via a specific
soul construction for M/G we construct a convex subset whose preimage N ⊂M is
a smooth submanifold without boundary in a way that we can additionally control
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the regularity of the distance function to N . The arguments for this are quite
complicated but at the same time mostly of an elementary character.
Acknowledgments. I am grateful to Burkhard Wilking for his support during the
work on my thesis where the techniques developed here originate.
2. preleminaries
Throughout this section let M = (M, g) be a connected Riemannian manifold
(not necessarily complete) equipped with an isometric action by a compact Lie
group G. The quotient space M/G is denoted M∗. g induces a length metric d on
M∗ via the distance of orbits. The quotient map is denoted
π :M →M∗.
IfM has a lower bound on its sectional curvatures on an open set U invariant under
G then U/G ⊂M∗ has the same lower curvature bound in the distance comparison
sense. In particular if M is complete and has a uniform lower curvature bound the
quotient space M∗ is an Alexandrov space with the same lower curvature bound as
M . For a point p ∈ M with orbit G ∗ p and isotropy group Gp the tangent space
TpM decomposes Gp-invariant into the normal space to the orbit G ∗ p at p and its
tangent space at p;
TpM = Np(G ∗ p)⊕ Tp(G ∗ p).
For x ∈M∗ the tangent cone at x is denoted by TxM∗ and the space of directions
at x ∈M∗ is denoted by ΣxM∗. A continuous curve γ : I →M∗ (or more generally
mapping into an Alexandrov space) is called a geodesic if γ is locally a minimal
segment between the points on it. Then ΣxM
∗ consists of the initial directions of
geodesics emanating from x. By the slice theorem it follows that for p ∈ M with
π(p) = x we have TxM
∗ = Np(G ∗ p)/Gp up to isometry. Thus for all p ∈ M the
differential of π at p can be identified with the quotient map
dπp : Np(G ∗ p)→ Np(G ∗ p)/Gp = TxM
∗.
By the type of x ∈ M∗ we mean the orbit type of any p ∈ M with π(p) = x. A
point in M∗ of maximal type is called regular. A more detailed introduction to the
geometry of orbit spaces can be found for example in [Gro02].
2.1. convex subsets of quotient spaces. The aim of this section is to obtain
regularity results for a convex subset C ⊆ M∗ and more importantly its preimage
π−1(C) ⊆ M . This is motivated by the result of Cheeger and Gromoll in [CG72]
that a closed and convex subset of a Riemannian manifold is a smooth totally
geodesic submanifold possibly with nonsmooth boundary. As mentioned in the
introduction convex sets are the basic objects to study for the proof of our main
theorem, since they arise as the level sets of the distance function to a boundary
stratum of M∗.
Definition 2.1. Let A be an Alexandrov space and C ⊆ A. Then C is convex if
for all x, y ∈ C there exists a minimal geodesic from x to y that is contained in C.
C is locally convex if C is connected and for all x ∈ C there exists ǫ > 0 such that
for all y, z ∈ Bǫ(x) there exists a minimal geodesic from y to z that is contained in
C.
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There are several possible natural notions of convexity. We chose this definition
for our first basic observations, since it is the weakest one that comes to mind. Later
on we will consider stronger convexity properties aiming at the proof of theorem 1.1.
The connectedness assumption in the local version guarantees that local properties,
as for example the dimension, are defined globally.
It is easy to see that a closed and locally convex subset C of an Alexandrov
space equipped with the induced intrinsic metric is again an Alexandrov space
with the same lower curvature bound. Also a geodesic of C is a geodesic of A as
well. Similarly note that a closed subset C ⊆ A is convex if and only if the induced
metric on C is intrinsic and a geodesic of C is also a geodesic of A.
The following simple example shows that the preimage π−1(C) ⊂M of a closed
and convex subset C ⊂M∗ might fail to be a topological manifold.
Example 2.2. Let Zk act on R
2 via rotation around the origin by an angle 2π
k
.
Then the quotient space is isometric to the cone over a circle of length 2π
k
. A ray
emanating from the tip of the cone defines a convex subset C and the preimage of
C in R2 is isometric to k copies of [0,∞[ glued together at 0.
A bit more complicated example shows that similar effects occur also for convex
subsets with empty boundary (by boundary we always mean the intrinsic boundary
of C considered as an Alexandrov space if not mentioned otherwise).
Example 2.3. Let the circle S1 act on the 3-sphere S3 via the Hopf action. Then
the quotient space is given by S2(1/2), the 2-dimensional sphere of radius 1/2.
Suspending the Hopf action we obtain an isometric action of S1 on M = S4 whose
quotient space M∗ is the spherical suspension of S2(1/2). Consider a great circle Γ
in S2(1/2) and let C ⊂M∗ denote the subset obtained by suspending Γ. Then C is
closed and convex in M∗ and has empty boundary. The preimage π−1(C) ⊂ S4 is
given by the spherical suspension of π−1(Γ). Since π−1(Γ) is an embedded 2-torus
in S3, it follows that π−1(C) ⊂ S4 is given by the spherical suspension of a torus.
As a first structure result we observe that a convex subset of M∗ has a maximal
orbit type with properties analogous to the maximal type of M .
Lemma 2.4. Let C ⊆ M∗ be locally convex. Then there exists a unique maximal
type in C and the points of this maximal type form an open convex and dense subset
of C.
Proof. Since the type is constant along an open geodesic arc of M∗ and can only
decrease in its closure, it is enough to find an open subset U of C on which the
type is constant. The existence of such a U then follows from the slice theorem and
convexity. The details are left to the reader. 
Keeping lemma 2.4 in mind the following definition makes sense.
Definition 2.5. Let C ⊆ M∗ be locally convex. A point x ∈ C of maximal type
is called a regular point of C.
Considering M∗ as a convex subset of itself this terminology is consistent with
the notion of a regular point of M∗. However, note that a regular point of a convex
subset C ⊂M∗ can possibly be contained in ∂C in contrast to the case of M∗.
Lemma 2.6. Let C ⊆M∗ be locally convex and locally closed (i.e. for every point
x ∈ C there exists ǫ > 0 such that Bǫ(x) ∩ C is closed in Bǫ(x)). Given a regular
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point x of C there exists an open neighborhood U of x in C such that Uˆ := π−1(U)
is a smooth submanifold of M , possibly wit nonsmooth boundary. Furhter, if p ∈M
with π(p) = x, then p is a boundary point of Uˆ if and only if x is a boundary point
of C.
Proof. Let x ∈ C be regular. Then an open neighborhood U of x ∈ C contains only
regular points. Let π(p) = x. Denote by N the component of points of M of the
same type as p that contains p. Then N is a smooth G-invariant submanifold of M
without boundary. Note that C ∩N∗ is a locally convex subset of N∗. Therefore
C ∩N∗ is a smooth submanifold of N∗, possibly with nonsmooth boundary. Since
π|N is a smooth submersion it is clear that π
−1(C) ∩ N is a smooth submanifold
of N as well, and therefore also of M , and p is a boundary point of π−1(C) ∩N if
and only if x is a boundary point of C. 
To determine the geometry of C near a nonregular point x we need to deter-
mine the structure of the tangent cone TxC. The starting point is the following
observation.
Lemma 2.7. Let C ⊆ M∗ be locally convex. Then TxC ⊆ TxM∗ is convex for all
x ∈ C.
In fact this follows easily from the next observation about convex subsets of
Alexandrov spaces.
Lemma 2.8. Let A and An, for n ∈ N, be Alexandrov spaces with a common lower
curvature bound and Cn ⊆ An be closed and convex. Also let C ⊆ A be closed such
that (An, Cn, xn) → (A,C, x) in the pointed Gromov-Hausdorff sense for xn ∈ An
and x ∈ A. Then C is convex in A.
Proof. Since C is the limit of Alexandrov spaces with curvature uniformly bounded
from below, C itself is an Alexandrov space. Let γ : [0, 1] → C be a minimal
geodesic of C between γ(0) and γ(1). We need to show that γ is also a minimal
geodesic of A. Let 0 < l < 1 be arbitrary. Then γ : [0, l]→ C is a unique minimal
geodesic between its endpoints. Let an, bn,l ∈ Cn with an → γ(1) and bn,l → γ(l)
for n→ ∞. Choose a minimal geodesic γn,l of Cn from an to bn,l. Since γ[0,l] is a
unique minimal geodesic, it follows that γn,l converges to γ[0,l]. Now, since Cn is
convex, we conclude that γn,l is also a minimal geodesic of An. Therefore, the limt
γ[0,l] is a minimal geodesic of A for all 0 < l < 1. Hence γ is a minimal geodesic of
A. 
In the following we are dealing with the question under what conditions a geo-
desic of C can be extended within C.
Lemma 2.9. Let C ⊆ M∗ be locally closed and locally convex. Then for every
x ∈ C that is not contained in the closure of the set of regular boundary points of C
there exists ρ > 0 such that expx : Bρ(0x) ∩ TxC →M
∗ is a homeomorphism onto
its image Bρ(x) ∩ C.
Proof. We may assume that dimC ≥ 1, since otherwise the statement is trivial.
Let x ∈ C be not contained in the closure of the set of regular boundary points. By
the slice theorem there exists ρ > 0 such that expx : Bρ(0x)→ M
∗ is well defined
and injective and the type of expx(tv) is the same for all 0 < t ≤ ρ for every fixed
v ∈ ΣxM
∗. After possibly decreasing ρ we may further assume that Bρ(x) ∩ C is
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closed in Bρ(x) and Bρ(x) does not contain any regular boundary point of C. Let
V ⊂ ΣxC denote the set of directions that come from geodesics of C starting at
x and which contain a regular point of C. Then all the geodesics γv : [0, ρ[→ M∗
with initial conditions γv(0) = x and γ˙v(0) = v with v ∈ V are defined. In fact it
follows that γv(t) ∈ C for all 0 ≤ t < ρ for all v ∈ V , since Bρ(x) intersected with
the set of regular points of C is a smooth Riemannian manifold without boundary
by lemma 2.6. Since the set of regular points is dense in C, it follows that V is
dense in ΣxC. Then the claim follows, since Bρ(x) ∩ C is closed in Bρ(x). 
Let C ⊆ M∗ be locally convex and p ∈ M with x = π(p) ∈ C. Considering
the map dπp : Np(G ∗ p) → TxM
∗ it is clear that a necessary condition for a
neighborhood U of x in C to lift to a smooth submanifold of M without boundary
is that dπ−1p (TxC) ⊆ Np(G ∗ p) is a linear subspace. We will see in corollary 2.11
that this condition is also sufficient if it holds at every q ∈ U . This motivates the
the following definition.
Definition 2.10. Let x ∈ M∗ and W ⊆ TxM∗. Then W is called linear if
dπ−1p (W ) ⊆ Np(G ∗ p) is a linear subspace for some p ∈ M with π(p) = x. If
C ⊆ M∗ is locally convex and x ∈ C then x is called a linear point of C if TxC is
linear.
Corollary 2.11. Let C ⊆M∗ be locally closed and locally convex. Then π−1(C) ⊆
M is a smooth submanifold of M without boundary if and only if all points x ∈ C
are linear.
Proof. The only if part is easy, so we only prove the if part. Let x ∈ C be arbitrary.
It is enough to show that an open neighborhood of π−1({x}) in π−1(C) is a smooth
submanifold without boundary of M . By lemma 2.6 it follows that C does not
contain a regular boundary point. Therefore, by lemma 2.9, for all sufficiently
small ρ > 0 we have
expx(Bρ(0x) ∩ TxC) = Bρ(x) ∩ C.
Let p ∈M with π(p) = x and set V <ρ := dπ−1p (Bρ(0x) ∩ TxC). Then
π−1(C) ∩Bρ(G ∗ p) = G ∗ expp(V
<ρ).
Choosing ρ > 0 sufficiently small, and since dπ−1p (TxC) is a Gp-invariant linear
subspace of Np(G ∗ p), it follows that G ∗ expp(V
<ρ) is a smooth submanifold of M
without boundary. 
Definition 2.12. A geodesic c of M is called horizontal if c˙(t) is perpendicular to
G ∗ c(t) for all t. A curve γ in M∗ is called a horizontal geodesic if γ = π ◦ c, where
c is a horizontal geodesic of M .
A geodesic ofM∗ is also a horizontal geodesic but a horizontal geodesic in general
is a broken geodesic. Observe that a horizontal geodesic of M∗ defined on some
nonempty open interval can always be uniquely extended to a horizontal geodesic of
M∗ defined on R given that M is complete. It is convenient to make the following
definition which extends the standard terminology.
Definition 2.13. Let x ∈M∗ and v ∈ TxM∗. Then
expx(tv) := π(expp(tvˆ)),
where p ∈M with π(p) = x and vˆ ∈ Np(G ∗ p) with dπp(vˆ) = v.
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Consequently expx is defined on all of TxM
∗ if M is complete and the map
t 7→ expx(tv) is a horizontal geodesic for all v ∈ TxM
∗.
Lemma 2.14. Let C ⊆ M∗ be locally closed and locally convex and γ : [0, l] → C
be a horizontal geodesic such that γ(l) is not contained in the closure of the set of
nonlinear boundary points of C. Then there exists ǫ > 0 and an extension of γ to
a horizontal geodesic γ : [0, l + ǫ] → C. In particular if C is closed and does not
contain any nonlinear boundary point we have C = expx(TxC) for all x ∈ C.
Proof. If dimC = 0, i.e. C consists of a single point, the claim is trivial. Otherwise
we argue by induction on n = dimC ≥ 1: First assume that dimC = 1. Then C
is either isometric to a circle, the real line, ]0,∞[, [0,∞[ or a possibly noncomplete
bounded interval. If C is a circle or the real line it has empty boundary and
every horizontal geodesic contained in C is in fact a geodesic and can be extended
infinitely within C so the claim holds. If C = [a, b] is a closed interval it is clear
that every horizontal geodesic γ in C can be extended within C until it hits the
boundary of C. Therefore, we have to show that a geodesic γ : [0, l] → C with
γ(l) ∈ ∂C can be extended to a horizontal geodesic γ : [0, l+ ǫ]→ C for some ǫ > 0,
given that the boundary point γ(l) is a linear point of C. This is not difficult using
the fact that Gp acts with cohomogeneity one on the linear space dπ
−1
p (Tγ(l)C),
where π(p) = γ(l). The details are left to the reader. The remaining cases follow
by combination of the arguments of this two cases.
Now let dimC ≥ 2 and the claim hold for smaller dimensions. Denote by E
the closure of the set of nonlinear boundary points of C. Let γ : [0, l] → C be a
horizontal arc length geodesic such that γ(l) ∈ C \ E. Let γ−(t) = γ(l − t) and
v = γ˙−(0) ∈ Σγ(l)C. Since dimC ≥ 2 and C is locally closed, Σγ(l)C is a closed and
convex subset of Σγ(l)M
∗ of dimension dimC − 1. We show that Σγ(l)C contains
no nonlinear boundary point: By lemma 2.9 and since x ∈ C \E, there exists ρ > 0
such that
expx : Bρ(0x) ∩ TxC → Bρ(x) ∩C(2.1)
is a homeomorphism and all boundary points of Bρ(x) ∩ C are linear. Let y ∈
∂(Bρ(x)∩C). Because y is linear it follows again by lemma 2.9 that a neighborhood
U of y in Bρ(x) ∩ C lifts to a smooth submanifold of M under π. Since (2.1) is a
homeomorphism and the exponential map of M is smooth, it follows that all points
v ∈ ∂(Bρ(0x) ∩ TxC) are linear. Since TxC is a cone, the claim follows.
Now let τ > 0 and α : [0, τ ] → Σγ(l)C be an arc length geodesic with α(0) = v.
Then we may apply the induction hypothesis to find an extension of α to a horizontal
geodesic α : [0,∞[→ Σγ(l)C. Let p ∈M and vˆ ∈ Np(G ∗ p) with v = dπp(vˆ). Since
α(0) = v it follows that α(π) = dπp(−vˆ) =: v− ∈ Σγ(l)C. Now, by lemma 2.9 there
exists an ǫ > 0 such that expγ(l)(tv
−) ∈ C for all 0 ≤ t ≤ ǫ. It follows that the
horizontal geodesic of M∗ given by
t 7→ expγ(0)(tγ˙(0))
maps to C for t ∈ [0, l+ ǫ] and we are done. 
The set of nonlinear boundary points of C plays an important role for our argu-
ments. For example as we see from corollary 2.11 this set needs to be empty if we
want π−1(C) ⊆ M to be a smooth submanifold without boundary. Therefore we
make the following definition.
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Definition 2.15. Let C ⊆ M∗ be locally closed and locally convex. Then we
denote by E the closure of the set of nonlinear boundary points of C.
Corollary 2.16. Let C ⊆ M∗ be locally closed and locally convex. Let x ∈ C \ E
and p ∈ M with π(p) = x. Then for every v ∈ Np(G ∗ p) with dπp(v) ∈ TxC also
dπp(−v) ∈ TxC.
Proof. This follows easily from lemma 2.14. 
From corollary 2.11 we see that the regularity of π−1(C) is determined by the
tangent cones of C. Another object connected to the local geometry of the embed-
ding C ⊂M∗ at x is the normal NxC to C at x.
Definition 2.17. Let C ⊆ M∗ be locally convex and x ∈ C. Then the normal
cone to C at x is defined as
NxC := TxC
⊥ = {v ∈ TxM
∗ | ∡(v, TxC) ≥ π/2} ∪ {0x},
where 0x denotes the apex of TxM
∗. By convention the normal cone to a one point
set {x} is given by TxM∗. NxC is called trivial if it equals {0x}.
Given a convex subset C of a Riemannian manifold and x ∈ C we have NxC⊥ =
TxC, so the the geometry of the normal cone and the tangent cone determine each
other. For convex subsets of quotient spaces this is no longer true as it can be
seen from examples 2.2 and 2.3. This is quite unfortunate, since it is a general
phenomenon that the structure of the normal cone is easier to determine than the
one of the tangent cone, as it will appear frequently throughout the rest of the
arguments. The main reason for this is the following observation.
Lemma 2.18. Let C ⊆M∗ be locally convex. Let x ∈ C and p ∈M with π(p) = x.
Then dπ−1p (NxC) ⊆ Np(G ∗ p) is convex.
Proof. Observe that
dπ−1p (NxC) = dπ
−1
p (TxC
⊥)
= {v ∈ Np(G ∗ p) | sup{gp(u, v) | u ∈ dπ
−1
p (TxC)} ≤ 0}
=
⋂
u∈dπ−1p (TxC)
{v ∈ Np(G ∗ p) | gp(u, v) ≤ 0}.
Then it is easy to check that the last term of this equation defines a convex set. 
As illustrated by example 2.3 the tangent cone of an interior point of a convex
set may fail to be linear while the upcoming corollary shows that the normal cone
to an interior point is indeed a linear space.
Corollary 2.19. Let C ⊆ M∗ be locally closed and locally convex. Let x ∈ C \ E.
Then NxC is linear.
Proof. Let x ∈ C and p ∈ M with π(p) = x. Set N := dπ−1p (NxC). Then N is
a convex cone in Np(G ∗ p). Since dπ−1p (TxC) is invariant under -Id by corollary
2.16, the same holds for N . But then, since N is convex, it is a linear subspace of
Np(G ∗ p). 
We conclude this section with a useful observation. Let C ⊆ A be a locally
convex and locally closed subset of an Alexandrov space. Then we denote by ∂τC
the topologicaly boundary of C as a subset of A. In particular if dimC < dimA we
have ∂τC = C. The following lemma discusses the situation when dimC = dimA.
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Lemma 2.20. Let A be an Alexandrov space and C ⊆ A be locally convex and
locally closed with dimC = dimA. Then
∂C = ∂τC ∪ (C ∩ ∂A).
Proof. We argue by induction on n = dimC = dimA ≥ 1. The case n = 1 is easy
and left to the reader. Now assume that n ≥ 2 and the claim hold for dimensions
less than n. First let x ∈ ∂C. Then ΣxC is a convex subset of ΣxA. Hence by the
induction hypothesis ∂ΣxC = ∂
τΣxC ∪ (ΣxC ∩ ∂ΣxA). Since ∂ΣxC 6= ∅ it follows
that x ∈ ∂τC or x ∈ C ∩ ∂A. Now let x ∈ C with x ∈ ∂τC ∪ ∂A. We have to show
that ΣxC has nonempty boundary. First let x ∈ ∂A. Assume that ΣxC has empty
boundary. Denote by ˆΣxA the double of ΣxA with projection p : ˆΣxA → ΣxA.
By induction hypothesis it follows that ΣxC ∩ ∂ΣxA = ∅. Therefore p−1(ΣxC)
is a locally convex subset ˆΣxA as well. Since ˆΣxA has empty boundary and so
does p−1(ΣxC) it follows from the induction hypothesis that p
−1(ΣxC) = ΣˆxA.
Therefore ΣxC = ΣxA. In particular ΣxC has nonempty boundary, a contradiction.
Now let x ∈ ∂τC. We have to show that x ∈ ∂C. For that let xn ∈ A \ C with
xn → x. Consider a minimal arc length geodesic γn : [0, ln] → A from C to
xn. Then it follows that γ˙(0) /∈ Σγn(0)C. In particular ∂
τΣγn(0)C is nonempty in
Σγn(0)A. By the induction hypothesis ∂Σγn(0)C 6= ∅. Hence γn(0) ∈ ∂C for all n.
Clearly γn(0)→ x. Therefore, x ∈ ∂C since ∂C is closed. 
2.2. horizontally convex subsets.
Definition 2.21. Let C ⊆M∗. C is called horizontally convex if for every x, y ∈ C
every horizontal geodesic from x to y is contained in C. C is locally horizontally
convex if C is connected and for all x ∈ C there exist ǫ > 0 such that for all
y, z ∈ Bǫ(x) ∩ C every horizontal geodesic from y to z of length less than ǫ is
contained in C.
Horizontally convex subsets are connected to the quotient structure of M∗ more
closely than convex subsets. Although horizontally convex subsets should be ex-
pected to be more rigid than convex subsets it appears to be difficult to obtain
general structure results. However, in this section we will obtain the important
result that the set of linear points of a horizontally convex subset C ⊆M∗ is open
in C. For that we first need to discuss a simple notion of conjugacy in M∗.
Definition 2.22. Let x, y ∈M∗ be regular points and γ : I →M∗ be a horizontal
geodesic from x to y. Then x and y are conjugate along γ, if there exists a variation
γs of γ via horizontal geodesics, such that γs is smooth at all regular points and
the variational field of γs at s = 0 is nontrivial and vanishes at x and y.
This definition can be extended to arbitrary points of M∗. However, this way
the concept is easy to handle and it suffices for our needs.
Lemma 2.23. Let γ : [0,∞[→ M∗ be a horizontal geodesic such that γ(0) is
regular. Then the set {t ∈ [0,∞[ | γ(t) is conjugate to γ(0) along γ|[0,t]} is finite
when intersected with any compact set. If γ(0) and γ(t) are not conjugate along γ[0,t]
there exists an open neighborhood U of tγ˙(0) in Tγ(0)M
∗ such that expγ(0) : U →M
∗
is a diffeomorphism onto its image.
Proof. The first statement follows easily, since the regular part of M∗ is a Rie-
mannian manifold. Now let γ : [0, 1] → M∗ be a horizontal geodesic such that
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γ(0) and γ(1) are regular points of M∗. Let γˆ be a horizontal lift of γ. Since
γ(0) is regular, we may identify Tγ(0)M
∗ = Nγˆ(0)(G ∗ γˆ(0)) and then we have
expγ(0) = π ◦expγˆ(0). In particular expγ(0) is smooth in a neighborhood of γ˙(0) and
if d(expγ(0))γ˙(0) has nontrivial kernel there exists a nontrivial Jacobifield J along γˆ
with J(1) ∈ Tγˆ(1)(G∗ γˆ(1)) and J
′(0) ∈ Nγˆ(0)G∗ γˆ(0). But then it follows that γ(0)
and γ(1) are conjugate along γ. 
Lemma 2.24. Let x ∈ M∗ and γ : [0, 1] → TxM
∗ be a horizontal geodesic whose
endpoints are not conjugate along γ. Let γn : [0, 1]→ nM∗ be horizontal geodesics
for n ∈ N such that γn → γ for n → ∞ with respect to the pointed Gromov-
Hausdorff convergence (nM∗, x) → (TxM∗, 0x). Then for all ǫ > 0 there exists
δ > 0 and N ∈ N such that BnM
∗
δ (γn(1)) ⊂ exp
nM∗
γn(0)
(Bǫ(γ˙n(0))) for all n ≥ N .
Proof. Let v = γ(0) ∈ TxM
∗. Since the endpoints of γ are not conjugate along γ,
there exists a neighborhood U of γ˙(0) in TvTxM
∗ such that expv : U → TxM
∗ is a
diffeomorphism onto its image. In particular for all ǫ > 0 there exits δ > 0 such that
Bδ(γ(1)) ⊂ exp
TxM
∗
γ(0) (Bǫ(γ˙(0))). Then via the Gromov-Hausdorff approximations
expnM
∗
x : TxM
∗ → nM∗ this property carries over to the approximating sequence.
We leave the details to the reader. 
The next lemma will be of technical help at various occasions.
Lemma 2.25. Let q ∈ M and denote by N the component of Fix(Gq) containing
q. Let N(Gq) denote the normalizer of Gq and H denote the subgroup of elements
of N(Gq) that leave N invariant. Then H is acting isometrically on (N, g) and
a horizontal geodesic of (N, g) with respect to the action of H is also a horizontal
geodesic of (M, g) with respect to the action of G. Moreover the map
h : N/H→M∗
pr(p) 7→ π(p)
is an isometric embedding onto its image π(N) equipped with the induced intrinsic
metric, where pr : N → N/H denotes the projection.
Proof. Let U denote the subgroup of elements of G that leave FixGq invariant.
Then U = N(Gq): To see this first let u ∈ U . Then uGqu−1 = Guq ⊇ Gq, since
uq ∈ Fix(Gq) for u ∈ U . Since Gq is compact it follows that Gq = uGqu−1. So
U ⊆ N(Gq). On the other hand let n ∈ N(Gq) and p ∈ Fix(Gq). Then Gnp =
nGpn
−1 ⊇ nGqn−1 = Gq, so np ∈ Fix(Gq) and N(Gq) ⊆ U .
Observe that by the slice theorem the set of points of N of the same type as q
form an open and dense subset of N . Also for p ∈ Fix(Gq) we have Gp ⊇ Gq and
therefore if p and q have the same type we have Gp = Gq. Next we show that
(G ∗ p) ∩ Fix(Gq) = N(Gq) ∗ p(2.2)
for all p ∈ FixGq of the same type as q: Since U = N(Gq) it follows that N(Gq)∗p ⊆
G ∗ p ∩ Fix(Gq). On the other hand let g ∈ G such that gp ∈ Fix(Gq). Then
gGqg
−1 = gGpg
−1 = Ggp ⊇ Gq. Again it follows that gGqg−1 = Gq, so g ∈ N(Gq)
and (2.2) is proven. From (2.2) it moreover follows that
(G ∗ p) ∩N = H ∗ p(2.3)
for all p ∈ N of the same type as q. Now let γ : [0, 1]→ N be a horizontal geodesic
with respect to the action of H. We show that γ : [0, 1]→M is a horizontal geodesic
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with respect to the G-action as well. Let p = γ(0). Since N is totally geodesic, γ is
a geodesic of M and therefore it suffices to show that γ˙(0) ∈ Np(G ∗ p). Since the
set of points with istropy group Gq is open and dense in N we may assume that
Gp = Gq. Consider the decomposition
TpM = Np(G ∗ p)⊕ Tp(G ∗ p) = F
N ⊕ PN ⊕ FT ⊕ PT ,
where FN and FT denote the respective fixed point sets of the Gq-actions on Np(G∗
p) and Tp(G ∗ p) and P
N and PT denote their respective orthogonal complements.
Then TpN = F
N⊕FT . From (2.3) it follows that Tp(H∗p) = Tp(G∗p)∩TpN = FT .
Therefore FN equals the normal space to H∗p at p in N and γ˙(0) ∈ FN ⊂ Np(G∗p).
Finally we consider the map
h : N/H→ π(N).
pr(p) 7→ π(p)
Since H is a subgroup of G, h is well defined. Denote by N0 the set of points of
N of type Gq. It follows from (2.3) that h : N0/H → π(N0) is a homeomorphism.
Moreover, since a horizontal geodesic of N with respect to the action of H is also a
horizontal geodesic ofM with respect to the action of G, it follows that h : N0/H→
π(N0) is an isometry, when π(N0) is equipped with the induced intrinsic metric.
Hence h : N/H→ π(N) is an isometry as well by continuity. 
Proposition 2.26. Let C ⊂ M∗ be locally closed and locally horizontally convex.
Then the set of linear points is open in C.
Before proving this we give an example illustrating that the corresponding state-
ment does not hold for convex subsets of M∗.
Example 2.27. Let Z2 act on R
2 by reflection along the x-axis. Then R2/Z2 is
isometric to a halfplane H . Let C ⊂ H be a closed disc tangent to the boundary of
H . Then the set of linear points of C consists of the interior points of C together
with the boundary point of C tangent to the boundary of H .
We suggest to keep this example in mind while going through the proof.
Proof of proposition 2.26. We proof the claim by induction on n = dimM∗ ≥ 1. If
n = 1, then C is either a single point, and the claim is trivial, or dimC = dimM∗ =
1 and the claim follows easily. We leave the details to the reader.
Now let dimM∗ ≥ 2 and the claim be proven for smaller dimensions. We may
assume that dimC ≥ 1, again since the statement is trivial otherwise.
First we discuss the case that C does not contain a point with principal isotropy:
Let x = π(p) ∈ C be a regular point in C of maximal type Gp. Let N denote the
fixed point component of the Gp-action on M containing p. Then C ⊆ π(N). From
lemma 2.25 it follows that π(N), equipped with the induced intrinsic metric, is
isometric to N/H, where H denotes the subgroup of N(Gp) that leaves N invariant.
Moreover C considered as a subset of N/H is horizontally convex, again by lemma
2.25. Since p has nonprincipal type, dimN/H = dimπ(N) < dimM∗. Hence the
claim follows from the induction hypothesis.
Therefore we may assume that regular points of C are also regular points of M∗.
Set V := dπ−1p (TxC). Since V is a linear space invariant under Gp, there exists
ǫ > 0 such that
U := G ∗ (expp(Bǫ(0p) ∩ V ))
12 W. SPINDELER
is a smooth submanifold of M without boundary. Clearly G acts by isometries on
(U, g). Denote by U∗ the quotient space (U, g)/G. Considering U∗ as a subset of
M∗ the quotient metric on U∗ coincides with the intrinsic metric induced fromM∗.
From the construction it is clear that TxU
∗ = TxC = V/Gp. It then follows from
local convexity of C that (Bǫ(x)∩C) ⊆ U
∗. Observe that Bǫ(x)∩C is again locally
horizontally convex. Therefore we may for simplicity assume that C ⊆ U∗. Since
distances of points in U∗ are bigger when measured in U∗ than in M∗ and C is
locally convex in M∗, it moreover follows that C ⊆ U∗ is locally convex as well. To
prove the claim it is now clearly enough to show that x is an interior point of C
considered as a subset of U∗:
Case 1: Let x /∈ ∂U∗: Then ∂TxU∗ = ∅. Since TxC = TxU∗ and C is locally
convex in U∗ it follows from lemma 2.20 that x /∈ ∂τC, the topological boundary
of C in U∗. So x is an interior point of C in U∗ and we are done.
Case 2. Let x ∈ ∂U∗: Let F be a boundary face of U∗ containing x, i.e. a type
component of U∗ of codimension 1 and whose closure contains x. In a first step
we show that a neighborhood of x in F is contained in C ∩ F . For that we aim at
the induction hypothesis. Since π−1(F ) in general is not a submanifold of M the
arguments for this are a bit complicated.
By the slice theorem there exists q ∈ U with π(q) ∈ F , Gq ⊆ Gp and the set of
points of F of type Gq is open and dense in F . Denote by N ⊂ M the component
of Fix(Gq) containing q. Then p ∈ N . Let H denote the subgroup of N(Gq) leaving
N invariant. By lemma 2.25 H is acting isometrically on N . Let (N, g)/H =: N∗.
Then the map
h : N∗ →M∗
pr(u) 7→ π(u)
is an isometric embedding onto its image π(N), again by lemma 2.25. Observe that
h(N∗) ∩ U∗ = F and hence h(N∗) ∩ C = C ∩ F . Therefore h−1(C ∩ F ) is locally
horizontally convex in N∗, since h maps horizontal geodesics of N∗ to horizontal
geodesics of M∗, once more by lemma 2.25.
Now let z ∈ N∗ with h(z) = x. We show that
Tz(h
−1(C ∩ F )) = Tzh
−1(F ) :
Since h is isometric, it is enough to show that Tx(C∩F ) = TxF . Clearly Tx(C∩F ) ⊂
TxF . So let v ∈ TxF and we have to show that v ∈ Tx(C ∩ F ). Without loss of
generality we may assume that v is an interior point of TxF considered as a subset
of ∂TxU
∗. Since C ⊂ U∗ and C contains a regular point of M∗, a regular point
of U∗ is also a regular point of M∗. Since TxF ⊂ TxU∗ and TpU is linear there
exists a horizontal geodesic γ : [0, 1] → TxU
∗ with γ(1/2) = v such that γ(0)
and γ(1) are regular points of TxM
∗. Using lemma 2.23 we may further assume
that γ(0) and γ(1) are not conjugate along γ in TxM
∗. Now consider the pointed
Gromov-Hausdorff limit
(TxM
∗, TxU
∗, 0x) = lim
n→∞
(nM∗, nU∗, x).
Using lemma 2.24 we can realize γ as the limit of a sequence of horizontal geodesics
γn : [0, 1] → nM∗ such that γn(0) ∈ nU∗ and γn(1) ∈ nU∗ for all n ∈ N. Since
the points γ(0) and γ(1) are regular it follows that γ(0), γ(1) /∈ ∂TxU∗. Since
(nC, x) → (TxC, 0x) = (TxU∗, 0x) it follows that γn(0) ∈ nC and γn(1) ∈ nC
for all sufficiently large n (otherwise there are points of ∂(nC) arbitrary close to
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γn(0) or γn(1) for all sufficiently large n and it follows that γ(0) ∈ ∂TxU∗ or
γ(1) ∈ ∂TxU∗). Therefore, since C is locally horizontally convex, we conclude
γn([0, 1]) ⊂ nC ⊂ nU∗ for all n sufficiently large. Since γ(1/2) = v ∈ TxF ⊂ ∂TxU∗
there exists a sequence tn with tn → 1/2 for n→∞ and γn(tn) ∈ ∂nU∗∩nC for all
sufficiently large n. Since v is an interior point of TxF in ∂TxU
∗ it moreover follows
that γn(tn) ∈ nF ∩ nC for all suffieciently large n and we conclude v ∈ Tx(C ∩ F ).
Now observe that h−1(F ) = pr(N ∩ U) and N ∩ U is an H-invariant smooth
submanifold of N , since it is the fixed point set of the induced Gq-action on U .
Since Tz(h
−1(C ∩ F )) = TzF , it follows from the induction hypothesis combined
with lemma 2.11 that a neighborhood of z in h−1(C ∩F ) is also a neihgborhood of
z in h−1(F ). Consequently a neighborhood of x in C ∩F is also a neighborhood of
x in F and we are done with the first step.
Now let Uˆ∗ denote the double of U∗ obtained by gluing together two copies of
U∗ along their common boundary. Also let Cˆ ⊂ Uˆ∗ denote the set of points that
map to C under the canonical map Uˆ∗ → U∗. Since the first step applies to every
boundary face of U∗ containing x, it follows that a small open neighborhood of x
in ∂U∗ is contained in C. Therefore a small open neighborhood of x in Cˆ is locally
convex in Uˆ∗. Since TxC = TxU
∗ it follows that TxCˆ = TxUˆ . Thus again it follows
from lemma 2.20 that x is an interior point of Cˆ in Uˆ∗. But then x is an interior
point of C in U∗ as well and the proof is finished. 
2.3. Extemal subsets and boundary strata. In this short section we recall the
definition of extremal subsets of an Alexandrov space and some of its properties
which are important to us. If not mentioned otherwise we refer to the discussion
given in the survey [Pet07] and the refrences therein.
Definition 2.28. A closed subset E of an Alexandrov space A is called extremal
if the following holds: For every q ∈ A \ E and every p ∈ E such that the distance
function dq to q restricted to E has a local minimum at p the point p is critical for
q.
Note that A as well as the empty set are extremal. Also the intersection of two
extermal subsets is again extermal. Therefore for x ∈ A there exists a smallest
extremal subset of A which contains x and which is denoted Ext(x). An extremal
subset E is called primitive if E = Ext(x) for some x ∈ A. The main part of a
primitive extremal set E = Ext(x) is defined as the set {y ∈ E | Ext(y) = Ext(x)}.
Each main part of a primitive extremal subset E is a topological manifold which is
open and dense in E and therefore a natural notion of the dimension of a primitive
extremal subset is induced. A is stratified into topological manifolds by the main
parts of its primitive extremal subsets and the boundary ∂A of A is obtained as
the union of all primitive extremal subsets of codimension 1.
Definition 2.29. A boundary stratum of an Alexandrov space A is any union of
primitive extremal subsets of codimension 1.
In the unpublished preprint [Per91] it was shown that the distance function to
the boundary of a nonnegatively curved Alexandrov space A is concave. It is well
known that this holds more generally for any boundary stratum of A. A detailed
proof can be found in [W1¨0].
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Lemma 2.30. Let A be a nonnegatively curved Alexandrov space with nonempty
boundary ∂A. Then the distance function dB to any boundary stratum B of A is
concave on A \B.
2.4. The distance function to a boundary stratum and its level sets. For
this section we assume additionally that M∗ is compact and has nonnegative cur-
vature. Also we fix a closed and locally horizontally convex subset Ω∗ ⊆ M∗ with
nonempty boundary and set Ω = π−1(Ω∗). We fix a boundary stratum B of Ω and
denote by f = dB : Ω → R the distance function to B. Moreover we assume that
Ω \ π−1(B) is a smooth submanifold of M without boundary. Since M∗ has non-
negative curvature the same holds for Ω∗. Therefore we have the following lemma
which is the basis for the arguments in this section.
Lemma 2.31. f : Ω∗ \B → R is concave.
For l ∈ R we set
Cl := {x ∈ Ω∗ | f(x) ≥ l}.
Since f is concave, all these sets are convex in Ω∗. An important observation is
that they are in fact horizontally convex.
Lemma 2.32. Cl is horizontally convex in Ω∗ \B for every l ∈ R.
Proof. Let γ : [0, 1]→ Ω\π−1(B) be a horizontal geodesic. Let 0 ≤ t1 < · · · < tk ≤
1 such that γ|[0,1]\{t1,...tk} has constant type. Denote by fˆ : Ω → R the distance
function to π−1(B) and let
(fˆ ◦ γ)−(t) = lim
sց0
fˆ ◦ γ(t)− fˆ ◦ γ(t− s)
t
and
(fˆ ◦ γ)+(t) = lim
sց0
fˆ ◦ γ(t)− fˆ ◦ γ(t+ s)
t
.
It is enough to show that (fˆ ◦ γ)+(tk) ≤ −(fˆ ◦ γ)−(tk) for all k ∈ {1, . . . , n}
with 0 < tk < 1, since fˆ ◦ γ is concave on every connected interval contained in
[0, 1] \ {t1, . . . tk}. Let Γk denote the set of initial directions of minimal geodesics
from γ(tk) to π
−1(B). Then
−(fˆ ◦ γ)−(t) = cos(∡(−γ˙(tk),Γk)) ≥ cos(π − ∡(γ˙(tk),Γk))
= − cos(∡(γ˙(tk),Γk) = (fˆ ◦ γ)
+(t).

In the following let a denote the maximal value of f and we will only consider
the set Ca ⊂ Ω∗ of points of maximal distance to B. But we remark that the
corresponding results hold for all the other level sets Cl with different but much
simpler proofs. The following proposition is the key technical observation.
Proposition 2.33. TxC
a is linear if and only if NxC
a is linear.
We note that the corresponding proposition does not hold for convex subsets as
illustrated by the examples 2.2 and 2.3. We also note two questions which we were
not able to answer in order to motivate the arguments of the proof. Consider a
horizontally convex subset C ⊆ M∗. Then the first question is whether for x ∈ C
also TxC ⊆ TxM
∗ is horizontally convex and secondly if for every x ∈ C with
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TxC 6= TxM∗ the normal space NxC is nontrivial. In this case the proof follows
easily: If NxC is linear then NxC
⊥ = V/Gp for a linear subspace V ⊂ Np(G ∗ p)
and TxC ⊆ V/Gp. Assume that TxC ( V/Gp. Then TxC has nontrivial normal
space considered as a horizontally convex subset of V/Gp in contradiction to the fact
that NxC ∩ V/Gp = {0x}. Our proof follows this line of thought using additionally
the extra structure we obtain from the distance function f . It is propably correct
that the equation NxC
⊥ = TxC holds for a horizontally convex subset C for every
x ∈ C, which would imply that the answer to both questions is generally yes.
Proof. For simplicity we assume that Ω∗ = M∗. The general case follows with
identical arguments restricted to Ω∗. Also let C := Ca for simplicity of notation.
Moreover we may assume that dimC ≥ 1, since otherwise the claim is trivial. We
first give a proof assuming that C contains a regular point of M∗ and afterwards
we reduce the general case to this situation.
Let x ∈ C. Clearly NxC is linear if TxC is linear. Therefore we assume that
NxC is linear and have to show that TxC is linear. If x itself is a regular point of C
and therefore also of M∗ it follows that TxC = NxC
⊥ and we are done. Therefore
we assume that x is nonregular.
We use a sequence of convex subsets of TxM
∗ that converge to TxC, constructed
via limits of the rescaled super level sets of f . This will help to determine the
geometry of TxC.
Sublemma 2.34. There exists a family {Ct}t∈[0,1] of closed convex subsets of
B1(0) ⊂ TxM∗ satisfying the following
a) Ct ⊂ Cs for t < s,
b) dH(Ct, Cs)→ 0 for s→ t, where dH denotes Hausdorff distance,
c) C1 = B1(0),
d) C0 = TxC ∩B1(0),
e) For all t ∈ [0, 1] and n ∈ N there exists lt(n) ∈ R such that
(TxM
∗, Ct, 0) = lim
n→∞
(nM∗, nClt(n) ∩BnM
∗
1 (x), x).
Proof of sublemma 2.34. The desired family is constructed via the various Gromov-
Hausdorff limits of the rescaled level sets nCl for n ∈ N and l ∈ R as indicated by
property e). The details of the construction are left to the reader. Alternatively
see [Spi14] or [Spi15], lemma 3.23. .
Now let Ct be a family as given by sublemma 2.34. Let p ∈ M with π(p) = x.
Then by assumptionN := dπ−1p (NxC) ⊆ Np(G∗p) is a linear Gp-invariant subspace.
Let F ⊆ N denote the fixed point set of the Gp-action on N . Then we have an
orthogonal decomposition
Np(G ∗ p) = F ⊕W.
Let
ρ : Np(G ∗ p)→W
denote the orthogonal projection along F . Note that ρ naturally induces a projec-
tion
ρ∗ : TxM
∗ →W/Gp =:W
∗.
As always we identify F with F/Gp ⊂ TxM∗. Finally set
Ct = ρ
∗(Ct).
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Observe that C0 = C0 = TxC ∩ B1(0) by property d) together with TxC ⊆ W ∗.
Hence we want to prove that T0C0 = TxC is linear, where T0C0 denote the tangent
cone to C0 at 0 = 0x. If 0 is an interior point of C0 considered as a subset of W
∗
it follows that T0C0 = W
∗ and we are done, since W ∗ is linear. Therefore we may
assume that 0 is not an interior point of C0 in W
∗. Let
t0 := inf{t ∈ [0, 1] | 0 is an interior point of Ct in W
∗}.
From property c) of sublemma 2.34 it follows 0 ≤ t0 < 1. Also note that 0 is an
interior point of Ct in W
∗ for all t > t0 by property a).
Step 1: We show that Ct is horizontally convex for all t0 ≤ t ≤ 1: Observe that
properties a) and b) hold analogeously for the family Ct and therefore it suffices
to prove this for all t0 < t ≤ 1. Let t0 < t ≤ 1 be fixed and γ : [0, 1] → TxM∗
be a horizontal geodesic with γ(0) ∈ Ct and γ(1) ∈ Ct. We have to show that
γ([0, 1]) ⊆ Ct.
Sublemma 2.35. Let G act by isometries on a linear euclidean space U and U∗ =
U/G. Let C ⊂ U∗ be convex such that 0 is an interior point of C and let v ∈ ∂τC
(recall that ∂τC denotes the topological boundary of C as a subset of U∗). Then for
all 0 ≤ λ < 1 we have λv ∈ C˚, the topological interior of C, and for all λ > 1 we
have λv /∈ C.
Proof. Once more we leave the proof to the reader. 
Using this lemma we can without loss of generality assume that γ(0) and γ(1) are
interior points of Ct in W
∗, since otherwise we may approximate γ by horizontal
geodesics λγ with λ < 1. Since W ∗ is linear and γ(0), γ(1) ∈ W ∗, it is clear that
γ([0, 1]) ⊂ W ∗. Since C contains a regular point of M∗ and TxC ⊂ W ∗, a regular
point of W ∗ is also a regular point of TxM
∗. Hence way can also without loss of
generality assume that γ(0) and γ(1) are regular points of TxM
∗. Therefore we
can further without loss of generality assume that γ(0) and γ(1) are not conjugate
along γ in TxM
∗ by lemma 2.23.
Now let v, w ∈ Ct with ρ
∗(v) = γ(0) and ρ∗(w) = γ(1) and choose a horizontal
geodesic γˆ : [0, 1] → TxM∗ with γˆ(0) = v, γˆ(1) = w and ρ∗ ◦ γˆ = γ (the existence
of γˆ follows, since TxM
∗ = F ×W ∗ up to isometry). To show that γ ⊂ Ct we show
that γˆ ⊂ Ct: First observe that v and w are not conjugate along γˆ as well (this
follows again from TxM
∗ = F ×W ∗). Let
(TxM
∗, Ct, 0) = lim
n→∞
(nM∗, nClt(n) ∩BnM
∗
1 (x), x)(2.4)
according to property e) of sublemma 2.34. Let γˆn : [0, 1] → nM∗ be a horizontal
geodesic for every n such that γˆn → γˆ. Since γˆ(0), γˆ(1) ∈ Ct and by (2.4), we may
by lemma 2.24 further choose γˆn such that γˆn(0) ∈ nCat(n) and γˆn(1) ∈ nCat(n).
Hence by horizontal convexity we deduce that γˆn([0, 1]) ⊆ nCl(n) for all n and
therefore γˆ([0, 1]) ⊆ Ct. This completes step 1.
Step 2: We show that N0Ct0 ∩ W
∗, the normal space to Ct0 in W
∗ at 0, is
nontrivial. From the definition of t0 it is clear that Ct has nonempty topological
boundary in W ∗, which we denote by ∂τCt, for all t0 < t sufficiently close to t0.
For all such t let ct : [0, lt]→W ∗ be a minimal arc length geodesic from 0 to ∂τCt.
Let tn → t0 be a sequence with tn > t0 such that c˙tn(0) converges to a limit v0.
We claim that v0 ∈ N0Ct0 ∩W
∗: Clearly v ∈ W ∗. Assume on the contrary that
v /∈ N0Ct0 . Then, since dimTxC ≥ 1, there exists b ∈ Ct0 \ {0} such that 2b ∈ Ct0
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and α0 := ∡(b, v0) < π/2. Let αn := ∡(c˙tn(0), b). Then αn → α0 for n → ∞. Let
N ∈ N and δ > 0 such that αn < π/2− δ for all n ≥ N . Also let an : [0, 1]→ W ∗
be a minimal segment from b to ctn(ltn). By definition of t0 and ctn it follows that
ctn(ltn) → 0 for n → ∞. Therefore there exists n ∈ N such that βn > π/2 for all
n ≥ N , where βn denotes the angle formed by ctn and an at ctn(ltn). Since W
∗ is
linear, we may extend every an to a horizontal geodesic an : [0,∞[→ W ∗. Then
β˜n < π/2 for all N ≥ N , where β˜n denotes the angle between ctn and an|[1,∞[. Fix
n ≥ N . There exists ǫ > 0, such that an(1 + ǫ) is an interior point of Ct0 in W
∗,
since ctn is minimal from 0 to ∂
τCtn . By horizontal convexity of Ctn , and since
2b ∈ Ctn , it therefore follows that there exists λ > 0 such that (1 + λ)an(t) ∈ Ctn
for all t ∈ [0, 1 + ǫ] (for that note that (1 + λ)α is a horizontal geodesic as well).
But then also (1 + λ)an(1) = (1 + λ)ctn(1) ∈ Ctn , in contradiciton to sublemma
2.35.
Step 3: We show that N0Ct0 ∩ W
∗ is linear. Let N1 = dπ
−1
p (N0Ct0 ∩ W
∗).
Then N1 is a convex subset of Np(G ∗ p) and N1 is invariant under Gp. Since
C0 = TxC ∩ B1(0) ⊆ Ct0 it follows that N1 ⊂ W ∩ N . Thus, by definition of W ,
the action of Gp on N1 \ {0} is fixed point free. Therefore N1 must be a linear
subspace of Np(G ∗ p) (a Gp-action on a convex cone with nonempty boundary has
fixed points different from 0 coming from the unique direction of maximal angle to
the boundary).
To complete the proof we iterate this argument: Define W1 via the orthogonal
decomposition
Np(G ∗ p) = F ⊕N1 ⊕W1
and set
W ∗1 =W1/Gp.
Note that Ct0 ⊂ W
∗
1 and therefore Ct ⊂ W
∗
1 for all 0 ≤ t ≤ t0. Moreover, 0 is
an interior point of Ct0 in W
∗
1 (otherwise a normal vector to Ct0 at 0 which is
contained in W ∗1 can be constructed analogous to step 2 in contradiction to the
definition of N1 and W1). If 0 is also an interior point of C0 in W
∗
1 we are again
done. Otherwise set
t1 := inf{t ∈ [0, t0] | 0 is an interior point of Ct in W
∗
1 }.
With W ∗1 in the role which was played by W
∗ before the arguments of steps 1 to 3
now apply as well to Ct for t1 < t < t0 and yield that the normal space to Ct1 in
W ∗1 is nontrivial and linear. Repeating this argument after a finite number of steps
we find that 0 is an interior point of C0 in W
∗
k since the dimension of Cti drops in
every step and we are done.
It remains to discuss the case that C does not contain a point with principal
isotropy. Let x ∈ C such that the set of points of C of the same type as x is
open and dense in C. Let p ∈ M with π(p) = x and denote by N the component
of Fix(Gp) containing p. Then C ⊂ π(N) and π(N) equipped with the induced
intrinsic metric is isometric to N/H by lemma 2.25, where H ⊂ N(Gp) denotes the
subgroup of elements that leave N invariant. Moreover Ca ∩ π(N) is horizontally
convex in π(N) = N/H for all the level sets Ca, since a horizontal geodesic ofN with
respect to the acton of H is a horizontal geodesic of M with respect to the action
of G as well. Thus, with the same proof as above applied to N/H and the family
Ca ∩ π(N) it follows that TyC ⊂ Ty(N/H) is linear if and only if NyC ⊂ Ty(N/H)
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is linear. But clearly TyC ⊂ (N/H) is linear if and only if TyC ⊂ TyM∗ is linear
and analogeuously for the normal spaces. 
Recall that for a convex set C we denote by E the closure of the set of nonlinear
boundary points of C.
Corollary 2.36. The set of nonlinear points of Ca equals the set E. In particular
all points in Ca \ ∂Ca are linear and π−1(Ca \ E) is a smooth submanifold of M
without boundary.
Proof. This follows from proposition 2.33 in combination with lemma 2.19 and
proposition 2.26. 
Now let us construct a soul Σ of M∗ as follows. Let Ω∗1 denote the set of
maximal distance to ∂M∗. If ∂Ω∗1 = ∅ set Ω
∗
1 =: Σ. In particular it follows from
corollary 2.36 that Ω1 := π
−1(Ω∗1) is a smooth closed submanifold. If otherwise
∂Ω∗1 6= ∅ let Ω
∗
2 be the set of points of Ω
∗
1 of maximal distance to ∂Ω
∗
1. Again if
∂Ω∗2 is empty set Σ := Ω
∗
2 and it follows that Ω2 := π
−1(Σ) is a smooth closed
submanifold. Otherwise consider Ω∗3 and so on. After a finite number of steps
we have constructed a soul Σ of M∗ such that π−1(Σ) ⊂ M is a smooth closed
submanifold.
Corollary 2.37. Let Σ ⊂ M∗ be a soul constructed as above. Then π−1(Σ) ⊂ M
is a smooth closed submanifold.
Our main theorem 1.1 does not follow yet, since in general the distance function
dΣ may have critical points in M
∗ \ (B ∪ Σ). In order to prove our main theorem
in a similar fashion we thus need to gain control over the regularity of the distance
function to a ’soul’ (the result Σ ⊂ M∗ constructed in the proof of theorem 1.1 in
the next section may have boundary, while π−1(Σ) does not. Hence the name soul
will not be used further).
Proposition 2.38. E is a boundary stratum of Ca. Also let
C1 := {x ∈ C
a | d(x,E) is maximal }.
Then dC1 : Ω
∗ → R is regular at every x ∈ Ω∗ \ (B ∪ C1).
Proof. First we show that E is extremal: Let x ∈ Ca \ E and y ∈ E such that dx
restricted to E has a local minimum at y. We need to show that y is critical for
x. Assume on the contrary. Let Γ denote the set of initial directions of minimal
geodesics from y to x. Then there exists v ∈ ΣyCa with ∡(v,Γ) > π/2. We
may choose such a v which is also a regular point of TyC
a and not contained
in ∂TyC
a. Let α : [0, l] → ΣyCa be a minimal arc length geodesic from v to
Γ. So l > π/2. Since dx restricted to E has a local minimum at y it is clear
that ∡(α(l), TyE) ≥ π/2. Using lemma 2.14 it follows that α may be extended
horizontally to α : [0, l+ π/2]→ ΣyCa. Now let p ∈M with π(p) = y and consider
N := dπ−1p (NyC
a). Since y ∈ E it follows from proposition 2.33 that N is convex
but not linear. Let W = N⊥. Then W is nonlinear and convex as well and by the
splitting theorem we may therefore write
W = Rk × Z
up to isometry, where Z is a nontrivial convex cone that does not contain a line. Let
αˆ be a horizontal lift of α. Since dπ−1p (TyC
a) ⊂W it follows that αˆ : [0, l+π/2]→
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W . Since αˆ is parametrized by arc length and l > π/2 it follows that αˆ in fact
maps to Rk × {0}. Now, since v = α(0) ∈ TyCa is regular and not contained
in ∂TyC
a, it follows that α(0) is a linear point of TyC
a in contradiction to the
following observation.
Sublemma 2.39. Let y ∈ Ca be a nonlinear point and W := (dπ−1p (NyC
a))⊥.
Write up to isometry W = Rk × Z, where Z does not contain a line. Then all
points in dπp(R
k × {0}) ∩ TyCa are nonlinear points of TyCa
Proof. Assume that a point u ∈ dπp(Rk × {0})∩ TyCa is a linear point of Ca. Let
V := dπ−1p (TyC
a) and uˆ ∈ V with dπp(uˆ) = u. Then TuˆV is linear. Since V ⊆ W
and Z does not contain a line it follows that TuˆV ⊆ Rk × {0}. But then it follows
from convexity of TyC
a that V ⊆ Rk × {0} as well (for that note that Rk × {0} is
Gp-invariant). But then Z ⊂ V
⊥ = dπ−1(NyC
a). This is a contradiction to the
definition of W , since Z is nontrivial. 
To show that E defines a boundary stratum of Ca it remains to show that E has
locally constant codimension 1 in Ca. Let x ∈ E. If x is contained in the closure
of the set of regular boundary points it is clear that x is contained in a primitve
extremal subset of codimension 1, since since the set of regular boundary points is
open in ∂C and is contained in E. Therefore we may assume that x is not contained
in the closure of the set of regular boundary points. Then the claim follows from
the next sublemma in combination with proposition 2.33.
Sublemma 2.40. Let C ⊂ M∗ be locally cosed and locally convex and have no
regular boundary point. Further assume that C satisfies the following: For all
x ∈ C the tangent cone TxC is linear if and only if NxC is linear. Then, if the set
of nonlinear boundary points of C is nonempty, it has codimension 1 in C.
Proof. We argue by induction on n = dimC ≥ 1. If n = 1 the claim follows
trivially, since ∂C is discrete in C. So let n ≥ 2 and x ∈ E. Since C does not
contain a regular boundary point, by lemma 2.9 there exists ρ > 0 such that
expx : Bρ(0x) ∩ TxC → C ∩Bρ(x)(2.5)
is a homeomorphism. It follows that TxC does not contain any regular boundary
points as well. We claim that for all v ∈ TxC the tangent cone TvTxC is linear if
and only if the normal cone NvTxC is linear:
Clearly NvTxC is linear if TvTxC is linear. Therefore we assume that NvTxC is
linear and have to show that TvTxC is linear as well. Let p ∈ M with π(p) = x,
vˆ ∈ Np(G ∗ p) with dπ(vˆ) = v and V = dπ−1p (TxC). Let NvˆV denote the normal
cone to V at vˆ, which we consider as an affine subspace of Np(G ∗ p) centered at vˆ.
Observe that NvTxC is linear if and only if NvˆV is an affine linear subspace. Let
W = (NvˆV )
⊥. Then W is affine linear as well with TvˆV ⊆ W . Let Conv(TvˆV )
denote the convex closure of TvˆV , i.e. the smallest convex subset of Np(G ∗ p)
containing TvˆV . It is straight forward to check that NvˆV is linear if and only if
Conv(TvˆV ) = W . Possibly after scaling we may assume that ρ > |v| = |vˆ| and
that the map expp : N
<ρ
p (G ∗ p)→M is a Diffeomorphism onto its image which is
20 W. SPINDELER
a smooth submanifold of M . Now it is again straight forward to check that
Nexpp(vˆ)π
−1(C) = (Conv(Texpp(vˆ)π
−1(C)))⊥(2.6)
= (Conv((d expp)vˆ(TvˆV )))
⊥(2.7)
= (d expp)vˆ(Conv(TvˆV ))
⊥(2.8)
= ((d expp)vˆ(W ))
⊥.(2.9)
Here (2.7) follows by (2.5) and (2.8) follows, since d expp is linear. Since W is an
affine linear space centered at vˆ, (d expp)vˆ(W ) ⊆ Texpp(vˆ)M is a linear subspace and
therefore Nexpp(vˆ)π
−1(C) is linear. Consequently Nexpx(v)C is linear and therefore
also Texpx(v)C is linear by assumption. Then it follows that TvTxC is linear as well,
again using (2.5).
Consequently ΣxC does not contain a regular boundary point and TvΣxC is
linear if and only if NvΣxC is linear for all v ∈ ΣxC. To apply the induction
hypothesis we show that the set of nonlinear boundary points of ΣxC is nonempty:
Assume on the contrary that it is empty. Then by lemma 2.14 every horizontal
geodesic of ΣxC can be extended infinitely. Then it follows as in the proof of
corollary 2.16 that for all dπp(v) ∈ TxC we have dπp(−v) ∈ TxC. Then analogously
to corollary 2.19 it follows that NxC is linear. But then also TxC is linear by
assumption. Thus, by (2.5), all points in a neighborhood of x in C are linear, in
contradiction to the choice x ∈ E. Therefore, by the induction hypothesis, the set
of nonlinear boundary points has codimension 1 in ΣxC. Hence the same holds for
TxC. Thus the same holds as well for C, again by (2.5). 
Finally we turn to the regularity of dC1 : Since dB : Ω
∗ \B → R is concave it is
easily seen that dC1 is regular at every point y ∈ Ω
∗ \ (B ∪Ca). Also dE : Ca → R
is concave, since E is a boundary stratum of Ca. Therefore it follows that dC1 is
regular at every point y ∈ Ca \ (E ∪C1). It remains to show that dC1 is regular at
x ∈ E: Let Γ ⊂ ΣxC denote the set of directions of minimal geodesics from x to
C1. Let N = dπ
−1
p (NxC) and W = N
⊥ = Rk × Z as above. From sublemma 2.39
it follows that
dπ−1p (Γ) ∩ (R
k × {0}) = ∅,(2.10)
since all points of Γ are linear points of ΣxC because the nonlinear points of C
a
are given by E. Since Z does not contain a line, there exists u0 ∈ dπ−1p (NxC) with
∡(u0, Z) > π/2. It then follows from (2.10) that ∡(dπ
−1
p (Γ), u0) > π/2 as well and
we are done. 
3. proof of theorem 1.1 and further results
For this section we fix a compact nonnegatively curved Riemannian manifold
M equipped with an isometric action by a compact Liegroup G in way that the
quotient space M∗ has nonempty boundary. Let B be any boundary stratum of
M . We begin with the proof of our main theorem.
Proof of theorem 1.1. We use the results of section 2.4 freely. Let Ω∗1 ⊂ M
∗
denote the set of maximal distance to B. Then Ω∗1 is horizontally convex and the
set E1 of nonlinear points of Ω
∗
1 defines a boundary stratum of Ω
∗
1 if E1 is nonempty.
Case 1. Let E1 = ∅. Then N := π−1(Ω∗1) is a closed smooth G-invariant
submanifold of M . Also all points p ∈M \ (π−1(B) ∪N) are noncritical points for
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the distance function dN . Then the claim follows from standard methods in critical
point theory.
Case 2. Let E1 6= ∅. Set
Ω∗2 := {x ∈ Ω
∗
1 | d(x,E1) is maximal }.
Then Ω∗2 is horizontally convex as well and dΩ∗2 is regular on M
∗ \ (B ∪ Ω∗2). Let
E2 ⊂ Ω∗2 denote the nonlinear points of Ω
∗
2. Then again E2 defines a boundary
stratum of Ω∗2 if E2 is nonempty.
Case 2.1. Assume E2 = ∅. Then we set N = π−1(Ω∗2 and again the claim
follows.
Case 2.2. Assume E2 6= ∅. Then we consider
Ω∗3 = {x ∈ Ω
∗
2 | d(x,E2) is maximal }
and the set E3 of nonlinear points of Ω
∗
3.
Iterating this argument after a finite number of steps we find Ek = ∅, since the
dimension of Ek increases at every step and we are done. 
Having finished the proof of theorem 1.1 let us note that our arguments should
apply as well for quotient spaces of Riemannian foliations or for orbifolds leading
to analogous results.
In the following we discuss some implications of theorem 1.1. For that we fix a
submanifold N ⊂M as given by theorem 1.1.
Every boundary stratum is a finite collection of faces of the boundary ∂M∗, by
which we mean the type components of M∗ of codimension 1. The codimension of
the preimage of such a face F is given by dimK/H+1, where K is a isotropy group
of generic type of F and H ⊂ K is of principal type. Let a decomposition
M \ π−(B) ∼= νN(3.1)
as in theorem 1.1 be given, where νN denotes the normal bundle of N . Analogously
to the soul orbit theorem in [Wil06] the connectedness of the inclusion map N →֒M
is then restricted by a face of B whose generic type is of minimal dimension.
Corollary 3.1. Let F be a face of B of generic isotropy type K such that dimK
is minimal among all dimensions of generic isotropy groups of faces contained in
B. Then the inclusion map N →֒ M is dimK/H-connected, where H ⊂ K is of
principal type.
Proof. This follows from (3.1) together with dimπ−1(F ) ≤ dimM − dimK/H− 1
for every face F ⊆ B, compare the proof of the soul orbit theorem in [Wil06]. 
Given that π−1(B) is a smooth submanifold of M as well the situation becomes
somewhat nicer. Then by the regularity of dN a gradientlike vectorfield X with
respect to N on M \ (π−1(B) ∪N) can be constructed which is radial near N and
π−1(B). By the flow of X we then obtain a diffeomorphism ∂D(π−1(B)) ∼= ∂D(N),
where D(π−1(B)) and D(N) denote the respective normal disc bundles of π−1(B)
and N . Therefore we obtain the following corollary.
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Corollary 3.2. Assume that π−1(B) is a smooth submanifold of M . Then M
is equivariantly diffeomorphic to the normal disc bundles of π−1(B) and N glued
together along their boundaries;
M ∼= D(π−1(B)) ∪∂ D(N).(3.2)
A manifold obtained as in (3.2) is frequently called a double disc bundle. If we
assume in the situation of this corollary that further G and B are connected and
M is simply connected we obtain a mild bound on the dimension of N .
Lemma 3.3. Let the situation be as in corollary 3.2 and assume further that M
is simply connected and G and B are connected. Then N has codimension greater
than or equal to 2 in M .
Proof. We consider the double disk bundle decomposition
M = D(π−1(B)) ∪E D(N),
where we denote by E the boundary of D(N). Assume that N has codimension
1. Since G and B are connected, it follows that E = ∂D(N) ∼= ∂D(π−1(B)) is
connected as well. Therefore, the projection map p : E → N is a two fold covering
map with connected total space. Hence π1(N)/p∗(π1(E)) ∼= Z2 (p∗ denotes the
morphism of fundamental groups induced by p).
In contradiction to this we show that π1(N)/π1(p)(E) is trivial using the van
Kampen theorem: Let q : E → π−1(B) denote the projection map and set U :=
p∗(π1(E)) ⊆ π1(N). Then the following diagram commutes;
π1(E)
p∗
//
q∗

π1(N)
[ ]

π1(π
−1(B))
0
// π1(N)/U.
Here, [ ] denotes the quotient map (note that U is normal in π1(N) since it has
index 2). By the van Kampen theorem π1(M) is the pushout of the maps p∗ and q∗.
Therefore, there exists a morphism h : π1(M)→ π1(N)/U such that the diagram
π1(E)
p∗
//
q∗

π1(N)
 [ ]

π1(π
−1(B)) //
0
,,
π1(M)
h
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
π1(N)/U
commutes. Now, since π1(M) is trivial, it follows that the quotient map [ ] is the
0-map. Hence π1(N)/U is trivial. 
4. Nonnegatively curved fixed point homogeneous manifolds and
torus manifolds
In this section we state and reprove the main results about fixed point homoge-
neous actions on nonnegatively curved manifolds and nonnegatively curved torus
manifolds from the authors dissertation [Spi14], see also [Spi15]. Most of it is a
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reproduction of section 3.2.2 therein. However, since these results have not been
peer-reviewed and they follow without further reference to [Spi14] from our theorem
1.1 we include them here.
We call an isometric action of a compact Lie group G on a complete Riemannian
manifold M fixed point homogeneous if its fixed point set Fix(G) is nonempty and
there exists a component F of Fix(G) which is a boundary component of M∗. Note
that such a component is then given by every fixed point component of maximal
dimension. Fixed point homogeneous manifolds of positive curvature first emerged
in [GS94] and were later on studied in their own right in [GS97]. The techniques
used there were first adapted to nonnegative curvature and in dimensions less or
equal than 4 in [GG12] and later to dimension 5 in [GGS12]. In any dimension we
now obtain the following result.
Theorem 4.1. Let G act fixed point homogeneously on a compact nonnegatively
curved Riemannain manifold M and let F denote a fixed point component of max-
imal dimension. Then there exists a closed smooth G-invariant submanifold N of
M such that M is equivariantly diffeomorphic to the normal disc bundles of F and
N glued together along their boundaries;
M ∼= D(F ) ∪∂ D(N).
Proof. This follows immediately from corollary 3.2. 
A closed connected manifoldM is called rationally Ω-elliptic if the total rational
homotopy of the loop space, π∗(ΩM, ∗) ⊗ Q, is finite dimensional. M is called
rationally elliptic if it is rationally Ω-elliptic and simply connected.
If we consider a double disk bundle M = D(F )∪∂D(N), where D(F ) and D(N)
are disk bundles over closed manifolds F and N , then F is rationally Ω-elliptic if
and only ∂D(F ) is. Moreover, from [GH87], Corollary 6.1 it follows that a simply
connected manifold which admits a double disk bundle decomposition is rationally
Ω-elliptic if and only if the boundary of one of the two disk bundles is rationally
Ω-elliptic. Therefore, from theorem 4.1 we obtain the following theorem.
Theorem 4.2. Let M be a closed simply connected fixed point homogeneous mani-
fold of nonnegative curvature and F be a fixed point component of maximal dimen-
sion. Then M is rationally Ω-elliptic if and only if F is rationally Ω-elliptic.
We conclude with an application of this results to nonnegatively curved torus
manifolds.
Definition 4.3. A torus manifold is a smooth, connected, closed and orientable
manifold M of even dimension 2n admitting a smooth and effective action by the
n-dimensional torus Tn with nonempty fixed point set.
Theorem 4.4. Let M be a closed and simply connected torus manifold equipped
with an invariant metric of nonnegative curvature. Then M is rationally elliptic.
Proof. Let dimM = 2n and Tn act effectively and isometrically with nonempty
fixed point set on M . Let p0 ∈ Fix(Tn) and consider the orthogonal action of Tn
on S2n−1 ⊂ Tp0M induced by the slice representation. It was shown in [GS94],
Theorem 2.2, that there exists a 1-dimensional torus T11 ⊂ T
n acting fixed point
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homogeneous on S2n−1. Hence T11 also acts fixed point homogeneous on M and
there exists a maximal fixed point component F containing p0. Consequently
M ∼= D(F ) ∪∂ D(N).(4.1)
for a smooth submanifold N with dimN ≤ 2n − 2, by Theorem 3.2 and Lemma
3.3. We claim that F is simply connected:
case 1: Assume dimN ≤ 2n− 3. Then, by transversality, π1(F ) = π1(M \N) =
π1(M). Hence π1(F ) = 0.
case 2 : Assume dimN = 2n − 2. Let E := ∂D(F ) ∼= ∂D(N). Then N is
orientable and there exists a T12-action on the normal bundle of N obtained by
orthogonally rotating the fibers. For a proof of this claim we refer to the proofs of
Propositions 3.5 and 3.6 in [GGS12]. This action commutes with Tn and we obtain
a smooth T12-action on D(N) = E×T 2
1
D2 which can be extended to (E×T1
1
D2)∪E
(E ×T 2
1
D2) = D(F ) ∪E D(N) =M .
Let q ∈ FixTn, t ∈ Tn and g ∈ T12. Then t.(g.q) = g.(t.q) = g.q. Hence FixT
n
is invariant under T12. Since T
1
2 is connected, and FixT
n is discrete, we see that
FixTn ⊆ FixT12. It follows that T
2 := T11 ⊕ T
1
2 acts on M with p0 ∈ FixT
2.
Consider the projections f1 : E → E/T11 = F and f2 : E → E/T
1
2 = N . From
the homotopy sequences of this fibrations we obtain exact sequences
· · · → π1(T
1
1)
i1∗−−→ π1(E)
f1∗−−→ π1(F )→ 1
and
· · · → π1(T
1
2)
i2∗−−→ π1(E)
f2∗−−→ π1(N)→ 1,
where the maps i1 and i2 are the inclusions of the fibers over a given basepoint.
Set Uk = ik∗(π1(T
1
k)) for k = 1, 2. So π1(F )
∼= π1(E)/U1, π1(N) ∼= π1(E)/U2 and
we have a commutative diagram
π1(E)
f2∗
//
f1∗

π1(N)

π1(F ) // π1(E)/U1U2.
(4.2)
Here the lower map is given via π1(F ) ∼= π1(E)/U1 → π1(E)/U1U2, and analogously
for the map on the right. By (4.1) and the van Kampen theorem there exists a
morphism h : π1(M)→ π1(E)/U1U2 making the following diagram commute:
π1(E)
f2∗
//
f1∗

π1(N)


π1(F ) //
,,
π1(M)
h
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
π1(E)/U1U2
Since all the maps in (4.2) are surjective it follows that h is surjective as well. Since
π1(M) = 0, it follows that π1(E) = U1U2. Hence, π1(E) is generated by the orbits
T
1
1(q) and T
1
2(q) for a given point q ∈ E. Therefore, the map τq : T
2 → E, g 7→ g.q
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induces a surjection τq∗ : π1(T
2)→ π1(E) for all q ∈ E. Consequently we obtain a
surjection (f1 ◦ τq)∗ : π1(T2)→ π1(F ).
Pick q0 ∈ E such that f1(q0) = p0. Since p0 ∈ FixT
2, the map f1 ◦ τq0 is
constant. Thus (f1 ◦ τq0)∗ = 0 and it follows that F is simply connected.
Because F is totally geodesic, F also has nonnegative curvature. Further Tn−1 =
Tn/T11 acts effectively on F
2n−2 with nonempty fixed point set. So F is a nonneg-
atively curved, simply connected Torus manifold as well.
Now the proof follows by induction on n using theorem 4.2. 
Finally we note that, using also the results of this chapter, Wiemeler shows in
[Wie15] that a compact and simply connected torus manifold admitting an invariant
metric of nonnegative curvature is diffeomorphic to a quotient of a free linear torus
action on a product of spheres.
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