Abstract: Let (Z n ) n∈N 0 be a d-dimensional random walk in random scenery, i.e., Z n = n−1 k=0 Y S k with (S k ) k∈N 0 a random walk in Z d and (Y z ) z∈Z d an i.i.d. scenery, independent of the walk. We assume that the random variables Y z have a stretched exponential tail. In particular, they do not possess exponential moments. We identify the speed and the rate of the logarithmic decay of P( 1 n Z n > t n ) for all sequences (t n ) n∈N satisfying a certain lower bound. This complements results of [GKS04], where it was assumed that Y z has exponential moments of all orders. Informally, in contrast to the situation [GKS04], the event { 1 n Z n > t n } is not realized by a homogeneous behavior of the walk's local times and the scenery, but by many visits of the walker to a particular site and a large value of the scenery at that site. This reflects a well-known extreme behavior typical for random variables having no exponential moments.
1. Introduction
The model
Let S = (S n ) n∈N 0 be a random walk on Z d starting at the origin. Defined on the same probability space, let Y = (Y z ) z∈Z d be an i.i.d. sequence of random variables, independent of the walk. We refer to Y as the random scenery. Then the process (Z n ) n∈N defined by
where N = {1, 2, . . .}, is called a random walk in random scenery, sometimes also referred to as the Kesten-Spitzer random walk in random scenery, see [KS79] . An interpretation is as follows. If a random walker pays Y z units at any time he/she visits the site z, then Z n is the total amount he/she pays by time n − 1. We denote by P the underlying probability measure and by E the corresponding expectation.
The random walk in random scenery has been introduced and analyzed for dimension d = 2 by H. Kesten and F. Spitzer [KS79] and by E. Bolthausen [B89] for d = 2. Under the assumptions that the walk is in the domain of attraction of Brownian motion and that Y 0 has expectation zero and variance σ 2 ∈ (0, ∞), their results imply that 1 n Z n ≈ a n = (1.1) More precisely, 1 nan Z n converges in distribution towards some non-degenerate random variable. The limit is Gaussian in d ≥ 2 and a convex combination of Gaussians (but not Gaussian) in d = 1. This can be roughly explained as follows. In terms of the so-called local times of the walk and its range, ℓ n (z) = n−1 k=0 1l {S k =z} , R n = {S 0 , S 1 , . . . , S n−1 }, n ∈ N, z ∈ Z d , (1.2) the random walk in random scenery may be identified as
Hence, conditionally on the random walk, Z n is, for dimension d ≥ 3, a sum of O(n) independent copies of finite multiples of Y 0 , and hence it is plausible that n −1/2 Z n converges to a normal variable. The same assertion with logarithmic corrections is also plausible in d = 2. However, in d = 1, Z n is roughly a sum of O(n 1/2 ) copies of independent variables with variances of order O(n), and this suggests the normalization in (1.1) as well as a non-Gaussian limit.
In this paper, we analyse deviations { 1 n Z n > t n } for sequences (t n ) n of positive numbers satisfying t n ≫ a n . The problem of deviations of the random walk in random scenery has gained interest in recent years for at least two reasons: (1) the description of the interplay between the walk and the medium displays a rich behavior, and (2) there are close connections to other important models like the parabolic Anderson model. The main question is the description of the 'optimal' behavior of the walk and of the scenery to meet the event { 1 n Z n > t n } in the 'cheapest' way. Sofar, only random sceneries having all exponential moments finite have been considered; see [AC03] for a survey on this topic (also in the continuous setting) and [GKS04] for recent results. In this case, it turns out that the optimal behavior is homogeneous in the sense that, in a certain centered ball with n-dependent radius, all the walker's local times and all the scenery values grow unboundedly, each with its appropriate speed. The exponential decay rate of the probability of { 1 n Z n > t n } is characterized in terms of a variational problem.
Our main result
In the present paper, we study the deviation problem in the case where the scenery has a stretched exponential tail. In particular, it does not have any positive exponential moments. It is known that the cheapest way for a sum of i.i.d. stretched-exponential random variables to attain a huge value is to make just one of these variables as huge as required, and the others do not contribute. Our main result shows that a similar picture appears for the random walk in random scenery.
We turn to a description of the results of this paper. Throughout, we make the following assumptions:
and Tail Assumption.
There is a constant q ∈ (0, 1) and a slowly varying function
Moreover, the map t → D(t)t q−1 is eventually decreasing, and
, the random walk is assumed recurrent. In d = 2, we furthermore assume that sup k∈N kP(S k = 0) < ∞. Furthermore, we assume that the limits
exist in (0, ∞). This includes the case of simple random walk with
(1.8) Our main result is the following. Then, as n → ∞,
(1.10)
where f 0 = P(S n = 0 for some n ∈ N) is the return probability of the random walk.
Note that in (1.9) also r < 0 is admitted, i.e., t n is allowed to grow arbitrarily fast. Our assumptions on t n leave a gap to the scale a n of the limit law in (1.1). We think that this is at least partially due to our proof.
Outline of the proof
An explanation of Theorem 1.1 and of its proof is as follows. Recall that stretched exponential random variables have the characteristic property that a sum of n independent copies has the same large-deviation behavior as just one of them. That is, for i.i.d. random variables Y 1 , Y 2 , Y 3 , . . . having the same distribution as our scenery variables, we have, for t > 0 fixed,
This is proved in [Na69] ; the (critical) upper bound in (1.11) is also a consequence of Lemma 2.1 below. For the random walk in random scenery with stretched exponential tails, it turns out in our first result that the large deviation behavior of Z n = z Y z ℓ n (z) is also governed by just one summand:
Under the Centering Assumption and the Tail Assumption, for any sequence
Hence, it suffices to identify the large deviation behaviors of 1 ntn Y 0 and of ℓ n (0) and to combine the two in an appropriate manner. For doing this, it is convenient to introduce a new scale function 1 ≪ α n ≪ nt n and to look at large-deviation principles for Furthermore, the moderate deviations for the local time ℓ n (0) are identified as follows.
(1.14)
where K d is defined in (1.7), and f 0 = P(S n = 0 for some n ∈ N) is the return probability.
It remains to pick α n such that the two speeds in (1.13) and (1.14) coincide, i.e., such that
(1.15) This is guaranteed by the choice
where we have also used (1.6). The speeds of the two principles in (1.13) and (1.14) are then both equal to the speed β n (t n ) in (1.8). It remains to combine the two principles for Y 0 and ℓ n (0), which is elementary. This ends the explanation of the proof of Theorem 1.1. We see that the event {Z n > nt n } is optimally met by sceneries having Y 0 of order nt n /α n and random walks having ℓ n (0) of order α n with α n in (1.16).
Let
The proof of Proposition 1.2 is in Section 2, and the proof Lemma 1.3 and the completion of the proof of Theorem 1.1 are in Section 3.
Approximation of
In Section 2.2 we prove Proposition 1.2. As an important pre-step, we give a generalization of (1.11) for weighted sums of random variables in Section 2.1.
A conditional estimate
The following lemma can be seen as a conditional upper estimate for random walk in random scenery, given the random walk.
Lemma 2.1. Assume (Y i ) i∈N is a sequence of independent random variables such that
Fix ε > 0, q ∈ (0, 1) and a positive, slowly varying function D(·) and assume that, for any sufficiently large t > 0,
Furthermore, assume that t → D(t)t q−1 is eventually decreasing. Fix a sequence (t n ) n of positive numbers satisfying (1.9), and abbreviate m n = nt
. Then, for any η > 0, any sufficiently large n, every r ∈ {1, . . . , n} and any choice of l 1 , . . . , l r ∈ [1, ∞) satisfying
Proof. We begin with
With the help of (2.2), the first term on the r.h.s. of (2.4) can, for all large n, be estimated by
For estimating the second term on r.h.s. of (2.4), we use the Markov inequality. For any λ > 0 (to be determined later), 
Fix i ∈ {1, . . . , r}. We have to estimate Λ
i (n) and Λ
i (n). Using first the inequality e u ≤ 1 + u + u 2 for u < 1 and then 1 + u ≤ e u , and taking into account that E[
i (n), we use the following formula, which is valid for any random variable X and any λ > 0 and 0 < T 1 < T 2 < ∞,
We now determine λ = λ n by
(2.11)
Note that lim n→∞ λ n = 0. Recalling our assumption in (2.2), we obtain, for all large n,
We are going to treat the integral on the right hand side of (2.12). We claim that, for any large n ∈ N,
(2.13) Define f (s) = D(s)s q−1 , then the claim in (2.13) is equivalent to
(2.14)
We note that
Recall that f is eventually decreasing by our Tail Assumption. Hence, s → f (s/l i ) is decreasing in [λ −1 n , nt n ] for all sufficiently large n. Therefore, to prove the claim, it is enough to verify λ n l i − (1 − 2ε)f (s/l i ) ≤ 0 only for the right end-point, s = nt n . For this, we note that
again by monotonicity of f . This proves the claim in (2.13).
We pick some q ∈ (0, q). Hence, for n large enough, we obtain, using (2.13), the substitution u = s/l i , and the estimate D(u)u q ≥ u q for large u,
(2.16) Going back to (2.12), we have, using that λ n → 0 and
uniformly in i. Hence, for n large enough,
Therefore, using the inequality
where we recall that m n = nt
n , and since D is slowly varying, the right hand side can be estimated, for all large n, against exp(ε
Using this in (2.6) and recalling (2.11), we obtain that
Together with (2.5) and (2.4), we arrive at the assertion.
Proof of Proposition 1.2
We begin with the upper bound in (1.12). Pick α n as in (1.16). We again use the abbreviation m n = nt
Denote by L n = max z∈Z d ℓ n (z) the maximal local time of the random walk. Fix a small η > 0. Estimate
is stochastically maximal in x = 0. We choose now η > 0 so small that m 1−η n ≫ α n . This is possible because of (1.9)). Then, with the help of Lemma 1.3 and (1.16), we see that the first term in (2.21) is negligible:
In order to treat the second term in (2.21), we apply Lemma 2.1 to (1.3) and condition on the local times of the random walk (recall (1.2)). Fix ε > 0 so small that (1 − 5ε/q) q < 1 − 4ε. Note that the assumptions (2.1) and (2.2) are satisfied because of our Centering Assumption and the Tail Assumption. We condition on ℓ n (·) and obtain from Lemma 2.1, for all large n, on the event {L n ≤ m 1−η n },
Using again the Tail Assumption, we obtain, for all large n,
Integrating over ℓ n on the event {L n ≤ m 1−η n }, we conclude that
This implies the upper bound in (1.12).
We turn now to the proof of the lower bound in (1.12). Abbreviate Z n = x∈Rn\{0} Y x ℓ n (x) and pick some ε ∈ (0, 1/(2σ 2 )). Then we have
(2.25)
Using the Chebyshev inequality, we estimate the last term as follows.
Hence, on {L n ≤ ε 3 nt 2 n }, we have P( Z n > −εnt n ℓ n ) ≥ 1 2 for all sufficiently large n. This gives in (2.25)
We estimate P(L n > ε 3 nt 2 n ) ≤ n d P(ℓ n (0) > ε 3 nt 2 n ). In our proof of Theorem 1.1 in Section 3.2 below we will see that P(Y 0 ℓ n (0) > nt n (1 + ε)) ≥ e −O(βn(tn)) . Observe that (nt 2 n ) 1−η ≫ α n for some η > 0. Indeed, this holds as soon as t n ≥ n −r with r < (4 + q) −1 in d = 1 and r < (2 + q) −1 in d ≥ 2, and this is implied by (1.9). Therefore, Lemma 1.3 implies that P(L n > ε 3 nt 2 n ) is much smaller than P(Y 0 ℓ n (0) > nt n (1 + ε)). Hence, the last line of (2.27) can be estimated from below by 1 4 P(Y 0 ℓ n (0) > nt n (1 + ε)), and this completes the proof of the lower bound in (1.12).
3. Moderate deviations for the local time, and the proof of Theorem 1.1
We prove the moderate deviations statement for the local time ℓ n (0) (Lemma 1.3) in Section 3.1, and we finish the proof of Theorem 1.1 in Section 3.2.
Proof of Lemma 1.3
The statement (1.14)
. We note that in [GZ98] , it is assumed that n → ψ(n) is nondecreasing. However, an inspection of the proof shows that the monotonicity is not used at all, but only that ψ(n) does not vanish as n → ∞.
In d ≥ 3, the proof of (1.14) is easily done as follows. Let T 0 = 0 < T 1 < T 2 < . . . denote the subsequent times at which the walker hits the origin, i.e., T i = inf{n > T i−1 : S n = 0} for i ∈ N. Then f 0 = P(T 1 < ∞), and we have
which is the upper bound in (1.14). To prove the lower bound, note that, for n → ∞, P (ℓ n (0) > α n ) ≥ P T i − T i−1 < n αn ∀i = 1, . . . , α n = P(T 1 < 
Proof of Theorem 1.1
From now on, we pick α n as in (1.16) and β n (t n ) as in (1.8) with t = t n . Recall that (1.15) is satisfied, and note that β n (t n ) is given by (1.15). From (1.13), we in particular have, as n → ∞, log P α n nt n Y 0 > y ∼ −y q β n (t n ), y > 0. (3.3)
Replacing α n in (1.14) by xα n for some x > 0, we obtain the large deviation statement lim n→∞ 1 β n (t n ) log P 1 α n ℓ n (0) > x = −I ℓ (x), x > 0, (3.4)
where I ℓ (x) = K 1 x 2 in d = 1, I ℓ (x) = K 2 x in d = 2 (recall (1.7)) and I ℓ (x) = −x log f 0 in d ≥ 3 (recall that f 0 is the return probability).
The large deviation principles in Therefore, it remains to determine I(1). It is not hard to see that I(1) is equal to the constant on the right hand side of (1.10). Hence, Proposition 1.2 completes the proof of Theorem 1.1.
