Numerical experiments of tsunami generation and propagation are carried out for five earthquakes which occurred off the Pacific coast of the Tohoku and Hokkaido districts. The tsunami sources used in the experiments are the vertical displacement field of the sea bottom derived from the seismic fault model for each earthquake. Water surface disturbances are computed by a finite difference hydrodynamical method with finer grids in shallower water. The comparison of the computed tsunami behavior with available tsunami records along the coast shows that the distribution of observed tsunami heights can be explained in the first approximation by seismic fault models while the observed heights are 1.2 to 1.6 times larger than the computed heights. An example of a fault model inferred from seismic data (June 12, 1968) which is not suitable for a tsunami source is presented.
Introduction
The static displacement of the ground surface due to an earthquake can be estimated if a fault model is derived from seismic data. However, the slip dislocation of faulting obtained from seismic data for the Kanto earthquake of 1923 was considerably different from that estimated on the basis of geodetic data (KANAMORI and ANDO, 1973) . Since that time, surface displacement fields of many earthquakes computed from seismic fault models have been compared with observed geodetic data (for example, TADA, 1974) . On the other hand, tsunami generation has been examined in relation to the displacement of the sea bottom caused by seismic faulting. ABE (1973) stated that the average vertical displacement of the sea bottom obtained from a seismic fault model was consistent with the average wave height at the margin of the tsunami source area, which was estimated from tsunami data along the coast with the aid of Green's law. For the Hyuganada earthquake of 1968, the behavior of the tsunami observed at many places along the coast could be reproduced fairly well in a numerical experiment by taking a seismic fault model as the tsunami source (AIDA, 1974) .
In the present paper, the reliability of height prediction by means of a hydrodynamic numerical experiment based on seismic fault models is examined. The problem is approached from the following two viewpoints; 1) Dependence of the computed tsunami heights at selected locations on slight changes of fault parameters, 2) Adequacy of published seismic fault models as tsunami sources and the accuracy of height prediction.
Method of Numerical Experiments
In the present numerical model, the basic equations of water waves are and where Qx and Qy, are the x-and y-components of the volume transport, redisplacement of the sea bottom and g the acceleration of gravity. These equations are solved by a leap-frog method in a finite difference scheme with a square grid system (AIDA, 1969) . Since the experiment is performed over a wide area from the deep sea near the tsunami source to a shallow bay where tide-gauges are installed, a telescoping grid system is designed with finer meshes in shallower water (AIDA, 1974) . The grid size is 10km in water deeper than about 1,000m and 5km in shallower water. In the neighborhood of selected bays where tsunami records are obtained, the meshes are varied through four steps with grid sizes of 2,500, 1,250, 625 and 312 .5m in succession from the area about 200m deep towards the shore of the bay. As shown in Fig. 1 , at the boundary of two regions with different grid sizes , the water surface elevations H, h and water transports Q, q are computed by the following equations, where This is, the water level HB is estimated by a linear interpolation.
Dependence of Wave Heights on Fault Parameters
For this study, the Tokachi-oki earthquake of 1968 is taken as an example. KANAMORI (1971) studied the focal mechanism of this earthquake as shown in Table 1 are obtained. The vertical displacement fields of the sea bottom for all cases, which are calculated by the method of MANSINHA and SMYLIE (1971) , are shown by the contour lines of upheaval (solid line) and subsidence (broken line) in Fig. 2 . In the computation of tsunami generation, the bottom movement is assumed to continue for 1 minute with a constant speed, because of a technical convenience. This assumption is almost equiv- In the rectangular regions surrounded by the broken lines near Kushiro, Urakawa, Hachinohe, Miyako, Ofunato and Onagawa, the grid intervals are varied successively from 5km to 312.5 m. As a typical example of the grid system, the Onagawa region is shown in Fig. 4 .
Although the later part of the variation of the water level with time computed by the present numerical model may include some amount of error resulting from the rough modeling of the coastal topography, the leading part is believed to give sufficiently reliable results. For this reason, the amplitudes of the first and the second half cycles, a1 and a2, are examined.
The ratios of respective amplitudes in Case 1-6 to their mean values are plotted in Fig.  5 , for each station, which shows that, for a1, the ratios scatter in the range of 0.5-1.6, and for a2, 0.5-1.8. Calculating the r.m.s. of the logarithm of these values, log 1.2 to log 1.4 are obtained.
They are nearly equal to or smaller than the scatter of a similar ratio of the observed to the experimental heights, which will be described in the next section. Table 2 . The location of the fault models given in Table 2 are shown in Fig. 6 . Ellipses drawn by the broken lines in Fig. 6 indicate the tsunami source areas which were obtained by means of the inverse refraction diagram based on the travel times of the tsunami (HATORI, 1969 (HATORI, , 1974a (HATORI, , 1975 KAJIURA et al., 1968) . Typical patterns of vertical displacement field on the sea bottom, which are calculated by the method of MANSINHA and SMYLIE (1971) , are shown in Figs. 7a, b, c.
Results of numerical experiments
The grid size is similar to the computing scheme in the previous section, while the computing area is extended to the east to accommodate the tsunami HATORI ( , 1975 . Eq indicates the epicenter of the earthquake. KAJIURA et al. (1968) . Eq indicates the epicenter of the earthquake. The amplitudes of the first and the second half cycles, a1 and a2, of the computed waves are compared with the observed records. Putting Ki=xi/yi, where xi and yi are the observed and computed amplitudes of a1 or a2, respectively, and i the station number of observation, the ratio Ki's are calculated for a1 and a2, separately. From the Ki's for four to six stations, the geometric average value K, which is defined as is estimated. The value K is regarded as a correction factor to adjust the amplitudes of a1 and a2 computed for the model so as to fit the actual tsunami averaged over several tion in Ki by the following formula, From the differences of the observed and calculated travel times for each
From Table 3 , we may conclude that for the four earthquakes except for the Iwate-oki earthquake of 1968, the vertical displacement field of the bottom which is computed on the basis of the dislocation theory of faulting is acceptable as a tsunami source model in the first approximation under the following provisions:
The real tsunami is 1.2-1.6 times larger than the estima-tion based on the seismic total moment which is seismologically determined.
variation of tsunami heights due to changes in the fault parameters (dip angle, of the differences of the observed and computed travel times of the tsunami, to-c, is less than 1 minute in most cases. Details for each tsunami are as follows:
Kurile Islands tsunami of 1969
The depth of the upper edge of the fault plane, zd, is assumed to be 25km for Model A1 and 1km for Model A2. The correction factor K is smaller for Model A1 than that for Model A2, indicating that a deeper fault generates a larger tsunami. This seems to be explained by the fact that the extent of the displacement field for Model A1 is wider than the one for Model A2. This also may be related to the finding by YAMASHITA and SATO (1974) that there is an optimum depth of a fault plane for tsunami generation. Since the K value is nearly equal to 1, the seismic fault model can be considered to be a good model for tsunami generation. The considerably larger to-c, however, may be due to the accumulation of errors induced during the long travel path of waves from the source to the observation station.
Nemuro-oki tsunami of 1973
For this tsunami, there is an apparent difference between K values for a1 and a2; these are about 2 and 1, respectively. The actual tsunami had very small trough following the first crest, which was, however, not reproduced by the present model. The bottom deformation for this earthquake might have an exceptional distribution of displacement or time history. There is no preference among the four models in terms of the value K, while Model B4 may be the best with respect to to-c. That is, the location of the source area which is derived by means of the inverse refraction diagram of the tsunami gives the optimum model as is expected.
Tokachi-oki tsunami of 1952
Although K values of Models C1 and C2 are nearly equal to 1, there is an apparent difference between two models in the behavior of the generated tsunami. In Model C1, the fault plane is located far from the coast, so that the wide sea area near the coast subsides notably. As a consequence, significant drops of the water surface at Kushiro and Hiroo are produced at the leading part of the computed waves. In Model C2, the major part of the subsidence appears on land and the first drop in the water surface is not noticed at the coast. Inhabitants near Hiroo did not observe the lowering of the water level before the tsunami surging up and also the tide-gauge record in Kushiro did not show any initial drop of the sea surface, though the record was not of good quality. If we accept this evidence, Model C2 should be adopted for this earthquake. The location of Model C2 agrees with the source area which was obtained by , but is not consistent with the aftershock area.
Tokachi-oki tsunami of 1968
Model D2 is better with respect to to-c than Model D1.
Iwate-oki tsunami of 1968
In three models, E1, E2 and E3, K values are nearly equal to 4 which are obviously too large compared with the case of the four tsunamis menanomalous. On the other hand, in Model E4, the K value is nearly equal to 1. In this model, the location and the area of the fault plane are estimated from the tsunami data and the seismic moment is estimated from a given fault area with a stress drop of 30 bars, the average value for large earthquakes off the Pacific coast (ABE, 1975) .
Discussion
To explain tsunami data observed at various stations along the coast, it is found that the vertical displacement of the sea bed which is derived from the fault parameters determined seismologically should be multiplied by factors of 1.2-1.6. Now, this discrepancy of the displacement may be converted to an apparent difference of the seismic moment if the fault area is the same. Figure 10 shows the relation of the original seismic moment M0 (double cir- cles) and the modified moment estimated from tsunami data MT (double squares) to the surface wave magnitude Ms of an earthquake, with the label indicating the model number. In this figure, data listed by KANAMORI and ANDERSON (1975) are also shown with the closed circles for inter-plate and open circles for intra-plate earthquakes. In Models A2, B4 and D2, the seismic moments M0 are a little smaller than MT. In Model C2 for the Tokachi-oki tsunami of 1952, it is judged from the K value that the MT is nearly equal to the seismic moment which is determined from geodetic data (KASAHARA, 1975) . The seismic moment labeled c, which was given by KANAMORI and ANDERSON (1975) , is also a little smaller than MT. KANAMORI (1972) stated that the Aleutian earthquake of 1946 and the Sanriku earthquake of 1896 were the only two examples of the "tsunami earthquake", for which the values of tsunami energy were very large despite the moderate values of seismic energy. He considered that these earthquakes had very large rise time of about 100sec.
According to his data on the different by a factor of about 4 as shown in Fig. 10 . It is interesting to note that in Model E3 for the Iwate-oki earthquake of 1968, the source area is located near the center of the source area of the Sanriku tsunami of 1896 (HATORI, 1974b ) and MT, is about 4 times larger than M0. This might suggest that the Iwate-oki earthquake of 1968 was a "tsunami earthquake". In fact, if the rise time is assumed to be 60-70sec, the effective moment (KANAMORI, 1972) becomes 4 times larger. However, the JMA magnitude M of this earthquake is equal to 7.2 and the surface wave magnitude Ms, which is determined from 4 stations by USCGS, is equal to 7.0, so that it may be difficult to conclude that the seismic motion in the short period range was exceptionally small. From this viewpoint, the term "tsunami earthquake" is not acceptable for this earthquake and the anomalous behavior of this earthquake is not yet explained.
Comparing MT of the Hyuganada tsunami of 1968 (AIDA, 1974) with MT, of the present models A2, B4, C2 and D2, as shown in Fig. 10 , the former seems to be rather small. This may result in a difference of the focal mechanism of earthquakes occurring in the two regions.
For a representative model in each earthquake, the following quantities are summarized in Table 4 ; displaced volume V, displaced area S, maximum upheaved region and the total region, where the displaced area is defined to be the region displaced larger than 10% of the maximum displacement . K values tabulated here are the average of K for a1 and a 2. Th e effective moment at the "tsunami period" is about 1 .2 times the effective moment for 100sec surface waves, if the rise time of fault motion is assumed to be 10sec or so. This might explain partly the K factor of 1 .2-1.6. On the other hand, according to a study by the author (AIDA , 1977) , the seismic fault model can give a satisfactory quantitative explanation, if the slip dislocation of faulting is determined by taking a smaller fault area or a narrower fault width and keeping the seismic moment fixed. Since uniform slip dislocation on the fault surface is given in the present approximation , it seems natural to consider that the variations of the real bottom displacement consideration, it seems not a serious defect that the values of K determined by the present work are somewhat larger than 1.0 for the four earthquakes except the Iwate-oki earthquake.
After multiplying the vertical displacement by the factor K, the potential energy Et of the tsunami is obtained by integrating the square of the vertical displacement in the displaced area. The ratio of the tsunami energy Et to the seismic energy Es which is determined from the earthquake magnitude by Gutenberg-Richter's formula are also shown in Table 4 . The values of Et/Es are different by a factor of about 6 among the five earthquakes and its value is very small for the Tokachi-oki earthquake of 1952. In general, these values IIDA, 1963) . This means that most of the ratios Et/Es, previously obtained are overestimated for various reasons. For example, the previous numerical experiment for the Tokachi-oki tsunami of 1968 (AIDA, 1969) provided that the source model assumed was very similar to the present one with respect to the pattern of bottom deformation. However the maximum bottom displacement was taken to be 5m to explain the observed tsunami height, whose value 1021 ergs, that is 5 times the present value. The deficiency of the former experiment may be due to the filtering effect for short period waves by the use of a coarse grid (20km) as well as an underestimation of shoaling effects in shallow water in the comparison between observation and calculation.
Conclusions
A numerical experiment for tsunami generation based on a seismic fault model shows that the calculated tsunamis agreed fairly well with the tsunami records observed at several stations along the coast. Therefore, in the Pacific region of Hokkaido and Tohoku districts at least, the seismic fault model may be adopted as the tsunami source in the first approximation.
In the approximation, it is necessary that the depth of the upper edge of the fault plane be assumed to be 1km and the slip dislocation obtained from the seismic moment M0 be multiplied by the correction factor K. The average K of the present four tsunamis is about 1.4. In the present experiments, however, Ki's, the ratios of the observed tsunami amplitudes to the computed ones, fluctuate by a factor of 1.2-1.6 among observation stations. It should be remembered that there is a tsunami which can not be explained by a given seismic fault model, i.e. the Iwate-oki tsunami of 1968. As a numerical experiment technique, the fine-meshed local scheme in shallow water is connected to a wide mesh scheme in deep water. As far as the first few cycles of waves are concerned, the present computation scheme seems to have performed satisfactorily.
However, to reproduce the later stage of a tsunami more reliably, further refinement of the numerical technique is required.
If the numerical technique is more advanced, the inclusion of the following factors may be profitable; the time history of the dislocation of faulting or a moving rupture, the shape of the fault plane, non-uniformity of dislocation, multiple faults and so on.
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