Purpose: To measure the sensitivity of deformable image registration to image noise. Deformable image registration can be used to map organ contours and other treatment planning data from one CT to another. These CT studies can be acquired with either conventional fan-beam CT systems or more novel cone-beam CT techniques. However, cone-beam CT images can have higher noise levels than fan-beam CT, which might reduce registration accuracy. We have investigated the effect of image quality differences on the deformable registration of fan-beam CTs and CTs with simulated cone-beam noise. Method: Our study used three CT studies for each of five prostate patients. Each CT was contoured by three experienced radiation oncologists. For each patient, one CT was designated the source image and the other two were target images. A deformable image registration process was used to register each source CT to each target CT and then transfer the manually drawn treatment planning contours from the source CT to the target CTs. The accuracy of the automatically transferred contours ͑and thus of the deformable registration process͒ was assessed by comparing them to the manual contours on the target CTs, with the differences evaluated with respect to interobserver variability in the manual contours. Then each of the target CTs was modified to include increased noise characteristic of cone-beam CT and the tests were repeated. Changes in registration accuracy due to increased noise were detected by monitoring changes in the automatically transferred contours. Results: We found that the additional noise caused no significant loss of registration accuracy at magnitudes that exceeded what would normally be found in an actual cone-beam CT. Summary: We conclude that noise levels in cone-beam CTs that might reduce manual contouring accuracy do not reduce image registration and automatic contouring accuracy.
I. INTRODUCTION
It is well known that the treatment volume and other organs can change position and shape over the course of a fractionated radiation therapy treatment. Conventionally, these changes are accommodated by expanding the clinical target volume with an additional planning margin. However, margins increase the exposure of healthy tissue and thus limit the treatment dose, reducing the efficacy of the treatment. An emerging new paradigm for radiotherapy proposes periodic reimaging and plan modification to adjust the delivered dose to anatomical changes and thus allow reduction of the planning margins.
Deformable image registration can provide a means to modify treatment-planning contours drawn on an initial CT study so as to conform to the shape of the anatomy as it appears in a later CT study. This enables the automatic transfer of contours, which will be an important part of imageguided adaptive radiation therapy ͑IGART͒ because it will allow plan modification on a daily basis without involving the physicians in labor-intensive recontouring.
The process of automatic contour transfer operates by applying deformable image registration ͑DIR͒ to the initial planning CT ͑the source image͒ so as to transform it into a close approximation of the later CT ͑the target image͒ to be used for plan modification. The resulting displacement vector field ͑DVF͒ describing the deformable transformation of the anatomy is then applied to contours drawn on the source image to create new contours that, in principle, closely approximate the contours that a physician would draw on the later target CT. This permits a sequence of later CTs to be automatically contoured based on only one initial set of manual contours. To be useful, though, this registration/ contour process must be accurate and robust, require minimal user interaction ͑i.e., be semi-or fully automatic͒, and be reasonably fast. The deformable registration process can be considered to meet a minimum standard of clinical accuracy if the automatic contours do not differ from manual contours drawn by multiple trained clinicians by more than those clinicians differ among themselves.
One often-discussed IGART scenario would involve the use of a fan-beam CT study ͑FBCT͒ for initial treatment planning followed by one or more cone-beam CT studies ͑CBCTs͒ acquired in the treatment room to monitor daily anatomical changes. The CBCT studies would be registered to the FBCT study to enable automatic transfer of contours and fractional dose distributions. However, CBCT images of human anatomy have more scatter and thus more noise than the FBCT at the same level of radiation dose.
1 These defi-ciencies might reduce the accuracy of image registration and plan adaptation. For example, some researchers have observed increased difficulty when using intensity-based rigid registration on the CBCTs of the prostate. 2 This motivated us to test the sensitivity of an in-house deformable registration and automatic contouring process to noise in the target CBCTs. We developed a fully automatic deformable image registration process based on parametric B-spline modeling of the DVF. We tested its noise sensitivity via simulation by modifying the FBCTs to have a spectrum and range of noise that is characteristic of the CBCT. After making initial FBCT/FBCT registrations to establish the baseline accuracy for the DIR process we replaced the target FBCTs with noisy simulated CBCTs, repeated the registrations, and noted any differences in the DVFs.
To evaluate the base line accuracy of our registration process we used a set of three FBCTs for each of five prostate patients. Three physicians contoured the bladder, rectum, and prostate in each of the FBCTs. We used the B-spline DIR process to register one ͑source͒ FBCT to the other two ͑tar-get͒ FBCTs for each patient. Then we used the calculated DVF for each test case to transfer the manually drawn contours from the source CT to the target CT and compared the automatic target contours to manual contours of the same organ. At the same time we made interobserver comparisons of the manual contours to establish a clinically realistic range of variability for manual contouring. We assessed baseline DIR accuracy by comparing the range of variation between the automatic and manual contours to the range of interobserver variations. Finally, we tested for the noise sensitivity of the DIR process by watching for changes in the automatic contours as the target image noise was increased.
II. METHOD AND MATERIALS

II.A. Patient data
Our study used three consecutive FBCT studies for each of five prostate radiotherapy patients. The images were acquired on different days at various resolutions and scan lengths. For each patient the three CTs were rebinned and reformatted to a uniform resolution and scan length. The typical rebinned image had 75 3.0 mm slices with 0.9 mm pixel dimensions.
II.B. Parametric deformable image registration using B splines
To register two images of deformable anatomy we define a free-form DVF u͑x͒ that maps the source image A to the target image B according to A͑x + u͑x͒͒ = B͑x͒. Our deformable image registration process uses parametric B splines to model the DVF, thus greatly reducing the dimensionality of the problem. 3 The vector field u͑x͒ is expanded on a basis of nth order B-spline functions B ͑n͒ ͑x͒ as follows:
where ͑x , y , z͒ are coordinates in the CT image coordinate frame and the B-spline basis functions are defined by the following recursion relations:
The DVF model is made up of a three-dimensional ͑3D͒ tensor mesh ͑manifold͒ of spline segments B i B j B k , each of which has a control point coefficient a ijk associated with it. The spline segments are joined at knots, which for a conventional B-spline model are spaced equally within the registration volume. The vector coefficients a ijk are used as free parameters to iteratively modify the model DVF ͓Eq. ͑1͔͒ until the transformed source image A͑x + u͑x͒͒ optimally matches the target image B͑x͒.
We used quadratic B splines ͑n =2͒ in Eqs. ͑1͒ and ͑2͒. This represented a tradeoff between the spatial complexity of the DVF that could be modeled by the spline and the time necessary to compute the registration. ͑Higher-order B splines take longer to compute.͒ The image similarity measure was the sum of squared differences ͑SSD͒ of all the voxel intensities in the source and target images. No contours or other manually identified image landmarks were used to guide the registrations. The iterative process was guided by gradients of the SSD with respect to the B-spline control point coefficients a ijk . This provided a fast and fully automatic registration process-i.e., one that did not involve any manual preprocessing of the CTs or interactive guidance of the registration.
Our tests focused on the region of the patients' anatomy containing the prostate, bladder, and rectum. For each patient a 3D region of interest encompassing these organs was defined in each target image. The deformable registration DVF was computed only within this region of interest. This reduced computation time.
The spatial resolution of parametric B-spline DIR is set by the number of control points ͑one for each spline segment͒ in the DVF model ͓Eq. ͑1͔͒. Increasing the number ͑density͒ of segments ͑control points͒ increases the resolution. This lends itself to multiscale iteration. In this approach the iterative registration search proceeds through a sequence of progressively more control points to produce increasingly detailed models of the DVF. This reduces the likelihood of becoming trapped in a local minimum. In our tests the CT images were initially down-sampled to 128 ϫ 128 pixels per slice and smoothed using trilinear interpolation. The registration was initialized to zero DVF and then proceeded automatically through a sequence of DVF models of increasing spatial resolution, beginning with a model using 2 ϫ 2 ϫ 2 spline control points and proceeding through successive increments in the number of control points, cul-minating in a model based on 6 ϫ 6 ϫ 6 control points. Each stage of resolution provided increased sensitivity to fine details of deformation. After completing the first 3 ϫ 3 ϫ 3 registration, the CTs were up-sampled to 256ϫ 256 pixels and the 3 ϫ 3 ϫ 3 registration was repeated before proceeding to stages of higher resolution. At the last stage ͑6 ϫ 6 ϫ 6͒ the DVF model had a knot spacing of approximately 10 mm along the slice direction and 20 mm in the plane of each slice. For a quadratic B spline this could define structure in the DVF at a level of a few millimeters. Finer resolution could have been achieved with more control points ͑and correspondingly longer computation time͒ but acceptable registration results were achieved at our limiting resolution.
The parametric B-spline method can model both linear and nonlinear deformations-i.e., it can be used for both rigid and deformable registration. To model a rigid registration it is necessary to place two duplicate knots at each boundary of the region of interest, in order to allow discontinuous boundary conditions; otherwise the DVF must be zero at the boundaries and cannot describe linear transformations of a local region of interest. Furthermore, because the B spline is a locally supported metric, it can model locally as well as globally rigid transformations. This has a particular advantage when components of the bony anatomy have shifted relative to one another between the two images, such that only a semirigid registration of the skeletal landmarks is possible. Therefore, we did not need to make an initial rigid registration of the bony anatomy independently of the B-spline registration. Instead the first DVF approximation using 2 ϫ 2 ϫ 2 control points established the global rigid registration. This allowed the complete registration between the source and target images to be described by the DVF.
II.C. Evaluating the accuracy of the DVF via contour comparison
Free-form deformable registration is an ill-posed problem in which every voxel can potentially move. This presents challenges to validation and verification. A DVF that optimizes the similarity metric might nevertheless make an inaccurate or unrealistic rearrangement of anatomy in the source image in its attempt to match the target image. This has led to the study of a number of different objective and subjective evaluation techniques, no one of which can conclusively establish the accuracy or physical plausibility of a DVF. Nevertheless, the techniques can provide some confidence in the DIR results. We have adopted a semiobjective evaluation based on the transformation of manually drawn contours. If the anatomical structures in the source image have been accurately transformed by a DVF to match their deformed shapes in the target image, one would expect that their surface contours should match as well. In other words, applying the DVF to an accurate manually drawn source contour should produce a target contour that accurately outlines the target anatomy. This test is not biased by the observer so long as the DVF is generated by a registration algorithm that does not utilize surface contours to guide the registration process. Registrations that optimize gray-scale intensity similarity, such as the process used here, meet this criterion.
The usual way to evaluate an automatically generated target contour is to compare it to a manual one, but this is compromised by the fact that manual contours are subjective and there is no definitive ground truth. The way around this is to estimate observer variability in the source and target contours and then determine if the automatic contours fall within a plausible range of manually drawn target contours. We adopted this approach to evaluate the baseline accuracy of the DIR process and to track changes in its accuracy as the noise level in the target image was increased.
We identified the bladder, rectum, and prostate as three anatomical structures that present different problems in manual contouring and in DIR. The bladder typically has a high-contrast boundary, making contouring fairly straightforward, but it can change size dramatically, which can confound some registration algorithms. The rectum also has a high-contrast boundary, but it can have highly variable internal contrast due to gas, which presents problems for some DIR methods. The prostate maintains a fairly constant shape and size, but it has a low contrast boundary, which challenges both DIR and manual segmentation. Three experienced radiation oncologists contoured these organs in all of the test images according to a carefully specified protocol to ensure they contoured the same volume of each organ and to minimize variability among the observers. The physicians did not consult one another or look at each other's contours.
The manually drawn contours were compared to each other pairwise by mapping each contour in each slice from ͑x , y͒ to polar ͑r , ͒ coordinates. For example, the points along the contour drawn by physician P on slice i of the source image S could be designated by r S,P ͑ , i͒. To compare two contours, the origin of the polar coordinate system was placed at the center of one contour. The difference between the contours drawn by, e.g., physicians P and Q was then quantified by ␦r͑͒ = r S,P ͑ , i͒ − r S,Q ͑ , i͒. This is illustrated in lected for all of the contoured slices. From this we produced histograms of the percent frequency of interobserver variations ␦r for the three organs in each image.
The automatic B-spline DIR procedure was then used to register each source to each target image to obtain the deformation DVF. The DVF was used to deform and transfer each physician's source contours to the target CT to create a set of automatic target image contours. The automatic contours were compared to each corresponding physician's manually drawn target contours using the radial difference measurement described above. Contour variation frequency was similarly histogrammed for each organ in each registration.
II.D. Simulating CBCT noise
Because of its higher scatter-to-primary fluence ratio ͑SPR͒, a CBCT will have more noise than a FBCT for a given radiation dose to the patient.
1 The higher SPR also produces a radially symmetric cupping artifact in each slice. These deficiencies are inherent to a CBCT. Some other defects such as ring artifacts are attributable to variations in detector pixel gain that can, in principle, be controlled or corrected. For this study we have focused on noise effects in the target CT.
Cone-beam CT noise has been measured by Jaffray and Siewerdsen 5, 6 for a variety of exposure levels. They have performed a noise power spectrum ͑NPS͒ analysis on the reconstructed images, which showed a distinctly shaped noise spectrum with a functional form that can be approximated as
where k is the wave number in the Fourier domain and = 0.15 mm accurately reproduces the shape of the NPS. We simulated random additive noise for each slice of the CT by generating a white-noise image with a Gaussian noise distribution of width ͑expressed as a percent fraction of the mean image intensity͒, taking its Fourier transform, multiplying the real and imaginary Fourier coefficients by the NPS functional form in Eq. ͑3͒, and then taking the inverse Fourier transform to recover a spatial noise image. The modified two-dimensional ͑2D͒ noise image created in this way had the NPS spectrum of Eq. ͑3͒. This noise image was then added to a slice of the target FBCT. The process was repeated slice-by-slice, each time generating a new random 2D noise image.
The amount of added noise was adjusted by varying . Jaffray et al. 5 reported NPS measurements for a CBCT at exposure levels from 0.13 to 6.53 R. Their observed noise levels corresponded to 0.01Ͻ Ͻ 0.038 in our simulated noise model ͓i.e., from Ϯ20 to Ϯ80 Hounsfield units ͑HU͔͒. Therefore, in our simulation tests we added noise at levels of =2% ͑Ϯ40 HU͒, =4% ͑Ϯ80 HU͒, and =6% ͑Ϯ120 HU͒ to our target FBCT to simulate a wide range of CBCT noise levels.
II.E. Comparing FBCT/FBCT accuracy to FBCT/noisy CBCT accuracy
We evaluated the effect of noise on the registration accuracy by first making a FBCT/FBCT registration, then modifying the target FBCT with varying amounts of noise and rerunning the registration. For each test case we used the resulting DVF to transfer contours from the source to the target CT. The automatically transferred contours were then compared to the manually drawn contours on the original target FBCT using the methodology described above. The noisy simulated target CBCTs were not manually recontoured. In this way the comparison excluded the effects of CBCT image quality on manual contouring accuracy, thus providing an objective look at its effects on the automatic process alone. Figure 3͑a͒ shows a representative slice of a representative source image, Fig. 3͑b͒ shows the same slice of the deformed source image, and Fig. 3͑c͒ shows the corresponding slice of the target CT. The changes in shape of the bladder and rectum are modeled reasonably well by the DVF, although the registration preserved rectal gas from the source image that was not present in the target image. This did not have any noticeable impact on the automatic contour of the rectum in the target image. Figure 4 shows the prostate contour drawn by one physician in red on a target slice, as well as the automatic transformation of the manual contour from the source image to the target image ͑in blue͒. This demonstrates the use of deformable image registration to automatically generate organ FIG . 2. The radial difference between two contours vs polar angle ͑i.e., going around the circumference of the contour͒, calculated from the contours in Fig. 4 . contours in a target image by deforming and transferring manually drawn source contours. The agreement between the automatic and manual contours looks qualitatively good. For each segmented organ in each pair of registered images we compared all of the source and target contours of all three physicians by pairs, pooled the pairwise comparisons, and collected the percent frequency of radial difference offsets ͉␦r͉͑͒ into histograms. Then we compared each automatically transferred contour of each physician to that physician's manual contour on the target CT and collected those radial differences in a second histogram. From these histograms we calculated the mean magnitude of radial difference and its spread ͑dispersion͒ around the mean. ͑The dispersion provides a measure of the frequency of large radial differences.͒ For one pair of registered images, Fig. 5 shows the histogram of interobserver radial variations for all three organs. Figure 6 shows the corresponding histogram of automatic-tomanual radial differences for a noise-free target image. The variation of the automatic contours relative to the manual target contours is comparable to the variation among the observers. Table I summarizes the mean and dispersion of interobserver radial variation for each organ and for each image. The mean radial difference between any two observers ranged from 1.8 to 2.2 mm and the average dispersion around the mean ranged from 1.1 to 1.5 mm for the three organs. Figure 7͑a͒ shows a representative slice of a source FBCT. Figure 7͑b͒ shows the same slice after modification to include 6% ͑Ϯ120 HU͒ of additional noise. Figures 8-10 show for one registration pair the percent frequency distributions of the automatic/manual contour variations for the bladder, rectum, and prostate as a function of added target CBCT noise ͑0% −6%͒. Tables II-IV summarize the mean and dispersion for automatic-to-manual contour variation for each image registration pair, versus added noise, one organ per table. The results are presented separately for each pair of registered images and each organ because each registration presented distinct challenges both to the observers and to the registration process. The mean radial difference between the automatic bladder contours and any observer ranged from 1.7 to 2.8 mm and the average dispersion around the mean ranged from 1.1 to 1.8 mm for the three organs. We made statistical tests to see if these data revealed any systematic difference between the automatic and manual contours or between the registration results for low versus high noise target images.
III. RESULTS
III.A. The base line accuracy for B-spline registration
III.B. The effects of simulated CBCT noise
III.C. Statistical significance of the results
With our data we can test two hypotheses: ͑1͒ the variations of the automatic contours with respect to the manual contours are not significantly different than the interobserver variations and ͑2͒ automatic-to-manual contour variability for noisy target images ͑e.g., at Ϯ120 HU of added noise͒ is not significantly different than the automatic/manual contour variability in the absence of added noise.
To test these hypotheses we can use the mean radial differences and their spread ͑dispersion͒ around the mean, observed for each organ in each imaging study ͑as summarized in Tables I-IV͒ , to characterize contour variability. We designate the mean radial variability of the manual contours of a given organ in image i as manual m i , as collected in Table I . We designate the mean radial differences between the automatic and manual contours of registered image pair j without Tables II-IV . From these mean differences we compute ensemble means and standard deviations ͑M Ϯ ͒ manual , ͑M Ϯ ͒ auto , ͑M Ϯ ͒ noisy auto , where
A similar evaluation can be made using the spread of radial differences around their means ͑cf. Tables I-IV͒, which adds some sensitivity to the frequency of large radial differences.
To test hypothesis 1 we ask: What is the probability that the ten examples of automatic-manual contour differences in Tables II-IV came from the same parent distribution as the 15 examples of interobserver differences? If this probability p is greater than 0.05 we can conclude that the auto-manual differences are not significantly different from the interobserver differences. For hypothesis 2 we ask: What is the probability that the ten examples of noisy auto-manual contour differences came from the same distribution as the automanual differences observed for no added noise? Again, if p Ͼ 0.05 we can conclude that the added noise had no significant impact on the contour variability. We use the t statistic and t distribution to calculate p for each organ:
Hypothesis 1: 
The results for hypothesis 1 are summarized in Table V and  in Table VI for hypothesis 2. The automatic-to-manual contour differences for the bladder showed no statistically significant systematic difference from the interobserver variations. For the rectum the variability of the automatic contours showed a clearly significant difference from the interobserver variability while for the prostate the test for significance is borderline ͑p = 0.03͒. The inclusion of noise in the target images had no significant impact for any of the segmented organs.
IV. DISCUSSION
Interobserver variation represents one form of reference standard to evaluate contours automatically generated via deformable image registration. When we compare the interobserver contour variations among our three physician observers we see that the variability is about the same for all organs in all images.
When we compare the automatic FBCT contours to the manual contours for all three organs ͑Fig. 6 and Tables I-IV, no added noise͒ we see that they have approximately the same mean variability with respect to the manual contours as the manual contours have among themselves. The dispersions ͑spread͒ of radial differences around the means are also nearly equal. In other words, the automatic contours appear qualitatively to lie within the range one might reasonably expect for conventional manual contours of these organs. When we make a statistical test of significance we find that the differences between the automatic and manual contours of the bladder are not significantly different than the interobserver differences ͑Table V͒. For the prostate the test for similarity between the automatic contour variability and the manual variability is borderline in significance and thus inconclusive. For the rectum we detect a clearly significant difference between the automatic and manual contours, with the automatic contours showing systematically larger differences from the observers than the observers show among themselves. We note that the rectum presents a harder problem to DIR than to manual segmentation, owing to the variable presence of gas in the registered images. Nevertheless, even for the rectum the mean difference between automatic and manual contours is only a fraction of a millimeter greater than the mean interobserver variability. We conclude that the B-spline registration process is making a reasonably accurate estimate of the DVF connecting the source and target images and that these DVFs are capable in principle of meeting a minimum standard for automatic plan modification-namely that contours generated by the process fall within a reasonable range of manual contours. Figures 8-10 , Tables II-IV and VI show that increasing CBCT noise to a level ͑6%, or Ϯ120 HU͒ that is well beyond the range observed by Jaffray et al. 5 has no statistically significant effect on registration/contouring accuracy.
We note that the t test for significance is more conventionally used to disprove the null hypothesis ͑i.e., to show the likelihood of a significant difference between two samples͒ and is more robust in that application. Nevertheless, when used as we have to test for similarity of our automatic and manually contoured samples, it still convincingly supports our conclusion that the noise we added to the target images had a negligible effect on registration accuracy.
The insensitivity of our DIR process to image noise is not surprising. We used an intensity-based sum-of-squareddifferences for the similarity measure, which for images with the same mean intensity is equivalent to the cross-correlation coefficient. Furthermore, we used a clean source image ͑the FBCT͒ to register to a noisy target image ͑the CBCT͒ of the same modality. This is analogous to using a matched filter to detect a known signal in noisy data, with the FBCT acting as the known signal template and the target CBCT as the noisy data. The cross-correlation matched filter is known to provide the maximum signal-to-noise ratio for signal detection 7 and is widely used for its ability to pick out signals from extremely noisy backgrounds. For the background noise levels that we have tested, the matched filter has essentially 100% reliability. 8 Furthermore, deformable registration operates on a connected 3D picture of the anatomy while conventional manual contouring breaks the anatomy into 2D slices. This makes it easier to identify 3D structures that are obscured in individual slices by large amounts of noise.
In conclusion, when we simulated FBCT/CBCT registration in the presence of added target image noise we found no significant impact on the automatic contouring accuracy compared to FBCT/FBCT registration, at least at a level consistent with interobserver variability. Therefore, noise in CBCT does not necessarily reduce the accuracy of deformable image registration. This result has three significant implications: ͑1͒ it supports the use of CBCT in image-guided adaptive radiotherapy; ͑2͒ it shows that imaging dose to the patient can potentially be reduced in daily FBCT and CBCT imaging without risking a loss in registration accuracy due to the increased noise; and ͑3͒ it suggests a new hypothesis that TABLE V. Probability p that the distribution of auto-manual contour differences is the same as the distribution of interobserver differences, using a t test of both the mean radial variability and its spread to characterize the contour differences.
Mean radial variability
Spread in radial variability automatic contouring can improve upon manual contouring of noisy CBCTs, which can be tested by manually contouring the noisy images used in this study. This analysis should be repeated for different similarity measures. Statistically based measures such as mutual information would be expected to become less robust as the noise level of the target image increases. This has been demonstrated in comparative tests of rigid 2D matched filters using cross-correlation and mutual information. 10 It is too soon to conclude generally that cone-beam CT will work as well as fan-beam CT for deformable image registration. The higher scatter-to-primary fluence ratio for CBCT can contribute streaking and cupping artifacts, detector gain irregularities can produce ring artifacts, and patient movement during the scan can produce motion artifacts that would not necessarily affect a fan-beam CT. We have not yet tested our DIR method's sensitivity to all of these effects. More realistic testing scenarios are needed, as well as more examples of images to monitor patient-specific effects such as motion. Nevertheless, this study has already provided a valuable observation-namely, that higher noise content ͑which is an often discussed deficiency of CBCT͒ does not necessarily degrade registration accuracy. Moreover, cupping and streaking artifacts can be reduced with antiscatter grids 4 in exchange for higher image noise; we have shown that the registration process can tolerate the increase in noise.
V. SUMMARY
We have demonstrated fully automatic deformable image registration and contour transfer using a parametric B-spline registration process. This process has the advantage of calculating both rigid alignment and nonrigid registration in a single operation, which eliminates the need for two separate registration steps ͑cf. Stancanello et al. 9 ͒, thus speeding up and streamlining the process. We have furthermore demonstrated a quantitative interobserver evaluation method to assess the accuracy of the registration process in terms of a practical clinical standard. Such an observer evaluation process should be part of any comprehensive validation study of deformable image registration. Finally, we have shown that the registration process can meet a basic standard of clinical accuracy for both FBCT/FBCT and FBCT/CBCT registration, even when the target cone-beam CT is very noisy.
