INTRODUCTION
A v, k, X group d$ference set (G, D) is a k-subset D = {di), i = l,..., k, taken from a group G of order v such that each element different from the identity e in G appears exactly X times in the set of differences (d,df-l}, where 0 < X < k < v -1. Combinatorially, a v, k, h group difference set is equivalent to a v, k, h design having a collineation group which is transitive and regular on the elements and on the blocks of the design [I] . Thus, v, k, and X satisfy the relation [II] (v -1)h = k(k -1).
(1.1)
We call (G, D) Abelian when G is Abelian and cyclic when G is cyclic. A multiplier of a group difference set (G, D) is an automorphism w of G under which Dw = bDa (1.2) for some a, b E G. When G is Abelian, (1.2) simplifies to for some a E G. where AT is the transpose of A, I is the identity matrix of order 01, and J is the matrix consisting entirely of l's of order v. Skew-Hadamard designs have been studied via their equivalent 1, -1 skew-Hadamard matrices of orders v + 1 = 4m, and have been shown to exist for infinitely many values of v[3, 5, IO, 131. Skew-Hadamard design incidence matrices have a number of applications. They are a special type of round robin tournament matrix [22] , which occurs in the statistical method of paired comparisons [2] and has application in the behavioral sciences [7, 81 . They have also been used in certain matrix constructions of combinatorial interest [5j.
Here we shall be concerned with Abelian group difference sets which are also skew-Hadamard designs. We abbreviate "Abelian group difference set" to AGDS and "skew-Hadamard Abelian group difference set" to SHAGDS. Now the AGDS's (G, D) with the inverse multiplier c :g+g-l,ge G form a class of v,k,h group difference sets for which a certain factorization of k -h in the cyclotomic number field involved can be handled [see Eq. (2.13, p. 789, in 4]. A s will be presently shown, the SHAGDS's form another such class. This factorization is a key to obtaining further information about these difference sets. Now Bruck [I] has constructed SHAGDS's for all orders v = p2~+1, p = 3(mod 4) a prime, and 01 > 0 an integer. He showed that the set D of all nonzero squares in the finite field GF(pza+l), when taken as elements of the elementary Abelian uddirive group G of GQza+l), form a SHAGDS (G, D). We shall show that a SHAGDS (G, D) can exist only when order (G) = v = p%+r, p = 3(mod 4) a prime, and a: 2 0 an integer, and when all the cyclic subgroups of G are of sufficiently small order relative to v. In particular, we shall show that if G is cyclic then v = p and, taking G as the additive group of integers modulo p, D must be either the set of quadratic residues or the set of quadratic nonresidues modulo p, and that if v = pa then G must be elementary Abelian. Thus the results in this paper, together with Bruck's construction, go a certain distance towards characterizing SHAGDS's.
PRELIMINARIES
Following Bruck, we may characterize a v,k,h AGDS (G, D) as a v,k,h design having a collineation group which is transitive and regular on the elements and on the blocks of the design as follows. Let the elements of the design be the elements in G, g, = e, g, ,..,, g, , and the blocks of the design the sets Dg, Finally, for any set S we let 8 denote the "Kronecker delta" defined on S in the obvious way, i.e., for x, y E S,
The particular meaning of 6 should be clear from the context in which it is used. Now for any integer S, 0 < s < II -1, we have by (2.4) and ( Before proceeding further, we need the following result. We give here an elementary proof using only the basic properties of finite-dimensional vector spaces and cyclotomic number fields. 
MAIN RIZSULTS
We first prove a theorem which strongly restricts the orders v for which SHAGDS's can exist. From here on we take v = p*=+r, p = 3(mod 4) a prime, 01 2 0 an integer, and let order (29) = u = pfl, where p is an integer satisfying 1 < /I < 2or + 1. We now take H to be cyclic of order u = pfi. Then r is also cyclic of order u. Let H be generated by the element h and let r be generated by the character x for which x(h) = 5, . We set xs = x8, s = 0, l,... This is accomplished by the following lemma, the proof of which is given in Section 4. We let (X 1 p) denote the Legendre symbol with respect to p applied to the integer x. and we take 1 < e, < *** < e, . (3.13)
We let 23, be the generator of C(pe$ i = I,...,f; whence the set of these generators is a basis for G, i.e., we can express any g E G in the form g =fiB~,O<yi<pLl. Proof. We first show that certain of the values E(S) in (4.1) must be equal. Now the Galois group Q of R(&,) over R is cyclic of order 4(u) = pS-r@ -1) and is generated by the automorphism T determined by where t is a primitive root modulo u. Since 6 is cyclic and +(u) is divisible by 2 there exists a unique subgroup R of index 2 in Q consisting of all automorphisms of R(&J fixing a quadratic subfield F over R elementwise. Since 5I is unique, F is unique, and since R(2/-) C R(&J C R([,) we must have F = R(d/--p).Th e automorphisms in 6 -R, then, send 1/q into -e. We note that R is also cyclic and is generated by 72. Now from (3.1) we have Now for every integer m, (m, p) = 1, 1 < m < pB-p -1, there exists a unique integer p, 0 < p <d(u) -1, for which m = tp(mod u). If n is any integer, pS-" + 1 < n < ~9 -1, for which m = n(mod pa-p) then (n, p) = 1 whence n = t"(mod U) for a unique integer u, 0 < u < 4(u) -1. Then TV = tu(modpS-P), and since (t,p) = 1 we have P-U = l(modpc). Now t is a primitive root modulo pfl-~ of order +(pS-') = p@-'l(p -I), which is an even integer. Hence p -u is even, whence m and n are both obtained as either even powers or odd powers oft modulo u. Now for each such integer m there are (u&S-p) -1 = pp -1 such integers n for which m = n(mod p&p), and all pc of these integers are generated as either even powers or odd powers of t modulo u. Hence, letting (X Ip) denote the Legendre symbol with respect to p applied to x, we have by (4.4) and (4. and pp+ *EoIipy) exp(2niqlpv) in some order. Now suppose further that y > 2. If @ E QR(py) is such that 1 < q < py-l -1 then Q E QR(p+), and if q', 1 < q' < py -1, satisfies q' = g (mod ppl) then q' E QR(py). Furthermore, every q' E QR(pr) satisfies q' = ij (mod prl) for some p E QR(p+). Hence 
