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    CHAPTER 1  
INTRODUCTION 
The interaction of light with matter is the foundation for the fundamental processes of optical 
emission, absorption, transmission, and reflection.  The ability to control how light interacts with 
matter is therefore key to achieving technological breakthroughs across a wide range of photonic 
and optoelectronic applications. Some of the key highlights include: smaller and lower power light 
sources [1-4], more efficient solar cells [5-8], faster and low power optical data processing [9-12], 
enhanced nonlinear process [13, 14], stronger optomechanical coupling [15], and extremely 
sensitive detectors for sensing ultra-low concentrations of chemical and biological molecules [16-
18]. The mature fabrication process of the microelectronics industry has enabled the transition of 
some nanophotonic devices from the laboratory to the market. In this thesis work, I present 
theoretical design methods and experimentally characterized nanophotonic structures that have the 
potential to further influence this transition for a variety of applications. 
 
1.1 Overview of the dissertation  
The main focus of this thesis is to optimize light-matter interaction through three key elements: 
1. strength of the electric field (E(0)) 
2. the magnitude of the refractive index change (Δε),  
3. the degree of spatial overlap of the optical field with the external perturbation (V)  
In Chapter 2, we show a method to increase external perturbation (Δε) by integration of more 
probes molecules onto a sensor surface. We experimentally test this idea on both microring and 
photonic crystal (PhC) platforms. In Chapter 3, a novel suspended microring resonator is 
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demonstrated to increase the overlap between optical field and sensing region (V). In Chapter 4 
and 5, a de novo PhC design method is proposed, which leads to increased optical field strength 
(E(0)). Chapter 6 presents conclusions and future work. The remaining sections of this chapter as 
introduction provides the necessary background knowledge and theoretical information regarding 
photonic resonators useful in realizing the aforementioned metrics.  
 
1.2 Photonic resonators: tradeoff between Q-factor and Vm 
Light-matter interaction is enhanced by the temporal and spatial confinement of photons. Temporal 
confinement is measured by the quality factor (Q-factor), which represents the photon lifetime in 
an optical cavity. Spatial confinement is characterized by mode volume (Vm) and is a measure of 
the ability to focus light down to a small volume. Figure 1.1 is a survey of the major optical 
resonators in nanophotonic research categorized by Q-factor and Vm. In general, there is a trade-
off between Q-factor and Vm. The spatial confinement (Vm) often has to be relaxed in exchange for 
a prolonged temporal confinement (Q-factor) and vice versa. Simultaneously achieving high 
spatial and temporal confinement has been a long-time pursuit in nanophotonic researches and, if 
realized, holds the promise for a wide range of technological breakthroughs. 
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Figure 1.1 The Q-factor and Vm for different optical cavities. [19-23] Figures reprinted with permission 
from ©2012 NPG ©2008 OSA ©2010 AIP ©2012 AIP, Reprinted with permission from Ref. [22]. 
Copyright 2014 American Chemical Society. 
 
1.1.1 Total internal reflection (TIR) based high Q-factor resonators 
Total internal reflection (TIR), or index guiding, provides a simple method to confine light in a 
material with a refractive index higher than its surrounding environment. Fabry-Perot resonators 
and whispering gallery resonators are two common optical resonators that confine light based on 
TIR. In a Fabry-Perot cavity (Figure 1.2a), light is trapped within the high index material as it is 
constantly reflected back from the end facets, allowing for high temporal confinement. Also based 
on the principles of TIR, whispering gallery cavities are usually designed to be a circular disk or 
sphere. Light travels around the perimeter of the circles and forms a standing wave at resonance 
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wavelengths. Both whispering gallery and Fabry-Perot resonators have high fabrication tolerance 
and have found broad applications in optics and photonics, such as lasers [24], sensors [25], 
modulators [10, 26] and optomechanics [27]. Q-factors of these cavities can be very high. For 
example, a wedge resonator is reported to have a Q-factor of ~ 108 [23]. However, Vm for these 
high Q-factor structures are generally quite large (> 104 (λ/n)3) [23]. In theory, the size limit for a 
Fabry-Perot cavity to form a standing wave is half of the wavelength of incident light in the cavity. 
However, in practice, the Q-factor decreases dramatically when the size is close to the wavelength. 
Similarly, for whispering gallery resonators, as the device size is reduced, the Q-factor decreases 
due to bending loss. This is because confinement by TIR is limited to a certain range of k vectors. 
As the cavity size is decreased, the bending radius increases, and therefore the range of k vectors 
that are confined by TIR is also reduced. 
 
 
Figure 1.2 (a) Fabry-Perot cavity. (b) Whispering gallery mode cavity. 
 
1.2.2 Plasmonic based low Vm resonators  
A surface plasmon polariton (SPP) is an electromagnetic surface wave at a dielectric-metal 
interface that is formed when electromagnetic fields coupled to the charge density oscillation in 
the metal surface. In SPP, the energy oscillates between the electrical energy and kinetic energy 
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of free electrons. Figure 1.3 shows the comparison between TIR and plasmonic resonators. In TIR 
optical resonators, the electrical energy and magnetic energy alternate every half period and are 
spatially offset by half of a wavelength. Therefore, half of a wavelength is the minimum self-
sustaining oscillation. When the size of the resonator is reduced to below half of a wavelength, the 
energy does not fully recover after each oscillation and results in loss [28, 29]. In plasmonic 
resonators, the energy is stored in kinetic energy of free electrons:  
𝑢"~12 𝜀' 𝜔)*𝜔* 𝐸*																																																											(1.1) 
where ωp denotes the plasma frequency, ε0 is the permittivity of vacuum and E is the electric 
strength of the optical field. The size limit for a self-sustaining oscillation is no longer applicable 
to these devices. Therefore, plasmonic resonators can achieve very small Vm, on the order of 10-3 
(λ/n)3 [6]. Although Vm can be a small fraction of the wavelength cube, the Q-factor in plasmonic 
devices is typically only on the order of 10, especially in the optical frequency range. This is 
because Ohmic loss associated with kinetic energy storage of electrons is very high [28, 30].  
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Figure 1.3 Energy oscillations in both (a,b) TIR and (c) plasmonic resonators [28]. Figures reprinted with 
permission from ©2015 NPG 
 
1.2.3 Photonic band gap (PBG) based optical resonators  
In Chapter 4, we provide a detailed discussion of the origin of the PBG and methods to control it. 
Here, a brief introduction to PhC cavities in comparison to TIR and plasmonic resonators is 
presented. In PhCs, light within certain range of frequencies can be confined by the photonic band 
gap (PBG) and is not allowed to propagate. Figure 1.4 shows examples of 1D and 2D PhCs. In a 
1D PhC, the PBG confinement is only in the propagation direction, while in a 2D PhC, complete 
in-plane PBG confinement can be achieved with TIR in the out-of-plane direction. A 3D PhC has 
complete PBG confinement in all directions. However, the fabrication of 3D PhCs, especially 
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cavities, is very challenging. Therefore, we will not further discuss it in this thesis. Because PBG 
confinement applies to all angles, the mode volume of PhC can approach the diffraction limit ~ 
(λ/2n)3 while still maintaining a high Q-factor (~ 106) [31]. Chapter 4 and 5 discuss the designs of 
the PhC resonators to further enhance the Q-factor and reduce the Vm beyond the state-of-the art. 
 
 
Figure 1.4 1D and 2D PhCs. (a) SEM of fabricated 1D photonic crystal nanobeam. (b) Band diagram of a 
typical 1D nanobeam unit cell. PBG is highlighted in yellow. (c) SEM of fabricated 2D PhC slab. (d) Band 
diagram of a hexagonal lattice 2D PhC. (Adapted from Ref. [31]) 
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1.3 Perturbation theory  
1.3.1 Master equation 
Macroscopic electromagnetism is governed by the four macroscopic Maxwell equations:  ∇ ∙ 𝑩 = 𝟎																																																																															(1.2) ∇ ∙ 𝑫 = 𝜌																																																																															(1.3) 
∇×𝑬 + 𝜕𝑩𝜕𝑡 = 𝟎																																																																					(1.4) ∇×𝑯 − 𝜕𝑫𝜕𝑡 = 𝑱																																																																				(1.5) 
where E and H are the macroscopic electric and magnetic fields, D and B are the displacement 
and magnetic induction fields, and ρ and J are the free charge and current densities. Nearly all 
nanophotonic designs rely on the boundary conditions for these partial differential equations to 
obtain the desired eigensolutions, or “modes”.  
We begin by formulating electromagnetism as an eigenvalue problem. We first make the 
assumption of a source-free case with linear, isotropic, dispersionless, nonmagnetic, and 
transparent materials. Specifically: 𝑫 𝒓 = 𝜀'𝜀 𝒓 𝑬 𝒓 																																																															(1.6) 𝑩 = 𝜇'𝑯																																																																												(1.7) 
Where ε(𝒓), the dielectric function, is a scalar function of position that does not depend on 
frequency or the strength of the electric field (in the linear optics regime).  
According to Maxwell’s equations:  ∇ ∙ 𝜀 𝒓 𝑬 𝒓, 𝑡 = 0																																																																								(1.8) ∇ ∙ 𝑯 𝒓, 𝑡 = 0																																																																														(1.9) 
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∇×𝑬 𝒓, 𝑡 + µ' 𝜕𝑯(𝒓, 𝑡)𝜕𝑡 = 0																																																						(1.10) 
∇×𝑯 𝒓, 𝑡 − 𝜀'𝜀 𝒓 𝜕𝑬 𝒓, 𝑡𝜕𝑡 = 0																																																	(1.11) 
Separating the temporal component and spatial component of the eigensolution, we obtain:  𝑬 𝒓, 𝑡 = 𝑬(𝒓) 𝑒LMN																																																										(1.12) 
𝑯 𝒓, 𝑡 = 𝑯(𝒓) 𝑒LMN																																																																			(1.13) 
where E(r) and H(r) represent the spatial distribution of optical energy, usually called the “mode 
profile”. Inserting these two harmonic solutions back to Maxwell’s equations, we find:  ∇ ∙ 𝑯 𝒓 = 0																																																																				(1.14) ∇ ∙ 𝜀 𝒓 𝑬 𝒓 = 0																																																									(1.15) ∇×𝑬 𝒓 − 𝑖𝜔µ'𝑯 𝒓 = 0																																																			(1.16) ∇×𝑯 𝒓 + 𝑖𝜔𝜀'𝜀𝑬 𝒓 = 0																																																		(1.17) 
From Equation (1.16) and Equation (1.17), we obtain a set of equations:  
∇× 1𝜀 𝒓 ∇×𝑯 𝒓 = 𝜔𝑐 * 𝐻 𝒓 																																									(1.18) 
∇×∇×𝑬 𝒓 = 𝜔𝑐 * 𝜀 𝒓 𝑬 𝒓 																																										(1.19) 
where the H field in Equation (1.18) is the eigen-equation, often termed the “master equation” 
[31]. 
 
1.3.2 Perturbation theory 
Applying the derivation of perturbation theory for a Hermitian eigenproblem onto Equation (1.19), 
we find:  
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∆ω = −𝜔2 ∆𝜀 𝒓 |𝑬 𝒓 |*𝑑𝑉𝜀 𝒓 |𝑬 𝒓 |*𝑑𝑉 + 𝑂(∆𝜀*)																																							(1.20) 
This can also be intuitively understood as:  
∆ω = − 𝜔 '2𝑈NYNZ[ 𝑬 ' ∗∆𝜀𝑬 ' 𝑑𝑉																																														 (1.21) 
where 𝑼NYNZ[ = 𝜀 𝒓 |𝑬 𝒓 |*𝑑𝑉 is the total optical energy in the resonator. For a particular 
optical cavity with a resonance ω, Utotal is pre-determined. The term  𝑬 ' ∗∆𝜀𝑬(')𝑑𝑉 represents 
the optical energy that is perturbed by the external interactions such as biomolecule binding, carrier 
injection, temperature and background refractive index change.  
Hence, as discussed qualitatively and quantitatively in this chapter, there are three key 
elements for enhancement of light-matter interaction: the strength of the electric field (E(0)), the 
magnitude of the dielectric function change (Δε), and the degree of spatial overlap of the optical 
field with the external perturbation (V). Optimizing each of these three parameters is of utmost 
importance and will be the primary focus in the following chapters of this thesis.  
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    CHAPTER 2  
ENHANCING THE SENSITIVITY THROUGH INCREASED BIORECEPTOR DENSITY 
2.1 Introduction 
A label-free photonic biosensor is selected as one platform on which to investigate nanophotonic 
light-matter interaction in this thesis. Over the last several years, there have been an increasing 
number of global concerns that challenge healthcare resources including the spread of antibiotic 
resistance, an increased threat of pandemics through inter-continental transit networks, and rising 
healthcare costs. The lack of widespread availability of low-cost, rapid screening for diseases is a 
critical problem. Hence, there is an urgent need to develop cost-effective sensor technology that 
can be deployed in both clinical and field settings. One of the most promising approaches for 
achieving such sensors that are suitable for point-of-care (POC) immunodiagnostics applications 
is to leverage the silicon fabrication infrastructure that forms the basis of modern microelectronics 
technology [32-34]. Figure 2.1a shows a vision put forward by IBM of a disposable POC 
diagnostic device costing less than $1 that leverages standard microelectronics components 
alongside microfluidics delivery and chemical functionalization, and is capable of monitoring and 
detecting a wide-array of label-free target molecules within minutes at femtomolar sensitivities 
using only 1 µL of biological fluids [35]. Utilizing label-free sensing systems is essential for POC 
applications so that no preprocessing of the analyte under test is required. Unlike conventional 
enzyme-linked immunosorbent assays, which indirectly test for the presence of target antigens or 
viruses through the use of secondary antibodies and time-dependent enzymatic reactions [36], 
label-free biosensors directly transduce the presence of target molecules of interest into a 
measureable output signal. Label-free photonic biosensors provide the additional benefit of being 
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immune to environmental electromagnetic interference while providing fast response, non-
destructive, direct monitoring of biomolecular activity with real-time kinetics information. Figure 
2.1b depicts a schematic representation of photonic label-free biosensing. The surface of the 
optical biosensor is functionalized with probe molecules, using the necessary surface chemistry 
linkage to the substrate, to specifically capture target analytes of interest. When exposed to a 
complex bio-fluid, the probes capture only the desired target analytes and the unbound molecules 
are rinsed away. In most cases for optical biosensors, a spectral shift of the transmission or 
reflectance spectrum results from target molecule capture when the refractive index near the 
sensing surface is increased. These spectral changes are used to transduce molecular-binding 
events. While commercially available surface plasmon resonance instruments can offer label-free 
biosensing with a low detection limit of ~1 pg/mm2, bulky housing with precisely controlled 
temperature and humidity is required to maintain detection accuracy and high-throughput sensor 
arrays with integrated lab-on-chip technology and reference sensors for mitigating environmental 
fluctuations, such as those achievable on a silicon photonics platform, are not possible. 
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Figure 2.1 (a) IBM’s proposed vision for a disposable POC test strip. (b) Schematic of label-free biosensing 
protocol: (i) sensor functionalized with chemical linkers and probe molecules designed to capture only a 
specific target molecule; (ii) sensor exposed to analyte under investigation; (iii) specific target molecules 
bind to probe molecules and other species are rinsed away [35, 37]. Figures reprinted with permission from 
©2011 Wiley ©2009 Elsevier  
 
 Over the past decade, there has been rapid progress in the fabrication of low Vm, nanoscale 
optical devices, such as micro-ring resonators [38-42] and PhCs [33, 43-45]. Strong localization 
of the optical field in such photonic resonators gives rise to enhanced light-matter interaction, 
which results in a highly sensitive optical response to surface perturbations that is ideal for surface 
sensing applications [46]. Moreover, light trapped within resonant cavities experiences longer 
interaction times with surface-bound molecules, further increasing the molecular detection 
sensitivity of resonant photonic structures and making Si micro-ring resonators and PhCs among 
the most promising biosensing platforms. To date, micro-ring resonators have been the most 
widely studied silicon photonic structure for label-free biosensing, and an opto-fluidic, multiplexed 
micro-ring resonator sensor has been recently commercialized [34, 47-49]. PhCs are believed to 
be the next generation in optical biosensors with performance metrics in detection sensitivity and 
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detection time that could surpass those of ring resonators [46, 50-55]. In PhC cavities, photons are 
strongly confined by the photonic bandgap within a sub-wavelength cavity region; PhC resonators 
with ultra-high quality factors, Q > 106, have been experimentally achieved [43, 45]. Captured 
biomolecules of interest can therefore interact with a significantly higher field intensity in PhCs 
compared to ring resonators, which could significantly increase achievable detection sensitivities 
[53]. Moreover, the lower mode volume of most PhCs compared to micro-ring resonators suggests 
that reduced analyte volumes and response times can be realized in PhC sensors. Recently, Chen 
et. al. reported a detection limit of 0.01 nM for cancer biomarkers, demonstrating great potential 
for ultra-low concentration multiplexed assays [53]. 
 While the relatively small footprint of both micro-ring resonators and PhCs is an advantage for 
achieving compact sensor devices, the reduced sensing surface area inherent to these devices limits 
the total number of capture sites for target molecules. Having a reduced number of capture sites 
poses two challenges. First, if not enough target molecules are captured on the sensor, a detectable 
signal cannot be transduced. Second, even if there are enough capture sites to enable a sensor 
transduction event, a detectable signal response for sub-nM analyte concentrations may require 
increased sample volumes or assay times in order for target molecules to bind to a sufficient 
number of the probe capture sites. Additionally, these optical sensors will be more susceptible to 
false positives arising out of non-specific binding events at the sensing surface. In order to achieve 
rapid, ultra-low detection limits with µL sample volumes, it is imperative to achieve a high surface 
density coverage of probe molecules that maximizes target capture with minimum incubation 
times. Without a sufficiently high probe molecule density, signal amplification, for example 
through the use of a sandwich assay, must be implemented [38]. In this chapter, in-situ, base-by-
base synthesis of single stranded DNA (ssDNA) probe molecules directly onto Si photonic sensor 
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surfaces is demonstrated for the first time as reported in Ref [18], resulting in over 5-fold increased 
ssDNA probe surface coverage and a more than 5-fold increased detection sensitivity compared to 
sensors functionalized with traditional ssDNA probe attachment methods. Importantly, in addition 
to the detection of complementary DNA sequences, ssDNA probes can also be used for detecting 
a variety of other types of molecules when the proper sequence and molecule conformation is 
designed (i.e., ssDNA aptamer probes [56, 57]). The in-situ probe synthesis approach opens up 
possibilities for rapid signal transduction of single biomolecule binding events by monitoring shifts 
of resonance wavelengths with analyte concentrations down to the fM range with µL sample 
volumes. The development of these optical label-free biosensors is therefore of great importance 
for the early clinical diagnosis of many life-threatening diseases [55]. 
 
2.2 Si photonic sensor platforms 
The two prototypical Si photonic sensor platforms employed in this work, the micro-ring resonator 
and the PhC microcavity, are shown in Figure 2.2 and Figure 2.3. The micro-ring resonators and 
photonic crystals were fabricated on silicon-on-insulator (SOI) wafers with a 3 µm thick buried 
oxide layer (SOITEC). The thickness of the silicon device layer was 270 nm for the ring resonators 
and 220 nm for the photonic crystals. The wafers were cleaved and coated with a 300 nm ZEP520A 
photoresist (6000 rpm for 45 s). Electron beam lithography was performed using a JEOL9300FS 
tool at 100 kV voltage, 400 µC/cm2. Following exposure, the samples were developed in xylenes 
for 30 s and rinsed thoroughly with isopropyl alcohol (IPA). The photoresist pattern was then 
transferred into the silicon layer by reactive ion etching (Oxford PlasmaLab 100) using 
C4F8/SF6/Ar gases to completely etch the exposed portion of the silicon layer. To further increase 
the index contrast for the photonic crystals, an undercut was performed to introduce an air gap 
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between the device layer and the substrate. For the undercut procedure, the samples were cleaned 
with IPA and then baked on a hot plate at 115 °C for 10 min to fully remove absorbed water and 
IPA on the surface. AZ1513 photoresist was spin coated onto the samples at 4000 rpm for 45 s. 
Next, the samples were soft baked on a hot plate at 95 °C for 50 s and then exposed under a mask 
aligner at 70 mJ/cm2 (Karl Suss MA6). An AZ MIF developer was used for 1 min, and the samples 
were then placed on a hot plate for 10 min at 115 °C to facilitate photoresist cross-linking. Finally, 
the samples were soaked in buffered oxide etchant (10:1) for 20 min to etch ~	1 µm of the buried 
oxide layer. The samples were rinsed with DI water and dried under nitrogen before measurements. 
 Figure 2.2a shows a scanning electron microscope (SEM) image of a 5 µm radius micro-ring 
resonator coupled to a 500 nm width waveguide. The gap between micro-ring and waveguide is 
300 nm, which meets the critical coupling condition and gives the highest extinction ratio by finite 
difference time domain simulations (FDTD). Figure 2.2b shows the electric field distribution of 
the z-normal plane calculated by FDTD simulations for TM-like polarization. The cross-section 
of the electric-field distribution (Figure 2.2c) indicates that the field is primarily localized on the 
top and bottom surfaces of the micro-ring resonator where molecules are most likely to be 
captured. TM micro-ring resonators are known to be more sensitive to surface changes compared 
to TE-like micro-ring resonators wherein the field is mainly distributed within the waveguide core 
[58]. Figure 2.2d shows a typical transmission spectrum of the 5 µm radius micro-ring resonator. 
The Q-factor is approximately 12,000 and the free spectral range is approximately 15.5 nm. For 
the transmission measurements, near-infrared light from a tunable continuous wave laser (1500 to 
1630 nm, Santec TSL-510) was coupled into and out from millimeter-length bus waveguides using 
polarization-maintaining lensed fibers (OZ Optics Ltd.) mounted on piezo-controlled XYZ stages. 
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Photodetection of the transmitted light was performed using a fiber-coupled avalanche photodiode 
photoreceiver (Newport 1647). 
 Figure 2.3a-b show SEM images of the 2D PhC resonator used in this study. The multi-hole 
defect (MHD) design for an L3 cavity introduced by Kang et. al. is employed to increase the total 
surface area for probe molecule capture and to enhance the electric field-analyte overlap through 
the slot waveguide-like effect that takes place inside the defect holes [51, 59]. The MHD PhC 
sensor used in this study has a defect hole diameter of approximately 50 nm and a center-to-center 
defect hole spacing of 380 nm, which was previously shown to achieve the maximum Q-factor for 
the structure [59]. With the MHD design, both traditional PhC surface sensing, which relies on 
evanescent field interaction with surface-bound molecules, and sensing within the volume of the 
defect holes where the resonant mode is localized, are utilized for detecting biomolecule capture. 
Figure 2.3c shows the simulated electric field distribution in the MHD cavity as calculated by 
FDTD analysis for TE-polarized light. Since the electric field is highly concentrated in the defect 
region, capture of biomolecules within the defect holes will strongly perturb the field distribution 
and result in large shifts in the resonance wavelengths. A typical transmission spectrum with a 
resonance wavelength near 1550 nm and a Q-factor of ~ 4000 is shown in Figure 2.3d for the MHD 
L3 PhC. 
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Figure 2.2 (a) SEM image of the 10 µm diameter microring resonator and 500 nm width waveguide. (b) 
On-resonance FDTD electric-field distribution in the ring resonator and bus waveguide. (c) Cross-sectional 
field distribution for a TM mode waveguide. (d) Measured transmission spectrum of the 10 µm ring 
resonator with zoom-in on one resonance. Reprinted with permission from Ref. [18]. Copyright 2014 
American Chemical Society.  
 
Figure 2.3 (a) SEM image of MHD PhC device with a lattice hole radius of 100 nm and a lattice constant 
a of 410 nm.  (b) Zoom-in SEM image of MHD cavity showing the defect holes, ~50 nm in diameter, and 
neighboring right and left lattice holes that are shifted 0.15a outwards to achieve lower mode profile 
perturbation at the cavity edge.  (c) Simulated electric field distribution (TE mode) for the MHD cavity 
showing strong field confinement in the defect hole region due to a slot waveguide-like effect. (d) Measured 
transmission spectrum of MHD PhC with zoom-in on cavity resonance. Reprinted with permission from 
Ref. [18]. Copyright 2014 American Chemical Society.  
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2.3 Surface functionalization method 
Two methods of surface functionalization were performed on the Si micro-ring resonators and 
PhCs. For sensors functionalized by in-situ probe synthesis using the phosphoramidite method in 
which single DNA bases are added in a stepwise fashion, a single silane molecule is sufficient to 
attach the probe molecules to the oxidized Si surface.  For sensors functionalized using a traditional 
conjugation technique in which the full sequence ssDNA probe molecules are directly attached to 
the sensor, a different silane molecule and a heterobifunctional cross-linker molecule are utilized 
to enable probe molecule attachment to the oxidized Si surface. Both silanization approaches have 
been shown to lead to nearly complete surface coverage of the sensors by silane molecules that are 
then available for additional molecule attachments [60]. It has been previously reported in the 
porous silicon (PSi) material system that the density of directly conjugated ssDNA probe 
molecules is 30-40% lower than in-situ synthesized ssDNA probe molecules inside nanoscale 
pores, in part due to steric hindrance between the negatively charged ssDNA molecules [60]. This 
result suggests that in-situ synthesis may be advantageous for functionalizing planar Si photonic 
biosensors. 
In all biosensing experiments, the sample surface was first passivated by thermal oxidation. 
Samples were rinsed with DI water, acetone, and IPA three times each and then cleaned with 
piranha solution for 10 min at 120°C.  The samples were then oxidized in an oven in an ambient 
air environment at 500°C for 10 min.  
 
2.3.1 Probe DNA attachment using in-situ synthesis method 
For samples functionalized using the in-situ synthesis technique, the oxidized sample surface was 
functionalized with hydroxyl groups before DNA attachment. Accordingly, samples were 
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silanized with 4% N-(3-triethoxysilylpropyl)-4-hydroxy-butyramide (TEOS-HBA) in ethanol and 
deionized (DI) water for 4 hours and then rinsed thoroughly with DI water and dried under 
nitrogen. The samples were then annealed in an oven at 200°C for 16 hours. In order to form stable, 
cross-linked silane films, hydrolysis was performed after annealing by soaking samples in DI water 
for 4 hours to remove any unreacted silane molecules. Each sample was then placed in a custom 
designed sample holder in an Applied Biosystems Model 392 DNA Synthesizer for base-by-base 
attachment of the 16-mer probe DNA using the phosphoramidite method, similar to what was 
shown previously. By this method, each DNA base that is added is charge neutral owing to an 
attached protecting group and is much smaller than the full ssDNA sequence [60, 61]. Steric 
hindrance is therefore greatly mitigated in the case of in-situ synthesized ssDNA compared to the 
direct conjugation method. After synthesis, DNA molecules were deprotected in 1:1 
ethylenediamine:ethanol solution for 30 min to activate them for future hybridization [60]. The 
samples were then soaked in ethanol for 30 min, rinsed with ethanol, and dried under nitrogen. For 
the samples used in fluorescence imaging, DNA probe sequences were labeled with FAM-6 
fluorescence dye at the 5’ end. The FAM-6 fluorescence dye was deprotected using the same using 
1:1 ethylenediamine:ethanol solution for 30 min.  
 
2.3.2 Probe DNA attachment using direct conjugation method 
For samples functionalized using the direct conjugation method, the oxidized samples were soaked 
in a 1% 3-aminopropyltriethoxysilane (3-APTES) solution in anhydrous toluene for 15 min, and 
then rinsed with toluene and ethanol three times to remove excess unreacted 3-APTES molecules. 
The samples were annealed in an oven in air ambient at 150°C for 20 min to promote crosslinking 
among the silane molecules and increased stability in aqueous media. After silanization, the 
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samples were incubated in 2.5 mg/mL sulfosuccinimidyl-4-(N-maleimidomethyl)cyclohexane-1-
carboxylate (Sulfo-SMCC, Pierce) in 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 
(HEPES) buffer for 2 hours, rinsed with HEPES buffer and soaked in HEPES buffer for another 1 
hour to ensure all unreacted silane molecules were removed. An excess (100 µM) of 16-mer thiol 
modified probe DNA (5’-TAG CTA TGG TCC TCG T-3’, 3’ Thiol C3, Eurofins MWG Operon) 
in HEPES buffer was mixed 1:1 by volume with a disulfide reducing agent tris(2-
carboxyethyl)phosphine (TCEP, Pierce) in DI water and ethanol for 30 min and then pipetted onto 
the sample. After 1 hour incubation at 37°C, the sample was soaked in HEPES buffer for 20 min 
at 37°C, rinsed with DI water, and dried with nitrogen gas to remove any remaining unattached 
molecules. For the fluorescence measurements performed to quantify probe molecule surface 
coverage, the probe DNA was purchased with a FAM-6 fluorescent label, and a cleavable linker 
molecule, N-succinimidyl-3-(2-pyridyldithio)propionate (SPDP), was substituted for Sulfo-
SMCC. After the silanization process described above, the sample was incubated in 6.5 mM SPDP 
in ethanol for 30 min, then soaked in IPA for 10 min, and rinsed with IPA and DI water three times 
each. 200 µL of a 100 µM solution containing thiol-modified FAM6-labeled DNA probes in 
HEPES buffer was reduced using a beaded resin on which TCEP was immobilized. It is essential 
that no TCEP is present in the DNA solution. If any TCEP were present in the DNA solution upon 
exposure to the SPDP-functionalized Si sample, it would cleave the SPDP from surface before 
allowing DNA binding. The SPDP-functionalized sample was incubated in the reduced FAM6-
labeled DNA probe solution for 1 hour, followed by a 20 min soak in HEPES buffer. Next, the 
DNA was cleaved from the surface through exposure to 250 µL of 2 mM TCEP in HEPES buffer 
for 30 min. Since the FAM6 florescence dye is sensitive to pH (an acid environment will oxidize 
the dye and quench florescence), the pH of the TCEP solution was adjusted to around 7.5 using 
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sodium hydroxide. Finally, the TCEP solution was collected into a quartz cuvette for quantification 
of the probe molecule concentration by absorbance measurements. 
 
2.3.3 Target PNA attachment 
Complementary PNA sequences (ACG AGG ACC ATA GCT A, BioSynthesis) were chosen as 
the target molecules for all micro-ring resonator and photonic crystal sensors. Complementary 
PNA in DI water at a concentration of either 1 or 100 µM was pipetted onto each sample and 
incubated at 37 °C for 1 h. Samples were then soaked in HEPES buffer for 20 min to remove 
unhybridized oligos, thoroughly rinsed with DI water, and dried under nitrogen. 
 
2.4 Sensitivity enhancement with increased probe molecule surface coverage 
Figure 2.4a,c and Figure 2.5a show the sensing results for the hybridization of ssDNA and single 
strand peptide nucleic acid (ssPNA) target molecules to Si micro-ring resonators and PhCs, 
respectively, which have been functionalized by in-situ synthesized ssDNA probe molecules. 
Figure 2.4b, d and Figure 2.5b show the sensing results for ssDNA and ssPNA hybridization to Si 
micro-ring resonators and PhCs, respectively, which have been functionalized by directly 
conjugated ssDNA probe molecules. The sensing experiments shown in Figure 2.4a and b were 
performed using 100 µM target ssPNA, while Figure 2.5c and d shows the sensing results for 100 
nM ssDNA detection. Experiments conducted using a variety of other target molecule 
concentrations are presented in Section 2.5 and suggest that the silicon photonic sensors respond 
similarly to ssPNA and ssDNA target molecules and that the probe molecule binding sites are 
nearly all saturated when exposed to at least a 100 nM concentration of complementary target 
molecules. 
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For both the ring resonators and PhCs, the resonance shifts after ssDNA probe and 
ssDNA/ssPNA target attachment are significantly larger when in-situ synthesized ssDNA probe 
molecules are utilized. In all cases, when a sufficiently high concentration of target molecules was 
used to saturate the available probe molecule binding sites (i.e., > 100 nM), the resonance 
wavelength shift resulting from target molecule hybridization was nearly the same as the resonance 
shift following probe attachment. This suggests that nearly 100% hybridization efficiency can 
occur for all probe molecule densities employed in this work. Since the magnitude of the resonance 
shift is a direct indication of the number of molecules attached to the surface, we can infer that the 
enhanced sensitivity of the in-situ probe functionalized sensors is due to the increased number of 
probe molecules on the surface available for hybridization. The in-situ synthesis method enables 
the increased probe coverage by adding uncharged DNA monomers in a base-by-base fashion, 
which reduces the effects of steric hindrance and charge repulsion that challenge the 
immobilization of longer, negatively charged ssDNA molecules. In an attempt to minimize charge 
repulsion in the conjugated probe ssDNA molecules, MgCl2 was added, as described later in 
Section 2.6.1. However, only a slight increase in the resonance wavelength shift corresponding to 
a small increase in the probe molecule coverage resulted even after an increased incubation time 
and increased probe molecule concentration were utilized.  
As summarized in Figure 2.4c and Figure 2.5c, the increased resonance shift due to probe 
molecule attachment and the detection sensitivity enhancement for the target molecules are 
approximately 5-fold for the ring resonators and 7-fold for the PhCs functionalized by the in-situ 
synthesis method. The larger resonance shifts for the MHD PhC structure are likely due to an 
increased number of ssDNA probes within the ~50 nm sized defect holes where the electric field 
is strongly localized. Prior work demonstrated that the in-situ DNA synthesis process is capable 
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of achieving a high density of ssDNA molecules inside 30 nm – 60 nm sized pores in silicon [60]. 
Hence, the increased number of probe molecules within the PhC defect holes along with the strong 
light-matter interaction inside the defect holes gives higher detection sensitivity enhancement 
factors in the MHD PhCs. This result highlights the importance of optimizing probe molecule 
coverage in regions of strong light-matter interaction and shows the potential of the in-situ probe 
synthesis method for achieving improved probe surface coverage on silicon photonic sensors.  
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Figure 2.4 Transmission spectra of ring resonators functionalized by in-situ synthesis of ssDNA probes (a, 
c) and direct conjugation of ssDNA probes (b, d). (a) and (b) show ssPNA target detection, while (c) and 
(d) show ssDNA target detection. Each spectrum corresponds to a transmission measurement made after a 
different molecule was attached to the surface. A significantly larger resonance shift upon both ssDNA 
probes attachment and ssPNA/ssDNA target hybridization results for the ring resonator prepared using the 
in-situ probe synthesis approach. (e) Average resonance wavelength shifts for probe and target binding on 
four ring resonator sensors functionalized by the in-situ ssDNA probe synthesis method and four ring 
resonators functionalized by the traditional ssDNA probe conjugation technique. Reprinted with permission 
from Ref. [18]. Copyright 2014 American Chemical Society.  
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Figure 2.5 Transmission spectra of MHD PhCs functionalized using (a) in-situ synthesis and (b) direct 
conjugation methods for probe molecule attachment. Each spectrum corresponds to a transmission 
measurement made after a different molecule was attached to the surface. The ssDNA probes attachment 
by in-situ synthesis, as well as subsequent ssPNA hybridization, results in a significantly larger resonance 
wavelength shift compared to the direct conjugation method (c) Average resonance wavelength shifts for 
probe and target binding on three MHD PhCs functionalized by the in-situ ssDNA probes synthesis method 
and three MHD PhCs functionalized by the traditional ssDNA probes conjugation technique.  Reprinted 
with permission from Ref. [18]. Copyright 2014 American Chemical Society.  
 
2.5 Target concentration-dependent sensor response 
Experiments were also conducted using a variety of other target molecule concentrations to 
estimate the minimum detectable target molecule concentration. As shown in Figure 2.6, a 
concentration-dependent resonance shift was observed when the target ssDNA concentration was 
varied between 10-100 nM.  However, no change in the magnitude of the resonance wavelength 
shift of the sensors was observed when the target ssPNA concentration was varied between 1-100 
µM.  Note that the resonance shifts measured for sensors exposed to 100 nM target ssDNA 
molecules in Figure 2.6c are only slightly less than those shown in Figure 2.4 for 100 µM 
concentration, suggesting that nearly all probe molecule binding sites are saturated when exposed 
to at least 100 nM concentration of target molecules.  
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Figure 2.6 (A) Resonance shift (0.005 nm) when 10 nM target ssDNA is exposed to a micro-ring resonator 
functionalized with in-situ synthesized ssDNA probe molecules.  (B) Resonance shift (0.02 nm) when 50 
nM target ssDNA is exposed to a micro-ring resonator functionalized with directly conjugated ssDNA 
probe molecules. (C) Comparison of resonance shifts at different target ssDNA concentrations for both in-
situ and conjugation prepared sensors. 
 
Micro-ring resonators functionalized with in-situ synthesized ssDNA probe molecules 
could detect down to 10 nM target ssDNA concentration while sensors functionalized with directly 
conjugated ssDNA probe molecules could detect down to 50 nM target ssDNA.  Since the target 
molecule concentration in solution decreases as the target molecules are hybridized to ssDNA 
probe molecules, for ultra-low concentration detection, it is important to reduce the non-
transducable area on the sensor surface. In the experiments presented in this work, the entire Si 
chip surface was functionalized with probe molecules. Therefore, most of the target molecules in 
low concentration solutions are bound to regions of the chip that do not overlap with the resonant 
mode of the ring resonators and PhCs and thus do not contribute to a shift of the resonance 
wavelength. Assuming that target molecules uniformly bind onto surfaces across the Si chip, it is 
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possible to estimate the sensor detection limit based on the area ratio between the device region 
(i.e., micro-ring) and the entire Si chip. The ring resonators are 5 µm in radius with 500 nm wide 
waveguides. The size of the Si chip is approximately 5 mm by 5 mm. Accordingly, this means that 
only 0.00006% of the total number of bound target molecules contribute to a resonance shift in 
our sensors. For in-situ functionalized samples, the detection limit could be as low as 6 fM, while 
the detection limit of ring resonators prepared by the conjugation method could be as low as 31 
fM if only the ring resonator region was exposed to target molecules. 
 
2.6 Saturation of probe coverage by conjugation method 
The probe density resulting from the conjugation functionalization method described above was 
further explored by examining different probe attachment conditions, including varying the ion 
strength in buffer solution, varying the probe attachment time, and varying the probe solution 
concentration. The results for ion strength and attachment time are discussed below. For sensors 
tested with ssDNA probe attachment with concentrations of 10 µM, 20 µM, 50 µM and 100 µM 
in an excess volume of incubation solution (>  200 µL solution), the resulting resonance 
wavelength shifts were all consistent and did not show any dependence on the probe solution 
concentration. This result is in agreement with the results presented in Section 2.5 that nearly all 
probe molecule binding sites are hybridized when exposed to only 100 nM concentration of 
complementary target molecules. 
  
2.6.1 Varying the ion strength in ssDNA probe solution  
It has been demonstrated that when using a traditional ssDNA conjugation method, steric 
hindrance can be mitigated by increasing the ion strength in the probe ssDNA solution, for example 
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by adding MgCl2 into the probe solution [62]. In order to investigate whether adding MgCl2 into 
the ssDNA probe solution could affect the resulting resonance shift, three chips with four micro-
ring devices each were functionalized in probe solutions with different MgCl2 concentration using 
the traditional conjugation method. As shown in Figure 2.7, the resonance wavelength shift 
increased slightly when MgCl2 was added to the probe solution with the shift saturating for MgCl2 
concentrations above 50 mM. However, the resulting resonance shift (0.35 nm) is much less than 
that of micro-rings functionalized using in-situ synthesized probe molecules (1.3 nm). 
 
Figure 2.7 Micro-ring resonator resonance shifts after ssDNA probe attachment in different MgCl2 
concentrations. Three concentrations were tested: 5 mM, 50 mM and 500 mM. The resonance shift is 
saturated for a MgCl2 concentration of 50 mM, implying a saturation of the probe surface coverage by the 
conjugation method.  
 
2.6.2 Varying the probe ssDNA attachment time 
In order to determine whether longer ssDNA probe incubation times increased the number of 
bound probe molecules, the probe attachment time was varied from 1-12 hours, as shown in Figure 
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2.8. The 12 hours ssDNA attachment results in only a slight increase (~6%) of the resonance 
wavelength shift on average, implying that the probe surface coverage is nearly saturated after one 
hour incubation.  
 
Figure 2.8 Micro-ring resonator resonance shifts after probe attachment for different incubation times. After 
12 hours incubation, the average resonance shift only increases by 6%. 
 
2.7 Control experiments 
To verify the selectivity of the ring resonators and PhC sensors towards the complementary nucleic 
acid sequence and to rule out the possibility that measured spectral shifts were due to non-specific 
binding events, two types of control experiments were performed. Non-specific binding of ssPNA 
target molecules was tested by exposing the ssPNA to ring resonators and PhCs functionalized 
only with linker molecules (i.e., no complimentary ssDNA probes). In addition, ring resonators 
and PhCs functionalized by the in-situ synthesis or conjugation method for ssDNA probes 
attachment were exposed to non-complimentary ssPNA sequences. Figure 2.9a shows the negative 
control test results for a ring-resonator prepared to be functionalized by in-situ ssDNA probe 
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synthesis. After silanization with TEOS-HBA and before ssDNA probe synthesis, the sample was 
incubated in a 100 µM ssPNA target solution. Negligible resonance wavelength red-shift (~0.034 
nm) was detected verifying that ssPNA target sequences do not bind to the sensing surface in the 
absence of complementary ssDNA probe sequences. After carrying out in-situ ssDNA probe 
synthesis (5’-GGT TCC GAA CGG AGA C-3’), the sample was then exposed to a 100 µM 
solution containing a completely mismatched ssPNA sequence (ACG AGG ACC ATA GCT A) 
in DI water. Almost no red-shift (~0.002 nm) of the resonance wavelength was detected confirming 
the absence of non-specific binding of the mismatched ssPNA sequence to in-situ synthesized 
ssDNA probe molecules. Figure 2.9b shows the negative control test results for a ring-resonator 
prepared to be functionalized by the direct conjugation method of ssDNA probe attachment. A 
negligible resonance red-shift (~0.008 nm) was measured after exposure of ssPNA target 
molecules to the ring containing silane and linker surface species but no ssDNA probe molecules. 
After ssDNA probes were conjugated to the sensing surface (same sequence as synthesized 
probes), the sample was incubated in a 100 µM solution containing completely mismatched ssPNA 
target in DI water (ACG AGG ACC ATA GCT A). The very small resulting resonance red-shift 
(~ 0.018 nm) verifies that non-complimentary nucleic acid sequences will not bind to the 
conjugated ssDNA probe molecules. 
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Figure 2.9 Control experiments demonstrating the absence of non-specific binding for ring resonators 
functionalized using (a) the in-situ ssDNA probe synthesis method and (b) the direct conjugation method 
of ssDNA probe attachment, as described in the text above. 
 
2.8 Quantification of probe molecule surface coverage 
In order to quantify the ssDNA probe density on the Si photonic sensor surfaces, ssDNA 
fluorescently labeled with FAM6 (absorbance peak at 495 nm; emission peak at 520 nm) were 
utilized for both the in-situ synthesis and direct conjugation approaches. The fluorescently labeled 
ssDNA probes were attached to planar Si samples for these measurements instead of the Si 
photonic structures for ease of examination by a fluorescent microscope (i.e., uniform focal depth 
and attachment over a large area). Florescence images were taken using a Nikon AZ100 M upright 
florescence microscope. As shown in Figure 2.10a, the fluorescence intensity of the in-situ 
synthesized ssDNA probes is approximately 4 times higher than that of the ssDNA probes 
immobilized by direct conjugation, as estimated using image processing software (ImageJ).  This 
implies that the surface coverage of in-situ synthesized ssDNA probes is at least 4 times higher 
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than directly conjugated ssDNA probes. Note that the sample prepared by direct conjugation of 
the fluorescently labeled ssDNA probes exhibited multiple bright dots in the fluorescence image 
attributed to cluster formations, as shown in Figure 2.11, which may result from silane aggregation; 
these ssDNA clusters are likely not fully accessible for hybridization [63, 64]. The absolute probe 
density on the surface cannot be quantified solely from the brightness of fluorescence images since 
it is difficult to obtain a known standard surface density of the FAM6 fluorescence dye. When 
known concentrations of FAM6-labeled DNA molecules were drop cast onto Si wafers, the 
resulting coffee ring effect (Figure 2.12) precluded accurate image analysis; ssDNA molecules 
were not evenly distributed over the Si surface and exhibited significant aggregation towards the 
edges of the sample. Therefore, to quantify the surface area coverage of ssDNA probe sequences, 
measurements were performed in the solution phase as described below. Figure 2.10b shows the 
absorbance spectra for FAM6-labeled ssDNA in solution at various concentrations as measured 
using a Varian Cary 5000 UV−VIS−NIR spectrophotometer at a step size of 0.5 nm. The resulting 
calibration curve that links the peak absorbance intensity at 495 nm with FAM6 concentration is 
presented in Figure 2.13.  
In order to obtain a solution-phase absorbance measurement of the FAM6-labeled ssDNA 
probes attached to the Si sample, the ssDNA was cleaved from the surface. Accordingly, a slightly 
different surface chemistry for the directly conjugated ssDNA probes was employed, as described 
in Figure 2.14. Experiments were performed to verify that the average resonance shifts due to 
ssDNA probe and ssPNA target attachment did not change when the cleavable linker was utilized. 
Hence, the estimated surface density of ssDNA probes estimated by the solution phase 
measurement is indicative of the surface density of ssDNA probes on the Si photonic sensors 
functionalized by the direct conjugation approach for probe molecule attachment. By comparing 
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Figure 2.10b and Figure 2.13, the concentration of the cleaved ssDNA probes is estimated to be ~ 
130 nM. Note that the presence of the second absorption peak near 343 nm in Figure 2.10b for the 
solution containing molecules cleaved from the Si surface corresponds to the presence of cleavable 
linker molecules that did not react with ssDNA probes (see Figure 2.14 for details), and confirms 
that the directly conjugated ssDNA probe molecules only attach to a fraction of the available linker 
sites on the sample surface. Since the surface area of the Si sample onto which the ssDNA probes 
were attached was approximately 3.6 cm2 and the total volume of solution used for the 
measurement was 250 µL, the overall surface density of the directly conjugated ssDNA probes is 
estimated to be 5 × 1012 /cm2. This surface density is consistent with other reports of DNA surface 
densities on planar surfaces [65-67]. Based on the intensity comparison of fluorescence images in 
Figure 2.10a, and the resonance shift data presented in Figure 2.2 and Figure 2.3, the ssDNA probe 
surface density on Si photonic structures functionalized by the in-situ synthesis method is 
estimated to be at least 2 × 1013 /cm2.  
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Figure 2.10 (A) Comparison of fluorescence intensity of Si samples functionalized with in-situ synthesized 
ssDNA probes and directly conjugated ssDNA probes that have been fluorescently tagged with FAM6 dye. 
Fluorescence images are shown in Figure 2.11. (B) Absorbance spectra of solutions with known 
concentrations of FAM6-labeled DNA (100 nM, 300 nM, 600 nM) and the solution containing molecules 
cleaved from the surface of a Si sample functionalized with directly conjugated FAM6-labeled probe DNA 
molecules (cleaved DNA). The concentration of probe DNA conjugated to the Si surface (~ 130 nM) is 
obtained through comparison to the intensity of the FAM6 absorption peak (495 nm). Reprinted with 
permission from Ref. [18]. Copyright 2014 American Chemical Society.  
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Figure 2.11 Fluorescence images of substrates prepared with (a) in-situ synthesized and (b) directly 
conjugated FAM6-labeled fluorescent ssDNA.   
 
 
Figure 2.12 “Coffee ring” effect of drop-cast FAM6-labeled fluorescent ssDNA on Si surface as imaged in 
a fluorescence microscope.  
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Figure 2.13 Calibration curve linking peak absorbance intensity measured at the characteristic absorption 
peak of the FAM6 dye to known concentrations of FAM6-labeled ssDNA in solution. A linear fit of the 
data and associated equation are shown. Based on comparison to this data, the concentration of ssDNA 
cleaved from a Si sample functionalized by the direct conjugation approach with a cleavable linker is 
estimated to be 134 nM. 
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Figure 2.14 Schematic representation of the steps involved in cleaving FAM6-labeled ssDNA from an 
amine-terminated (3-APTES) Si surface following covalent immobilization through the cleavable SPDP 
linker molecule. Complete details are found in Section 2.3.2. Briefly, SPDP is attached to 3-APTES on the 
Si surface. FAM6-labeled ssDNA probe molecules are then attached to the SPDP linkers.  Pyridine 2-thione 
groups on the SPDP molecules are displaced when the ssDNA is attached.  Next, a TCEP solution is used 
to cleave the SPDP molecules, releasing the FAM6-labeled probe DNA into solution. Pyridine 2-thione is 
also present in the solution since not all SPDP sites capture a ssDNA probe molecule. The concentration of 
ssDNA probe molecules and pyridine 2-thione can be determined by measuring the absorbance at 495 nm 
and 343 nm, respectively. 
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2.9 Faster response time with increased probe molecule surface coverage 
In order to investigate the influence of probe molecule surface coverage on sensor response time, 
microfluidic flow cells were attached to the micro-ring and PhC sensors. A mold of the flow cell 
was formed by optical lithography on a 100 µm thick SU-8 layer (SU-8 2100) on a 4-inch Si wafer. 
A mixture of PDMS and curing agent (10:1) was poured onto the surface of the mold to form a 
PDMS flow cell which was cured in an oven at 60°C for 4 hours. The cured PDMS flow cell was 
then carefully peeled off the mold and cut out using a graver. An 18 gauge punch was used to make 
holes at each end of the channel for the inlet and outlet. To achieve optimized adhesion, the bottom 
surface of the PDMS flow cell was treated with oxygen plasma for 25 s, and then an adhesive 
curing glue (a 2:1 mixture of PDMS and curing agent) was uniformly applied. The PDMS flow 
cell channel was then aligned with the Si photonic devices (micro-rings or PhCs) under an optical 
microscope and attached to the silicon-on-insulator (SOI) substrate. Next, the SOI substrate and 
PDMS flow cell were clamped and cured in an oven for 4 hours at 60°C. Finally, two connection 
pins (outside diameter 16 gauge) with tubing were plugged into the inlet and outlet of the PDMS 
shell, as shown in Figure 2.15. 
 
 
Figure 2.15 Photograph of microfluidic channel integrated with Si micro-ring resonators. 
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The measured transmission spectra of the Si photonic sensors integrated with the PDMS 
microchannels can be monitored in real-time to ascertain the influence of probe molecule surface 
density on the binding kinetics of target molecules. A 1 µM complimentary ssPNA solution was 
injected at a constant flow rate of 0.003 mL/min into the flow cells. The time-dependent resonance 
shifts of Si micro-ring resonators functionalized with either in-situ synthesized ssDNA probe 
molecules or directly conjugated ssDNA probe molecules are shown in Figure 2.16. Following 
ssPNA hybridization, non-specifically bound ssPNA molecules were rinsed away by flowing DI 
water through the microchannels; small blue shifts can be observed in Figure 2.16 for both ring 
resonator samples following the rinsing. The kinetic binding rates for ssPNA target sequences onto 
the Si photonic sensors were obtained by a simple linear fit to the two time-dependent resonance 
shift curves in the pre-saturation regime (first 40 minutes). For the case of the ring resonator 
functionalized with in-situ synthesized ssDNA probes, Δλ/Δt = 9.6 pm/min while for the ring 
resonator functionalized with conjugated ssDNA probe molecules Δλ/Δt = 2.7 pm/min. 
Accordingly, the kinetic binding rate and response time of Si photonic biosensors is approximately 
3.5 times faster when the sensor is functionalized using the in-situ synthesis method for probe 
molecule functionalization that allows for higher probe molecule coverage than direct conjugation 
approaches. Faster binding rates can likely be achieved by increasing the flow rate. Note that in 
this flow cell experiment, the resonance shift for ssPNA target hybridization on a Si ring resonator 
functionalized with in-situ synthesized ssDNA probe sequences is smaller than the average 
resonance shift reported in Figure 2.2. This smaller resonance shift is attributed to a loss of ssDNA 
probe molecules that likely occurs during attachment and curing of the PDMS microfluidic 
channel. In future experiments, it may be possible to modify the DNA synthesizer tool to 
accommodate attachment of in-situ synthesized ssDNA probe molecules delivered through flow 
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cell. For the ring resonator functionalized by directly conjugated ssDNA probes, all surface 
functionalization steps were carried out by microfluidics delivery within the PDMS flow cell and 
the resulting ssPNA target resonance shift is comparable to the average resonance shift reported 
in Figure 2.2. By examining the resonance shifts upon ssPNA target molecule binding for the two 
different functionalized ring resonators in Figure 2.16 (~ 3.2:1 for in-situ synthesized:directly 
conjugated ssDNA probes functionalization), and assuming the probe surface coverage ratio is 
similar to the ssPNA resonance shift ratio, it can be concluded that the kinetic binding rate scales 
approximately with the bio-receptor surface area coverage. Complete integration of microfluidics 
with Si photonic sensors functionalized with in-situ synthesized ssDNA probes could enable 
individual array elements on multiple sensors to be functionalized with the same probe sequences 
at same time. This would facilitate the functionalization of multiple array sensors with different 
sequences in the same amount of time required to functionalize a single array sensor with multiple 
sequences. 
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Figure 2.16 Kinetic binding curves for ssPNA target sequences using microfluidic channels as an analyte 
delivery system to 5 µm radius Si ring resonators functionalized with either in-situ synthesized or directly 
conjugated ssDNA probe molecules. The solid lines connecting data points taken before the rinse step 
indicate exponential fits of the kinetic binding rates of ssPNA for the two different rings. The faster response 
time of the ring functionalized with in-situ synthesized probes is proportional to the increased probe surface 
coverage on that ring. Reprinted with permission from Ref.[18]. Copyright 2014 American Chemical 
Society.  
 
2.10 Conclusion  
We have demonstrated the importance of achieving high probe molecule surface area coverage 
over the active sensing regions of Si photonic devices that are progressively utilizing smaller 
footprints and realizing increased modal confinement over sub-wavelength dimensions. An in-situ 
ssDNA probe synthesis technique was utilized to increase the surface coverage of ssDNA probe 
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molecules by 5-7 times on Si micro-ring resonators and PhCs compared to standard probe 
molecule conjugation techniques.  The enhanced probe surface coverage led to a 5-7 times 
enhancement in the measured resonance wavelength shifts upon target molecule capture, 
suggesting that the probe molecule density is below that which would cause steric hindrance of 
hybridization events. Fluorescence measurements quantified the density of the in-situ synthesized 
ssDNA probes to be on the order of 1013 /cm2. The enhanced probe molecule coverage achieved 
by using the in-situ synthesis technique also led to a more than 3-fold reduction in the response 
time of the Si photonic sensors. These results suggest improved detection sensitivities and response 
times for sub-nM target biomolecule concentrations are achievable. Integration of the label-free, 
functionalized photonic devices with microfluidics and high-throughput multiplexing via cascaded 
devices has exciting possibilities for point-of-care, lab-on-a-chip sensor development. 
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    CHAPTER 3  
ENHANCING THE SENSITIVITY THROUGH INCREASED MODAL OVERLAP 
3.1 Introduction  
With improvements in microfabrication technologies over the past decade, tremendous 
advancements have been made in the design and fabrication of high quality, micron-scale, silicon 
optical ring resonators [68]. The increased light-matter interaction length in these resonant devices 
compared to ridge waveguides or fibers makes them highly sensitive to chemical and biomolecular 
binding events on the device surfaces [69]. Over the past few years, micro-ring resonator (MRR) 
sensors have been utilized for detecting a variety of different biomolecules including proteins, 
microRNAs, DNA and antibodies with sensitivities ranging from 10 pM for antibodies to 0.5 nM 
for DNA [70-72]. The high detection sensitivities together with CMOS compatible fabrication 
technology, small device footprint, well-characterized silicon surface chemistry, and lab-on-chip 
integration capability have resulted in their emergence as front-runners in the label-free, point-of-
care diagnostics market [34, 73, 74]. Leading industry standard labeled and label-free detection 
techniques such as enzyme-linked immunosorbent assay (ELISA) and surface plasmon resonance 
(SPR) also demonstrate similar detection sensitivities [75-77], but are incompatible with CMOS 
fabrication technologies and are not scalable down to low-cost lab-chip sensor arrays. Moreover, 
silicon MRR sensors can achieve a significantly higher level of multiplexed detection than ELISA 
and SPR through larger sensor array strategies that enable more rapid and higher-throughput 
molecular detection [70, 78]. Label-free sensors based on silicon photonic crystal resonators have 
also been reported to achieve ultra-low detection sensitivities [79, 80]; however, the complexities 
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of photonic crystal fabrication, higher manufacturing costs and increased sensitivity to false 
positives have prevented their more widespread use as label-free sensors.  
  In this Chapter, we report on design improvements for MRR sensors. Most MRR sensors 
reported to date utilize a supported structural framework wherein the ring resonator is fabricated 
directly atop a SiO2 substrate on a standard silicon-on-insulator (SOI) wafer [81]. This approach 
results in an asymmetrical optical mode distribution with a significant fraction of the optical mode 
present in the underlying SiO2 substrate where it is inaccessible for the attachment of target 
analytes. In our approach, suspending the MRR sensors and allowing molecules to attach to both 
the top and bottom of the MRRs enables a near 60% improvement in the achievable mode overlap 
with target analytes. The structural illustrations of both supported and suspended MRRs are shown 
in Figure 3.1a and b respectively. Using suspended MRRs, we experimentally demonstrate a 3-
fold enhancement in bulk detection sensitivity and a 2-fold increase in the sensitivity of detecting 
Herceptin, a clinically relevant humanized monoclonal antibody (mAb) used for the treatment of 
certain types of metastatic breast cancer that overexpress anti-human epidermal growth factor 
receptor-2 (HER2) protein and/or show HER2 gene amplification on tumor cells [82-84].  
Compared to the most widely used assay for the detection of Herceptin – ELISA – which requires 
the use of enzymatic labels, long reaction times and trained personnel, suspended MRRs are much 
more promising for high-throughput, rapid response time diagnostics due to their compatibility 
with on-chip sensor arrays and microfluidic systems.  
 
3.2 Design and Simulation  
Label-free optical biosensors typically detect and quantify analyte based on measuring spectral 
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changes, with the most sensitive sensors relying on resonant optical structures with narrow 
linewidth spectral features. As discussed in Section 1.2, Equation 1.21 describes the light-matter 
interaction and can be applied to relate the shift in resonance frequency of an optical structure such 
as a micro-ring resonator sensor to the strength of the electric field (E(0)), the magnitude of the 
refractive index change (Δε), and the degree of spatial overlap of the electric field with chemical 
and biological species captured by the sensor surface (V). Optimizing each of these three 
parameters will result in increased device sensitivity and reduced detection limits.  
In general, TM-mode MRRs have much higher sensitivities for biosensing applications in 
comparison to TE-mode MRRs because a larger fraction of their optical fields are present outside 
of the silicon waveguide where target biomolecules can be captured, leading to increased spatial 
overlap (V in Equation 1.21) of the electric field and refractive index perturbation [85]. However, 
for traditional TM-mode MRRs fabricated on SOI wafers (shown schematically in Figure 3.1a), 
the SiO2 substrate creates an asymmetric index profile along the out-of-plane direction. The upper 
surface of the ring resonator is exposed to air while the lower surface is enclosed by the SiO2 
substrate. This leads to an asymmetric TM mode distribution with a higher percentage of the mode 
distribution concentrated within the inaccessible underlying SiO2 substrate layer. As shown in 
Figure 3.1c, in conventional TM-mode MRRs and waveguides (green squares and trend line), less 
than 20% of the optical energy is accessible for interaction with analytes. Moreover, it is not 
possible to increase the modal interaction with analytes bound on the top surface of traditional 
MRRs by simply reducing the waveguide thickness and delocalizing the optical mode. As shown 
in Figure 3.1d, when the waveguide thickness is decreased, the optical mode becomes increasingly 
delocalized but the asymmetric refractive index profile leads to an increasingly asymmetric field 
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distribution where most of the mode resides near the silicon-SiO2 interface and little enhancement 
to the modal intensity near the silicon-air interface that is accessible for target molecules can be 
achieved.  
In order to increase modal overlap with target analytes in MRRs, we consider the use of 
suspended TM micro-ring resonators (shown schematically in Figure 3.1b), wherein 1) the 
symmetric refractive index profile of the sensor in the out-of-plane direction results in a symmetric 
optical mode distribution that is more amenable to design optimizations that increase the optical 
mode distribution present at the silicon-air interfaces of the MRRs and 2) opening up access of 
target analytes to the bottom surface of the MRRs directly allows increased spatial overlap of the 
optical mode and target molecules.  
In order to estimate the fraction of the optical mode extending into the air region 
surrounding the MRRs, finite element method (FEM) simulations were carried out in the 
COMSOL Multiphysics software package. First, the waveguide effective index for supported and 
suspended MRRs was calculated. Next, a small imaginary contribution to the refractive index of 
air (k = 0.01) was added to the material parameters for air. Then, the waveguide effective index 
was recalculated for the MRRs. The ratio of the imaginary part of the recalculated waveguide 
effective index to the added imaginary part of the refractive index of air is taken to be the 
approximate percentage of the optical mode of the MRR that extends into the air region because 
the only source of the imaginary contribution to the effective index arises from the artificially 
added complex index of air.  
The blue circles and trend line in Figure 3.1c shows increased fraction of the optical mode 
in air that accompanies a reduction of the thickness of suspended MRRs. Unlike the trend for the 
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supported MRRs, the mode of the suspended MRRs continues to be delocalized into the 
surrounding air medium in a symmetric manner with decreasing waveguide thickness (Figure 
3.1d). For a TM-mode MRR with a waveguide thickness of 220 nm, nearly 75% of the optical 
energy can spatially overlap with target analytes. In comparison, a supported TE-mode waveguide 
achieves only 5% mode overlap, a suspended TE-mode waveguide achieves a near ~8% overlap, 
and a supported TM-mode waveguide achieves a mode overlap of ~14%. The detection 
sensitivities of MRRs are expected to scale directly with the percentage of mode overlap with 
target analytes. However, increasing the fraction of the mode that resides in the air region also 
results in higher propagation losses, reduced temporal confinement and, thus, lower Q-factor 
resonances with broader linewidths. As a result, there exists a trade-off between achievable mode 
overlap with target analytes and high Q-factors, which are important for achieving low detection 
limits. We therefore choose a waveguide thickness of 270 nm to allow for a large mode overlap of 
~43% (3.3 times higher than supported MRRs) while also maintaining reasonable Q-factors of 
~20,000.  
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Figure 3.1 Schematic of (a) supported and (b) suspended micro-ring resonators. (c) Percentage of optical 
mode overlap in air region around suspended and supported TM-mode waveguides with respect to changes 
in the thickness of the waveguides. (d) TM-mode distributions for suspended and supported TM-mode 
waveguides with thicknesses of 220 nm and 300 nm.   
 
3.3 Fabrication 
A CMOS compatible fabrication process was followed for the suspended TM-mode MRRs 
implemented in this work. A SOI wafer (SOITEC) with a silicon top layer of 270 nm and a buried 
oxide layer (BOX) of 3 µm was chosen to accommodate the waveguide dimensions required for 
TM mode MRRs operating near 1.55 µm. First, 300 nm thick photoresist (ZEP 520A) was spin 
coated onto the wafer followed by a 180 °C, 2 minutes bake on a hot plate.  Electron-beam 
lithography (JEOL9300F) was then used to expose the designed pattern at 100 kV voltage, 400 
C/cm2. One of the challenges to achieving small features, such as the nano-trusses employed to 
support the suspended rings, using electron beam lithography is the proximity effect. Electron 
backscatter from underneath the photoresist can over-dose the surrounding patterns, resulting in a 
non-uniform width of the nano-trusses. To address this effect, Monte Carlo simulations were 
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performed to model the dosage distribution after electron scattering. Then, the actual dosage 
applied during exposure was adjusted accordingly to compensate for the scattered electrons. 
Following exposure, the sample was developed in xylene for 30 seconds and rinsed thoroughly 
with isopropyl alcohol (IPA). The photoresist pattern was then transferred into the silicon layer by 
reactive ion etching (Oxford PlasmaLab 100) using C4F8/SF6/Ar gases to completely etch the 
exposed portion of the silicon layer. Photoresist residue was then stripped upon exposure to O2 
plasma. At the end of this process, the fabrication of traditional, supported MRRs was complete. 
To fabricate suspended MRRs, a wet etch step using buffered oxide etch (BOE) was 
performed on the supported MRRs. The sample was first cleaned with IPA and then baked on a 
hotplate at 115oC for 10 minutes to evaporate any adsorbed water and IPA residue from the surface. 
Next, 1.3 µm of photoresist (AZ1513) was spin coated onto the sample at 4000 rpm for 45 seconds, 
and the sample was soft baked on a hotplate at 95oC for 50 seconds. Optical lithography (Karl Suss 
MA6) was then carried out to selectively open an etch window in the photoresist over the ring 
region. An AZ MIF developer was used for 1 minute and the sample was then placed on a hotplate 
for 10 minutes at 115oC to facilitate photoresist crosslinking (i.e., hard bake) after development. 
Finally, the sample was soaked in BOE for 8 minutes to etch ~ 1 µm of the BOX layer. The sample 
was then rinsed with DI water and dried under nitrogen. 
Figure 3.2 shows the fabricated structure after electron-beam lithography and the wet-etch 
step. The ring radius and width are approximately 5 µm and 500 nm respectively. The trusses are 
about 100 nm in width and 260 nm in height. The high aspect ratio gives a large stiffness with 
respect to vertical displacement. Therefore, the trusses are able to provide good mechanical support 
to the entire suspended ring structure without any noticeable bending or fracture. The resonator is 
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about 1 µm above the SiO2 layer. Taking into account that the evanescent field extends out to ~200 
nm from the lower ring surface, a 1 µm separation from the underlying substrate is sufficient to 
achieve enhanced light-matter interaction upon molecular binding events at the now exposed lower 
waveguide surface. The design of the suspended micro-ring resonator structure for sensor 
applications must consider how the necessary supporting trusses lead to both increased scattering 
and thus reduced light-matter interaction (i.e., lower device sensitivity) as well as increased 
mechanical stability of the suspended ring for withstanding multiple wetting and drying steps 
associated with sensor functionalization and molecular detection events. Some scattering seen near 
the supporting trusses may account for slight scattering losses in FDTD simulations. Further 
optimizations in the placement and design of the supporting trusses may reduce these losses.    
 
 
Figure 3.2 (a – b) SEM images of a 10 µm diameter suspended microring resonator. (c) The width of a 
supporting truss is approximately 100 nm. The height is approximately 260 nm for the supporting trusses 
and the microring resonator. A designed aspect ratio of 2.6 for the supporting trusses provides sufficiently 
robust mechanical support for the suspended optical biosensor and is capable of withstanding all incubation, 
rinsing, and drying steps involved in the assay development. 
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3.4 Bulk Refractive Index Sensitivities 
Determination of the bulk refractive index sensitivity of the suspended ring resonator sensor chips 
was carried out by comparing the sensitivity improvements over traditional supported ring 
resonator sensor chips when exposed to varying concentrations (1%, 3%, 5%, 7% and 9%) of salt 
solutions. Figure 3.3 shows the comparative experimental performance for both types of sensor 
chips in terms of the measured resonance wavelength shifts for each solution. The suspended ring 
resonator sensors are seen to demonstrate a near 3-fold improvement in detection sensitivities (310 
nm/RIU) over the supported ring resonator sensors (115 nm/RIU). This is consistent with the 
simulation results as well (Figure 3.1a). The quality factor for both supported and suspended TM 
MRRs is approximately 30,000. 
 
 
Figure 3.3 Bulk refractive index sensitivity comparison for suspended and supported micro-ring resonators. 
The resonance wavelength shift as a function bulk refractive index change for suspended micro-ring 
resonators is larger than that for supported micro-ring resonators.  
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3.5 Specific Detection of Heat Denatured Herceptin 
3.5.1 Materials 
Human therapeutic antibodies Herceptin (Trastuzumab) and Avastin (Bevacizumab) were 
provided as reconstituted solutions (21 µg/µL) Herceptin and (12.5 ng/µL) Avastin respectively in 
Sterile Water for Injection (SWFI) by the Vanderbilt University Medical Center pharmacy. All 
other chemicals were used without further purification. Reagents used in this study include 3-
aminopropyltrimethoxysilane (3-APTES, 99% Acros Organics), 25% aqueous glutaraldehyde 
(EM grade Polysciences), 3 M ethanolamine (>99% ethanolamine, Aldrich), and sodium 
cyanoborohydride (5 M cyanoborohydride, 1 M NaOH, Aldrich). 
 
3.5.2 Surface chemical functionalization of micro-ring resonators 
The fabricated MRR chips were thermally oxidized at 500 °C for 15 min to provide a chemically 
inert, oxidized surface that would enable the covalent attachment of amine terminated 3-
aminopropyltriethoxysilane (APTES) linker molecules on the sensor surface. Following oxidation, 
the samples were immersed in a freshly prepared piranha solution for 15 min to ensure a chemically 
clean surface prior to the attachment of the APTES linker molecules. The samples were then 
thoroughly rinsed in DI water and dried under nitrogen. Next, the chips were incubated in a freshly 
prepared 2% APTES solution in anhydrous toluene for 10 min. The excess APTES was thoroughly 
rinsed from the chips three times with ethanol and de-ionized (DI) water, dried under nitrogen flow 
and baked in an oven at 120 °C for 20 min to increase the cross-linking density followed by a 1 hr 
soak in DI water to remove any remaining unbound APTES molecules. The samples were then 
thoroughly rinsed with ethanol and dried under nitrogen. The amine terminated sensor chips were 
then exposed to an aqueous glutaraldehyde solution, which is a homobifunctional cross-linker. 
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Each chip (~ 1 cm × 5 cm) was exposed to 10 µL of a 2.5% glutaraldehyde solution, formed by 
mixing 50 µL of 25% aqueous glutaraldehyde (EM grade, Polysciences) with 950 µL of  HEPES 
buffer (20 mM HEPES, 150 mM NaCl, 5 mM EDTA, pH = 7.4), for 30 min. Excess glutaraldehyde 
solution was pipetted off the sensor surface and 1 µL of sodium cyanoborohydride in 100 µL of 
HEPES buffer was pipetted onto the sensor surface in order to stabilize the Schiff base (C=N) 
formed during reaction of the aldehyde group with the amine group. After 30 min of exposure to 
the reducing agent, the chips were thoroughly rinsed with HEPES buffer and DI water to remove 
any unreacted glutaraldehyde molecules from the sensor surface and dried under nitrogen. 
Following aldehyde surface functionalization, the sensor chips were exposed to 10 µL of a 10 µM 
streptavidin solution in PBS buffer for 30 min. An incubation time of 30 min was found to be 
sufficient for the attachment of streptavidin molecules across the sensor surfaces. The Schiff based 
formed during the attachment of streptavidin to the aldehyde functional groups on the sensor 
surface was similarly stabilized by exposure to the sodium cyanoborohydride reducing agent for 
30 min. The chips were then thoroughly rinsed with DI water and dried under nitrogen. Any 
remaining unreacted aldehyde groups were blocked by exposing the sensor surfaces to a 3 M 
ethanolamine (>  99% ethanolamine, Aldrich) solution for 30 min. The chips were then rinsed with 
DI water and, dried under nitrogen, and the transmission spectra of the sensors were measured. In 
order to further ensure stability of the sensing surface, all samples were incubated for extended 
durations of 2 hrs in DI water to remove any excess and unreacted APTES, aldehyde and 
streptavidin molecules. The chips were then rinsed with DI water, dried under nitrogen and re-
measured. This step is referred to as a rinse step.  
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3.5.3 Immobilization of 2B4 single chain fragment variable recombinant antibodies 
The 2B4 single chain fragment variable (scFv) recombinant antibodies, specific to the heavy chain 
CD3 region of Herceptin, were selected and then biotinylated according to procedures reported 
earlier [86, 87]. Briefly, a phage-displayed recombinant antibody library was used to develop the 
2B4 scFv antibody. Recombinant scFvs are the smallest possible antibody fragments that contain 
functional domains of antibodies necessary for antigen-binding activity. Genetically engineered 
scFv antibody fragments have good antigen-binding activity and can be inexpensively synthesized, 
making them highly suitable for antigen-specific immunoassays [86]. Streptavidin-functionalized 
MRR chips were exposed to 10 µL of a 145 ng/µL biotinylated-2B4 probe molecule solution for 
1 hr. Unbound biotinylated-2B4 molecules were then rinsed away with DI water and the samples 
dried under nitrogen. In order to ensure the chemical stability of the functionalized sensor surfaces, 
the 2B4-functionalized sensors were additionally incubated in DI water for 2 hrs to ensure removal 
of any unreacted residual linker molecules. The samples were again rinsed and dried under 
nitrogen, and were then ready for exposure to the target Herceptin mAb molecules.  
 
3.5.4 Preparation of heat-denatured Herceptin and Avastin 
First, 1 mL of the as-received 21 µg/µL Herceptin was diluted down to a 100 nM concentration in 
HEPES buffer and then denatured at a temperature of 80 °C for 10 min, following prior work [86]. 
Specific detection of the Herceptin target molecules was carried out by pipetting 10 µL of 100 nM 
heat denatured Herceptin solution onto the biotinylated-2B4 functionalized MRRs for an 
incubation time of 1 hr. Unbound Herceptin molecules were then rinsed away with DI water and 
ethanol and the samples dried under nitrogen. 
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For use in control experiments, 100 µL of a 12.5 ng/µL Avastin solution was diluted down 
to a 100 nM concentration using HEPES buffer. Heat denaturation of Avastin was then performed 
at 80 °C for 10 min. Biotinylated-2B4 functionalized MRRs were exposed to 10 µL of a 0.125 
ng/µL Avastin solution for 1 hr. The samples were then rinsed with DI water and ethanol and dried 
under nitrogen. 
 
3.5.5 Experimental Results  
In order to determine the detection sensitivity enhancement of suspended TM-mode MRRs for 
surface-based molecular sensing, experiments were carried out to investigate label-free, specific 
detection of heat denatured Herceptin using TM-mode, suspended and supported MRR sensors. 
Figure 4a-b shows the increase in resonance wavelengths upon covalent attachment of APTES, 
aldehyde and streptavidin for both the supported and suspended TM-mode MRR sensors, 
respectively. The magnitude of the resonance wavelength shift directly correlates to the size and 
coverage density of the molecules. The rinse step described earlier in Section 3.5.2 is seen to result 
in an approximately ~ 1.5 nm and ~ 1.0 nm blue-shift in resonance wavelengths for the suspended 
and supported MRR sensors respectively (not shown). Since it is not possible to determine which 
molecules were removed during the rinse step, the magnitude of the resonance shifts shown for 
each molecule attachment in Figure 3.4a and b should be considered as an upper bound. We note 
that the suspended MRR sensors demonstrate excellent mechanical stability throughout the 
experiments, withstanding the multiple, prolonged rinsing and drying steps described in Section 
3.5.2.  
After the rinse step, 2B4 scFv antibodies were covalently immobilized on the silicon MRR 
surfaces to enable selective binding to Herceptin’s heavy chain CDR3. The small size of these 
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single chain fragment variable recombinant antibodies (~ 27,000 Da; ~ 1.5nm) in comparison to 
IgG antibodies (~ 150,000 Da; ~ 30 nm) makes them desirable target specific capture agents for 
surface based optical sensing schemes, such as MRRs, that rely on strong light-matter interactions 
close to the sensing surfaces where the electromagnetic field intensities are known to be the 
highest. Hence, the use of 2B4 is expected to further improve the sensing performance of optical 
biosensors that have traditionally used larger antibody probe molecules with capture sites further 
away from optical sensing surfaces where the electromagnetic field intensities are weaker. 
Increasing red-shifts in the resonance wavelength of the MRR sensors were measured upon 
exposure to the biotinylated-2B4 solutions for time durations up to 1 hr. After 1 hr, the resonance 
shifts due to 2B4 binding were ~0.14 nm and ~0.10 nm for the suspended and supported MRRs, 
respectively. Exposure of the functionalized sensor surface to the biotinylated-2B4 solutions for 
time durations exceeding 1 hr did not produce any noticeable additional increase in resonance 
wavelength. These results suggest that an exposure of 1 hr was sufficient to ensure saturation of 
the biotinylated-2B4 binding curve for the streptavidin functionalized sensor surfaces. Following 
the biotinylated-2B4 binding, an additional rinse step discussed in Section 2.6 resulted in a small 
blue-shift in the resonance wavelength of both MRR sensors corresponding to a loss of some of 
the linker molecules. The transmission spectra labeled Biotin-2B4 in Figure 3.4c and d were 
measured after this rinse step. 
To demonstrate the capabilities of suspended MRRs for specific molecular detection, 
suspended and supported MRRs functionalized with 2B4 were exposed to heat-denatured 
Herceptin molecules. Figure 3.4c and d shows the resonance wavelength shift exhibited by the 
sensors upon capture of Herceptin molecules. The suspended MRR sensors demonstrate a near 2-
fold larger resonance wavelength shift of ~ 1 nm in comparison to the ~ 0.5 nm shift for the 
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supported MRR sensors. Figure 3.4e summarizes the results obtained for the specific detection of 
heat denatured Herceptin using the suspended and supported TM-mode MRR sensors.  
Avastin, a therapeutic mAb also used in the treatment of metastatic breast cancer, was used as 
a negative control antibody molecule. No measureable shift in MRR sensor responses were found 
upon exposure to Avastin control solutions for the suspended and supported structures (not 
shown). These results confirmed that the biotinylated-2B4 sensor surfaces provided the required 
selectivity for capturing heat denatured Herceptin mAbs. The specificity of denatured Herceptin 
attachment to biotynylated-2B4 was additionally tested by exposing both suspended and supported 
MRR sensor surfaces, after each step of surface functionalization (APTES, aldehyde and 
streptavidin), to the denatured Herceptin molecules. There were no measureable changes in 
resonance wavelengths for each of the tested sensors (not shown). These additional control 
experiments further verified that Herceptin molecules only bind to the 2B4 bioreceptor.  
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Figure 3.4 Surface-based specific detection of Herceptin mAb on suspended and supported TM micro-
ring resonator sensors. Transmission spectra showing resonance wavelength shifts that result from the 
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molecular attachments that functionalize the surface of the (a) suspended and (b) supported micro-ring 
resonator sensors.  Transmission spectra showing the increase in resonance wavelength upon the 
capture of Herceptin using biotinylated-2B4 probe molecules for the (c) suspended and (d) supported 
micro-ring resonator sensors. The resonance shifts due to the rinsing steps before and after the 2B4 
attachment are not shown. (e) Comparative sensing results for suspended and supported micro-ring 
resonator sensors showing a near 2-fold improvement in the detection sensitivity of the suspended rings. 
 
3.6 Conclusion 
In this Chapter, we demonstrate ~3-fold improvement in bulk detection sensitivity and a near 2-
fold improvement in detection sensitivity for Herceptin, a therapeutic monoclonal antibody, by 
engineering suspended MRR sensors that inherently provide a higher optical mode overlap with 
captured molecules compared to supported MRRs. Use of a small, single chain fragment variable 
recombinant antibody instead of a more traditional antibody as the selective bioreceptor for 
Herceptin further promotes stronger interaction between the optical mode and target Herceptin 
molecules by capturing the target molecules closer to the sensor surface where the electromagnetic 
field is stronger. Control experiments carried out using similar concentrations of Avastin, another 
therapeutic monoclonal antibody, showed no measureable response by the sensor, confirming the 
selectivity of the sensor and the stability of the silicon surface chemistry. Importantly, the 
suspended MRRs exhibit excellent mechanical stability throughout the assays, suggesting that they 
will be compatible with high-throughput sensor arrays integrated with microfluidic systems.  
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    CHAPTER 4   
DE NOVO PHOTONIC CRYSTAL DESIGN METHOD 
4.1 Introduction 
In his 1987 seminal paper “Inhibited Spontaneous Emission in Solid-State Physics and 
Electronics,” E. Yablonovitch proposed the PhC as an optical analogy of a solid state crystal [88]. 
Analogous to “color centers” or “defect states” in an electrical band, PhC cavities have been 
realized by introducing defects into the perfectly periodic dielectric lattices. Typically, for 
simplicity, the unit cells in PhCs are comprised of highly symmetrical shapes (e.g., squares, 
circles). 
Figure 4.1 shows the comparison between a Si crystal and Si PhC, along with their 
corresponding band structures [31]. Figure 4.1a and c present the crystal structure of a typical Si 
lattice and its electrical band diagram. In comparison, Figure 4.1b and d show a typical 2D Si PhC 
and its photonic band diagram. The vertical and horizontal axes in electric band diagram are energy 
and momentum of the electrons, while in photonic band diagram, the two axes are frequency and 
wave vector and each line represents a ω-k dispersion relation. For frequencies of light within the 
photonic bandgap, no light propagation is allowed. A Bragg mirror consisting of a one-
dimensionally periodic stack of alternating dielectric materials, is typically considered the simplest 
form of a PhC. 
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Figure 4.1 Comparison between crystal and PhC. (a) Crystal structure of Si. (b) SEM image of a PhC made 
on a SOI wafer. (c) Electrical band structure of Si crystal. (d) Photonic band structure of PhC shown in (b). 
[31] ((c) is from http://www.tf.uni-kiel.de/matwis/amat/semi_en/kap_2/backbone/r2_1_5.html) 
 
4.2 Photonic crystal design 
4.2.1 2D photonic crystal cavities 
The most common design of a PhC cavity is to remove a certain number of lattice holes and form 
a defect state in the photonic band gap (PBG). The nomenclature for these types of cavities is based 
on the number of removed air holes, such as H1 to signify a single missing air hole, and L3, L5, 
L7, and L11 to signify 3, 5, 7 and 11 missing air holes, respectively, along light propagation 
direction [17, 43, 89, 90]. The drawback of this “missing hole” approach is that the mode is 
abruptly cut off at the edge of the cavity and the Q-factor is reduced due to the modal mismatch at 
the interface between the introduced cavity and surrounding lattice holes that act similar to Bragg 
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mirrors [43]. Scattering due to the modal mismatch at this interface, along with scattering inside 
the mirror segments due to fabrication imperfections are the two sources of intrinsic loss in these 
cavities. 
For the light at frequencies inside of the band gap, the optical field exponentially decays in 
the mirrors and can be expressed as  𝐻^L__Y_ = 𝐻' sin 𝛽^L__Y_𝑥 𝑒efg																																																				(4.1) 
where bmirror is the wave vector inside the mirror and γ is the decay constant. To minimize the 
scattering, the wave vector inside the Bragg mirror needs to be at the band edge (bmirror =π/a) to 
match the periodicity of the photonic crystal design.  
The field in the cavity can be expressed as  𝐻hZiLNj = 𝐻'sin 𝛽hZiLNj𝑥 																																																										(4.2) 
where bcavity is the wave vector of the resonance mode. To avoid an abrupt mode change at the 
interface between the cavity and mirrors, the wave vectors must be matched: bcavity=bmirror=π/a.  
Applying the continuity condition at the interface, Hcavity|x=interface=Hmirror|x=interface 𝐻' sin 𝛽^L__Y_𝑥 𝑒efg = 𝐻'sin 𝛽hZiLNj𝑥 																																								(4.3) 
requires the decay constant γ at x=interface to be 0 in order to obtain the best mode match. A 
common design strategy that meets this requirement is to keep γ=0 at the immediate interface, but 
gradually increase γ with increasing distance from the interface to maintain the desired 
confinement of light in the cavity. One simple solution to satisfy this condition is to linearly 
increase γ 𝛾 = 𝜎𝑥																																																																															(4.4) 
s denotes linear increase rate of the decay rate. Inserting this linear relation back into the mirror 
field profile, we obtain:  
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𝐻^L__Y_ = 𝐻' sin 𝛽^L__Y_𝑥 𝑒emgn																																																 4.5  
One can easily recognize that such a field profile represents Gaussian decay inside the mirrors. 
Indeed, it has been discovered that a Gaussian mirror design can significantly increase the Q-factor 
of PhC cavities by reducing the scattering losses from modal mismatch. Noda et al. first reported 
in 2003 that by gently shifting the two holes adjacent to an  L3 cavity, the Q-factor increased from 
3,000 to 45,000, as shown in Figure 4.2 [43]. 
 
 
Figure 4.2 Schematics and analysis of a Gaussian mirror design in an L3 cavity that is achieved by slightly 
shifting two lattice holes adjacent to the cavity. (a-c) Design of L3 cavity. The two holes specified in (c) 
are shifted by 0.15a where a is the period of PhC. (d) Real space field distribution without hole shift. There 
is a hard cutoff at the edge of the cavity. Such an abrupt change results in spatial harmonics in the light 
cone, as shown in (f). (e) Real space field distribution showing that a Gaussian envelope is created by 
shifting the holes (e). The resulting field intensity in the leaky region is minimized, as shown in (g). Figures 
reproduced from Ref. [43] with permission from ©2003 NPG.  
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Figure 4.3 PhC waveguide based cavity designs. (a) Photonic double heterostructure. A mode gap is formed 
by changing the lattice constant from a1 to a2 [45]. (b) Local width modulated photonic cavity. A mode gap 
is formed by changing the waveguide width [91]. Figures reproduced with permission from ©2005 NPG 
and ©2006 AIP.  
 
Slightly shifting lattice holes near a cavity provides room for the field to decay more 
gradually outside the cavity and, hence, the optical field is better matched at the boundary between 
the cavity and the mirrors. However, it requires a rigorous parameter search to find optimized hole 
positions for a field distribution close to a Gaussian mode profile. Further studies have investigated 
the design of shifting the 2nd or 3rd nearest holes and found the Q-factor is increased only by an 
additional factor of two [92]. Therefore, this hole position tuning method is not ideal to realize a 
complete Gaussian mode profile and an ultra-high Q-factor (> 106) PhC cavity.  
To obtain a better Gaussian mode profile, a new design method based on an “open ended” 
waveguide mode was proposed. Figure 4.3 shows the two cavity designs from this approach: 
photonic double heterostructure [45] and width modulated cavity [91, 93]. The cavities are formed 
by slightly perturbing a PhC waveguide mode, by either changing the local lattice constant or 
shifting the holes to enlarge the waveguide width. Since the resonance is based on a PhC 
waveguide mode, it is a lossless guided mode with minimal out-of-plane radiative loss. The mode 
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is not terminated, but slightly modified to create a local trapping defect. Furthermore, the gradual 
tapering from the center cavity to the PBG region produces confinement with minimum mode 
profile perturbation, resulting in reduced scattering and much higher Q-factor cavities (Q ~ 7´107) 
[91]. 
 
4.2.2 2D vs 1D photonic crystal resonators:  
As discussed in Chapter 1, TIR only confines light at a limited range of angles (limited values of 
k). A complete PBG, on the other hand, confines light regardless of the k vector range. Based on 
Fourier transform, squeezing light in real space causes delocalization of k vectors. The delocalized 
k vectors may exceed the confinement range by TIR and causes the leakage of optical energy. 
Therefore, it is generally believed that 2D PhC resonators should have higher Q-factors than 1D 
resonators, because it has one more dimension of PBG than 1D PhC. However, in practice, the 
difference is very subtle. In 1D PhC, the majority of k vectors are along the propagation direction 
(kx). TIR should be sufficient for the confinement in y and z direction in such high directional 
propagation mode. Therefore, the additional PBG confinement along y direction in 2D PhC only 
provides very limited improvement as very little light has ky component outside of TIR 
confinement range.  
Figure 4.4a and b shows the results from a study of impact of in-plane PBG confinement 
in the direction orthogonal to light propagation on the Q-factor of a PhC cavity [94]. The results 
indicate that three periods of lattice holes are sufficient to achieve a Q-factor as high as 5×105 
(Figure 4.4b). Combining the analysis above and the experimental results, PBG confinement 
orthogonal to the light propagation direction doesn’t have a large impact on the Q-factor if the 
mode is the highly directional propagation mode. TIR is sufficient to hold high Q-factor 1D PhC 
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cavities. In the 1D PhC design as proposed in Figure 4.4c and d, the position of red, green and blue 
dielectric bars are shifted by 9, 6, and 3 nm respectively [21]. This modulation of lattice hole size 
creates cavity modes in the PBG, which follows the same basic mechanism of the light 
confinement as line-defect mode-gap cavity shown in (a) and Figure 4.3.  
 
 
Figure 4.4 Investigation of the necessity of a PBG barrier in the y direction. (a) High Q 2D PhC cavity 
designed with various periods of lattice holes forming PBG barriers. (b) Q-factor versus PBG barrier 
thickness [94].  (c) and (d): Proposed 1D PhC cavity designs without PBG in y-direction [21]. Figures 
reproduced with permission from ©2008 AIP and ©2008 OSA. 
 
4.2.3 1D Photonic Crystal Cavities 
From the analysis in Section 4.2.1, the best resonance mode for a 1D PhC should be based on a 
lossless wave-guiding mode. However, unlike the 2D PhC for which the PhC waveguide is formed 
by a missing row of lattice holes, the guiding modes of 1D PhC are the slow light modes at the 
photonic band edge. To minimize the intrinsic scattering losses from modal mismatch, both the 
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cavity length and tapering strategy of the unit cell dimensions between the cavity and mirror 
segments must be prudently designed. 
The magnitude of the out-of-plane radiative loss with respect to the cavity length is shown 
in Figure 4.5 [19]. The h in the plot relates to the calculated fraction of energy associated with 
spatial harmonics in the light cone. The energy in the light cone is an indicator of the out-of-plane 
radiative loss. As shown in the figure, h in a Gaussian tapering cavity is roughly two orders of 
magnitude smaller than exponential decay in a traditional Bragg mirror. The optimal cavity length 
for a Gaussian mirror is L=0 such that the 1D PhC resonator consists of a finite number of mirror 
segments and taper segments, and no extended cavity segments. Therefore, a promising design 
strategy is to maintain the same lattice constant throughout the structure, but modulate the decay 
constant, or mirror strength, to form a Gaussian mirror on both sides of the L=0 cavity for 
confinement. It is worth noting that L3 in Ref [43] is the 2nd best cavity length indicated Figure 
4.5. 
 
 
Figure 4.5 Fraction of Fourier components that are within the light cone for different cavity lengths. L is 
the length of the cavity, and a is the lattice constant [19]. Figures reproduced with permission from ©2010 
AIP 
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Following optimization of the cavity length, a tapering strategy needs to be determined to 
form the Gaussian mirrors. As discussed in Section 4.2.1 and shown in Equation 4.4, the key is to 
construct a linearly increasing decay rate inside the mirror. Inside the PBG, the wavevector k for 
a given frequency is a complex number. The imaginary part of k denotes the decay rate γ. The real 
part of the wavevector inside the cavity must be π/a to match the wavevector of the Bragg mirrors. 
Therefore, a complex k vector can be written as:  
𝑘 = 𝜋𝑎 + 𝑖𝛾𝜋𝑎 																																																																						(4.7) 
The frequency for a high Q cavity can be written as  
𝜔 = 1 − 𝛿 𝜅'𝜋𝑐𝑎 																																																														(4.8) 
where κ0 is the 0th order Fourier component of the dielectric profile given by:  
𝜅' = 𝑓𝜀ZL_ + 1 − 𝑓𝜀uL 																																																															(4.9) 
where f is the filling factor of the air hole [95]. Inserting Equation 4.7 and Equation 4.8 into the 
Master equation (Equation 1.18), we find:  
𝛾 = (𝜔* − 𝜔v)*(𝜔* + 𝜔v)* − (𝜔_wu − 𝜔')*𝜔'* 																																		(4.10) 
where ω1 and ω2 are the dielectric band edge and air band edge frequencies, ω0 is the midgap 
frequency given by ω0 = (ω1+ ω2)/2, and ωres is the targeted cavity resonance frequency [19]. 
As discussed in Section 4.2.1, a Gaussian mirror is just one way of matching the continuity 
conditions at the interface between the mirrors and the cavity. As long as both the group velocity 
and decay rate match at the interface, out-of-plane radiative losses will be minimized. Therefore, 
many tapering profiles of decay rate (i.e., mirror strength) could achieve high Q-factor resonances. 
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However, one should pick a tapering design within practical fabrication tolerances. For example, 
even using the state-of-art electron beam lithography techniques, the radii differences below 5 nm 
may not be resolved and will very likely turn out to be the same size in the final structure.  
 
4.2.4 Exploration of 1D PhC design space  
Traditional designs utilize circles and squares as PhC unit cells. In such highly symmetrical shapes, 
the only degree of freedom is the filling factor. Therefore, a 1D PhC cavity, commonly referred to 
as a nanobeam cavity, is formed by gradually changing the overall size of the air holes over the 
length of the nanobeam. Recalling the well-developed analogy between solid state physics and 
PhCs, it is not surprising that a defect can be created by changing the air hole size as it is similar 
to the idea of a dopant or substitutional atom in a crystal lattice. In the following section of this 
Chapter, we explore a broader parameter space of PhC unit cells with the goal of extending the 
functionality of PhC nanobeam cavities.  
In order to build our intuition on the photonic band gap, we first analyze the guiding mode 
in a normal waveguide. Shown in Figure 4.6a and b is a guided mode (mode I and II, respectively) 
with spatial phase difference of π. Due to the translational invariance, modes I and II are 
degenerated and corresponding to the same mode in the band diagram. To break the translational 
invariance, an array of air holes is superimposed on the wave guiding mode I and II in Figure 4.6d 
and e. In mode I, the maximum of the optical field intensity spatially overlaps with the air holes, 
while in mode II, the minimum field intensity overlaps with the air holes. As discussed in the 
perturbation theory section in Chapter 1, these two modal overlaps cause different energy 
perturbations of the total optical field, and result in a mode split in the photonic band diagram. The 
opening of this mode split is essentially the photonic band gap in a 1D nanobeam, in which light 
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is not allowed to propagate, as shown in Figure 4.6f. The upper band (Mode I) corresponds to the 
“air mode”, since the majority of the field is in the air holes, while the lower band (mode II) 
corresponds to the “dielectric mode”. The magnitude of the mode splitting scales with the size of 
the air holes. As shown in Figure 4.6g, the PBG opening increases with larger air holes.  
 
 
Figure 4.6  In a 1D PhC, degeneration of the guided mode forms the PBG. (a) and (b) are the waveguide 
mode (mode I and II) with spatial phase difference of π.  (c) Band diagram for mode I and II in (a) and (b). 
(d) and (e) are the PhC with an air holes superimposed on the wave guided mode I and II. (f) Band diagram 
for mode I and II in (d) and (e). (g) The frequency range of the PBG scales with the size of air holes.  
 
The study above suggests that any geometrical shapes with the correct periodicity can open a 
photonic band gap and form a cavity through proper design. As an example, Figure 4.7a and b 
shows a 1D PhC nanobeam design based on a “cat paw” shaped unit cell. Similar to the traditional 
method of changing the size of a circular air hole, the photonic band structure is expected to change 
with deliberate variations in the size of the “cat paw” [95]. By simulating the resulting band 
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structures for each variation in the “cat paw” size, we can engineer a PhC cavity with the smallest 
“cat paw” at the two ends and the biggest “cat paw” forming the center of the cavity. In this way, 
light at the resonance wavelength will be trapped within the cavity. Tapering of the “cat paw” size 
from the cavity center to the nanobeam edges follows the deterministic design method in Ref. [95] 
and ensures the linear change of mirror strength. Such tapering profile avoids an abrupt cut-off in 
cavity field intensities and minimizes scattering losses. As shown in Figure 4.7 (b), the resonance 
mode is well confined within the nanobeam center and the simulated Q-factor is ~ 105.  
 
 
Figure 4.7 “Cat paw” PhC cavity design. (a) and (b) dielectric and resonance mode profile of 1D PhC 
nanobeam design by cat paw shaped unit cell.  
 
4.3 Expanding the design space: engineering degrees of freedom of the unit cells 
As proved by the cat paw PhC cavity, high Q PhC can be designed using arbitrary geometrical 
shapes. We propose a new perspective in PhC design: engineering the shape of the unit cell to 
introduce more degrees of freedom, allowing for additional light-matter interactions not achievable 
in traditional PhCs. We name this design perspective de novo PhC design in order to differentiate 
with the traditional design approach that suggests only to change the filling factors and positions 
of highly symmetric unit cells. Our de novo PhC design method exploits new unit cell design 
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features to predictably tune the PhC band structure while keeping the lattice constant unchanged. 
The advantages to this approach are two-fold. First, we are able to introduce new degrees of 
freedom by choosing different unit cell geometries. These additional degrees of freedom give new 
ways of controlling the band structure. Second, we are able to add subwavelength elements into 
the unit cell. These elements can be used to predictably perturb the optical mode to achieve the 
desired mode distribution.  
 
4.3.1 Controlling the optical field distribution by breaking the rotational symmetry 
While the “cat paw” PhC illustrates an extreme example of unit cell design freedom, Figure 4.8 
shows a more practical example of using the de novo design methodology. To demonstrate how 
modifying a PhC unit cell can modify the band structure and mode profile, we consider a building 
block unit cell of a one-dimensional (1D) PhC waveguide consisting of a circular air hole with a 
narrow dielectric beam spanning its diameter, as depicted in Figure 4.8. Light propagates along 
the waveguide in the direction labeled kx. The addition of the dielectric beam in the unit cell breaks 
the rotational symmetry. The rotation angle here is defined as the angle between the long axis of 
the beam and direction of light propagation. Therefore, when the beam is parallel to the light 
propagation direction, the rotation angle is 0o or R0 (Figure 4.8a) and when the beam is 
perpendicular to the light propagation direction, the rotation angle is 90o or R90 (Figure 4.8b). As 
a result of breaking the rotational symmetry of the unit cell, the optical mode changes according 
to the rotational angle, as shown in Figure 4.8c. The higher frequency air band that gives maximum 
mode confinement within the air holes reduces in frequency as the beam is rotated from 0o to 90o. 
The lower frequency dielectric band remains largely unchanged as a function of the beam rotation 
angle because the mode is primarily confined in the dielectric regions between the PhC lattice 
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holes. Therefore, the mode sees very little interaction with the dielectric beam within the air holes. 
The electric field energy density profile at the air band edge for both R0 and R90 unit cells (Figure 
4.8d) provides insight on why the rotation angle of the unit cell controls the position of the air 
band. For the R0 unit cell, the energy is almost uniformly distributed throughout the air hole with 
almost no energy localized within the dielectric beam. In contrast, for the R90 unit cell, the 
majority of the field is localized within the narrow dielectric beam, increasing the effective 
permittivity of the air hole and therefore decreasing the air band edge frequency. The position of 
the air band can be nearly continuously tuned between the R0 position and R90 position by 
changing the rotation angle between 0° and 90°. 
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Figure 4.8 Mode change due to breaking the rotational symmetry of the photonic crystal unit cell. The unit 
cell consists of a circular air hole in a dielectric material with a thin dielectric beam spanning the diameter 
of the air hole. (a) Dielectric beam parallel to the direction of light propagation (R0). (b) Dielectric beam 
perpendicular to the direction of light propagation (R90). (c) Band diagram for 1D silicon photonic crystal 
waveguides with R0 or R90 unit cells displaying mode change due to the breaking of rotational symmetry 
within the unit cell. The width of the Si beam (ws), diameter of the circular holes (d), width of the waveguide 
(w), and photonic crystal lattice spacing (a) are 50 nm, 300 nm, 700 nm, and 400 nm, respectively. (d) 
Electric field energy distribution for R0 and R90 unit cells at band edge. The white traces show the 1D 
(horizontal) energy profile at the middle of the respective unit cell. (e) Electric field distribution for R0 and 
R90 unit cells at band edge (k=0.5). Reprinted with permission from Ref. [96]. Copyright 2016 American 
Chemical Society.  
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4.3.2 Exploring electromagnetic boundary conditions: anti-slot effect  
We term the phenomenon of squeezing light into nanoscale regions of high permittivity dielectric 
materials (Figure 4.8d) as the anti-slot effect because it is opposite to the well-known slot effect. 
Understanding the complimentary nature of the slot and anti-slot effects can lead to new 
approaches for manipulating the mode profile and energy distribution of light in photonic 
structures. Here, we provide a more comprehensive explanation of the newly coined anti-slot effect 
and its relationship to the slot effect.   
As shown in Equation 4.11, the electromagnetic boundary conditions dictate that the 
tangential component of the electric field, Et, is continuous across an interface between two 
materials.  In this equation, Et,,high and Et,,low are the intensities of the tangential components of the 
electric field in the media of higher and lower permittivity, respectively, on opposite sides of the 
interface. Accordingly, the corresponding tangential component of the electric displacement field, 
Dt = eEt, is discontinuous across the interface as shown in Equation 4.12. 𝐸N,xLyx = 𝐸N,[Yz																																																																																													(4.11) 𝐷N,xLyx = 𝐷Z|NLeu[YN = 𝜖xLyx𝜖[Yz 	𝐷N,[Yz																																											(4.12) 
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Figure 4.9 Explanation of anti-slot effect and comparison to slot effect. (a) Schematic of a photonic crystal waveguide 
formed with a R90 unit cell – termed an anti-slot waveguide. (b) Simulated profiles of E, D, and electric field energy 
density of a silicon anti-slot waveguide assuming the same dimensions as given in Figure 4.8. (c) Schematic line 
profiles of the dielectric constant (e), electric field amplitude (E), electric displacement field amplitude (D), and electric 
field energy density across the anti-slot along x-axis as indicated by the dashed line in (a). (d) Schematic of a slot 
waveguide. (e) Simulated profiles of E, D, and electric field energy density of a silicon slot waveguide assuming the 
widths of the waveguide and slot are 500 nm and 50 nm, respectively. (f) Schematic line profiles of e, E, D, and 
electric field energy density across the slot waveguide along the y-axis as indicated by the dashed line in (d). Reprinted 
with permission from Ref. [96]. Copyright 2016 American Chemical Society.  
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Considering a 1D PhC with a R90 unit cell and light polarized in-plane (TE-polarization), 
as illustrated in Figure 4.9a, the electric displacement field in the high permittivity dielectric beams 
is enhanced by a factor of ehigh/elow compared to the surrounding lower permittivity air regions 
inside the lattice holes (Equation 4.12), while the electric field intensity in the beams is the same 
as that of the surrounding regions inside the air hole (Equation 4.11). Importantly, the electric field 
energy density, 𝑢~ = v*𝑫𝑬, inside the dielectric beams is also enhanced by a factor of ehigh/elow due 
to the enhancement of the electric displacement field, as shown in Figure 4.9b and c. 
The traditional slot effect, on the other hand, squeezes light into nanoscale low permittivity 
regions surrounded by higher permittivity media, which is the opposite of the anti-slot effect. To 
explain the slot effect, electromagnetic boundary conditions for the normal components of the 
electromagnetic field are considered. As given in Equation 4.13, considering that there is no 
surface charge, the normal component of the electric displacement field is continuous across the 
interface between two different materials, where Dn,,low and Dn,,high are the intensities of the normal 
components of the electric displacement field in the media of lower and higher permittivity, 
respectively, on opposite sides of the interface. The corresponding normal component of the 
electric field, En, is therefore discontinuous across the interface, as shown in Equation 4.14. 𝐷|,[Yz = 𝐷|,xLyx																																																																			(4.13) 𝐸|,[Yz = 𝐸u[YN = 𝜖xLyx𝜖[Yz 	𝐸|,xLyx																																																							(4.14) 
As a result of these boundary conditions, and as illustrated in Figure 4.9d-f, when a material of 
lower permittivity is squeezed into a nanoscale slot between two higher permittivity regions, the 
electric displacement field (TE-polarization) in this slot has the same intensity as that in the 
surrounding higher permittivity regions (Equation 4.13), while the electric field intensity is 
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enhanced by a factor of ehigh/elow (Equation 4.14). The electric field energy density inside the low 
permittivity slot is therefore also enhanced by a factor of ehigh/elow due to the enhancement of the 
electric field.  We note that the slot effect leads to the lower electric field intensity and lower 
energy density in the dielectric beam in the R0 unit cell compared to the surrounding air regions 
inside the lattice hole for TE-polarized light, as well as the slight energy density enhancements 
that arise at edges of the lattice holes for both the R0 and R90 unit cells (Figure 4.8d,e) [97]. 
Unlike the slot effect that is supported using a traditional waveguide geometry, the anti-
slot effect displayed in the R90 unit cell can only be supported when incorporated as part of a PhC 
or engineered material that supports light propagation based on the designed periodicity of the 
arrayed unit cells. For the anti-slot effect, light is confined in a thin dielectric beam that is 
positioned with its long axis perpendicular to the propagation direction of light to satisfy the 
electromagnetic boundary condition shown in Equation 4.12.  Hence, an anti-slot waveguide 
cannot be formed in the same way as a slot waveguide.  For a guided mode to interact with an anti-
slot, the light confinement must be provided by incorporating the anti-slot into another structure 
that can support the necessary waveguide confinement.  For example, when a 1D PhC is used to 
provide confinement for a guided mode, the peaks of the electric field are localized within the 
lattice holes for the air band edge mode (k=π/a). The anti-slot effect can then be supported in the 
1D PhC when thin dielectric beams are placed at the peak locations of the electric field inside the 
PhC lattice air holes where the strongest electromagnetic energy can be squeezed into the dielectric 
beam. 
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4.3.3 Design of a single PhC with both air mode and dielectric mode resonances 
Figure 4.10 shows the change of band edge frequencies with respect to the rotational angle of an 
added antislot beam. A key observation is that the air mode and dielectric mode band edges shift 
in opposite directions as the antislot rotates from 0o to 90o. As discussed in the previous section, 
the reduced air band edge frequency with increasing rotation angle is due to the antislot effect. The 
increase of the dielectric band edge frequency with rotation angle is due to the fact that the R0 unit 
cell supports a larger effective index in the dielectric mode compared to the R90 unit cell. In the 
R0 configuration, the tail of the optical field can expand into the antislot bar that is directly 
connected to the dielectric region between air holes where light supported in the dielectric mode 
is primarily localized; in the R90 configuration, the evanescent field only interacts with air in the 
air hole. Hence, by rotating the antislot bar from parallel to perpendicular to the light propagation 
direction, both air and dielectric modes of the R90 unit cell are shifted into the band gap of the R0 
unit cell. This implies that we are able to design a novel cavity with dual-resonances. 
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Figure 4.10 Change of photonic band edge versus rotational angle of an 80 nm wide anti-slot. Band edge 
modes of R0 and R90 unit cells are shown as inserts. Blue curve is air mode and red one is dielectric mode.  
 
The capability of simultaneously confining multiple resonances in a spatially overlapped 
region is important to many applications. For example, to enhance the emission of fluorophores or 
quantum dots, a shorter wavelength resonance can be used to enhance the excitation light and a 
longer wavelength resonance can be tuned to enhance the emission light. If tuned appropriately, 
multiple resonances could also be used for enhancement of multiple orders of harmonic 
generations. Other nonlinear processes, such as combs and multi-wave mixing, could also be 
benefit from the spatially overlapped multiple resonances.  
Until now, almost all PhC cavities have been primarily designed for single resonance 
operation [19, 98, 99]. This is mainly because traditional PhCs uses highly symmetric unit cells 
(i.e., circles, squares) and are limited in their design parameters space. For these structures, both 
the air and dielectric bands shift in the same direction as the filling factor changes. Consequently, 
while the dielectric band edge frequency can be pushed up into the band gap by increasing the 
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filling factor, the frequency of the air band edge would also moves up and hence not fall within 
the band gap. Therefore, for traditional high Q-factor PhCs, both the dielectric and air bands cannot 
be simultaneously confined. We note that it is possible to design a cavity that supports more than 
one mode in the same cavity by using different polarizations [100], but such cavities require 
additional polarization control elements to convert light between TE and TM states and it is 
difficult to independently control the frequencies of each mode. A crossbeam PhC nanocavity was 
also proposed to achieve dual resonances based on two crossing waveguides [101]. The pitches 
and filling factors are tuned independently for each waveguide to have different wavelength 
resonances at center. One drawback of this design is that the Q-factor is comparatively low (~ 
1000). 
As a first step towards experimentally realizing a 1D PhC with both air mode and dielectric 
mode resonances, we fabricated an R90 PhC nanobeam to verify the expected air band edge and 
dielectric band edge wavelengths. One practical challenge of simultaneously measuring air and 
dielectric modes in a PhC cavity is that the PBG is usually a few hundred nanometers, which is 
much wider than typical measurement spectrum range (1500 – 1630 nm). Hence, it would be easy 
to miss one of the modes simply because it fell outside the measurements window due, perhaps, 
to minor fabrication variations from the designed feature sizes. By initially measuring an R90 
waveguide, the possibility to couple into multiple modes outside PGB makes the measurement 
more straightforward and facilitates selection of the appropriate dimensions to enable both 
resonances to fall within the measurement window (i.e., both band edges of the R90 waveguide 
must fall within the measurement window). To fit within our 130 nm wide measurement window, 
we choose the anti-slot width to be 80 nm. Such a wide anti-slot decreases the air mode frequency 
83 
 
of the R90 below the center of the R0 band gap and thus puts it close to the dielectric band edge, 
as shown in Figure 4.10.  
 
 
Figure 4.11 Experimental measurement of an anti-slot PhC waveguide. (a) SEM image of fabricated anti-
slot PhC waveguide. Simulated (b) dielectric and (c) air band edge modes of the anti-slot PhC waveguide. 
(d) Measured transmission of the waveguide in (a). Both the air mode (~ 1505 nm) and dielectric mode 
(~1615 nm) band edge appear within the measurement window. 
 
Figure 4.11a shows a SEM image of the fabricated anti-slot waveguide with period a=400 
nm, radius r=150 nm and nanobeam width w=700 nm. The simulated optical field distribution of 
the dielectric and air band edge modes is shown in Figure 4.11b and c, respectively. The measured 
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transmission (Figure 4.11d) shows both the air (~ 1505 nm) and dielectric band edge (~ 1615 nm). 
This measured band gap is in good agreement with the simulation (130 nm).  
After tuning both band edge modes into our measurement window, we design a cavity by 
rotating the anti-slot as per the band calculation shown in Figure 4.10. From the discussion above, 
the R0 unit cell acts as a mirror and is capable of confining both air and dielectric modes of the 
R90 unit cell. To keep it simple, we chose a linear decrease of rotational angle, 10o per unit cell. 
Figure 4.12 shows a SEM image of the PhC nanobeam and its measured transmission spectrum. 
The Q-factor is about 40,000 for the air mode and 8,000 for the dielectric mode. This difference 
in Q-factor is because of the different mirror confinement for each mode. As shown in Figure 4.10, 
the air mode of R90 is deep into the band gap, while dielectric mode is still very close to the R0’s 
band edge. Therefore, a mirror formed by R0 unit cells has much higher confinement strength for 
the air mode compared to the dielectric mode.  
 
85 
 
 
Figure 4.12 Dual resonances anti-slot PhC cavity.  (a) SEM image of the rotational tapering between the 
R0 and R90 unit cells. (b) Experimental transmission spectrum shows both air mode and dielectric mode 
resonances. 
 
4.4 Conclusion 
In this chapter, we reviewed the traditional PhC design strategy and proposed a de novo design 
method. This new method exploits non-traditional unit cell design features to predictably tune the 
PhC photonic bands. With this new perspective, we are able to introduce new degrees of freedom 
by choosing different unit cell geometries, permitting previously untapped control of nanoscale 
light matter interactions. The de novo design method provides better control of the band structure 
by expanding the design space. As an example, by simply unlocking the rotational degree of 
freedom, we discovered the anti-slot effect, which confines light in the subwavelength high index 
region in the nanophotonic structure. Such an anti-slot effect is complimentary to the well-known 
86 
 
slot effect and could make an impact in applications which require strong light-matter interaction 
within a high index material. We also showed that with the additional degree of freedom, we are 
able to design a dual-resonance PhC cavity that simultaneously supports both air mode and 
dielectric mode resonances. Such a dual-resonance cavity could also be used in photon-emission 
enhancement, high harmonic generation, and multi-wave mixing.  
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    CHAPTER 5  
BOWTIE PHOTONIC CRYSTAL WITH DEEP SUBWAVELENGTH CONFINEMENT 
5.1 Introduction  
Plasmonic and metal-based metamaterial structures capable of strong light-matter interaction 
based on concentrating light into deep-subwavelength volumes (e.g., Vm ~ 10-3 (λ/n)3) were long 
thought to be the most promising avenue for interfacing nanophotonic structures with electronics 
and advancing technologies related to generating, guiding, modulating, and detecting light [6]. 
However, ohmic losses (i.e., leading to a Q ~ 10 – 100) have precluded the realization of practical 
devices to date [28, 30] despite attempts to mitigate losses through the use of hybrid plasmonic 
elements [102], the incorporation of gain [103], and the fabrication of alternative plasmonic 
materials [30] or all-dielectric metamaterials [104] and metasurfaces [105]. Low-loss (i.e., 
supporting Q ~ 105 – 106), all-dielectric cavities, on the other hand, have been the basis for practical 
devices, despite their largely diffraction-limited mode volume (typically Vm ~ (λ/2n)3, with slotted 
cavities approaching Vm ~ 0.01 (λ/n)3) [20, 31, 106]. 
In this chapter, we continue exploiting the de novo photonic crystal design method and 
report the design, simulation, fabrication and testing of an all-dielectric PhC cavity that can 
overcome both the loss limitations of plasmonic elements and the modal volume limitations of 
traditional dielectric cavities.  
 
5.2 Design of bowtie photonic crystal unit cell  
As introduced in Chapter 4, the anti-slot effect concentrates the optical field in the nanoscale region 
of high index material, while the slot effect pushes light into the nanoscale regions of low index 
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material. Due to the orthogonal nature of electromagnetic boundary conditions that give rise to the 
slot and anti-slot effects, light can be progressively squeezed in both the propagation direction (i.e., 
x-direction) and the perpendicular in-plane direction (i.e., y-direction) by introducing a series of 
interlocked anti-slots and slots, respectively.  
Figure 5.1 shows unit cells containing an increasing number of interlocked anti-slots and 
slots. Detailed dimensions of these simulated unit cells can be found in Figure 5.2. The 
nomenclature for these interlocked anti-slot – slot designs follows the number of anti-slots and 
slots introduced within the unit cell. . Accordingly, the 0th order structure does not contain any 
anti-slots (A) or slots (S), the 1st order structure contains a single anti-slot, and subsequent orders 
are given by AS (2nd order), ASA (3rd order), ASAS (4th order), etc., as labeled in Figure 5.1. Light 
is localized within the last anti-slot or slot introduced and therefore the optical energy is 
progressively squeezed into smaller and smaller mode volumes.  The energy density cross sections 
shown in Figure 5.1b and Figure 5.1c indicate that the mode profile along the y-direction is 
squeezed only when a slot is introduced while the mode profile along the x-direction is squeezed 
only when an anti-slot is added. Figure 5.3 shows these line traces on a log scale to more clearly 
show the energy density enhancements of the interlocked and bowtie unit cells compared to the 0th 
order structure and the fact that the reported energy density of the bowtie structure is a lower bound 
due to mesh-size limitations in the simulation. Magnetic field distributions, which complement the 
electric field distributions in the anti-slot and higher order interlocked unit cells, are shown in 
Figure 5.4. The figure clearly shows how the magnetic field distribution is affected by adding an 
anti-slot to a conventional photonic crystal unit cell that is characterized by a circular air hole 
surrounded by dielectric material. In the conventional unit cell, the electric field is almost uniform 
within the air hole (see Figure 5.1) and the magnetic field is strongest in the dielectric surrounding 
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the air hole. In contrast, when the dielectric anti-slot is added to the unit cell, the magnetic field 
distribution is modified in accordance with Maxwell’s equations such that the electric field remains 
largest along the nodal planes of the magnetic field. Therefore, as expected, we find that the 
magnetic field distributions shown in Figure 5.4 complement the electric field localizations shown  
give rise to the slot and anti-slot effects, light can be progressively squeezed in both the 
propagation direction (i.e., x-direction) and the perpendicular in-plane direction (i.e., y-direction) 
by introducing a series of interlocked anti-slots and slots, respectively. Figure 5.1 shows unit cells 
containing an increasing number of interlocked anti-slots and slots. Detailed dimensions of these 
simulated unit cells can be found in Figure 5.2. The nomenclature for these interlocked anti-
slot – slot designs follows the number of anti-slots and slots introduced within the unit cell. 
Accordingly, the 0th order structure does not contain any anti-slots (A) or slots (S), the 1st order 
structure contains a single anti-slot, and subsequent orders are given by AS (2nd order), ASA (3rd 
order), ASAS (4th order), etc., as labeled in Figure 5.1. Light is localized within the last anti-slot 
or slot introduced and therefore the optical energy is progressively squeezed into smaller and 
smaller mode volumes. The energy density cross sections shown in Figure 5.1b and Figure 5.1c 
indicate that the mode profile along the y-direction is squeezed only when a slot is introduced 
while the mode profile along the x-direction is squeezed only when an anti-slot is added. Figure 
5.3 shows these line traces on a log scale to more clearly show the energy density enhancements 
of the interlocked and bowtie unit cells compared to the 0th order structure and the fact that the 
reported energy density of the bowtie structure is a lower bound due to mesh-size limitations in 
the simulation (2 nm mesh for the bowtie unit cell in Figure 5.1). Magnetic field distributions, 
which complement the electric field distributions in the anti-slot and higher order interlocked unit 
cells, are shown in Figure 5.4. The figure clearly shows how the magnetic field distribution is 
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affected by adding an anti-slot to a conventional photonic crystal unit cell that is characterized by 
a circular air hole surrounded by dielectric material. In the conventional unit cell, the electric field 
is almost uniform within the air hole (see Figure 5.1) and the magnetic field is strongest in the 
dielectric surrounding the air hole. In contrast, when the dielectric anti-slot is added to the unit 
cell, the magnetic field distribution is modified in accordance with Maxwell’s equations such that 
the electric field remains largest along the nodal planes of the magnetic field. Therefore, as 
expected, we find that the magnetic field distributions shown in Figure 5.4 complement the electric 
field localizations shown in Figure 5.1 for the unit cells with various interlocking anti-slot and slot 
designs. 
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Figure 5.1 Nano-focusing of light into ultra-small mode volumes by progressively interlocking anti-slot 
and slot designs. (a) Top view (x-y plane) of the proposed unit cells (air holes in silicon) with increasing 
numbers of incorporated silicon anti-slots (A) and air slots (S) from left to right. The R90 until cell with 
one anti-slot is shown schematically for reference.  The propagation direction of light is in the x-direction.  
In the limit of an infinite number of interlocked, orthogonal anti-slots and slots, the geometry approaches 
that of a bowtie shape. (b) and (c) Energy density cross sections (y-z and z-x planes, respectively) through 
the center of the unit cells shown in (a). The line traces in (c) show the electric field energy density of each 
unit cell (Figure 5.3 shows these line traces on a log scale). All color maps are scaled according to the 
minimum and maximum values of each individual unit cell. Reprinted with permission from Ref. [96]. 
Copyright 2016 American Chemical Society. 
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Figure 5.2 Design dimensions of inter-locked unit cells shown in Figure 5.1. The period of each PhC 
waveguide is 400 nm. The air band edge wavelength for each unit cell is shown below the respective unit 
cell schematic. 
 
Interlocked configurations of anti-slots and slots lead to stronger light localization 
compared to non-interlocked configurations having the same final anti-slot width. A 1st order anti-
slot unit cell (A) is compared to a 3rd order (ASA) and 5th order unit cell configuration (ASASA), 
as shown in Figure 5.5. The mode profiles in Figure 5.5a show that the mode becomes more highly 
localized in the center of the unit cell with increasing orders of interlocked configurations. Figure 
5.5b shows the same mode profiles, but with the color map scaled such that the maximum and 
minimum values of the electric field energy density are the same across all three unit cells. This 
figure clearly shows that the energy is most confined at the center of the highest order interlocked 
anti-slot/slot unit cell. Figure 5.5c gives the detailed design parameters of the three unit cell 
configurations. The ASASA unit cell configuration increases the maximum energy density by a 
factor of 2 compared to the ASA unit cell and a factor of 5 compared to the single anti-slot unit 
cell, as shown in Figure 5.5d and e.   
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Figure 5.3 Logarithm plot of the line trace shown in Figure 5.1c and mesh-size limited enhancement factor 
in bowtie unit cell. (a) Comparison of electric field energy density along x-axis (y=0, z=0) of different 
interlocked anti-slot/slot structures on a logarithm scale. The energy density in the bowtie unit cell is three 
orders of magnitude higher than that in the 0th order unit cell. (b) Zoom-in plot of bowtie energy density 
enhancement on a linear scale. The truncated tip at the peak (x=0) shows the highest energy density cannot 
be accurately determined due to the mesh size used in the simulation (2 nm mesh grids). This implies the 
energy density enhancement of the bowtie unit cell is even higher. 
 
	
Figure 5.4 Magnetic field distributions in different iterations of slot/anti-slot interlocked unit cells, 
complementing the electric field distributions in these structures that are shown in Figure 5.1. 
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Figure 5.5 Nanoscale focusing of light by alternating anti-slot/slot configurations. (a) Mode profiles of the 
1st order, 3rd order, and 5th order interlocked anti-slot/slot unit cells with the same final anti-slot width (20 
nm). The color map is scaled according to the maximum and minimum of each individual unit cell. (b) 
Mode profiles in (a) with color map scaled to the same maximum and minimum electric field energy density 
across all three unit cells. (c) The geometries of the unit cells. The 1st order has only one 20 nm anti-slot. 
The 3rd order has a 40 nm anti-slot, a 20 nm slot, and then a 20 nm anti-slot. The 5th order starts with a 80 
nm anti-slot, then a 60 nm slot, and then follows the 3rd order design with a 40 nm anti-slot, 20 nm slot, and 
finally a 20 nm anti-slot. (d) and (e) show the electric field energy density enhancements from a center line 
profile along the x- and y-directions, respectively. The energy density is normalized to the total energy of 
each unit cell.  
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Figure 5.6 Scaling of mode volume with anti-slot width. The increasing mode volume with decreasing anti-
slot width implies narrower anti-slots have smaller effective indices.  The electric displacement field and 
electric field energy density enhancements supported by anti-slots are scaled by the effective index of the 
dielectric beam (assumed to be Si in this calculation) in the anti-slot (R90) unit cell. 
 
Since the dimensions of the anti-slot are in the deep sub-wavelength regime, the electric 
displacement and energy density enhancements of the anti-slot are related to the effective index 
rather than the refractive index of Si. Therefore, the energy density does not approach infinity for 
higher order interlocked anti-slot/slot unit cells (see Figure 5.1 and Figure 5.6).  For anti-slots, the 
effective index decreases from the bulk Si refractive index with decreasing feature size. For slots, 
the effective index increases from the refractive index of air with decreasing feature size. 
Therefore, the energy density does not approach infinity as the number of interlocked anti-slots 
and slots increases.  
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Figure 5.6 shows how the mode volume increases when the width of a first order anti-slot 
decreases. The larger mode volume for narrower anti-slots implies a smaller effective index and 
therefore a smaller enhancement factor for the electric displacement field intensity and energy 
density of narrower anti-slots. This trend is opposite to that of traditional slots in which the highest 
field enhancement is achieved in the smallest slot. Extremely low mode volumes can only be 
achieved in narrow anti-slots when they are integrated into a high order interlocked anti-slot/slot 
configuration. 
In the limit of an infinite number of interlocked anti-slots and slots added to the unit cell, 
the geometry approaches that of a bowtie shape. The advantages of the bowtie unit cell design are 
two-fold. First, the design provides extreme sub-wavelength confinement of light with a mode 
volume that is on par with plasmonic bowtie structures, as discussed in the next section.  The 
energy density in the center of the bowtie structure is 1,500 times higher than the energy density 
in the center of a 0th order unit cell (Figure 5.1 and Figure 5.3 line traces).  Second, a high quality 
bowtie structure is easier to fabricate with high fidelity compared to a high order interlocked 
geometry. Importantly, unlike plasmonic bowties, all-dielectric bowties support the design 
freedom and fabrication tolerance to allow extreme light localization in either an air gap or a 
dielectric connection between the two sides of the bowtie, while maintaining a high Q [107]. If 
there is an air gap between the tips such that the interlocked geometry ends with a slot, then energy 
is confined to that air gap. Alternatively, if there is no gap between the tips, corresponding to an 
interlocked geometry ending with an anti-slot, then energy is confined within the tiny region of 
dielectric material spanning the tips.  
 
97 
 
5.3 Design of high Q photonic crystal cavity with deep sub-wavelength confinement  
In this section, we demonstrate the capabilities of the proposed bowtie PhC unit cell to form a 
cavity with deep subwavelength confinement comparable to plasmonic elements and ultra-high Q 
on par with PhC structures. Such a combination of ultra-low Vm and ultra-high Q was previously 
thought to be impossible for an all-dielectric structure. The confinement of light in a bowtie PhC 
cavity can be intuitively understood as a two-step process. First, light is confined within a unit cell 
by the well-known band gap confinement of PhCs. Then, the optical field within the unit cell can 
be redistributed by modifying the dielectric profile inside the unit cell where electromagnetic 
boundary conditions must still be satisfied – the dielectric bowtie design is one example of such a 
dielectric profile modification. Since the first step of light confinement is simply based on the 
creation of a photonic band gap, many different approaches can be employed to design the PhC 
cavity confinement of a bowtie PhC cavity. Any degree of freedom in the unit cell that perturbs 
the band structures can be used to design a PhC cavity. In this work, we demonstrate bowtie PhC 
cavities by modifying the (a) rotating the angle and (b) changing the air hole size of the bowtie 
unit cell presented above. 
 
5.3.1 Rotational angle modulated PhC cavity 
We select the bowtie unit cell for this demonstration and spatially vary the rotation angle of the 
unit cell to create a cavity. Figure 5.7 shows the band edge (k=0.5) frequencies of dielectric bowtie 
unit cells with different rotation angles. Similar to the band diagram in Figure 4.10 for R0 and R90 
unit cells, the air band of the R90-bowtie lies in the middle of the R0-bowtie band gap.   
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Figure 5.7 Band diagrams of dielectric bowtie unit cell with different rotation angles. The air band of the 
R90 bowtie unit cell falls in the middle of the band gap of the R0 bowtie unit cell. It is therefore possible 
to design a cavity to confine the band edge mode of a R90 unit cell by using R0 unit cells. Rotating the 
bowtie provides a natural way to taper the cavity from R0 to R90 and back to R0. Reprinted with permission 
from Ref. [96]. Copyright 2016 American Chemical Society.  
 
Accordingly, we place a R90-bowtie unit cell in the center of the cavity and use R0-bowtie 
unit cells to create mirrors on either side of the cavity.  As is the case for all 1D PhC cavities, the 
Q factor is governed in large part by the selected band gap tapering from the cavity to mirror unit 
cells and the number of mirror unit cells. For simplicity, we choose to transition between the R0-
bowtie mirror segments and the cavity center R90-bowtie unit cell by rotating the intermediary 
bowtie unit cells by 5 degrees per step in the taper segments as schematically illustrated in  Figure 
5.8a. Ten R0-bowtie unit cells are placed at each end of the PhC, serving as mirrors at the end of 
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the cavity. The taper segments between the mirrors and cavity increase the mode volume. 
However, in order to support a high Q-factor resonance, it is essential to form a Gaussian mode 
profile that minimizes losses. The bowtie PhC cavity possesses an ultrahigh Q of 1.76×106 at a 
resonance wavelength of 1496 nm with an ultra-small Vm of 5.6×10-4 (λ/n)3. Since the cavity is 
designed using slot terminated bowtie unit cells, the optical energy is highly localized in the air 
gap between the bowtie tips, as shown in Figure 5.9, and the refractive index n given in the mode 
volume of the bowtie PhC cavity is close to that of air. The mode volume is calculated as follows: 
𝑉 = 𝜖 𝐸 * 𝑑𝑉max	(𝜖 𝐸 *)																																																															(5.1) 
The mode profile shown in  Figure 5.8b along with a superimposed outline of the dielectric 
structure reveals that the electric field energy is concentrated between the bowtie tips, similar to 
the case for a plasmonic bowtie hot spot. By plotting the energy distribution on a log scale in  
Figure 5.8c, it is clear that the mode decays gradually into the mirror segments, giving a Gaussian-
shaped electric field profile ( Figure 5.8d) that minimizes radiation losses. The Fourier transformed 
field distribution shown in  Figure 5.8e confirms that the field components are localized at k=±π/a 
with minimal extension into the light cone. The electric field in the cavity center is more than 103 
times stronger than that in a planar waveguide (E0), and therefore the electric field energy density 
is more than 106 times larger than the input waveguide energy density, as confirmed in the electric 
field energy profile shown in  Figure 5.8f. This is the highest electromagnetic energy enhancement 
factor reported to date and it is at least two orders of magnitude larger than what is achieved in a 
plasmonic bowtie cavity. We note that optimization of the design parameters, such as the angle of 
the bowtie tip, the rotation step of tapering segments, and the number of mirror segments, may 
lead to bowtie PhCs with an even higher Q/Vm ratio. 
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 Figure 5.8 1D photonic crystal cavity design based on a bowtie unit cell. (a) The photonic crystal cavity is 
formed by gradually rotating a silicon bowtie unit cell from the R0-bowtie orientation in the mirror 
segments to the R90-bowtie orientation in the center of the cavity (5 degree rotation per unit cell). The 
calculated Q and Vm are 1.76×106 and 0.0005 (λ/n)3, respectively. (b) Linear and (c) log plot of mode profile 
with dielectric structure superimposed. (d) Electric field profile along a horizontal slice through the middle 
of the photonic crystal showing a gradual modulation of the electric field from cavity center to mirror edges. 
(e) 2D Fourier transform of the electric field distribution in (d), demonstrating good in-plane confinement 
of the mode. (f) Electric field energy profile along a vertical slice through the center of the bowtie photonic 
crystal cavity showing extreme energy localization. The electric field intensity in (d) and (f) are normalized 
to the maximum electric field intensity in a ridge waveguide (E0). Reprinted with permission from Ref. 
[96]. Copyright 2016 American Chemical Society. 
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Figure 5.9 Magnified images showing the dielectric and mode profiles in the center of the bowtie PhC unit 
cell. (a) Dielectric profile of the R90 bowtie unit cell. The beige color represents Si and black represents 
air. The mesh grid size is 2 nm. (b) Magnified image of the region in the red box in (a). (c) Mode profile of 
the bowtie unit cell shown in (a). (d) Magnified image of the region in the red box in (c). Both (b) and (d) 
show the same region.  
 
5.3.2 Bowtie photonic crystal cavity designed by modulating the air hole radius 
Figure 5.10a shows a PhC designed by varying the radius of the bowtie unit cell. The air hole 
radius is set to 150 nm for the center cavity unit cell and 187 nm for the mirror unit cells at each 
end of the cavity. The radius modulated bowtie PhC cavity is simulated using 3D FDTD analysis 
with a mesh size of 4 nm. The resonance wavelength is 1529 nm. The tapering strategy for the unit 
cells between the cavity center and end mirrors follows a quadratic modulation of the air hole 
radius. The air hole radius for each unit cell in the taper region is defined as:[99]  
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𝑟L = 𝑟'[1 + 𝑖𝑚 ]*																																																																				(5.2) 
where m can be found from 
𝑟 = 𝑟'[1 + 𝑁h𝑚 ]*																																																																		 5.3  
and i is the index number of the unit cell starting from the center of the cavity and moving 
symmetrically outward on each side of the cavity, Nc is the number of taper unit cells on each side 
of the center cavity, rm is the air hole radius of the mirror unit cell, and rc is the air hole radius of 
the center cavity unit cell. The central cavity unit cell is indexed as r0 such that r0 = rc.  
As shown in Figure 5.10b, the cavity Q exponentially increases with an increased tapering 
length between the cavity center and mirror unit cells while the mode volume increases linearly 
with tapering length, as shown in Figure 5.10d. These trends are consistent with previous reports 
on conventional dielectric mode nanobeam cavities with circular hole unit cells [95, 99]. An 
alternate approach to increasing Q without impacting the mode volume is to add more mirror unit 
cells, as shown in Figure 5.10c and d.  Increasing the number of mirror unit cells increases the 
confinement strength of the mirrors, which improves overall light confinement in the cavity 
without affecting the mode distribution in the cavity region. However, increasing the mirror 
strength will also make the cavity more challenging to couple into using an in-line coupling 
approach such as grating-coupling or butt coupling using tapered fibers.  
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Figure 5.10 Design of bowtie cavity by modulating the air hole size within the PhC unit cell. (a) Dielectric 
profile of radius modulated bowtie PhC design (white = air, black = Si) in the region near the cavity center 
and corresponding resonance mode profile. Dependence of bowtie cavity Q on (b) number of taper unit 
cells (Nc) between the cavity center and mirror unit cells and (c) number of mirror unit cells (Nm). While 
the Q increases with both Nc and Nm, the functional dependence is different. (d) Mode volume dependence 
on number of taper and mirror unit cells.  The mode volume linearly depends on tapering length but shows 
little dependence on the number of mirror unit cells because the mode does not significantly extend into the 
mirror region of the structure. 
 
5.3.3 Design of bowtie PhCs based on other degrees of freedom 
As introduced in Chapter 4, using our de novo design method, a PhC cavity can be designed based 
on any degree of freedom. Specific applications may require a design other than rotational and 
hole-size modulation. In additional, fabrication process may have different design tolerances. 
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Therefore, it is important to find the most appropriate degree of freedom in design that can be 
realized with high fidelity fabrication to enable the desired applications.  
 As an example, the PhC cavity could be designed based on a new degree of freedom not 
considered in this thesis: the connection width of the bowtie. As shown in Figure 5.11, the air band 
edge frequencies have a strong dependence on the connection width of bowtie, while the dielectric 
band edge frequencies are almost constant. This is because in the air mode the majority of the 
optical energy is at the bowtie tip connection and is highly sensitive to changes in the surrounding 
refractive index, while in the dielectric mode, majority of the light is in the silicon region between 
the air holes, and refractive index changes in the center of the air holes have very little overlap 
with the optical field. We note that for simplicity, the unit cell design in Figure 5.11 does not have 
a V-groove.  
 
 
Figure 5.11 Band gap changes with respect to the change of bowtie connection width.  
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5.4 E-field enhancement of designed bowtie cavity 
In order to further investigate the energy density enhancement in the bowtie PhC nanobeam cavity, 
which we attribute to both the high Q and low Vm of the designed cavity, we carried out a 
simulation to determine the electric field distribution of an air mode in a traditional 1D PhC 
nanobeam cavity with a nearly identical Q to a bowtie PhC cavity. Hence, the only difference 
between the two PhC cavities is the unit cell design and resulting mode volume.  Following the 
parameters described in Ref. [108] (nanobeam width = 700 nm, thickness = 220 nm. Nc = 25, 
Nm = 0, a = 450 nm, diameter of air holes varies from 297 nm at the edge of the cavity to 228 nm 
at the center of the cavity), an air hole radius modulated PhC nanobeam was simulated and was 
found to have Q = 8×108, as shown in Figure 5.12a and b [108].  Based on the simulations described 
in Figure 5.10, a radius modulated bowtie PhC was then designed to have a similar Q (Nc = 25, 
Nm = 10, Q = 6×108), as shown in Figure 5.12c and d. Therefore, with the simulation time fixed at 
104 fs, the fraction of field decay occurring in each cavity during the simulation time window 
should be approximately the same for both designs and the electric field intensities of the cavities 
can be directly compared. Examination of the electric field distributions in Figure 5.12b and Figure 
5.12d reveals that the peak electric field intensity of the traditional PhC nanobeam cavity with a 
circular air hole unit cell is ~ 500, while the peak electric field intensity of the bowtie PhC cavity 
is ~ 24,000. Therefore, the bowtie PhC cavity exhibits ~ 50 times higher electric field strength 
(~2500 times higher energy density) in the cavity center compared to a traditional 1D PhC cavity 
with similar Q.  The smaller mode volume in the bowtie PhC cavity (Figure 5.12d compared to 
Figure 5.12b) explains this enhancement as the bowtie design facilitates spatial localization of the 
electric field within the unit cell. We note that the enhancements found here are consistent with 
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the energy density enhancement factor reported in Figure 5.1 for the propagation modes of PhC 
waveguides (i.e., no cavity enhancement). 
 
 
Figure 5.12 Comparison between traditional 1D PhC cavity with circular air holes and bowtie PhC cavity. 
(a) Dielectric profile and (b) mode distribution on resonance (λ= 1570.42 nm) of traditional PhC cavity. (c) 
Dielectric profile and (d) mode distribution on resonance (λ = 1530.45 nm) of the bowtie PhC cavity. In the 
dielectric profiles, black represents Si and white represents air.  
 
5.5 Further confinement enhancement using V-groove 
The manipulation of two boundary conditions in Figure 5.1 also applies to the cross-section of a 
waveguide. Figure 5.13 shows how the optical mode changes when alternating boundary 
conditions supporting the slot and anti-slot effects are applied at the cross-section. Here, we 
assume the light is TE polarized (i.e., electrical field parallel to the y axis) and propagates along 
the x axis. A traditional slot cuts the waveguide into two halves along the y axis and pushes optical 
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energy into the slot region. If a connection bar is placed across the slot, the energy will be confined 
into this added connection bar by the anti-slot effect. Following the same analysis as in Figure 5.1, 
optical energy is progressively squeezed into smaller spatial extents as the interlocking of slots 
and anti-slots goes to higher orders, as showed in Figure 5.13. However, such higher order 
interlocked designs of a waveguide cross-section are not practical for fabrication. A feasible 
solution is to simplify the higher order slot and anti-slot interlocked configuration to be a V-groove 
at the center, as shown in Figure 5.14. The optical energy is pushed down to the bottom tip of the 
V-groove, resulting in a significantly reduced modal area of the waveguide.  
 
 
Figure 5.13 Various orders of interlocked slot and anti-slots in the cross-section of a waveguide. Higher 
order structures support lower mode volumes. 
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Figure 5.14 A practical design of a V-groove waveguide for optical energy confinement in the z-direction.  
 
A new unit cell combining the bowtie unit cell presented earlier and the V-groove is 
proposed in Figure 5.15. The PhC cavity is designed based on hole size modulation. The radius of 
the cavity center unit cell is r=150 nm; the radii of neighboring unit cells gradually increases with 
distance in a quadratic fashion from the cavity center to r=187 nm at the mirror unit cells. Band 
diagrams for both cavity and mirror unit cells are shown in Figure 5.15b. Cavity mode profiles at 
the band edge (kx=0.5) show that the optical energy is well-confined at the tips of bowtie and also 
squeezed in the z-direction by the V-groove. The Q-factor of a cavity with 20 taper unit cells and 
10 mirror unit cells is 6.5×106. Vm is calculated to be 6×10-4 µm3. Vm is usually normalized to the 
wavelength in the material, as shown in the Purcell factor calculation:  
𝐹) = 34𝜋* (𝜆𝑛) 𝑄𝑉 																																																										(5.4) 
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In this design, the optical mode exists in both air and silicon. The index n should be an 
effective index between nair and nsi. To decide the exact effective index requires rigorous 
simulations, we therefore make a simplification and normalize to the wavelength in silicon:   Vm 
=6×10-3 (λ/nsi)3. We note that this number represents the highest bound of the normalized Vm . The 
lower bound is the number normalized to the wavelength in air: 1.6×10-4 (λ/nair)3. 
 
 
Figure 5.15 Design of the photonic crystal using a bowtie shaped unit cell. (a) The cavity is formed with a 
center unit cell of 150 nm radius and mirror unit cells of 187 nm radii on both sides. The air hole size is 
gradually tapered from the center to the mirror segments. (b) The optical band structures of the cavity unit 
cell (red curve) and mirror unit cell (blue curve). (c) and (d) are top view (xy plane) and cross-section view 
(yz plane) of the air band edge mode of the center unit cell. (e) and (f) are the simulated resonance mode of 
the complete photonic crystal cavity. (e) Log plot of the resonance mode in the xy plane at z = 0 (at the half 
thickness). (f) Linear plot of the side-view resonance mode (xz plane) at y = 0. 
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5.6 Experimental considerations   
5.6.1 Bowtie tip rounding  
Fabricated bowtie PhCs are likely to have rounded instead of triangular tips. Therefore, to better 
understand the potential impact of this fabrication issue, we carried out simulations on a bowtie 
PhC with rounded bowtie tips (Figure 5.16). In order to resolve the curvature of the tips, the mesh 
size at the center of the unit cell (-1/2 radius to 1/2 radius of air hole) is chosen to be 1 nm. The 
gap between the tips is 8 nm. Using a radius modulated bowtie PhC cavity design with the same 
parameters as the bowtie cavity described in Section 5.3.2, we find that the rounded tip design is 
characterized by Q = 7 × 107 at a resonance wavelength near 1563 nm and Vm =1.003 × 10-3 (λ/nair)3. 
Hence, the bowtie cavity with rounded tips maintains deep subwavelength confinement with only 
a slightly decreased Q and slightly increased Vm compared to the same cavity with sharp pointed 
tips (Q = 6 × 108 and Vm = 8 × 10-4 (λ/nair)3, as presented in Section 5.3). 
 
 
Figure 5.16 Simulated unit cell in bowtie cavity with round bowtie tips. (a) Dielectric profile: red color 
represents Si and blue color represents air in the simulation. (b) Electric field profile (Ey) of structure shown 
in (a).  
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5.6.2 Fabrication imperfections 
The most detrimental fabrication imperfection for a PhC is inconsistency across different unit cells. 
In the bowtie PhC cavity, the majority of the electric field is confined between the two tips of the 
bowtie. Therefore, consistency of the tip profile across all unit cells is crucial for obtaining a high 
Q-factor. In order to investigate the fabrication tolerance to unit cell variations, we performed a 
simulation with a very rough mesh condition, as shown in Figure 5.17. A radius modulated bowtie 
PhC cavity design with 25 taper unit cells and 10 mirror unit cells (as presented in Section 5.3.2) 
was used for the investigation. The mesh size in each circular region encompassing the bowtie 
(illustrated by white dotted line in Figure 5.17) is defined as r/15, such that the mesh grid size 
varies as the radius changes in the radius modulated cavity. As a result, some bowtie tips are 
meshed as an air gap while others have a dielectric connection between the bowtie tips. This 
approach simulates the lowest bound of fabrication quality, which has a Q-factor of ~ 2.6 × 104. 
We note that the mode volume could not be accurately calculated from this simulation due to the 
chosen mesh conditions. When the same radius modulated bowtie PhC cavity was simulated with 
a finer, uniform 4 nm mesh (as in Section 5.3) that allows the bowtie tips of all unit cells to be 
resolved in the same way with a small air gap, the resulting Q-factor is four orders of magnitude 
larger (~ 6 × 108). 
Based on the presented analysis of bowtie tip rounding and fabrication induced unit cell 
inconsistency, it is highly likely that state-of-the-art CMOS lithography techniques will be able to 
produce high Q and low Vm bowtie PhC cavities.   
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Figure 5.17 Effect of different mesh conditions in FDTD simulations. A course mesh is used to simulate a 
worst case scenario for the fabrication imperfection of inhomogeneity across PhC unit cells.  The cavity Q 
is significantly degraded when the dielectric profile of the bowtie changes from unit cell to unit cell. The 
red color represents Si and the blue color represents air in the simulation. The white dotted square illustrates 
the specially meshed region.  
 
5.7 Fabrication of Designed Bowtie Photonic Crystal Waveguides and Cavities 
Because the exact dimensions of the bowtie connection region directly determine the degree of 
mode confinement, as discussed in Section 5.2, experimental realization of high Q and low Vm 
PhC cavities requires precise fabrication, demanding a critical dimension less than 10nm. This 
section will discuss the fabrication steps, challenges, and corresponding solutions to fabricate high 
fidelity bowtie PhC devices. All devices presented in this chapter were fabricated at the 
Microelectronics Research Laboratory (MRL) at the IBM Thomas J. Watson Center in Yorktown 
Heights, NY. There are four major steps in the fabrication process (Figure 5.18). First, global 
markers are patterned onto the wafer through deep ultraviolet (DUV) lithography for multi-step 
alignment. The second step is to expose the device patterns in electron beam lithography (EBL) 
and transfer them onto the Si layer through reactive ion etching (RIE). The third step is to define 
a SU8 polymer coupler to improve the coupling between the fiber tips (i.e., originating from a 
fiber-coupled laser and commonly terminated with lensed fiber) and on-chip waveguide. The last 
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step, which is followed only if undercutting of the PhC is desired, involves a wet etch to remove 
the oxide substrate and form a suspended structure.  
 
 
Figure 5.18 Outline of fabrication process. 
 
The PhC fabrication is carried out on a standard 200 mm CMOS fab line at the MRL. The 
etch depth of zero level (ZL) global markers needs to be around 1µm to obtain a clear contrast for 
accurate alignment during EBL. A Leica VB6-HR 100 kV electron beam lithography system is 
used to expose the designed pattern onto a thin layer of hydrogen silsesquioxane (HSQ) resist after 
the ZL marker etching is completed. To achieve high resolution definition of the pattern, the HSQ 
thickness is small - only 20 nm. However, a 60 nm organic planarization layer (OPL) is spun onto 
the substrate before the HSQ film to serve as a polymer hard mask that allows sufficient selectivity 
during pattern transfer to the substrate. After exposure and development, the patterns are 
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transferred into the OPL and Si device layers through two different RIE steps. Post RIE, the wafer 
is thermally oxidized to form a 4 nm oxide liner for partial recovery of etching damage and 
protection during subsequent processing. 
The most challenging part of the fabrication is to accurately resolve the bowtie tip with a 
sharp angle and define the V-groove at the bowtie connection. This is done by an innovative 
process developed for the bowtie PhC fabrication. A dose gradient is assigned in the EBL 
exposure, as shown in Figure 5.19. The dose at the bowtie center is increased by 300% with an 
additional 135% spot-dwell shot at center. The advantage of overdosing the bowtie tips is two-
fold. First, the smallest features are resolved better using higher EBL doses. Especially in the 
bowtie design, the specified critical dimension is less than 10 nm, which translates to only 2 to 4 
electron beam shots in the exposed area (FWHM of electron beam is about 5 nm). Therefore, it is 
important to increase the dwell time (dosage) at these regions to fully expose the resist. Second, 
the dose gradient is likely to result in a gray scale resist thickness profile, which can be transferred 
to the Si layer in the next step to form a V-groove. Figure 5.20 shows the detailed process to form 
a V-groove at the center of the bowtie. The etching step and thermal oxide growth that follow EBL 
further increase the cutting depth of the V-groove. SEM images of the device after each step is 
shown in Figure 5.21. The Si structure mostly follows the EBL resist mask patterns, with only 
slight shrinking of the bowtie width at the tip region.  
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Figure 5.19 Dose gradient of the bowtie region to improve resolution of the tip and form a V-groove in 
the out-of-plane direction. 
 
 
Figure 5.20 Process to define V-groove in the center of the bowtie connection region. 
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Figure 5.21 SEM images of bowtie cavities after each fabrication step. 
 
Using a technique similar to what has been previously reported, polymer mode couplers 
are fabricated using spun on negative resist (SU-8) and mid-UV (MUV) lithography to improve 
the coupling and reduce back reflections from the cleaved facets [109]. Figure 5.22 shows the SEM 
images of the chip after SU8 integration. The cross section of the SU8 polymer coupler is 
approximately 3 µm × 2 µm. The coupling efficiency is increased by 10 dB and the Fabry-Perot 
fringe amplitude is decreased from 2 dB to 0.4 dB when the SU8 coupler is added.  
Once the devices and polymer couplers are fabricated, depending on the future application, 
an undercut step can be applied to release the photonic device from oxide substrate and form a 
suspended structure. A9 PMMA is first spin-coated at 3000 rpm onto the wafer and then windows 
are opened over the PhC cavity regions via EBL, using the alignment markers from the first 
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fabrication step. The underlying BOX is etched away using Buffered HF (BHF) for 8 minutes. To 
achieve the best wet etching result, we take the sample out after every 1 minute in BHF solution, 
rinse it with DI water, dry it with nitrogen, and then put it back again. We repeat it for 8 times, 
giving a total etching time of 8 minutes. The PMMA resist layer is then removed with a 10-minute 
soak in acetone, rinsed with acetone and isopropyl alcohol, and dried with nitrogen. Figure 5.23a 
and b show the optical images before and after the undercut. The interference pattern around the 
undercut window under optical microscope in Figure 5.23b indicates the undercut distance. Figure 
5.23c-f show SEM images after the undercut. The tilted image clearly shows the V-groove profile 
at the center of the bowtie.  
 
 
Figure 5.22 SU8 couplers and the coupling improvement. (a) Top down SEM image of SU8 coupler aligned 
with Si waveguide. (b) Zoom in image of single SU8 coupler. (c) Cross section of SU8 coupler. (d, e) 
Comparison of waveguide transmission with and without SU8 coupler. Coupling efficiency increased 10 dB 
and back reflection is also reduced from 2 dB to 0.4 dB. 
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Figure 5.23 Optical and SEM images of bowtie PhC devices after wet etch. Optical microscope images of 
bowtie PhC devices (a) before and (b) after undercut process. (c) Top down and (d) tilted SEM images of 
bowtie PhC cavity after undercut. (e) Zoom in of top down image of single unit cell. (f) Zoom in of tilted 
image. 
 
5.8 Experimental Measurements and Analysis 
5.8.1 Tradeoff between transmission and Q factors  
The experimentally measured Qtotal is a combination of the intrinsic Qi of the cavity and coupling 
Qc, following the relation:  1𝑄NYNZ[ = 1𝑄L + 1𝑄h 																																																																									(5.4) 
Intrinsic Qi is usually determined by the fabrication conditions, such as side wall roughness, 
uniformity of the unit cells and other fabrication imperfections. Coupling Qc characterize the 
coupling strength between waveguide and resonator. As described by T=(Qtotal/Qc)2, there is a 
general tradeoff between Qc and transmission T [20]. High confinement between the waveguide 
and resonator results in a high Q-factor, but decreased transmission.  
119 
 
 
5.8.2 Measurements of bowtie PhCs with rotational design 
Figure 5.24 shows the fabricated rotational designed bowtie PhC cavity described in Section 5.3.1. 
The PhC is designed to have in-line coupling (also called “end coupling” or “butt coupling”) 
between the bus waveguide (i.e. ridge waveguide with no air holes) and PhC. For this coupling 
configuration, the photons at resonance frequencies have to tunnel through the mirror segments to 
enter the cavity. Therefore, the coupling coefficient between waveguide and cavity is decided by 
the mirror strength. The total mirror strength can be controlled by two design parameters: the 
mirror strength of each single mirror unit cell and the number of mirror unit cells. Regarding the 
strength of each mirror unit cell, we refer to the mirror strength calculation discussed in Section 
4.2 and first reproduce Equation 4.10 here for convenience: 
𝛾 = (𝜔* − 𝜔v)*(𝜔* + 𝜔v)* − (𝜔_wu − 𝜔')*𝜔'* 																																																	(5.5) 
where ω2, ω1 and ω0 are the air band edge, dielectric band edge, and midgap frequency of each 
segment, respectively, and ωres is the cavity resonance. Equation 5.5 can then be rewritten as:  
𝛾 = (𝜔yZ)/2)* − (∆𝜔)*(𝜔')* 																																																									(5.6) 
where ωgap= ω2 - ω1 is the band gap size.  ω0 = (ω2 + ω1)/2 is the center frequency of the photonic 
band gap. Δω= ωres –ω0 is the difference between midgap and resonance frequency.  
 Two key parameters for mirror strength are identified from Equation 5.6: the size of the 
photonic band gap, and the distance of the resonance to midgap frequency. Mirror strength is the 
strongest when 1) the size of band gap is maximized; and 2) the resonance frequency is placed in 
the middle of the band gap.  
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Referring to Figure 5.7, Equation 5.6 indicates that the mirror strength of the R0 unit cell 
should be strongest since it has the largest bandgap. The confinement strength of each individual 
unit cell can therefore be continuously tuned by changing the rotational angle as resulting mirror 
strength of the unit cell. As shown in Figure 5.25, both decreasing the angle of mirror unit cell 
toward the R0 condition and adding additional mirror units improve the confinement (Q) but 
decrease the transmission of the PhC. Among the devices shown in the figure, the PhC with 
rotational angle 18o as the mirror unit cell and no additional mirror unit cells has the highest 
transmission intensity for the fundamental resonance, but the weakest mirror strength, which leads 
to the lowest Q-factor. The device designed to have the strongest cavity confinement (0o rotational 
angle mirror unit cells and 3 additional mirrors) did not show clear resonances in the transmission 
spectrum due to the low transmission intensity. Similar tradeoff is observed in hole size modulated 
cavities as well. We note that the measured resonances are close to the air band edge, unlike the 
case for traditional photonic crystal resonators that are designed to support dielectric modes. This 
is consistent with our design approach in which the air band mode of the R90 unit cell falls deep 
within the bandgap of the R0 unit cell (Figure 5.7).  
 
 
Figure 5.24 SEM image of a rotational designed cavity. 
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Figure 5.25 Tradeoff of Q-factor and transmission of rotationally designed bowtie PhC cavity 
 
5.8.3 Measurements of bowtie PhCs with radius modulated design 
Figure 5.26 shows the measurements of a radius modulated PhC cavity with 20 taper and 10 
additional mirror unit cells. The radii of the center cavity and mirror unit cells are 150 and 187 nm, 
respectively. Figure 5.26b shows a zoomed in image of the unit cell highlighted in the red box in 
(a). The tilted SEM image in Figure 5.26c shows the V-groove in the z-direction. Transmission 
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measurement reveals a Q-factor of 1×105 for the fundamental mode at 1578.85 nm, as shown in 
Figure 5.26d. Assuming the band edge has unity transmission, the normalized peak transmission 
is only ~ 0.0378. Although higher Q-factors may be supported in devices with more mirror unit 
cells, these devices have even lower transmission intensity and the poor signal-to-noise ratio 
precludes identification of clear resonance peaks.  
 
 
Figure 5.26 Transmission of designed bowtie photonic crystal with radius modulation. (a) SEM image of 
the fabricated device. (b) Zoomed in image of the single unit cell highlighted in the red box in (a). (c) Tilted 
SEM image showing the V-groove in the z-direction. (d) Experimental measurement of the transmission 
spectrum. The fundamental mode shows Q ~ 100,000. 
 
5.8.4 Design of bowtie PhCs based on other degrees of freedom 
The cavity is designed by linearly changing the connection width from 60 nm to 0 nm over several 
taper units. Figure 5.30 shows SEM images of a fabricated device. The width of the 1D PhC 
nanobeam is 700 nm, diameters of air holes are 300 nm, the period is 450 nm and the cavity is 
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constructed with 20 tapers and 5 mirrors. Transmission of devices both with and without undercut 
are measured and compared in Figure 5.28. The undercut device shows a lower Q-factor (30,000) 
compared to the device that remains supported on the SOI wafer (50,000). Although not predicted 
in simulations, this reduced Q-factor is very likely due to surface roughness that was introduced 
during a wet etch undercutting process that was not performed under optimized conditions. 
 
 
Figure 5.27 SEM images of a fabricated connection-width modulated bowtie PhC cavity. The width of the 
beam is 700 nm, diameters of air holes are 300 nm and the period is 450 nm. The connection width of the 
cavity center unit cell is 60 nm and 0 for the mirrors.  
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Figure 5.28 Transmission of bowtie PhC cavities designed by connection width modulation, without (A) 
and with (B) undercut. The inserts show the zoomed in view of the fundemental resonance mode in the red 
box.  
 
5.9 Near-field scanning optical microscope (NSOM) measurement 
To experimentally verify the mode distribution in the bowtie PhC cavity, NSOM measurements 
were carried out. The NSOM data was collected at the Laboratory of Nanotechnology, 
Instrumentation and Optics at University of Technology of Troyes. The NSOM setup is shown in 
Figure 5.29 and complete specifications of the setup can be found in Ref.[110]. General 
information about NSOM measurements can be found in Ref.[111]. 
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Figure 5.29 NSOM setup (Figure courtesy of R. Salas-Montiel) 
 
Considering the practical constraints of the NSOM system, the high Q-factor device, (e.g., 
the one shown in Figure 5.26), is not ideal for NSOM measurement due to the narrow resonance 
bandwidth (~ 15 pm) and low transmission. Instead, a device is designed with reduced mirror 
confinement (5 mirror unit cells) to increase both the full-width-at-half-maximum (~ 50 pm) and 
transmission intensity (~ 0.2) of the fundamental resonance. The SEM and transmission of this 
device is shown in Figure 5.30. Although the Q-factor is reduced compared to the device with 
more mirror unit cells, Figure 5.10 suggests that the mode volume of the two cavities should be 
similar.  Hence, NSOM measurements on the device shown in Figure 5.30 can demonstrate the 
critical conceptual advance in this work – supporting a deep subwavelength mode in a dielectric 
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resonator – and, moreover, the NSOM results on this particular device with reduced number of 
mirror units can be directly translated to the higher Q cavities with additional mirror unit cells.  
All the simulated mode profiles shown earlier in this chapter are all collected at the center 
z-position within the PhC. Because the NSOM operates in tapping mode, oscillating between 0 
and 30 nm above the silicon surface, we also carried out a simulation of the mode profile 16 nm 
above the silicon surface as an estimation of the average scattering field that should be detected by 
the NSOM (Figure 5.32a). This simulated mode profile shows an expanded mode size due to the 
divergence from the point-like profile in Figure 5.15e, which is the mode at the middle height of 
the silicon slab. Figure 5.31 shows the results from a series of simulations and reveals that the 
mode size linearly increases with distance from the silicon surface. At 16 nm above the silicon 
surface, the estimated mode size is ~ 62 nm. Figure 5.32b and c show the atomic force microscope 
(AFM) measured topology and corresponding near field mapping as measured by the NSOM, 
respectively. The optical mode is shown to be confined at the bowtie tip and agrees well with the 
simulated field profile in Figure 5.32a. Figure 5.32d and e show the NSOM measured profile along 
x and y slices. We identify the silicon region as the shaded area in Figure 5.32d and e, based on 
AFM measurements (purple dashed line in Figure 5.32d and e). The simulated electric energy 
profiles are shown by the blue curves in Figure 5.32d and e. The NSOM measured profile (red 
markers) along y slice through the center of the cavity unit cell shows a sharp peak of the optical 
field distribution at the bowtie center, indicating a concentrated optical field. The mode size is 
estimated by the full-width-at-half-maximum of the optical field in the bowtie tip region (the white 
gap in the silicon region in Figure 5.32d) and measured to be ~ 80 nm. This is in reasonable 
agreement with the corresponding FDTD simulations of the expected mode size near the surface 
where the NSOM measures the scattered field for a photonic crystal with Vm ~ 6´10-3 (l/nsi)3
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Slight discrepancies between the experimental and simulation curves likely arise from NSOM 
detection of the Ez signal, while our photonic crystal is designed for TE polarized light (mainly Ey 
component).  
Different orders of PhC resonance are also measured by the NSOM, as shown in Figure 
5.33. As mentioned previously, since the bowtie PhC cavity is designed based on an air mode, the 
optical band edge is at a shorter wavelength than the resonances, as shown in Figure 5.33a. The 1st 
order resonance is the one at the longest wavelength and is most deeply confined within the band 
gap. The 1st order resonance is an odd mode with maximum optical field intensity at the center of 
the cavity and gradually decaying intensity into the mirrors on both sides of the cavity. The 2nd 
order resonance is an even mode, which has two maxima of the optical field on either side of the 
cavity and the minimum optical field intensity is in the cavity center. The 3rd order resonance is 
another odd mode but with three maximum points of the optical field. Figure 5.33b and c show the 
simulated mode profiles and NSOM mappings at corresponding wavelengths.  
  
128 
 
 
Figure 5.30 SEM image and transmission of the bowtie PhC characterized by a NSOM. (A) SEM image. 
The device has 5 mirror unit cells. The width of the nanobeam is measured to be 700 nm and the period is 
450 nm. (B) Transmission of the device. The Q factor is 30,000, making this device easier to measure with 
NSOM. 
 
129 
 
 
Figure 5.31 The divergence of the bowtie mode as the detection plane moves away from top surface of the 
device. (A) A series of mode profiles at different distances from the top surface. (B) The mode size is 
extracted as the full-width-at-half-maximum of the electric energy profile. The plot shows the size linearly 
increase with the distance away from silicon surface. The circle in the plot indicates the average distance 
where NSOM measures the electric field. The mode size is estimated to be around 62 nm. 
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Figure 5.32 Analysis of mode size through NSOM measurements. (a) Simulated mode profile near the 
surface where the NSOM measures the scattered field (16 nm above silicon surface). (b) and (c) AFM 
measurement and corresponding optical field mapping obtained using the NSOM. (d) and (e) NSOM 
measured profile along vertical (y-axis) and horizontal (x-axis) slices, respectively. 
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Figure 5.33 Measured near-field of different order resonances. (a) Transmission spectrum of the bowtie 
PhC. (b) Simulated optical field at different wavelengths corresponding to different order resonances. 
(c) NSOM mapping of the corresponding optical modes. 
 
5.10 Conclusion 
As confirmed by both theoretical analysis and experimental data, we demonstrated that it is 
possible for dielectric cavities to simultaneously support a deep subwavelength confined optical 
mode and maintain an ultra-high Q-factor. Using bowtie-shaped unit cells in a 1D PhC cavity, we 
demonstrate a mode volume as small as that of a plasmonic resonator (Vm = 6 × 10-4 µm3) with 
temporal confinement as long as that of a dielectric resonant cavity (Q ~ 6.5 × 106 simulated and 
1 × 105 measured). We believe that the novel design method presented here, accompanied by 
experimental realization, is an important milestone that could inspire new photonic device designs 
that support record performances across a broad range of optical applications.   
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    CHAPTER 6   
CONCLUSIONS 
6.1 Overview  
In this work, the enhancement of light-matter interaction was investigated from three perspectives: 
increased external perturbation, increased overlap between the external perturbation and the 
optical field, and increased optical field strength. The enhanced sensitivity was demonstrated via 
design, theoretical analysis, numerical simulation, fabrication, and experimental characterization.  
 
6.1.1 Amplifying the sensing signal through increased bioreceptor density 
One commonly overlooked variable in the design of label-free optical biosensors is the bioreceptor 
density. As the size of nanophotonic sensors decreases, the active sensing region is also reduced 
and leaves few binding sites for bioreceptors. For this reason, although the optical field is 
concentrated, the detection sensitivity does not scale with the energy density. To overcome this, in 
Chapter 2, we considered the immobilization of bioreceptors in our design. For DNA detection, 
we compared two different immobilization methods: a traditional direct conjugation method and 
a novel in-situ synthesis method. Our results show that both sensitivity and response time scale 
with bioreceptor density and increases by 5 times when the in-situ synthesis method is used. 
 
6.1.2 Increase the light-matter interaction through expanded modal overlap 
In Chapter 3, we optimized the spatial overlap between the optical mode and the accessible near-
surface dielectric environment by undercutting TM-mode micro-ring resonators to form suspended 
structures. The benefit of this design for biosensing is in two-fold. First, the bottom surface of the 
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ring is opened for biomolecular access, therefore increasing the active sensing area. Second, by 
removing the substrate, the effective index of the TM waveguide is decreased, resulting in a more 
delocalized mode that has more interaction with surface-bound molecules. Our experimental data, 
supported by finite-difference time-domain simulations and mode analysis exhibits a two-fold 
enhanced optical detection sensitivity compared to traditional, supported TM-mode micro-ring 
resonator sensors. Highly sensitive detection of heat denatured Herceptin, an important breast 
cancer therapeutic, was demonstrated using suspended Si micro-ring resonators.  
 
6.1.3 Design and fabrication of photonic resonators with high Q and low Vm 
Chapter 4 and 5 were dedicated to a de novo PhC method. We provided a comprehensive review 
of a de novo PhC design method. By manipulating the unit cell, we demonstrated unprecedented 
control over the band structure. The addition of sub-wavelength photonic elements within the unit 
cells gives PhCs special functional properties (e.g., deep sub-wavelength confinement) that 
otherwise would not be possessed in traditional PhC. We designed a bowtie shaped PhC unit cell 
that enabled the realization of high Q-factor and low mode volume PhC cavities in both FDTD 
simulation and experiments. The fabricated bowtie PhC cavities can be utilized as a platform for 
various strong light-matter interaction applications, including low detection limit sensing, 
optomechanics, optical trapping and enhanced fluorescence emission.  
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6.2 Future work 
6.2.1 Side coupling design to improve measured transmission 
Instead of in-line coupling between input waveguides and PhC cavities, a side-coupling 
configuration could be used. Figure 6.1 shows the SEM images of side-coupled bowtie PhC 
cavities. In these designs, the coupling waveguide width is tapered to 300 nm at the coupling point 
on the top of curved section of the waveguide. The bending radius of the coupling waveguide is 
r=10 µm. In the initial parameter sweep, the gap is varied from 100 to 300 nm at 50 nm increments. 
The 300 nm gap leads to the highest measured PhC Q-factor among these cavities, but we believe 
an even higher Q-factor can be achieved with further optimized coupling conditions.  
 Figure 6.2 shows the measured transmission spectrum of a side-coupled rotational designed 
bowtie PhC cavity. The cavity is designed with 18 taper units with linear tapering profile of 
rotational angle and 0 additional mirror units.  The Q-factor of the device without undercut is 
relatively low (Figure 6.2a) and indicates an over-coupled condition. The undercut process 
removes the substrate oxide and increases the confinement of the mode. Therefore, the coupling 
strength is decreased and is closer to the critical coupling condition. Figure 6.2b shows an 
improved Q-factor (Q ~ 15,000) in the suspended device. 
 
 
Figure 6.1 SEM images of side coupled bowtie PhC cavities.  
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Figure 6.2 Tranmssion spectra of side-coupled rotational designed bowtie PhC cavity. (A) Measured 
spectrum without undercut. (B) Spectrum with undercut. Insert is the zoomed in image of the fundemental 
resonance marked in the red box.   
 
 In addition to the rotational bowtie PhC design, we also tested a novel design with side-
coupling. In this new design, 39 unit cells with the same radius (r=150 nm) are designed as the 
cavity and 11 mirror unit cells with radii r=185 nm are added on both sides of the cavity region 
for confinement. Similar to the side-coupled rotational designed cavity, the coupling waveguide 
approaches the cavity center of this newly designed cavity with the same design as the side coupled 
rotational cavities. The design schematic and SEM image of the fabricated device are shown in 
Figure 6.3. Figure 6.4 shows the measured transmission of supported (A) and suspended devices 
(B). The Q-factor of the suspended device is measured to be ~ 120,000, suggesting that the side-
coupling approach holds great promise as a measurement configuration for bowtie PhCs. 
Interestingly, although not using taper segments leads to large losses for in-line transmission 
measurements due to the modal mismatch between the mirror and cavity unit cells, the side-
coupling approach mitigates this challenge by coupling directly into the center of the cavity region. 
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Further design analysis is needed for the cavity presented in Figure 6.3 and Figure 6.4 to achieve 
an optimal Q/Vm ratio.   
 
 
Figure 6.3 Design and SEM images of a side coupled bowtie PhC cavity with repeated identical unit cells 
as cavity.  
 
 
Figure 6.4 Measured transmissions of the side coupled bowtie PhC cavities with repeated identical unit 
cells as cavity.  
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6.2.2 Free space coupling: design of a guided bowtie PhC resonator 
To this point, all photonic resonators discussed in this thesis are all based on waveguiding modes 
and cannot be efficiently coupled from free space. However, many applications require free space 
coupling, such as surface enhanced Raman spectrometry, photodetectors, solar cells, free space 
lasers and high harmonic generation. As discussed in Section 1.1.3 in Chapter 1, the 2D PhC only 
has an in-plane band gap. However, the Г point in the PhC band diagram is very special because 
it represents an infinitely long spatial period in real space. This infinitely long spatial period means 
the mode is a standing wave (spatially invariant) and is only oscillating in time. In fact, light is 
capable of coupling into the 2D PhC slab from free space at the Г point in the photonic band 
diagram, as shown in Figure 6.5 [112, 113]. The mode profiles at the on- and off-resonance 
frequencies are shown in Figure 6.6. Based on this idea, we can design a bowtie shaped unit cell 
in 2D PhC slab. Figure 6.7 shows the simulation of such a structure. From this initial simulation 
result, the electrical field strength at resonance frequency of the “bowtie mode” (Figure 6.7c) is 10 
times higher than in PhCs with circular unit cells, suggesting that the 2D bowtie PhC may be 
advantageous for free space optics applications.   
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Figure 6.5 Guided PhC resonance. (a) Band diagram of a 2D slab PhC. Light is capable of coupling into 
the slab mode at the Г point [31]. (b) Illustration of top coupling from free space into the PhC guided 
resonance. (c) The transmission spectrum is typically characterized by a Fano resonance [113]. Figures 
reproduced with permission from ©2014 Elsevier. 
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Figure 6.6 On- and off-resonance conditions of the guided resonance in a 2D PhC slab [113]. Figures 
reproduced with permission from ©2014 Elsevier. 
 
 
Figure 6.7 Simulation results of the 2D bowtie PhC slab coupled from free space. (a) Transmission 
spectrum. Insert shows the unit cell design. The period is chosen to be 440 nm × 440 nm and the radius is 
80 nm. (b) Mode profile of the resonance at 1086 nm and (c) mode profile of the resonance at 1174 nm. 
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