Introduction and main definitions
Let n ∈ N and C n = {z = (z 1 , . . . , z n ) : z k ∈ C, 1 k n} be the n-dimensional space of complex coordinates. We denote the unit polydisk by U n = {z ∈ C n : |z k | < 1, 1 k n} and the distinguished boundary of U n by T n = {z ∈ C n : |z k | = 1, 1 k n}.
By m 2n we denote the volume measure on U n and by m n we denote the normalized Lebesgue measure on T n . Let H(U n ) be the space of all holomorphic functions on U n . When n = 1, we simply denote U 1 by U, T 1 by T, m 2n by m 2 , m n by m. We refer to [5] and [11] for further details.
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The Hardy spaces, denoted by H p (U n ) (0 < p ∞), are defined by H p (U n ) = {f ∈ H(U n ) : sup 0 r<1
M p (f, r) < ∞}, where
ξ∈T n |f (rξ)|, r ∈ (0, 1), f ∈ H(U n ).
As usual, we denote by α the vector (α 1 , . . . , α n ).
For α j > −1, j = 1, . . . , n, 0 < p < ∞, recall that the weighted Bergman space A p α (U n ) consists of all holomorphic functions on the polydisk such that
(1 − |z i | 2 ) αi dm 2n (z) < ∞.
When α 1 = . . . = α n = α then we use notation A p α (U n ).
Let Z n + = {(k 1 , . . . , k n ) : k j ∈ Z + = N ∪ {0}},
. . , k n ) : k j ∈ Z − , j = 1, . . . , n}.
If u is n-harmonic (harmonic in each variable), then as usual u(r 1 e iϕ1 , . . . , r n e iϕn ) = We define the fractional derivative of order α of an n-harmonic function in the usual way as follows , α j > −1.
Let further h p ( α) = u is n-harmonic:
(1 − |z k |) α k |u(z 1 , . . . , z n )| p dm 2n (z) < ∞ , 0 < p < ∞, α k > −1, k = 1, . . . , n. Note that it is easy to check that D α u is n-harmonic if u is n-harmonic.
We will call a function u pluriharmonic if u = Re(f ), f ∈ H(U n ) and we denotẽ h p ( α) = {u is pluriharmonic: u h p ( α) < ∞}.
Throughout the paper, we write C (sometimes with indices) to denote a positive constant which might be different at each occurrence (even in a chain of inequalities) but is independent of the functions or variables being discussed.
The notation A ≍ B means that there is a positive constant C, such that B/C A CB. We will write for two expressions A B if there is a positive constant C such that A < CB.
Let us reiterate the main definition.
Definition 1 (see [5] ). Let X ⊂ H(U ), Y ⊂ H(U n ) be subspaces of H(U ) and H(U n ). We say that the diagonal of Y coincides with X if for any function f, f ∈ Y, f (z, . . . , z) ∈ X , and the reverse is also true: for every function g from X there is an extension
.
is an arbitrary analytic extension of f from the diagonal of the polydisk to the polydisk. The problem to studying the diagonal map and its applications was suggested for the first time by W. Rudin in [11] . Later on, several papers appeared where complete solutions were given for classical holomorphic spaces such as the Hardy and Bergman classes, see [5] , [6] , [8] , [12] , [16] and the references there. Recently the complete answer was given for the so-called mixed norm spaces in [10] . For many other classes the answer is unknown. The aim of this note is to add various new results in this research area. Theorems on the diagonal map have numerous applications in the theory of holomorphic functions (see, for example, [2] , [14] ). Analogues of the diagonal map problem, the so-called trace problems in various functional spaces in R n , are well-known (see, for example, [9] ). This paper is organized as follows. In the second section we collect preliminary assertions. In the third and fourth sections we present various new results concerned with the so-called diagonal map operator in the polydisk; practically all results from these sections were previously known for particular values of the parameters or are obvious for the case of the unit disk.
Preliminaries
We need the following lemmas.
Lemma 1 [1] . Let 0 < p < q < ∞, and let µ be a positive Borel measure in the unit disk. If µ{z ∈ U : |z − ξ| < r} < Cr q/p for each ξ ∈ T and each r > 0, then
where X is a Banach space in U or a quasinormed space.
P r o o f. We restrict the proof to the case of n = 2. The general case can be considered similarly. We have obviously
The proof is complete.
Hence we have
Vector valued embedding theorems, maximal operators and diagonal mapping
The goal of this section is to show how vector valued embeddings and estimates for maximal functions can be used for the study of the operator of diagonal mapping. In this section we also completely describe traces of some holomorphic classes in the polydisk on the diagonal (z, . . . , z).
In [6] authors gave a partial solution of Rudin's problem providing, in particular, the following assertion.
where g(z) = (Df )(z) = f (z, . . . , z).
We provide below generalizations of this result.
We use an idea which appeared in [1] for the study of Hardy classes in the polydisk. Let n = 2. The general case can be considered similarly by a small modification of the proof we provide below. Let f :
is the closure of polynomials depending on z with values in X
Since by Lemma 3 the measure µ(
, and we have the estimate we need from the last two inequalities.
To get the second estimate of the theorem we use the fact that (see [5] )
for p = 1 and the estimate (see [5] )
The theorem is proved.
Remark 1. The first assertion in Theorem 1 for p 1 = . . . = p n is well-known (see [1] ) and plays a crucial role in the description of the dual of Hardy classes H p , p < 1 on the polydisk (see [1] ).
We give now another extension of a theorem of P. L. Duren and A. L. Shields using the classical interpolation theorem.
n > 1, and
So our theorem improves Theorem A from [6] .
P r o o f of Theorem 2. We will show Theorem 2 for n = 2. The general case can be obtained similarly. Let f ∈ H p (U 2 ). Then by the Poisson integral representation
We choose s > 1, 1
Then by Hölder's inequality
Note that the last estimate is well-known for n = 1 :
To get the estimate, we need we apply the classical Marcinkiewicz interpolation theorem to the following function Φ,
Since {r ∈ (0, 1) :
Hence by putting s = 1 2 (p + q), s = 1 and applying the Marcinkiewicz interpolation theorem we get the estimate we need
The proof of the theorem is now complete.
Below we provide a complete description of the diagonal of some analytic classes based on Lorentz spaces on the unit circle.
where
We put q = ∞ to get a half of the theorem. Let us prove the reverse. Let n = 2. The general case can be obtained by a small modification. Let α be sufficiently large positive number. We put
where C α is the Bergman projection constant. Obviously
And moreover by a well-known characterization of the L q,∞ classes (see [7] )
Note that our integral over the unit circle is a convolution of two functions. Hence we can apply the well-known Young's inequality for convolutions in Lorentz clasess (see [7] )
where α is big enough.
Note now
Further for α > 0
Therefore by using (2) twice for β = 1) we get finally what we need. The theorem is proved.
Remark 3. We note also that in Theorem 3 we can replace the L p,∞ classes by
Since it is known that (see [12] 
n > 1, 0 < p < ∞, then we can apply it to the slice function
Moreover if
, 0 < p < ∞, n > 1 (see [12] ) and T n, α (f ̺ ) = F ̺ . The last equality follows from
Collecting the arguments we gave above, in the following theorem we provide a description of the diagonal of weighted Hardy spaces. Note that this description was missing in the recent paper [10] .
We will provide now the description of the diagonal of the A p,∞ α classes, also for p = ∞. Let S be a set of positive measurable functions w on (0, 1) such that m w w(λr)/w(r) M w , for all r ∈ (0, 1), λ ∈ [q w , 1] and some fixed M w , m w , q w such that m w , q w ∈ (0, 1), M w > 0. The classes S were studied in [15] . Let α w = log m w / log q w , then it can be shown that w(x) ∈ [x αw , x −βw ], x ∈ (0, 1),
, w ∈ S, (see [13] , [15] ).
Let further Λ w1,...,wn,β = {f ∈ H(U n ) : sup
In our next theorem we describe the diagonal of Bloch type classes with general weights in the polydisk. P r o o f. One part of the theorem is trivial. To prove the reverse we need the following estimate (see [13] )
We have as above for any positive τ
Hence using (3) for γ = 0 and Hölder's inequality for m functions we have
The proof of the theorem is complete.
Remark 4. The corresponding theorem for little Bloch-type classes can be proved similarly.
The expanded Bergman projection
where w = (w 1 , . . . , w n ) ∈ U n , C(n, α) is the Bergman constant from the Bergman representation formula, plays a crucial role in the study of the diagonal map (see [5] , [8] , [10] , [16] and the references there).
We will now provide new estimates for this operator using, in particular, Steintype maximal functions from [18] . At the same time we extend previously known estimates.
Remark 5. Putting n = 1, α = 0, β = 0 in the first estimate of Theorem 6 we get the following well-known estimate for H p classes (see [5] , Chapter 1)
Putting n = 1, α = 0, t = −2 in the second statement of Theorem 6 we get the well-known estimate (see [1] , Theorem 2.5, [4] , [5] )
P r o o f of Theorem 6. Let T 2,0 (f ) = Φ(z 1 , z 2 ). Then, by using Hölder's inequality we obtain
Hence since β ∈ (0, 1 2 ) and α > β,
Note that
Hence
Obviously for γ ∈ (1, 2 − 2β), β ∈ (0, 1 2 ),
Therefore it is enough to use the estimates for Stein-type maximal functions [18] 
, to get what we need. So the proof of the first estimate is complete. Let us prove the second estimate. First, we have the following chain of known estimates (see for example [4] ).
where M H−L f is the classical Hardy-Littlewood maximal operator, and
where µ is a positive Borel measure, 0 <p < ∞, f is measurable in U and as usual
where z 1 , z 2 ∈ U and C(α) is the Bergman projection constant. Further on, by using (4) and applying Hölder's inequality twice, we get
Using Fubini's theorem and a duality argument
Hence using (6) and the estimate
where M H−L is the Hardy-Littlewood maximal function. We used the fact that
From the last estimate, Hölder's inequality and (5) we finally get
The proof of Theorem 6 is complete.
Sharp diagonal mapping theorems can be obtained in various spaces of harmonic functions. We give an example.
Remark 6. Since theh p ( α) classes contain the holomorphic Bergman spaces in the polydisk, Theorem 7 can be considered as an extension of the theorem on the diagonal map in A p α (U n )-the Bergman classes in the polydisk (see [5] ).
P r o o f of Theorem 7. The proof of Theorem 7 almost repeats the corresponding proof for the classical Bergman classes in the polydisk (see, for example, [12] ). We add some needed remarks. For every harmonic function v such that
Note thatu(z, . . . , z) = v(z), z ∈ U n and u is a pluriharmonic function. Indeed to prove the last assertion we have
Our intention is to find new inequalities for holomorphic functions in U n , which is its subvariety V. The following known estimate gives an example [12] ).
Obviously both sides of this estimate "tend" to H p (U ) for n = 1.
To get similar inequalities for the variety V , we will need some assertions from Clark's paper.
Any analytic function in V can be represented as
In [3] Clark defined Hardy space quasinorm on V as follows
where dµ e iθ is an appropriate atomic measure in the mentioned representation and
. . , n, λ ∈ U, where the sum on k is over all η k .
Remark 7. Note that when
and in (7) all expressions are equivalent to T |f (rξ, . . . , rξ)| p dξ.
We define Bergman classes on V as follows (see [3] )
. . . 1 − B j (w j )B j (z j ) 1 − w j , z j dµ e iθ (w)(1 − r 2 ) N −2 r dr dθ 1 − rB j (w j )B j (z j ) , z j ∈ U , f ∈ H(U N ) and f | V = F (see [3] ).
Moreover, we obviously have the following estimates using Lemma 2 |f (z 1 , . . . , z N )| C (1 − |z k |)
Remark 8. Both estimates in Theorem 8 were previously known for particular values of V, (see [5] , [8] , [17] ). If V = {(z, . . . , z)} then the first estimate gets the following form (see [17] Acknowledgement. We thank Trieu Le for some valuable discussions.
