Abstract-Increasing sizes of benchmarks make detailed simulation an extremely time consuming process. Statistical techniques such as the SimPoint methodology have been proposed in order to address this problem during the initial design phase. The SimPoint methodology attempts to identify repetitive, long, large-grain phases in programs and predict the performance of the architecture based on its aggregate performance on the individual phases. This study attempts to compare accuracy of the SimPoint methodology for the SPEC CPU 2006 benchmark suite with that of SPEC CPU 2000 and to study the large-grain phases in the two benchmark suites using the SimPoint methodology. We find that there has not been a significant increase in the number of simulation points required to accurately predict the behavior of the programs in SPEC CPU 2006, despite its significantly larger data footprint and dynamic instruction count. We also find that the programs in both benchmark suites have similar characteristics in terms of the number of phases that contribute significantly towards overall behavior, further emphasizing the similarity between the two benchmark suites with respect to the number of simulation points required for similar accuracies.
I. INTRODUCTION
The SPEC CPU 2006 suite, the latest SPEC CPU benchmark suite provided by the Standards Performance Evaluation Corportation [7] , consists of 12 integer and 17 floating point programs. The programs have significantly larger dynamic instruction counts and data footprint than the earlier SPEC 2000 benchmark suite [2] . The increased runtime of the programs due to the combined effect of the increased data footprint and dynamic instruction count make detailed simulation on a software-based micro-architectural simulator impractical. The SimPoint technique was proposed by Sherwood et al. [3] as a means of reducing effective run time of programs without inducing significant errors. The technique takes advantage of the fact that programs in the SPEC suite exhibit long repetitive phases of execution. Therefore, simulation of phases that are representative of these repeating phases should suffice towards providing a reasonably accurate prediction of performance of the architecture. The methodology actually uses a proxy for the unique phases, called simulation points, the details of which shall be presented in Section II.
The accuracy of the SimPoint methodology depends on the number of unique phases that are specified to be uncovered. Too many simulation points could result in longer simulation time and/or resources, and too few would result in large errors. Since SPEC CPU 2006 has at least an order of magnitude larger number of dynamic instructions than SPEC CPU 2000, one might expect that it would have a larger number of unique phases and hence require larger number of simulation points. Unfortunately, it is hard to know how many simulation points would suffice for low error in prediction without doing a validation of the methodology. This validation process would involve running the program in its entirety and comparing the results thus obtained with those obtained through the use of the SimPoint methodology.
Since the process of identifying SimPoints is ISA independent, validation on an x86 machine would validate the process across any other ISA. We compare the number of simulation points required for producing accurate results with SPEC CPU 2006 with those obtained using SPEC CPU 2000 and compare the results. The major contributions of this work are:
1) Validation of SimPoint for SPEC CPU 2006. This will provide justification for the use of the technique to accelerate simulation using this benchmark suite. 2) Contrasting the number of unique phases required for accurate simulation of programs in SPEC CPU 2006 with that of SPEC CPU 2000. It is impossible to know how many simulation points are required for low error without such a study. Also, we study the similarity in the distribution of phases in terms of their contribution towards overall execution. We expect that our work will provide a reference for architects to make an informed decision about the number of simulation points that would be needed to have low error while using the SimPoints methodology with SPEC CPU 2006.
II. BACKGROUND
We use the PinPoints tool provided by Intel Corporation in order to identify the simulation points in the program. PinPoints uses the PIN tool to extract program characteristics from x86 binaries, which can then be used by the SimPoint tool. Thus, it eliminates the need for a functional simulator by allowing code to run directly on real hardware. The details of the SimPoint methodology and the PinPoints tool are presented below.
A. SimPoint
The SimPoint methodology provides a means of identifying and isolating unique phase behavior that exist in many programs. A phase may be thought of as a region of execution when the program execution is stable -the program exhibits a relatively constant CPI, cache misses etc. The SimPoint methodology involves uncovering all phases in the dynamic execution stream, grouping similar phases together, and picking a representative phase from each group.
The first step in this process involves slicing the dynamic execution trace into chunks of a fixed size. Large slices may fail to capture certain short-lived phase behavior but can generate reasonably accurate results without the need to warm up the caches. Reduction in the size of slices makes each simulation point susceptible to errors due to cold cache misses, but will identify phases of shorter duration, and may therefore lead to better simulation accuracy.
The next step is to identify characteristics that can be used to measure similarity between slices. Towards this end, the SimPoints procedure creates Basic Block Vectors (BBV) for each slice. Each BBV contains the product of the number of times the basic block was executed and the number of instructions in that basic block. This is used to group similar slices together. A representative slice is then chosen from amongst them, which is called a simulation point or SimPoint. Simulation of these slices followed by a weighted addition of results obtained through this process may be used to predict the behavior of the entire program on the architecture. Clustering algorithms may be used to achieve this goal; however, highly dimensional data causes these algorithms to run very slowly. The basic block vectors are therefore normalized and random linear projection is used to reduce the dimensionality of the basic block vectors down to 15. K-means clustering is now used to form clusters of similar slices. K-means algorithm involves assigning a set of points randomly as cluster centers in the multi-dimensional space, assigning each slice to the closest center, and then iteratively assigning cluster centers to the centroid of each such cluster. The algorithm terminates once there is no change in cluster center position or a maximum count is reached. Since Kmeans algorithm requires the number of centers to be known a priori, the algorithm is run multiple times with multiple centers, and Bayesian Information Criterion (BIC) is used to pick the smallest value of K that produces the best fit for the clustering.
At the end of the process, a representative slice is picked from each cluster, which is called a simulation point. Each SimPoint is weighted based upon the size of the cluster it represents. Now detailed simulation needs to be done starting at the SimPoints, over the length of the slice. A weighted addition of the parameter of interest (such as CPI) is used to predict the parameter of a complete simulation. Since the simulation points are independent of one another, they can be run in parallel, resulting in a significant reduction of simulation time.
Sherwood et al. use slices of 100 million instructions, with up to 10 simulation points in order to validate the procedure using the SimpleScalar simulator running SPEC CPU 2000 Alpha binaries, which resulted in an average IPC error of 3% [3] . The process was also verified for L1 and L2 cache miss rate and branch prediction accuracy.
B. PinPoints
PIN [6] , [9] is a dynamic instrumentation tool targeted at Intel R Xscale, x86 and IA64 platforms. It provides a rich set of APIs that can be used to study various characteristics of program behavior at the level of the ISA. Since the program is instrumented dynamically and runs natively on hardware, using PIN provides orders of magnitude of speedup over a functional simulator. PinPoints [8] PinPoints provides tools to analyze the dynamic instruction trace of the program and produce a basic block vector, which can be used to identify simulation points using the SimPoint methodology. The identified simulation points can then be used to simulate various microarchitectural features such as cache hierarchies and branch predictors, using PIN. These simulation points can also be used in a detailed x86 simulator to predict parameters such as CPI, cache miss rates and branch predictor accuracies. Using a maximum of 10 simulation points with each slice of size 250 million instructions, they reported CPI errors of less than 10%, on multiple processor configurations. The procedure was also verified by comparing the results obtained by executing identified simulation points on a detailed microarchitectural simulator with a complete run on real hardware. In this case too, the procedure compared favorably, with low errors on most programs.
III. EVALUATION SETUP AND METHODOLOGY
The programs in the benchmark suite are first profiled using the PinPoints tool in order to generate the BBVs, which are then processed using the SimPoint methodology to obtain the simulation points and their corresponding weights. We compare the errors obtained from predicting CPI, L1 and L2 cache misses using the SimPoints methodology for SPEC CPU 2006 and SPEC CPU 2000, for the same maximum number of simulation points. In order to do this, we would need data on CPI, L1 and L2 cache misses per kiloinstruction (MPKI) for the complete run of each program in the benchmark suites as compared to the weighted aggregate of these respective metrics measured at each simulation point, over the length of a SimPoint slice. We also need to select a maximum possible number of simulation points for the K-means clustering algorithm. The smaller the maximum, the greater is the potential error due to the shortage of representative simulation points. The program could have had many repetitive phases, but by selecting a low maxK, we may force it to compromise in its selection of representative points. In order to minimize this effect, we fix the maximum number of simulation points (maxK value) to 30. As can be seen in Table I and Table II , most programs are well short of the maximum number of simulation points.
We use a SimPoint slice of 100 million instructions, which is the same size as that used by Sherwood et al. [3] while evaluating the SimPoints methodology. The rationale behind the use of large slices is that they minimize the effect of cold misses in the cache for each simulation point and therefore, warming up of the caches prior to execution of each simulation point is unnecessary [12] . We use pfmon [10] to measure both the overall metrics as well as the metrics at each simulation point. Pfmon reads the performance monitoring counters of the processor. We run each program one at a time on an Intel R Pentium R 4 machine with hyper-threading, running at a clock frequency of 2. [14] to pick one representative input for the program. A complete run of each benchmark program is first performed, and the aggregate information of instructions retired and the number of clock cycles consumed in the process is directly reported using pfmon. Then a second run is performed in which the corresponding counter is sampled using pfmon is sampled every 100 million instructions. The difference between the value at the start of the simulation point and the subsequent sample is used to compute the number of clock cycles elapsed during that simulation slice, taking counter overflows into account. This process effectively provides a warmedup cache for each simulation point. However, since a large simulation point is not significantly affected by the state of the cache, we do not expect our results to be far from what would have been obtained using a cold cache. A similar approach was used by Patil et al. [8] in their work to validate PinPoints. We run each of the above simulations three times and pick the lowest value obtained, in order to minimize errors due to interference from other processes that may have been running at the time. The process is repeated to obtain the L1 and L2 Misses Per Kilo Instructions (MPKI).
IV. RESULTS
We begin by analyzing the differences between the two benchmark suites in terms of the number of simulation points that were produced. This data is useful in order to estimate the amount of additional simulation time, if any, required to run a program from benchmark suite as compared to the other. We then contrast the number of simulation points that have significant weights associated with them, and the number of such simulation points that contribute 90% of the total weights. This analysis will provide useful information on the nature of phase behavior in programs of both benchmark suites, and their differences, if any. We finally compare the error for the two benchmark suites in order to determine the need for additional simulation points for SPEC CPU 2006, considering its vastly increased size over SPEC CPU 2000.
A. Comparison of Simulation
We analyze the weights of the simulation points to evaluate the phase behavior of programs. A large weight on a simulation point would imply that the program spends a longer fraction of time in that phase of execution. Calculix has a dominant simulation point that accounts for 42% of the execution, and four simulation points together account for almost 80% of the execution. This indicates that there is very low diversity in the behavior of this program. CactusADM has an even more dominant simulation point, accounting for 73% of the total weight, and three simulation points accounting for over 90% of the execution. For such programs, a smaller maxK value may yield acceptable results. Programs such as soplex, namd, milc, zeusmp and leslie3d have a fairly regular distribution of weights and hence need more number of simulation points for better accuracy. Many programs, such as perlbmk, lbm and cactusADM have a substantial number of simulation points with very low weights. While the existence of these phases indicate diversity in program behavior, they do not contribute significantly to the overall CPI. Such programs can be simulated accurately using a fewer number of simulation points. For instance, cactusADM has 21 simulation points, but only 10 of them individually account for more than 1% of the execution, while the rest combined contribute approximately 0.5% to the total. This analysis indicates that we can reduce the number of simulation points used by the programs and in many cases, achieve high accuracies. Only programs that have a regular distribution of phases, so as to not have a dominant phase would need additional phases. This information can be used to adaptively fix the number of simulation points that would yield acceptable results during simulation, saving on resources and/or total simulation time.
While programs may have a large number of phases, many have only a few dominant phases. These phases contribute most significantly towards the overall behavior of the program and hence are assigned the highest weights in the SimPoint methodology. It may be possible that most SPEC CPU 2000 programs have very few such dominant simulation points, and hence there is no significant loss in accuracy even if the more infrequent phases are ignored, whereas CPU 2006 may not. We would therefore need to address the question whether a reduction in the number of simulation points (maxK) would result in different behavior as far as errors are concerned. A significant discrepency in the distribution of weights in one benchmark suite over another would suggest that one suite requires more simulation points than the other.
We therefore analyze the weights of programs in CPU 2000 suite, much in the same way as we did earlier for SPEC CPU 2006. We find that the overall trends are very similar in both. There is a similar mix of some programs having few, dominant simulation points, and others having simulation points with similar weights. For instance, apsi has a very dominant simulation point which contributes 50% of the total weight. Six simulation points in sixtrack contribute over 98% of the execution. However, the other programs have weights that are close to one another. Programs such as bzip-graphic and equake have a number of simulation points with relatively similar weights. Hence these programs would have higher errors if the number of simulation points were reduced.
In order to gauge the number of phases that contribute significantly to the overall program behavior, we identify the 10 most dominant simulation points of the benchmarks in both suites, based on their weights. The higher the cumulative weight for these simulation points, the greater the influence of the 10 simulation points on program behavior, and potentially, the better the accuracy when maxK is reduced to 10. We find that 10 simulation points cover at least 70% of the total weight for 17 out of a total of 25 SPEC CPU 2000 programs evaluated. 8 of these programs have over 90% of their total weights covered by 10 simulation points. A similar analysis for CPU 2006 reveals that 22 out of a total of 28 programs cover at least 70% of the total weights, and that 10 of these have over 90% of their total weight represented by 10 simulation points. For both benchmark suites, majority of the programs ranged between 75% and 85% of the maximum, for 10 simulation points. This suggests that both programs have similar distribution of weights for simulation points. This result is important because it suggests that reducing the number of simulation points will not decrease accuracy on one benchmark suite versus the other. It also provides us with a first-order approximation of the effect of reducing the number of simulation points without actually having to simulate for multiple max-K values.
We also try to identify the number of simulation points that combined, constitute 90% of the overall program execution. The program spends a significant amount of time in these phases. A fewer number of simulation points required to achieve this number would indicate fewer significant phases of program execution. We find that the average number of simulation points required to achieve 90% of the total weight in CPU 2006 suite is 13.07, with a standard deviation of 4.3, whereas that for CPU 2000 is 13.4, with a standard deviation Table  I and II under the 90 percentile points column. Our analysis suggests that not only are the number of simulation points similar, but the weights of these phases are also similar in distribution. Hence, a reduced number of simulation points would result in inaccuracies not dissimilar to those observed for CPU 2000. Figure 1(d) . The large average error is predominantly due to a relatively higher error of 31.57% on gzip-graphic. In absolute terms, this is a result of an error of 9 misses per kilo-instructions. The graphic input set is also responsible for the third-highest error value of 18% in bzip2. The error in MPKI here is 2.95. Barring these exceptions, the overall L1 MPKI results are very similar.
B. Comparison of Errors in CPI and
In the average error between the predicted and actual MPKI for SPEC CPU 2006 is 12.62%, as shown in Figure  1 (e). The highest error in L2 cache MPKI is for gobmk (115%). When compared to SPEC CPU 2000 (Figure 1(f) ), we obtain an average error of 23.77% and a maximum error of 271% for wupwise. The percentage values appear to be high, but this is largely due to the fact that L2 MPKI for all programs tends to be a very small value, and in many cases, zero. Hence, depending on the actual MPKI, a small deviation may show up as a large percentage, or vice versa. This is indeed true for both gobmk and wupwise. In absolute terms, the highest error is for xalancbmk (0.41) and art-2 (2.9) for SPEC CPU 2006 and SPEC CPU 2000 respectively. Since misses do not necessarily cause stalls in superscalar processors, simulation points with higher inaccuracy in predicting L2 misses may not necessarily also have higher error in CPI prediction . Clearly, the reverse of this is also true -not all programs with high cache accuracy will provide high accuracy with CPI. Since the simulation point cannot possibly be identical to all other phases it is designated to represent, differences in instruction mix and data access contribute to errors.
These results are interesting, as they indicate that even though there has been orders of magnitude increase in the dynamic instruction counts and data footprints of programs in SPEC CPU 2006 over CPU 2000, for the same number of maximum simulation points, the error rates are very similar. It suggests that the number of phases in the programs that constitute the benchmark suite have not changed, in spite of an increase in the data footprint and dynamic instruction count. Even for programs with dynamic count exceeding 3000 billion instructions, the total number of simulation points required for generating accurate results remains small. Calculix represents a good example for the repetitive phase behavior for which the SimPoints technique was devised: it has the highest dynamic instruction count of approximately 8500 billion instructions, and yet can be represented with just 10 simulation points with an error of only 3% for CPI. The fact that the number of simulation points required for accurate simulation remains practically unchanged is important for performance evaluation studies using the SimPoint methodology. Researchers may use these results to make an educated choice on the number of simulation points required for the SPEC CPU 2006 program that is of interest.
It is also interesting to note that overall, the CPI in both benchmark suites is similar. This is, in part, due to the fact that the L2 miss rates in both benchmark suites are very similar as well. A detailed analysis of this is beyond the scope of this paper. This observation seems to agree with the findings of Gove [1] , who performed a comparative study of the working set sizes of SPEC CPU 2006 and CPU 2000. Gove notes that the increase in memory footprint for integer programs had not resulted in a proportionate increase in the working set size (WSS) of all programs in the SPEC CPU 2006.
We may therefore conclude that SPEC CPU 2006 produces similar accuracies with similar number of simulation points, as compared to SPEC CPU 2000. Despite the significantly larger run-time for programs in SPEC CPU 2006 suite, our study indicates that there is no significant increase in simulation time, if the SimPoint methodology is adopted.
V. RELATED WORK Sherwood et al [3] , [11] presented the SimPoints technique and validated it for SimpleScalar using Alpha binaries. Patil et al [8] use Pin on IA64 to generate BBVs that may be used to identify simulation points using the SimPoint methodology. Both these have been covered in detail in Section II. Therefore, for the sake of brevity, we shall not repeat it here. Some comparative studies between the two benchmark suites have been done. Henning presented studies on the memory footprint of SPEC CPU 2000 [13] and SPEC CPU 2006 [2] , in which it was noted that SPEC CPU 2000 was designed to target systems with 256MB of memory, whereas SPEC CPU 2006 targets a memory footprint of 900MB. Gove [1] VI. SUMMARY
In this work, we apply the SimPoints procedure to SPEC CPU 2006, using PinPoints. Our results indicate that, for a maxK of 30, with slice size of 100 million instructions, we observe a low average CPI error of 2.45% and a maximum error of 10.24%. For most programs, the CPI error is well below 3%, indicating that SimPoints can be used to accelerate simulation of single threaded benchmarks on detailed simulators. For a maxK of 30, no program produced more than 26 simulation points, and all but one produced less than 23 simulation points. This fact, along with the the low CPI error indicates that CPU 2006 exhibits long repetitive phases, much like its predecessor, the SPEC CPU 2000 benchmark suite. We compare the results of the SimPoints methodology applied to SPEC CPU 2000 with the results obtained from SPEC CPU 2006, and find that the CPI error percentage is similar, for the same maxK and slice size. Furthermore, we note that the number of simulation points produced are also similar. This indicates that there is no significant increase in the number of unique phases in the new benchmark suite and hence additional simulation points are not required to adequately capture phase program behavior. From a simulation standpoint, this means that the overall time taken to predict performance using either benchmark remains the same, since we have to execute a similar number of fixed-size slices.
We may therefore conlude that while there are some differences in the working set size and memory footprint for many programs in the two benchmark suites, the fundamental behavior of the programs insofar as repetitive phase behavior is concerned, remains largely unchanged. This work provides the scientific community with sufficient information to decide on the number of simulation points that would be necessary for accurate simulation of a program in the SPEC CPU 2006 suite.
