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Stellar core collapse events are expected to produce gravitational waves via several mechanisms,
most of which are not yet fully understood due to the current limitations in the numerical simulations
of these events. In this paper, we begin with an empirical functional form that fits the gravitational-
wave spectra from existing simulations of stellar core collapse and integrate over all collapse events
in the universe to estimate the resulting stochastic gravitational-wave background. We then use
a Gaussian functional form to separately fit and model a low-frequency peak in the core-collapse
strain spectra, which likely occurs due to prompt convection. We systematically study the parameter
space of both models, as well as the combined case, and investigate their detectability by upcoming
gravitational-wave detectors, such as Advanced LIGO and Einstein Telescope. Assuming realistic
formation rates for progenitors of core-collapse supernovae, our results indicate that both models
are 2–4 orders of magnitude below the expected sensitivity of Advanced LIGO, and 1–2 orders of
magnitude below that of the Einstein Telescope.
PACS numbers: 95.85.Sz, 97.60.Jd, 04.25.dg, 98.80.Cq
INTRODUCTION
The superposition of gravitational waves (GWs) gener-
ated by many uncorrelated and unresolved sources in the
universe leads to a stochastic gravitational-wave back-
ground (SGWB). Such a background could be of cosmo-
logical or astrophysical origin. A cosmological SGWB
may be produced by cosmic (super)strings [1–6], infla-
tion [7–10], primordial black hole binaries [11–13], alter-
native cosmologies [14, 15], and a variety of other phe-
nomena. Astrophysical SGWB models include coales-
cences of compact objects in binary systems, like binary
neutron stars or binary black holes [16–26], rotating neu-
tron stars [27–36], magnetars [36–42], the first stars [43],
and white dwarf binaries [44].
Some of the proposed models have been constrained
[4, 22, 45, 46] by searches for the isotropic [47–51] and
anisotropic SGWB [52, 53]. These searches have estab-
lished upper limits on the energy density in the SGWB
using data acquired by the first generation interferomet-
ric gravitational-wave detectors LIGO [54, 55] and Virgo
[56]. The second-generation Advanced LIGO (aLIGO)
detectors have recently conducted their first observa-
tional run [57, 58], detecting the first gravitational-wave
signals due to mergers of binary black hole systems
[59, 60], and producing new estimates of the SGWB
due to binary black hole mergers [61]. Other second-
generation detectors, including Advanced Virgo [62],
∗mandic@physics.umn.edu
GEO-HF [63, 64], and KAGRA [65, 66], are expected
to become operational in the coming years. The third-
generation gravitational-wave detectors, including the
Einstein Telescope [67] and Cosmic Explorer [68], are also
currently being conceptualized.
Gravitational waves from stellar core collapse are ex-
pected to be produced via several mechanisms, including
a quasi-periodic signal generated during the post-shock
convection phase, hot-bubble convection and the stand-
ing accretion shock instability (SASI) [69–71], anisotropic
neutrino emission [70–72], and the ringdown of the po-
tentially newly formed black hole. Even though full
three-dimensional simulations that include a complete
set of relevant physical processes are not yet compu-
tationally feasible, predictions have been made about
the gravitational-wave signals emitted during core col-
lapse [73–76]. These predictions have been used to com-
pute estimates of the corresponding SGWB from stellar
core collapse due to both standard and early (Popula-
tion III) stars [43, 77–87]. However, the dependency of
the gravitational-wave signal on stellar progenitor prop-
erties, such as mass or spin, is not well known, and the
rate of core collapse events is similarly uncertain. This
means that the resulting SGWB estimates are necessarily
only approximate.
In this paper, we try to take a more systematic look
at the stellar core collapse SGWB model. We begin with
an empirical functional form that has been used in the
past to describe the gravitational-wave spectrum emitted
by a single stellar core collapse. We fit this functional
form to the available GW spectra obtained in numerical
simulations of the core collapse process to determine the
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2plausible range of the free parameters. In the process of
studying these simulations, we observe that many simu-
lations predict a low-frequency peak that our functional
form is unable to capture. As a result, we model this
feature using a second functional form. For both of these
models, we compute the SGWB due to all stellar core
collapse events in the universe, assuming that the red-
shift distribution of core collapse events follows the star
formation rate. We use the star formation rate model
from [88], which is shown to agree with observations of
metallicity, optical depth, and the reionization redshift,
as obtained from CMB measurements. We then scan the
parameter space and determine the regions that will be
accessible to Advanced LIGO (at design sensitivity) and
Einstein Telescope detectors as the representative second
and third generation detectors, respectively. We note
that this study is a follow up on the study presented in
[89], which focused only on gravitational waves produced
by the ringdown of the black hole formed at the end of
the core collapse.
In Section 2, we present a model of the SGWB due to
stellar core collapse, identify the plausible ranges of the
model parameter space, and discuss the low-frequency
feature in the spectrum. In Section 3, we perform a sys-
tematic scan of the parameter space of this SGWB model
and discuss its accessibility to the future detectors. We
summarize our results in Section 4.
SGWB MODEL DUE TO STELLAR CORE
COLLAPSE
Following [22, 39, 61, 90], we define the GW energy
density normalized by the critical energy density:
ΩGW(f) =
1
ρc
dρGW
d ln f
, (1)
where ρGW(f) is the energy density in gravitational
waves in the frequency band (f, f + df). The critical
energy density is the energy density necessary to close
the universe, ρc =
3H20c
2
8piG , where H0 is the current value
of the Hubble constant, taken to be 67.7 km/s/Mpc, G
is the gravitational constant, and c is the speed of light.
Then, following [61], we have:
ΩGW(f) =
f
ρcH0
∫ zmax
0
R(z) dEdfe (fe)dz
(1 + z)E(Ωm,ΩΛ, z)
, (2)
where the energy spectrum emitted by a single astro-
physical source is denoted dE/dfe(fe) and it is evaluated
at the source (emitted) frequency fe which is related to
the observed frequency as fe = f(1 + z). The rate of
stellar core collapse events is denoted R(z) and it can
be expressed in terms of the star formation rate (SFR)
R∗(z):
R(z) = λCCR∗(z), (3)
where λCC denotes the mass fraction of stars which un-
dergo the core-collapse process. In our analysis, we will
treat λCC as a free parameter, but we note that it can be
estimated from the initial mass function (IMF). Assum-
ing the Salpeter IMF φ(m) = Nm−2.35 normalized such
that
∫∞
0.1M
φ(m)mdm = 1, we can estimate λCC by as-
suming that stars with masses larger than 8M undergo
core collapse: λCC =
∫∞
8M
φ(m)dm ≈ 0.007M−1 .
The factor of 1 + z in Eq. 2 corrects for the cosmic ex-
pansion, and converts the time in the source frame to the
detector frame. Finally, E(Ωm,ΩΛ, z) in Eq. 2 captures
the redshift dependence of the comoving volume:
E(Ωm,ΩΛ, z) =
√
Ωm(1 + z)3 + ΩΛ, (4)
where Ωm = 0.309 and ΩΛ = 0.691 denote, respectively,
the energy density in matter and in dark energy [91].
Combining the above, we have
ΩGW(f) =
8piGfλCC
3H30 c
2
∫
dz
R∗(z)
(1 + z)E(Ωm,ΩΛ, z)
dE
dfe
(fe).
(5)
Finally, we comment on our choice of the star for-
mation rate model. The SFR and its redshift depen-
dence have been examined by multiple authors, who have
proposed several functional forms [88, 92–97]. We use
the functional form proposed by [88] that is based on
measurements of the luminosity function in high-redshift
galaxies [98]. As noted in [88], this SFR model is con-
sistent with metallicity observations, as well as with the
optical depth and reionization redshift inferred from cos-
mic microwave background observations [91, 99]. This
SFR model is given by the Springel & Hernquist func-
tional form [97]:
R∗(z) = ν
peq(z−zm)
p− q + qep(z−zm) (6)
with the following parameters [88]: ν = 0.178
M/yr/Mpc3, zm = 2.00, p = 2.37, and q = 1.80. We
note that at low redshifts, this SFR model agrees well
with a model based on GRB observations at high red-
shift [88].At high redshifts, the difference is more sub-
stantial, but as noted in [89], the contribution to the
SGWB from high-redshift stellar core collapse events is
not dominant, and therefore the choice between these
two SFR models does not make a significant difference in
the resulting SGWB. As a result, we continue our anal-
ysis assuming the luminosity function-based SFR model,
since it matches CMB observations more closely in terms
of optical depth and redshift of reionization.
High Frequency Model
As noted above, the physics of the stellar core col-
lapse process is not yet fully understood, and three-
dimensional numerical simulations which include the
3complete physical description of the process are yet to be
conducted. Past simulations have primarily been in two
dimensions [75]; although some are three-dimensional,
these simulations typically use a coarser physical descrip-
tion [74]. In [43, 83], it was shown that the following
functional form could describe the GW amplitude spec-
tra h˜(fe) emitted during the core collapse process (in the
local frame of the star):
fe|h˜(fe)| = G
pic4D
Eν〈q〉
(
1 +
fe
a
)3
e−fe/b, (7)
where a and b are free parameters of the model, D is
the distance to the star (assumed small enough that red-
shifting effects can be ignored), Eν is the energy carried
away by neutrinos during the core collapse and 〈q〉 is the
luminosity-weighted averaged neutrino anisotropy [83].
The GW energy spectrum from a single core collapse
event can then be computed as:
dE
dfe
(fe) =
pi2c3D2
G
f2e |h(fe)|2
=
G
c5
E2ν〈q〉2
(
1 +
fe
a
)6
e−2fe/b. (8)
Inserting this spectrum into Eq. 5, we obtain the ex-
plicit form of the SGWB spectrum:
ΩGW(f) =
8piGfξ
3H30 c
2
∫
dz
R∗(z)
(1 + z)E(Ωm,ΩΛ, z)(
1 +
f(1 + z)
a
)6
e−2f(1+z)/b,
(9)
where ξ is a combination of unknown scaling factors, de-
fined as
ξ =
GλCC
c5
E2ν〈q〉2 (10)
In anticipation of the low-frequency peak which is dis-
cussed and modeled below, we will refer to this as the
high-frequency model. Figure 1 shows examples of spec-
tra generated with this model. See the caption for dis-
cussion of the effect of the choice of model parameters on
the morphology of the spectrum.
Figure 1 also shows the SGWB sensitivities of the Ad-
vanced LIGO [100] and Einstein Telescope [67] detectors,
assuming the detection statistic defined by [101] for which
the signal to noise ratio is defined as:
SNR =
3H20
10pi2
√
2T
[∫ ∞
0
df
γ2(f)Ω2GW(f)
f6P1(f)P2(f)
]1/2
, (11)
where T is the observation time (set to 1 year in our case),
γ(f) is the overlap reduction function for the chosen de-
tector pair (set to 1, assuming colocated detector pairs)
arising from the different locations and orientations of
FIG. 1: ΩGW(f) for various parameter choices for the high-
frequency model of an SGWB produced by stellar core-
collapse. a and b are in units of Hz, while ξ has units of m2/s.
Overall, this model has three free parameters: a, b, and ξ. In
general, the GW energy density increases as a decreases; at
frequencies above a few Hz, it essentially scales proportionally
to a−6. As b increases, the rate at which the exponential term
in Eq. 9 suppresses the GW energy density is decreased; this
leads to an increase in the overall energy density and pushes
the peak of the distribution to higher frequencies. Finally, the
GW energy density scales proportionally to ξ. The effect of
each parameter on the spectrum is further illustrated in Fig-
ure 2. Also shown are the SNR = 2 sensitivities of Advanced
LIGO [100] and ET [67], assuming 1 year of exposure and two
colocated detectors.
the detectors [101], and P1(f) and P2(f) are the strain
power spectral densities of the two detectors. In Figure
1, we plot the SNR = 2 curves.
In Figure 2, we show the effect of a and b on the spec-
trum by plotting ΩGW/ξ at 100 Hz as a function of these
parameters. For a fixed value of b, increasing a leads to
decreased ΩGW; this is apparent from the fact that ΩGW
goes approximately as a−6 (see Eq. 9). The converse is
true for a: fixing a and allowing b to grow leads to higher
ΩGW, since increasing b pushes the exponential term in
Eq. 9 closer to 1.
Similar results were found in [43] and [102]. In [43],
two modes of star formation were considered: a normal
mode of star formation as considered here, and several
possibilities for an additional population of massive stars
(Population III) which were deemed necessary as initial
reports of the optical depth were quite high. Using a =
200 and b = 300, they found a peak value of ΩGWh
2 = 3−
4× 10−10 at f ≈ 300 Hz. In general, the massive modes
made a relatively small contribution (no more than a
factor of 30) at lower frequencies (f < 100 Hz). Above
300 Hz, all models were indistinguishable. More recently,
using the same SFR considered here, Ref. [102] compared
different models of black hole formation from single star
collapse and mergers. Single star collapse also showed
4FIG. 2: Left: ΩGW/ξ at 100 Hz versus a for several choices of b. Right: ΩGW/ξ at 100 Hz versus b for several choices of a.
Overall, ΩGW tends to increase as a decreases and as b increases. See the text for more details.
peak values of ΩGWh
2 between 10−10 and 10−9, though
the peak frequency was model dependent.
In order to perform a scan of the parameter space of
this model, it is necessary to determine the plausible
ranges of the parameters a and b. Since these are empir-
ical parameters, we determine the ranges of their values
by fitting the functional form from Eq. 7 to the spectra
generated in various simulations of the core collapse. We
performed fits systematically to all waveforms provided
by [74–76, 103] and show below several examples to il-
lustrate the quality of the fits and the range of the fitted
parameters. We limit the fits to the frequencies below
fe ≈ 400 Hz: since the SGWB will be dominated by pro-
genitors at redshifts z . 3, imposing the 400 Hz cut-off
in the emitted frequency will impact the spectrum only
at observed frequencies & 100 Hz, where the sensitivity
of terrestrial GW detectors is significantly reduced (c.f.
Figure 1).
The first set of simulated spectra comes from a study
performed by Ott et al. [74]. They perform multiple sim-
ulations in which a 27 M star is made to undergo core
collapse and examine the post-core bounce phase. These
simulations are carried out in three dimensions, use gen-
eral relativity, and apply a neutrino leakage scheme that
is consistent with radiation-hydrodynamics simulations.
The neutrino heating rate and simulation duration are
varied in each simulation [74] (see Table 1 in [74] for de-
tails regarding each simulation). Figure 3 shows f |h˜(f)|
from a cross-polarized gravitational-wave signal, along
with a fit of our functional form. This signal was gen-
erated from a 184 ms simulation which used a neutrino
heating parameter of 1.00 (see [74] for more detail).
We also use simulations performed by Abdikamalov et
al. [103], which examine the angular momentum depen-
dence of GW signals coming from stellar core collapse.
In particular, the collapse of a 12 M progenitor model
described in [104] is carried out in two dimensions under
FIG. 3: Gravitational-wave signal from the Ott et al.
s27fheat1.05 simulation [74]. In particular, this signal is from
a polar observation of a cross-polarized gravitational wave.
The original f |h˜(f)| data is plotted in gray and the fit to this
data (with a = 5 Hz and b = 63 Hz) of our f |h˜(f)| model
(Eq. 7) is shown in black.
the assumption of axisymmetry and with the use of the
general relativistic hydrodynamics code CoCoNuT [105].
The simulation also uses an approximate electron capture
model, the Lattimer-Swesty equation of state (EOS) [106]
with bulk modulus K = 220 MeV, and a neutrino leakage
scheme for postbounce evolution. The simulation is car-
ried out many times, with the angular momentum in the
core varied in each iteration (see Tables I and II in [103]
for details). Figure 4 shows the strain spectrum from a
plus-polarized gravitational wave signal, rescaled by ob-
server distance D, for simulation A4O06.5 (see Table II
in [103]), along with our fit.
Next, we use spectra from simulations performed by
Yakunin et al. [76]. These simulations use the CHIMERA
5FIG. 4: Plus-polarized gravitational wave signal from an
equatorial observation computed in the Abdikamalov et al.
A4O06.5 simulation [103]. The original f |h˜(f)| data is plot-
ted in gray, and the fit to this data (with a = 82 Hz and
b = 248 Hz) of our f |h˜(f)| model (Eq. 7) is shown in black.
FIG. 5: Plus-polarized gravitational wave signal from the
Yakunin et al. B20-WH07 simulation [76] produced by chang-
ing mass quadrupole moment (as opposed to neutrino emis-
sion) is plotted. The original f |h˜(f)| data is plotted in gray,
and the fit of our f |h˜(f)| model (with a = 6 Hz and b = 11
Hz, Eq. 7) is plotted in black.
code [107] to study the collapse of four Woosley-Heger
non-rotating stellar progenitors between 12 M and 25
M [104]. These simulations are in two dimensions, use
multifrequency neutrino transport in ray-by-ray approx-
imation with relativistic corrections, and a Lattimer-
Swesty EOS [106] with K = 220 MeV [76]. Figure 5
shows the strain spectrum from this simulation carried
out for the 20 M progenitor, as well as our fit to these
data.
Finally, we use spectra from simulations per-
formed by Mu¨ller et al. [75]. These simulations
were carried out using the Vertex-CoCoNuT [105] or
FIG. 6: Gravitational wave signal from an equatorial obser-
vation computed by Mu¨ller et al. in the u8.1 simulation [75].
The original f |h˜(f)| data are plotted in gray, and the fit to
these data (with a = 75 Hz and b = 201 Hz) by our f |h˜(f)|
model (Eq. 7) is shown in black.
Vertex-Prometheus [108, 109] codes. These are simi-
lar neutrino hydrodynamics codes, but Vertex-CoCoNuT
uses general relativity while Vertex-Prometheus is
pseudo-Newtonian. The simulations model core-collapse
supernovae in two dimensions, and include neutrino
transport using the ray-by-ray plus approximation [108]
and a variable Eddington factor technique via Vertex,
the neutrino transport module [109]. Six zero-age
main sequence progenitor masses were assumed, from
8.1 M to 27 M. All models use the Lattimer-Swesty
EOS [106], three with K = 220 MeV and three with
K = 180 MeV [75]. Figure 6 shows the strain spectrum
from the 8.1 M progenitor evolved using GR and an
EOS with K = 180 MeV, as well as our fit to this data.
Studies of these simulated GW spectra suggest that
the following parameter ranges encapsulate most of the
variation in the GW strain spectra:
• 5 Hz < a < 150 Hz
• 10 Hz < b < 400 Hz.
The fits are qualitative, but generally fall within a factor
of two of the simulation data. The scaling parameter ξ is
not restricted by these fits since it is related to the overall
amplitude of the SGWB energy density spectrum rather
than to the individual source strain spectrum morphol-
ogy.
Low-Frequency Model
The spectra shown in Figures 3-6 were fitted well with
the functional form of Eq. 7. However, we observed that
in some simulations the emitted GW spectra feature two
6peaks, one at high frequencies, which is well-modeled by
Eq. 7, and another at ≈ 60–120 Hz. Of the 64 numerical
core collapse simulations we considered, over 80% exhib-
ited signs of the low-frequency peak, some more promi-
nently than others.
The precise physical process that produces this low-
frequency peak in the GW spectrum is unclear, but sev-
eral papers have made note of it and attempted to iden-
tify its source. Mu¨ller et al. [75] and Yakunin et al.
[76] consider the deflection of infalling matter through
the shock as a major contributor to this peak, but ulti-
mately rule it out. Mu¨ller et al. [75] go on to indicate
that a quasi-periodic signal around 100 Hz arises due to
prompt post-shock convection during the first tens of mil-
liseconds following core bounce. However, they rule out
convection as the direct source of this signal because the
entropy and lepton gradients which drive the convection
quickly disperse, while the GW emission lasts for tens
of milliseconds; instead, they speculate that the convec-
tion leads to the development of acoustic waves which
produce a GW signal due to the resulting mass motions.
Finally, they note that this signal always peaks near 100
Hz in their simulations; there appears to be no significant
dependence on the properties of the progenitor.
Ott et al. [74] found that early GW emission due to
prompt convection sets in at ≈ 10 ms after core bounce
and lasts for about 30 ms. They also note that the GW
signal produced by prompt convection is particularly sen-
sitive to the perturbations which drive the convection;
this is compatible with the statement from Mu¨ller et al.
[75] that the signal from prompt convection may depend
on the width of the layer in which the convection occurs.
Kuroda et al. [110] found that the speed of core ro-
tation during the collapse process may impact the fre-
quency of the signal from prompt convection. Simula-
tions in which the core was rapidly rotating led to the
emission of spiral waves; the acoustic waves which pro-
duce the low-frequency GW signal were Doppler shifted
by emission on top of the spiral waves, leading to a low-
frequency peak closer to 200 Hz. They also note that
accurate neutrino transport is a necessary component
of these simulations in order to have a reliable predic-
tion of the GW signal; this agrees with similar findings
from Mu¨ller et al. [75] which found significantly reduced
GW emission at low frequencies when simplified neutrino
rates were used.
Finally, recent 3D simulations by Andresen et al. [111]
indicate the presence of an additional low-frequency com-
ponent of the GW signal, which appears to be related to
SASI. They speculate that the convection-related GW
signal in the 100–200 Hz range may be actually driven
by the coupling of SASI dynamics to the stellar interior.
They also note that the signals from their 3D simula-
tions are considerably different from those of 2D simula-
tions, and amplitudes are significantly lower, especially
at higher frequencies.
To summarize, there is significant evidence that the
low-frequency peak is a realistic feature of the GW signal
produced during core-collapse; it is present in many dif-
ferent simulations and there is a general agreement that
the signal is related to prompt postbounce convection or
SASI. Although it seems to vary for the different simula-
tions, the peak in the GW frequency spectrum tends to
occur between ≈60–120 Hz, or even as high as 200 Hz for
the rapidly-rotating models of [110]. We also note that
not all of the simulations included in our study exhibited
this peak; however, it seems that the more modern simu-
lations, which feature general relativistic hydrodynamics
and sophisticated neutrino transport, generally include
this feature [112].
Figure 7 shows that the functional form of Eq. 7 is not
sufficient to capture the low-frequency behavior of the
simulated spectrum. This issue is particularly important
because the terrestrial GW detectors have optimal sen-
sitivities below 100 Hz, as shown in Figure 1. We model
the low-frequency behavior with a Gaussian function in
the strain spectrum governed by three parameters. The
mean, denoted µ, defines the center of the Gaussian peak,
the standard deviation, denoted σ, defines the width of
the peak, and A denotes the amplitude of this peak:
fe|h˜(fe)|low = A
D
exp
(
− (fe − µ)
2
2σ2
)
(12)
where A is scaled by D, the distance from the star at
which the signal is observed (assumed to be sufficiently
small for redshifting effects to be neglected). The corre-
sponding GW energy spectrum is given by:
dE
dfe
(fe)low =
pi2c3A2
G
exp
(
− (fe − µ)
2
2σ2
)
(13)
which gives GW energy density:
ΩGW(f) =
8pi3c
3H20
fA′2
∫
dz
R∗(z)
(1 + z)E(Ωm,ΩΛ, z)
exp
(
− (f(1 + z)− µ)
2
σ2
)
(14)
This equation combines the two scaling parameters A and
λCC into A
′ = Aλ1/2CC , with units of m/kg
1/2 [112]. Figure
8 shows this model for several choices of parameters.
Combined High and Low-Frequency Model
We also consider a combined case, which includes both
the low-frequency peak and the higher-frequency func-
tional form for the core-collapse spectrum. Following
7FIG. 7: Gravitational wave signal from the Ott et al.
s27fheat1.00 simulation [74]. In particular, this signal is from
a polar observation of a plus-polarized gravitational wave.
The original f |h˜(f)| data is plotted in gray, and the fit to
this data (with a = 5 Hz and b = 56 Hz) to our f |h˜(f)| model
in Eq. 7 is shown in black. Note the low frequency structure
at ≈ 30–100 Hz, which deviates from the functional form of
Eq. 7, necessitating a modified functional form to describe
this spectrum accurately.
[112], this results in an energy spectrum of
dE
dfe
(fe)comb =
ξ
λCC
[
piA′
√
c3
ξG
e−
(fe−µ)2
2σ2 +
(
1 +
fe
a
)3
e−fe/b
]2
.
(15)
ΩGW(f) =
8piG
3H30 c
2
f
ξ
λCC
∫
dz
R∗(z)
(1 + z)E(Ωm,ΩΛ, z)
×
[
piA′
√
c3
ξG
e−
(f(1+z)−µ)2
2σ2
+
(
1 +
f(1 + z)
a
)3
e−f(1+z)/b
]2
(16)
RESULTS
High Frequency Model
As discussed above, the free parameters of the high-
frequency SGWB model are ξ, a, and b. The ξ param-
eter is simply a scaling factor related to the total en-
ergy emitted in GWs, and the a and b parameters ef-
fectively determine the shape of the spectrum: its rise,
peak position, and drop-off at high frequencies. We
scan the parameter space (a, b, ξ) of this model, restrict-
ing 5 Hz < a < 150 Hz and 10 Hz < b < 400 Hz as
FIG. 8: ΩGW(f) for various parameter choices for the low-
frequency model of an SGWB produced by stellar core-
collapse. µ and σ are in units of Hz, while A′ is in units
of m/kg1/2. In Eq. 13, σ defines the width of the Gaussian
peak and has no effect on the peak amplitude of the strain
spectrum; however, when it is integrated over redshift to cal-
culate ΩGW, a wider peak results in an increased GW energy
density. A larger value of σ also allows for some amount of
GW energy density at frequencies above µ, while low values
of σ result in a sharp cutoff at f = µ. Finally, ΩGW(f) goes
as A′2, so this is simply a scaling parameter [112].
discussed in the previous section. The range of ξ is
tuned so as to optimally probe the accessibility of the
model to each detector pair. For Advanced LIGO, we
use a range of ξ = 106–1013 m2/s, and for ET we use
ξ = 102–109 m2/s [112]. For each point in this parame-
ter space, we compute the spectrum ΩGW(f) and com-
pare it to the sensitivities of the Advanced LIGO and ET
detectors, computing the likelihood function:
L ∝
∏
i
exp
[
− (Yi − ΩGW,i(ξ, a, b))
2
2σ2i
]
, (17)
where the index i runs over frequency bins, Yi is the
expected measurement of the GW energy density in
the bin i, σi is the corresponding measurement error,
and ΩGW,i(ξ, a, b) is the modelled energy density in the
bin i for the given free parameters ξ, a, and b. For
projecting the future experimental sensitivities we set
Yi = 0. In order to determine the accessibility of this
three-dimensional parameter space to future detectors,
we marginalize (integrate) the likelihood function over
one of the parameters, and then compute the expected
sensitivity contours at 95% confidence in the plane of the
remaining two parameters.
Figure 9 shows the resulting 95% expected sensivitity
contours for both Advanced LIGO and Einstein Tele-
scope in the ξ-b and ξ-a planes. The curves in the ξ-b
plane are decreasing with b, which is a consequence of
the fact that increasing b cuts off the spectrum at higher
frequencies, hence making the model more detectable by
8the GW detectors. Similarly, lowering the value of a al-
lows the spectrum to rise at lower frequencies (c.f. Figure
1), making the model more accessible to GW detectors
and causing the increasing trend (with a) of the curves
in the ξ-a plane. It is also evident that the Einstein Tele-
scope will provide a substantially better probe of this
model than the second-generation detectors.
Marginalizing over the a and b parameters yields the
posterior distribution for the amplitude parameter ξ.
The 95% expected sensitivity on ξ is 1.8 × 1011 m2/s
and 3.8 × 106 m2/s for Advanced LIGO and Einstein
Telescope, respectively. For the representative value of
the mass fraction parameter λCC ≈ 0.01 M−1 , these sen-
sitivities can be translated into sensitivity curves in the
Eν-〈q〉 plane, also shown in Figure 9 (bottom). For a
neutrino asymmetry of 〈q〉 = 0.0045 (following [43, 83]),
we see that Advanced LIGO would require the total neu-
trino energy to be approximately 2.5 × 1057 ergs for a
detectable SGWB, which is rather high. Einstein Tele-
scope would require Eν ≈ 1.2 × 1055 ergs, which is still
about two orders of magnitude above expected neutrino
energies from the literature (≈ 3 × 1053 ergs [43, 83]).
It is important to note, however, that these sensitivity
numbers are obtained after integrating over a large pa-
rameter space. For example, it is evident from the top
two panels of Figure 9 that there is a substantial part of
the parameter space with ξ < 3.8× 106 m2/s that would
still be accessible to Einstein Telescope, hence potentially
including the required neutrino energy level.
Low Frequency Model
The ranges for the low frequency model parameters
are based on the previously described work with the in-
dividual simulations. For most of the simulations, the
low frequency peak occurs between 60–120 Hz; however,
there are some cases described in the literature where this
peak may occur as high as 200 Hz due to rapid rotation
during the collapse process [110]. Thus, we have used
a liberally defined range on µ, 30–200 Hz. Most of the
waveforms that we studied from [74] had relatively nar-
row low-frequency peaks, with typical widths between
40–60 Hz. The low-frequency peaks in the waveforms
from [103] tended to be wider, with some as broad as 140
Hz. We assume the range of σ to be 10–80 Hz. Because
A′ is a scaling parameter like ξ, its scanned range was
tuned to each detector pair: A′ = 10−15–10−12 m/kg1/2
for Advanced LIGO and A′ = 10−17–10−13 m/kg1/2 for
Einstein Telescope.
We have performed a scan of the parameter space us-
ing an identical method to that described in the previ-
ous section. Figure 10 shows 95% sensitivities in two-
dimensional parameter spaces where we have marginal-
ized over the third model parameter. Regions of parame-
ter space above each of the curves should be detectable by
Advanced LIGO (black) or the Einstein Telescope (gray).
In the A′-µ plane, the Advanced LIGO curve reaches a
minimum near µ = 80 Hz, since this is where the stochas-
tic search achieves its best sensitivity with this detector
(see Figure 1). However, the Einstein Telescope is most
sensitive below 10 Hz, which is not included in our pa-
rameter space for µ. As a result, this contour decreases
with decreasing µ. For both detectors, the contours in
the A′-σ parameter space decrease as σ increases. This
is because σ acts similarly to a scaling parameter for
ΩGW(f), as previously discussed.
We also marginalize over the µ and σ parameters to
estimate an expected sensitivity on A′ at 95% confidence.
These results indicate that Advanced LIGO should be
sensitive to cases with A′ > 1.4 × 10−14 m/kg1/2 and
Einstein Telescope should be sensitive to cases with A′ >
1.4×10−15 m/kg1/2. In the bottom panel of Figure 10, we
have used these expected sensitivities on A′ to calculate
contours in the A-λCC parameter space. Taking λCC to
be 0.01 M−1 gives sensitivities ofA > 197 m for Advanced
LIGO and A > 19.5 m for the Einstein Telescope.
For comparison, we examine the s27fheat1.00 simu-
lation of [74] and the A1O05.5 simulation of [103]. For
each simulation, we compute the strain spectrum f |h˜(f)|
and fit the functional form from Eq. 7 to the simulation
(not including the frequencies where the low-frequency
structure is prevalent). Next, we subtract this fit from
the data and then fit the Gaussian functional form given
in Eq. 12 to the low-frequency residual. The best fits for
this functional form correspond to values of A = 0.18 m
for the s27fheat1.00 simulation and A = 0.85 m for the
A1O05.5 simulation. These values are approximately 3
and 2 orders of magnitude below the expected Advanced
LIGO sensitivity to A, respectively, and 2 and 1 orders
of magnitude below the expected Einstein Telescope sen-
sitivity, implying that these experiments are unlikely to
detect this signal.
Combined Case
We have also performed a parameter estimation study
for the combined model, which is the sum of the low-
frequency peak and the higher frequency model, as shown
in Eq. 15. In this case, the model has six parameters, and
a brute force exploration of the model parameter space is
computationally infeasible. In order to study this model,
we employ the MultiNest algorithm [113–115]. The same
parameter ranges given in the previous two sections are
used in this combined study.
Figure 11 shows 95% sensitivity contours in the b-a and
A′-ξ planes for both Advanced LIGO and the Einstein
Telescope, obtained by marginalizing over the other 4
parameters. In the b-a plane, the region to the right of the
curves is enclosed by the contours; thus, these detectors
should be sensitive to parts of the parameter space to
9FIG. 9: Top-left: 95% confidence expected sensitivity contours for Advanced LIGO and Einstein Telescope in the ξ-a plane,
after marginalizing over the b parameter. Top-right: 95% confidence expected sensitivity contours for Advanced LIGO and
Einstein Telescope in the ξ-b plane, after marginalizing over the a parameter. Bottom-left: posterior distribution of ξ after
marginalizing over all other parameters; expected sensitivities at 95% confidence are shown as dashed vertical lines. Bottom-
right: sensitivity in ξ is translated into sensitivity in the Eν-〈q〉 plane, assuming λCC ≈ 0.01 M−1 . More details are provided
in the text [112].
the left of their respective contours. This behavior is
apparent because a acts as an inverse scaling parameter
in our model and b acts similarly to a scaling parameter.
In the A′-ξ plane, the region below the curves is en-
closed by the contours, so these detectors should be sen-
sitive to areas of the parameter space above the contours.
The shape of the contours is immediately apparent since
both of the parameters illustrated here are scaling pa-
rameters.
The 2D posterior in the σ-µ plane spans most of the
parameter space and does not yield significant insights
into these parameters.
In Table I, we compare the expected sensitivities on
the ξ and A′ parameters for the combined model to those
from the individual low- and high-frequency models. The
sensitivities for the combined model tend to be better be-
cause the combined model includes both low- and high-
frequency contributions, increasing the overall GW en-
ergy density and improving the detectability of such an
SGWB.
Model ξ [m2/s] A′ [m/kg1/2]
aLIGO ET aLIGO ET
Low frequency — — 1.4× 10−14 1.4× 10−15
High frequency 1.8× 1011 3.8× 106 — —
Combined 2.9× 107 2.2× 105 1.1× 10−14 1.1× 10−15
TABLE I: Comparison of sensitivities for ξ and A′ for the
combined model and the individual low- and high-frequency
models. The sensitivities for the combined model are better as
compared to the individual models due to the overall increase
in SGWB energy density for the combined model.
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FIG. 10: Top-left: 95% confidence expected sensitivity contours for Advanced LIGO and Einstein Telescope in the A′-µ plane,
after marginalizing over the σ parameter. Top-right: 95% confidence expected sensitivity contours for Advanced LIGO and
Einstein Telescope in the A′-σ plane, after marginalizing over µ. Bottom-left: posterior distribution of A′ after marginalizing
over all other parameters; expected sensitivities at 95% confidence are shown as dashed vertical lines. Bottom-right: sensitivity
in A′ is translated into sensitivity in the A-λCC plane. More details are provided in the text [112].
FIG. 11: Expected 95% sensitivity contours for Advanced LIGO (black) and Einstein Telescope (gray) in the b-a plane (left)
and the A′-ξ plane (right). The contours in the σ-µ plane span most of the area and do not provide significant insight; thus,
they are not shown here. More details are provided in the text.
CONCLUSIONS
In this paper, we have studied the stochastic gravita-
tional wave background generated by stellar core collapse
events occurring throughout the universe. Since the en-
11
ergy spectrum of gravitational waves emitted in a single
core collapse event is not well understood, we have mod-
eled this spectrum with an empirical functional form, us-
ing model parameter ranges determined from fits to a
number of numerical simulations of core collapse events.
In addition, we have noted that some of the simulations
predict a low-frequency peak in the emitted spectrum,
possibly due to acoustic waves generated by prompt con-
vection occurring immediately after core bounce. The
peak often appears in the vicinity of 100 Hz, and is
therefore in or near the most sensitive frequency band
for stochastic searches with terrestrial gravitational-wave
detectors.
We have performed systematic scans of the model pa-
rameter space, including both the empirical broadband
spectrum and the low-frequency peak, and compared the
resulting stochastic background spectra to the expected
sensitivities of the second- and third-generation detec-
tors. While this background is unlikely to be detected
by the second-generation, advanced detectors, Einstein
Telescope may be able to detect the background in op-
timistic scenarios. However, in the majority of the pa-
rameter space we examined, even the Einstein Telescope
would not be sensitive enough to detect this background.
It should be noted that the recent detections of gravi-
tational waves from the binary black hole (BBH) mergers
[59, 60] have led to new estimates of the stochastic back-
ground due to the BBH mergers[61]. The BBH back-
ground is estimated to be significantly stronger than the
core collapse background for most of the parameter space
examined here, and is potentially detectable by advanced
detectors. The two backgrounds are predicted to have
different spectral shapes (the BBH stochastic background
spectrum is proportional to f2/3), which offers a poten-
tial handle for distinguishing between them. However,
distinguishing between the two types of stochastic back-
ground will require high signal-to-noise measurement of
the stochastic background across the sensitive frequency
band 1–100 Hz, as well as a better understanding of the
core collapse process and of the gravitational wave spec-
trum emitted in this process, so that both statistical and
systematic uncertainties are smaller than the amplitude
of the core collapse background. Further development
of numerical simulations of the core collapse is therefore
critical for such studies.
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