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Abstract
In this article, we discuss a novel greedy algorithm for the recov-
ery of compressive sampled signals under noisy conditions. Most of
the greedy recovery algorithms proposed in the literature require spar-
sity of the signal to be known or they estimate sparsity, for a known
representation basis, from the number of measurements. These algo-
rithms recover signals when noise level is significantly low. We propose
Entropy minimization based Matching Pursuit (EMP) which has the
capability to reject noise even when noise level is comparable to that of
signal level. The proposed algorithm can cater to compressible signals
and signals for which sparsity is not known in advance. Simulation
study of the proposed scheme shows improved robustness to white
Gaussian noise in comparison with the conventional greedy recovery
algorithms.
Keywords: Sparse representation, measurement matrix, entropy based
matching pursuit, greedy recovery algorithms, compressed sensing
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1 Introduction
Compressed sensing (CS) is a signal acquisition scheme that embeds the
intelligence of compression along with signal acquisition in discrete form.
The utility of CS is more pronounced in acquiring wide-band signals which
have a sparse representation in some domain.
If {Ψi(t); i = 1, 2, ..., N} is a representation basis for S(t) ∈ RN , then
S(t) =
∑N
i=1Ciψi(t), where Ci, i = 1, 2, ..., N are representation coefficients,
which form an N × 1 vector C = [C1, C2, ..., CN ]T . For signals in RN , the
`0 norm is defined as
‖C‖0 = |supp(C)| = |{i : Ci 6= 0}|. (1)
S(t) is K-sparse if ‖C‖0 ≤ K with K  N . Real signals are rarely sparse,
but are compressible. A signal is compressible if it can be represented in an
appropriate basis with only a few significant coefficients, i.e; when sorted in
the descending order, the coefficients follow power-law decay as,
|Ci| ≤ Pi−r, for i = 1, 2, 3, ... and r > 1, (2)
where the non-negative constant P is independent of r. The lower bound
on the number of measurements required for stable recovery is a function of
the sparsity K of the signal. The basic requirement in CS is to identify a
representation basis relative to which sparsity K is minimum.
A measurement matrix which is incoherent or least correlated with Ψ mea-
sures the signal at a rate much lower than the Nyquist rate required for the
signal. If the number of measurements is greater than its sparsity, it would
be possible to recover the signal in a stable manner [1, 2]. To ensure that the
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geometry of sparse signals is preserved in the measurements, the matrix Φ
of measurement functions should satisfy the Restricted Isometry Property
(RIP) [3][1]:
(1− δK) ‖S(t)‖2 ≤ ‖ΦS(t)‖2 ≤ (1 + δK) ‖S(t)‖2 ; 0 < δK < 1, (3)
where δK is the restricted isometry constant (RIC) corresponding to the K
sparse signal S(t). The RIP requires the energy of the measurement to re-
main within a closed limit around the energy of the signal. The recovery of
the sparse set of representation coefficients becomes more stable as δK ap-
proaches zero. The measurement vector y = [y1, y2, ...., yM ] can be obtained
as the inner products of the signal S(t) ∈ RN with the M measurement
functions φi(t) for i = 1, 2, · · · , M evaluated over a finite duration. That
is, yi = 〈S(t),φi(t)〉; for i = 1, 2, · · · , M . The measurement vector is
y = ΦΨC = AC = ΦS(t), (4)
where A = ΦΨ, with Φ and Ψ having sizes M×N and N×N , respectively.
To achieve stable recovery of the sparse set of coefficients and reconstruction
of the signal, the measurement functions should be chosen such that they
capture maximum information of S(t). In general, K ≤ M and M  N .
For convenience, in the remaining part of the article, we use S in place of
S(t).
To minimize the number of measurementsM , the measurement functions
{φi(t)}Mi=1 should not be able to sparsely represent the representation basis
{ψj(t)}Nj=1 relative to which the signal is sparse, and vice versa [2]. Thus,
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the mutual coherence between the two matrices Ψ and Φ denoted by
µ(Φ,Ψ) =
√
N max{|〈ψj ,φi〉| , for 1 ≤ i ≤M, 1 ≤ j ≤ N} (5)
should be minimum. For normalized matrices, µ is within [1,
√
N ] [1]. Thus,
for compressed sensing of signals, a representation basis in which signal is
exactly sparse or is compressible is to be identified. A measurement matrix,
which is incoherent with the representation basis, and algorithms necessary
to recover the sparse representation coefficients from the compressed mea-
surements constitute the other vital components in CS.
In [4], Peyre proposes a method to reconstruct the signal from y when
information about the measurement matrix alone is known. In this method,
estimation of representation basis and recovery of sparse signal are done
simultaneously. The representation basis which results in maximum spar-
sity of the signal is estimated from a tree structured dictionary of orthog-
onal bases using iterative thresholding algorithm. In [5], Ravishankar and
Bresler discuss a method for learning sparsifying transform from the data.
They propose a generalized formulation of transform learning at the analysis
side that learns well-conditioned transforms under both noiseless and noisy
conditions.
The commonly used iterative recovery algorithms assume knowledge of
the representation basis, in which the signal is sparse. These algorithms find
an approximation to the signal by minimizing the residual energy [3][6]-[11]
under high signal to noise ratio. Greedy pursuit algorithms like Orthog-
onal Matching Pursuit (OMP) [7], its variants generalized OMP (gOMP)
[8], Regularized OMP (ROMP) [12] and Compressed Sampling Matching
Pursuit (CoSaMP) [10] exhibit good performance when sparsity is known in
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advance. These algorithms use sparsity as a parameter. They also consider
unrecoverable energy to be greater than noise and therefore require noise
level to be significantly low compared to signal level. In [13], compressed
sensing of a signal of interest corrupted by an interfering signal is filtered
to separate the signal of interest from noise. But orthogonality condition
is imposed on the noise subspace with respect to the signal subspace for
achieving the desired result. In practical scenario, it is not easy to meet
these constraints. These constraints can be removed if we resort to meth-
ods which do not consider `2 norm directly for choosing the support. In
[14], best representation basis is identified adaptively, from a dictionary of
wavelet packets by choosing the decomposition structure which minimizes
Shannon entropy.
The entropy minimization based matching pursuit (EMP) algorithm pro-
posed in this article is motivated by the fact that sparsity can be induced
by minimizing Shannon entropy of signal representation. In the sequel, en-
tropy means Shannon entropy. The advantage offered by EMP algorithm
is its noise resilience during signal recovery. In the absence of noise, the
performance of EMP algorithm is at par with the Matching Pursuit (MP)
algorithm in terms of Signal to Reconstruction Error Ratio (SRER) [15].
The EMP algorithm can be used to arrive at a sparse representation of a
signal when its representation basis is known. Sparse representation and
signal recovery are considered dual to each other in [7].
In this article, EMP algorithm is used for signal recovery from measure-
ments in the context of compressed sensing. Compared to the conventional
greedy pursuit algorithms, the EMP algorithm has superior capability to
extract signal components from noisy measurements. In Section 2, we fo-
cus on the formulation of the EMP algorithm along with its performance
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analysis and proof of convergence. Section 3 presents results of simulation
study carried out on synthetic sparse signals and a class of signals for which
sparsity is not known upfront. The class of signals chosen is speech signals.
Results are presented for both noise-free and noisy cases. A discussion on
the results is also presented. The article is concluded in Section 4.
2 Entropy minimization based Matching Pursuit
Algorithm for signal recovery
Matching pursuit (MP) algorithm, OMP algorithm, ROMP algorithm and
CoSaMP algorithm are examples of greedy iterative pursuit algorithms.
Each iteration updates yˆ, the approximation of y in (4), such that the
residual energy ‖y− yˆ‖22 is minimized. The update yˆ is obtained by choos-
ing one or more columns from the matrix A, that correlated best with the
residual error vector resulting from the previous iteration.
The EMP algorithm is a variant of MP Algorithm. It minimizes the
overall entropy of the signal representation in each iteration instead of mini-
mizing the residual energy. Entropy H(S) of the representation of the signal
S is related to the theoretical dimension N of the signal as [14, 16]
N = exp(H(S)). (6)
In [15], the EMP algorithm is used for obtaining a sparse representation
of a class of signals from its representation in time domain assuming that
the sparsifying frame is known. In the context of compressed sensing, we
extend the algorithm for recovering the sparse representation C of S from
the measurements y. The estimate Cˆ of C, thus obtained, is used to obtain
an estimate Sˆ of the signal S through Sˆ = ΨCˆ.
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Without loss of generality, we consider a normalized signal X = {xi, i =
1, 2, ...N}. x2i represents the probability of choosing the i-th function of
some basis in RN . The entropy of representation of X is defined by
H(X) =
N∑
i=1
x2i log
1
x2i
. (7)
Let the entropy of the representation of the signal y be denoted as H(y).
At iteration m, the conditional entropy of the representation of y, given
the vectors in the set Aˆ(m), is represented as H(y|Aˆ(m)), where Aˆ(m) is
the matrix which approximates A at the mth iteration. Similarly, let the
conditional entropy of representation of the residual signal e, given y and yˆ,
be H({y− yˆ}|Aˆ(m)) and the conditional entropy of the representation of yˆ,
given the vectors in the set Aˆ(m), be H(yˆ|Aˆ(m)). The mutual information
between yˆ and Aˆ(m) is denoted as I(yˆ, Aˆ(m)). In every iteration, signal y is
represented as the sum of approximation yˆ and residual e with the available
A. Aim is to choose the smallest subset of A to estimate yˆ.
y = yˆ+ e (8)
Though e is completely determined by y and yˆ, sparsity of e or representa-
tion entropy of e will be determined by the choice of Aˆ(m) which determines
yˆ.
H(y|Aˆ(m)) = H(yˆ|Aˆ(m)) +H({y− yˆ}|Aˆ(m)) (9)
Using the definition of mutual information,
H(yˆ|Aˆ(m)) = H(yˆ)− I(yˆ, Aˆ(m)) (10)
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Since yˆ = Aˆ(m)Cˆ, H(Cˆ) is the information left in yˆ when prior information
about Aˆ(m) is available. Thus,
H(yˆ|Aˆ(m)) = H(Cˆ) (11)
Substituting (11) in (9),
H(y|Aˆ(m)) = H({y− yˆ}|Aˆ(m)) +H(Cˆ). (12)
H({y− yˆ}|Aˆ(m)) is the entropy of representation of residual error. A sparse
Cˆ results by minimizing the conditional entropy H(yˆ|Aˆ(m)). On conver-
gence of the algorithm, H({y − yˆ}|Aˆ(m)) is zero or is negligible compared
to H(Cˆ). Thus, minimization of H(y|Aˆ(m)) leads to minimum H(Cˆ). By
(6), our aim is to minimize H(S) in order to reduce the dimension of S
which is achieved by minimizing H(y|A). This is attained by solving
min
C
{H(C)} subject to y = AC;A = ΦΨ. (13)
Since the signal can be normalized, 0 ≤ e2i ≤ 1, where ei is the ith com-
ponent of e, and e2i can be considered as the probability of occurrence of the
component ei. Thus entropy of the representation of residue conditioned on
the estimated yˆ is calculated as
∑M
i=1 e
2
i log
1
e2i
. Similarly, H(Cˆ) is calculated
using the normalized vector of sparse measurements as
∑N
i=1 cˆ
2
i log
1
cˆ2i
, where
cˆi is the i
th component of Cˆ.
2.1 EMP Algorithm for noiseless input signals
We have the measurement vector y, the matrix of representation basis Ψ
and the matrix of measurement functions Φ. They are related by (4). Our
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aim as in (13) is achieved by
min
Cˆ
{H(y|A)} subject to ‖y− yˆ‖2 < ε,where yˆ = ACˆ; ε > 0. (14)
In each iteration of the algorithm we extract one component of the signal,
that carries maximum information, from the residual e and refine the ap-
proximation yˆ. Only one cˆi changes in the calculation of yˆ, but all the M
components of e have the flexibility to change. Hence, more importance
has to be given in reducing H({y − yˆ}|Aˆ(m)) compared to the increase in
H(yˆ|Aˆ(m)).
Our aim is to capture maximum information of the signal from the
residue e using each coefficient cˆi and minimize H({y − yˆ}|Aˆ(m)), thus
minimizing the conditional entropy H(y|Aˆ(m)). In the absence of noise, the
residual e contains contributions solely from y and hence e approaches zero
with every iteration. To facilitate the convergence of the algorithm, residual
signal energy should decrease in every iteration.
EMP Algorithm for noiseless case
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Task
To find a sparse representation C of a signal S in Ψ domain subject to y =
AC, ‖y− yˆ‖2 < ε. A = ΦΨ, where Φ is the measurement matrix, and yˆ = ACˆ
with Cˆ as the estimated coefficient vector.
Parameters
Given A whose columns form a frame, the measurements y and error threshold
ε.
Initialization
a. Save the norm of y.
b. Approximation basis set Aˆ with an M ×N matrix of zeros.
c. Measurement vector approximation yˆ(0) with M × 1 vector of zeros.
d. Estimated representation Cˆ(0) to N × 1 vector of zeros.
e. Iteration index m to 0.
f. Residual vector r(0), e(0) to normalized y.
g. Magnitude of error vector to unity
∥∥r(0)∥∥
2
= 1.
h. Set ε to the given threshold, w1 =
N
N+1 and w2 =
1
N+1 .
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Main iteration
Increment m by 1 and perform the following steps.
for each column index j = 1 to N
{
c =
〈
r(m−1),Aj
〉
, Aj is the j
th column of A
yˆ
(m)
temp = yˆ
(m−1) + cAj
e = y− yˆ(m)temp
Calculate H(e|Aˆ(m)) = ∑i e2i log 1e2i and
H(yˆ|Aˆ(m)) = ∑i cˆ2i log 1cˆ2i + c2log 1c2 for normalized coefficients
Find the index j0 which minimizes
H(y|Aˆ(m)) = (w1H(e|Aˆ(m)) + w2H(Cˆ)) and
∥∥e(m)∥∥
2
<
∥∥e(m−1)∥∥
2
.
}
Update Support, residual signal and representation vector
Aˆ(m) = Aˆ(m−1) replaced with Aj0 at the jth0 position.
e(m) = e(m−1) − 〈e(m−1),Aj0〉Aj0
cˆj0 = 〈e(m−1),Aj0〉
Cˆ(m) = Cˆ(m−1) added with cˆj0 at the jth0 position.∥∥e(m)∥∥
2
=
(∑N
i=1 |e(m)i |2
) 1
2
r(m) = e(m)
Stopping rule
If
∥∥e(m)∥∥
2
< ε, stop. Otherwise apply another iteration.
Output
Required sparse representation in Cˆ. Norm of the signal is restored using the
value saved before normalization step. Reconstructed signal Sˆ = ΨCˆ.
Entropy reduction need not always minimize the residual signal energy
in each iteration. An iteration could choose a vector Ai from A, orthogonal
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to the error vector, which will not reduce the error energy. But this situation
is avoided in this algorithm by rejecting vectors from A which do not reduce
the residual energy. To this end, the residual signal is projected onto the
chosen vector Ai, and a new component is added to the approximated signal
only if the component along the direction of Ai reduces the residual energy.
Otherwise Ai is discarded. A vector Ai which minimizes the conditional
entropy H(y|Aˆ(m)) as in (12) with reduced error is selected in each iteration.
Iterations continue till ‖y− yˆ‖2 < ε, where ε, the error tolerance permitted
by the application, has a value close to zero.
2.2 Convergence of EMP Algorithm
We consider a signal S with its representation C ∈ RN . A finite dimensional
vector space is complete. Since Ψ is a normalized basis in RN , S can be
represented as a linear combination of the elements of Ψ with zero residual.
Convergence of the algorithm is proved by showing that the signal approx-
imation, Sˆ(m), due to the iterations in the algorithm, results in a Cauchy
sequence in RN . Here we assume that Φ satisfies the restricted isometry
property for sparsity 2K, thus guaranteeing unique recovery of a K sparse
signal. Further, we assume that the RIC for sparsity K is very small. Hence
the problem of finding S from y reduces to the problem of finding C from
S. Selecting a column from the matrix A is equivalent to the selection of
the corresponding column in Ψ. In the beginning of the first iteration, the
residual r(0) = S. In iteration (m + 1), r(m) = S − Sˆ(m) can be expressed
as
r(m) =
〈
r(m),ψi(m+1)
〉
ψi(m+1) + r
(m+1), (15)
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where ψi(m+1) is the i-th column of Ψ selected in the (m+ 1)-th iteration,
Sˆ(m) is the approximation of S in the m-th iteration and r(m) is the residual
which resulted out of Sˆ(m).
∣∣∣〈r(m),ψi(m+1)〉∣∣∣2 = ∥∥∥〈r(m),ψi(m+1)〉ψi(m+1)∥∥∥2
2
, since
∥∥ψi(m+1)∥∥22 = 1. (16)
The residual r(m+1) is orthogonal to ψi(m+1). Using (15) and (16),
∥∥∥r(m)∥∥∥2
2
=
∣∣∣〈r(m),ψi(m+1)〉∣∣∣2 + ∥∥∥r(m+1)∥∥∥2
2
. (17)
Using (15) to (17),
‖S‖22 =
∥∥∥r(0)∥∥∥2
2
=
N∑
m=0
∣∣∣〈r(m),ψi(m+1)〉∣∣∣2 + ∥∥∥r(N+1)∥∥∥2
2
. (18)
From (17),
∥∥∥r(m+1)∥∥∥2
2
=
∥∥∥r(m)∥∥∥2
2
−
∣∣∣〈r(m),ψi(m+1)〉∣∣∣2 . (19)
Hence,
‖r(m+1)‖2
2
‖r(m)‖2
2
= 1− |〈r
(m),ψi(m+1)〉|2
‖r(m)‖2
2
≤ 1. Equality arises when the chosen
vector is orthogonal to r(m). Orthogonal vectors are discarded in the algo-
rithm as they will not refine the residual signal. Thus, {r(m); m = 1, 2, ...}
is a bounded decreasing sequence making {Sˆ(m); m = 1, 2, ...} a bounded
increasing sequence bounded above at ‖S‖2. Since
∥∥∥Sˆ(m)∥∥∥
2
is not the upper
bound, there exists an integer L such that
∥∥∥S − Sˆ(m)∥∥∥
2
≤
∥∥∥S − Sˆ(L)∥∥∥
2
, for m ≥ L. (20)
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Thus,
∥∥∥S − Sˆ(m+1)∥∥∥
2
≤
∥∥∥S − Sˆ(m)∥∥∥
2
≤
∥∥∥S − Sˆ(L)∥∥∥
2
, for m ≥ L. (21)
Hence {Sˆ(m), m = 1, 2, ...} is Cauchy. Equivalently, {‖Ψ(C−Cˆ(m))‖2; m =
1, 2, ...} is a bounded decreasing sequence which implies that the set of rep-
resentation coefficients, {Cˆ(m); m = 1, 2, ...}, forms a Cauchy sequence.
The EMP algorithm may not give the exact representation with the
sparsest set of coefficients in a finite number of iterations unless the vectors
are orthonormal. In the noise-free case, it is possible to recover the sparse
set of coefficients ideally, as convergence of the algorithm is guaranteed. The
algorithm can be modified to calculate the vector of sparse representation
coefficients, Cˆ, in a finite number of iterations. This calculation is based on
the minimization of ‖y− yˆ‖2, after choosing a candidate vector from A by
minimizing H(y|Aˆ(m)), in each iteration. This can lead to recovery in K
iterations, where K is the sparsity of the signal, as guaranteed by the OMP
algorithm [7].
2.3 EMP Algorithm for noisy input signals
When the input signal is noisy, the aim of EMP algorithm in each iteration
is to reduce the overall conditional entropy calculated as in (12). We assume
white noise having dense representation C˜ relative to the basis Ψ in which
the signal has a sparse representation C. The noisy signal S is
S = So + Sn, (22)
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where So and Sn are the signal and noise components, respectively. The
corresponding noisy measurement vector is
y = yo + yn, (23)
where yo and yn are the signal and noise components, respectively, in the
measurement vector. Using the notions of representation and measurement,
yo = ΦSo = ΦΨC (24)
yn = ΦSn = ΦΨC˜ (25)
y = ΦΨ(C + C˜) = A(C + C˜), (26)
where A = ΦΨ is of full row rank, and hence its pseudo-inverse exists.
The vector C is sparse but C˜ is dense as the representation basis represents
signal sparsely and noise densely. If R represents a recovery algorithm,
then R(y) = C. Conventional recovery algorithms work on least square
error minimization and hence are not capable of distinguishing between C
and C˜. The only distinguishing factor between C and C˜ is that C is
sparse and C˜ is dense relative to the chosen representation basis Ψ. EMP
algorithm makes use of entropy minimization method which has the inherent
capability to distinguish and extract sparse coefficients. The component C˜
in the sum C + C˜ increases the entropy of representation. In the proposed
EMP algorithm, noise components are rejected such that the increase in
conditional entropy of signal representation is restricted below a predefined
limit γ, in each iteration of the algorithm. When C and C˜ are normalized,
H(C) < H(C˜), (27)
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where H(C) and H(C˜) are respectively, the entropy of C and C˜ calculated
according to (7). The morphological component separation presented in
[17] can be used to separate noise and signal components based on their
respective sparsity in a given basis. The goal of the EMP algorithm under
noisy conditions is
min
Cˆ
H(y|A) subject to ‖y− yˆ‖2 < ε, and ∆H(y) < γ, (28)
where yˆ = ACˆ, ∆H(y) = H(y|Aˆ(m))/H(y|Aˆ(m−1)), γ > 0, ε > 0.
The algorithm starts with the measured signal y as residual e, having
a maximum of M nonzero elements, and the estimated coefficients Cˆ as a
zero vector having N elements. The measurement y which is the sum of its
approximation and residual, is thus represented using M coefficients out of
the overall N+M coefficients. Initial iterations result in significant non-zero
coefficients in Cˆ, with each nonzero coefficient capturing the yo component
from y. In iteration m,
y = yˆ(m) + e(m), (29)
where
yˆ(m) =
m∑
i
AiCˆi. (30)
The entropy H(Cˆ) increases in every iteration as a non-zero component
gets added to Cˆ. Since EMP algorithm works on minimizing conditional en-
tropy, the column of matrixA that induces sparsity in the resulting residue is
chosen in each iteration. The conditional entropy H({y− yˆ}|Aˆ(m)) of error,
given the measurement vector and its approximation, decreases as compo-
nents of signal present in the residue are transferred to yˆ and captured in Cˆ.
The energy of the residual decreases considerably. Initial iterations result in
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overall decrease or at the most marginal increase in H(y|Aˆ(m)). Removal
of the So components from S causes removal of information about the sig-
nal from the residue, thus minimizing its conditional entropy H(y|Aˆ(m)).
Conditional entropy of y is reduced significantly by representing its yo com-
ponent using sparse Cˆ. Therefore, initial iterations capture So in approxi-
mating y by yˆ.
The components of noise along the basis chosen in each iteration are also
present in the representation. Subsequent iterations have significant noise in
the residue yn due to Sn which cannot be sparsely represented by Cˆ, relative
to Ψ. Therefore, reduction in the first term in (12) is considerably lower
than the increase in the second term which effectively leads to increase in
H(y|Aˆ(m)). In the absence of noise, the energy of the residual signal would
not exceed ε, and H(y|Aˆ(m)) ≈ H(yˆ|Aˆ(m)) when the algorithm converges.
When the input is noisy, prior to choosing a particular vector for refining
the representation, an additional step in the algorithm compares H(y|Aˆ(m))
and H(y|Aˆ(m−1)) which are the conditional entropy of the measurement
given the chosen subset of vectors in Aˆ, in iteration m and (m− 1), respec-
tively. The algorithm proceeds to update only if
∆H(y) = H(y|Aˆ(m))/H(y|Aˆ(m−1)) is less than γ. The parameter γ decides
whether a new component is to be added to the signal approximation at the
cost of increase in the conditional entropy. It increases linearly with the SNR
of input signal allowing more components to be added to the representation.
In the noiseless case, γ is infinite which reduces residual energy even if it
causes increase in the conditional entropy between successive iterations as in
(14). In the noisy case, components which cause increase in the conditional
entropy beyond γ is attributed to noise components and are rejected by the
algorithm. Iterations terminate when either the increment in the conditional
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entropy between consecutive iterations is beyond the permitted limit γ or,
the error energy threshold requirement is met.
EMP Algorithm for noisy case
Initialization
Set w1 =
M−‖Cˆ‖0
M and w2 =
‖Cˆ‖0
M .
(Other steps are the same as in the algorithm for the case of noiseless measure-
ments)
Main iteration
for each column index j = 1 to N
{
(steps are the same as in the algorithm for the case of noiseless measurements)
}
∆H(y) = H(y|Aˆ
(m))
H(y|Aˆ(m−1)) .
Stop the iterations if ∆H(y) < γ, else proceed to next section.
Update Support, residual signal and representation vector
(remaining steps are the same as in the algorithm for the case of noiseless mea-
surements)
3 Results and Discussion
The scheme for compressed sensing which uses the EMP algorithm for re-
covery is studied using both synthetic test signals and actual speech signals.
Speech signal is used as an example of a compressible signal. Performance of
the scheme under both noisy and noiseless conditions is evaluated. Recov-
ery percentage is used for performance evaluation under noise-free conditions
when sparsity is known. Signal to Reconstruction Error Ratio (SRER) is
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used as an objective measure of performance of the scheme under noiseless
condition when sparsity is not known. It gives a measure of capability of
the algorithm to approximate the input signal S from the measurements y
faithfully. Signal to Noise Ratio (SNR) is used for evaluating the perfor-
mance under noisy environment. SNR measures the ability of the algorithm
to reject noise in the input signal S. When the algorithm has ability to
reject noise, reconstruction from measurements from a noisy signal S will
result in low SRER and high SNR. Since the EMP algorithm aims to min-
imize conditional entropy and not energy of the residual, we use informa-
tion power as another parameter for performance comparison. Information
power (IP) is defined as the variance of a Gaussian source required to make
its entropy equal to that of the entropy H(X) of the signal source X. i.e;
H(G) = H(X), where H(G) is the entropy of the Gaussian source. Re-
duction in IP indicates sparse or compressible representation. SRER is
calculated as
SRER = 10 log10
∑
i S
2
i∑
i (Si − Sˆi)2
, (31)
where Si represents samples of input signal and Sˆi represents samples re-
constructed from the recovered sparse set of coefficients. SNR is calculated
as
SNR = 10 log10
∑
i S
2
i∑
i (Si − ˆ˜Si)2
, (32)
where Si represents samples of input signal before adding noise and
ˆ˜Si repre-
sents samples reconstructed from the sparse estimate of the representation
coefficients based on measurements from noisy signal. The entropy of a
Gaussian source with variance σ is H(G) = logb
√
2pieσ2, where b is the
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base to be considered. Information power is
σ2 =
22H(X) log2 b
2pie
. (33)
Simulations were done with noisy signals generated by adding white Gaus-
sian noise with input SNR varying from −6dB to 3dB.
3.1 Experiment with synthetic signal
Simulations were carried out to study the performance of various recovery
algorithms under the following cases.
1. Sparse input signal with orthogonal representation basis and known
sparsity.
2. Sparse input signal with orthogonal representation basis and unknown
sparsity.
3. Sparse input signal with non-orthogonal representation basis added
with 3dB white Gaussian noise and unknown sparsity.
4. Compressible input signal with non-orthogonal representation basis
added with 3dB white Gaussian noise.
Synthetic test signals are generated by linear combination of representation
basis vectors. Fourier representation basis was used as orthogonal basis for
the study of case-1. The sparsity of the signal considered was K = 4. Fig. 1
shows that the performance of EMP algorithm is at par with other recovery
algorithms in the absence of noise.
Fig. 2 shows the performance of various algorithms when sparsity is not
known in advance. In this study also, a signal of sparsity K = 4 was used.
But the algorithms were not presented with the information about sparsity.
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Conventional greedy algorithms estimate sparsity from the measurements.
The results show that EMP performs marginally better than the other al-
gorithms when number of measurements is low.
The performance of various algorithms in the presence of 3dB noise is
presented in Table 1. In this study, sparsity of the signal is considered un-
known and non-orthogonal representation basis is used. The experiment
was carried out for signals having dimension 40 and sparsity K = 4; the
sparsity was not an input to algorithms. The results show that at low SNR,
OMP performs better than all other conventional greedy algorithms. EMP
outperforms OMP for reduced number of measurements and is marginally
better at increased number of measurements. Estimated sparsity was used
for halting OMP, CoSaMP and ROMP. The estimated sparsity varies from
3 to 5 corresponding to measurements varying from 20 to 36. It is observed
that as the algorithms approximate the signal with more components be-
yond its sparsity, more noise gets into the signal approximation thus causing
reduction in SNR of the reconstructed signal. Since greedy pursuits estimate
sparsity from the number of measurements, increase in the number of mea-
surements leads to increase in the estimated sparsity, resulting in decrease
of SNR. This is avoided in EMP as the algorithm does not iterate using
sparsity as a parameter.
The performance of various algorithms for a compressible signal in the
presence of 3dB noise is presented in Table 2. Since the signal is not strictly
sparse, the halting condition of conventional algorithms is changed such that
the algorithms terminate when residual norm is below the predetermined
threshold. The results indicate that performance of EMP is superior to all
other greedy pursuits when the signal is compressible. SNR was averaged
over 50 runs with different noisy inputs for studying the performance of the
21
Figure 1: Performance comparison of various recovery algorithms on a 4-
sparse signal of dimension 200 under noiseless conditions.
Figure 2: Performance comparison of various recovery algorithms on a 4-
sparse signal of dimension 200 under noiseless conditions, with unknown
sparsity.
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algorithms under noisy conditions.
Table 1: Comparison of SNR for synthetic sparse signal of length 40 with
sparsity unknown, recovered using various greedy pursuits at 3dB noise
Reconstruction SNR in dB
No. of measurements EMP OMP CoSaMP ROMP
20 0.77 0.02 -0.59 0.35
24 1.74 0.40 -0.02 1.43
28 2.57 1.42 -0.01 1.45
32 3.21 3.10 1.87 1.55
36 3.61 3.27 -0.79 0.87
Table 2: Comparison of SNR for synthetic compressible signal of length 40,
recovered using various greedy pursuits at 3dB noise
Reconstruction SNR in dB
No. of measurements EMP OMP CoSaMP ROMP
20 2.33 2.07 1.14 -0.07
24 2.65 2.83 2.42 0.86
28 2.93 2.70 1.53 -0.83
32 2.88 2.84 1.41 -0.77
36 3.21 3.03 -0.21 -0.62
Table 3: Comparison of IP for compressible signal of dimension 40 at 0dB
noise recovered using various greedy pursuits with 36 measurements.
Algorithm IP SNR in dB
EMP 3.06 3.94
OMP 9.53 1.87
CoSaMP 61.28 1.10
ROMP 50.32 0.98
When the sparsity is unknown, it is estimated from the number of mea-
surements, M , and used in the algorithms as K = M/(2 logeN), where
N is the signal dimension. When non-orthogonal representation basis is
considered, the performance of greedy pursuits that update more than one
component in an iteration is poor in comparison with the OMP algorithm
which chooses only one component per iteration.
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As entropy decreases, information power also decreases. Table 3 shows
information power of a noisy signal at 0 dB reconstructed using algorithms
under consideration. Information power of the original signal without noise
was 2.17 and information power of noisy signal was 20.51. The base b con-
sidered for logarithm in (33) was 2. Information power clearly indicates the
ability of EMP to reject noise components, that require dense representation
and thus have high entropy.
Fig. 3 shows comparison of the performances of OMP and EMP algo-
rithms for various levels of input noise. Non-orthogonal representation basis
was used to generate the synthetic signal. Simulation study shows that per-
formance of EMP at SNR ranging from −6dB to 3dB is higher than that of
all other algorithms considered, indicating the capability of the EMP algo-
rithm for providing robustness to the CS system in the presence of noise.
3.2 Experiment with speech segment
This experiment makes use of the representation basis obtained in [15]. A
speech segment sampled at Nyquist rate is used as input. Wavelet packet
basis is used as the representation basis. Wavelet packet basis obtained us-
ing the best basis algorithm proposed in [14] is chosen to arrive at the tree
structure suitable for speech signals [15]. Impulse response at each of the
terminal nodes of the tree and their translates constituted the representa-
tion basis. The details of the signal representation can be found in [15].
The representation basis is non-orthogonal. Measurement matrix is chosen
based on the Multi-Dimensional Scaling method proposed in [18]. This ex-
periment benchmarks the performances of the algorithms when the signal
is compressible in a non-orthogonal basis with its sparsity unknown. Per-
ceptual quality of the reconstructed signal was indistinguishable from the
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(a) Input SNR = -6dB (b) Input SNR = -3dB
(c) Input SNR = 0dB (d) Input SNR = 3dB
Figure 3: Performance comparison of EMP and OMP as recovery algorithms
on a noisy synthetic signal at various noise levels.
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original in the noise-less case for the number of measurements as low as 60%
of that required at Nyquist rate. Table 4 shows that the performance of the
EMP algorithm is at par with the OMP algorithm under noise-less case.
Table 4: Comparison of SRER (in dB) for speech signal divided into seg-
ments of length 40, recovered through the OMP and the EMP algorithms.
No. of measurements OMP EMP
16 2.93 3.30
20 7.77 8.03
24 11.32 11.76
28 13.44 13.77
32 17.96 18.03
38 26.83 27.30
40 267.74 267.60
Fig. 4 shows the performance when speech signal with noise is compres-
sively measured and reconstructed using the EMP and the OMP algorithms.
The halting condition of the OMP algorithm was based on residual error
threshold and not based on the estimated sparsity since the input signal
was compressible and not exactly sparse. The figure shows the superior
performance of the EMP algorithm.
The simulation results show that the EMP algorithm has the capability
to perform at par with the CoSaMP, ROMP and OMP algorithms when
the signal is sparse and without any noise. But, for noisy compressible sig-
nals, the EMP algorithm performs significantly better than the other greedy
algorithms mentioned. With low SNR, reducing number of measurements
leads to smaller estimated sparsity which improves the performance of the
OMP, CoSaMP and ROMP algorithms. Since the EMP algorithm tries to
reduce conditional entropy, it has the ability to reject noise that requires
dense coefficients in the chosen representation basis for the signal. The per-
formance is more or less independent of the number of measurements. But
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(a) Input SNR = -6dB (b) Input SNR = -3dB
(c) Input SNR = 0dB (d) Input SNR = 3dB
Figure 4: Performance comparison of the EMP and the OMP recovery al-
gorithms on a noisy speech signal at various noise levels.
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computational overhead of the EMP algorithm is higher than that for the
other algorithms as entropy calculation is computationally intensive. In the
EMP algorithm, the chosen threshold value ε has to meet the constraints
imposed by applications on the required minimum SRER under noiseless
case. When noisy signal is presented, the relaxation parameter γ should be
fine-tuned in accordance with the SNR of the input signal. In our study, γ
was calculated as (M +N + 5SNR)/M , where SNR is in dB.
4 CONCLUSION
In this article, we have presented the EMP algorithm for sparse signal recov-
ery under noiseless and noisy conditions. The sparse recovery scheme based
on the proposed EMP algorithm is unique in its robustness in the presence of
noise. The classical greedy algorithms reconstruct the original signal faith-
fully but fail to separate noise. The functionality of the EMP algorithm is
based on conditional entropy minimization instead of energy minimization
which facilitates its noise resilience. The EMP Algorithm does not require
the sparsity to be known, at the same time, it offers significant improve-
ment in the SNR of the reconstructed signal in the presence of noise. Noise
components do not get added to the reconstructed signal even when mea-
surements are increased. Therefore, the EMP algorithm may replace the
conventional greedy pursuit algorithms when the measurements are noisy.
Under noiseless conditions, the performance of the EMP algorithm is at par
with the best performance of other greedy algorithms.
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