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The Normal Map Based on Area-Preserving Parameterization
Hui Zhao∗ Kehua Su† Ming Ma‡ Na Lei§ Li Cui¶ Xianfeng Gu‖
Figure 1: (a) High resolution mesh; (b) simplified mesh; (c) rendered by normal map; (d) conformal results; (e) OMT result; (f) our normal
map texture
Abstract
In this paper, we present an approach to enhance and improve the
current normal map rendering technique. Our algorithm is based on
semi-discrete Optimal Mass Transportation (OMT) theory and has
a solid theoretical base. The key difference from previous normal
map method is that we preserve the local area when we unwrap
a disk-like 3D surface onto 2D plane. Compared to the currently
used techniques which is based on conformal parameterization, our
method does not need to cut a surface into many small pieces to
avoid the large area distortion. The following charts packing step
is also unnecessary in our framework. Our method is practical and
makes the normal map technique more robust and efficient.
Keywords: power Voronoi diagram, power Delaunary triangula-
tion, optimal mass transportation, area preserving
Concepts: •Computing methodologies→Mesh geometry mod-
els;
1 Introduction
The normal map [Cignoni et al. 1998] is an important and crucial
rendering technique in computer graphics. This traditional method
is used widely to display a model efficiently in past twenty years.
When we render a shape with very high details, we need a dense
mesh to represent the geometry of a shape. Normally this kind of
meshes have more than ten thousand faces, and can be obtained
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by sculpturing with some softwares, for example, "Zbrush", or by
scanning from real objects.
In real time rendering, the color of every pixel in the rendering im-
age is determined by the normal of its corresponding vertex and
lighting. When these dense models are displayed, the rendering is
very time costing due to the large number of triangle faces. If we
simplify the model to speed up the rendering time, the local de-
tails of the shape will be lost. The normal map technique solves the
problem by storing the vertex normals of original dense mesh into a
2D texture image. When we render the simplified meshes, the light
shading is calculated in pixel space instead of vertex space, and the
normal directions of pixels are determined by the values stored in
the normal map texture instead of computing from the normals of
the vertice of the simplified models. Therefore, in Figure 1, the
rendered picture (c) of the combination of simplified mesh (b) and
normal map texture (f) looks similar to the original dense mesh (a),
but it is much more efficient in rendering speed.
The conformal parameterization preserves the angle, therefore it
is suitable for texturing applications. In normal map, the area-
preserving parameterization is an ideal tool. In this paper, we pro-
pose to use an area-preserving mesh parameterization algorithm
to unwrap the original high resolution 3D mesh, therefore we can
guarantee that uniform sampling in 2D will lead to a uniform sam-
pling in 3D. Our method is based on solid discrete optimal mass
transportation(OMT) theory, and it can avoid the cutting step and
packing step used in previous method. In traditional method, the
normal map texture depends on both simplified mesh and high res-
olution mesh. In ours, the texture depends on the high resolution
mesh only. This feature makes our method more flexible and in-
sensitive to the simplification step that is used in previous methods.
Our contribution is two sides, one is proposing a different work
flow to generate normal map textures; the second one is applying
discrete OMT in our normal map work flow to generate the uniform
sampling and simplified meshes.
2 Previous Work
The discussion of normal map and mesh parameterization is vast.
In this section, we only briefly review the most related works to our
current work.
Normal Map. The idea of rending using normal map with simpli-
fied meshes was proposed in [Krishnamurthy and Levoy 1996]. The
original dense irregular meshes were converted into tensor product
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B-spline surface patches with a displacement maps. For transfer-
ring details with normal maps from high resolution to low reso-
lution polygon meshes, they presented texture deviation metric in
[Cohen et al. 1998]. At the same year, for this purpose, the authors
in [Cignoni et al. 1998] proposed a general method for preserving
detail on simplified meshes with 2D textures. Guskov et al. pro-
posed normal meshes with multiresolution capability to represent
geometry in [Guskov et al. 2000]. In [Gu et al. 2002; Snyder et al.
2003], a geometry image approach is presented to store normal ef-
ficiently.
There is a lot of mesh parameterization methods [Hormann and
Greiner 2000; Sander et al. 2002; Floater 2003; Desbrun et al.
2002; Sheffer et al. 2005; Weber and Zorin 2014]. For in-depth
survey, we refer the readers to [Sheffer et al. 2006; Sheffer et al.
2007]. A method which preserves the local area as much as pos-
sible is proposed in [Liu et al. 2008]. Our method preserves the
local area accurately. In [Kovalsky et al. 2016; Fu et al. 2015; Fu
and Liu 2016; Rabinovich et al. 2017; Smith and Schaefer 2015],
some injective and bijective mesh parameterization approaches are
discussed. These methods do not aim at area preserving, therefore
they are not suitable for our normal mapping application.
Optimal Mass Transportation (OMT). Monge first raised the clas-
sical Optimal Mass Transport Problem [Monge 1781; Bonnotte
2013]. Moving a pile of soil from one place to another, OMT can
determine the optimal way with minimal transportation cost [Vil-
lani 2008]. Kantorovich proved the existence and uniqueness of
the optimal transport plan based on linear programming in [Kan-
torovich 1948]. But the theory of Kantorovich has one fundamen-
tal disadvantage that the number of variables is O(n2). A different
approach was presented in [Brenier 1991] for a special class of op-
timal transport problems, where the cost function is a quadratic dis-
tance. Their approach reduces the unknown variables from O(n2)
to O(n), which greatly reduces the computation cost, and improves
the efficiency. In recent years, a practical algorithm was proposed
in [Lévy 2015] to compute the optimal transport map by using a
quasi-Newton method. The hierarchical optimization greatly im-
proves the efficiency. It makes a great development in computation
of optimal mass transportation.
OMT is also used in a variety of practical applications: such as blue
noise [de Goes et al. 2012]; 2D shape simplification [De Goes et al.
2011], image registration [Haker et al. 2004], image retrieval [Rub-
ner et al. 2000], image segmentation [Rabin and Papadakis 2015],
geodesic distances on 3D meshes [Solomon et al. 2014], shape in-
terpolation [Solomon et al. 2015], displacement interpolation [Bon-
neel et al. 2011], histogram regression [Bonneel et al. 2016] and
shape matching [Su et al. 2015].
Our algorithm relies heavily on the computational geometry tech-
niques of power diagram [Aurenhammer 1987] and weighted De-
launary triangulation. Power diagram is also used in fluid simula-
tion [De Goes et al. 2015], self-supporting structure [De Goes et al.
2013; Liu et al. 2013], weighted triangulation [Goes et al. 2014],
animating bubble [Busaryev et al. 2012] and generalized barycen-
tric coordinates [Budninskiy et al. 2016].
Recently, based on the theoretic work of [Gu et al. 2016], which
solves the discrete optimal mass transportation map by convex opti-
mization and gives an explicit geometric interpretation of the Hes-
sian matrix of the convex energy, several applications are devel-
oped and applied, such as area preserving [Zhao et al. 2013; Su
et al. 2016c], volume preserving mapping [Su et al. 2016a; Su et al.
2016b] and brain morphological study [Su et al. 2013]. Our ap-
proach relies on this discrete OMT theory as well.
3 Theoretic Background
In the interest of being self-contained, in this section, we review
some basic facts of discrete optimal mass transportation, which are
the theoretic foundation of our method. The more mathematic de-
tails and proofs are explained in [Gu et al. 2016]. At first we in-
troduce the problem in smooth case briefly, then we will discuss its
discrete counterpart.
Smooth OMT. In 18th century, Monge [Bonnotte 2013] proposed
the optimal mass transportation problem, which seeks a minimal
transportation cost. Denote X and Y as two metric spaces with
probability measures µ and ν respectively, and X and Y have equal
total measures, i.e.
∫
X µ =
∫
Y ν. For any measurable set B ⊂ Y , it
satisfies
∫
T−1(B) µ =
∫
B ν, then the map T : X → Y is measure pre-
serving. If this condition is satisfied, we use ν = T#µ to denote the
push forward measure of µ that is induced by T . The transporta-
tion cost from x ∈ X to y ∈Y is represented as c(x,y), then the total
transportation cost of T can be computed by the following:
E(T ) :=
∫
X
c(x,T (x))dµ(x).
In our application, we are interested in that the transportation cost is
the quadratic Euclidean distance, then the following theorem holds:
Theorem 1 [Brenier 1991] Suppose X ,Y are subsets in Rn, the
source X is a convex domain, the transportation cost is the
quadratic Euclidean distance, c(x,y) = |x− y|2. Given probabil-
ities measures µ and ν on X and Y respectively, then there is a
unique optimal transportation map T : (X ,µ)→ (Y,ν), furthermore
there is a convex function f : X → R, unique up to a constant, and
the optimal mass transportation map is given by the gradient map
T : x 7→ ∇ f (x).
When f is with second order smoothness, i.e. f ∈ C2(X ,R) and
the measures µ and ν are also smooth, then f satisfies the famous
Monge-Ampère equation that is highly non-linear and has the fol-
lowing form:
det
 ∂2 f∂x21 ∂2 f∂x1∂x2
∂2 f
∂x2∂x1
∂2 f
∂x22
= µ(x1,x2)
ν◦∇ f (x1,x2) .
Discrete OMT. We call optimal mass transportation problem as
semi-discrete OMT, when the source domain is continuous and the
target domain consists of discrete points. Semi-discrete OMT has
a nice geometric interpretation that we illustrate in Figure 2. We
can solve this problem using variational approach by the convex
optimization method.
We summarize the geometric explanation of semi-discrete OMT in
the following.
1. The target space T is discretized into T = {q1,q2, · · · ,qk}
with Dirac measure ν = ∑ki=1 viδ(q− qi), as shown in , the
lower right picture of Figure 2.
2. A height vector which consists of k real numbers is denoted
as h= (h1,h2, · · · ,hk) ∈ Rk.
3. For each qi ∈ T , a hyperplane is defined on V:
pii(h) : 〈x,qi〉+hi = 0,
where 〈,〉 is the inner product in Rn, which is shown as the
red or blue polygon in the upper left picture of Figure 2.
uh u
∗
∇uh
Wi qi
pii
pi∗i
Ω,V Ω, T
proj proj
∗
E(h) C(h)
Figure 2: The geometric interpretation of semi-discrete OMT.
4. A piece-wise linear function is defined as:
uh(x) = max
1≤i≤k
{〈x,qi〉+hi}.
uh is a convex function that can be represented by the upper
envelope E(h) of the planes {pii(h)}. For example, the left
top picture of Figure 2.
5. The projection of E(h) leads to the power Voronoi cell de-
composition V(h) of source domain Ω
Ω=
k⋃
i=1
Wi(h), Wi(h) := {x|〈x,qi〉+hi≥〈x,q j〉+h j,∀ j}∩Ω.
(1)
Each cell Wi(h) is the corresponding projection face, namely
Wi = {x|∇µh(x) = qi}. For example, the red and blue poly-
gons in the left bottom picture of Figure 2.
6. Denote the coordinates of qi ∈ R2 as (xi,yi), then, for each
hyperplane pii(h), its corresponding dual point pi∗i (h) ∈ R3 is
constructed as follows:
pi∗i (h) = (xi,yi,−hi), i = 1,2, · · · ,k.
7. The upper envelope E(h) of {pii(h)} is the dual to the convex
hull C(h) of {pi∗i (h)}.
8. The convex function uh on each cell Wi(h) is a linear func-
tion pii(h), therefore, the gradient map∇uh : Wi(h) 7→ qi, i =
1,2, · · · ,k, maps each cell Wi(h) to a single point qi. For ex-
ample, the right picture of Figure 2.
9. The projection of C(h) induces the weighted Delaunay trian-
gulation T (h) of the discrete samples {qi}.
10. The gradient map of the convex function ∇uh maps each
power Voronoi cell Wi(h) to a sample point qi.
11. We define the OMT energy E(h) as the following:
E(h) =
∫
Ω
uh(x)µ(x)dx−
k
∑
i=1
νihi. (2)
The first item of this OMT energy E(h) also has a geometric
meaning: it is the volume of the convex polyhedron bounded
by the graph G(h) and the cylinder through the boundary of
Ω, as shown in Figure 3.
12. The gradient of the energy is computed by:
∇E(h) =
∫
Wi(h)
µ−νi. (3)
13. The Hessian of E(h) is given by:
∂2E(h)
∂hi∂h j
=
{ ∫
fi j (h)
µ
|q j−qi| Wi(h)∩W j(h)∩Ω 6= ∅
0 otherwise
(4)
where the cells Wi(h) and W j(h) has a common face fi j(h) =
Wi(h)∩W j(h)∩Ω,
Figure 3: The geometric interpretation of the first item of the OMT
energy.
It is proved in [Gu et al. 2016] that the admissible space H of height
vectors h is convex, and the Hessian matrix is positive definite on
H, then the energy E(h) is convex. The existence and uniqueness
of the global minimum is also proved in [Gu et al. 2016] and can be
obtained efficiently using Newton’s method.
4 Our Work Flow
The traditional normal map texture production technique is very
mature and widely used in industry software, such as the software
Melody [Melody 2004]. Their work flow is as follows: the follow-
ing: (a) the original high resolution mesh (Figure 5a) is simplified
into a low resolution mesh (Figure 5b) using some simplification al-
gorithm, for example the one in [Garland and Heckbert 1997]; (b)
the simplified low resolution mesh is cut into some small pieces;
(c) these pieces are unwrapped into the 2D flat meshes; (d) these
small 2D meshes are packed into a rectangle; (e) the rectangle is
sampled with a uniform grid; (f) these 2D grids points are mapped
onto their corresponding 3D points inside the faces of the simplified
mesh; (g) the 3D points are ray casted into original high resolution
mesh to get their normal directions; (h) the (x,y,z) coordinates of
the normal directions is converted into (R,G,B) value of the color
and stored into a picture (Figure 5c).
Traditional normal map texture creation flow is complicated. In this
paper, we propose a novel and simple work flow for the normal map
texture generation and the simplified mesh creation. Traditionally
the simplification and the texture production algorithms are inde-
pendent with each other. In our approach, we combine them into a
single component. Our work flow is as follows::
1. We unwrap the original high resolution mesh into a 2D disk
(or rectangle).
2. The disk is sampled uniformly with a grid of high resolution.
3. The grid points are mapped to the original high resolution
mesh to achieve the normal map texture.
4. The same disk is sampled uniformly with a second different
grid of low resolution.
(a) (b) (c) (d) (e) (f)
Figure 4: (a) Original model(47647 vertice) rendered with smooth shader, (b) simplified model (2093 vertice) with smooth shader; (c)
simplified model with normal map shader; (d) normal map texture; (e) original model rendered with wireframe shader; (f) simplified model
with wireframe shader.
(a) (b) (c) (d)
Figure 5: (a)Original model; (b) simplified model; (c) traditional
normal map texture; (d) our normal map texture.
.
5. These grid points are mapped again to the high resolution
mesh to obtain the simplified mesh.
To be successful in normal mapping rendering, the normal sam-
pling should be uniform. In traditional method, to achieve uniform
sampling, the simplified mesh is cut into small pieces to avoid large
area distortion (Figure 5c). Our method does not need to cut the
mesh and pack the pieces (Figure 5d), therefore our method is much
more space efficient. The key factor in the normal map techniques
is unwrapping a 3D mesh onto the 2D plane, a good unwrapping al-
gorithm is crucial to the success of the normal map technique. The
commonly used unwrapping algorithms are based on the confor-
mal mesh parameterization, which preserves the angle, but it leads
to large area distortion. Although the grid sampling in unwrapped
2D plane is uniform, the corresponding points in 3D mesh is not
uniform due to the area distortion. In Figure 6, the 3D hulk mesh
( Figure 6a) is parameterized conformally onto a 2D disk (Figure
6b). The hulk’ head is mapped into a very small area. If we sample
the disk uniformly, we get a very small number of corresponding
sampling in 3D hulk’s head. To solve the problem, normally the
meshes are cut into a lot of small pieces to decrease the area dis-
tortion. In Figure 6c, the disk is obtained by our area-preserving
parameterization, therefore the corresponding sampling in 3D hulk
is also uniform.
(a) Original (b) Conformal (c) OMT
Figure 6: Conformal and OMT parameterization
Instead of global area, our goal is to preserve the local area, i.e.
the area of the neighborhood of every vertex. There are infinite
solutions for the local area-preserving parameterization. We use
the semi-discrete OMT to single out a special one, such that the
problem can be solved by a practical, fast algorithm.
5 Our Algorithm
In the first step, we resize the original 3D mesh by the area of a unit
disk (or a unit square). In the second step, we map the 3D mesh
onto a unit disk by harmonic map (or conformal map) with the al-
gorithms in [Gortler et al. 2006; Gu and Yau 2003]. The map result
keeps the global area unchanged, but it is not local area-preserving.
We apply the semi-discrete OMT to adjust the conformal map to
the local area-preserving map.
(a) (b)
Figure 7: (a) The Voronoi diagram; (b) the power diagram and its
dual.
The upper envelop, convex hull and the weighted Delaunay triangu-
lation, shown in Figure 2, are used to explain the geometric mean-
ing of semi-discrete OMT tool. In our algorithm, we only need
to compute the power diagram, and its dual leads to the weighted
Delaunay triangulation directly.
Given a set of points, the Voronoi cell Wi at the point qi satisfies the
following condition:
Wi = {x| |x−qi|2 ≤ |x−q j|2,∀ j}.
If we associate every point qi with a power weight wi, then the
cell Wi becomes the power Voronoi cell and satisfies the following
inequality:
Wi = {x| |x−qi|2 +wi ≤ |x−q j|2 +w j,∀ j},
If the power weights of all points are the same, the power diagram is
reduced to the normal Voronoi diagram, and the weighted Delaunay
triangulation is reduced to the Delaunay triangulation. Figure 7a
shows a Voronoi diagram, and Figure 7b exhibits a power diagram
and its dual: the weighted Delaunay triangulation. In Figure 7b,
the radii of the red circles illustrate the power weights of the points.
We use the CGAL library [The CGAL Project 2015] to compute the
power diagram.
In semi-discrete OMT framework, according to the equation 1, the
power Voronoi cell is a function of unknown variables of hi, and we
rewrite it into the following format:
|x−qi|2−2hi−|qi|2 ≤ |x−q j|2−2h j−|q j|2.
Then we establish the relationship between the power weight wi
and the height variable hi as:
wi =−2hi−|qi|2 (5)
Let M = {V,E,F} represents the 3D dense mesh with vertice V ,
edges E and faces F . Denote Mc = {Vc,Ec,Fc} as the conformal
2D mesh with vertice Vc, edges Ec and faces Fc.
Wi
T
Figure 8: The semi-discrete OMT.
To apply the semi-discrete OMT framework, we need setup some
necessary items as the follows:
1. We assign the uniform measure µ = 1 to the source domain
which is a disk.
2. The target domain is discrete and consists of a set of points
which exactly are the vertice Vc of the 2D mesh Mc. Their
positions are the same as the Vc. Their measure is one third
of the total areas of its neighbor triangles in the 3D mesh M.
We denote the discrete target points as Vc = {q1,q2, · · · ,qk}
and their corresponding measures are ν= {ν1,ν2, · · · ,νk}, as
shown in Figure 8.
3. The initial height vector in semi-discrete OMT is set as fol-
lows:
hi =−12 〈qi,qi〉, i = 1,2, · · · ,k. (6)
4. According to the equation 3, the gradient vector of the OMT
energy is the difference of the target measure and the areas of
the current power Voronoi cells, it is computed as the follow-
ing:
∇E(h) = (ν1−W1,ν2−W2, . . . ,νk−Wk) (7)
5. Denote the edges (the blue edges in Figure 7) of the power
Voronoi cells as ei j and their dual edges (the black edges in
Figure 7) in the weight Delaunay triangulation as e¯i j, then the
Hessian matrix H(h) of the energy has the formula:
Hi j(h) =

|ei j|
|e¯i j| i 6= j,Wi(h)∩W j(h)∩Ω 6= ∅
∑
k 6=i
Hik i = j
0 otherwise
(8)
6. The OMT energy can be optimized by Newton’s method:
H(h)δh=∇E(h), (9)
then the height vector is updated by:
h← h+λδh, (10)
where λ is a step length parameter.
The detail of the optimization algorithm is shown in Alg. 1. After
the optimization procedure stops, the area of every power Voronoi
cell of the point qi is exactly equal to its the target measure, i.e. one
third of the total area of the adjacent triangles of vertex i. Therefore
the final optimal dual weighted Delaunay triangulation is locally
area-preserving.
Algorithm 1: Semi-discrete Optimal Mass Transportation Map
Input: A set of discrete points Y = {q1, · · · ,qk}, discrete target
measure ν= {ν1, · · · ,νk}.
Output: A partition of Ω= ∪iWi, such that Wi 7→ qi is the optimal
mass transportation map.
1. Translate and scale Y , such that Y ⊂Ω.
2. Initialize the height vector h by the Eqn. 6.
while true do
3. Compute the power weights by the Eqn. 5.
4. Construct the power diagram V(h) of Ω.
5. Construct its dual weighted Delaunay triangulation T (h).
6. for i← 1 to k do
Compute the area of power Voronoi cell Wi(h).
7. Compute the gradient vector by Eqn. 7.
8. Calculate all edge lengths of V(h) and T (h).
9. Build the Hessian matrix by Eqn. 8.
10. Solve the linear equation by Eqn. 9.
11. Compute the power diagram V(h+λδh).
12. while ∃Wi(h+λ(δh) is empty do
Adjust the step parameter by λ← 12λ.
Compute the power weights by the Eqn. 5.
Compute the power Voronoi diagram V(h+λδh).
13. Update the height vector by Eqn. 10.
14. if ∀|Wi(h)−νi|< ε then
Break.
return the mapping {Wi(h) 7→ qi, i = 1,2, · · · ,k}.
In summery, the semi-discrete OMT based algorithm provides a
tool to find a special partition of a given space with minimal cost,
such that the area of every cell, i.e., the neighborhood area of the
vertex in its dual triangulation, is equal to the specific target value.
By this property, we can achieve a 2D mesh, where the neighbor-
hood area of its every vertex is equal to the corresponding area value
in original 3D mesh. We show some conformal parameterizations
in Figures 11e and 12e and area-preserving results adjusted by our
semi-discrete OMT algorithm in Figures 11f and 12f. More results
are demonstrated in Table 1.
6 Texture and Simplified Mesh Generation
After we have a local area-preserving parameterization that maps a
dense mesh onto a 2D disk, we use two samplings to generate the
normal map texture and the simplified mesh respectively. The first
sampling is a high resolution one, which leads to a normal direc-
tion sampling in the dense mesh. The second one is low resolution,
which samples a few of points in the dense mesh to create a simpli-
fied mesh.
(a) 0.1k (b) 0.5k (c) 1k (d) 8k (e) 10k (f) 12k (g) 16k
Figure 9: The simplification with different resolutions.
As the 2D mesh is area-preserving, the number of sampling points
in the neighborhood of every vertex is equal to its corresponding 3D
counterpart, therefore, the normal directions of the 3D dense mesh
will be uniformly sampled by our method.
(a) (b) (c)
Figure 10: (a) The sampling in the original 3D fish mesh; (b) the
sampling in the 2D mesh; (c) the normal map texture
We sample the disk (or rectangle) with a high resolution grid, as
shown in Figure 10b. The number of the grid points should be equal
to or less than the number of the vertice of the dense mesh to cap-
ture its geometry details. Every grid point falls in a certain triangle.
We compute it barycenter coordinates according to its containing
2D triangles. Then we map the sample point onto the correspond-
ing 3D triangle, and compute its location by the same barycenter
coordinates, as shown in Figure 10a. From it 3D location, we can
obtain the normal direction of the sample point by interpolating the
normal directions of three vertice of the 3D triangle. Finally we
convert all normal direction values to RGB values and store them
into a texture picture, as shown in Figure 10c and Figure 9d.
The simplification step also starts from sampling the same rectan-
gle, but with a low resolution grid. The coordinates of the grid
points will be the texture coordinates of the simplified mesh di-
rectly. As we sample the same rectangle as the one used in the tex-
ture creation step, these texture coordinates and the texture picture
are mapped correspondingly. In contrast to the traditional method
which generates a simplified mesh, then maps it to a 2D plane to
obtain its texture coordinates, our method achieves the simplified
mesh and its texture coordinates by one single step at the same time.
To obtain a better simplification mesh, firstly we sample the 2D
OMT disk and compute the barycenter coordinates. Secondly we
map the grid points from the OMT disk to the conformal disk. Al-
though the locations of the grid points inside the OMT disk are uni-
form, they are non-uniform inside the conformal disk. Thirdly we
triangulate these points into a mesh. Finally we map these points to
the 3D dense mesh with the same barycenter coordinates. In Figure
4e and 4f, we show the dense and simplified meshes respectively.
7 Experiment
In this section, we demonstrate the efficiency and efficacy of our
method. All the experiments were carried out on a laptop computer
of Intel Core i5-4200 CPU, 2.29 GHZ with 8GB memory. Our
algorithm is implemented using C++ with visual studio 2015 on
windows 10 OS. The power diagram is computed by [The CGAL
Project 2015]. Our algorithm basically solves an optimization prob-
lem with Newton’s method, and is simple to implement.
In Figures 11 and 12, we demonstrate our normal map rendering
results with two models. We render the simplified models ( Figures
11b and 12b ) with our normal map textures ( Figures 11d and 12d),
the results (Figures 11c and 12c) look similar with the high resolu-
tion ones (Figures 11a and 12a). More demos are exhibited in the
table 1.
In Figure 9, we demonstrate the normal map rendering results of the
simplified meshes with different resolutions. We observe that when
the number of vertice of the simplified mesh is bigger than 1k, the
normal map rendering results can not be improved more apparently.
In the traditional normal map technology, when we change simpli-
(a) high resolution (b) low resolution (c) normal map
(d) texture (e) conformal disk (f) OMT disk
Figure 11: The normal map demo with a "Angle" model.
(a) high resolution (b) low resolution (c) normal map
(d) texture (e) conformal disk (f) OMT disk
Figure 12: The normal map demo with a "Cabbage" Model.
fied meshes, we must recompute the normal map textures. In our
work flow, all these different simplified meshes are rendered using
the same normal map texture picture. Our method is more flexible.
When we sample the high resolution mesh, normally we prefer to
put more samples in the visually important locations of the mesh.
We can use Gaussian curvature to detect these crucial parts. Our
OMT method can be extended to curvature sensitive parameteriza-
tion [Su et al. 2016a], i.e., we can change the target measure ac-
cordingly based on curvature values. It means the more areas are
assigned to the high curvature locations in parameterization. There-
fore when we sample the 2D rectangle uniformly, there will be more
samples in high curvature parts of the 3D meshes.
In Figure 13, we demonstrate the rendering result with a set of dif-
ferent curvature weights. The first row shows OMT disk with the
different weights; the second row exhibits the corresponding sim-
plified meshes; the third row displays their normal map rendering
results. We observe that when the weights are bigger than 1.2, the
simplification meshes will not change a lot, therefore the normal
map rendering will look the same.
8 Conclusions
In this paper, we apply the semi-discrete OMT algorithm in the ap-
plication of the normal map rendering. Base on the area-preserving
property of OMT parameterization, our method can sample the 3D
high resolution meshes uniformly, therefore, result in a better nor-
mal map texture.
We also propose a different work flow to generate simplified
meshes, their texture coordinates and normal map texture. For the
different simplified meshes of the same dense model, our method
only need to produce a single normal map texture.
Our method is practical, robust, and simple to implement. It can
improve the performance of the current normal map method with a
better rendering result. In the future, we will follow this direction
to apply the semi-discrete OMT in exploiting the uniform sampling
in mesh reconstruction or point based rendering.
When we minimize the energy, the power Voronoi cells changes
continuously, however weighted Delaunay triangulation could have
discrete jumping. It is possible to explore the continuous feature of
the power Voronoi cells in other kinds of applications.
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Table 1: Different shapes rendered using our normal map technique
Original Simplified Normal Map Texture Conformal Disk OMT Disk
