Multiscaled cross-correlation dynamics on SenseCam lifelogged images by Li, Na et al.
Multiscaled Cross-Correlation Dynamics on SenseCam
Lifelogged Images
N. Li1,2, M. Crane1, H.J. Ruskin1, C. Gurrin2
1 Centre for Scientific Computing & Complex Systems Modelling
2 CLARITY: Centre for Sensor Web Technologies
School of Computing, Dublin City University, Ireland
na.li@dcu.ie, {mcrane,hruskin,cgurrin}@computing.dcu.ie
Abstract. In this paper, we introduce and evaluate a novel approach, namely
the use of the cross correlation matrix and Maximum Overlap Discrete Wavelet
Transform (MODWT) to analyse SenseCam lifelog data streams. SenseCam is
a device that can automatically record images and other data from the wearer’s
whole day. It is a significant challenge to deconstruct a sizeable collection of im-
ages into meaningful events for users. The cross-correlation matrix was used, to
characterise dynamical changes in non-stationary multivariate SenseCam images.
MODWT was then applied to equal-time Correlation Matrices over different time
scales and used to explore the granularity of the largest Eigenvalue and changes,
in the ratio of the sub-dominant Eigenvalue spectrum dynamics, over sliding time
windows. By examination of the eigenspectrum, we show that these approaches
can identify “Distinct Significant Events” for the wearers. The dynamics of the
Eigenvalue spectrum across multiple scales provide useful insight on details of
major events in SenseCam logged images.
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1 Introduction
In Lifelogging, the subject typically wears a device to record episodes of their daily
lives. This concept has been pioneered to the extent of including a wearable computer,
camera and viewfinder with wireless internet connection in order to capture personal
activities through the medium of images or video. Developed by Microsoft Research in
Cambridge, UK, SenseCam [1] is such a camera worn around the neck to capture im-
ages and other sensor readings automatically, in order to record the wearer’s every mo-
ment. Such images and other data can be periodically reviewed to refresh and strengthen
the wearer’s memory. The device takes pictures at VGA resolution, (480x640 pixels),
and stores these as compressed JPEG files on internal flash memory. SenseCam can
collect a large amount of data, even over a short period of time, with a picture typically
taken every 30 seconds. Hence there are about 4,000 images captured in any one day,
or of the order of 1 million images captured per year.
Although research shows that the SenseCam can be an effective memory-aid device [2,
3], as it helps to improve retention of an experience, wearers seldom wish to review life
events by browsing large collections of images manually [4–7]. The challenge then is
to manage, organise and analyse these large image collections in order to automatically
highlight key episodes and, ideally, classify these in order of importance to the wearer.
Previously, the lifelog of SenseCam images has been segmented into approximately 20
distinct events in a wearer’s day, or about 7,000 events per year [8], but this large col-
lection of personal information still contains a significant percentage of routine events.
The challenge is to determine which events are the most important or unusual to the
wearers.
In recent years, the behaviour of the largest Eigenvalue of a cross-correlation matrix
over small windows of time, has been studied extensively, e.g. for financial series
[9–20], electroencephalographic (EEG) recordings [21, 22], magnetoencephalographic
(MEG) recordings [23] and a variety of other multivariate data. In this paper, we investi-
gate the same approach to analysis SenseCam lifelog data streams. We aim to apply the
multiscaled cross-correlation matrix technique to study the dynamics of the SenseCam
images, where this time series should exhibit atypical or non-stationary, characteris-
tics, which highlight “Distinct Significant Events” in the data. We also evaluate our
approach by identifying the boundaries between different daily events, which might
include working at the office, walking outside, shopping etc. We found that different
distinct events or activities can be detected at different scales.
This paper is organized as follow: in Section 2, we review the methods, in Section 3 we
describe the data used, while Section 4 details with results obtained. Conclusions are
given in Section 5.
2 Methods
Our previous research [24] has shown that SenseCam image time series reflect strong
long-range correlation, indicating that the time series is not a random walk, but is cycli-
cal, with continuous low levels of background information picked up constantly by
the device. In this section, we first use equal-time cross-Correlation Matrices to char-
acterise dynamical changes in non-stationary multivariate SenseCam time-series. The
Maximum Overlap Discrete Wavelet Transform (MODWT) is then used to calculate
equal-time Correlation Matrices over different time scales. This enables exploration of
details of the Eigenvalue spectrum and in particular, examination of whether specific
events show evidence of distinct signatures at different time scales.
2.1 Correlation Dynamics
The equal-time cross-correlation matrix can used to characterise dynamical changes
in non-stationary multivariate time series. Before examining the image time series in
detail, it is important to introduce the gray scale pixel values concept. In a gray scale
image, a pixel with a value of 0 is completely black and a pixel with a value of 255
is completely white. While images captured from SenseCam are coloured, these are
converted to gray-scale images in order to simplify the calculation. To reduce the size
of the calculation further and the amount of memory used, we first adopt an averaging
method to decrease image size from 480x640 pixels to 6x8 pixels. Hence the correlation
matrix is made up of 48 time series for over 10,260 images. Given pixels Gi(t), of a
collection of images, we normalize Gi within each window in order to standardize the
different pixels for the images as follows:
gi(t) =
Gi(t)−Gi(t)
σ(i)
(1)
where σ(i) is the standard deviation of Gi for image numbers i=1,...,N , and Gi is the
time average ofGi over a time window of size T . Then the equal-time cross-correlation
matrix may be expressed in terms of gi(t)
Cij ≡
〈
gi(t)gj(t)
〉
(2)
The Eigenvalues λi and eigenvectors vi of the correlation matrix C are found from the
Eigenvalue equation Cvi = λivi.
2.2 Wavelet Multiscale analysis
The Maximum Overlap Discrete Wavelet Transform (MODWT) [25–28], is a linear
filter that transforms a series into coefficients related to variations over a set of scales.
It produces a set of time-dependent wavelet and scaling coefficients with basis vectors
associated with a location t and a unitless scale τj=2j−1 for each decomposition level
j=1,...,J0. Unlike the DWT, the MODWT, has a high level of redundancy. However, it
is non-orthogonal and can handle any sample size N , whereas the DWT restricts the
sample size to a multiple of 2j . MODWT retains downsampled 3 values at each level
of the decomposition that would be discarded by the DWT. This reduces the tendency
for larger errors at lower frequencies when calculating frequency dependent variance
and correlations, as more data are available. For MODWT the jth level equivalent filter
coefficients have a width Lj=(2j − 1)(L − 1) + 1, where L is the width of the j=1
base filter.
Decomposing a signal using the MODWT to J levels theoretically involves the appli-
cation of J pairs of filters. The filtering operation at the jth level consists of applying a
rescaled father wavelet to yield a set of detail coefficients
D˜j,t =
Lj−1∑
l=0
ϕ˜j,lft−l (3)
3 Downsampling or decimation of the wavelet coefficients retains half of the number of co-
efficients that were retained at the previous scale. Downsampling is applied in the Discrete
Wavelet Transform
and a rescaled mother wavelet to yield a set of scaling coefficients
S˜j,t =
Lj−1∑
l=0
φ˜j,lft−l (4)
for all times t = ...,−1, 0, 1, ..., where f is the function to be decomposed [29]. The
rescaled mother, ϕ˜j,t=
ϕj,t
2j , and father, φ˜j,t=
ϕj,t
2j , wavelets for the j
th level are a set
of scale-dependent localized differencing and averaging operators and can be regarded
as rescaled versions of the originals. The jth level equivalent filter coefficients have
a width Lj = (2j − 1)(L − 1) + 1, where L is the width of the j = 1 base filter.
In practice the filters for j > 1 are not explicitly constructed because the detail and
scaling coefficients can be calculated, using an algorithm that involves the j = 1 filters
operating recurrently on the jth level scaling coefficients, to generate the j + 1 level
scaling and detail coefficients [29].
The wavelet variance ν2f (τj) is defined as the expected value of D˜
2
j,t if we consider
only the non-boundary coefficients. An unbiased estimator of the wavelet variance is
formed by removing all coefficients that are affected by boundary conditions and is
given by
ν2f (τj) =
1
Mj
N−1∑
t=Lj−1
D˜2j,l (5)
where D˜j,l is a rescaled father wavelet, which yields a set of scaling coefficients, Mj =
N − Lj + 1 is the number of non-boundary coefficients at the jth level.
The wavelet covariance between functions f(t) and g(t) is similarly defined to be the
covariance of the wavelet coefficients at a given scale. The unbiased estimator of the
wavelet covariance at the jth scale is given by
νfg(τj) =
1
Mj
N−1∑
t=Lj−1
D˜
f(t)
j,l D˜
g(t)
j,l (6)
The MODWT estimate of the wavelet cross-correlation between functions f(t) and g(t)
may be calculated using the wavelet covariance and the square root of the wavelet vari-
ance of the functions at each scale j. The MODWT estimator, of the wavelet correlation
is thus given by
ρfg(τj) =
νfg(τj)
νf (τj)νg(τj)
(7)
where νfg(τj) is the covariance between f(t) and g(t) at scale j, νf (τj) is the variance
of f(t) at scale j and νg(τj) is the variance of g(t) at scale j.
The multiscaled cross-correlation matrix technique is adopted in order to help highlight
non-stationary events (in SenseCam lifelog data streams), which could be of impor-
tance.
3 Data
In this study, the data were generated from one person wearing the SenseCam over a six
day period, from a Saturday to a Thursday. These particular days were chosen in order
to include a weekend, where normal home activity varies in comparison to events on
weekdays or a working week. Forming a total lifelog of 10,260 images, with average
wearing time varying from about 11 hours on Saturday to about 6 hours on Tuesday.
Saturday involved the subject walking to the nearest bus stop from home, a bus journey
to the city centre, walking through local streets as well as a visit to a shopping centre.
This day also involved dinner with a friend and a bus journey back to the original bus
stop. Over the next five days, these images described a typical day for the subject:
sitting in the office, talking with a colleague and sharing lunch in the cafeteria, the
journey from the office to home, and the next morning from home to their office and so
on. Figure 1 shows some examples of SenseCam images. Data statistics are reported in
Table 1. To create a ground truth, the user reviewed her collection and manually marked
the boundary image between all events.
Fig. 1. Example of SenseCam Images
Table 1. Data Statistics
User Events Catalogue Groundtruthed Events Images
1 Working 15 6146
1 Walking Outside 32 1494
1 Shopping 12 826
1 Eating 3 658
1 Taking Bus 2 297
1 Others 5 839
Total: 69 Total: 10,260
4 Results
4.1 Dynamics of the largest Eigenvalue for different window sizes
In financial data, it has been known for some time that the largest Eigenvalue (λ1)
contains information on risk associated with the particular assets of which the covari-
ance matrix is comprised, (i.e. the ‘market’ factor) [30]. Similarly we would expect the
largest Eigenvalue to present information from the image that reflects the largest change
in the SenseCam recording.
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Fig. 2. Total 10260 Images (size: 6x8 pixels) largest Eigenvalue Distribution using a sliding win-
dow of 50 Images(a), 100 Images(b), 200 Images(c) and 400 Images(d)
Typically SenseCam captures two images every minute, so we can measure wavelet
Eigenvalue dynamics in time (minutes). Figure 2 shows the time series of the largest
Eigenvalue for different window sizes. From these, we note the following features:
– With increased window size comes increased smoothing – as expected. This re-
moves some of the high frequency small-scale changes, typically associated with
noise.
– As the window size is increased, the peaks in the series become more pronounced.
These peaks reflect large changes in greyscale of the images.
4.2 Wavelet analysis
For the present study, we selected the least asymmetric (LA) wavelet, (known as the
Symmlet, [31]), which exhibits near symmetry about the filter midpoint. LA filters are
defined in even widths and the optimal filter width is dependent on the characteristics
of the signal and the length of the data series. The filter width chosen for this study
was the LA8, (where 8 refers to the width of the scaling function), since this enables
accurate calculation of wavelet correlations to the 10th scale, which is appropriate given
the length of data series available. Although the MODWT can accommodate any level,
J0, the largest level, is chosen in practice, so as to prevent decomposition at scales
longer than the total length of the data series, (hence the choice of the 10th), while still
containing enough detail to capture subtle changes in the signal, [29].
First, the MODWT of the pixels for each image was calculated within each window and
the correlation matrix between pixels at each scale found. The Eigenvalues of the cor-
relation matrix in each window were determined, and the Eigenvalue time series were
normalised in time. Then the largest Eigenvalue for different window sizes was analy-
sisd. These results are shown in a heat map in Figure 3 and discussed below.
Fig. 3. Heatmap diagram showing the dynamics of the largest Eigenvalue λ1 across 9 wavelet
scales. Scales 1 (a) to 9 (i) correspond to a 1-2 minute period, a 2-4 minute period, a 4-8 minute
period, a 8-16 minute period, a 16-32 minute period, a 32-64 minute period, a 64-128 minute
period, a 128-256 minute period, a 256-512 minute period.
Dynamics of the largest Eigenvalue at various wavelet scales Figure 3 shows the
time series of the largest Eigenvalue dynamics across different wavelet scales. Some
peaks are consistently captured by the SenseCam at certain scales, such as a peak around
3000 minutes, (captured by wavelet scales 1, 2, 3 and corresponding to a 1-2 minute
period, a 2-4 minute period and a 4-8 minute period). These peaks should help us to
identify major events or activities in the data. The different features, found at various
scales, suggest that the correlation matrix captured different major events with different
time horizons. This will be examined in more detail in the next subsection.
The largest Eigenvalue λ1 compared with the ratio of λ1/λ2 dynamics We also
wish to ascertain whether the sub-dominant Eigenvalues λ2 hold further information
on the key sources or major events and what information these contribute additionally
to the images. The dynamics of the largest Eigenvalue and changes in the ratio of the
largest Eigenvalues were examined from a MODWT analysis. Here, we detail several
scenarios for the peaks in the largest Eigenvalue and the ratio Eigenvalues for a window
size of 400 images. We have tried to identify the position and nature of peak sources or
major events from the real images generated from SenseCam collections.
In Figure 4, the dynamics of the series for the largest Eigenvalue and changes of the
Eigenvalue ratio λ1/λ2 were examined for the MODWT analysis. The technique gives
a clear picture of the movements in the image time series by reconstructing them using
each wavelet component. MODWT captured the particular marked features at specified
scales. A number of features from the image are reproduced and can be examined by
studying these Eigenvalue series.
We have detailed the scenario for each peak in Figure 4. The subject was sitting in
front of her laptop, with laptop, lights and seating position unchanged over on extended
period, contributing high pixel values in a sequence of images. This typical case was
always marked by a peak in the SenseCam signal. The signal fluctuation is caused by
changes, such as the subject moving from indoors to outdoors, light level alternatives,
the subject changing position from sitting to moving, movement increase and more
people joining in the scene. Note that movement increase or multiple person interac-
tions can be captured by specific scales, using the MODWT method. The ratio analysis
strongly reinforces observations on the largest Eigenvalue over time. The ratio of λ1/λ2
has smaller variation compared to that for the largest Eigenvalue λ1. This implies that
the second largest Eigenvalue (λ2) carries additional information on the description of,
but does not contribute in large part to occurrence of the major events for SenseCam.
It does carry information for events surrounding the major ones, e.g. possible lead-in,
lead-out.
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Fig. 4. The largest Eigenvalue λ1 (red) and the ratio of λ1/λ2 (black) dynamics across 9 wavelet
scales. The Top 3 figures (a-c) are for scales 1 to 3 corresponding to a 1-2 minute period, a 2-4
minute period, a 4-8 minute period, Middle 3 figures (d-f) are for scales 4 to 6 corresponding to a
8-16 minute period, a 16-32 minute period, a 32-64 minute period and Bottom 3 figures (g-i) are
for scales 7 to 9 corresponding to a 64-128 minute period, a 128-256 minute period, a 256-512
minute period.
4.3 Evaluation
We evaluate the different wavelet scales performance using the precision, P , and recall,
R metrics, as defined below. Moreover, we compute the F1 score is a measure of a
method’s accuracy [32].
P =
|determined boundaries| − |wrong boundaries|
|determined boundaries| (8)
R =
|detected reference boundaries|
|determined boundaries| (9)
F1 = 2 ∗ P ∗R
P +R
(10)
Table 1 shows more than 60 groundtruthed events manually segmented by a user. In
order to determine accurate boundary, each peak point boundary is calculated, (for the
difference between neighboring left and right most trough values) [8]. This is a crude
boundary designation, all values within a peak area are combined so that a signal value
is less informative. Significant peaks are determined (distinct events or activities) by
λ1/λ2 percentage pixel values are larger than zero. Table 2 shows the precision, recall
and F1 measure for λ1/λ2 at different wavelet scales. As we can see, all scales ap-
pear with high precision but very low recall. The main weakness as well as strength
for wavelet scales is that different scales highlight different distinct events dependent
on the time horizons. Some events at certain scales will be missed, so that the overall
recall values are low for this approach. In addition, some activities such as working in
front of the laptop last for several hours. In manually segmenting 69 events of 10,260
images only, the detection probability for a given event is quite low. In consequence this
approach is quite crude and suggest that further modification needed, such as incorpo-
rating other than peak distance an weighting scale combinations.
Table 2. Precision, Recall and F1 measures for MODWT method
λ1/λ2
Wavelet Scales P R F1
Scale1 (1-2 minute period) 0.3929 0.4058 0.3992
Scale2 (2-4 minute period) 0.7857 0.2029 0.3225
Scale3 (4-8 minute period) 0.5000 0.3188 0.3894
Scale4 (8-16 minute period) 0.4783 0.3333 0.3929
Scale5 (16-32 minute period) 0.5238 0.3043 0.3850
Scale6 (32-64 minute period) 0.5789 0.2754 0.3732
Scale7 (64-128 minute period) 0.7333 0.2174 0.3354
Scale8 (128-256 minute period) 0.9167 0.1739 0.2924
Scale9 (256-512 minute period) 1 0.1594 0.2750
5 Conclusions
The Maximum Overlap Discrete Wavelet Transform (MODWT) method, calculating
equal-time Correlation Matrices over different time scales, was used to investigate the
largest Eigenvalue and the changes in the sub-dominant Eigenvalue ratio spectrums. As
shown in Figure 3, the different features, found at various scales, suggest that the corre-
lation matrix captured different major events with different time horizons. We note that
these “jitters” may contain additional information surrounding the major events. This
suggests that the correlation matrix for different information captured from SenseCam
can be filtered by different time horizons. Those consistently occurring peaks should
help us to identify major events captured by the SenseCam. By examining the behaviour
of the largest Eigenvalue and the change in Eigenvalue ratios over time, the Eigenvalue
ratio analysis confirmed that the largest Eigenvalue carries most of the major event in-
formation, whereas subsequent Eigenvalues carry information on supporting or lead in/
lead out events. On analyzing major events, (with a sliding window set to 400 images),
we identified the light level as a major event delineator during static periods of image
sequence. While the methods set out in this paper appear to perform quite well for pre-
cision value, they do quite poorly for the recall value at different time scales. The value
in the method lies in the fact that prior information about events can be used as an ad-
ditional filter. An example of this is that sitting in front of a laptop is likely to show up
in the higher scaled wavelet scales. Overall the MODWT method provides a powerful
tool for examination of the nature of the captured SenseCam data for certain categories
of users.
Future work includes checking larger datasets and multiple users to help to confirm ini-
tial findings which are clearly capable of refinement, as mentioned Section 4. Studying
the multi-scaled correlation dynamics over multiple sensors may be useful to detect dis-
tinct events or activities and could also be worthwhile for classification of event type in
SenseCam data.
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