Abstract. We study the partially ordered set P (a1, . . . , an) of all multidegrees (b1, . . . , bn) of monomials x
Introduction
In this paper we study proper divisibility of monomials in the polynomial ring in n variables x 1 , . . . , x n . Since any monomial x a 1 1 · · · x an n is determined by its exponent vector (a 1 , . . . , a n ) ∈ N n , we phrase all concepts in terms of exponent vectors.
For every (a 1 , . . . , a n ), (b 1 , . . . , b n ) ∈ N n , we say that (a 1 , . . . , a n ) properly divides (b 1 , . . . , b n ) if for every 1 ≤ i ≤ n, either a i = b i = 0 or a i < b i . Proper divisibility of monomials appears naturally in the context of the Buchberger algorithm from Gröbner basis theory and it plays an important role in the combinatorics of free resolutions of monomial ideals, as shown by Miller and Sturmfels [4, 5] (see also [6] ).
Here we consider proper divisibility as an order relation, setting (a 1 , . . . , a n ) ≤ (b 1 , . . . , b n ) if and only if either (a 1 , . . . , a n ) = (b 1 , . . . , b n ) or (a 1 , . . . , a n ) properly divides (b 1 , . . . , b n ). For an arbitrary (a 1 , . . . , a n ) ∈ N n , we set Indeed, we prove a slightly stronger statement. In Theorem 2.2 we show that the poset P (a 1 , . . . , a n ) * , which is the order dual of P (a 1 , . . . , a n ), admits a recursive atom ordering. By [2, Thm. 5.11] , this is equivalent to CL-shellability, which in turn, by [3, Thm. 11.6] and [2, Thm. 5.8] , implies vertexdecomposability, and hence shellability, of the order complex ∆(P (a 1 , . . . , a n ) * ). Then Theorem 1.1 follows by the isomorphism ∆(P (a 1 , . . . , a n ) * ) ∼ = ∆(P (a 1 , . . . , a n )).
CL-shellability and recursive atom orderings are concepts defined for non-pure posets in [2, 3] . The posets P (a 1 , . . . , a n ) provide a good source of counterexamples in this context. Proposition 1.2. The poset P (4, 4) is not CL-shellable but its dual P (4, 4) * is. In particular, ∆(P (4, 4) ) is shellable but P (4, 4) is not CL-shellable.
In [11] Walker provides an example of a pure poset whose order complex is shellable, but which is not CL-shellable. Our example, P (4, 4), is not pure but smaller both in the number of elements and in dimension than the example from [11] . The question if there is a non-CL-shellable poset whose dual is CL-shellable was posed as an open question by Wachs in [10, p. 71] . Already in 2008 it was answered by Schweig [8] , who provided a counterexample of the same dimension as ours and of almost equal size, but which is even pure. Note that, the example by Schweig also provides a poset that is shellable but not CL-shellable.
Using the CL-shelling from Theorem 2.2 one can in principle read off the homotopy type and the homology groups. Since the process is technically involved, we present a pleasing solution for the case n = 2 only. To simplify the notation, in this case we set a = a 1 and b = a 2 and, without loss of generality, we may assume a ≤ b. Moreover, in Corollary 3.6 we show that the only poset P (a, b), with 2 ≤ a ≤ b, whose order complex is contractible, and indeed collapsible, is P (3, 3) .
One of the most important numerical invariants of a poset P with unique minimal element 0 and unique maximal element 1 is its Möbius number µ(P ) [7] . It is well known that µ(P ) is the alternating sum of the ranks of the homology groups of the order complex ∆(P ). In particular, it equals the reduced Euler characteristic χ(∆(P )) of ∆(P ). Hence, as a consequence of Theorem 1.3, we can derive the following formula for the reduced Euler characteristic of ∆(P (a, b)).
The posets P (a 1 , . . . , a n ) can be seen as examples of the following general construction. Let P 1 , . . . , P n be posets. Assume that, for 1 ≤ i ≤ n, the poset P i has unique minimal element 0 i and unique maximal element 1 i . For every two elements (a 1 , . . . , a n ), (b 1 , . . . , b n ) in the Cartesian product P 1 × · · · × P n we set (a 1 , . . . , a n ) ≤ p (b 1 , . . . , b n ) if (a 1 , . . . , a n ) = (b 1 , . . . , b n ) or, for every i, either a i = b i = 0 i or a i < b i in P i . We write P 1 × p · · · × p P n for the set of all (a 1 , . . . , a n ) ∈ P 1 × · · · × P n with (a 1 , . . . , a n ) ≤ p ( 1 1 , . . . , 1 n ). If we denote by C k+1 a chain of length k, then it is easily seen that P (a 1 , . . . , a n ) ∼ = C a 1 +1 × p · · · × p C an+1 . For this reason we call × p the proper division product. Note that (P 1 × p P 2 ) × p P 3 = P 1 × p P 2 × p P 3 . A natural question is if Theorem 1.1 and Proposition 1.4 can be extended to this setting.
Let P and Q be two (pure) shellable posets with unique maximal and unique minimal element.
We have tested both questions when P and Q are Boolean lattices on a reasonable sized set of examples. For all those examples the answer to both questions is affirmative. If we denote by B i the Boolean lattice on i elements, then we have: The structure of the paper is as follows. In Section 2 we recall the relation between recursive atom ordering and CL-shellability and prove Theorem 1.1 and Proposition 1.2. The rest of the paper deals with the case n = 2, i.e. the posets P (a, b). In Section 3 we study the homology of ∆(P (a, b)), by characterizing and counting the falling chains of P (a, b) * . A first qualitative result concerns the vanishing of the homology, see Propositions 3.4 and 3.5. Our proofs of Theorem 1.3 and Proposition 1.4 depend heavily on the labeling induced by the recursive atom ordering from the proof of Theorem 2.2. Moreover, in Corollary 3.6 we show that the only poset P (a, b), with 2 ≤ a ≤ b, whose order complex is contractible, and indeed collapsible, is P (3, 3) . In Section 4 we prove Theorem 1.5 using generating function techniques. Note that the formula from Theorem 1.5 is much simpler than the alternating sum of the rank of the homologies given in Theorem 1.3. From this, in Corollary 4.1, we deduce that χ(∆(P (a, b))) = 0 if a = b and a is odd.
CL-Shellability
In this section we prove that the order complex of the poset P (a 1 , . . . , a n ) is vertex decomposable, hence shellable, by showing that the dual poset P (a 1 , . . . , a n ) * is CL-shellable. Indeed, we will show that P (a 1 , . . . , a n ) * admits a recursive atom ordering which, by [2, Thm. 5.11] , is equivalent to show that the poset is CL-shellable.
Before defining the recursive atom ordering, we need to introduce some more poset terminology. Let P be a poset with order relation ≤. We say that p ∈ P covers q ∈ P , and use the notation q → p, if q < p and there is no q ′ ∈ P with q < q ′ < p. The atoms of a poset P with unique minimal element 0 are the elements of P that cover 0. For q ≤ p in P , we define the interval [q, p] := {q ′ ∈ P : q ≤ q ′ ≤ p}, which is a poset with the induced order, unique minimal element q and unique maximal element p. Finally, the length of a chain in P is the number of its elements minus one and the length of P , denoted ℓ(P ), is the maximal length of its chains.
Some immediate properties of P (a 1 , . . . , a n ) are the following:
• If a 1 , . . . , a n ≥ 1 then P (a 1 , . . . , a n ) has a 1 · · · a n + 1 elements, since the elements of P (a 1 , . . . , a n ), except the top element, are exactly the elements of the classical divisibility poset with top element (a 1 − 1, . . . , a n − 1) but with a different partial order; • ℓ(P (a 1 , . . . , a n )) = max 1≤i≤n {a i }. In fact, assume that max 1≤i≤n {a i } = a n . Then the chain (0, . . . , 0, 0) → (0, . . . , 0, 1) → (0, . . . , 0, 2) → · · · → (0, . . . , 0, a n − 1) → (a 1 , . . . , a n−1 , a n ) has length a n . There are no longer chains since every covering relation is of the form (c 1 , . . . , c n )
Definition 2.1. Let P be a poset with unique minimal element 0 and unique maximal element 1. The poset P admits a recursive atom ordering if ℓ(P ) ≤ 1 or ℓ(P ) > 1 and there is a linear ordering of the atoms of P satisfying the following two conditions:
(i) for all atoms p of P , the interval [p, 1] admits a recursive atom ordering in which the atoms of [p, 1] that belong to [q, 1], for some q ≺ p, come first; (ii) for all atoms p ≺ p ′ and elements p, p ′ < q of P , there exist an atom p ′′ ≺ p ′ of P and an atom
Theorem 1.1 is a consequence of the following key result.
Theorem 2.2. For every (a 1 , . . . , a n ) ∈ N n , the poset P (a 1 , . . . , a n ) * admits a recursive atom ordering and hence is CL-shellable.
Proof. We denote by ≤ * the order on P (a 1 , . . . , a n ) * , that is the dual of the order on P (a 1 , . . . , a n ).
We proceed by induction on n and ℓ(P (a 1 , . . . , a n )). If n = 1, the poset is a single chain, which is easily checked to admit a recursive atom ordering. Assume n > 1. Suppose that a i ≤ 1 for some i. Then P (a 1 , . . . , a n ) * can be identified with P (a 1 , . . . , a i , . . . , a n ) * , in which we remove the i th component from all elements. In fact, all the elements of P (a 1 , . . . , a n ) * , except possibly the bottom element, have the i th coordinate equal to zero. Thus, by induction on n, we know that P (a 1 , . . . , a n ) * admits a recursive atom ordering.
Hence we may assume that a h ≥ 2 for all h. We will frequently use the following fact.
. . , a n ) * , we order the atoms of [(b 1 , . . . , b n ), (0, . . . , 0)] by the dual of the lexicographic order: for any two atoms (c 1 , . . . , c n ) and
] is easily identified with the poset P (b 1 , . . . , b n ) * and hence, by induction on the length, we may assume that the dual lexicographic order is a recursive atom ordering for all intervals [(b 1 , . . . , b n ), (0, . . . , 0)] in P (a 1 , . . . , a n ) * , with (b 1 , . . . , b n ) = (a 1 , . . . , a n ). Thus it suffices to verify conditions (i) and (ii) from Definition 2.1 for the ordering of the atoms of P (a 1 , . . . , a n ) * only.
(i) Let p 1 be the least atom of P (a 1 , . . . , a n ) * . Then p 1 = (a 1 − 1, . . . , a n − 1). Let (b 1 , . . . , b n ) = p 1 be another atom of P (a 1 , . . . , a n ) * . Notice that, every atom (c 1 , . . . , c n ) of the interval
. . , c n ) and hence condition (i) is fulfilled.
(ii) Let p ≺ p ′ be atoms of P (a 1 , . . . , a n ) * . Then p ′ = (a 1 − k 1 , . . . , a n − k n ), with k h ≥ 1 for every h = 1, . . . , n. Let q be another element of P (a 1 , . . . , a n ) * such that p, p ′ < * q. Then
Since a h ≥ 2 for every h, there exists s such that a s − k s > 0 and hence k ′ s ≥ 1. We distinguish between two cases. If k ′ t = 1 for some t, then we set q ′ = q. Clearly, by (⋆), q is an atom of [p ′ , (0, . . . , 0)] and p 1 = (a 1 − 1, . . . , a n − 1) < * q ′ ≤ * q.
Otherwise, if for every h, either k ′ h = 0 or k ′ h > 1, then we set q ′ = (c 1 , . . . , c n ), where for every h = 1, . . . , n,
This concludes the proof. Now we can prove Proposition 1.2 showing that, indeed, Theorem 2.2 does not hold for P (a 1 , . . . , a n ).
Proof of Proposition 1.2.
We prove that the poset P (4, 4) in Figure 1 does not admit any recursive atom ordering, by showing that no ordering on the atoms of P (4, 4) does fulfill condition (ii) of Definition 2.1. Let be a linear order on the atoms (1, 0), (1, 1), (0, 1) of P (4, 4). Since P (4, 4) is invariant under switching coordinates, we may assume that p = (1, 0) p ′ = (0, 1). We consider q = (2, 3). Clearly p, p ′ < q. For every p ′′ ≺ p ′ and for every atom
Thus P (4, 4) does not admit any recursive atom ordering and hence is not CL-shellable. Nevertheless, by Theorem 2.2, we know that P (4, 4) * is CL-shellable and hence its order complex ∆(P (4, 4) * ) ∼ = ∆(P (4, 4)) is shellable.
Homology of the order complex of P (a, b)
In this section we study the simplicial homology groups of ∆(P (a, b)) ∼ = ∆(P (a, b) * ) with coefficients in Z. Without loss of generality, we may assume a ≤ b.
For this we construct, from a recursive atom ordering of a poset P with unique minimal element 0 and unique maximal element 1, a labeling λ(q → p) of the cover relations of P by integers. This construction is contained in the proof of [1, Thm. 3.2] , showing that a poset with recursive atom ordering is CL-shellable. Note that [1] deals with pure posets only but, as noted in [2] , the same construction goes through in the non-pure case. For our purposes we only need a part of this construction. Construction 3.1. Let P be a poset with unique minimal element 0 and unique maximal element 1. Assume that P admits a recursive atom ordering and is the linear ordering of the atoms of P . First we choose a labeling λ of the cover relations 0 → p by integers such that
be the set of all atoms of [p ′ , 1] that cover some atom p ≺ p ′ of P . Then we choose the labeling as follows:
By [2, Thm. 5.9], given a labeling λ on P , from Construction 3.1: (FCH) The rank of the i th reduced homology group of ∆(P ) with integer coefficients equals the number
The latter chains are called falling. We use this principle for determining the reduced homology groups of a poset with recursive atom ordering and we refer to it as the Falling-Chain-Homology principle or (FCH) for short.
In particular, rank H 0 (∆(P ); Z) is one more than the number of falling chains of length 2.
From now on, we consider P (a, b) * equipped with the recursive atom ordering from Theorem 2.2. Let λ be the labeling of the edges of P (a, b) * induced through Construction 3.1 by this ordering.
We call (c, d) ∈ N 2 a border elements of P (a, b) * if it has one of the forms
Then m is falling with respect to λ if and only if it satisfies the following conditions:
Proof. Let m be a falling chain of length k in P (a, b) * . We have to verify (i) and (ii).
(i) Suppose that, for some 0
Then m is not a falling chain. (ii) Suppose that p i is a border element for some 1 ≤ i ≤ k − 2. Then p i+1 is the only atom of [p i , (0, 0)]. In particular, it is the least atom, which contradicts (i). Conversely, suppose that m satisfies conditions (i) and (ii). Then it is immediate from Construction 3.1 that
Hence m is a falling chain.
We now describe the homology of ∆ (P (a, b) ). Let t (a,b) = max i : H i (∆ (P (a, b) ); Z) = 0 .
By convention we set t (a,b) = −1 if H i (∆ (P (a, b) ); Z) = 0 for every i ≥ 0, i.e. ∆ (P (a, b) ) is empty. Example 3.3. First we describe the order complex ∆ (P (a, b) ) in some simple cases, when 0 ≤ a ≤ 3.
(1) Let a = 0 or a = 1.
In Figure 2 we draw the poset P (2, b) * . For b = 2, the poset P (2, 2) * has only three maximal chains, (2, 2) → (1, 1) → (0, 0), (2, 2) → (1, 0) → (0, 0), (2, 2) → (0, 1) → (0, 0). By Lemma 3.2, the first chain is not falling and the other two are falling. Moreover, the order complex ∆(P (2, 2) * ) consists of three isolated points.
Let b > 2. There are exactly two maximal chains of length
Now we show that no other maximal chain in P (2, b) * is falling. Consider the maximal chain t) is a border element, the chain m t is not falling by Lemma 3.2. Again, by Lemma 3.2, the remaining chain . . . The following result, together with Corollary 3.9, shows that the highest degree in which the homology of ∆ (P (a, b) ) is non-zero depends on the value of b relative to a.
is maximal since 2k ≥ 2 and 2k + 2 ≤ a. To show the second inequality, it is enough to notice that k ≤ ⌊ 
Summing the two expressions, we have
If u i + v i ≥ 3 for every i = 1, . . . , ℓ − 2, then we have
which is a contradiction. Thus, since both u i and v i are positive, there exists 1 ≤ j ≤ ℓ − 2 such that u j + v j = 2 and then u j = v j = 1. This implies that the element p j in m is the least atom of [p j−1 , (0, 0)], and thus m is not a falling chain by Lemma 3.2.
For the case (i), using a similar argument, one shows that there exists 1 ≤ j ≤ ℓ−2 such that u j +v j = 2 and then u j = v j = 1. This concludes the proof. Corollary 3.6. Let 2 ≤ a ≤ b. Then ∆ (P (a, b) ) is contractible if and only if a = b = 3. Moreover, ∆(P (3, 3) ) is collapsible.
Proof. The assertion follows from Example 3.3, Proposition 3.4 and Proposition 3.5. Indeed, the order complex ∆ (P (3, 3) ) is a connected acyclic graph, as shown in Figure 3 . Hence it is collapsible. of the elements (1, 0), (1, 1) and (0, 1) . Moreover, if, for every i = 1, . . . , k + 1, we set u i = c i−1 − c i and
Proof. Clearly any falling chain contains exactly one of the elements (1, 1), (1, 0) and (0, 1), otherwise it is not maximal in P (a, b) * .
(i) Let p k = (1, 0). If u k ≥ 2, then v k = 1, otherwise the chain is not maximal. This implies that p k−1 = (c k−1 , 1), with c k−1 ≥ 3, hence the chain is not maximal because (c k−1 , 1) < (2, 0) < (1, 0) . Thus u k = 1 and v k ≥ 2. Similarly one shows (ii).
In particular, notice that, in both cases of Lemma 3.7 there is no further restriction on the other increments u i and v i , with i ≤ k − 1.
Now we are in position to prove Theorem 1.3.
Proof of Theorem 1.3. Let 2 ≤ a ≤ b and 0 ≤ i ≤ a − 2. By Lemma 3.7, any falling chain contains exactly one of the elements (1, 1), (1, 0) and (0, 1). Hence, by (FCH), rank
) denotes the number of falling chains in P (a, b) of length i + 2 containing the element (c, d). Before computing the three contributions we need one more general fact.
be a falling chain of length i + 2. We set
Clearly, We recall that, for every 1 ≤ ℓ ≤ i + 1, u ℓ > 0 and v ℓ > 0 (as in the proof of Proposition 3.5). We set S = {ℓ : u ℓ = 1}, T = {ℓ : u ℓ ≥ 2} and U = {ℓ : v ℓ = 1}, V = {ℓ : v ℓ ≥ 2} and s = |S|, t = |T |. Notice that s + 2t ≤ a. By Lemma 3.2, we have
Since, for 1 ≤ ℓ ≤ i + 1, p ℓ−1 < p ℓ is a cover relation, it follows that for all 1 ≤ ℓ ≤ i + 1 either u ℓ = 1 or v ℓ = 1 (see also (⋆)). Thus
Now we compute the numbers F (1,1) , F (1, 0) and
For contributions to F (1,1) , we have u i+2 = 1 and v i+2 = 1. Then by the claim above
By (4), it follows that S ∩ U = {i + 2}. By (5), we have S = V ∪ {i + 2} and T ∪ {i + 2} = U . Thus, fixing S fixes the other sets. For S we have i+1 t choices. Once S is fixed, we have
choices for the u ℓ , with ℓ ∈ T . Now we are left with
choices for the v ℓ , with ℓ ∈ V . By Lemma 3.2, each choice corresponds to a falling chain.
This sums up to
For contributions to F (1,0) , we have u i+2 = 1 and v i+2 = 0. Thus
By (4), we have S ∩ U = ∅ and, by (5), S \ {i + 2} = V and T = U . Again, fixing S fixes the other sets. But there is one additional constraint. By Lemma 3.7 (i), we have u i+1 = 1 and v i+1 ≥ 2. Thus i + 1 ∈ S ∩ V . For S we have i t choices. Once we have S fixed, we have
choices for the v ℓ , with ℓ ∈ V . This sums up to
→ F (0,1) For contributions to F (0,1) , we have u i+2 = 0 and v i+2 = 1. Thus
By (4), we have S ∩ U = ∅ and, by (5), S = V and T ∪ {i + 2} = U . Again, fixing S fixes the other sets. But also here there is one additional constraint. By Lemma 3.7 (ii), we have u i+1 ≥ 2 and v i+1 ≥ 1. choices for the v ℓ , with ℓ ∈ V . Since t ≥ 1, this sums up to
Then, summing these three contributions, we obtain:
We observe that in (6) we can replace the upper summation index a − i − 2 by i. In fact, if i > a − i − 2, then for every t ≥ a − i − 1 the t th summand is zero since
we show that the t th summand is zero for every t ≥ i + 1. In fact, 
Consider the three summands in the brackets above. The second summand is zero if t = 0. The third one is zero if t = i. This follows since, by convention, Substituting in the above expression, we get the desired formula.
Remark 3.8. Notice that, for 4 ≤ a ≤ b, by Theorem 1.3 it follows that rank H 1 (∆(P (a, b)); Z) = 4.
Proof. If i = a − 2, the expression (1) has only the summand for t = 0, hence rank H a−2 (∆ (P (a, b) P (a, b) ); Z) = 0. The second part of the claim follows from Proposition 3.4.
Another noteworthy property of the posets of proper divisibility is that the non-reduced simplicial homology is non-zero for every degree between 0 and t (a,b) .
Proof of Proposition
Moreover, the claim is true for a = 2, 3 by Example 3.3.
Hence, by [2, Thm. 5.9] , it suffices to show a falling chain of length i + 2 in P (a, b) * , for every 1 ≤ i ≤ t (a,b) . First assume i = 1. By Lemma 3.2, the chain 0 = (a, b) → (a−1, 2) → (1, 0) → (0, 0) = 1 has length 3 in P (a, b) * and is falling. Now let i ≥ 2.
If b ≥ 2a − 2, then t (a,b) = a − 2 by Corollary 3.9. The chain
has i + 3 elements, then its length is i + 2. Since i ≥ 2, we obtain a + 1 − i < a and b − 2i + 2 < b. Notice that a − i ≥ 2 by assumption, then b − 2i + 2 ≥ 2a − 2 − 2i + 2 ≥ 4. By Lemma 3.2, m is falling.
We consider the cases a = 4 and a = 5 separately. If a = 4, then b ∈ {4, 5}; if a = 5, then b ∈ {5, 6, 7}. By Proposition 3.5, t (4,4) = t (4,5) = 1 and t (5,5) = t (5,6) = t (5,7) = 2. For i = 1, a falling chain of length 3 is given above and for i = t (a,b) , a falling chain of length t (a,b) is provided in the proof of Proposition 3.5.
Finally we assume a ≥ 6. Notice that a − 2 < b − 1. It suffices to show that there exists a falling chain ,b) . In fact, by Lemma 3.2, it follows that the chain
obtained by adding the element (a, b) to the chain c, is a falling chain of length i
By induction on a ≥ 4, for every 1 ≤ h ≤ a − 3 − k, there exists a falling chain of length h + 2 in P (a − 2, b − 1) * . Since 1 ≤ i − 1 ≤ a − 3 − k by assumption, we conclude the proof. 
Euler characteristic of the order complex of P (a, b)
In this section we give the proof of Theorem 1.5. We will mainly use generating functions techniques.
Proof of Theorem 1.5. First we set f (u, v) as the generating series
By Theorem 1.3, we have that, for 2 ≤ a ≤ b,
The expression on the right-hand side makes sense for all a, b ≥ 0 therefore we can formally write the seriesf
Interchanging the summation in (7) and using elementary generating function identities (see, e.g., identity d. in [9, p. 209]) we obtain:
Notice that, since
in the Taylor expansion of P (a, b) )), which in turn is also the coefficient of u a v b in f (u, v).
On the other hand, let us compute the generating function of the right-hand side of (2) . Using a similar approach as above, we consider the series g(u, v) = Since we already know that, for 2 ≤ a ≤ b, the coefficient of u a v b in the Taylor expansion of
is χ(∆ (P (a, b) )), the assertion follows. Proof. Notice that, using the formula (2), when a = b, the second binomial coefficient is 0 a−2−2h . This is zero if a is odd, hence χ(∆ (P (a, a) )) = 0, and it is 1 when a is even and h = a−2 2 . In the last case, we get the formula (8) .
