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Abstract
We study qualitative properties of the set of recurrent points of finitely generated
free semigroups of measurable maps. In the case of a single generator the classical
Poincare recurrence theorem shows that these properties are closely related to the
presence of an invariant measure. Curious, but otherwise it turns out to be possible
that almost all points are recurrent, while there is an wandering set of positive (non-
invariant) measure. For a general semigroup the assumption about the common
invariant measure for all generators looks somewhat unnatural (despite being widely
used). Instead we give abstract conditions (of conservativity type) for this problem
and propose a weaker version of the recurrent property. Technically, the problem is
reduced to the analysis of the recurrence of a specially constructed Markov process.
Questions of inheritance of the recurrence property from the semigroup generators
to the entire semigroup and vice versa are studied in detail and we demonstrate
that this inheritance might be rather unexpected.
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60J10.
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1 Introduction
Recall that a (discrete time) semigroup of maps T is a closed under composition collection
of maps acting on the same topological space X . One says that T is finitely generated
if there is a finite number of elements T := {T1, T2, . . . , Td} ⊂ T whose compositions
generate T . Given a point x ∈ X one can define its trajectory under the action of the
semigroup T in two very different ways. First of them, to which we will refer as a global
trajectory, is the union of all images of the point x under the action of the maps from T ,
i.e. ∪T∈T Tx. The main disadvantage of this definitions is that the points of the global
trajectory are not ordered. To avoid this difficulty we consider another approach, to
which we will refer as a realization (as in random processes), and which can be described
as an infinite sequence of compositions of the generators of the semigroup evaluated at
the point x, i.e. . . . ◦ Tin ◦ Tin−1 ◦ . . . ◦ Ti1x. The union of all realizations is exactly the
global trajectory of the point under the action of the semigroup.
The idea of recurrence is very old and simple. Roughly speaking it means that a
trajectory (or a realization of a random process) returns eventually arbitrary close to its
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initial point. From the point of view of dynamical systems theory, recurrence is a distant
generalization of the notion of periodicity. In terms of the global trajectories this means
that there is a sequence {τj1, . . . , τjn, . . .} of elements τj ∈ T such that limn→∞ τjnx =
x, while the more natural “realization” approach indeed describes the returning of the
consecutive images of the point x along the realization to any neighborhood of x.
In distinction to the most known scenario – random walk on a discrete phase space
(see e.g. [7, 14, 16, 17]), in the general case one cannot expect the returning exactly to the
initial position. We introduce several types of the recurrence property (see bellow) and
study conditions under which there are recurrent points of each of the types and when
the set of such points is large enough (say of positive reference measure, which needs not
to be dynamically invariant).
The simplest (and the most known) instance of the finitely generated semigroup is
a discrete time dynamical system, which corresponds to the case of a single generator.
In this case the points of a realization {T nx}n∈Z+ are naturally ordered with respect to
time n. In the case when the map T is continuous the situation with the recurrence is
relatively simple and a number of results are already known (see [15, 13]). On the other
hand, in the measurable category the situation is more complicated and the constructions
described in Section 2 are new even in the case of a single generator.
Technically all our results related to the abundance of recurrent points are based in
one way or another on the celebrated Poincare Theorem (see e.g. [6, 8]), which asserts
that for a µ-measure preserving dynamical system µ-a.a. points return under dynamics
to any given measurable set. If the map is continuous this result immediately implies
the recurrence of µ-a.a. points in the phase space. However for a measurable category of
maps that we consider here some additional care is necessary to prove this claim (see [1]).
Curiously, it turns out to be possible that almost all points are recurrent, while there is
an wandering set of positive (non-invariant) measure.
Observe that the Poincare Theorem gives information about returns to a given set
in terms of a dynamically invariant measure1, whose support may be quite small and
which in general might not exist. In order to deal with the latter case and to study
recurrent properties of points not belonging to the support of the invariant measure we are
developing conditions (of conservativity type) under which a (not dynamically invariant)
reference measure (say Lebesgue measure) plays the same role. For Markov chains this
was partially done in our previous work [1] and here we extend this approach for the case
of finitely generated semigroups of measurable maps. It is worth noting that the situation
with the recurrence property for semigroups is much more involved compared to the case
of a single self-map and one needs to develop new technical tools to its analysis.
We already noted that the absence of a common invariant measure (CIM) is a serious
obstacle in the study of ergodic properties of a semigroup. The absence of an invari-
ant measure being exotic for a single self-map in the compact phase space setting (see
Section 2) is generic even in the case of a semigroup with 2 generators. Under a rather
restricting and non-generic condition of the presence of CIM and assuming that the semi-
group consists only of continuous maps a number of results are known about qualitative
recurrence property, e.g. of Kac’s Lemma type claims (see [5, 9, 19] and further refer-
ences therein). However their counterparts for the measurable category of self-maps, not
speaking about the absence of CIM, are not known at present. Let us mention also a
1Up to pure technical generalizations like incompressibility (A ∈ B with A ⊆ T−1A implies m(T−1A \
A) = 0), see, e.g. [10, 12]. The latter property is non-constructive and practically unverifiable, unlike
our condition (1) which allows a simple check.
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version of the Khinchine type recurrence theorem studied in the case of a single map in
[3, 4] and generalized for continuous group actions with CIM in [11]. How to deal with
this problem without specifying CIM is one of interesting questions for future research.
The paper is organized as follows. In Section 2 we study the case of a semigroup with a
single generator – a measurable dynamical system. It turns out that even in this simplest
setting there are quite a few properties of the recurrent points not considered earlier.
In particular, we introduce and study a weak2 version of the recurrence property, which
allows to prove the presence of weakly recurrent points for any measurable dynamical
system3. Since the analysis of the recurrence for the semigroups is based on the study
of the corresponding property for specially constructed Markov chains, we discuss the
questions related to the recurrence of measurable Markov chains in Section 3. Here we
follow mainly our recent paper [1], however a number of new results (especially about the
recurrence of individual trajectories) are discussed as well. In Section 4 we give necessary
definitions related to the recurrence in semigroups and obtain general conditions under
which the set of recurrent points is the set of full measure for a given reference measure
(e.g. the Lebesgue measure). Finally Section 5 is dedicated to the questions of inheritance
of the recurrence properties from generators to the semigroup and back. In particular, we
demonstrate that it is possible that the generators might have no recurrent points, while
almost all points are recurrent for the semigroup. In the backward direction it is shown
that each generator might have sets of recurrent points of positive (Lebesgue) measure,
while the semigroup does not have a single uniformly recurrent point.
2 One generator semigroup – S1 action.
We start with the simplest case when the semigroup has a single generator – a measurable
mapping T of a Borel compact metric space (X,B) into itself. Here and in the sequel we
always assume that X is equipped with a topology, compatible with the σ-algebra B), and
a (non-necessarily dynamically invariant) probabilistic measure m, to which we will refer
as a reference measure. Let us give several definitions related to the notion of recurrence.
Definition 1 We say that a point x ∈ X is
• recurrent if for any open neighborhood Ox ∋ x there exists t = t(x,Ox) ∈ Z+ such
that T tx ∈ Ox (i.e. a trajectory of the point x returns eventually to Ox).
• weakly recurrent if for any open neighborhood Ox ∋ x there exists a point y ∈ Ox
and t = t(y, Ox) ∈ Z+ such that T
ty ∈ Ox (i.e. a trajectory of the point y returns
eventually to Ox, which means that the point x is non-wandering
4).
• uniformly recurrent if for any open neighborhood Ox ∋ x the trajectory starting at
x returns to Ox infinitely many times.
• uniformly weakly recurrent if for any open neighborhood Ox ∋ x there exists a point
y ∈ Ox whose trajectory returns to Ox infinitely many times.
2As well as two stronger versions.
3In distinction to standard recurrent points which might be absent.
4A point x ∈ X is non-wandering if for each neighborhood U of x, there exists n > 0 such that
U ∩ T nU 6= ∅. We introduce the notion of the weak recurrence instead of the non-wandering property
because its generalization for Markov chains and semigroups is more transparent.
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The set of recurrent points we denote by Rec(T ), while the set of weakly recurrent
points by Recw(T ), and their uniform counterparts by Recu(T ) and Recwu(T ) respectively.
While the second variant describes a weakened version of the recurrence property, the
last two deal with stronger versions related to the points returning to their neighborhoods
infinitely many times.
Our main results about properties of various recurrent sets are collected in the following
theorem.
Theorem 1 (0) Rec(T ) = Recu(T ) ⊆ Recwu(T ) ⊆ Recw(T ) ⊇ Clos(Rec(T )).
(a) ∀B ∈ B m-a.a. points x ∈ B return to B under dynamics if and only if
∑
n≥1
m(T−nA) =∞ ∀A ∈ B, m(A) > 0 (1)
(b) m(Rec(T )) = 1 iff the property (1) holds true for each open A ∈ B, m(A) > 0.
(c) Recwu(T ) 6= ∅.
Before proceeding to the proof of this result let us make a few comments.
In the context of the Poincare Theorem it is easy to construct an example when a
point returns under dynamics to a given set only a finite number of times and wanders
away after this. In contrast, we show that the simple recurrence of a point implies the
uniform recurrence (item 0).5 Unfortunately this implication is wrong for general Markov
chains or semigroups.6 Surprisingly the situation with the weak recurrence property is
more tricky and the corresponding implication is not valid even for the simple recurrence
(see example 3 bellow).
In general it is possible that Rec(T ) = ∅, but Recw(T ) cannot be empty. This follows
from to the property (c) above and the trivial inclusion Recw(T ) ⊇ Recwu(T ). On the
other hand, there might be weakly recurrent points not belonging to the closure of the
set of recurrent points (for example, when Rec(T ) = ∅). To demonstrate the last claim
consider an example.
Example 1 X := [0, 1], B := Bor and
Tx :=


4/5 if x = 0
x/2 if 0 < x ≤ 1/2
1− T (1− x) otherwise.
Under the action of this map any trajectory converges to one of the end-points 0 or 1,
but the trajectory of 0 converges to 1 while the trajectory of 1 converges to 0. Therefore
there are no recurrent points but both end-points (and only they) are weakly recurrent.
From the Poincare Theorem it follows that a necessary condition for the absence of
recurrent points is the absence of invariant measures. The example 1 is based on the
simplest model for this phenomenon, namely on the map
Tx :=
{
1 if x = 0
x/2 if 0 < x ≤ 1
(2)
5Thanks for the anonymous referee for the unexpected question about this.
6There is no control over probabilities of returns to small neighborhoods of a recurrent point.
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from the unit interval into itself. Since in this case Rec(T ) = {0}, one needs to “isolate”
the trajectory of the origin from the attracting set of this point, which was realized in the
example 1.
The difference between the formulations of the items (a) and (b) in the theorem
above is that while in (1) we take into account all measurable sets, only open ones are
considered in the item (b). To demonstrate the difference7 observe that for the map (2)
and the reference measure m := δ0 we have T
−n{0} = ∅ for n > 0 and hence
∑
n≥1
m(T−n{0}) = 0 <∞
for the set {0} of full m-measure. Thus the property (1) fails (in fact here we have
a positive measure wandering set {0}), however the point 0 is uniformly recurrent and
m({0}) = 1.
An important property of the map (2) is that it is piecewise contractive. Let us analyze
up to which extent the latter property is necessary for the absence of invariant measures.
Example 2 Let X be the unit circle identified with the semi-interval (0, 1]. Consider a
partition of X by the infinite sequence of points {2−n}∞n=0 and let Xk := (2
−k, 2−k+1], k ≥
1. Then X is a disjoint union of Xk. Given a ∈ (3/4, 3/2) define a piecewise linear map
Tax := ax− (2a− 3/2)2
−k if x ∈ Xk.
Direct calculation shows that for the given region of values of the parameter a we have
TaXk ∈ X, TaXk \Xk ⊂ ∪i>kXi, m(TaXk ∩Xk) = m(Xk)/2,
where m is the Lebesgue measure on X .
In other words the map Ta expands the length of each interval Xk in a times and
shifts the resulting interval to the left (i.e. to intervals with larger indices). Thus any
probabilistic measure under the action of Ta converges weakly to the Dirac measure at
point 1, while Taδ1 = δ3/4 6= δ1.
An important observation is that the family of maps Ta includes both piecewise con-
tractive (a < 1) and expanding (a > 1) maps, as well as piecewise isometric (a = 1)
maps.
The point 1 is recurrent for all maps from this family, but using the map in the
example 2 as a building block in the same manner as in the example 1, one gets the map
without recurrent points.
Example 3 Let X := [0, 1] be the unit interval. Consider a partition of X by the infinite
sequence of points {2−n}∞n=0 and let Xk := (2
−k−1, 2−k], k ≥ 0. Then X \{0} is a disjoint
union of Xk. Let T : X → X be defined as follows:
Tx :=


2/3 if x = 0
x+ 2−k−2 if x ∈ Xk, k ≥ 1
x otherwise .
(3)
In other words the map T shifts each set Xk for k ≥ 1 to the right by the half of
its length. By the construction ∀k ≥ 1 he have TXk ∩ Xk 6= ∅ and T
n+1Xk ∩ Xk−i =
∅ ∀n, i ≥ 1. Thus each small enough neighborhood U of the point 0 satisfies the property
7Thanks for the anonymous referee for this observation.
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that ∃y ∈ U such that Ty ∈ U , but each point from U leaves U after a finite number
of iterations and never returns back. Therefore the point 0 is weakly recurrent, but not
uniformly weakly recurrent.
Proof of Theorem 1. The claim about inclusions of various recurrent sets is a direct
consequence of their definitions, except for the equivalence of the simple versions to the
uniform ones. To prove this fact consider a nested sequence of neighborhoods O1x ⊃ O
2
x ⊃
. . . ⊃ Onx ⊃ . . . ∋ x of a given recurrent point x. By definition the trajectory of the
point x visit each of these neighborhoods and thus due to their nested construction does
this an infinite number of times. In the case of the weak recurrence this argument does
not work since one needs to consider a trajectory of the point y (which depends on the
neighborhood) instead of x.
The item (a) is a generalization of the Poincare Theorem for an arbitrary reference
measure instead of the invariant measure. The proof of this result together with the fact
that m(Rec(T )) = 1 if the property (1) holds true were obtained recently in our paper [1]
and we formulate it here basically for the reader’s convenience.
Let us prove item (b). Suppose that (1) holds for each open set of positive m-measure.
Choose a countable basis {Un}n∈Z+ of open sets in X and set
U˜n := {x ∈ Un : T nx /∈ Un ∀n ∈ Z+}.
Then the complement to the union of these sets U˜ := ∪n∈Z+U˜
n is the set of recurrent
points. On the other hand, by item (a) m(U˜n) = 0 for each n ∈ Z+. Hence m(U˜) = 0,
which implies that its complement Rec(T ) is the set of full measure.8
In the inverse direction we proceed as follows. Choose an arbitrary open set A ∈ B
with m(A) > 0. By the assumption m-a.a. points from A are recurrent and hence are
returning to arbitrary small their neighborhoods. On the other hand, since the set A is
open it contains each point together with some neighborhood. Thus m-a.a. points from
A return to A under dynamics and hence the inequality 1 holds true.
To prove item (c) we check first that the set of weakly recurrent points is non empty
for any measurable map, i.e. Recw(T ) 6= ∅. Assume that there are no weakly recurrent
points. For each x we consider the function
R(x) := sup{r : Br(x) ∩ (∪n>0T
nBr(x)) = ∅},
where Br(x) := {y ∈ X : ρ(x, y) ≤ r} – the ball of radius r centered at the point x.
In words R(x) is the radius of the largest ball around the point x whose images do not
intersect with this ball. Clearly under our assumption on the absence of weakly recurrent
points, R(x) > 0 everywhere. Our aim now is to show that γ := infxR(x) > 0. Indeed,
let {xn} be an infinite sequence of points in X . By the compactness of X all limit points
of this sequence also belong to X and thus the values of the function R at these points
are strictly positive. Therefore around all points {T nx}n≥0 of the infinite trajectory of
the point x ∈ X there are disjoint balls of radius γ, which contradicts to the boundedness
of X .
Now we are ready to deal with the similar claim for the smaller set Recwu(T ). Assume
from the contrary that Recwu(T )) = ∅. This means that ∀x ∈ X ∃Ox ∋ x such that
∀y ∈ Ox ∃ny <∞ for which T
ny /∈ Ox ∀n > ny.
8The argument used here is similar to the one described in
http://planetmath.org/proofofpoincarerecurrencetheorem2
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Choose a smaller open neighborhood O′x of a point x such that
Clos(O′x) ⊂ Ox.
For any sequence of points {yk} ⊂ O
′
x each its limit point belongs to Clos(O
′
x) ⊂ Ox. On
the other hand, by the assumption the points from Ox return to Ox only finitely many
times, which together with the compactness of Clos(O′x) implies that supk nyk <∞.
Therefore ∀x ∈ X ∃Ox ∋ x and nx < ∞ such that T
nOx ∩ Ox = ∅ ∀n > nx. The
collection {Ox}x∈X is an open cover of the compact set X . Therefore there exists a finite
sub-cover {C1, . . . , CM} for which ∀i ∃ni T
nCi ∩ Ci = ∅. Let N := maxi ni <∞. Hence
T kNCi ∩Ci = ∅ ∀i, ∀k ∈ Z+, which cannot happen. The last statement will be proven in
a separate combinatorial lemma.
Lemma 1 Let G : Ω→ 2Ω \ ∅ =: Ω˜ be a multivalued map and let #Ω := M <∞. Then
∃ω ∈ Ω and n ∈ Z+ such that
Gnω ∩ ω 6= ∅.
Since Ω ∈ Ω˜, the map G can be extended as a map from the set Ω˜ into itself. Therefore
all its iterates are well defined.
Proof. Choose an arbitrary element ω ∈ Ω and consider its trajectory9 {Gkω}nk=0 up
to time n ∈ Z+. Since the total number of elements in X is finite and each set in the
trajectory contains at least one element from Ω, we see that whence n > M some images of
ω along the trajectory needs to intersect. Thus there is a pair of integers 0 ≤ i < j ≤M+1
such that Giω ∪Gjω 6= ∅. Then for each element ω′ ∈ Ω belonging to this intersection we
have ω′ ∈ Gj−iω′, which proves the claim. ⊔⊓
In a sense this result is a simple generalization of the fact that each trajectory of a
dynamical system with a finite phase space is eventually periodic.
This finishes the proof of Theorem 1. ⊔⊓
3 Markov chains
As we already mentioned in the Introduction, a direct generalization of the techniques
used for the analysis of the recurrence for dynamical system (considered in Section 2) is
not available for semigroups. The main technical tool that we use to establish recurrence
type results for semigroups is a construction of a special Markov chain, whose recurrence
properties allow to prove the corresponding results for semigroups. Therefore we review
here some definitions and basic results about Markov chains obtained in our recent paper
[1]. To be consistent with the notation of semigroups, we change slightly terminology
used in that publication. In addition, we will obtain a number of new results related to
the existence of various types of recurrent behavior in Markov chains, which allow us to
derive the corresponding results for semigroups.
Definition 2 By a (homogeneous discrete time) Markov chain one means a random pro-
cess ξt : (Ω,F , P ) → (X,B, m), t ∈ Z+ acting on a Borel space (X,B) with a finite
9A sequence of sets from Ω˜ being consecutive images of the one-point set {ω}.
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reference measure m (which needs not to coincide with the distribution of the process ξt).
The Markov chain (process) ξt is completely defined by a family of one-step transition
probabilities
Q(x,A) := P (ξt+1 ∈ A|ξt = x), t ∈ Z+, A ∈ B.
Iterating Q(·, ·) one gets a sequence of transition probabilities in s ∈ Z+ time steps:
Qs(x,A) := P (ξt+s ∈ A|ξt = x), t ∈ Z+, A ∈ B.
Recall also the action of the Markov chains on measures:
Qµ(A) :=
∫
Q(x,A)dµ(x), ∀A ∈ B.
Definition 3 By the t-preimage with t ∈ Z+ of a set B ∈ B under the action of the
Markov chain ξt we mean the set of points
Q−t(B) := {x ∈ X : Qt(x,B) > 0}.
In other words this is the set of initial points of trajectories which reach the set B at time
t with positive probability.
Now we are ready to return to the notion of recurrence.
Definition 4 We say that a point x ∈ X is
• recurrent if for any open neighborhood Ox ∋ x there exists t = t(x,Ox) ∈ Z+
such that Qt(x,Ox) > 0 (i.e. a trajectory returns eventually to Ox with positive
probability).
• weakly recurrent if for any open neighborhood Ox ∋ x there exists a point y ∈ Ox
and t = t(y, Ox) ∈ Z+ such that Q
t(y, Ox) > 0 (i.e. a trajectory starting from the
point y returns eventually to Ox with positive probability).
• uniformly recurrent if lim inf
n→∞
Qn(x,Ox) > 0 for any open neighborhood Ox ∋ x and
uniformly weakly recurrent if ∃y ∈ Ox lim inf
n→∞
Qn(y, Ox) > 0.
Similarly to the deterministic setting by Rec(Q),Recw(Q),Recu(Q),Recwu(Q) we denote
the sets of recurrent, weakly recurrent, uniformly recurrent and weakly uniformly recur-
rent points respectively.
Comparing these definitions with their deterministic counterparts (see e.g. [15, 6])
or to the notions of recurrence and transience well studied for the case of countable
Markov chains (see e.g. [7, 14, 16, 17]) one is tempted to make the conditions stronger
assuming that the corresponding events take place with probability one (instead of just
being positive). Examples discussed in [1] demonstrate absence of the recurrence under
this stronger assumption even in the simplest situations. As we will see, similar effects take
place in the case of semigroups as well. Reasons why in the definitions of various types
of recurrence we assume Qn(x,A) > 0 instead of = 1 are discussed in detail in [1].10 In
Example 4 we will show that in general Rec(Q) 6= Recu(Q). On the other hand, denoting
10The main among them is that typically under the stronger assumption the set of recurrent points
shrinks dramatically.
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by Recs(Q),Recsu(Q) the sets of (uniformly) recurrent points for which the eventual return
occurs with probability 1, one can show (using exactly the same argument as in the proof
of Theorem 1 (item 0) ) that Recs(Q) = Recsu(Q).
Since a dynamical system (T,X) generates a Markov chain by means of the transition
probabilities Q(x,A) := 1A(Tx), the example 1 demonstrates that a general Markov chain
needs not possess even a single recurrent point.
Our main results about properties of various recurrent sets in the probabilistic setting
may be formulated as follows.
Theorem 2 (0) Rec(Q) ⊇ Recu(Q) ⊆ Recwu(Q) ⊆ Recw(Q) ⊇ Clos(Rec(Q)).
(a) If ∑
n≥1
m(Q−n(A) ∩A) =∞ ∀A ∈ B : m(A) > 0, (4)
then m(Rec(Q)) = 1 and Recw(Q) ⊇ supp(m).
(b) Recw(Q) 6= ∅.
(c) If µ is a probabilistic invariant measure for the Markov chain defined by the transi-
tion probabilities Q(·, ·), then µ(Rec(Q)) = 1.
Proof. The claim about inclusions of various recurrent sets is a direct consequence of
their definitions.11
The part about the recurrence in item (a) was proven in Theorems 4,5 of [1], while the
part about the weak recurrence is a consequence of the inclusions between the recurrence
sets.
Technically the proof of this result is based on the generalization of the classical
Poincare Recurrence theorem, which says that if the measure m is dynamically invariant,
then for any measurable set m-almost all points from this set return eventually under
dynamics. A generalization of this claim for Markov chains instead of dynamical systems
is not very difficult. Another point is how to deal with non-dynamically invariant measures
m. See [1] for details.
The item (b) is a probabilistic version of Theorem 1(c). Unfortunately the argument
used in the proof of Theorem 1(c) cannot be used in this more complicated setting and
we develop a different approach, also based on the compactness of the phase space.
Assume that there are no weakly recurrent points. Therefore for each point x ∈ X
there exists an open neighborhood Ox such that
Qn(y, Ox) = 0 ∀y ∈ Ox, ∀n ∈ Z+.
The collection of neighborhoods {Ox}x∈X is a cover by open sets of the compact X . Hence
there exists a finite subcover {C1, . . . , CM}, which by the construction should satisfy the
property:
Qn(x, Ci) = 0 ∀i ∈ {1, . . . ,M}, x ∈ Ci, n ∈ Z+.
It remains to show that this property cannot hold for n large enough.
Consider the set Ω := ∪Mi=1Ci and define a map G as follows:
G(Ci) := ∪
M
j=1{Cj : ∃x ∈ Ci : Q(x, Cj) > 0}.
11See also example 4, which demonstrates the non-equivalence of the sets Rec(Q) and Recu(Q). Com-
pare this to a comment about the equality Recs(Q) = Recs
u
(Q) above.
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Applying Lemma 1 to this setting we observe that there exists Ci from our open cover
and a positive integer n such that Gn(Ci)∩Ci 6= ∅, which contradicts to the construction
of the subcover {Ci} and hence to the original assumption about the absence of weakly
recurrent points.
In item[c] we consider the Markov chain with the stationary distribution µ and thus one
can introduce the corresponding Markov shift (see, e.g. [18]). Thus we get a measurable
map (Markov shift) with the invariant measure for which all results from the previous
section can be applied. In particular, from Theorem 1(b) we get the desired statement. ⊔⊓
At the moment we do not have conditions under which the sets of (weakly) uniformly
recurrent points for a Markov chain are sets of full measure for a general reference measure
m. However using the argument already applied in the proof of item (c) one gets this
result in the case when the reference measure is invariant with respect to the Markov
chain.
In the sequel we will need to compare recurrence properties of different Markov chains.
Definition 5 We say that transition probabilities Q(·, ·) and Q˜(·, ·) are compatible if for
each x ∈ X the measures Q(x, ·) and Q˜(x, ·) are absolutely continuous with respect to
each other; and uniformly compatible if
0 < γQ˜(x,A) ≤ Q(x,A) ≤
1
γ
Q˜(x,A) ∀x ∈ X,A ∈ B. (5)
Clearly the uniform compatibility implies the compatibility.
Theorem 3 Let Q(·, ·) and Q˜(·, ·) be (uniformly) compatible transition probabilities of
two Markov chains defined on the same space. Then Rec(Q) = Rec(Q˜) and Recw(Q) =
Recw(Q˜).
Proof. We prove a slightly more general property, namely that for a given pair of a
point x ∈ X and a measurable set A ⊂ X the probability to reach A starting from the
point x under the actions of the Markov chains Q and Q˜ is either positive in both cases
or zero in both cases.
Let us show that the compatibility of Q(·, ·) and Q˜(·, ·) implies the compatibility of
Qn(·, ·) and Q˜n(·, ·) for all n ≥ 2. Indeed, by definition of the transition probabilities
Qn+1(x,A) =
∫
Qn(y, A)Q(x, dy).
This gives the absolute continuity of the the measures Q2(x, ·) and Q˜2(x, ·) with respect
to each other (it is enough to consider the corresponding integral sums). In the case of
uniform compatibility we get
0 < γ2Q˜2(x,A) ≤ Q2(x,A) ≤ γ−2Q˜2(x,A) ∀x ∈ X,A ∈ B.
Continuing this calculations, by the standard induction argument we get the desired
statement.
Therefore for each n ∈ Z+, x ∈ X,A ∈ B either Q
n(x,A) + Q˜n(x,A) = 0 or Qn(x,A) ·
Q˜n(x,A) > 0. Thus, choosing an arbitrary neighborhood Ox of the point x and setting
A := Ox we get the claim. ⊔⊓
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Remark 2 It is worth mentioning that the measures Qn(x, ·) and Qk(x, ·) for n 6= k need
not to be absolutely continuous with respect to each other (and typically are not).
Remark 3 Unfortunately in order to apply Theorem 3 to check the recurrence of a
certain point x under the action of two different Markov chains one needs to assume that
both chains are compatible everywhere, rather not locally near the point x.
4 General finitely generated semigroups – Sd action
Definition 6 By a finitely generated semigroup S of maps one means a collection of endo-
morphisms from a set X into itself admitting a finite sub-collection T := {T1, . . . , Td} ⊂ S
satisfying the condition that each element from S may be represented in the form
S ∋ T[i1,...,in] := Tin ◦ Tin−1 ◦ . . . ◦ Ti1 , ik ∈ {1, . . . , d}, k ∈ {1, . . . , n}. (6)
The sub-collection T is called the semigroup set of generators. If there are no generators
Ti that cannot be represented in the form (6) without Ti, then the generators set is said
to be minimal.
In what follows we will not make any additional assumptions about the correspondence
between the generators, which means that we consider only free semigroups.
Naturally a finitely generated semigroup is completely characterized by the choice of
its generators, however there might be several sets of generators, and one needs to check
that this choice does not change properties of the semigroup under study. Further on we
will show that all our results do not depend on a particular representation of a semigroup
by the set of generators T.
To simplify the notation for a given set of generators T, we also refer to the action of
the semigroup S as the action of T.
Definition 7 By a trajectory of length n composed by the applications of the generators
T of the semigroup S starting from a point x ∈ X one means an ordered collection of
points
{Ti1(x), T[i1,i2](x), . . . , T[i1,...,in](x)},
were the indices ik ∈ {1, 2, . . . , d}.
Denote by N(x,A, n) the number of trajectories of length n of the semigroup T,
starting from the point x ∈ X and ending in the set A ∈ B.
Definition 8 We say that a point x ∈ X is
• recurrent if for each open neighborhood Ox of a point x ∈ X we have N(x,Ox, n) > 0
for some n = n(x) <∞.
• weakly recurrent if for each open neighborhood Ox of a point x ∈ X there is a point
y ∈ Ox such that N(y, Ox, n) > 0 for some n = n(y) <∞.
• uniformly recurrent if for each open neighborhood Ox of a point x ∈ X the propor-
tion of trajectories finishing at the set Ox is positive, i.e.
κ(x,Ox) := lim inf
n→∞
N(x,Ox, n)
N(x,X, n)
> 0.
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• weakly uniformly recurrent if for each open neighborhood Ox of a point x ∈ X there
is a point y ∈ Ox such that
κ(y, Ox) := lim inf
n→∞
N(y, Ox, n)
N(y,X, n)
> 0.
In the last two versions the strong condition requires positivity of a “share” of return-
ing trajectories starting from the point x, while the weak condition corresponds to the
existence of a point nearby with a positive “share” of returning trajectories.
In the same manner as in the previous sections by Rec(T), Recw(T), Recu(T) and
Recwu(T) we denote the sets of recurrent, weakly recurrent, uniformly recurrent and
weakly uniformly recurrent points respectively.
Similarly to the case of Markov chain instead of the assumption κ(x,Ox) > 0 one
can use a stronger version κ(x,Ox) = 1. Denote by Rec
s(T),Recsu(T) the sets of strong
(uniformly) recurrent points under the latter assumption.12 In Example 4 we will show
that in general Rec(T) 6= Recu(T). On the other hand, using connections between the
semigroups and Markov chains and the discussion immediately before Teorem 2 one shows
that Recs(T) = Recsu(T).
In order to study the recurrence property for semigroups it is natural to try to gener-
alize the condition (1) for this more general setting. Unfortunately a naive direct gener-
alization of type
d∑
i=1
∞∑
n=0
m(T−ni A) =∞ if m(A) > 0 (7)
obviously does not work. As a counterexample assume that one of the maps transforms the
entire phase space to a set of zero m-measure (see Section 5 for details). A more promising
generalization is as follows. Choose a sequence of indices {ik}
∞
k=1 with ii ∈ {1, . . . , d}.
Then one might expect that a non-autonomous version of (1) might work, namely that
∞∑
n=1
m(T−1[i1,in]A) =∞ if m(A) > 0 (8)
implies that under the action of T[i1,...] m-almost all points from the set A return back to
A. Nevertheless a close look to this assumption shows that even this is not correct. The
point is that the inheritance of the recurrence property from individual generators to the
semigroup and back is a rather delicate problem. We will discuss this in detail in Sec-
tion 5.2, where several counterexamples demonstrating quite counterintuitive recurrence
properties will be constructed and studied.
To overcome this difficulty we propose a construction based on the presentation of a
semigroup as a Markov chain acting on the same phase space.
For a given set of generatorsT and a probability distribution p := {p1, . . . , pd} consider
a Markov chain defined by the following transition probabilities:
Q(x,A) :=
d∑
i
pi1A(Tix). (9)
Clearly, for a given minimal set of generators T and a non-degenerate distribution
p := {p1, . . . , pd} (i.e.
∏
i pi > 0) there is a bijection between the set of trajectories of the
semigroup generated by T and the set of realizations of the Markov chain Q.
12This in general leads to a dramatical shrinkage of the corresponding recurrent sets.
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Theorem 4 Let T be a generator set, p := {p1, . . . , pd} be a non-degenerate distribution,
and let Q(·, ·) be the family of transition probabilities for the Markov chain defined by the
relation (9). Then
(a) Rec(T) = Rec(Q) and Recw(T) = Recw(Q).
(b) Let additionally p1 = p2 = . . . = pd and let m be the invariant measure for the
Markov chain Q, then m(Recu(T)) = m(Recwu(T)) = 1.
Corollary 4 (i) Rec(T) ⊇ Recu(T) ⊆ Recwu(T) ⊆ Recw(T) ⊇ Clos(Rec(T)).
(ii) If Q satisfies the condition (4) for some non-degenerate distribution p, then
m(Rec(T)) = 1 and Rec(T) ⊇ supp(m).
Proof of Theorem 4. Let p be a uniform distribution over the set of indices {1, . . . , d}.
Then for any x ∈ X , each its neighborhood Ox and any positive integer n we have
κ(x,Ox, n) :=
N(x,Ox, n)
N(x,X, n)
= Qn(x,Ox).
Therefore for this specific choice of the distribution p whenever x ∈ Rec(Q) we have that
κ(x,Ox, n) > 0 for each neighborhood Ox and some n < ∞. Hence N(x,Ox, n) > 0
and thus x ∈ Rec(T). Similarly we have the inverse inclusion, which proves the claim in
item (a) about the set of recurrent points for the uniform distribution p.
The part about the weakly recurrent points follows from the same argument.
To deal with a general non-degenerate but non-necessarily uniform distribution p
one needs to compare properties of Markov chains generated by the same semigroup’s
generators but with different distributions p.
Lemma 5 Let the distributions p := {p1, . . . , pd} and p˜ := {p˜1, . . . , p˜d} be non-
degenerate. Then the corresponding Markov chains Q and Q˜ satisfy the inequalities (5)
and thus are uniformly compatible.
Proof. This claim follows from the simple observation that
0 < min
i
pi
p˜i
≤
∑d
i pi1A(Tix)∑d
i p˜i1A(Tix)
≤ max
i
pi
p˜i
<∞
due to the non-degeneracy of the distributions p and p˜. ⊔⊓
Applying now the result of Theorem 3 for the Markov chains with uniformly compatible
transition probabilities we finish the proof of the claim in item (a) of Theorem 4.
To prove the claim in item (b) we apply the construction of the Markov chain with
the transition probabilities (9) (exactly as in the proof of item (a)) and the uniform
distribution p. Observing that under this assumption κ(x,Ox, n) = Q
n(x,Ox) we see
that all information about the statistics of values κ(x,Ox, n) can be derived from the
statistics of Qn(x,Ox). Therefore to get the result one applies the claim of Theorem 2(c).
This completes the proof of Theorem 4. ⊔⊓
To demonstrate that in general Rec(T) 6= Recu(T) consider the following example.
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Example 4 Let X := [0, 1] be the unit interval and let T be generated by a pair of maps
Ti : X → X defined by the relations T1x := x
2, T2x := 1.
In this example Rec(T) = {0, 1} = Recw(T) 6= Recu(T) = Recwu(T) = {1}.
Consider now the Markov chain, generated by the semigroup T in this example with
equal probabilities p1 = p2 = 1/2, i.e. by (9) the corresponding transition probabilities
can be written as Q(x,A) := 1
2
1A(x
2) + 1
2
1A(1). Thus we get an example of a Markov
chain for which the simple recurrence does not imply the uniform one.
As we already mentioned the same semigroup may be generated by different generator
sets. Therefore we need to check that the sets of various recurrent points of a semigroup
do not depend on its representation by different generator sets.
Theorem 5 Let T := {T1, . . . , Td} and T˜ := {T˜1, . . . , T˜d˜} be two minimal generator sets
of the same semigroup of maps. Then Rec(T) = Rec(T˜) and Recw(T) = Recw(T˜).
Proof. By the definition of the minimal generator set ∀j we have the following presen-
tation
T˜j = T[i1,i2,...,in], (10)
where ik ∈ {1, . . . , d}. The number of elements in the minimal generator set is finite and
hence there exists N < ∞ such that each T˜j ∈ T˜ is composed by at most N generators
from T.
Choose an arbitrary non-degenerated distribution p := {p1, . . . , pd}. Then accordingly
to (10) we construct a new distribution p˜ := {p˜1, . . . , p˜d˜} by the relations
p˜j :=
nj∏
k=1
pjk ,
where nj ≤ N ∀j. Hence the distribution p˜ is again non-degenerated.
Therefore it remains to check that the Markov chains with transition probabilities Q
and Q˜ are compatible. To this end we apply the same argument as in the proof of Lemma 5
with a very slight modification related to the different (but well controlled by means of
the constant N above) numbers of addends in the nominator and the denominator. ⊔⊓
5 Counterexamples and recurrence inheritance
This section is dedicated to the problem of inheritance of the recurrence property from
the generators of the semigroup to the semigroup itself and back.
We assume again that we have a metric space X equipped with a Borel σ-algebra B of
measurable subsets and on this space we consider the action of a semigroup with a finite
set of generators T := {T1, . . . , Td}.
5.1 Simple recurrence
The next result demonstrates that the direct inheritance of the simple recurrence property
is rather straightforward.
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Lemma 6 ∪iRec(Ti) ⊆ Rec(T).
Proof. Assume that x ∈ Rec(Ti). By the definition of the recurrent point for a single
map we have that for each neighborhood Ox ∋ x ∃0 < nx < ∞ such that T
nx
i x ∈ Ox.
Hence N(x,Ox, nx) ≥ 1 > 0, which proves that Rec(Ti) ⊆ Rec(T). ⊔⊓
Surprisingly the inverse inheritance is more tricky. Assume that Rec(T) 6= ∅. The
following example shows that despite this assumption it is possible that none of the
generators of the semigroup T has recurrent points. Moreover, the set of recurrent points
of the semigroup might be everywhere dense while each semigroup generator possess no
recurrent points.
Example 5 Let X := [0, 1] be the unit interval. Consider a pair of maps Ti : X → X
defined by the relations
T1x :=


1
2
x+ 1
4
if 0 ≤ x < 1
2
1
2
x+ 1
2
if 1
2
≤ x < 1
0 if x = 1,
T2x :=


1
2
x if 0 < x ≤ 1
2
1
2
x+ 1
4
if 1
2
< x ≤ 1
1 if x = 0
(11)
The graphs of the maps Ti are shown on the Figure 1. Under the action of T1 all
the points from the interval [0, 1/2) converge to the point 1/2, but T11/2 = 3/4, and all
the points from the interval [1/2, 1) converge to the point 1, while T11 = 0. Similarly
under the action of T2 all the points from the interval (0, 1/2] converge to the point 0,
but T20 = 1, and all the points from the interval (1/2, 1] converge to the point 1/2, while
T21/2 = 1. Therefore neither of these maps have recurrent points.
To study Rec(T) for T := {T1, T2} we consider the corresponding Markov chain with
the uniform probability distribution p1 = p2 = 1/2. We claim that this Markov chain has
exactly two ergodic Lebesgue invariant measures supported by the intervals [0, 1/2] and
[1/2, 1] correspondingly, which implies that the closure of Rec(T) coincides with [0, 1]. To
check this claim consider an even simpler Markov chain Q˜ on X := [0, 1], defined by the
transition probabilities Q˜(x,A) := 1
2
(1A(
x
2
+ 1
2
)+1A(
x
2
)) and corresponded to the simplest
linear iteration function system. Such systems are well studied and it is known (see, e.g.
[2]) that Q˜ has the only one ergodic invariant measure which is equal to the Lebesgue
measure on [0, 1].
Observe now that the construction of the Example 5 consists of two building blocks,
where the (shifted and normalized) maps x
2
+ 1
2
and x
2
are applied. Therefore the Markov
chain corresponding to this example has exactly two ergodic Lebesgue invariant measures
supported by the intervals [0, 1/2] and [1/2, 1] correspondingly. Thus the closure of Rec(T)
coincides with [0, 1].
5.2 Uniform recurrence
The inheritance of the recurrence property becomes much more involved when we are
interested in statistics of trajectories of recurrent points in the semigroups under study.
The claim of Lemma 6 is no longer valid for the uniform recurrence setting. In particular,
the next example demonstrates that Recu(T) might be empty even if each of generators
possesses uniformly recurrent points.
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T1 T2
Figure 1: Graphs of the maps Ti in the Example 5
Example 6 Let X := [0, 1] be the unit interval. Consider a pair of maps Ti : X → X
defined by the relations
T1x :=


1
2
x if 0 ≤ x < 1
3
1
4
if x = 0,
1
2
x+ 1
3
if 1
3
< x < 1
2
3
5
if x = 1
3
,
1− T1(1− x) otherwise
T2x :=


x+ 1
3
if 0 ≤ x < 1
3
−1
2
x+ 3
4
if 1
3
≤ x < 1
2
1
3
if x = 1
2
1− T1(1− x) otherwise
(12)
The graphs of the maps Ti are shown on the Figure 2.
T1 T2
Figure 2: Graphs of the maps Ti in the Example 6
The map T1 transforms each of the intervals (0, 1/3), (1/3, 2/3), (2/3, 1) into itself
and the points 0, 1/3, 2/3, 1 are uniformly recurrent. The map T2 transforms each of
the intervals (0, 1/3) and (2/3, 1) onto the interval (1/3, 2/3), while the latter interval is
mapped into itself. For this map Recu(T2) = {1/2}.
To study uniformly recurrent points of the semigroup generated by these maps, con-
sider the corresponding Markov chain with equal probabilities p1 = p2 = 1/2. Observe
that the only candidates for being uniformly recurrent points for the Markov chain are
the points 0, 1/2, 1. On the other hand, a trajectory may converge to one of these points
only if a long enough series of consecutive applications of the same map T1 or T2 is ap-
plied. The probability of a realization of such an event vanishes exponentially with the
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length of the series. Therefore Qn(x,Ox) goes to zero as n → ∞ for each small enough
neighborhood Ox. Thus Recu(T) = ∅.
It is natural to ask if this unexpected inheritance is due to the fact that each of the
generators has only a few recurrent points? To this end, without any changes in the
arguments above one can assume that the map T1 is identical on the intervals [0, 1/3) and
(2/3, 1], which gives m(Rec(T1)) = 2/3. On the other hand, one cannot do anything of
this sort with the second generator T2. In order to overcome this restriction we consider
yet another example.
Example 7 Let X := [0, 1] be the unit interval. Consider a pair of maps Ti : X → X
defined by the relations
T1x :=


x if 0 ≤ x < 1
3
1
2
x+ 1
3
if 1
3
< x < 1
2
1
2
x+ 2
9
if 1
2
< x < 2
3
x− 1
3
if 2
3
< x ≤ 1
T2x :=


x+ 1
3
if 0 ≤ x < 1
3
−1
2
x+ 3
4
if 1
3
≤ x ≤ 2
3
x if 2
3
< x ≤ 1
(13)
The graphs of the maps Ti are shown on the Figure 3.
T1 T2
Figure 3: Graphs of the maps Ti in the Example 7
In this example Rec(T1) = [0, 1/3] and Rec(T2) = {1/2} ∪ [2/3, 1], so m(Rec(T1)) =
m(Rec(T2)) = 1/3. On the other hand, by the same arguments as in the analysis of the
example 6, there are no uniformly recurrent points for the semigroup generated by the
maps T1, T2.
To demonstrate that in general the inverse inheritance also does not take place it is
enough to consider the Example 5.
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