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Abstract 
Elementary Wigner function calculations of. the infinite square well and Schriidinger cat 
states are presented as an introduction to the quasi-probability function. An entan-
gled cat state is calculated and the Wigner function of the state is found. Properties 
of the entanglement of the state and the nature of its entanglement are found to be 
distinguishable by this distribution. 
This work is mostly concerned with obtaining the Wigner function via a path integral 
method, following a previously published technique. The method approximates the 
ground state Wigner function by finding the classical path associated with each point 
in phase space, assuming the P-function of the Hamiltonian of the system is able to 
be found. The imaginary part of action determines the phase of the path integral 
and depends on the geometry of the path; specifically the area which it encloses. An 
investigation into two systems, the Morse potential and the double well potential, was 
performed to try and find classical paths enclosing area and thus recreating the negative 
features of the exact Wigner function. The minimisation of the action found the classical 
path for each phase space point. This was performed numerically using tools created in 
Excel and Mathematica. In general, it was discovered that the classical paths did not 
enclose any area and therefore the Wigner function approximations were everywhere 
positive. The majority of those paths which were found to enclose some area produce a 
phase which is not large enough to change the sign of the path integral. 
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Chapter 1 
Introduction 
1.1 Background 
Quantum theory was developed in the early part of the 20th century, in response to 
results and phenomena which were contrary to classical physics' predictions. These 
results included the photo-electric effect, the double-slit experiment and black body 
radiation. As the atomic scale is approached the behaviour of particles can no longer 
be explained by the classical theories. Quantum mechanics replaced the deterministic 
foundation of classical mechanics with a statistical approach. 
1.1.1 Phase Space 
Classical statistical mechanics may describe the motion of particles as having a posi-
tion Xi and travelling with momentum Pi, using Hamilton's or Lagrange's equations 
of motion. This approach describes the histories, and future states, of the particles 
as trajectories or paths through an abstract space, known as phase space. A phase 
space describes all the degrees of freedom of a system, therefore a description of the 
motion of a ID particle requires that the space is constructed by quantities of position 
x and momentum p. Classical mechanics has no trouble defining a state exactly in 
this space, allowing for singular distributions [1 J. However in the quantum mechanical 
regime the Heisenberg uncertainty principle e.g. [2J sets a restriction on the accuracy of 
a co-ordinate in phase-space, 
(1.1) 
1 
1.1 Background 
where c,.x and c,.p are the uncertainties in position and momentum respectively. This 
is due to the non-commuting properties of the position and momentum operators. The 
rule determines the accuracy of simultaneous measurement of any canonically conju-
gate quantities. In the example above (1.1) position and momentum cannot be known 
precisely when simultaneously measured. This adds a restriction that the smallest "ele-
ment" that can be addressed in phase space is (~) n, where n is the number of dimensions 
under consideration. The consequence of this restriction is a "smeared out" version of 
phase-space, where the accuracy of a point in phase space is compromised. As a conse-
quence, there is not an easy translation of the concept of a phase-space from classical 
mechanics to quantum mechanics. 
1.1.2 Quasi-probability distribution functions 
Classical phase space provides a convenient way to view a state. It would be useful 
to compare classical and quantum states in phase space. The state vector given by 
Schr6dinger's equation provides a limited perspective of a state, and is not sufficient for 
this purpose. Classical statistical mechanics allows a probability distribution function 
to describe an ensemble in phase space. For instance, we may calculate an average of 
a a quantity A described by a function A(x, p), which depends on the position x and 
momentum p of a one dimensional particle, 
(A)el = J dx J dp A(x, P)PCI(X, p). (1.2) 
A phase space distribution PCI(x,p) describes the statistics of a classical ensemble. It 
would be useful to have an identical distribution representation for quantum systems, 
but the problematic nature of a quantum phase space prevents an obvious definition. 
A quantum mechanical phase space distribution is thus known as a quasi-probability 
function, as there is some ambiguity as to its definition and meaning. An average in 
quantum mechanics is calculated as an expectation value (A)Qu of an operator A(x,p) 
describing a quantity A, 
(A)Qu = Tr(Ap), (1.3) 
where p is the density matrix describing the particle. A quasi-probability function 
PQu(x,p) may be used to find an identical expectation value to (1.3) and is also calculated 
in an identical fashion to (1.2), 
(A)Qu = J dx J dp A(x,p)PQu(x,p). (1.4) 
2 
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1.1 Background 
The first of this type of distribution was the Wigner function, 
the full details of which are described in section 2.1. This distribution was derived by 
Eugene Wigner in 1932 [3J, as a means to study quantum corrections to known classical 
results. However, this was not the original intention for the formula. In the paper 
Wigner mentions as a footnote that the formula had been derived a number of years 
earlier with L. Szilard for another purpose; however a paper of this work was never 
published. 
The Wigner function is actually a specialisation of the Weyl formulation [4J which 
was published in 1927. The Weyl formulation provides a mechanism to produce a phase 
space formula A(x,p) from a quantum mechanical operator A(x,p). This translation is 
non-trivial and is not unique. The Wigner function is the Weyl representation of the 
density matrix in phase-space. As such, the Wigner function is sometimes referred to 
as the Wigner-Weyl distribution. 
The Wigner function is one of a family in an infinite number of possible quasi-
probability functions. It is possibly the most natural or easily found quasi-probability 
function and has many desirable properties, which are detailed later. Other quasi-
probability functions, or distributions, include the Husimi-Kano Q-function [5, 6J and 
the Glauber-Sudarshan P-function [7, 8J. These distributions are related to the Wigner 
function by Gaussian convolution, the P distribution being a sharpening and the Q 
distribution being a broadening of the Wigner function respectively. 
Many people have studied the Wigner function since its publication. As mentioned 
above, the Wigner function was not originally intended to provide an approach to statis-
tical mechanics. Moyal was the first to use the Wigner function in this way in 1949 [9J. 
As such, this was an important paper; for instance also introducing a number of other 
concepts such as the Moyal bracket. Born also showed in 1955 [lOJ that the Wigner 
function is a natural place to study the differences between classical and quantum me-
chanics. 
There are a number of useful resources detailing the properties of the Wigner function 
and quasi-probability functions in general. These include Cahill and Glauber in 1969 
[llJ and Berry in 1977 [12J. Hillery et al. published a comprehensive list of the function's 
properties in 1984 [13J. Also provided is a derivation of the function itself and phase 
space distributions in general. More recently Curtright et al [14J have re-presented the 
3 
,--~~~- -- -~ -- -- --- -- -~- -~~~~~~~~~~~~~~-
1.1 Background 
properties of the Wigner function. This includes the use of the function and its relation 
to star eigenvalue equations, in addition to its general properties. Quantum Optics by 
Schleich 2004 [15] discusses the Wigner function at length; as one of its main uses in 
modern physics is within this domain. This book provides an excellent grounding in the 
Wigner function, other distribution functions, and related theory. Even more recently, 
Nassimi 2007 [16J has published work to again present the Wigner function and its 
properties and uses. This paper also includes a number of descriptions of the Wigner 
function's derivation. 
1.1.3 Operator ordering 
Ordering of operators in quantum mechanics is important as two arbitrary operators A 
and B in general do not commute; 
AB -I- BA, (1.6) 
or 
[A, B] -I- o. (1.7) 
As a quick example of the type of problem the non-commutivity of operators create, we 
consider finding an equivalent classical function A(x,p) to an operator 
(1.8) 
One choice could be to simply replace the operators by their c-number variables, 
A(x,p) = x· p. (1.9) 
An alternative way of finding the classical function is to use the commutator of the x 
and p operators, 
[P,x] =~. 
I 
Using this relation (1.10) to express the operator A (1.8) gives 
A' " f'" 'J " n = p . x - 11', x = P . x - .,.. 
I 
Replacing the operators by c-numbers now gives the result, 
n A=p·x- .,., 
I 
which is different from the previous result (1.9). 
4 
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(1.11) 
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1.1 Background 
There axe many choices for the ordering of operator products, but the common three 
are symmetric, normal and anti-symmetric ordering. Symmetric ordering is the average 
of all ordering methods. For instance in the previous example, the operator A may by 
symmetrically ordered, 
(1.13) 
The symmetrically ordered operator thus translates into c-number representation as 
n 
As = x . p - 2i' (1.14) 
These examples show that even for a simple operator product the effect of the choice of 
operator ordering is clear. 
Normal and anti-normal ordering are both concerned with the order of creation at 
and annihilation a operators. An operator product is said to be normally ordered when 
all of the annihilation operators are on the right. Inversely, anti-normal ordering is that 
where all of the annihilation operators are on the left. For a product of m annihilation 
operators and n creation operators, 
(at)naffi 
am(att 
Normal ordering 
Anti-normal ordering 
(1.15) 
(1.16) 
In this context, another example of symmetric ordering, for the product ata2 , is k(ata2+ 
"t, + '2't) aa a a a . 
The operator ordering problem is relevant to quasi-probability distribution functions 
as an alteration to the ordering of their operators produces different distribution func-
tions. Each distribution function corresponding to a choice of ordering. For instance 
the Wigner, P, and Q-functions differ due to the operator ordering employed, being 
symmetrically, normally and anti-normally ordered respectively [13]. 
1.1.4 Path Integral Formulation of Quantum Mechanics 
The conventional form of quantum mechanics expressed in terms of operators in Hilbert 
space is based upon its six postulates, including the Schrodinger equation and the con-
cept of a wave-function. This formulation was developed by many scientists including 
Bohr, Born, Dirac, Heisenberg, Jordan, Pauli and Schr6dinger between 1925-1926. This 
formulation relies on finding the wave-function by solving the Schriidinger equation, 
.~ a,p(x, t) _ H' 01.( t) 
1" at - 'I' X, • (1.17) 
5 
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The time evolution of the wave-function is found from this equation, with the general 
solution being 
'!f;(X",t") = J dx'K(x", X'; t", tl)'!f;(XI,t'), (1.18) 
where K(X", x'; t", t') is the Greens function, which is identical to the quantum mechan-
ical time evolution operator, 
K(X", x'; t", t') = (xIII exp (-kw' -nil) IXI ). (1.19) 
These equations constitute the basic time evolution relationships in quantum mechanics. 
As the time evolved wave-function definition (1.18) is equivalent to the time dependent 
Schrodinger equation it opens up the possibility of considering this as the basic compo-
nent for time evolution in quantum mechanics. Indeed it is this relationship, instead of 
the Schrodinger equation, which forms the basis of the path integral formulation. 
Richard Feynman is attributed with developing the path integral as a description of 
quantum mechanics, but Paul Dirac was the first person to consider many of the concepts 
which form the complete formulation [17J. Dirac discusses in this paper that the existing 
form of quantum mechanics was built on the Hamiltonian theory of classical mechanics, 
due to the analogue between the two. He suggests that as classical mechanics also has 
an equivalent Lagrangian formulation that there may be quantum mechanical analogue 
to this also. He comments that the classical Lagrangian equations cannot be converted 
to quantum mechanics in a direct way, as the partial derivatives of the Lagrangian with 
respect to the positions and velocity variables have no meaning in quantum mechanics. 
As a result he suggests that the ideas of Lagrangian mechanics are taken over, i.e. using 
a more indirect method. Dirac goes on to say that there will be a contact transformation, 
dependent on the definite integral of the Lagrangian, connecting the variables qt', Pt' at 
time t' with qt", Pt" at time t" for the quantum realm, just as there is for the classical 
one. The transformation function connecting these two states is denoted by Dirac as 
(qt" !qt' ). Dirac does not gives an exact definition of this transformation function, instead 
writing "The work of the preceding section now shows that 
corresponds to (
. (tN ) 
exp ~ It' L dt" , (1.20) 
where L is the Lagrangian. If we take t ' to differ only infinitesimally from t", we get the 
result 
corresponds to exp (kLdtll) ." (1.21) 
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It is not clear what the term "corresponds to" means in these relations. Indeed Schwinger 
[18] addresses this issue, asking "Why, then, did Dirac not make a more precise, if 
less general statement? Because he was only interested in a general question: What in 
quantum mechanics, corresponds to the classical principle of stationary action?" Dirac's 
answer to this question came from comparing the basic composition law of the transfor-
mation function (qtn I qt') which he considers as 
(1.22) 
where the time interval T = t" - t' has been split into large number of intermediate 
steps, with a sequence of times t}, t2,'" , tm and positions at those times qj, q2,'" , qm' 
He gives the classical analogue of (qtn IqI') as 
(
. (tn ) 
A( t", t') = exp * It' L dt" , (1.23) 
with the composition law being the product 
(1.24) 
There is a discrepancy between the two composition laws, with One involving multiple 
integrals (1.22) and one simply a product (1.24). Dirac uses the definitions found in 
(1.20) and (1.21) in the composition law (1.22), and states that the integrand must be 
of the form eiF/ n, where F is a function of qt', q}, ... , qm, qtn. He first considers a single 
position variable: any changes in the value of qk will cause the function to vary extremely 
rapidly due to the small size of n, and so most of the integral will be zero. Thus, the 
important region of integration is that which is stationary for F, with small changes 
in the position qk. He repeats this argument for the remaining position variables and 
the result is the usual action principle found in classical mechanics; small changes in 
the intermediate positions cause no change to the integral of the Lagrangian over the 
time range t' --> t". Dirac had managed to show that in the semi-classical limit n --> 0 
that the multiple integrals of the transformation functions (1.22) includes the quantum 
version of the classical action principle. 
These results were not built upon until Feynman, working with John Archibald 
Wheeler, was looking for a solution to a problem he was working on as a graduate 
student. As detailed in the preface to his famous book with Hibbs [19], on the subject 
of path integrals, the problem was the self-energy of the electron. While attempting to 
solve this problem a principle of of "least-action" principle was discovered, which used 
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half advanced and half retarded potentials. Using this principle they were able to deal 
with the infinity arising in classical electrodynamics. 
Feynman then set about applying this principle to quantum mechanics, looking for 
a method where classical results would be found in the limit that Plank's constant h 
went to zero. After searching for previous methods involving classical ideas such as 
using the Lagrangian, or the action S, to describe quantum mechanics, he found Dirac's 
earlier results. The natural question that Feynman tried to find the answer to was what 
Dirac had meant by the vague statement of "corresponds to", see (1.20) and (1.21), and 
whether a more exact correspondence could be found. While talking to a visiting former 
student of Schrodinger, named Herbert Jehle, Feynman learned that Dirac had actually 
meant "proportional to" in his original statement; and so the two sides of the earlier 
relations (1.20) and (1.21) are equal to within a factor. Using this knowledge, Feynman 
took the limit m -+ 00 and interpreted the resulting expression as an "integral of all 
paths", which was first published in his Ph D thesis in 1942. After the Second World 
War a full description of the path integral approach to quantum mechanics was released 
in 1948 [20]. 
In this first paper, Feynman describes the construction of the path integral and 
the postulates he has used. He first describes how the rules of the superposition of 
probability amplitudes in quantum mechanics may be applied to define a probability 
amplitude for the motion along a path. He then shows how to calculate the probability 
amplitude for the motion of a system split into discrete time chunks of size f, in the 
limit f -+ O. This limit is the equivalent of taking m -+ 00 in the previous relation 
(1.22), with the intermediate time tk = t' + kE, where k = 0,1, ... , N - 1, N = m + 1 
and t" - t' = N f, giving 
(1.25) 
Converting this relation into the form Feynman uses, using the previously used kernel 
notation (1.19), gives the relation 
N-l N-l 
K(x", x'; t", t') = !~ IT J dXk IT K(xHt, Xj; tj + f, tj). 
k=l j=O 
(1.26) 
These two relations (1.25) and (1.26) are then equivalent. The kernels for each time 
step are given by 
(1.27) 
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which is an equality relation, unlike Dirae's (1.21), adding a normalisation factor A = 
A(E) for each time step. Substituting into (1.26) Feynman found the discrete path 
integral relation 
K(x",x';t",t') = !~A-Nrr! J dXkexp [* ~ EL (x j +!, XJ+\-Xj )] • 
k=! J=O 
(1.28) 
In Feynman's original paper, he shows that the usual wave-function may be found using 
path integrals, thus equating the two formulations. Feynman remarks in the section 
"Inadequacies of the formulation" that "At present, it [the formulation] requires an 
unnatural and cumbersome subdivision of the time integral to make the meaning of the 
equations clear. Considerable improvement can be made through the use of the notation 
and concepts of the mathematics of functionals." In later publications such as his book 
[19], he re-expresses the path integral accordingly: The sum in the exponent of (1.28) 
changes to an integral of a continuous function in the limit E -> 0 
N-! ( ) tlf x'+!-x' lim L EL Xj+!, J J = r L(x(t),x(t)) dt = S[x(t)], 
€_O f Jv 
N_co j=O 
(1.29) 
which is just the action of the path taken. The continuous path integral is thus found 
x(t")=x" 
K(x", x'; t", t') = J ~x(t) exp GS[x(t)]) , 
x(t')=x' 
(1.30) 
where the new integration symbol is defined as 
X(t")=X" N-l J ~x(t) = J~oo IT J dXk (1.31) 
x(t')=xl k=l 
and represents an integral over the entire space of functions x(t). Therefore the integral 
is taken over all paths beginning at x' and terminating at x". The postulates that 
Feynman used to build his theory are as follows: 
1. The probability for any fundamental event is given by the square modulus of a 
complex amplitude. 
2. The amplitude of an event is given by the sum of the contributions from all possible 
histories, or paths, which include that event. 
3. The amplitude a certain history contributes is proportional to eiS[x(t)]/h, where 
S[x(t)] is the action of that history, which is the time integral of the Lagrangian 
along the corresponding path x(t) in phase space. 
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The path integral method has advantages over the conventional formulation, being 
able to calculate results the alternate formulation can not. The most famous example 
of this is in quantum electrodynamics, where the path integral method has greatly 
simplified calculations of the elementary particles using Feynman diagrams, which have 
their basis in path integrals. The use of the path integral in modern physics is wide 
ranging. In particular it has enjoyed great success being employed in the field of quantum 
field theory, e.g. [21, 22]. 
There are several excellent books written on the subject of path integrals. The book 
by Grosche and Steiner [23] gives an overview of the path integral technique, its history, 
techniques relevant to using this method, and an extensive table of solutions to various 
problems. Kleinert [24] published a comprehensive textbook on the subject, with a large 
number of results for non-trivial problems over a wide variety of topics. 
1.1.5 Path Integral Calculation of the Wigner Function 
As the path integral has been so successful in the fields of its application it seems natural 
to consider if it is applicable to the quasi-probability functions introduced earlier. It 
is already known that the path integral method is equivalent to the wave-function. As 
such, these distribution functions should also be expressible in terms of the path integral 
method, as they are representations of the density matrix in phase space. 
The first phase space path integrals were developed independently by Feynman [25], 
Garrod [26] and Davies [27]. While the topic of general phase space path integrals 
is not the main focus of the publications presented here, a good review of important 
publications regarding this subject, may be found in the book by Schulman [28]. Indeed, 
the same book presents a method of obtaining a phase space path integral. This approach 
begins by taking a Trotter decomposition of the Green's function, 
(1.32) 
into a product of N terms, 
G(x,t;y) = (x [ ( i
p2t) (iVt)]N 
exp 2mnN exp - nN (1.33) 
After a little manipulation the path integral is found, 
G(x, t; y) = ~~J dP! dx!··· dpN(27fn)-N exp [k loT (p ~~ - H) dt] , (1.34) 
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with the action defined as 
rT ( dx _ H) dt = T ~ [ . (Xi - Xi-I) - pr - V( . )] Jo P dt - N ~ p, TIN 2m X,_I· (1.35) 
This is now a sum over all paths over 2N -1 variables. Two interpretations are presented; 
the first considers a particle travelling over the interval, Xi ::; X ::; Xi+! at constant 
momentum PHI. Here the paths are not classical as, for each time interval ti ::; t::; ti+!, 
the dynamical variables are over specified. The second interpretation is more fully 
explored; the full time period T required to travel the path is considered to be broken 
into 2N intervals t;. = T 12N. An action needs to be evaluated for each interval, however 
it is forbidden to define both position and momentum at each end point, due to the 
uncertainty principle. This problem is overcome here by associating each end point 
with a position and momentum variable alternatively. However this introduces a new 
problem; the action defined (1.35) requires a position value for the each end points of an 
interval, where only one is defined. The proposed solution is to determine the unknown 
position variable (at the end point associated with the momentum variable) by finding 
the classical path in that interval, and extrapolating the path back to the end point 
in question. As two intervals will share the end point associated with the momentum 
value, the position of the path at that end point will be calculated independently for 
each interval. There is likely to be a difference between the two calculated positions, 
but here it is assumed that the difference will be too small to be important. The action 
is accurate up to the point that this difference can be neglected. 
Also presented is a path integral based on a canonical transformation of the co-
ordinates, by a generating function F(x, P, t), with new co-ordinates 
of 
P = ox 
X= of 
op· 
The previously defined path integral (1.34) becomes 
G= J dP(t)dX(t)exp[~J PdX+F(x,PI/,t)-F(y,PI,O)] 
(1.36) 
(1.37) 
(1.38) 
The action reduces to a single term dependent on the path Jp dX, as the new Hamil-
tonian H' is chosen to vanish by the choice of transformation. Although the last formu-
lation (1.38) is an integration over the continuous variables P(t) and X(t), the approach 
presented here utilises the discretised method presented in (1.34). 
There are problems with this approach and Schulman himself describes the derivation 
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as proceeding "cavalierly". He presents some of the problems with this type of path in-
tegral as an example for others. The paths considered are discontinuous and so classical 
paths may not be represented. Adding extra terms to the action may recover a classical 
path however. The transformation of variables may present a problem as it is likely to 
be multi-valued, with possibly a new Hamilton-Jacobi equation for each interval's path. 
Operator ordering is still a problem here, as it is with the usual Lagrangian path inte-
gral. He notes that the phase space path integral finds its most significant applications 
when two elements are present: 
1. For an unknown reason, using a Hamilton rather than Lagrangian formulation 
2. Semiclassical results are adequate. 
A new approach to the phase space path integral was taken by Berezin and Marinov 
[29J. In the Appendix of this paper, they found a path integral in phase space based 
on finding the Weyl representation of the Hamiltonian. This path integral requires 
evaluation over 2N variables, where N is the number of steps in the discretised path. 
Motivated to find a phase space representation of the propagator, Ozorio de Almeida 
discovered a path integral method for the Wigner function of the product of an arbi-
trary number of operators [30J. As previously published phase space path integrals e.g. 
[28, 29J had "unsatisfactory features", an approach to the path integral based upon the 
method shown previously by Berezin and Marinov [29J was taken, using the Weyl func-
tion to produce phase space dependence. Specifically, he found a result for the Weyl 
representation of the evolution operator U; referred to as the Weyl propagator. As the 
evolution operator, over a time interval t, can be constructed by a product of evolution 
operators over small time steps, 
(1.39) 
the Weyl representation of products of arbitrary operators, AV12··· AN is considered. 
The Weyl representation of a single operator is first considered 
A(x) = J dQ (q + ~QI A Iq - ~Q) exp(iIi-1p. Q), (1.40) 
where x = (p, q) is a vector in phase space. The Weyl representation of the product of 
two operators 13 . A is then found, 
(1.41) 
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where t.3 is the symplectic area of a circumscribed triangle with mid-points (x, Xl, X2), 
(1.42) 
The Weyl representation of the product of multiple operators is then found; finally 
general results for oddI and even number of operators are given, for example for 2n 
operators ,.12n ..• ,.12,.11, 
. A2n ···A2·Al (x) = (7fh)-2Ln j dX2n ... dx l 
X A 2n(X2n) ... Al (Xl) exp[ih- l t.2n+1 (X, X), ... , X2n)], (1.43) 
where t.2n+1 is the symplectic area of a 2n + 1 sided polygon with the midpoints 
(x, x), ... , X2n). The results for arbitrary operators were then applied to the evolu-
tion operator, and hence the Weyl propagator Ut (x) was found, 
Ut(X) = lim (7fli)-NLjdXN ... dXl 
N~oo 
X eXP{ili-1 [t.N+1(X,X), ... ,XN) - ~ tH(Xn)]}, (1.44) 
where H(x) is the Weyl representation of the Hamiltonian operator. This result (1.44) 
is now a path integral calculation of the Weyl propagator. The path is defined by the 
N variables Xl,X2, ... ,XN' The end points of the path (X),XN) define a chord which 
is bisected by the co-ordinate x. 
The position representation of the path integral between the initial qi and final qf 
positions (qfIUlqi) is subsequently derived. A full phase space path integral is obtained 
from this after a transformation of the path's position variables from the mid-points to 
the corners of the path; with the redefinition of the action adding momentum dependence 
to the path integral. The path is an N sided open polygon with the point X bisecting 
a chord formed by the end points of the path. The phase of the path's amplitude is 
determined by the symplectic area of the polygon. 
The semi classical limit, with a path integral perspective, is also considered. The 
stationary phase approximation of the path integral reduces the calculation from a 
sum of all paths to a sum over all of the classical paths connecting the end points. The 
semiclassical Weyl propagator is found uSing Marinov's calculation [31]j the semi classical 
limit is taken using the Schriidinger equation to ease the calculation. The result is that 
lThe Weyl representation for an odd number of operators is given in the paper by equation (2.15). 
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the semiclassical Weyl propagator is the Weyl transform of the semiclassical propagator 
as previously found by Berry [32J. This formulation is not derived from the usual 
Lagrangian formulation, and no constraint on the form of the Hamiltonian is imposed. 
Samson [33J presented a method of calculating the Wigner function using a path 
integral method. The formulation is a continuation of the authors previous work on the 
subject [34J and uses elements of the geometrical results given by Ozorio de Almeida [30J. 
This approach takes a thermal density matrix and time slices it into L segments. The 
path integral is found by replacing the Hamiltonian with its P-function representation, 
and taking the trace of this density matrix with the symmetrically ordered delta function. 
An example of the use of this formulation is shown evaluating the Wigner function of 
a number state. The saddle point approximation of the integral is identical to within a 
constant factor of the WKB approximation. This method has the advantage that the 
wave-function of the ground state need not be known, and the Wigner function may be 
found using this method by only knowing the form of the Hamiltonian. 
It is this method of calculating the Wigner function which is the basis for the work 
presented here. 
1.2 Introduction to the remainder of the thesis 
Relevant background theory to the rest of the work is first presented in chapter 2. This 
includes a theoretical introduction to the Wigner function and it's properties. The path 
integral formulation of quantum mechanics is introduced. Finally the details of the path 
integral method which was used to find the Wigner function is given. 
In order to acquaint the author with the Wigner function and its properties, several 
Wigner functions for different states were calculated and are presented in chapter 3. 
The first was the wave-function of the infinite square well state. The Wigner function of 
several energy levels are presented. The Wigner function for a Schr6dinger cat state is 
calculated. This is compared to the Wigner function of an entangled cat state. Features 
of the entangled states are clearly seen by its Wigner function. 
The main focus of this work is the calculation of the Wigner function for two systems, 
the Morse potential and the double well potential, by a path integral method. Chapter 
4 presents the calculations and results of this investigation. 
Finally comments and conclusions on this work are presented in chapter 5. 
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Foundation Theory 
2.1 Introduction to the Wigner function 
The Wigner function is a phase space description of the density operator, which in 
turn represents a quantum state. A mathematical background to the Wigner function 
is presented here. The section begins with a derivation of the Wigner function. The 
relationship between this distribution function and the usual wave-function definition is 
shown. Finally other relevant properties of distribution are presented. 
2.1.1 Definition of the Wigner function 
As mentioned in the previous chapter, the Wigner function is a representation of the 
density operator, in phase space. To get a phase space description, we begin by trying 
to describe a particle transitioning from position x' to x", as shown in Figure 2.l. 
The particle jumps between the two position eigenvalues x' and x", according to the 
~I~-- ~ ----.. 
'---f---H 
x' x x" 
Figure 2.1: A particle jumps from position x, to x" over the distance ~ 
associated density matrix element, effectively "moving" a distance ~, which is therefore 
defined as 
e = x"-x', (2.1) 
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the centre of the jump is 
x = (x' + x")/2, (2.2) 
and the two positions x' and x" are defined as 
x, = x -!~ and x"=x+!~. (2.3) 
The one-dimensional motion is described by the density operator p. The matrix element 
describing the jump from the position eigenstate I x') to the position eigenstate Ix"} is 
(x"l p I x') . (2.4) 
Substituting the definitions of the two positions (2.3), the matrix element can be re-
defined as 
The Wigner function is a distribution in phase space, but p(x, () (2.5) has no p depen-
dence. By Fourier transforming p(x, () with respect to the jump distance ~ the required 
representation is found, 
(2.6) 
The final step is performed by multiplying by a normalisation constant. This is then 
the Wigner function for a state p. 
W(x p) = _1_1 00 e- ipUn /x+~~lplx- ~~)d~ 
, 21f1i -00 \ 2 2 (2.7) 
This result (2.7) is the Wigner function for a general mixed state. For a pure state, the 
density operator p is defined as 
(2.8) 
Substituting into the general Wigner function (2.7) gives 
(2.9) 
(2.10) 
which is the Wigner function for a pure state. 
The results (2.7) and (2.10) provide a phase space description of an arbitrary state 
..p. This function is the basis of later calculations. In the following sections some of the 
special properties of the Wigner function are introduced. 
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2.1.2 Integral of the Wigner function 
A useful property of the Wigner function is that integrating over one of the dimensions 
will calculate the marginal of the alternate variable, Le. 1: W(x,p) dp = (xl plx) = 1,p(x)12 . (2.11) 
Therefore, integrating over all momentum gives the position distribution. The converse 
is also true for the momentum distribution, 1: W(x,p)dx = (pi pip) = 1,p(pW· (2.12) 
This property is useful, as it allows calculation of the usual position and momentum 
distributions from the phase space distribution. This property has been used during the 
calculations illustrated later in the report. In fact, integrating the Wigner function over 
any straight line in phase space will give a distribution ofax + bp, where the coefficients 
a and b scale the influence of the variables x and p respectively. 
It is also important to note, that if the Wigner function is integrated over all position 
and all momentum dimensions the result is unity (assuming the function is normalised). 
This is the same as saying that the particle exists somewhere at every time. 1: 1: W(x, p) dpdx = 1 (2.13) 
This is not a surprising result considering (2.11) and (2.12), and assuming that each 
wave-function is normalised. 
2.1.3 Wigner function can take on negative values 
The trace of density matrices P,p and jlq, of the states l,p) and l(b) respectively, may be 
expressed as an average of the product of their Wigner functions W,p(x,p) and W,,(x,p), 
Tr(p,ph) = 11: ,p*(x)(b(x)dx 12 = (27f1i) 1: 1: W,p(X,p) W,,(x,p) dp dx. (2.14) 
Therefore, if ,p( x) = (b( x) then the following expression is found 
for a pure state 
2!n (Ek Wk 2) for a mixed state, where Wk (2.15) 
is the probability of finding 
the system in state k. 
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This shows that W'" is not highly peaked, and that distributions such as 
W '" = <5 (x - x) <5 (p - fj) (the particle having definite position and momentum; which is 
only allowed classically), are ruled out. 
If 1/1 and </> are taken to be orthogonal then I: I: W",(x,p) W",(x,p) dpdx = O. (2.16) 
This means that W(x, p) cannot be positive everywhere, except for the Wigner function 
of a Gaussian state. The regions containing 'negative probability' cannot be directly 
interpreted as it is not clcar what such a definition would mean. It is reassuring to know 
that these regions do not affect either the position or momentum distributions, or any 
calculation of expectation values. 
Other properties are not shown here, as these are not discussed within this document, 
and as such would only be a list of properties, which may be found elsewhere [13, p126J. 
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2.2 Path Integral formulation of Quantum Mechanics 
The path integral method is based on previous ideas from Hamiltonian and Lagrangian 
mechanics. As such the method builds on these previous theories. Relevant theorems 
will be briefly reviewed here. 
2.2.1 Brief Review of Classical Mechanics 
Newtonian mechanics provides a basis for understanding the motion of individual parti-
cles or objects under the influence of force. For small numbers of particles the formu-
lation is easy to use. For increasing number of particles, however, the requirement to 
know a number of pieces of information about each particles in the system makes it 
increasingly difficult to solve the equations of motion for all particles. Considering even 
a macroscopically small volume of gas at room temperature the total number of particles 
is extremely large N ~ 1023 . Attempting to model this number of particles accurately 
would be unfeasible with current computing systems. For this reason, consideration of 
microscopic systems with many particles requires a different approach to the N ewtonian 
method. 
A method of calculating macroscopic properties of the system, while losing all of 
the unmanageable microscopic information is needed. The concept of an ensemble and 
classical statistical mechanics comes to the rescue here. 
Classical statistical mechanics deals with the dynamics of large numbers of particles 
in a system. In this formulation, a collection of systems with similar macroscopic prop-
erties but differing microscopic properties is called an ensemble. By averaging over all of 
the systems in the ensemble, knowledge of individual elements of the system is lost, but 
knowledge of more general features of the system is gained. For instance, temperature 
is a macroscopic quantity of a system. If a system is in thermal equilibrium with its 
surrounding environment then its temperature is time independent. At a microscopic 
scale, temperature is a function of the velocity of particles in the system. For an indi-
vidual particle, its precise movement may be unknown, and may also change over time, 
without any change in the temperature. The full technical definition of an ensemble, 
how it is constructed and other important features are well documented [lJ. 
Lagrangian or Hamiltonian mechanics describe the movement of an ensemble of 
particles, in a statistical manner. Lag;rangian and Hamiltonian mechanics are identical 
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theories under transformation [lJ. These theories together with the theory of relativity 
are the pinnacle of classical mechanics. 
Lagrangian mechanics 
The Lagrangian formulation of classical mechanics is based on a different approach 
to Newtonian mechanics. The formulation is based around a function known as the 
Lagrangian, which is defined as the difference between the kinetic and potential energies 
of the system, 
L(Xi, Xi) = K - U 
N 
= L !mixt - U(XJ, ... , XN). i~l 2 
(2.17) 
This function is at most a quadratic function of x(t). The time integral of the Lagrangian 
along an arbitrary path qi(t) is known as the action of the path, 
l t b S[x(t)J = L(x(t), x(t), t) dt. to (2.18) 
In classical mechanics, the trajectory or path that is chosen by the system is known as 
the classical path xcI(t). The classical path is the path in phase space which extremises 
the action compared to neighbouring paths; in that the Taylor expansion of the action 
is unchanged in the first orderl. By considering the variation of the action around the 
classical path, the Euler-Lagrange condition is found. The equations of motion in this 
formulation are thus given by solutions of the Euler-Lagrange equation, 
(2.19) 
where there are N such equations for a system, one for each degree of freedom. Solutions 
to this equation define the classical trajectory in phase space for given end points. 
2.2.2 Path Integral concept 
The path integral formulation of quantum mechanics is based upon Lagrangian mech-
anics and the action principle introduced earlier (2.18). For a potential U(x), in classical 
mechanics the path a particle will travel along is known as the classical path. The 
1 Usually the extreme used to find the classical path is that for which the action is a minimum, but 
in general the condition could be any extreme. 
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classical path is found by the solution of the Euler-Lagrange equation, or by finding 
the path which minimises the action functional. The action principle introduced in 
Lagrangian mechanics still exists in the path integral formulation but is slightly altered. 
The non-deterministic nature of quantum mechanics means that is no longer correct to 
consider a single path or history over which a particle may travel; now all possible paths 
or histories must be considered, even those paths which may seem strange or absurd by 
classical standards, as shown in Figure 2.2. This extended action principle assigns an 
Figure 2.2: Three possible paths between the end points of the path Xa and Xb. Each 
path i has an associated function Yi(X). 
equal probability to each possible path. The contribution of each path to the overall 
amplitude is decided by the phase of each path; which in turn is dependent on the action 
of that path, 
eiS[x(t)]/1i (2.20) 
The paths' phase varies rapidly as the action S[x(t)] changes due to the 1/;' factor 
in the exponential. As a consequence, most paths interfere destructively, having little 
contribution on the overall amplitude. The dominant paths are those which change the 
action by only a small amount, and so add constructively when summed together. As 
the classical path is an extreme of the action it is often the dominant path. 
Taking an average over all paths2 must therefore be an average over all functions 
representing the paths Xi(t). Therefore as shown previously, the integral in (1.28) must 
be changed to a functional integration over all paths, 
x(t")=x" 
K(x",x';t",t') = J ~x(t)exp GS[x(t)]) 
x(t')=xl 
(2.21) 
2i.e. an infinite number of paths 
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2.2.3 Wigner function by Path Integral method 
Coherent states 
The harmonic oscillator state has well defined equidistant energy levels. A state of the 
nth level of the harmonic oscillator system, having mass m and natural frequency w, 
may be altered to a higher or lower energy level by applying the raising a j or lowering 
a operators respectively. 
-j Jmw - i_ 
a = 21\ x - v2mliw P 
a = J~; X+ ,dnfui 
(2.22) 
(2.23) 
The raising and lowering operators have the property that their commutator is unity, 
(2.24) 
The coherent state is defined to be an eigenfunction of the lowering operator, 
ala) = ala), (2.25) 
where la) is the coherent state centred at (x,p) in phase space. The coherent state is a 
displaced harmonic oscillator ground state, and is a minimum uncertainty state, 
(2.26) 
where In) is a number state of the harmonic oscillator. Coherent states are not orthogon-
ai, with their overlap being 
(2.27) 
Coherent states may be used as a basis for Hilbert space. They have the property of 
being overcomplete 
1 J 2 ;;: d ala)(al = 1, (2.28) 
where j d2 a = j""oo dRe a j""oo dIm a. The one-to-one correspondence between the com-
plex plane and phase space is used throughout the rest of this work, 
(2.29) 
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2.2 Path Integral formulation of Quantum Mechanics 
The P-function 
The density matrix p defines the state of a system. The P-function is defined as the 
distribution which allows the density matrix to be written as a weighted average of 
coherent state projections, 
(2.30) 
Due to this definition the P-function may also be known as the coherent state represent-
ation. Like the Wigner function, the P-function is a quasi-probability distribution in 
phase space. The P-function may also be written as 
P(a, a*) = Tr[po(a* - at)o(a - a)]; (2.31) 
here being the expectation value of the normally ordered 0 operator 
o(a* - at)o(a - a) = J ~2c eic(<>o-&I)eicO(<>-&). (2.32) 
These two definitions can be easily seen to be equivalent by substituting the density 
operator p (2.30) into the P-function definition (2.31). 
The Wigner function is a Gaussian convolution of the P-function of the density 
matrix, 
(2.33) 
The Wigner function may not be too highly peaked, where as the P-function may be 
highly singular, e.g. for coherent states. 
Path integral calculation of the Wigner function 
The previously mentioned papers utilise the path integral formulation to calculate the 
Wigner function for the systems they are considering. Here the method used for cal-
culating the Wigner function by this work is given; which is the method developed by 
Samson [33]. 
The Wigner function may be written in the form 
where 02 is the symmetrically ordered 2-dimensional delta function 
< ( ') J d2 c ic(<>o_&I)+icO(<>-&) 
"2 a- a = 2e . 
7r 
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2.2 Path Integral formulation of Quantum Mechanics 
To find the path integral, the thermal density matrix fi = exp( -f3H) is first time-sliced 
into L segments, 
(2.36) 
Next the Hamiltonian is replaced hy its P-function representation PH (2.30); this defines 
the Lth approximant to the density matrix 
L 
fiL((3) = IT J d2'Yle-I'lPHb!,''!il/LIIMYtI 
1=1 
(2.37) 
= (PI ((3/ L»L. (2.38) 
The exact Wigner function is found in the limit L --> 00. Inserting the time-sliced density 
matrix into the the Wigner function definition (2.34) gives a discrete path integral 
definition of the Wigner function over the coordinates of the path 1'1 to 1'L, 
L 
Wt{a, a*) = Tr J IT d21'I,)z(a - &)11'£) (1'£11'£-1) ... (1'zl1'l)(-ylle-l'lL:f~l PH(l'!,l'ill L. 
1=1 
(2.39) 
Taking the trace and applying the result (33J 
(2.40) 
where 1(3) and 11') are coherent states, to the previous expression (2.39), and remembering 
the overlap of coherent states (2.27), gives 
L 
Wda , a') = J IT dZ1'le-Sf~m[l',"J-I'lL:f~l PH (-Y!,1'Ll/£, 
1=1 
(2.41) 
where the geometrical action is the sum of two terms Srom(-y, aJ = Srath("YJ + Sl',nd("Y, aJ. 
The term dependent on the geometrical form of the path is given as 
£ 
SrathbJ = ~ Gbl-1'1-112 + iIm1'n i_l) , (2.42) 
and the term dependent on the position of the end points in phase space is 
(2.43) 
It should be noted that the indices of the coordinates of the path have been chosen to be 
cyclical for convenience, i.e. 1'0 == 1'£. The third part of the total action is the dynamical 
action, 
L 
SfynbJ = rJ'EPH(-rI,"Yil/L. (2.44) 
1=1 
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2.2 Path Integral formulation of Quantum Mechanics 
This is dependent on the value of the P-function of the Hamiltonian at the points 
along the path 11> and can be seen in the exponential in (2.41). The geometrical action 
Sramb, a) may be separated into its real and imaginary parts, 
ResrOmb,a) = ~ tbl-ll-112 +2Ia- 11 ~ILI2, 
l=2 
(2.45) 
L 
ImSreomb, a) = Im I>ni-l + 2 Im(a - IL)(a* - li). (2.46) 
l=1 
The real part of the geometrical action is the sum of half the squares of the line between 
each point on the path, excluding the end points 11 and IL, and twice square of the 
line between the mid-point of the end of the path t and the phase space point 01, which 
may be seen in Figure 2.3. The imaginary part of the action is shown in Figure 2.3 as 
the area shaded in yellow, which is the area enclosed by the path and the area of the 
rectangle, with the point 01 lying on the central line of the rectangle DEFG. As the 
imaginary part of the action defines the phase of the integral, the sign of the Wigner 
function is directly related to the area the paths enclose. Any negativity of the Wigner 
function must therefore be due to paths enclosing some area. 
The Wigner function of the thermal density matrix may be calculated by this path 
integral method by knowing the Hamiltonian of the system under investigation. The 
system's ground state wave-function is not required. It is necessary that the P-function 
of the Hamiltonian is able to be calculated. To evaluate the path integral (2.41) the 
paths associated with each point in phase space must be known. It is assumed that 
the classical path, being the dominant path, will be sufficient to recreate the features of 
the Wigner function. As such the problem of calculating the Wigner function by this 
method is to find the path which minimises the real part of the action for each point in 
phase space. 
Observing the form of the real part of the total action 
(2.47) 
the nature of the classical path may be seen. The first term is dependent on the distance 
between neighbouring points on the path. This term increases as the spacing between 
the points on the path becomes greater. As such, the classical path is likely to have its 
points closer together. In the same way the second term minimises the distance from 
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p 
x 
Figure 2.3: Example of a path (shown in red) in phase space; shown overlaid upon its 
P-function (shown in blue). The path is defined by tbe set of pbase pace coordinates 
1'1 to 1'1-, and the phase space point under investigation is Cl<. The real part of the action 
is dep ndent on the line segments between each point on the path and the line shown 
intercepted by the mid-point of the ends of the path t. The imaginary part of the action 
is twice the area shaded in yellow. 
the phase space point Cl< to the mid-point of I,he end of the path t. The dynamical part 
of the action is dependent on the value of the P -function PH (''/l, 1'7) at each point along 
the path. Therefore for the classical path each path coordinate will prefer to be in a 
region of low value of the P-function. 
For the ystems under investigation in the following chapter, the Wigner function i 
calculated using the method presented here. 
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Chapter 3 
Preliminary Wigner Function 
Calculations 
T he following chapter contains the initia l calculations of the Wigner fUll cti on , performed 
partly as an exercise fOl' famili arisation of t he Wigner function , and part ly as reference 
material [or later results. 
3.1 W ign er function of t he ID infinite squar e well poten-
t ia l 
A calculation of the "'vigner function for the case of t he infinite square well has been 
completed . Although this has previously been calcula ted independent ly [35]. the cal cula-
tion was completed as an exercise in the use o[ t he Wigner function , and to prov ide an 
example o[ its use here. This potentia l has been chosen as it is well-known, and relatively 
si mple. The cal cula tion of the Wigner function for this case is illustrated below. 
The defin ition of t he Wigner function for a pure state (2.10) is 
w = -1-1 e- ;p~ / r, 1/J (x + ~~) l{J . (x - ~~)d~ . 
2rrn -00 2 2 
The wave-function of the eigenstates of the ID infini te square well is a well-known resu lt 
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3.1 Wigner f unction of the 1D infini te square well potential 
from the solution of Schriidinger 's equation, 
1 
IF. sin ( "~X) 
1jJ(x) = 
o 
(3.1 ) 
otherwise. 
Knowing the wave-function , the Wigner function becomes 
w = _ 1_ j 00 e-ip~/n sin [mr (x + ~~)] sin [nrr (x _ ~~) ] d~. 
arrh -00 a 2 a 2 (3.2) 
These limits of integration are not correct ; the wave-function is discontinuous at the 
well boundary (3.1), having zero ampli tude outside of the well. As such, the integral 
defining the Wigner function (3.2) should be taken over the region that the sine function 
(3.1) is defi ned. However, the Wigner funct ion (3.2) contains the product of two sine 
functions, each with different arguments and therefore differing boundary limits. The 
correct region to integrate over is then the area shared between the two sets of boundary 
limits, i. e. the overl ap between the two sine funct ions as shown by the shaded area in 
Figure 3.1. The integral is therefore defined over the range 
. [n" I 1 >In - (x ± ,,0 a _ 
---f--~_t-1_-r--+_~-t-~-r_+_~~, • 
K------- ,· ----------I~ 
H-------------- O --------------IH 
• C 
Figure 3.1: Identical phase shifted eigenstates of the ID infinite square well potent ial, for 
n = 5. The wave-functions have a phase difference of nrrUa, where a is the width of the 
well , ,. is the width of the region shared by each wave-function 's boundary conditions, 
and is dependent on the value of ~. 
with the sign representing each term. This inequality is simplified to 
1 0 < x ± _c < a. 
- 2'-
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(3.4) 
3.1 Wigner fUllction of the 1D inlinite square weJI potential 
Splitting the two cases and rearranging, 
+: -2x S ~ S 2a - 2x 
2x - 2a S ~ S 2x 
(3.5) 
(3.6) 
These inequalities define the set of valid values of ~, dependent on x. As such, the limits 
{ = 2a - 2£ 
" 
t. = - 2x 
" 
'. 
" 
" 
>: 
'. 
• x 
• 2' 
~ = 2.l' - 2a 
{ = 2.£ 
.' 
'. 
'. 
" " -------------,~----------~f_----------~~------------,. o 
- 2a 20 
Figure 3.2: Graph showing the limits of the inequalities in (3.5- 3.6). The edges of the 
shaded area define the limits of the integration for the Wigner function (3.2). 
of integration of the Wigner function will be defined by the values of ( along the edge of 
the shaded area in Figure 3.2. Due to the discontinuity at x = ~ two sets of integration 
limi ts are found for 0 S x S ~ and ~ S x S a. The Wigner function is thus plit into 
the sum of two parts 
(3. 7) 
where 
1 j 2X . (/~ . ["'r ( 1 ]. ["" 1 ] WO~x~a/2 = - e-'P Sll\ - .£ + -~) sm -(x - -() d( m,n -2x a 2 a 2 (3.8) 
1 12a- 2x . ["'r 1 1 [m' 1 1 Wa/2~x~a = ---.- e-'p(, /~ sin -(x + -2~) sin -(x - -{) d~. 
a1T'lt. 2x-2a a a 2 
(3.9) 
The full derivation of each integral is given in Appendix A. Calculating each integral 
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gives 
( n7f). ( 1')] -n7fTtcos 2x~ sm 2x/i. ' (3. 10) 
nTt [. ( n7f) ( p) \11"/2:<;%:<;0 = 2? 2 3'; apsm (2a - 2x)- cos (2a - 2xJr: 
UpfL 7f-Tt - U . a " 
-It7fTtcos ((2a - 2x) r:) sin ( (2a - 2x)~)]. (3. 11) 
To check the validity of the above derivation , the Wigner function is now integrated 
over position space. The expected result is the square of the wave-function in momentum 
space 1",(p)12 , according to t he rule presented in section 2.l.2, and as such helps demon-
strate the deri vation is correct. 
3.1.1 Integrat ing the W igner fun ct ion over r eal space 
The Wigncr function for the ID infinite square well is split into two halves (3. 10- 3.11), 
depending on the val ue of x. The integral of the function over real space is the sum of 
tbe two parts of the Wigner function. The calculation of each integral is hown below. 
The integral of t he first part of the Wigner function is fo und to be 
1,,/2 ItTt 1"/2. (lt7f) (p) W(O<x:<;a/2) dx = 2 2 2 3...3 apsm 2x- cos 2x:;:-o - aplt 7f Tt - a JF 0 a " 
( mr ) ( 1') - n7fTt cos 2x~ sin 2x/i dx. (3.12) 
Using a tr igonometric identity to make the integrat ion easier, and then performing the 
integration leaves, 
1"/2 Ith W(O<x<a/2) dx = -"'--=--=-"2--::--= o - - 2(aplt211"2r, - a3p3) 
X [-a ( cos (2x(¥ + m cos (2x(~ - m) 
p 2(n. + E) + 2(!!!!: _ E) 
a /i, a 1i 
(
cos (2x(~ + m cos (2x(* _ ¥)) )] 0/ 2 
+lt1l"Tt ?( m' + 1'.) + ?(E _ !!l':) 
... a It .., 1i a 0 
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3.1 Wigner function of tile ID infinite square well potential 
Calcu lating the bracket and simplifying reduces the number of terms 
f" /2 nli 
io W(O~x9/2 )dx = 4(o.pn27T21i2 _ o.3p3) 
[ 
[ cos (mr + o.p/ Ii) - 1] 
x (!!!! l!.) (n7T1i - o.p) 
et + n 
[cos (o.p / Ii - mr) -1] ( . )] 
+ ('~7f _ ~) -nwh - ap . (3.111) 
Usillg a trigollornct.ric fullctioll aud then fiudhlg a COll1lnOIl denominator gives 
ape mrft+op)( n.7fr~-op) 
X [[co (mr) cos(o.p/Ii) - 1[(4n1Tlio.p) 
+ s in (nrr) s in (o.p/Ii) (2(n2rr2/i2 + 0.21'2)) ]. (3. 15) 
The result of this integral is then found , 
f" /2 nn2 
io W(O~x~a/2) dx = 2p(n7T1i + 0.1')2(0.1' - nrrli)2 
x [[1 - cos(n7T) cos(o.p/ Ii)](2n7TTtap) 
- sin(u7T)sin (o.p/ li) (n2 7T21i2 + o.2p2) ] . (3.16) 
Next, the integra l of the second pa rt of the Wigner function is found , 
f" W(a/2~x~0) dx = 
i a/2 
2 2n~ 3 3 r p sin ((20. - 2x) 717T) cos ((20. - 2X)~) 
o.pn rr Ii - a p .la a fl 
- nrrncos ( (20. - 2x) ':) sin ((20. - 2X)~) dx. (3 .17) 
In the same ma nner as above the fun ction is integrated, 
10 n" I V(a/2<x<a) dx = .,-,---;:--,=2;-----;:--;:-:-0/ 2 - - 2(o.pn2rr2 r. - o.3p3) 
x [a ( cos[(2o. - 2X)(¥+*)]_ cos[(2o.- 2X)(¥-O] ) 
p 2 (!!!!: + E) 2 (P. _ nn) 
a n h a 
(
cos [(20. - 2x) (¥ + *)] cos [(20. - 2x) (* - ¥)) )] a 
-nrrli 2(nn+l!.) + (1!. _nn ) . 
a fI, h a a/ 2 
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3. 1 Wigner function of tile 1D infinite squa.re \Veil potentia.! 
Calculating the bracket and simplifying gives 
1" nli. W(a/25x5 a) dx = 4( 2 2.2 3_1) ,,/2 apn 1f rl. - a JF 
[ 
[cos (mr + ap/1i ) - 1] ( ) 
x (~; + *) mrr, - ap 
[cos(ap/1i -n-rr)- I]( ' )] 
+ e~7l" _ *) - u 1ftL - ap 1 (3. 19) 
wh ich is equal to t he fu'st part of th Wigner function (3.14). Therefore the rest of the 
calculation is identical to the previous calcula tion and thus the integrals a rc equal, 
l a nhZ [ W(aI2<x<a) dx = ( )2( )2 [1 - cos(n-rr) cos(ap/ 1i)](2n-rr1iap) 0/2 - - 2p n-rrh + ap ap - n-rr" 
- sin (n-rr) sin(ap/1i) (nZ-rrZTt2 + a2p2)]. (3.20) 
ThC'rcforc, the integral of t he Wigncr fun ction for t he ID infinite square well over rea l 
space is 
j .a nli2 [ Wd ,," = ( )2( 1i )2 [1 - cos(n-rr) cos(ap/r')](2n-rrrtap) o p n-rr li. + ap ap - n-rr , 
- sin (n-rr) sin (apjli.) (n2-rrZIi.2 + aZpZ )]. (3.21) 
Th is re ult is simplified , by considering that n is an integer, 
l a 2a-rrn2/i3 [1- (- I)"cos(apjli.)] Wdx= . o (a-rrli. + "p)2("p - n-rrTt)2 (3,22) 
3.1.2 C alc ulat ing !1/J(p)12 
Here the calculation of the wave-function 'I/;(p) in momentum space is s hown. The 
position and momentum representations of the wave-function are related by the Foul'ier 
trallsform. T he wave-function in p-space 'I/; (p) is the Fourier transform of the wave-
function in x-space 'I/; (x) (3.1 ), 
(!;l a . (mrx ) . l ro 'I/;(p) = - . S1l1 -- e-'Px 'dx. a-rrit 0 a (3.23) 
Rewriting the sine function as exponential terms and then performing the integration 
gives 
(3.24) 
(3.25) 
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Expanding t he bracket and simplifying in terms of trigonometric functions gives 
..p(p) = (Qii e - ;ap/ Ii (mrlicos(mr) + iapsin(mr)) - mrn 
V -;- (mrli + ap)(ap - mrT.) (3.26) 
Considering that n is an integer, the equation simplifies, 
(3.27) 
Taking the modulus of the wave-function (3.27) and squaring gives t he final result, 
(3.2 ) 
Compari ng the result of the integration of the Wigner function over x (3.22) to this 
resul t (3.28) shows them to be equal. This supports that the derivation of the Wigner 
fun ction for t he lD infini te square well is correct . 
Figures 3.3- 3.6 show the Wigner function for increasing eigenstates of the infinite 
square well. The square of t he wave-function in each dimension is also shown. The 
previously known position wave- function a ppears as expected. The momentum wave-
function shows, with increasing quantum number n, formation of two main peaks in the 
distribution. At higher energy levels such as n = 10, Figure 3.6, these peaks dominate 
the distribution, and represent the particle ' bouncing' within the well in each direction , 
left and right. The peaks separate in momentum with increasing energy levels; which is 
expected as a particle will be moving faster at higher energy. 
Each of the plots have a negative region , but it clear that the distributions in eit her 
position or momentum are non-negative, a nd these 'negative probabilities' cancel when 
integrating over either of the dimensions. 
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0.3 
0.2 
W(x,p ) 0.1 
3.1 Wigner function of the 1D inlinite square well potential 
Figure 3.3: The Wigner function of the first energy eigenstate of the lD infin ite square 
well. The function is plotted between 0 and a over real space, where n = a = 1 and 
l/J(x) and l/J (p) have been scaled for clarity. 
W(x,p) 
Figure 3.4: The Wigner function of the second energy eigenstate of the ID infinite square 
well. The function is plotted between 0 and a over real space, where 1i = a = 1 and 
..p(x) and ..p(p) have been scaled for clarity. 
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0.2 
W(X,p ) 0 
-0.2 
o. 
o. 
x ra j [ l / h J 
1-20 
Figure 3.5: The Wigner function of the third energy eigenstate of the ID infinite square 
well . The function is plotted between 0 and a over real space, where 1i. = a = I and 
I/J(x) and .p(p) have been scaled for clarity. 
Il{I{Pl12 
0.2 
0 
W(x,p ) 
-0.2 
S 
O. 
x la J o. p [1 / 1l J 
Figure 3.6: The Wigner function of the tenth energy eigenstate of the ID infini te square 
well. The function is plotted between 0 and a over real space, where 1i = a = 1 and 
,p(x) and .p(P) have been scaled for clarity. 
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3.2 Wigner function of the Schrodinger cat state 
The well-known Schriidingcr cat state is shown here represented in phase space, by the 
Wignar function. The cat state is a pure state of a superposition of two coherent states; 
Mbitrary labelled alive lA) and dead ID) , 
11/J) = :z ( lA) + ID) ) (3.29) 
Each state vector on the right hand side of this expression has equal amplitude, and 
hence the system has equal probability of decohering into either state. The wave function 
of the cat state is 
(3.30) 
whero cb± represents each coherent state, and N is the normalisation factor. The notation 
has been changed from lA) and ID) to the 1+) and 1-) states respectively, to case 
notation later on. Each of the coherent states are represented as Gaussian wave packets, 
from the solu tion of t.he harmonic osci llator potential. The wave packets arc displaced 
f"om the origin to (±xo, po), 
(TltW) ' /4 (utW 2 iPo ) <p±(x) = 1rft exp - 2t. (x'f.1:o) + 1i(x'f xo) . (3.31) 
The value of Xo should be chosen such that the separation between the two states 2xo is 
sufficiently large enough that ellch wave packet appears as a classically distinct region 
after dc-coherence. 
1b calculate the Wigner function of th is state, the definition of the Wigner function 
for a pure state (2.10) is recalled , 
W(x , p) = _1_ r 00 e-il)€/Ii 4) (x + ~()..p. (x _ ~~)d( . 
21r1i J -00 2 2 
(nserting the wave-function (3.30) into this expression gives, after simplification , 
W(x ,p) = ~:: (:) ' /2 i: e- ip€/I, [ exp ( _ ';; (~ + 2(x _ IO?) + i~ () 
+exp ( - ; (2x2 + 2(xo - ~() r + i~ (( - 2xo») 
+ exp ( _ mw (2x2 + 2(xo + ~~))2 + ipo (~+ 2Xo») 2ft 2 Ii 
+exp ( _;(;2 +2(x+xof)+i~0()]d( . (3.32) 
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The integrand is a linear combination of t erms from each state and of the interference 
terms . Therefore the resulting Wigner function can also be split into a sum of terms, 
(3.33) 
where 
(3 .34) 
and 
W;"t = ~~;! C';~) 1/ 21: e - ;p<!h [ exp ( - ~w ( x2 + (xo + ~<)) 2 + i~o « + 2xo)) 
+ exp ( - 7~: ( x2 + (xo _ ~ .;) ) 2 + i~o (~ _ 2xo)) ] d~ (3.35) 
P erforming the integration of each part of the Wigner function and simplifying gives 
W± = - exp - -(x 'f xO)2 N
2 ( p - pof mw ) 
27f1i mwli Ii (3.36) 
and 
N 2 ( p _ PO)2 mwx2) 
W;nt = 7f1i exp mw,! - -li- cos(2pxo/Ii). (3.37) 
Calcul ating the normalisation constant gives a value of 
I 
N = (1 + exp ( - ~w X02) cos(2Poxo/Ii) ) - '. (3.38) 
The calculated cat state is shown plott ed in Figure 3.7. The two peaks , located at 
(±xo ,O) in phase space, represent the two coherent states. Between the two peaks, there 
is a feature that 'oscillates' over momentum, having both positive and negative regions. 
This feature is the interference term in the Wigner function (3 .37). The negativity of 
the region indicates the non-classicality of the state. 
A mixed state of the two coherent states would be identical save for the interference 
feature in the centre of the two ma in peaks, as shown in Figure 3.8. The pure state is 
constructed from a linear combination of the two coherent st ate terms (3.29). When 
calculating t he s'luare of the wave-function the off diagonal terms later form the inter-
action term within the Wigner function. A mixed state does not have this interference 
term as it is a statistical combination of the square of each coherent state. The Wigner 
function is useful here; the difference between t he entangled and mixed states is clearly 
seen. 
37 
--~-- -- -------------------------
3.2 Wigner function of the Schrodinger cat state 
Figure 3.7 shows that the position distribution 1,p(xJ12 does not show the oscillat-
ing interference feature. After integrating over all momentum the feature is cancelled 
out. This is obviously what would be expected of the position distribution; a particle 
(representing t he cat) should occupy either of the equally sized Gaussian distributions. 
The position distribution of the mixed state, shown in Figure 3.8, is identical to that 
of t he entangled state posit ion distribut ion. Observing t he state in t his representation, 
t he distinction between pure and mixed st ates cannot be made. 
The distinction between the pure and mixed states can also be made by observing 
the momentum distributions of the two states, Figures 3.7- 3.8. The momentum wave-
function of a st ate may be found by taking the Fourier transform of the position wave-
fun ction, 
( 1 ) ~ 100 . ,pt])) = --? -- ,p (x)e- 'PX1h dx. 
."n. - 00 
(3.39) 
Calculating ,p t])) for t be pure cat state (3.30) gives 
IN ( PoP 1'0 2 I} ) 
,p(p) = -exp - - -----
2 mwli 2mwt, 2mwli 
r;:; ( (1'- 1'0)2 ) 
= v N exp -? Jj cos(x07'/Ii), 
__ mw L 
( ~ -;:J;0 1' ) e r. +e 1\ 
(3.40) 
where N is redefined here to represent the normalisation constant for this wave- function. 
This calcul ation may be checked using a previously mentioned property of the Wigner 
fun ct ion ' . Integrating over all posit ion finds t he probability ampli tude as a function of 
1Tl0lnentum , 
1·,p(p) 12 = N exp ( (p - 1'0 )2 ) cos2(xOI'/ Ii ), 
mwtt 
(341) 
which agrees with the first resul t (3 .40 ). The cosine term in ,p (I') is due to the sum of t he 
two states within the expression of the pure st ate (3.30). This is shown in both methods 
of calculati on; the Fouri er transform method results in the exponential form of cosine, 
with the interference term Wint (3.37) producing the same term in the Wigner function 
integration method. The cosine term represents out of phase destructive interference 
between the two coherent sta tes ' momentum wave-functions. For the mixed state this 
interference does not occur, so the usual Gaussian distri bution is found , Figure 3.8. 
1 As shown in section 2. 1.2 
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Figure 3.7: The Wigner function of a pure Schrodinger cat state, with parameters 1:0 = 4 
and Po = O. The two peaks, located at ±xo, represent the two coherent states. The 
feature between the two peaks represent the interference between the two states, and is 
a pl'oduct of the non-classical nature of the state. 
3.3 Entanglement of two Schrodinger cats 
In the previous section, the representation of a single Schrodinger cat state was shown. 
In this sect ion, the Wigner function of two entangled cats will be considered. The choice 
of entanglement will be a Bell state, 
where the kets are a short hand for the tensor product of two states, e.g. IT 1) == IT) 01 1). 
The state is entangled as the I T) and 11 ) states are unfactorabJe from each other. This is 
one of a family of four maximally entangled states named after J. S. Bell , see for example 
[36J. Bell demonstrated that entangled states violate an inequality [37J he developed in 
response to the EPR thought experiment [38J . The inequality showed that a local hidden 
variable based theory could not reproduce all of the predictions of quantum mechanics. 
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Figure 3.8: The Wigner function of a mixed Schriidinger cat state, with parameters 
Xo = 4 and Po = O. The two peaks , located at ±xo, represent the two coherent states. 
This distribution is everywhere positive. 
The wave-function is thus defined as 
(3.43) 
where N is the normalisation constant . <P±(Xk) is the state of each cat k being in one 
of two states, alive (+) or dead (-). This is the same state representation (3.31) used 
in the earlier calculation of the Wigner fun ction for a Schriidinger cat pure state (3.36-
3.37). The Wigner function for this wave-function, of two anti-correlated entangled cat 
states, is then 
W (Xl , X2 , Pl , P2 ) = 
N 2 exp ( - n;,w ( XJ2 + X2 2) - ~Ii (2p02 + P1 2 + P22 - 2POPl - 2POP2) ) 
X { exp C~~o (Pl - P2 )) + exp Ci;o (P2 - PJ ) ) 
+ exp (';' 2XO(X1 - X2 - xo) ) + exp (n;,w2XO (X2 - Xl - XO)) } ; (3.44) 
the derivation of which is shown in Appendix B. 
This distribution exists in 4D phase space, with a position and momentum dimension 
for each cat, and as such cannot be presented in the same way as a normal phase space 
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3.3 Entanglement of two Sc1l1'odinger cats 
distribution. Here, t he choice has been made to integrate over one of the dimensions and 
vary anot her, so that the Wigner function involvi ng the remaining dimensions may be 
plotted. T he integration has been performed twice, once fo r each of t he two possibilities. 
That is once over a position dimension and also over a momentum dimension. 
3.3.1 Wigner distribution after integrating over Xl 
Integrating over a position dimension of one of the cats reduces the Wigner function 
to three vari ables; arbitrarily X l has been chosen. After integrating (3 .44) over X l the 
result is 
WT. , (X2, PI, P2) = N2 (:~ )1 /2 
x exp ( - m~1i (2P02 + 1)1 2 + P2 2 - 2pOPl - 2POP2 + m 2w2X22) ) 
x { exp [r;"w ( - 2XO X2 - X02 )] + exp [ "~W (2XOX2 - X02 )] 
[ 2iXO ( )] [
2iXO ( )] } + exp T P2 - PI + exp T PI - P2 , (3.45) 
where N is the same normalisation factor (B.14) from the Wigner function derivat ion , 
given in Appendix B. 
Plotting VIIx , (X2' PI, P2 ) (3.45) gives the dist ribut ion [or changing PI , and shows the 
amplitude of the distribut ion decreasing as Ip l l increases. This d istribut ion is shown in 
Figure 3.9; note the change in scale of the ampli tude. This behaviour demonstrates that 
a moving cat is less likely than a stationary cat . This is expected when considering that 
each coherent state is a Gaussian curve over the momentum dimensions, and as such 
falls off to zero exponentially fast from the state's centre. 
This distribution (3.45) may be presented alt ernatively to t he usual phase space 
arrangement of space and momentum . F igure 3.10 shows the correlation between PI 
and P2 fo r varying X2. A Gaussian function with maximum amplitude is observed at 
IX2 1 = 4, Figure 3.10, (c) and (d) , which is expected as this is t he posi tion of t he coherent 
states , given by Xo = 4. As X2 changes away from the value of ±xQ t he amplitude of t he 
function falls off rapidly. Between t hese two Gaussian functions t he interference term 
can be seen which is centred with maximum amplitude at X2 = O. The orientation of the 
osci llation in Figure 3.10, (a) and (b) , shows that Pl and P2 are positively correlated. 
The rise and fa ll of the overall ampli t ude of each feature in Figure 3.10 corresponds 
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Figure 3.9: Wigner distribution for an entangled cat system. The function has been 
integrated over all X l , and is plotted here for different values of P" Note the change in 
scale. The wlits of X2 and P2 are (Tt / mw)I /2 and (mwTt )I /2 respectively. 
42 
0.1 
0.05 
0.1 
0.05 
w 0 - il'~ 05 
- 0.1 
o 
P, 
(a) x, = 0 
(c) x, = 3 
2 
o 
p, 
- 2 
3.3 Entanglement of two Scbrodinger cats 
(b) x, = 1 
(d) x, =4 
Figure 3.10: Wigner distribution for an entangled cat system, showing t he correlation 
between the momenta of each cat. The funct ion has been integrated over all X I , and is 
plotted here for different values of X2 , with Xo = 4. The units of PI and P2 are (mwli) 1/2. 
T he jagged top of the surface is due to the sampling rate. 
to scanning across the "'2 axis in the usual representation , shown in Figure 3.9, with 
the overall amplitude changing according to the function's amplitude along the line of 
P2 = O. 
The correlation between the two momenta can be better illustrated by integrating the 
Wigner function of the state (3.44) over both the position variables to leave a momentum 
distribution , 
Wp cor(PI, P2) = N2 exp ( - ~Ii (2Po 2 +P1 2 +p} - 2po(PI + P2 )) ) cos2 (~~ (P I - P2)) , 
(3.46) 
where N 2 has been redefined to absorb the new factors generated by the integration. 
This function shows a Gaussian distribution over both the momenta variables, centred on 
Po, multiplied by a cosine squared function again in both dimensions. The exponential 
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Figure 3.11: Wigner distribution for an entangled cat system, showing the correlation 
between the two momenta. The function has been integrated over both positions, leaving 
only the momentum distribution. The distribution is shown here as a 3D plot (a) and 
also as a contour plot (b). The units of Pl and P2 are (rnw iL) 1/2 
simplifies due to the choice of Po being zero. Plotting Wp cor (Pl , P2) (3.46) shows the 
posit ive correlation between the momenta, Figure 3.11 . 
Alterna tive forms of entanglement may be considered, and an alternative choice of 
Bell state from that in (3.42) may be used , 
11/;) = ~(I H) -IW). (3.47) 
After calculating the Wigner function for this new state and integrating over all position , 
as before, the distribution representing the correlation between momenta is found , 
W;cor(P]'P2) = N 2 exp ( - ~Ii (2P02+ P1 2+ P2 2- 2PO (Pl +P2)) ) sin2 (~O (Pl - P2) ) , 
(3.48) 
and is plotted in Figure 3.12. The alternative state's distribution W; cor(Pl , P2) shown in 
Figure 3.12 is a positive distribution over phase space; as before with the original choice 
of state. However, the distributions shown in Figme 3.12 and 3.11 are not ident ical . 
Where as Wp cor (3.46) contains a cosine squared function multiplied by a Gaussian 
function, the Wigner function of the alternate choice of entanglement (3 .48) contains 
a sine squared function , resulting in a ;x~ phase difference between the peaks in the 
distributions. The normalisation factors of both functions are identical. 
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Figure 3. 12: Wigner distribution for an entangled cat system represented by the chosen 
Bell state (3.47), showing the correlation between the two momenta. T he function has 
been integrated over both position variables, leaving only the momentum distribution. 
The distribution is shown here as a 3D plot (a) and also as a contour plot (b). The 
units of PI and P2 are (mw/i)1 /2 
Finally W Xt (X2 , Pt , P2) (3 .45) is plotted to show the correlation between the position 
of one cat ");2 and the momentum of the other PI. Figure 3.13 presents this distribution 
for changing P2. The plot shows the decreasing overall amplitude of the distribution as 
P2 moves away from 0, showing that it is more likely for the cat to be stationary than 
moving. Again, this is due to the momentum distribution, being a Gaussian centred at 
the origin. The distribution shown in Figure 3.13 is identical to that in Figure 3.9, save 
for interchanging the momentum variable. This is a result of the momentum variables 
being symmetrical and positively correlated, as previously shown. 
The interference terms observed in the distributions (3.46) and (3 .48) are used by 
Bhatt et al [39) to observe decoherence in the state. Their choice of entangled state is 
slightly different , having both cat states in the same phase space, with each rotated by 
~ from each other, 
(3.49) 
The interference terms create a " checker-board" pattern in phase space, which is sensi-
tive to being destroyed by de-coherence. 
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Figure 3.13: Wigner distribution for an entangled cat system, showing the correlation 
between X2 and PI· The function has been integrated over all Xl , and is plotted here for 
different values of P2 , with Xo = 4. Note the change in scale. The units of X2 and P I are 
(Tt j7TlJ.<J) 1/ 2 and (mwTt)I /2 respectively. 
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3.3.2 Wigner distribution a fte r integrating over PI 
The alternative way to consider the Wigner distribution (3.44) for a two particle system 
is to integrate over one of the momentum variables, and here PI is chosen to integrate 
over, 
2 (1TLwrr )lf2 ( l1LW ( 2 2) 1 ( 2 2 )) W l',( XI,X2 ,P2) = N 7 exp - Tt X l +X2 - mwt. Po +1'2 -2P01'2 
X { exp [ ~~ 2xo ( X I - 7:2 -7:0)] + exp [ ~,w 2.7:0 (7:2 - 7: 1 - 7.0) ] 
+ exp [ ~~ (2i1'O - 2i1'2 - mwxo) 1 + exp [ ~~ ( - 2i1'o + 2i1'2 - mwxo) 1 }. (3.50) 
First Wp , (X I , X2, P2 ) (3.50) is plotted for changing XI. As mentioned previously, 
the choice of the system was for t he two cats to be anti-correlated and this property 
is revealed in Figu re 3.14. At X I = 0 there is an equal probability of the second cat, 
represented along the X2 axis, to be in either of the two coherent states. The distribution 
of the second cat state, resembles that of a pu re state of a single cat system; i.e. two 
equally sized Gaussian [unctions posit ioned at Xo with an interference term in t he centre, 
Figure 3.14 (a) . Integrating over a momentum variable does not destroy the entanglement 
as this is rep resented over position space. 
As X l increases positively from 0, the amplitude of the Gaussian function , positioned 
at - :1;0 , rapidly increases, F igure 3.14, (b)- (e). This behaviour demonstrates that the 
second cat (represented by "'2) acqui res the opposite state of the first as t he states of 
the first cat is decided , by XI, Figure 3. 14, (c) and (f). This is clearly expected , as t he 
two cats states are entangled with an anti-correlation. T he ampli tude of the Gaussian is 
maximum at t he position of tbe coherent st ates (x = ±xo), and decreases as X l increases 
past this value. 
As before this distr ibution can be represented differently; this time plott ing W1'1 
(3.50) against both pOSition variables, with changing P2 , shown in Figure 3.15. The 
distribution shows the correlation between the two position variables. The position of 
the peaks in the distribution shows the expected anti-correlation. If a positive correlation 
had been chosen then tbe peaks would occupy the other two corners of the graph. The 
fal l in amplitude as P2 moves away from 0 is due to the momentum having a Gaussia n 
distribution centred at the origin. 
If t he final possible combination of variables is plotted, for WP1 (3 .50), a graph 
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Figure 3.14: Wigner distribution for an entangled cat system. The function has been 
integrated over all Pt. and is plotted here for different values of x), with Xo = 4. The 
maxima occur at the coherent tate positions of IXII = Xo. ate the change in scale. 
The units of X2 and P2 are (nj mw)1/2 and (mwtt)l /2 respectively. 
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Figure 3.15: Wigner distribution for an entangled cat system, showing the correlation 
between the positions of each cat . The function has been integrated over all 1'1 , and is 
plotted here for different values of 1'2, with Xo = 4. The maxima occur at the coherent 
state positions of Ixd = Xo . The units of Xl and X2 are (rt /mw) 1/ 2 . 
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Figure 3.16: Wigner distribution for an entangled cat system, showing the correlation 
between X l and P2. The function has been integrated over all PI, and is plotted here for 
different values of X2, with Xo = 4. The maxima OCCur at the coherent state positions 
of IX11 = Xo. The units of Xl and P2 are (r,/mwJ1/2 and (mw/i) 1/2 respectively. 
showing the correlation of X l and P2 , depending on X2 Figure 3.16, is produced . This 
distribution is identical to the distribution shown in Figure 3.14. This is due to the 
momentum distributions being identical and positively correlated; interchanging the 
position variables and plotting against the same momentum variable produces an iden-
tically shaped distribution. 
Taking the WPt (X l , X2, pz) distribution (3.50) and integrating out the P2 variable 
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leaves a distribution which show the correlation between the two position variabl , 
Wzcor =: 1 Wp ,(Xl,X2 , P2 ) dp2 = N;cor (m;7r) exp (- mw (xi +x~)) 
-00 ! h 
x { exp [ ~w 2xo ( X I - X2 - xo) 1 + exp [~w 2xo ( X2 - Xl - xo) 1 
+ 2 exp [ - 2~w x~ 1 }, (3.51) 
where the normalisation constant is calculated to be 
( 2( [ 2mW2])) -4 Nzcor = 2" 1 + exp - -h-xo (3.52) 
This correlation function is presented in Figure 3.17. 
(a) (b) 
Figure 3.17: Wigner distribution for an entangled cat system represented by the chosen 
Bell state (3.42) , showing the correlation between the two position variables. The Wigner 
function has been integrated over both momentum variables, leaving only the po itioll 
distribution. The distribution is shown here as a 3D plot (a) and also as a contour plot 
(b). The units of Xl and X2 are (1i/ mw)I /2. 
The position correlation function Wzcor (3.51) may also be found by the square of 
the wave-function, due to the Wigner function 's property of being able to calculate 
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marginals by integration (2.11). Squaring the wave-function (3.43) give 
1",(x1,x2)12 = N~ (:;;,) exp (_7~~(X; +xD ) 
x { exp [~w 2xo ( X l - X2 - xo ) ] + exp [ .rr~  2xo ( X2 - X l - xo) ] 
+ 2 exp [ - 27~:W X5] }, (3.53) 
where the normalisation constant is 
(3 .54) 
The 1",(x1, X2W function is shown plotted in Figure 3.18. Comparing this expression to 
~Vx co , with their respective normalisation constants, N w and N xoo," it can be seen that 
these functions are identical. 
Figure 3.1 : Probability distribut ion 1",(x1, T2W of the entangled cat state (3.43). The 
units of X I and X2 are (h / mw)1 /2 
The positions of the peaks, in Figure 3.17, show the anti-correlation of posit ion in 
each cat ; detennined by the choice of Bell state (3.42). If a choice of Bell state was 
made, where the cats states were correlated , 
1"')= ~(ITT)+IW) , (3.55) 
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then it may seen that it s x-correlat ion function has its peaks III different positions, 
Figure 3.19, to those from the original choice of state 3.42. 
2 4 6 
(a) (b) 
Figure 3.19: Wigner distribution for an entangled cat system represented by the al-
ternative choice of Bell state (3.55) , showing the correlation between the two position 
variables. The Wigner function has been integrated over both momentum variables, 
leaving only the position distribution. The distribution is shown here as a 3D plot (a) 
and also as a contour plot (b). The units of X l and X2 are (r,(mw)I /2 
The Wigner function of the entangled cat state W (X I , X2 , PI, P2) is a distribution in 
4D phase space. As such it is difficult to visualise this distribution. The Wigner function 
has been integrated by Xl and PI , in both cases to reduce the number of dependent vari-
ables, resulting in the functions WX1 (X2 , PI ,P2) and WP1 (X l, X2 , P2) respectively. These 
resulting functions are marginals of the original function. After this integration one 
variable was chosen to have a value, and the distribution of the remaining two variables 
was plotted. In this way, the plotted distribution represents a 2D "slice" of the function 
resnlting from integration of the original distribution. All of the plots presented here 
are methods of viewing the original 4D distribution, and attempt to view its features in 
various 2D representations. 
The Wigner function here is seen to retain all the information about the entangled 
state. The state's physical meaning has not changed. Negative regions in the various 
distributions indicate the non-classical nature of the state. The phase of the oscillation 
of the P correlation function and the position of the peaks in the X correlation function 
show the type of Bell state under investigation. The Wigner function is an interesting 
and different method of observing entangled states, such as the Bell states. The Wigner 
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[unction could be useful in t his respect to show features o[ entangled qubits, them elves 
being two level systems like the Schroodinger cat state. 
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Chapter 4 
Path Integral calculations of the 
Wigner function 
Here t he results of the main investigation of t he work are presented. The method used 
is based on that presented in chapter 2. The approximation is based on finding the 
classical path. For this reason the method used to calculate the "Vigner fun ction fi rst 
fi nds the minimum path for each phase space point. The approximation may then be 
calc ul ated when all co-ordinates are known. Numerical minimjsation ,vas th e preferred 
metbod to find the minimum path , as it may not be possible to perform the minimisation 
anal'y ticaJI .Y for the s'ystems under inves tigation. 
The Minimize function was found to be unable to reliabl'y find t he smallest mini-
mum. This provided t he moti vation to find t he smallest minimisation available, using 
all available minimisation functions. A Mathematica module was written to numericall'y 
fi nd the minimum patb of a given action function . The program calcu lated the minimum 
path b'y using all of the available numerical minimisation methods within Matbemati ca . 
The path witb smallest action was selected from the reswts. The number of path points 
L and phase space co-ordinate", were taken as arguments. The code for this is presented 
in Appendix C. 
The prohlem was also tackled using Microsoft Excel, and the Solver Add-In. Time 
was spent investigating the same problem using both methods, with similar but not 
alwa'ys identical results. This method occasionally allowed a smaller minimum to be 
discovered than would otherwise be found . This method is presented in greater detail 
in Appendix D. 
55 
4.1 Wigner function [or the Morse Potential 
4.1 Wigner function for the Morse Potential 
Here the Wigner function for the ground state of the Morse potent ial is calculated. 
T he Morse potent ial is defi ned as 
(4.1) 
where a ontrols the width of the well , xe is the position of the minimum and D is the 
height of the potential, as shown in Figure 4.l. The choice of Xe = 0 has been made for 
simplicity in the following derivations without any loss of generality. 
V(r) 2. 
1. 
1.0 - - - - - - - - - - - - - - - - -- ~-:.:-.=.-;.-~- -~---'r 
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Figure 4.1: One-dimensional Morse potential , fo r D = 1 
4.1.1 Exact Wigner function calculation 
The eigenfunction for a particle of mass m , in the Morse potent ial is usually pre-
sented in terms of confluent hypergeometric equations. The one-dimensional fo rm of 
the Schrooinger equation is exactly solvable; Nieto et al. [40J present a wave-function 
in terms of Laguerre polynomials, and it is this form which is used here, 
(4.2) 
where 
{ = 2>.exp(- ax), (4 .3) 
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(4.4) 
I 
A _ (2mD)2 
- an. I (4.5) 
1 I 
S = --,:(2m(D - En))2, 
ai' (4.6) 
and 
where L" is the Laguerre polynomial. The energy of bound energy eigenstat is given 
by 
(
2D) 1/ 2 a21i2 
En = - ali(n + 1/ 2) - -(n + 1/ 2f. 
m 2". (4.8) 
Calcu lating the product 1f;(x+y / 2)1f;(x- y / 2) for the ground state n = 0, a nd using the 
result Lo = 1 gives 
.~) (." + V/2) ·Ij;(x - y/2) = 4A2 cxp [- 2as,c - 22\- ax (e~Y + e- ~Y) ] 
= 4A2 exp [- 2asx - 2Ae- ax cosh (ay)]. 
(4.9) 
(00) 
[nserting this result into the defin ition of the Wigner function for a pure state (2. 10) 
gives 
W(x , p) = -, e- 2asx exp --v - 2Ae- ax cosh(ay) dy. 4A2 100 [iP ] 
27Tr1 -00 n. (4.11) 
Performing the integration [41J gives the Wigner function for the ground state of the 
!V[orsc potential 
(4 .12) 
where [«(i,,/h) is the modified Bessel function of t he second kind. Figure 4.2 shows the 
shape of this distribution. 
4 .1. 2 P-function calculat ion 
The Weyl function is a convolution of the P-function [42], 
(4.13) 
where et and {3 are points in phase space, 
f£w i et= -x+ P 21i ../2mliw (4. 14) 
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(a) (b) 
Figure 4.2: (a) Wigner distribution for the ground state of the Morse Potential, for 
m = 0.05 (b) Contour plot representation 
fJ )".,.W I i I = -x + P 2" J2mliw (4.15) 
The MOl'se potential (4.1 ) comprises a linear combination of exponential terms in x. 
Con equently, the integral in (4.13) is also a linear combination of these terms. The 
Weyl representation of the Hamiltonian W H (er, cr') is the sum of the Weyl represe.ntation 
of the kinetic and potential energy terms of the Hamiltonian. As the potential V(.'!:) is 
already defined as a function dependent on X (4.1) this is already the Weyl symbol of 
the potential . It is then possible to work backwards from the result (4. 13) to find the 
appropriate P-function of the Hamiltonian; the trial function 
P,(fJ,fJ') = k· e-ax' (4.16) 
will be substituted to fiud the resulting Weyl symbol (4.13), where k is a constant to be 
determined. Expanding (4.13) and performing a change of variables using (4.15) gives 
the Weyl symbol of the trial P-function, 
Simplifying and integrating over pi reduces the relation to, 
(4.18) 
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x 
P (/3 . B") 
(a) (b) 
Figure 4.3: (a) P-function of the Morse potential, for m = 1, D = 1 and it = 1, plotted 
between its minimum value and O. (b) Contour plot representation; white represents 
regions greater than zero and grey regions are negative. 
Substituting the choice of Pt U3, {3*) (4.16) and completing the square, 
~lOO [ ( /i )2 0/i 1 • rnw , 111W I al. u- 1-WH (Q,Q)= k - dxexp -- x-x+-- -ax+--. 2it -00 Ii 2mw 4mw 
Integrating over x' leaves the Weyl fu nction for the trial P-function (4.16), 
WJ-/ (Q ,Q*) = WJ-/ (q) =kexp ( - ax+ a
2 li ). 
4mw 
'---v---' '--v--' 
P ({3,(j-) constant 
(4. 19) 
(4.20) 
The Weyl symbol for the trial P-function (4.16) is simply the same function mult iplied by 
a constant . The P-function of the Morse potential Hamiltonian is thus almost identical 
to the original potential, with each exponent ial term scaled appropriately, 
( 4.21) 
The last two terms come from the kinetic energy component of the system (4.32). Figure 
4.3 shows the calculated P-function for the Morse potential, and is centred around the 
minimum of the function. The P-function (4 .21) is asymmetrical along the x-axis in a 
similar way to the Wigner function (4.12), Figure 4.3. The minimum of the P-function 
is shifted along the x-axis relative to the maximum of the Wigner function; the location 
of the minimum is determined by the relative sizes of the exponential terms and their 
coefficients . 
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4.1.3 Path integral calculat ion 
An analytical calculation of the Wigner function using the method established earlier , 
based on t he P -function of the density matrix, 
W(a, a*) = ~ .f d2,6e- 2Io - IlI' P(,6, ,6*) (4. 22) 
was unable to be performed, due to t he d iffi cul ty of the integration. 
Th is attempt to find an approximation to t he Wigner fu nction was based upon 
findi ng t he classical path fo r each point in phase space. T he classical path is t hat 
wh ich min imises t he action of the path. Specifically, it is required that the real part of 
Lhe action, prev iously defined (2.45), vanishes, a R~SdIJ = O. Inserting t he fo rm of 
1I 
P-function (4.21) into the previously deri ved action (2.44) gives the action of interest, 
(4.23) 
Using t he programs described above and mapping over a region in phase space gives 
an approximation to the vVigner function 
W(a) "'" N exp (ReS/:'in[aJ) x cos (rm s Z'in[aJ) , (4.24) 
where N is a normalisation con tanto T he left product describes t he shape of t he 
distribution and the right determ ines the sign. 
The Wigncr function (4.12) and P-function (4.21) of a MOl·se potential cigenstate is 
dependent on several variables, including t he mass m and well depth D . The value of 
Lhe mass in particul ar influences the shape and size of the Wigner function, as presented 
in F igure 4.4. The path integral approrimation is dependent on the P-function of the 
potent ia l uJlder investigation. Therefore, the P-function's dependence on t he mass m 
should a lso be reflected in t he path integral approximation to the Wigncr function. The 
P-function's dependence on the mass m is shown in Figure 4.5; here it is seen that t he 
dept h of t he minimum increases wit h decreasing m. 
The re ul t of t he approrimation to the Wigner function are shown in Figures 4.6 
and 4.7 for difrerent values of L. The dis tribution's main peak is symmetrical about 
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" "" " .. .. .. ~ . .. 
(a) m = 0.05 (b) m = 0.05 
..... ' 
(c) m=O J (d) m = 0.1 
. " ", I. " 
(e) m = 1 (r) m = I 
.'0." 
(g) m = 5 (h) m = 5 
Figure 4.4: Wigner function of the MOl·se potential. The amplitude and shape of the 
distribution are highly dependent on the mass m. Negative features are present in all 
distributions, and are clearly visible in the m = 0.05 and m = 0.1 plots, shown as blue 
areas. The relative scale of the negative features compared to the positive features falls 
off as m increases. Note the change in scale of the x-axis. 
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x 
P (/l,/l") 
p 
(a) m = 0.05 (b) m = 0.05 
x 
Pla"a") 
p 
(c)m= O. l (cl ) m= O. l 
x 
P (8,.e" ) 
p 
(e) m = 1 (f) m = 1 
x 
P U3 , /l ") 
p 
(g) m = 5 (h) m = 5 
Figure 4.5: P-function of the Morse potential for changing mass m. The hape of the 
distribution remai ns the same. However as m decreases, the location of the minimum 
shift and the potential broadens and deepens. 
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" 
(a) L = I (b) L = 2 
(c) L = 4 (d) L = 6 
Figure 4.6: Approximation to the Wigner function of the Morse potential, for m = 0. 1, 
found using Mathematica. Here the results for different number of points L are shown. 
the maximum, along the x-axis, in contrast to the exact Wigner function, hown in 
Figure 4.2. This is due to the symmetry of the minimum of the potential's P-function, 
which has the greatest effect on the shape of the approximation. A lengthy investigation 
changing the parameters associated with P-function did not find a minimisation that 
produced a distribution as asymmetrical as the exact Wigner function. The peak of the 
approximation is shifted along the x-axis compared to the exact solution; this is due to 
the location of the minimum of the P-function. 
It may be observed from Figures 4. and 4.9 that the distributions p rod uced in 
cases where m = 1, shows a tail of constant amplitude trailing off to +00 along the 
x-axis. The tail is produced by the paths in the region lying in the trough in the P-
function (4 .21), shown in Figure 4.5, which also extends to x = +00. This trough is 
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(a) L = 2 (b) L = 3 
/ 
" 
(c) L = 4 (d) L = 5 
Figure 4.7: Approximation to the Wigner fun tion of the Morse potential, for m = 0.1, 
found using Excel. Here the results for different number of points L are shown. 
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" 
.' .' 
.. 
• , 
(a) L = I (b) L = 3 
(c) L = 5 (d) L = 6 
Figure 4.8: Approximation to the Wigner function of the Morse potent ial, fo r m = 1, 
found using Mathematica . Here the results for different number of points L are shown. 
created by the kinetic energy term in the P-function, and has no x-dependence. This 
creates a translational symmetry in the shape of the paths along the length of this 
feature. The effect is the translationally symmetric tail found in the approximation to 
the Wigner function. This feature is not observed in results with lower values of m as 
the P -function's well deepens creating a higher valued action in the region of the well , 
prod ucing a main peak in the approximation to the Wigner function which is relatively 
far higher than the tail observed in the m = 1 case. In these cases, this ta il is present 
hut can not be seen due to its relative size. 
Figures 4.6- 4.9 demonstrate agreement of the two minimisation methods, using 
Mathematica and Excel, in the shape and amplitude of the distributions produced . 
The two methods of investigation were u ed in the hope of checking the validity of the 
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(a) L = I (b) L = 3 
(c) L = 4 (d) L = 5 
Figure 4.9: Approximation to the Wigner function of the Morse potential , for m = 1, 
found using Excel. Here the results for different number of points L are shown. 
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other. Although it can not be known whether each minimum of the action is the true 
global minimum , it is encouraging to know that the same resul t may be determined 
using two different tools. 
There does not seem to be any dependence on the number of path points L in 
the results. Each value of L produces a distribution of the same shape, with no new 
features found as L increases. The number of points on the path does not seem to have a 
s ign ificant influence here. The paths for all of the distributions presented do not enclose 
any area. Consequently the distributions a re everywhere positive. 
The classical path for each point in the pha~e space were found to "prefer" to lie 
travelling to the minimum of the P-function and then back out towards the phase 
space point under investigation. As each half of the path has identical co-ordinates in 
phase space, no area is enclosed. Thus no negative contribution, from the phase in the 
imaginary part of the action, is found . An example of the shape of these paths may 
be found in Figure 4.10. The asy,nmetry of the potential, and thus P-funct ion, does 
not produce classical paths which enclose area. Hence the approximation to the vVigner 
fun ction cannot reproduce the negative features found in the exact Wigncr function . It 
i" not known whether Auctuations about the classica l path may "explore" phase space 
and prov ide the necessary corrections to the classical path which retrieve these feature ; 
but therc is the possibility of this. 
A thorough investigation using thc minimisation tools created could not find an 
accurate approximation to the exact Wigner fu nction for the Morse potent ial. After 
changing many of the parameters the resul t did not change. The asymmetry of the 
potential was not sufficient to create paths with enough area to change the sign of that 
region to negati ve; as in the exact case. The paths instead prefer to lie directed to the 
mi nimum of the P-function, with both halves of the path sharing the same trajectory 
and thus encloSing no area. 
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p 
I.' 
1.2 
1.0 
0.' 
0.6 
0.4 
0.2 
2 . 6 
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. , 
I • 7 
O.oL_~-_~_-~--~ __ ~_~ , 
- HO -5.35 -5.30 -5.25 -S.20 -S. IS -5.10 
(a) (b) 
Figure 4.10: (a) Classical path found for the phase space point, x = 0, p = 1, for the 
Morse potential , where L = 7. The path encloses no area, with both halve of the path 
sharing co-ordinates. Points of the path are shown in red , and the phase pace pain 
under investigation is shown in blue. (b) The same path overlaid on the potential's 
P-function. 
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4.2 Wigner function of the double well potentia l 
The second system investigated was the ground state of the double well potential, 
(4.25) 
this potent ial is shown in Figure 4.11 . This potential was chosen to be used as there 
V(x) 
6 
4 
x 
Figure 4.11 : The double well potential 
is not a single minimum to the potential, ruld as such there is a possibili ty that phase 
space paths may explore both potential wells. As described earlier, paths containing 
area may define areas of negative sign in the Wigner function, thus re-creating its non-
classical features. It was also hoped to find a distribut ion similar to that found for the 
Sclll'iidinger cat for comparison. 
4. 2.1 P-function calculation 
The Hamiltonian of the double well potential 
-2 
H" P + - 4 - 2 = - x - x, 
2m 
(4.26) 
may be rewritten in terms of harmonic oscillator raising at Md lowering a operators 
(2.22- 2.23). Using the results 
- ( 2Tt ) ~ (-t ") X= - a + a 
mw 
(4.27) 
-_. (mTtw ) ~ (-t -) P -l -- a-a 2 ' (4.28) 
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the Hamiltonian t hus becomes 
_ hw ( ) 2 ( 2.,.,. ) 2 ( )" 2h ( ) 2 H = - 4 at - a + mw at + a - mw at + a . (4.29) 
Expanding the brackets in this expression will produce several un-ordered products of 
operators. The P-function requires these operators to be anti-normally ordered, so these 
terms must be re-ordered to this ordering scheme. For example the product (a + at )2 in 
anti-normal ordered form is 
(4.30) 
where the curly braces {}ano indicate the anti-normal ordering of the product. For 
expanding and ordering larger products of operators, such as the (at + a)" term in 
the Hamiltonian (4.29), t he ordering code written in Mathematica, Appendix E, was 
ext remely useful and far quicker than calcul ation by hand. Replacing the lowering and 
raising operators by their eigenvallles, ('I and ('I', respectively gives the P-funct ion of the 
anti-normal ly ordered expression. T his may be illustrated by considering the prev ious 
expression (4.30). Replacing the operators with the appropriate eigenvalues and then 
inserting into the defini tion of the P -function (2.30), 
demonstrates that this is the correct P -function for this operator product, 
J (>2 1(»((>1 d2(> + 2 J (>1(»((>1(>' d2(> + J 1(»((>1(>·2 d2(> - 1 
= a2 + 2aat + a t2 - 1. ('1.31) 
The Hamiltonian of the double well potential (4.26) is a linear combination of polynomial 
operator products. It is therefore possible to calculate the P-function (2.30) for each 
term separately. In this way t he P-function of the kinetic energy term in the Hamiltonian 
li / 2m was found , 
P K E ((>,(>') = _ i~w [(n -n·r + 1] . (4.32) 
Finally, the P -function of the Hamil ton ian of the double well was found to be 
;,2 • 4 1i (6f' ) . 2 Tt (3ft ) PII = 4 22((>+(» --2- -2-+ 1 ((>+(» +-2- -2-- 1 , 
mw mw mw mw Tnw 
(4.33) 
and is presented in Figure 4.12. 
70 
4.2 Wigner function of tbe double well potential 
7. 
P(/3 , ,6 ' ) 
• 
(a) (b) 
Figure 4. 12: (a) P-function of the double well potential, for m = 1, W = 1 and 1i = 1, 
plotted here around its minima. (b) Contour plot representation. 
4.2 .2 Path integral calculation 
The investigation into this system proceeded in a similar way to that of the Morse 
Potential. Once the P-function was calculated the action for the doub le well path 
integral was found , 
N ( ( )2 2 ) 1 X/-X/_ l r 2 
ReSd'Y, a] = 2 L 4r2 + 1i2(P1- PI-Il 
/=2 I. 
? ( (X - HXl + XL))2 r2 ( 1 ( )) 2) 
+ ~ 4r2 + 1i2 P - 2 PI + PI. 
I. ) 1i f3 1i * 4 61i * 2 31i +--L [- (a+a) - (-+1 (a+a) +(- - 1)] . 2mw L 2mw2 2mw 2mw 
/= 1 
(4.34) 
The minimisation of the action was again performed numerically using the too ls created 
in Mathematica and Excel. Discretely scanning across an area of phase space, the action 
was minimised for each phase space point a . By this minimisation process the classical 
path was found for each phase space point . The approximation to the Wigner function 
(4.24) 
W( a) "" N exp (Re Srin laJ) x cos (Im Sri" laJ) 
is used again to produce a clistdbutioIl from the re ults of the minimisation calculations. 
The results of the approximation to the Wigner function are shown in Figures 4.14 
and 4.13 for different values of L. T he distribution in a ll of these cases appears to look 
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/~/ ) 
" " 
(a) L=2 (b) L=3 
/ 
" " 
(c) L = 6 (d) L = 10 
Figure 4.13: Approximation to the Wigner function of the double well potential, for 
m = 1, found using Excel. Here the results for different number of points L are shown. 
like two coherent state distributions separat d along the x axis in phase space. The 
two peaks are positioned at the minima of the Hamiltonian 's P-function (4.33). These 
calculated Wigner functions show little or no negatives regions. This i contrary to the 
exact Wigner function [43J, which has negative oscillations between the two main peaks, 
and is similar to the Schrodinger cat state found earlier. 
The non-negativity of the calculated Wigner functions is due to the classical paths 
enclosing little or no area. It was observed that the classical paths travel away from the 
point under ob ervation to one of the two minima, and then retrace themselves back 
to the starting point, i.e. both halves of the path hare the ame coordinates. This is 
true for all paths lying either side of the x = 0 line; with the classical path lying in the 
direction of the centre of the nearest well . An example of these types of path are shown 
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.' .' 
(a) L = 2 (b) L = 3 
(c) L = 4 (d) L = 6 
(e) L = 10 
Figure 4.14: Approximation to the Wigner function of the double well potential, for 
m = 1, found using Mathematica. Here the results for different number of points L are 
shown. 
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in Figure 4.15. As the classical path is behaving in this manner, the number of path 
points L does not h,we an effect on the shape of the distribution , Figures 4.13- 4.14. 
In the case of et lying on the x = 0 line, and for even values of £ , t he classical 
path had a different confi guration to t hose paths previously described. In this case, the 
classical path is symmetri cal about the x = 0 line, the end points of the path lying 
either side of et and the pat h travelling between the end points via the wells. Examples 
of these types of path are shown in Figure 4. 16 . It should be noted that the programs 
did not always find this symmetrical path to be the minimum of the action, without 
user assistance. These paths do enclose some area and it is found that they do produce 
a negative sign along the x = 0 line. Due to the automated minimisation being unable 
to reli ably find the true global minimum it can be difficult to see these points on the 
calculated Wigner function plots. The symmetrical path was found to al ways be the 
lowest value of t he real part of t he action , for the class of points lying on t he x = 0 line. 
However, this type of symmetrical classical path was not found for odd values of L . In 
the case of odd L , and Re et = 0, t he midcUe point of t he path was found to lie either 
side of the x = 0 line. Th is produced a smaller value of the action than if the same 
point was posit ioned on the x = 0 line; this is illustrated in Figure 4.17. 
It was hoped that t he classical path may prefer to lie in both of the wells of the 
P-function; thus enclosing area a nd recreating the negative features of the distribution. 
It was found that only a small sub-set of paths have t his desired configuration. Instead 
most paths lie toward the closest minimum, of the P-function, and have both halves of 
t he path lying directly on top of one another, enclosing no area. 
The width and depth of the P -function of the double well Hamiltonian may be 
changed by altering the parameters m and w. For instance the P-function for m = 
0.1 and w = 0.5 is wider in t he x direct ion and narrower in the p direction , Figure 
4.18, when compared to the distribution with the parameters set to unity, Figure 4.12. 
The topology of the P-function expectedl y has a direct impact on the size and shape 
of the calculated Wigner fu nction . For instance, the peaks of the calculated Wigner 
function are posit ioned in the same location in phase space as the minimum of the P-
function. With the peaks t hemselves stretched in both directions in correspondence to 
the stretching of the P-function, due to the change of its parameters. For comparison 
t he calculated Wigner function has been fo und, Figure 4.19, using the same parameters 
as the P -function shown in Figure 4.18. 
The author performed numerical minimisation of the action for the double well 
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p 
, 
(a):t= 0.1, 1' =-3 
p 
(b):t= 1, 1' = 3 
p 
, 
(c) :t = -0.5, l' = 2 
Figure 4.15: Example of classical paths, of L = 6 points, for the double well potential . 
The phase space points under consideration do not lie on the x = 0 line. Points of the 
path are shown in red, and the point of interest is shown in blue. 
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p 
3 
x 
(a) x = 0, p = 1 
p 
x 
(b) x = 0, p = 3 
x 
-3 
(c) x = 0, p = - 2 
Figure 4.16: Example of classical paths, consisting of an even number of points, fol' the 
double well potential . The phase space points under consideration lie on the x = 0 line. 
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p 
(a) x = 0, p = 2 
p 
x 
(b) x = 0, p= -1.5 
p 
x 
(c) x = 0, p = -3 
Figure 4.17: Example of classical paths, con isting of an odd number of points, for the 
double well potential. The phase space points under consideration lie on the x = 0 line. 
Points of the path are shown in red, the mid-point of the ends of the path is shown in 
green and the point of interest is shown in blue. 
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• 
(a) (b) 
Figure 4. 1 : (a) P-function of the double well potential, for m = 0.1 , w = 1 and 1i = 1, 
plotted here around its minima. (b) Contour plot representation. 
/ 
,/ 
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16 
Figure 4.19: Wigner function calculated by path integral method, for paths with L = 10 
points and m = 0.1. 
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Figure 4.20: Classical path found by analytical minimisation (shown in red) overlaid on 
the P-function of the Hamiltonian, for the double well potential. The point of interest 
(x = 0, p = 1) is shown in blue. 
potential. However an analytical minimisation is possible for this system [44], with the 
minimum action defined in terms of elliptic functions. This analytical minimisation of 
the action agrees with the numerical minimisation discovery; that for an even numbered 
L and with c< positioned along the x = 0 line, that the path should travel between 
the end points via the wells, Figure 4.20. The similarity between thi result with the 
previous numerical results Figure 4.16 are clear to see. 
Here the classical path could not reproduce the negative features of the exact Wigner 
function [43]. The classical paths were found to enclose area only when th point of 
interest c< was posit ioned on the x = 0 line. In this case the end points of the path 
are positioned about c< and the path travels between the end points via the P-functions 
minima. The e types of path are only found for even values of L. 
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Conclusions 
Several investigations using the Wigner function have been performed. First to be 
presented were examples of the Wigner function for elementary states, such as the infinite 
square well potential a nd the Schrodinger cat state. The Wigner function prov ides a 
classical view of a quantum state and the non-classical features appear as negative 
features in the distribution. This is shown in particular as an interference term in the 
Schrodinger cat Wigner function. The entanglement of Schrodinger cat states is shown. 
The cat states are represented by coherent states separated over position in phase space. 
The vVi gner function for this state is fo ur dimensional and there are shown severa l ways 
of viewing the features of this state. The type of entanglement of the state may be seen, 
as well as its non-classical nature. 
The path integral method of calculating the Wigner function, using the approach 
by Samson [33], was performed on two systems of interest, the Morse potential and 
the double well potenti al. This method allows calculation of the Wigner function for 
the ground state of the system under investigation. The method time slices a thermal 
density matrix and the Hamiltonian is replaced by its P-function representation , forming 
a path integra l. The path integral is taken over a path of L points, with t he action of the 
integral hav ing three components, one dependent on the position of the end points of the 
path , another depending on the geometrical form of the path , and the last dependent 
on the value of the P-function of the Hami ltonian at each point on the path. The 
imaginary part of the action determines the phase of the integral, and is dependent on 
the area enclosed by the path. Here it has been investigated whether the classical path 
may provide enough detail to give a good approximation to the usual Wigner function . 
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5.1 Furthel' work 
To find the classical path for each phase space point numerical minimisation was 
used. Two programs were written to perform this minimisation for a selected area 
of phase space, one in Excel , using the Solver Add-In and the other written using 
Mathematica's minimisation functions. 
For both of the systems under investigation , the approximation of the Wigner ftlllC-
tion cou ld not re-create the negative features of the exact Wigner function. The principal 
reason that this a pproach failed to reproduce the non-classical features of the Wigner 
function was that t he classical path generally enclosed little, or no , area. The minimisa-
tion of the action produces paths which prefer to lie travelling from the point of interest, 
towards the minimum of the P-function and then hack along themselves . Thus it was 
found that the classical paths are very "floppy" in the way they lie over the landscape 
of the Hamiltonian's P-function. It is more favourable for the path to enclose no area. 
However, it was found that the majority of paths which do enclose an area produce a 
phase which is not large enough to change the sign of the path integral. 
5.1 Further work 
As the classical paths do not enclose any area, an approach to "encourage" the path to 
explore 1I10rc of pat.h space would be to add qmldratic fluctuations about the classical 
path to the action. The deviations from the classical path may be able to recover the 
missing detail of these resul ts, finding paths which enclose area and thus reproducing 
the Wigner function's negative features. The classical path may be the dominant part 
of the action in the path integral formula tion but corrections to it may be added by the 
quadratic terms of the Taylor expansion of the action 
1 1'" ltb 02 S I S = SeI + 2" dt dt' ox(t )lix(t
'
) ox(t)ox(t' ) + 
to ta X(t)=XcI(t) 
(5. 1) 
where SeI is the classical path , o(x) is the deviation from the classical path, and t and t' 
are time variables; two are needed here as t his is a functional derivative. The quadratic 
fluctuations may be able to be evaluated by saddle point approximation, such as the case 
of the number state [331 . If t he fluctuat ions are too small, in that they do not ex plore 
enough of phase space around the classical path, then the result would be same as the 
current one; paths which enclose no area, resulting in the lack of negative regions. In 
this case it may be necessary to include higher order corrections to the action. There is 
also the possibility that t he Auctuat ions will be too large. This may make the paths too 
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5.1 Further work 
"Boppy", exploring too great a range in phase space, and thus destroying the distribution 
found by the classical path alone. 
Applications which may be interesting to consider using this path integral method 
are those of ex.cited states. The current approach only works for the ground state of a 
system. [ 1'1 order to be able to consider higher energy states, the Hami lton ian must be 
re-defi ned as 
• • 2 
11." = (H - En) , (5.2) 
where E" is the energy of the state being considered . [n this way the nth energy level 
bC'(,OIlH.!S l,he effect. ive ground sl.nl.c, and wc may perform t;he Saln e act.ions on this as 
the usual Hami ltonian. Finally, the h" operator needs to be ex panded in order that 
its P-function representation may be found . The operator ordering code may automate 
this process to quickly evaluate products of this type, as demonstrated in the screen 
captu re shO\Im in Figure 5.1. 
InI7) : - q = c.a;p = c-a;H:q .... 4 - q ... 2.p ... 2; 
In(18) : - AntiNormalOrder[sJ 
Ou t (18)- 121 - 492 a 2 ... 230 a" - 28 a' .. a' - 492 c 2 .. 230 c· - 28 c ' ... c 8 + En' -
1 0 NonCOmnlutativeMult i ply (En \ - 1 040 a •. c ... 968 a • • C l - 176 a .,., CS .. 
8 a •• c ., ... 1492 a2 ... c 2 - 452 a2 •• c· ...- 28 a2 .. , c ' -+- 6 a 2 ..... En ... 968 a) .• c -
608 a1 •• C l ... 56 a 1 .... CS _ 452 a4 •• c 2 ... 70 a4 •• e' _ a4 ... En _ 176 a s ... c • 
5 6 a5 • • Cl _ 28 a' .... c2 ... 8 a" .. c .. 6 c2 • • En - c · •• En -+ 6 En • • a2 - En •• a ' + 
6 En .• c 2 _ En .... c 4 .. 16 a •. c . • En - 11 a .. Cl +-. En _ 6 a2 . " c 2 •• En -
11 a l .. c .• En .. 16 En .• a ... c - 4. En ... a ., Cl - 6 En ... a 2 ~ .. c 2 - 4 En •• a1 •• c 
/nf14J : - aeautify[\] 
Out f 14 J _ 121 - 4. 92 a 2 .. 230 a 4 _ 28 a' + a' ... 2 a a' + 2 a1 a' +- a5 a' + a' a ' _ 492 a ,2 + 2 a2 a ,2 ... a ' a ' 2 + 
a ' a' 2 + 2 a a' 1 -+ a1 a ,1 +- a s a I 1 -+ 230 a r 4 ... a ~ a " ... a 4 a " ... a a r 5 -+ a 1 a ,5 _ 28 a " + 
a 2 a " ... aa" + a,8 - 10 En + 2 a 2 En+ 2 a 4 En ... 2 aT E11 + 3 a,2 En+ a Tl En -+ 2 a" En + En~ 
Figure 5.1: Screen capture of using operator ordering code in Mathematica to evaluate 
the operator product (if - En?, where the Hamiltonian is if = i4 - i 2 + fj2 
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Appendix A 
Derivation of the Wigner function 
of the ID infinite square well 
The following describes the calculation of the Wigner function for the case of the ID 
square well. 
We begin with the defin it ion of tbe Wigner function, 
(A. 1) 
The density operator p for a pure state is defined as 
(A.2) 
Subst it ut ing this result into t he defi nit ion of the Wigncr function (A.I ) gives 
W = 2~1i I: e- ip<!h (x + ~~ l,p) ( ,p I x - ~~) d~ (A.3) 
'---.,.-' '---.,.-' 
\b (X+ ~') \b' (X- W 
The wave- flll1 ction for tbe ID infinite square well is known from the solution of Schrii-
clinger's equation} 
1 
f£ sin (n:x) O:S "::; a 
,p(x) = 
o otherwise. 
Substituting the wave-function, t he Wigner function is now given as 
w = - e - ,pl; , sin - (x + - () sin - (x - - ~) d~ . 1 1 00 . In [nn 1 1 [mr 1 1 
ann -00 a 2 a 2 
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(AA) 
(A .5) 
The limits of the integration should be defined over the range of overlap between the 
two sine functions!. The integral is therefore defined over the range 
mr ( 1) 0 :<:; a ,,± 2~ :<:; 71.7r, 
with the sign representing each term. This inequality is furt her simplified, 
Splitt ing the two cases, 
1 0< x ± -< < a. 
- 2'-
+: - 2x:<:; ( :<:; 2a - 2x 
2x - 2a:<:; ~ :<:; 2x 
(A.6) 
(A.7) 
(A.B) 
(A.9) 
gives two sets of limits of integration for the Wigner funct ion, depending on the value 
of cr . Two integrals are left to calcul ate: the Wigner function (A.5) is thus sp lit into the 
sum of two parts 
(A.lO) 
where 
1 12• -i~ n W0 5. 5o/ 2 '" ----;;: e 7 / 
unit. - 2,. 
(A.ll) 
and 
1 l za- zx . [nrr 1 ] [m' 1] W"/2$ X5a = --. e- 'p~ /" sin - (x + -() sin -' (x - -() d~. 
a1Ta 2:t - 2a a 2 a 2 
(A. 12) 
First. 1.h" int:egraJ over the first rangr' (A. l1) is calculated. Rewriting the formula using 
a trigonometric identity gives, 
W = -- e- '1'O" cos - ( - cos -2x d(. 1 12" . . [ (nrr ) (mr)] 
2mrn - 2. Q. a 
(A.13) 
In tegrati ng by parts then gives, 
J 
[[ .• ( )] 2X 
l It - i li. 1'/.71" n7r WO$x$ a/2 = --.- -e p~/ cos (-~) - cos ( - 2x) 2n.rr li. p a. (L - 2. 
, " ' 
A 
(inrrn) 12. . (nrr ) - ;~/Ild ] + -- sm -f; e ~ ap -2. (L (A.14 ) 
'This is described in greater detail in section 3. 1 
84 
\Nhcn calculated the bracket A, cancels to zero. Expanding the exponential term into 
trigonometric terms , and then simplifying using trigonometric identities, 
1 (in7rli.) 12X (n7r) [ () ()] W O<x<a/ 2 = -- -- sin -~ cos pU Ii. - i sin pUIi. d~ 
- - 2a7r1i. ap - 2x a 
(A.15) 
1 (in7rli. ) 12X (n7r) () ( n7r ) ( ) = --. -- sin -~ cos pUh - i sin -~ sin pUIi. d~ 2a7rn. ap - 2x a a 
I (imrh) 12X 1 [ . ((n 7r P)) . ((n7r P)) 1 WO SxS a/ 2 = 2a7fh ---;;p - 2x 2 sm t; -;; + 1i + sm t; -;; - n 
i [ (( n7r P)) (( n7r P)) 1 
- 2 cos ~ -;; - n - cos ~ -;; + 1i d~. 
Performing the integration gives 
1 (in7rli. ) [ \llIo<x<a/2 = -- --
- - 4(1.7r1i. ap cos (~(~ - m C~7r - *) 
(A.16) 
(A.l7) 
isin(~(~ - m i Sin (~(~+m]2X 
('21': _ E) + ('21': + E) (A.18) 
CL Tt a fL - 2:.c 
Expanding the bracket cancels the cosine terms as they arc even functions, thi s leaves 
1 (in7rh) 
\'VOSxSa/ 2 = 4a7rh ---;;p 
(A.19) 
n [ I . ( (n7f P)) WOSxSa/ 2 = 2a2p (n; _ *) sm 2x -;; - n - 1 . ( (n7r P)) ] (n; + *) SIll 2x -;; + 1i 
(A.20) 
Again, expanding using trigonometric identities 
WOS XS ,,/ 2 = 2~p ((¥ ~ *) [ sin (2x :7r ) cos (2X~) - cos (2x ':7r) sin (2x~) ] 
(~~ *) [Sill (2x n; ) cos (2x~) + cos (2x :") sin (2x~) ]). (A.21) 
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W,,",.;, ~ 2:" ( [(1:' I ! I ~ (1:' ~ Ill'" ('" n:l = (2·K) 
- [(!!E: ~ E) + (!!E: 1 E) 1 cos ( 2xna7r ) si n (2X*) ) (A.22) 
,a. h a+n, 
C 
The brackets B and C are simplified to t he following , 
C = 2n7rar,2 
n27r2/i2 _ a2p2· 
Inserting these results into (A.22 ), and simplifying gives t he final resul t 
WO<·,<,,/2 = 2n; 3 3 [ap sin (2X na7r ) cos (2x~) 
_ .. - o.l'n 27r 1;, - a p " 
(A.23) 
(A.24 ) 
T he calculat ion of the Wigner fu nction for a/2 :0: x :0: a is simple. By noting the 
fate of the limits of the previous integral , after integra tion A.lS , the integral for the 
second range can also be performed . Using subs titution into the resul t of the prev ious 
calculation, t he Wigner function over t his range is found to be 
[apsin ((2a- 2X)~~) cos ((20. - 2x)*) 
-",,/icos (20. - 2x) 7) sin (20. - 2X)* ) ] . 
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(A.26) 
Appendix B 
Wigner function of two entangled 
cats: derivation 
The Wigner fun ct ion is calcu lated here for two entangled Schrodinger cats in the Bell 
state 
(B.1) 
being the sum of a product of two distinct eigenstates I T) and 11). The state is entangled 
as the I T) and 11) states are unfactorable from each other. The wave-function is defined 
as 
(B.2) 
where N is the normalisation constant, and <P±(Xk) is the state of each cat k being in 
one of two states, a li ve (+) or dead (- ). This is the same state representation used in 
the calculation of the Wigner function of Schrodinger's cat (3.31), and is given here as 
(B.3) 
After cancelling the Xo terms in the second term within the exponentials, and simpli-
fi cation , t he wave-function is found to be 
'f/;(X I , X2) = .!'!.- (mw) 1/'1 exp (iPO ('"I + X2) ) 
.j2 ITn. 7i 
X [cxp ( - ~: (( Xl - XO)2 + (X2 + XO)2) ) 
+exp ( - ~: ( (XJ+ XO)2 + (X2 - XO)2) ) ]. (B.4) 
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Figure B.l: Entangled cats in a state. 
T he matrix element (x~ , x~ lplx~ , x2) is required to calculate the Wigner funct ion, where 
Ix; , x2) and Ix~ , x~ ) are the start and end position eigensta tes respect ively. This reduces 
to "I,/J(x1, x~)"I,/J*(x; , x2) for a pure state. As in the formulation of the usual defi nition of 
the Wigner function (2.3), the variables x' and T" are redefined by a mid-point TA- and 
jump distance ~k , 
, 1 
xk = Xk - "2{k 
" 1 xk = Xk + "2~k . 
(B.5) 
Multiplying out "I,/J(X l + ~{l ' X2 + !(2 )"I,/J*(Xl - !(l , X2 - !(2) and cancelling terms gives 
1 1 * 1 1 
"I,/J(Xl + "2{1, X2 + "2(2 )"I,/J (Xl - "2{J, X2 - "2(2) 
= ~2 (::.t2 exp ( _ n;.W(2X02 +x12+X22 + ~(1 2 + ~62) + i~a((l + (2)) 
x [ exp (,~ XO((l - (2) ) + exp (7 xo(6 - (I)) 
+exp ('~w 2XO(X l - X2) ) +exp (72xo(X2 - x I)) l (B .6) 
As the Wigner function is representing two systems it will exist in 4D phase space, 
with a posit ion and momentum dimension fa r each cat system. This leaves the Wigner 
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funct ion as 
W (X I,PI , X2,P2) 
= / 00 I: 1/J(X I + ~~I 'X2 + ~~2) 1/J'(X I - ~~ I 'X2 - ~~2)e - iPI (J/"e- iP2(21" d ~ 1 d ~2' 
(13 .7) 
Substituting 1/J (XI + ~~I ,X2 + ~6)1/J ' (x , - ~~ I , X2 - ~{2) (13.6) into t he Wigner functi on 
ci" fi nil,ioll (13 .7) a,nu s implifyi ng g ives 
IV(X I' PI, X2, P2) 
= .fJ { OO { exp ( _ ~w ( 2To2+J'J 2 +.7"22 + ~(J2 + ~62) + i~O(~ 1 + 6)) J -00 J -00 t 4 4 t 
where 
X exp ( - i(P,6 +P2{2) ) [ exp ( "~>O({ I -~2) ) +exp (~~XO(~2 -~ I ) ) 
_ N 2 (mw )I /'1 g - - --
2 1fn 
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(13 .8) 
(13.9) 
The exponential terms are rearranged by completing the square, so that a simple inte-
gration can be performed, 
j 00 j 00 (mw (2 2 2 1 2) ipo i ) = g - 00 - 00 exp - h 2xo + Xl + X2 + 4~2 + n~2 - 1?2~2 
X exp -XO~2 - - - ~, + xo(mw) / - -Po - -1- -PI -{ (
mw 1 [(mW)I/2 12 i (4 )1/2 i (4 )1/2]2 
n n, 4 2mw 2mw 
_ ]70 2 _ ~ -1- x02mw _ 2ixopo -1- 2i2'OPI + 2P0]7I) 
mwh mwt1 h n n mwn 
+ exp - -XO~2 - - - ~l - XO(1lIW) / - -1'0 - -1- -p , -( mw 1 [(mW)I/2 , 2 i (4 )1 /2 i (4 )' /2]2 n 1i.4 2mw 2m,w 
_ ]702 _ ~ + x02mw + 2ixopo _ 2ixop, + 2poPI ) 
mwn mwn n. t1 n, mwn 
(
rnw 1 [(mW)' /2 i (4)'/2 i (4)'/2]2 +exp - 2xO(X, -X2) -- - ~ ' --Po - + -p, -n, n. 4 2mw 2mw 
P02 ]71 2 + 2poPI ) 
mwn mwtl rnwh 
( 
mw 1 [( mw) ' /2 i (4) ' /2 i (4) 1/2] 2 +exp -2XO(X2 - X,) - - - ~I - -PO - + - PI -Ii 1i4 2mw 2mw 
_ ~ - ]71- + PoP, d6 d6. (B, lO) 2 ? 2 ) } 
mwn mwt1 mwli 
Performing the integration on 6 gives 
W(Xl,]7I , X2,]72) 
= 9 (41fn)I/2 j 00 exp ( _ mw (X12 + X2 2 + ~b2) -1- ipo ~2 - ~]72~2) 
mw - 00 h 4 h n 
{ ( 
rnw ( 2 ) ]702 p,2 2iX0J70 2ixoPl 2POP1 ) 
x exp - - Xo - XO~2 - -- - -- - -- + -- + --tt mw tt mw n, r, Jj, mw h 
( 
mw (? < ) ])02 1'1 2 2ixoPo 2ixop, 21'0])1 ) +exp - - xO--1-XO,2 - -- - ---1--- - --+--Ii mwli mwn n h mwh 
(
mw 1'02 ])1 2 21'oP1) +exp -2xO(XI -.~'2 -XO) - -- - --+--
tt ~tt ~h ~n 
(
mw 1'02 1112 21'OP1) } + exp -2XO(X2 - X, - IO) - -- - -- + -- d~2. (B. ll ) n, mwn mwtl mwtl 
This equation is then rearranged once more, The second integration is performed in the 
same way as before. The new coeffi cients cancel with 9 to leave N 2 , Rearranging and 
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_____ J 
--- - -- - - --------- - - - - -------------------
cancelliug appropriate terms gives 
2 j 00 ( mw (2 2) P1 2 2pOP1 ) 
= N exp - - X , + X2 - -- + --
- 00 n. mw Ii. ·m.w Ii. 
x { exp ( 2iXOP1 _ ~ [(mw) 1/2 ~2 _ xo(mw) ' /2 _ ipo ( _1_ ) 1/2 + iP2 ( _1_ ) 1/2] 2 
Ii. Ii. 4 ~ ~ 
_ 2po 2 _ 1'22 _ 2iJ:oP2 + 2POP2) 
mwli. mwli. tl mwtl 
+ exp ( _ 2ixoPl _ ~ [(mw) 1/2 ~2 + xo(mw) 1/2 _ ipo ( _1_) 1/2 + ip2 (_1_ )' /2] 2 
Ii. Ii. 4 ~ ~ 
_ 21'02 _ 1'22 + 2ixoP2 + 2POP2 ) 
mwli. mwli. Ii. mwli. 
(
!'/LW 1 [ 'mw 1/2 (1 1/2 (1 1/2]2 + exp -2xo(x l - X2 - xo) - - ( - ) ~2 - ipo - ) + ip2 - ) Tt 1i.4 mw mw 
21'0
2 
P22 2PD1'2) 
- 71lwli. - 71lwh + 71lWtl 
( mw 1 [(71lW) 1/2 ( 1 )' /2 ( 1 )' /2]2 + exp - 2.7;0(.7:2 - ·7;1 - .7;0) - :- - ~2 - ipo - + iP2 -r. 1i.4 71lW 71lW 
_ 2p02 _ P2
2 
+ 2POP2) } d~2' (B.12) 
71lwn. 71lwTi. 71lwTl. 
Performing the integration gives the fi nal result 
W (X l , Pl , "'2, 1>2) = 
,,2 (mw (2 2) 21'02 P1 2 1>22 2popI 2pOP2) Jv exp -- X , +X2 ---------+--+--r. ~Ti. ~Ii. ~Ii. ~Ii. ~Ii. 
{ ( 
2ixoPI 2iXoP2 ) (2i XOP l 2i XOP2 ) 
x exp - ,,-, - - - r.- + exp - - r.- + - r.-
(B.13) 
where N is the normalisation factor and is given as 
(B. 14 ) 
The normalisation factor has absorbed the coeffi cient resul ting from the previous inte-
gration. 
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Appendix C 
Mathematica Code 
C .l Definitions 
There were a number of functions written for easy extensibility and re-use of the code. 
This proved to be useful and fl exible when used for manually investigating the classical 
path for a given system. Here the functions are listed with comments. It is assumed that 
]\Ilathematica's syntax is understood by the reader. There are several excellent printed 
and electroni c resources for someone interested in learning about Mathematica [45J I. 
Initia.l testing of t he effectiveness of Mathematica's buil t in functions was performed. 
Consequent ly, it was discovered that the global minimum , or at least the small est value 
of the function which was able to be found , was rarely returned from all the available 
minimisation functions. To deal with this problem, all available minimisation methods 
were used and t he best results kept . Usually it was the case that I,he differences between 
minimisations were very small , but not a lways. With no method of predicting which 
minimisation function was best for a particular case, it was decided to proceed with 
cont inuing to use all functions; this is refl ected in the functions presented below. 
M inimiseN 
MinimiseN[f_,v_l :~Module[{m,mins~Array[m,4l}, 
mins [[1] ] =NMinimize [f. v . Method---? {IIRandomSearch 11 , "SearchPoints " -+ 
250}l; 
mins [[2J 1 ~NMinimize [f, v ,Method-> "SimulatedAnnealing"l ; 
l This is available on the web for free at. http://documents . wolfram. com/mathematica/book/ 
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mins [(3] J=Nr1i nimize (t, v,Method "DifferentialEvolution"]; 
mins((4J]=NMinimize(t,v,Method-. "NelderMead"] ; 
mins 
]; 
C.l Defini tions 
The MinimiseN function finds the minimum ol" the [unction f which is dependcnt on the 
vari ables v using all of the avai lable numerical minimisation functions RandomSearch , 
SimulatedAnnealing, DifferentialEvolution and NelderMead. These are a ll built 
into Ivla thcmatica's NMinimize function . All minimisation results are stored in the 
army mins which the function returns. For more information on any of the standard 
minimisation functions please refer to t he Mathematica documentation , e.g. (45). Ct was 
discovered that in general the RandomSearch method was the best. 
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- - - -- --------------------------------------
MinimiseAll 
MinimiseAII[f_, v_) := Module[{mins}, 
mins = MinimiseN[f, v); 
Append [mins, Minimize [Sre, Join[ql, pI))); 
); 
C.l Definitions 
MinimiseAll l"eturns an array containing the results of all of the minimisation methods, 
for the function f using the variables v. After calling the MinimiseN function and 
appending the result of the Minimize function , all of the minimisations are returned as 
an array. 
BestMinimise 
BestMinimise [mins_) : =mins [[BestMinimiseMethod [mins] [[1)]]) ; 
This function returns a list of the smallest minima from t he results in the array mins. 
The Bestt1inimiseMethod is called to find the location of the best result within the 
mins array. 
B estMinimiseAll 
BestMinimiseAIl[f_, v_J := Module [{m, mins 
mins = MinimiseAII[f, vJ; 
BestMinimise[minsJ 
) ; 
Array [m, 5]} , 
The function returns the smallest minima from all available minimisation functions, by 
passing the [unction f and mins to MinimiseAll. One, Or more (identical) , results may 
be found. 
B estMinimiseN 
BestMinimiseN[f_, v_J := Module[{m, mins 
mins = MinimiseN[f, vJ; 
BestMinimise[minsJ 
) ; 
Array [m, 5J}, 
Returns the smallest minima from the function f and variables mins given by running 
MinimiseN, i. e. from t he numerical minimisation functions only. 
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C.1 D efinitions 
BestMinimiseMethod 
BestMinimiseMethod[mins_] := Flatten[Take[ 
Posi tion [mins, Min [Take [mins, Length [mins], 1]]], 
]l; 
Length [Posi tion [mins, Min [Take [mins, Length [mins], 1]]]], 
1 
Returns a list of t he minimisation methods that produced the smallest (identical ) minim a 
from the resul ts given in mins. The output is a list of integers 1- 5 , each one associated 
with a minimisation function, according to the ordering determined by the MinimiseAll 
funct ion: 
1. NMinimize (RandomSearch) 
2. NMinimize (SimulatedAnnealing) 
3. NMinimize (DifferentialEvolution) 
4. NMinimize (NelderMead) 
5. Minimize 
P lotMin 
PlotMin[min_, df_Integer: 0] .= Module [{psize 
g2, g3, g4}, 
0.02, midp, pathi, gl, 
SetOptions[ListPlot, DisplayFunction-.Identity]; 
midp = {{(min[[2]] [[L + ill [[2]] + min[[2ll [[2 L]] [[2]])/2, (min 
[[2]] [[1]] [[2ll + min [[2ll [[L]] [[2]]) /2}}; 
pathi = Table [{min [[2]] [[L + ill [[2]], min [[2]] [[ill [[2] J}, {i, L}]; 
gl ListPlot[pathi, PlotStyle-;{PointSize[psize], Hue[O]}]; 
g2 ListPlot[{{q, p}}, PlotStyle-;{PointSize[psize], Hue[0 .7]}]; 
g3 ListPlot[midp, PlotStyle-;{PointSize[psize], Hue[0.3]}]; 
g4 Show[Graphics[Table[Text[n, pathi[[n]], {-2.5, a}, Background-; 
GrayLevel[l]] , {n, L}]], DisplayFunction-;Identity]; 
Show[g3, gl, g2, g4, ImageSize-.400, DisplayFunction-; If[df 1, 
$DisplayFunction, Identity]] 
l; 
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C.1 D efini tions 
(b) 
Figure C. l: Example of the output from the PlotMin function; (a) output from the 
function (b) output combined with a plot of the P -fu nction for this system. The phase 
space point being examined is shown in blue, the mid-point between the ends of the 
path is displayed is green, and the points of the path themselves are shown in red with a 
numerical label to indicate their order. Path points 1- 3 can not be seen on t his plot as 
they lie underneath the subsequent points. The mid-point of the ends of the path can 
also not be seen as the start and end of the path exactly coincide, and lies below these. 
This function produces a graph of the path in phase space, using the minimisation 
passed to it via the min variable, which is the minimtun path calculated via one of t he 
other methods. Several Graphic s objects are combined to produce the final output; gl 
is the ListPlot of the points of the path, g2 is a ListPlot of the phase space point, 
g3 is a ListPlot of the mid-point of the path , and g4 is a Graphic s object containing 
numbering labels for each phase space point . The function always outputs a Graphics 
object , however the df parameter determines whether the output is rendered to the 
screen, with df=l for display and df=O for no display. This is particularly useful for 
versions of Mathematica 5 and below. The no display setting is useful if the output will 
be used in other graphics operations. An example of the output from this fnnction is 
shown in Figure C. l. 
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C.2 Finding the Wigner Function 
C .2 Finding the Wigner function 
This section demonstrates the use of the functions defined above. The code shown is not 
the most elegant possible solution, as a re-write of the code in an optirnisation attempt 
produced the same result in four li nes . However , the following code is shown as it is 
believed that its method is clearer to the uninit iated reader. Comments are provided in 
the code between starred brackets (* *) as is the convention within Mathematica. 
(* Turn off unnecessary error warnings *) 
Off [General: :spell1 , General : :spellJ ; 
(* C!ears variab!es to e!iminate prob!ems from previous runs *) 
Cl ear[qi, pi, ql. pI , q. P. mins, Q'C, / . , C, "P*", "Sre ll ] 
(* L is the number of points on the path *) 
L = 7; 
(* a is the phase space point under investigation. VariabLes ending in 
"e", e.g .• £l e are complex conjugates *) 
a := q/(2 r) + i /h r p; ac : = q/(2 r) - i/h r p; 
(* q! and p! are the components of the phase space points, with I 
containing the who!e path as an array *) 
ql = Array [qi, LJ; pl = Array [pi, LJ; mins = Array [m, 5J; 
r = Table[ql[[x]]/(2 r) + i/k r pl[ [x]] , {x, L}J ; 
rC = Table[ql[[xJJ /(2 r) - i/h r pl[[xJJ, {x, L}J; 
(* P function, here it is shown for the Morse potentia! *) 
PH = Table [~/L (De (1 + Exp[(-a2 h)/(m w) J Exp [-2 a ql[[xJJJ 
2 Exp[(-a2 r, )/(4 m w)J Exp[-a ql[[xJ]] ) 
+ pl[[x]]2/(2 m) - Ch w)/4) , {x, 1, L}]; 
(* Rea! and imaginary parts of the action . These are defined in ear!ier 
sections *) 
Sre = Expand [Factor [ 
1/2 Sum[(r [ [kJ J - r [[k - 1]] ) (r e[[kJ J - r e[ [k - 1J J), {k, 2, L} J 
+ 2 (a - ( r [[l]] + r [[LJJ )/ 2) (ac - ( r c[[l]] + r c[[LJ])/2) 
+ Sum [PH [ [j]], {j , 1, L}]] 1 ; 
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C.2 Finding the Wigner function 
Sim = Expand [Factor [ 
i ( a "(c[[ l )] + (Xc "( [[L]] - "(c[[l]] "( [[L]] - a e "( [[1)] - a "(c[[L]] + 
"( [[1]] "(e[ [L]]) 
+ i/2 (Sum[-yc[[k]] -y [[k - 1]] - -y [[k]] -ye[[k - ll], {k, 2, L}] 
+ -ye[ [lll "( [[L]] - -y [[lll "(e[ [L]])]] ; 
(* Initialise variables and clear those which may have been used for a 
previous run *) 
w =l; f3 =l;n=O;h 1; 
r 1/(2 m h w) -(1/2); 
a = (1/(2 De»- (1/2); iq 1; Clear [qi , pi, wre, vim]; 
(* Define the area of phase space under investigation *) 
qmin = 10; qmax = 20 ; qint 
qsteps = IntegerPart[(qmax - qmin)/qint + 1]; 
pmin = -5; pmax = 5; pint = 1; 
psteps = IntegerPart [ (pmax - pmin)/pint + 1] ; 
(* Produces the labels for the q and p aXes for the ListPlot 
Path *) 
qtieks = Table [{i, qmin + qint (i 1n, {i, qsteps}] ; 
pticks = Table[{i , pmin + pint (i In, {i, psteps}] ; 
of the 
(* Creates three 2D arrays for the results of the real and imaginary 
parts of the action, and one for the smallest minimisation method 
used at that phase space point, for determination of the 
"best" function *) 
Wre Array [wre , {psteps, qsteps}]; 
Wim Array[wim, {psteps, qsteps}]; 
minmethod = Array [mp , {psteps, qsteps}]; 
(* The main loops of the program; the loop over p is nested in a loop 
over q to cover the area of phase space defined in the variables 
above *) 
For [q = qmin, q < qmax , q += qint, 
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ip = 1; 
For[p = pmin, p < pmax, p += pint, 
mins = MinimiseN[Sre, Join[ql, plll; (* finds the path which 
minimises the action *) 
minpos = BestMinimiseMethod[minsl; (* stores the minimisation 
function(s) which found the smaLLest action *) 
min = mins[[minpos[[l))ll; (* extracts the smaLLest minimisation *) 
Wre[[ip, iqll = min[[l)); (. stores the vaLue of the reaL part of 
the action *) 
Wim[[ip, iqll = ReplaceAll[Subscript[S, iml, min[[2lll; (* evaLuates 
and stores the imaginary part of the action .) 
ip++; 
1 
iq++; 
1 
Once the code above has been run , it is then simple to display the resu lt : 
ExpWre=Map[Exp,-Wrel; 
ExpWim=Map[Re,Map[Exp,-i Wimll; 
ListPlot3D[ExpWre ExpWim, PlotRange -; All, 
ImageSize -; 400, Ticks -; {qticks, pticks, Automatic}, 
AxesLabel ---Jo {!Iq". "p", "e-S,,}]; 
The arrays are first mapped onto new arrays by ta.king t he exponential of each element 
of the original arrays. The ListPlot3D function then displays the approximation of the 
Wigner function , 
W(a) '" exp ( Re 52';" [a]) x Re [ exp ( - i (Im 5fl;" [a]) ) 1 
== exp ( Re 5Z';" [a) ) x cos (Im5Z,;n[a]). 
(C.l ) 
The left product describes the shape of the distribution and the right determines the 
ampli tude a nd sign. All example of the output from t his command is shown in Figure 
C.2 
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C.2 Finding the Wigner function 
1.5 
s 
Figure C.2: An approximation of the Wigner function as determined by minimisation 
code written in Mathematica. 
100 
Appendix D 
Microsoft Excel Code 
lI cre Lhc minimisation performcd lIsing Microsoft Exccl is documented. A standard 
installa tion of Excel does not have the functionality required to minimise a function 
by changing Lhe variables it dcpcnds on. The Solver Add-In I provides thc ability 1.0 
perform these minimisations. 
A sprcadsheet was set-up which calcul atcd t he value of the real and imaginary parts 
of" "dine-" acl ion, dcpending OIl I !Jp co-ordinates of t!Jc path and the point in phase 
space under investigation. Solver was Lhcn able to change the cells, storing Lhe co-
ordinates of the path. to find the minimum of the action; thus finding the classical path 
for that point in phase space. This spreadsheet is shown in Figure D.l. 
A Vi ual Basic macro was used to automate the process of finding the classical path 
for each point in the area of phase 'pace specifi d. This macro is presenteci below for 
completeness of the method used. 
Private Sub CommandButtonl_Click() 
Application.Run "Solver.xla!Auto_Dpen" 
ProgressBarl.Value = 0 
Cells(10, 13) . Value = 0 
' Clear Co-ordinate Cells 
Range(Cells(ll, 2), Cells(30, 3» .Clear 
1 For morc information on the Solver Add-in please sec, for instance, Microsoft's documentation 
available on-line: http://office .microsoft . com/en-gb/excel 
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Figure D.l: Screenshot of Excel worksheet used to find the classical path of each point 
in phase space for a given action, Cells shaded in purple are the co-ordinates of the 
phase space point under investigation, blue cells represent the co-ordinates of the path 
and yellow cells define the area of phase space to investigate, The real and imaginary 
parts of the action are calculated by the green and orange cells respectively. A graph 
visualises the path in phase space, 
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)InitiaLise variables 
Dim i As 
Dim j As 
Dim c As 
Dim cc 
i = 0 
j 0 
c 0 
cc = 0 
As 
Integer 
Integer 
Integer 
Integer 
Worksheets ("Sheet1") . Activate 
'Copy range variabLes from worksheet 
pmin 
pmax 
Cells(3. 13) . Value 
Cells(3. 14).Value 
pstep = Cells(3. 16).Value 
xmin 
xmax 
Cells(3. g).Value 
Cells(3. 10).Value 
xstep = Cells(3. 12).Value 
)Write Axes on resuLts worksheets 
For p = pmin To pmax Step pstep 
Worksheets( "Re") .Cells(2. 3 + i). Value p 
Worksheets("Im") .Cells(2. 3 + i) . Value p 
i = i + 1 
Next p 
i = 0 
For x = xmin To xmax Step xstep 
Worksheets("Re") .Cells(3 + i . 2) .Value = x 
Worksheets("Im").Cells(3 + i. 2) .Value = x 
i = i + 1 
Next x 
'Set-up SoLver 
ct = 10 + Cells(l. 2).Value 
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SolverOk SetCell: =Range ("123") , MaxMinVal: =2, 8yChange: =Range (Cells (11, 
2), Cells(ct, 3» 
'Options: quadratic ff extra precision 
SolverOptions MaxTime:=100, 1terations:=100, Precision:=O.OOOOOl, _ 
AssumeLinear :=False, StepThru:=False, Estimates:=2, _ 
Derivatives:=l , SearchOption:=l, Scaling:=False, _ 
Convergence:=O .OOOOl, AssumeNonNeg:=False 
i = 0 
'Main Loop 
For p = pmin To pmax Step pstep 
Cells(3, 7).Value = p 'change phase space point aLong p axis 
For x = xmin To xmax Step xstep 
Cells(3, 6).Value = x 'change phase space point aLong x axis 
Range ( "Bll :C20") .ClearContents 'CLear x_ Land p_ L vaLues 
, SoLve the modeL but do not dispLay the SoLver Resu!ts 
dia!og box . 
SolverSolve UserFinish:=True 
, Finish and keep the final results . 
SolverFinish KeepFinal:=l 
'Up date progress bar every 50 cycles 
If c = 50 Then 
pp = cc I (Cells(6, 15).Value - 1) 
Cells(10, 13).Value = pp 
ProgressBar1 .Value = pp 
c = 0 
End If 
c = c + 1 
cc := cc + 1 
'Calculate Wigner function value for phase space point 
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RealExponential = Exp ( -Cells (23, 9).Value) 
Worksheets ("Re") . Cells (3 + j, 3 + i) . Value Real Exponen1:ial 
Worksheets("Im" ).Cells(3 + j, 3 + i).Value Cos(Cells(24,9) . 
Value ) * RealExponential 
j j + 1 
Next x 
j D 
i = i + 1 
Next p 
ProgressBari.Value = 1 
Cell s(lD , i3).Value = 1 
End Sub 
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Appendix E 
Operator ordering code 
An anti-orderi ng lvIathemat ica fu nction was used to assist in t he large number of opera-
tor ordering operations which were performed. T his function is a mod ification of the 
excellent normal ordering code by A. Schnyderl. Extra fu nctionality was added to 
produce results with more convent ional operator symbols, to ease legibili ty. The results 
which the code produced were carefu lly checked by hand to be correct. 
The ant i-normal ordering function AntiNormalOrder is used by calling it in the 
usual way; e.g. AntiNormalOrder[exprJ where expr is t he expression to perform t he 
ord ering on, with c representing a creation operator at and a representing an annihilation 
operator a. This funct ion signi ficant ly reduced t he time needed to calculate P -functions 
containing many powers of linear combinations of ra ising and lowering operators. 
The Beautify [exprJ function was written to make an expression expr containing 
the creation and annihil ation operators, c and a respectively, easier to read. This func-
tion replaces lvIathematica's non-commutative multiplication operator ** with a mu lti-
pl ication operator *, which appears as a space between variables. The c symbol is re-
placed by t he symbol at. T he ano [exprJ function simply calls t he AntiNormalOrdering 
fun ct ion and passes its output to Beautify, thus orderi ng the expression and presenting 
in a pleasant form . 
To use these fun ctions, t he package fi le 'Ant iNormaIOrdering.m' should be placed in 
t he Add-on directory of t he lvIathematica installation , or any other directory included 
in t he $Path variable. 
lA. Schnyder, Switzer land. E-mail: atair@datacomm.ch 
'NVvW: http ://home.datacomm. ch/atair/physics/no/ 
106 
AntiNormalOrdering.m 
BeginPackage["AntiNormalOrdering'''l 
(**(c) March 2000 by A. Schnyder, Switzerland . E-mail: atair@datacomm.ch 
WWW: http ://home. datacomm . ch/atair/physics/no/**) 
(**Ha cked by Neil Lindsey 2007 - to add anti-normal ordering**) 
AntiNormalOrder: : usage = "AntiNormalOrder [expr 1 normal orders a sequence 
of annihilation & creation operators. c denotes the creation, a the 
annihilation operator. Visit the home page of the package 
'NormalOrdering': http://home.datacomm.ch/atair/physics/no/.'' 
Begin [" t Pri vate t "] 
AntiNormalOrder[op_l . = 
Module [{i ,1 ,r}, 
] 
(***Split expression and save in list 1***) 
l={} ; 
r=O; 
If [MatchQ[op,x_+y_l , 
1 ; 
Do[l=Append[l,Part[op, ill ,{i,Length[opl}l, 
l=Append[l,opl 
Do [l[ [ill =1 [ [ill / /. {x_ -y_ ->x**x- (y-l)} , {i, Length [l]}] ; (**remove 
powers**) 
Do [ 
If [MatchQ [1 [ [i ]l ,x_ *y _l , 
), 
r=r+Part [1 [[i]] , l]*bracket [Part [1 [[i]] , 2]] , 
r=r+bracket [l[[i]]] 
{i , Length [I]}] ; 
Expand [r] 
bracket [brexp_l := 
(**bracket[] removes all brackets in expression**) 
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Module[{l,t,k,i}, 
l={}; 
t=brexp; 
t=t//.{(k_.*x_+v_+w ___ )**(z __ )->k*x**(z)+(v+w)**z}; 
t=t//.{(z __ )**(k_ . *x_+v_+w ___ )->k*(z)**x+(z)**(v+w)} ; 
t=t//.{(x_*v_)**w __ ->v*x**w}; 
t=t//.{w __ **(x_*v_)->v*w**x}; 
t=Expand[tJ; 
k=O; 
(**SpLit into products**) 
If [MatchQ [t, x_ +y _J , 
l; 
Do[l=Append[l,Part[t,iJ] ,{i,Length[t]}J, 
l=Append [l, tJ 
(**Perform the ordering**) 
Do [ 
J 
If [MatchQ [1 [[il J ,x_ *y _J , 
J , 
k=k+Part [1 [[iJ J ,1J *ord [Part [1 [[iJ J ,2J J , 
k=k+ord [1 [[il J J 
{i, Length [lJ } J ; 
Expand[kJ 
ord[expcJ := 
(**ord[] anti-normaL orders a simpLe product of a and c, that contains 
no powers**) 
Module[{i,j,t,l}, 
l={}; 
sign={} ; 
l=Append[l,exprJ; 
i=l ; 
Do [ 
If [AtomQ [1 [[il J J , 
Null, 
t={}; 
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l. 
Do[t=Append[t,Part[l[[i]] ,j]] ,{j,Length[l[[i]]]}]; 
l=ReplacePart[l,t , i ] ; 
sign=Append[sign,l]; 
{i, Length [I]}] ; 
(***Anti-Norma l ordering***) 
While [i<=Length[l] , 
If [MatchQ [l [[i]] ,{x ___ ,Global'c,Global'a ,y ___ }], 
t=l[[i]]/.{{x ___ ,Global'c,Global'a,y ___ }->{x,y}}; 
l=Append[l,tJ; 
sign=Append[sign,-l*sign[[i] ]] ; 
l[[i JJ=l[[i JJ /.{{x __ _ ,Global'c,Global'a,y ___ }->{x, 
Global 'a ,Global'c,y}}, 
i++ 
J 
J; 
(***Make expression from list***) 
Do [ 
If [1 [[i] J ==={} , 
l. 
1[[;]J=l, 
If[l[[iJ]==={Global'c}, 
l[[i]]=Global'c , 
If[l[[iJ]==={Global'a}, 
l[[i]]=Global'a, 
J 
J 
l[[ i ]]=Apply[NonCommutativeMult i ply , 
1[[i]]] ; 
{i, Length [I]}] ; 
(**make powers**) 
Do[1[[i]]=1[[i]]II.{x_-y_ .**x_->x-(y+1)},{i,Length[lJ}J; 
(**apply signs to all terms**) 
l .sign 
J 
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(''''Beautify [] makes the expression easier to read**) 
Beautify [expr_] :=Module[{t}. 
] 
t=expr//.c_ . x_**y_->x y/.x_ . NonCommutativeMultipl y[y_]->x y; (**get 
rid of ug ly '**' charact ers**) 
StringReplace [ToString[t.StandardForm]."c "-> "at ,,] (**repla ce c's with 
creation opJ s **) 
(** ano[J performs the anti-normal ordering and outputs a nice looking 
result **) 
ano[expr_] :=Module[Beautify [AntiNormalOrder[expr]]] 
End [] 
EndPackage [] 
llO 
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