In modern computed tomography ͑CT͒ there is a strong desire to reduce patient dose and/or to improve image quality by increasing spatial resolution and decreasing image noise. These are conflicting demands since increasing resolution at a constant noise level or decreasing noise at a constant resolution level implies a higher demand on x-ray power and an increase of patient dose. X-ray tube power is limited due to technical reasons. We therefore developed a generalized multidimensional adaptive filtering approach that applies nonlinear filters in up to three dimensions in the raw data domain. This new method differs from approaches in the literature since our nonlinear filters are applied not only in the detector row direction but also in the view and in the z-direction. This true three-dimensional filtering improves the quantum statistics of a measured projection value proportional to the third power of the filter size. Resolution tradeoffs are shared among these three dimensions and thus are considerably smaller as compared to one-dimensional smoothing approaches. Patient data of spiral and sequential single-and multi-slice CT scans as well as simulated spiral cone-beam data were processed to evaluate these new approaches. Image quality was assessed by evaluation of difference images, by measuring the image noise and the noise reduction, and by calculating the image resolution using point spread functions. The use of generalized adaptive filters helps to reduce image noise or, alternatively, patient dose. Image noise structures, typically along the direction of the highest attenuation, are effectively reduced. Noise reduction values of typically 30%-60% can be achieved in noncylindrical body regions like the shoulder. The loss in image resolution remains below 5% for all cases. In addition, the new method has a great potential to reduce metal artifacts, e.g., in the hip region.
I. INTRODUCTION
X-ray computed tomography ͑CT͒ has been an essential diagnostic tool for three decades. The introduction of spiral CT, which made true three-dimensional ͑3D͒ data acquisition available, further increased its importance. 1 It became possible to scan complete organs with an isotropic spatial resolution during a single breathhold. The introduction of multi-row detector systems in CT in 1998 further reduced scan time and allowed to acquire data for larger volumes at higher z-resolution due to the simultaneous acquisition of M slices. Future developments will probably lead to the socalled cone-beam CT scanners -CT systems that have a high number of simultaneously measured slices -which will improve the overall performance even more.
Nevertheless there is a drawback in CT. To measure the line integrals the patient must be exposed to x-rays. The dose values for typical examinations nowadays lie between 50% and 500% of the annual natural background radiation exposure. 2 Future developments aim at increasing the ͑iso-tropic͒ spatial resolution while keeping the image noise level and thus the contrast detectability constant. As a consequence, the patient dose must be increased. Increasing dose in turn requires an increase of x-ray power, even when considering that the cone angles will increase in the future allowing one to make more efficient use of the available x-ray flux.
It can easily be seen that dose will become an increasingly important problem in the future, on one hand for patient reasons, and, on the other hand, regarding the limited x-ray power. Thus, there is a strong need for dose reduction while keeping the image quality constant.
A very effective way to do so is to adapt the tube current to the anatomy of the patient: For projection angles with high attenuation ͑typically the lateral direction͒ the tube current has to be increased and for angles with lower attenuation ͑mainly anterior-posterior͒ it can be decreased with respect to its nominal value. Corresponding studies show that this yields mAs reduction values of up to 50% and a very homogeneous image noise distribution. [3] [4] [5] Although this method is close to the optimum it is limited due to ͑a͒ the tube current's inertia ͑because the current cannot be varied arbitrarily fast͒, ͑b͒ the fact that the tube current influences complete projections only ͑which will become a more important fact when going to area detector systems͒, and ͑c͒ the inability to retrospectively adjust the noise level.
We therefore propose a method that allows one retrospectively to locally adjust the noise level in the projections and to drastically reduce image noise as well as anisotropic im-age noise structure. The method originally aimed at reducing metal artifacts in the hip region, 6 where it proved to be useful for dose reduction purposes as well. This adaptive, i.e., local filtering, approach can be used as a ''stand-alone'' tool or it may be used in combination with the online current control which might become the most effective means to reduce patient dose.
Since it is widely known that streak artifacts in computed tomography may result from quantum noise statistics in highly attenuated projections there have been a number of adaptive filtering approaches in the literature. Some of them operate in the raw data domain, e.g., Refs. 7-9, others try to improve the image quality in the spatial domain. 10, 11 Operating in the spatial domain is an image postprocessing technique which cannot make use of the measured attenuation values and the photon statistics. Better results are obtained when filtering is performed in the raw data domain. Suggested filter types are running mean filters, boxcar filters, trimmed mean filters, median filters, etc. All proposed rawdata-based methods have in common that the filtering is restricted to the detector row direction. In other words, filtering is done within a given projection only. Some methods are local in the sense that for each complete projection a specific convolution kernel is chosen, 12 others are local in the sense that for each data value within a projection a local filter function, which uses neighboring channels, is used. This includes the use of wavelet decompositions as well as windowed Fourier methods. 9 The weakness of these approaches, besides the fact that filtering is performed in one dimension only, lies in the computational inefficiency: Fourier or wavelet transforms are rather complex procedures that might add significantly to the total reconstruction time.
We present a new pragmatic approach: For data points that suffer from photon starvation a local filter ͑here an up to three-dimensional triangle function͒ is applied to average between neighboring data points. To balance between improved photon statistics and image resolution we do not only use neighboring data points in detector row direction ͓one-dimensional ͑1D͒ filtering͔ but also incorporate neighbors in view direction ͓two-dimensional ͑2D͒ filtering͔ and, if available, in the z-direction ͑3D filtering͒. 6, 13, 14 There are two reasons for this multi-dimensional approach. ͑a͒ Using three filtering dimensions improves the photon statistics with the third power of the applied filter width ͑instead of linear with the filter width as in the 1D case͒. ͑b͒ CT is a true 3D imaging modality where one should aim at uniform resolution compromises in all three dimensions instead of only compromising the in-plane resolution and, consequently, it is advantageous to use smaller filters in the detector row direction while incorporating filters in the view and/or z-direction.
Reconstructions of measured as well as simulated 2D and 3D data are presented in this paper using the new adaptive filtering approach. Comparison is always performed relative to the original reconstruction; difference images highlight the modifications introduced by the new method. Image noise ͑standard deviation of the pixel values͒ and spatial resolution ͓5% value of the modulation transfer function ͑MTF͔͒ are quantified and, in addition, displayed using so-called and images, which give the distribution (x,y) of image noise and (x,y) of spatial resolution, respectively.
Additional examples show the potential to reduce metal artifacts ͑especially in the hip region͒ and the capability of processing true cone-beam data.
II. MATERIALS AND METHODS
Notations and definitions used throughout this paper are given in the following. Spiral as well as sequence scans were performed with subsecond rotation times on the CT scanners SOMATOM PLUS 4 and SOMATOM Volume Zoom ͑Siemens Medical Systems, Erlangen, Germany͒. The 2D and 3D adaptive filtering algorithms were implemented as a data preprocessing step in the raw data pipeline followed by z-interpolation, rebinning to parallel coordinates, and filtered-backprojection procedure.
Cone-beam data were simulated using a virtual scanner with in-plane geometry equivalent to our real scanners. Table  increment and slice thickness were dϭ64 mm and S ϭ1 mm, respectively. These settings require the number of detector rows to be M ϭ43. Cone-beam reconstruction was done with the ASSR ͑Advanced Single-Slice Rebinning͒ algorithm 15 that performs rebinning to parallel data corresponding to tilted reconstruction planes followed by a 2D reconstruction and an interpolation step onto Cartesian coordinates. Phantom definitions as well as the method to add artificial quantum noise to the raw data were taken from the worldwide phantom database at http://www.imp.unierlangen.de/forbild.
All reconstruction algorithms are implemented on a standard PC with the dedicated reconstruction and image evaluation software ImpactIR ͑VAMP GmbH, Möhrendorf, Germany͒; reconstruction time lies below 2 s per image on a dual 700 MHz Pentium CPU with 512 Mbytes of memory.
III. ADAPTIVE FILTERS
To generalize the formulation of the filtering equations for various scanning geometries ͑and thus various ray variables͒ we use the pseudovariable and formulate our equations as a 1D adaptive filtering. can stand for any variable describing the ray, e.g., it can denote ␤, which is the ray's angle within the fan, or it can stand for the fan geometry projection angle ␣.
The following sections describe how the filtering is carried out, how the filter widths are set as a function of a given, view dependent threshold T, how to replace the pseudoparameter by physical variables, and how the threshold function is determined as a function of the underlying object or anatomy.
A. Filtering equation
The adaptive filtering proposed here is a local smoothing with a filter function f ⌬ of characteristic width ⌬ such that this width is a function of the attenuation value p() that is currently being smoothed:
For the sake of simplicity we will neglect the discrete nature of the measured data since the sampling distance will be taken into account in the following, when deriving explicit formulas for the various filter functions. We can now formulate our approach as the filter integral
Various filter functions f are possible but it has turned out that our method is quite insensitive to the exact shape of the filter function and thus we limit our description and analysis to a triangular filter function:
͑2͒
The function p() is not known for all but rather at discrete positions l ϭ 0 ϩl only. Assuming the nearestneighbor interpolation
continues the discrete data onto R. Inserting Eqs. ͑2͒ and ͑3͒ into Eq. ͑1͒ yields
where we have used the identities II(/ )ϭ II * (), ⌳(/⌬)ϭ⌬II ⌬,⌬ ** (), and II a,b ** * II c *ϭII a,b,c *** , which are given in the Appendix by recursive definition. A useful ex-plicit expression of II a,b,c *** can be found in the Appendix. In the limit ⌬→0 the adaptive filtering will reduce to the nearest-neighbor interpolation ͑3͒, which means that no filtering is done at all.
Since the adaptively filtered raw data are resampled again at the grid l to be fed into the image reconstruction software the kind of interpolation used in Eq. ͑3͒ does not play a significant role. Nevertheless it may sometimes be useful to resample the adaptively filtered projection at a different grid. For example, when incorporating the adaptive filters into the rebinning step from fan-beam geometry to parallel-beam geometry it is necessary to sample the equidistant grid (␤ i ,␣ j ) at nonequidistant steps to gain the parallel coordinates at equidistant ( i , j ). Especially in this rebinning procedure a linear interpolation is used frequently. For completeness, we also give the corresponding filtering equations assuming the linear interpolation
is used to continue the discrete data. The final adaptive filter equation then is
The corresponding explicit expression of II a,b,c,d **** is given in the Appendix to allow for an easy implementation.
B. Width settings
Since adaptive filtering aims at reducing the image noise and since image noise is dominated by highly attenuated projection data the filter width setting will be performed using a threshold T in the following binary manner:
We have also investigated the possibility to vary ⌬ continuously from zero to the maximum but no improvements as compared to the above-proposed binary setting have been found. If the projection value is too low, the filter width is set to zero ͑no filtering and no modification of the data͒.I ft h e attenuation exceeds the threshold the filter width is set to a maximal value. Typical values lie in the range р⌬ max р5, where again represents the sampling distance along the coordinate . The lower limit ensures that the adaptive filtering has a visible impact on the image. It turns out that exceeding the upper range introduces unacceptable artifacts and blurring in the images.
C. Switching to physical variables
In the following, two examples of how the adaptive filtering is carried out with realistic variables are given. In principle, this corresponds to substituting the pseudovariable with the physical beam coordinates of the respective scan geometry.
2D adaptive: Sequence raw data p(,) in the parallel domain ͑ is the ray's angle with respect to the coordinate axes, is the ray's distance to the center of rotation͒:
3D adaptive: Multi-slice or cone-beam raw data p(␣,␤,b) with cylindrical detector geometry ͑␣ is the view angle, ␤ is the ray's angle within the fan, b parametrizes the detector in z direction͒:
Other generalizations, such as adaptive filtering of fanbeam sequence raw data or such as incorporating the adaptive filtering into the z-interpolation procedure are straightforward and are omitted for convenience.
Without loss of generality, we assume in the following to have spiral cone-beam data p(␣,␤,b) available, which corresponds to the typical situation nowadays ͑spiral multi-slice data͒ and probably in the future ͑spiral cone-beam data͒.
D. Automatic threshold determination
The threshold setting should preferably be performed automatically. Since the attenuation properties of a complete volume change significantly as a function of the view angle ␣ ͓and thus of the z position, since zϭz(␣)͔ the threshold value will be a function of the current view: TϭT(␣).
The user, however, should not be forced to select more than one pseudoparameter, which we will call the filter strength. Let us denote this value by s and let us further demand 0рsр1 where sϭ0 stands for no filtering and s ϭ1 means ''full'' filtering.
According to our experience the image quality remains good as long as not more than a small fraction 0Ͻ f max Ӷ1, e.g., f max ϭ3%, of the raw data are modified within Ϯ90°of the current view. The resulting image quality will be sensitive to the choice of f max , values above 5% should be avoided to prevent blurred image regions and new image artifacts.
The adaptive filtering works well as long as the object's attenuation properties vary significantly during a rotation. This ensures that only a few hot spots corresponding to the direction of the highest attenuation will be modified by the algorithm. Since the attenuation properties are strongly related to the object's geometrical properties we will also speak of the object's eccentricity while being aware that this refers to the attenuation rather than the physical diameter of the object.
We want to avoid influencing views from many projection angles in the case of noneccentric objects in order to avoid image blurring. Consequently, the thresholding must also take into account the local eccentricity ⑀, a value which shall be 0 for circular objects and approach 1 for highly eccentric objects. A suitable eccentricity measure will be given in the following.
To be applicable during data acquisition, i.e., for real-time image reconstruction, the adaptive filtering and the threshold determination shall be computationally efficient and should use local ͑in z-direction͒ information only. Thereby we understand information within Ϯ90°of the current view because a data range of 180°contains all local information about the object of interest. Since the amount of photon starvation within each projection is well characterized by the maximum attenuation value within each projection, i.e., by sup p(␣,R,R) it suffices to regard this one-dimensional function instead of the complete raw data set to determine T(␣). To remove statistical fluctuations within the projection maximum function we compute a running mean thereof. The angular range covered by the running mean must be significantly smaller than 90°to preserve the eccentricity properties of that function. We chose a value of 18°by experience; the results, however, are insensitive to this specific choice.
Therefore we will base the threshold computation upon the smoothed projection maximum function, defined as follows:
p͑␣ ͒ª⌸ /10 * ͑ ␣͒ * sup p͑␣,R,R͒.
Since the complete automated threshold determination will be based on this function we will make no more use of single projection values p (␣,␤,b) .
Two important functions to define are the local minimum and maximum of p(␣):
Here, local means in the range of Ϯ90°of the current view.
We can now define an appropriate eccentricity measure. There are several possibilities. Either one regards the local standard deviation of p(␣) normalized by the local mean p(␣) * II *(␣) or one uses the eccentricity ⑀(␣)͓0,1) defined as
The latter approach has the advantage that the eccentricity values are normalized automatically whereas defining the eccentricity using the local standard deviation would require a global normalization of the resulting values. This, however, would require reading the complete data set before adaptive filtering can start, which would not allow for adaptive filtering during data acquisition. The quality of the adaptively filtered images, however, is not influenced by this specific choice of the eccentricity function.
Adaptive filtering should be avoided for ⑀(␣)Ϸ0 ͑circu-lar object͒ and increased as the normalized local eccentricity approaches 1. Typical eccentricity values are independent of the patient size but they depend on the anatomic level. Some are given in Table I .
Since values close to 0 or close to 1 do not occur for typical objects using ⑀ as defined previously to determine the amount of filtering would not allow to become specific enough for certain body regions since the lower and upper end of the interval ͓0, 1͔ would remain unused. Thus we define the truncated eccentricity which maps the eccentricity interval ͓⑀ 0 ,⑀ 1 ͔ to ͓0, 1͔:
The values ⑀ 0 ϭ0.3 and ⑀ 1 ϭ0.5 have turned out to be a good choice; the ⑀ window ͓0.3, 0.5͔ is mapped to ͓0, 1͔ in that case. This avoids filtering in the head and neck region whereas the effect of multi-dimensional adaptive filtering ͑MAF͒ in the other body regions is amplified. The degree of filtering shall depend on the truncated local eccentricity as well as on the chosen filter strength s. We thus define a local modification fraction as
and we determine the threshold T(␣) from
Since this expression is not an explicit one for T(␣) the inversion is performed numerically using a binary search technique to iteratively find the threshold resulting in the desired modification fraction. Figure 1 gives an expression of what the thresholding will look like for a typical patient. The multiplanar reformation ͑MPR͒ is given for orientation purposes only. The plots, correctly mapped to the MPR, depict the area between functions p Ϯ (␣) and a typical setting for the threshold T(␣). Moreover, the local eccentricity ⑀͑␣͒ is given as well as the truncation thereof. Since the modification fraction f (␣)i s a simple rescaling of the eccentricity function according to Eq. ͑5͒ it is not plotted explicitly. 
IV. RESULTS
Due to the huge parameter space available, the dependency of the adaptive filtering on the measured data, and considering the limited space in this article it is impossible to present comprehensive results for all possible situations. We will therefore present results by means of an example for one patient who has been scanned in the neck region. We will thoroughly analyze this patient, especially one reconstructed slice, and present the corresponding MTF and noise measurements. In addition to these quantitative results we will show and images to get a qualitative impression of the influence of the adaptive filters upon image quality.
Nevertheless, with our specific choice we have taken care -and verified -that the data being presented here are representative. The efficiency of the MAF approach using the specific parameters suggested here has been demonstrated in a clinical study for the shoulder region. 16 Studies of the thorax and pelvis region are under current investigation. The underlying assumption, however, is that the original data are noisy and that removing the noise will improve the image impression. For those scans which have been performed using a higher dose than necessary the adaptive filters cannot significantly improve the image quality.
Examples of true cone-beam data as well as patient data of a metallic implant are given in the last sections as well.
A. Images, difference images, and noise images
The image quality and the influence of the adaptive filters as a function of the filter strength can be judged best by regarding the images themselves and the difference images of the adaptively filtered data minus the original image.
Therefore we have prepared Fig. 2 , which shows reconstructed images (1024ϫ384 0.5 mm pixels͒ from a four-slice spiral scan with Sϭ1 mm and dϭ4m m ͑z-interpolation: 180°MFI with S eff ϭ1.25 mm͒. The slice presented is representative for the shoulder region; the filter strengths vary from sϭ0% ͑original͒, 25%, 50% to 100% using the filter width setting ⌬␣ max ϭ2␣ , ⌬␤ max ϭ2␤ , and ⌬b max ϭ2b. From those images it can be seen that the image noise and the noise structure have been reduced significantly already for sϭ25%. Although it appears that the 50% and 100% images introduce new artifacts a thorough comparison to the original images shows that this is not the case. These apparently new artifacts may have been overlaid by noise and noise structure in the original image and thus have probably been hidden. Removing the noise makes those structures more apparent.
The difference images given in the middle of ͑a͒-͑d͒ in Fig. 2 show that the adaptive filters have removed only noise but not any structure from the image. And it can be seen that the adaptive filters only influence those parts of the image which have been affected strongly by noise: The upper and lower regions of the difference images are zero since rays of highest attenuation do not contribute to these image parts.
The bottom images of Fig. 2 represent special noise images. Such noise images can in principle be obtained by scanning the object twice and by calculating difference images at the same z-position. However, the data used for this study are standard patient data with only one scan available and, moreover, dose considerations forbid scanning a patient twice. Above all, a second patient scan would pose matching errors due to patient motion between the two scans and thus yield questionable results when regarding difference images. Our way to produce noise images is to add artificial quantum noise to the measured data ͑assuming the variance of a measured value to be proportional to the expectation value, i.e., to its intensity͒ and to subtract two of those reconstructed images. The results are equivalent to measuring twice except for the negligible fact that the underlying mean value is taken from a measurement and thus subjected to noise. Within these noise images we can then perform region of FIG. 2. Adaptively filtered images ͑top͒, difference images ͑middle͒, and noise images ͑bottom͒ showing the original data ͑a͒ and AF images ͑b͒-͑d͒ with filter strengths of sϭ25%, 50%, and 100%, respectively. The difference images are calculated by subtracting the original from the AF images. The noise images show four ROIs ͑left, center, right, and upper͒, which were used to calculate the image noise ͑standard deviation͒. The open dots centered in those ROIs show the location of the delta objects which were simulated to quantify the spatial resolution. The results are given in Table II. ͑0/500͒ interest ͑ROI͒ evaluations to measure image noise. The locations of the four ROIs used for this specific slice are depicted in the noise images as well. The left, center, and right ROIs were chosen to lie directly in the areas which are modified by the adaptive filters whereas the upper ROI was chosen to be located in a region which is not.
The results of the noise evaluation ͑standard deviation measurement of a noise image ROI͒ are given relative to the original image ͓Fig. 2͑a͔͒ in Table II . It can be seen that even for the relatively low filter strength of 25% the image noise has been reduced by approximately 20%, i.e., to 80% of its original value. There is no significant difference between the left, the center, or the right ROI regarding the relative noise and the relative resolution, respectively. The values of the upper ROI are not influenced at all, as has been expected; they remain at 100%. The noise reduction values and thus the potential for dose reduction of course improve with increasing filter strength.
Multiplanar reformations give an even better impression of the adaptive filtering technique than the axial images. This is demonstrated in Fig. 3 , which shows a coronal MPR of the same patient. The filter strength varies from 0% to 100% in steps of 25%. Again, the image noise is drastically reduced. The corresponding difference images show the anatomic levels which are modified ͑particularly the shoulder region͒ and those which are left untouched ͑neck region͒. Sagittal MPRs are not given since the adaptive filters mainly reduce noise oriented in the lateral direction, visible in coronal MPRs.
B. Spatial resolution
As we have seen that the image noise and its structure can be greatly reduced by this new approach the natural question to ask is about the influence on image resolution. Typically, a reduction of noise by image smoothing goes hand in hand with a significant loss in resolution. Since the adaptive filters only modify a small fraction f within a 180°data interval it can be supposed that the image resolution is not reduced significantly.
To give quantitative results we have conducted the following experiment. We have simulated four raw data sets corresponding to delta objects located at the center of the ROIs given in Fig. 2 . Each of these delta phantoms underwent adaptive filtering while the filter operation ͑filter strength, threshold setting, etc.͒ was driven by the original patient raw data. Thus, the same operation that had been applied to the patient data was performed on the delta phantoms. For illustration purposes we have superimposed the traces of those four delta peaks with the sinograms corresponding to the slices shown in Fig. 2 . These sinograms, given in Fig. 4 , also show the hot spots of the adaptive filters, i.e., those points that have been modified since they exceed T(␣). Of course, these hot spots become larger as the filter strength increases. The only delta peak trajectory which is not influenced by the AF operation is the one corresponding to the upper ROI ͑cf. Fig. 2͒ . The size of the hot spots is given as the relative modification fraction f in Table II. After these virtual data have undergone adaptive filtering we have measured the PSF and SSP and performed a MTF calculation -this is the Hankel transform of the in-plane PSF -to qualify and to quantify the changes. Figure 5 shows the result for the left and central ROIs for the typical setting sϭ50% and ⌬␣ max ϭ2␣ , ⌬␤ max ϭ2␤ , and ⌬b max ϭ2b. The dotted graphs show the original PSF as a function of the distance r to the center of the delta object and the MTF as a function of spatial frequency u, respectively, the solid lines correspond to the AF data. The units are arbitrary, since comparisons are meant to be done relative to the original function; absolute resolution values shall not play a role here. There are two important points to be concluded from Fig. 5 . First, the point spread function hardly changes as compared to the original. In particular, the FWHM remains almost constant. Second, the first zero of the MTF -which is a measure of maximally achievable resolution -remains unchanged as well. The MTF itself is slightly reduced by the adaptive filters but, since this does not apply to the first zero value, this reduction can be compensated by choosing different convolution kernels.
To describe the influence of the parameters s, ⌬␣ max , ⌬␤ max , and ⌬b max we have prepared Fig. 6 where each of the parameters is varied while keeping the others constant. Results for the left and for the central ROI are given. The default values have been chosen quite extremely as s ϭ100%, ⌬␣ max ϭ2␣ , ⌬␤ max ϭ2␤ , and ⌬b max ϭ2bϭ2S. This extreme setting helps to emphasize the differences introduced by the various settings. The first case of increasing filter strength ͑upper row͒ obviously decreases the MTF. TABLE II. Relative noise, relative resolution, and modification fraction f for various filter strengths using ⌬␣ max ϭ2␣ , ⌬␤ max ϭ2␤ ,a n d ⌬b max ϭ2b. The values correspond to the left, center, and right ROIs as depicted in Fig. 2 . Values for the upper ROI are omitted since they are 100% always. The data correspond to the slice depicted in Fig. 2 Varying the filter width ͑second row͒ in view direction does not change the MTF in the center but for the off-center ROI. The ␤ filtering reduces the MTF for both the left and central ROIs ͑third row͒. The first zero of the MTF, defining the resolution limit, remains unchanged for all cases. We have omitted the cases for varying ⌬b max since the z-filtering does not influence the in-plane resolution at all. We do not show the MTFs for the right ROI which are similar to those of the left ROI and the results for the upper ROI which lies in a region which is not influenced by the adaptive filters. For completeness, the bottom row of Fig. 6 shows images of the PSF for the original unfiltered case and for the adaptively filtered case ͑using the default values͒. The artifacts in the close vicinity of the delta object are of the order of 1% of the delta peak maximum for the unfiltered original image and of the order of 5%-10% for the adaptively filtered image ͑AF͒. Similar to Fig. 6 which shows the in-plane resolution in terms of MTF for the center and left ROI we have prepared Fig. 7 , which shows the resolution in the z-direction as a function of varying ⌬b. The effects of the b-filtering on the SSP are very similar to the effects of ␣-and ␤-filtering on the in-plane PSF ͑cf. Fig. 5͒ ; a slight broadening of the SSP in the lower regions is observed.
Further on, we have quantified the image noise and the spatial resolution as a function of varying filter strength ͑Table II͒ and of varying filter widths ͑Table III͒. Using all three dimensions for adaptive filtering adds to the potential of noise reduction: As the last line of Table III shows, the lowest noise values can only be achieved when filtering is performed in all three dimensions. From line 5 of Table III it can be seen that filtering in view direction does not reduce the noise in the image center but only for the off-center ROIs.
C. Visualization of image noise and spatial resolution
The image noise values, the noise reduction, and the measurements of spatial resolution have, up to now, only been presented for four distinct locations ͑left, center, right, and upper ROIs͒. Although we had ensured the values given to be representative we additionally show the spatial distribution of image noise and of image resolution using and images to give a qualitative impression of the overall behavior.
The distribution (x,y) of image noise has been calculated using the laws of error propagation which, in principle, corresponds to a filtered backprojection of the variances of the measured data using a squared reconstruction kernel. The distribution (x,y) of spatial resolution has been calculated by performing simulations of delta objects for each position ͑x, y͒ and by computing the 5% value of the MTF. Thus, here we use the same method to quantify spatial resolution as we used in previous sections.
The results, corresponding to Fig. 2 , are given in Fig.  8 -the original and the adaptively filtered cases and the FIG. 4 . Sinograms showing the hot spots of the adaptive filters ͑homoge-neous light gray areas͒ and the traces of the four delta objects corresponding to the left, center, right, and upper locations ͑see Fig. 2͒ . As the filter strength increases, the hot spots become larger. The trajectory of the upper delta object does not cross the hot spots. Consequently, no loss in resolution is expected there.
FIG. 5.
Point spread function and modulation transfer function of the original, unfiltered delta phantom ͑dot-ted͒ and for the adaptively filtered delta object using the typical settings sϭ50% and ⌬␣ max ϭ2␣ , ⌬␤ max ϭ2␤ , and ⌬b max ϭ2b corresponding to ͑a͒ the left and ͑b͒ the center ROI.
corresponding quotient images rel (x,y) and rel (x,y). Regarding the image noise ͓Fig. 8͑a͔͒ it becomes clear that the distribution of the image noise has become more homogeneous after adaptive filtering. The quotient image shows those regions where image noise has not been changed ͑white͒ and those with a significant noise reduction ͑gray͒; the window settings were chosen such that ranges from rel ϭ0 are black ͑noise completely removed͒, rel ϭ1 white ͑noise at its original value͒, and the minimum values occurring around rel Ϸ0.3 are displayed as gray.
Spatial resolution ͓Fig. 8͑b͔͒ is constant for the original image ͑top͒ and slightly reduced for some regions of the adaptively filtered image ͑middle͒. The quotient image quantifies the loss of resolution. Please note the window settings: values range from rel ϭ0.9 ͑black, slight loss of resolution͒ to rel ϭ1 ͑white, no loss in resolution͒, the minimum value in the quotient image is rel Ϸ0.92.
Evidently, the and images confirm the results obtained from evaluating the four ROIs used in the previous sections quite well. Thus, the above-given quantitative values can be taken as representative. Image noise is greatly reduced in those regions corresponding to high attenuation. Spatial resolution is only slightly impaired.
D. Cone-beam CT
We have also used 3D adaptive filtering with medical cone-beam data to demonstrate its efficiency and its applicability for this case also. Figure 9 shows a simulated thorax phantom that has been sampled using a virtual 43-slice scanner with a table increment of dϭ64 mm per rotation ͑pitch 1.5͒. The algorithm used to reconstruct the adaptively filtered data is the advanced single-slice rebinning algorithm ASSR,a promising approach for medical cone-beam CT. 15 Significant improvements can be seen in the axial images and in the coronal MPRs. Noise has been reduced by about 38% for a central 50 cm 3 VOI ͑volume of interest͒; the overall image impression has been greatly improved. The sagittal MPR, however, shows no visible improvement although the same noise reduction values apply there as well. The filter strength has been set to sϭ50% to produce these images.
V. DISCUSSION AND CONCLUSIONS
The 3D adaptive filtering allows one to reduce the image noise and the image noise structure without significantly impairing spatial resolution. Noise can be typically reduced to 50% of its original level. The method is applicable to singleslice, multi-slice, and cone-beam CT in conventional or spiral mode and can be easily adapted to other scan geometries as well. MAF and the automatic threshold and filter width setting can be implemented as part of the raw data pipeline. Since only local data ͑within Ϯ90°͒ are used for the automatic adjustment of the parameters the adaptive filtering can be applied during the data acquisition to allow for real-time image reconstruction. The operations required are computationally inexpensive and will therefore not increase the image reconstruction time significantly.
Although the automatic threshold setting requires a number of experimentally determined constants we have demonstrated the usefulness of the parameters suggested here. The most critical choice is the selection of the truncated eccentricity window which directly influences the number of anatomic regions that can be improved by MAF. The setting for the maximum modification fraction is critical as well but can be easily determined once for a given imaging system. A value of a few percent seems to be plausible: The impact on resolution remains negligible whereas the image noise is significantly reduced. Other steps involved in the computation of T(␣) such as the definition of the eccentricity or the definition of the projection maximum are rather uncritical and may be modified to better meet specific ͑performance or hardware͒ requirements. Above all, MAF shall not be characterized by the automatic threshold determination presented in this paper. It is rather characterized by the multidimensional filtering procedure and may be likewise efficient using other more or less manual methods to determine the fraction of data that suffers from photon starvation. Adaptive filtering will only improve the image quality in case of a photon starvation situation as it frequently occurs in the shoulder, pelvis, or hip region. Especially highly eccentric cross sections can be drastically improved, as long as the original data contain enough image noise and noise structure.
The adaptive filters have the potential to improve image quality in case of metal artifacts assuming image noise to be the predominant cause. The common case of titanium hip prostheses can be improved significantly; a fact which is of high importance for diagnostic purposes and for revision planning. The case shown in Fig. 10 demonstrates this quite impressively. The left, uncorrected image shows streaking artifacts which are greatly reduced in the right image. Automatic contour finders, as frequently used in the hip region to measure bone densities, would require more user interaction than in the right, corrected image.
No advantages, however, have been found by trying to reduce metal artifacts from dental fillings using adaptive filters. 6 In those cases, noise is not the dominant problem. We presently further evaluate the dedicated application of MAF for metal artifact reduction in general and for bone density measurements in the vicinity of implants. 17 The MAF approach has great potential for both dose and noise reduction. The new method may be used in future medical CT applications as an easy and efficient standard tool to improve image quality by means of data preprocess- ing. The advantages are both the improved image quality and the alternatively reduced patient dose. In addition, MAF allows one to increase the total scan length by reducing the tube current prior to the scan and it can be used to reduce the demands on x-ray tube power ratings.
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APPENDIX: RECTANGLE FUNCTIONS
Here we will state some helpful expressions concerning the convolution of rectangle functions. Starting from II a *͑x͒ϭ The n-fold convolution is recursively defined as II a 1 ,...,a n * n ϭII a 1 ,...,a nϪ1 * ͑ nϪ1 ͒ * II a n * .
The functions II a 1 ,...,a n * n are invariant under permutation as well as under a change of sign of the parameters a 1 ,...,a n . For scale transformations we have II a 1 ,...,a n * n ϭ ͩ
• ␣ ͪ ϭ͉␣͉II ␣a 1 ,...,␣a n
For the sake of simplicity we will not state II a 1 ,...,a n * n in the following, but rather the functions of doubled width II 2a 1 ,...,2a n * n . Moreover, we assume the parameters to be sorted to be descending, i.e., we assume 2a 1 у¯у2a n у0. 
Convolution of four rectangle functions
Due to the lack of space the explicit expression for II 2a,2b,2c,2d **** has been placed in Table IV .
Integration of convolved rectangle functions
Integrating the given rectangle functions can easily be done, since for arbitrary integrable functions f we have Obviously, we can formulate the integral function F k of an arbitrary function f as a convolution of f and a rectangle function
For symmetric functions f with f(kϩx)ϭ f(kϪx)᭙x we have
͑A2͒
Using the symmetry of the rectangle functions and their convolutions (kϭ0) and Eqs. ͑A1͒ and ͑A2͒ we can find two explicit expressions of their integrals:
͵ dx II a *͑x͒ϭxII a,x ** ͩ
