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Introdution
L'objetif de ette thèse est de résoudre une onjeture, dûe à I. Dol-
gahev et énonée par Y. Laszlo dans [19℄, onernant l'espae des modules
des brés vetoriels de rang 3 ave déterminant trivial sur une ourbe don-
née de genre 2. On va d'abord énoner un résultat de géométrie algébrique
lassique obtenu par Coble au début du XXème sièle, ainsi que quelques
généralités et résultats sur les espaes des modules de brés vetoriels an
de préiser le ontexte dans lequel se plae la dite onjeture.
Soit A une variété abélienne omplexe de dimension g et soit L un bré
en droites sur A qui dénit une polarisation prinipale. Pour un entier xe
d ≥ 1 on note Vd = H
0(A,L⊗d). On onsidère ϕd : A→ P(Vd)
1
l'appliation
dénie par les setions globales de L⊗d. Rappelons que pour d ≥ 3, ϕ3 est un
plongement, tandis que ϕ2 induit un plongement de la variété de Kummer
A/{±1} dans P(V2), lorsque (A,L) est indéomposable. Soit A[d] le sous-
groupe ni des points d'ordre d en A ; A[d] agit sur A en preservant le bré
L⊗d, don agit sur P(Vd) de manière que ϕd est A[d]-équivariant.
Théorème 1 (A. Coble )
a) Soit g = 2. Il existe une unique hypersurfae ubique A[3]-invariante dans
P(V3) ≃ P
8
singulière le long de ϕ3(A). Les polaires de ette ubique engen-
drent l'espae des quadriques dans P(V3) ontenant ϕ3(A) [9℄.
b) Soit g = 3. Il existe une unique hypersurfae quartique A[2]-invariante
dans P(V2) ≃ P
7
singulière le long de ϕ2(A). Les polaires de ette quartique
engendrent l'espae des ubiques dans P(V2) ontenant ϕ2(A) [10℄.
Comme on le verra par la suite, il y a un lien étroit entre les observations
faites par Coble il y a presque un sièle et quelques résultats, beauoup plus
réents, onernant les espaes des modules de brés vetoriels.
Soit C une ourbe lisse, projetive et onnexe de genre g ≥ 2. Rappelons
que la jaobienne JC paramètre les brés en droites de degré 0 sur C. On
onsidère Jg−1 (variété isomorphe à JC) la variété qui paramètre les brés
1
Ii P(Vd) désigne l'espae d'hyperplans de Vd
iii
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en droites de degré g − 1 sur C. Cette variété ontient anoniquement le
diviseur thêta déni ensemblistement par
Θ = {M ∈ Jg−1 | h0(C,M) ≥ 1}.
Soit SUC(r) l'espae des modules des brés vetoriels semi-stables sur C de
rang r et de déterminant trivial. C'est une variété projetive irrédutible,
dont le lieu singulier onsiste exatement en les points non-stables, sauf si
r = 2, g = 2. Dans e as SUC(2) est lisse. On dénit une appliation
rationnelle
θ : SUC(r) 99K |rΘ|
telle que θ(E) est le diviseur de support
ΘE := {L ∈ J
g−1 | h0(C,E ⊗ L) ≥ 1}.
Pour ertaines valeurs de r et de g il existe des éléments E dans SUC(r) tels
que ΘE = J
g−1
. M. Raynaud [30℄ donne des exemples de tels brés veto-
riels et des onditions sous lequelles ΘE dénit un diviseur dans J
g−1
. En
partiulier, les résultats de Raynaud montrent que l'appliation θ est bien
dénie pour r = 2 en genre quelonque et pour r = 3 et g = 2, e qui est le
as qui nous intéresse.
Lorsque r = 2 le système linéaire |2Θ| est partiulièrement intéressant
pare qu'il ontient la variété de Kummer KC , i.e. le quotient de la jaobienne
JC par l'involution a 7→ −a. Don l'appliation
JC → |2Θ|
a 7→ Θa +Θ−a
fatorise par le plongement κ : KC →֒ |2Θ|. La partie non-stable de SUC(2)
est formée des brés vetoriels de la forme M ⊕M−1, ave M ∈ JC et don
elle s'identie à KC . Pour g ≥ 3 es brés forment le lieu singulier de SUC(2).
On obtient ainsi le diagramme ommutatif
KC
κ
SUC(2)
θ
|2Θ|
On résume dans le théorème suivant les résultats onnus sur l'appliation θ
pour les brés de rang 2.
Théorème 2
a) Pour g = 2, θ est un isomorphisme de SUC(2) sur |2Θ| ≃ P
3
[26℄.
b) Pour g ≥ 3 et C hyperelliptique, θ est ni de degré 2 sur une sous-variété
de |2Θ| qui est dérite expliitement dans [11℄.
) Pour g ≥ 3 et C non-hyperelliptique, θ est un plongement [15℄.
vDans le as où C est une ourbe non-hyperelliptique de genre 3, Narasimhan
et Ramanan [27℄ ont démontré que θ est un isomorphisme de SUC(2) dans
une hypersurfae quartique Q dans |2Θ| ≃ P7. Par la remarque i-dessus,
ette quartique est singulière le long de la variété de Kummer KC . Par
ailleurs, par le théorème 1 a) il existe une unique hypersurfae quartique
A[2]-invariante dans |2Θ| qui est singulière le long de KC . Ainsi la quartique
Q est justement la quartique de Coble.
Dans e travail, on onsidère une ourbe de genre 2 et l'espae des mod-
ules SUC(3). Par analogie ave le résultat de Narasimhan et Ramanan,
le théorème prinipal de la thèse établit le lien entre l'espae de modules
SUC(3) et l'hypersurfae ubique dans P
8
donnée par le théorème 1 b). On
a appelé ette hypersurfae ubique de Coble. Dans ette situation l'applia-
tion
θ : SUC(3)→ |3Θ| ≃ P
8,
est bien dénie et de degré 2. On note i l'involution dans SUC(3) dénie par
i : E 7→ ι∗E∗,
où ι est l'involution hyperelliptique sur C. On démontre que le lieu de ram-
iation de θ est égal aux points xés par ette involution, autrement dit, il
est égal à
{E ∈ SUC(3) | E ∼s ι
∗E∗}.
Soit B l'image de ette hypersurfae dans P8. On pose A = JC. On onsidère
la variété J1 = Pic1(C) et le plongement ϕ3 : J
1 → |3Θ|∗. Le groupe A[3]
agit sur J1 et |3Θ|∗ de manière que ϕ3 est A[3]-équivariant. Par le théorème
1 b) il existe une unique ubique C ⊂ P8∗, A[3]-invariante et singulière le
long de J1. On énone le résultat prinipal de la thèse omme suit
Théorème 3 La variété duale de la ubique de Coble C est l'hypersurfae
sextique B.
Remarque : La variété J1 (isomorphe à JC) n'est pas une variété abélienne,
mais elle ontient anoniquement le diviseur thêta Θ, 'est pourquoi on a
hoisi de onsidérer ette variété au lieu de la jaobienne JC.
Esquisse de la démonstration.
L'outil lef de la preuve est l'ation du groupe de Heisenberg H[3],
puisque l'on utilise les restritions aux plans des points xes par un élé-
ment du groupe de Heisenberg pour omparer les hypersurfaes C∗ et B. On
notera P
2
η˜ le plan des points xés par l'élément η˜ ∈ H[3].
Tout d'abord on dérit le lieu de ramiation de l'appliation θ en termes de
l'involution i sur SUC(3). On alule le degré de la variété duale C, donnée
néessaire pour montrer que C∗∩P2η˜ = (C∩P
2
η˜)
∗
. Les intersetions de C∗ ave
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les plans des points xes sont don des sextiques planes duales des ubiques
C ∩P2η˜.
D'un autre té, pour montrer que les sextiques planes B ∩ P2η˜ sont en fait
des ourbes duales de ertaines ubiques, on fait appel au théorème sur les
variétés de Prym exposé dans le hapitre 3 de la thèse et prouvé dans un as
plus général.
Le pas suivant onsiste à dénir deux appliations sur les séantes de J1,
une ave image ontenue dans le lieu singulier de C et l'autre ave image
ontenue dans le lieu singulier de B. On démontre que es deux appliations
oïnident. Cei et le fait que es sextiques planes sont omplètement ar-
atérisées par leurs points de rebroussement, est susant pour montrer que,
pour tout η˜ ∈ H[3] non nul, C∗ ∩P2η˜ et B ∩P
2
η˜ est la même sextique.
L'idée est de prouver que les intersetions d'une sextique A[3]-invariante
ave les plans P
2
η˜ la aratérisent omplètement. Pour ela, on ommene
par donner une base expliite de (S6V )A[3], l'espae vetoriel des sextiques
A[3]-invariantes dans P8. On onsidère l'appliation ν qui envoie une sex-
tique dans (S6V )A[3] en la somme direte de ses restritions aux plans P2η˜.
À l'aide du logiiel Maple on alule le rang de ette appliation. Il s'avère
qu'elle n'est pas injetive. Cependant, on prouve que la diérene (à salaire
près) des polynmes qui dénissent les sextiques C∗ et B est invariante par
ι, l'involution induite par l'involution hyperelliptique, et que le noyau de ν
est ι-anti-invariant. On onlut ainsi l'égalité de es hypersurfaes.
Organisation de la thèse.
La thèse est omposée de trois hapitres. Dans le premier hapitre on
rappelle quelques dénitions et résultats sur le groupe de Heisenberg et son
ation surH0(A,OA(3Θ)), qu'on utilise dans la deuxième partie. On présente
également l'équation expliite de la ubique de Coble, utile pour ertaines
preuves, et on explique son origine.
Le hapitre 2 est entièrement onsaré à la démonstration de notre théorème.
Finalement, dans le troisième hapitre on expose un résultat sur la déom-
positon des variétés de Prym assoiées aux revêtements n-yliques sur une
ourbe hyperelliptique, utilisé dans la preuve de la onjeture.
Chapitre 1
Préliminaires
1.1 Rappels
On trouvera plus de détails sur les faits qu'on rappelle ii, dans [20℄, [23℄,
[24℄ et [25℄.
1.1.1 Variétés abéliennes
Soit V un C-espae vetoriel de dim g et Λ ≃ Z2g un réseau dans V .
Une polarisation sur le tore omplex A = V/Λ est par dénition la première
lasse de Chern H = c1(L) d'un bré en droites ample L sur A. Parfois on
onsidère le bré en droites lui-même omme la polarisation.
La polarisation H est une forme hermitienne sur V dont la forme alternée
asoiée E = ImH prend des valeurs entières sur Λ. Il existe une base
λ1, . . . , λg, µ1, . . . , µg de Λ, par rapport à laquelle E est donnée par la matrie(
0 D
−D 0
)
où D = diag(d1, . . . , dg), ave dν entiers positifs vériant dν | dν+1 pour
1 ≤ ν ≤ g − 1. On appelle le veteur (d1, . . . , dg) le type de la polarisation.
Une polarisation est prinipale si elle est de type (1, . . . , 1). Une variété
abélienne est un tore omplexe A qui admet une polarisation. Ainsi une
variété abélienne prinipalement polarisée (v.a.p.p.) est un ouple (A,L) où
L est une polarisation prinipale.
Soit C une ourbe lisse non singulière de genre g. On noteH0(ωC) le C-espae
vetoriel des 1-formes holomorphes sur C. Le groupe d'homologie H1(C,Z)
est un groupe libre abelien de rang 2g. L'appliation injetive H1(C,Z) →
H0(ωC)
∗
donnée par γ 7→
∫
γ nous permet de onsidérer H1(C,Z) omme un
réseau de H0(ωC)
∗
. La variété jaobienne de C, dénie par
JC := H0(ωC)
∗/H1(C,Z),
1
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est le premier exemple d'une variété abélienne qui admet naturellement une
polarisation prinipale OJC(Θ).
1.1.2 Variétés de Prym
Soient C˜ et C des ourbes omplètes non-singulières ave des jaobiennes
J˜ et J respetivement. Soit π : C˜ → C un revêtement double et i : C˜ → C˜
l'involution qui éhange les feuilles au-dessus de haque point de C. On
dénit l'appliation Norme de π, en termes de diviseurs, par
Nmpi : J˜ → J∑
nipi 7→
∑
niπ(pi),
où pi ∈ C˜ et ni ∈ Z. Pour tout diviseur D dans C˜ on a π
−1(πD) = D+ i(D),
d'où
π∗(Nmpi x) = x+ i(x), ∀x ∈ J˜ .
Comme l'appliation Nmpi est surjetive, ei montre que
i(π∗y) = π∗y, ∀y ∈ J.
Don i|pi∗J = +1 et i|KerNmpi = −1. On dénit la variété de Prym de C˜ sur
C par
P := (KerNmpi)
0 = Im(1J˜ − i).
Cette variété est une sous-variété abélienne de J˜ (la partie "impaire" de J˜).
Dans [24℄ D. Mumford établit les as où P admet une polarisation prinipale.
Dans le hapitre 3 on onsidérera une notion de variétés de Prym élargie :
on onsidère un revêtement étale n-ylique π : C˜ → C et on dénit la variété
de Prym omme la omposante onnexe du noyau de la Norme Nmpi, qui
ontient 0 ∈ J˜ . À diérene des variétés onsidérées par Mumford, elles-i
ne sont pas prinipalement polarisées.
1.1.3 Groupe de Heisenberg
Soit (A,L) une variété abélienne prinipalement polarisée. Le groupe
thêta de L de niveau 3 est le groupe
G(L) = {(ϕ, η) | η ∈ A, ϕ : t∗η(L
3)
∼
→ L3},
ave l'opération du groupe donnée par
(ϕ, η) · (ϕ′, η′) = (t∗η′ϕ ◦ ϕ
′, η + η′).
On a l'extension entrale de groupes
1 −→ C∗
i
−→ G(L)
p
−→ A[3] −→ 0,
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ave i(α) = (α, 0) et p(ϕ, η) = η et A[3] le sous-groupe ni des points d'ordre
3. Le ommutateur [(ϕ, η), (ϕ′ , η′)] de deux éléments dans G(L) appartient
au entre, et induit la forme de Weyl
eL : A[3]×A[3]→ C∗.
Comme groupe abstrait G(L) est isomorphe au groupe de Heisenberg
H(3) := C∗ × (Z/3)g × (Ẑ/3)g ≃ C∗ × (Z/3)2g ,
où (Ẑ/3)g := Hom((Z/3)g ,C∗), ave la loi de groupe
(t, x, x∗) · (s, y, y∗) = (st(y∗(x)− x∗(y)), x+ y, x∗y∗).
On note 〈(x, x∗), (y, y∗)〉 := y∗(x) − x∗(y) la forme bilinéaire sur (Z/3)g ×
(Ẑ/3)g. La projetion (t, x, x∗) 7→ (x, x∗) dénit une extension entrale de
groupes
1 −→ C∗ −→ H(3) −→ (Z/3)2g −→ 0.
Une struture thêta de niveau 3 pour L est un isomorphisme
α : H(3)
∼
→ G(L).
Par projetion sur (Z/3)2g , une struture thêta α (de niveau 3) induit un
isomorphisme
α˜ : (Z/3)2g
∼
→ A[3],
tel que le diagramme suivant ommute
1
C
∗ G(L) A[3] 0
1
C
∗ H(3)
α
(Z/3)2g
α˜
0
De plus, l'isomorphisme α˜ est un isomorphisme sympletique par rapport
aux formes bilinéaires eL et 〈·, ·〉. On appelle struture de niveau 3 un iso-
morphisme sympletique α˜ : (Z/3)2g → A[3].
Considérons le demi-espae de Siegel
Sg = {τ ∈Mg(C) | τ
tτ, Im τ > 0}
et le groupe modulaire de Siegel
Γg =
{
M =
(
A B
C D
)
∈ GL(2g,Z) | tM
(
0 − Ig
Ig 0
)
M =
(
0 − Ig
Ig 0
)}
,
qui agit sur Sg par
M : τ 7→Mτ := (Aτ +B)(Cτ +D)
−1.
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Soit
Γg(3) = {M ∈ Γg |M ≡ I2g mod 3}
un sous-groupe de Γg. Deux éléments τ et τ
′
dans Sg dénissent des v.a.p.p.
ave struture de niveau 3 si et seulement s'il existe M ∈ Γg(3) tel que
τ ′ =Mτ . La variété omplexe ag(3) := Sg/Γg(3) paramètre don les lasses
d'isomorphismes de v.a.p.p. de dimension g ave struture de niveau 3.
Le groupe G(L) a une représentation naturelle dans l'espae VA := H
0(A,L3),
donnée par
((ϕ, η)s)(a) = ϕa(s(a+ η)),
où a ∈ A et ϕa : t
∗
η(L
3)a ≃ (L
3)a+η → (L
3)a.
D'un autre té, si on note V (g) le C-espae vetoriel de fontions sur (Z/3)g
à valeurs omplexes, le groupe H(3) agit linéairement sur V (g) par
((t, x, x∗)f)(v) = tx∗(v − x)f(v − x), v ∈ (Z/3)g .
Cei dénit une représentation de H(3) onnue dans la littérature omme
la représentation de Shrödinger. Toutes les représentations irrédutibles
du groupe de Heisenberg où le entre agit par multipliation sont isomor-
phes (proposition 3 [23℄). Il existe don un isomorphisme de représentations
linéaires
ψα : V (g)→ VA.
Par le lemme de Shur et isomorphisme est unique à salaire près.
On onsidère le sous-groupe de H(3)
H[3] := {(t, x, x∗) ∈ H(3) | t3 = 1}.
C'est une extension entrale non-triviale
1 −→ µ3 −→ H[3] −→ (Z/3)
2g −→ 1,
où µ3 est le groupe des raines ubiques de l'unité. Par restrition, V (g) est
une représentation linéaire de H[3]. Pour haque v ∈ (Z/3)g soit δv ∈ V (g)
la fontion aratéristique
δv =
{
0 si x 6= v
1 si x = v.
On a don
(t, x, x∗)δv = tx
∗(v − x)δv−x,
pour tout (t, x, x∗) ∈ H[3] . Après avoir xé un ordre dans (Z/3)g , on ob-
tient une base anonique {δv}v∈(Z/3)g de V (g). L'image de ette base par
l'isomorphisme ψα orrespond à la base de fontions thêta{
Xb := ϑ
[
b/3
0
]
(3z; 3τ), b ∈ (Z/3)g , z ∈ Cg
}
1.2. LA CUBIQUE DE COBLE 5
de l'espae VA, ave τ ∈ S xé. On onsidère ϕ = ϕτ : A → P(V
∗
A) l'appli-
ation dénie par
z 7→ (. . . ,Xb(z), . . .)
orrespondant au système linéaire |L3|. Soit ϕα la omposée des appliations
A
ϕ
−→ P(V ∗A)
tψα
−→ P(V (g)∗).
On observe que le groupe A[3] = G(L)/C∗ agit par translations sur A et le
groupe
H[3]/µ3 = H(3)/C
∗ = (Z/3)2g
agit sur P(V (g)∗) par le projetivisé de la représentation duale de H[3] sur
V (g)∗. Ces ations sont ompatibles dans le sens où elles vérient la relation
ϕα(a+ η) = α˜
−1(η)ϕα(a), ∀η ∈ A[3], a ∈ A.
Expliitement, l'ation de H[3] sur la base {Xb} est donnée par
(t, x, x∗)Xb = tx
∗(b− x)Xb−x,
pour tout (t, x, x∗) ∈ H[3] et b ∈ (Z/3)2.
Dans la deuxième partie on utilisera seulement l'ation du groupe de
Heisenberg ni H[3] et on le nommera simplement groupe de Heisenberg.
1.2 La ubique de Coble
Soit g = 2. Étant donnée une surfae abélienne (A,L, α), prinipalement
polarisée ave une struture thêta α, le résultat de Coble assure l'existene
d'une unique hypersurfae ubique A[3]-invariante dans P(V ∗A) ≃ P
8
, sin-
gulière le long de ϕ(A). On herhe à expliiter l'équation de ette ubique.
Pour ela on utilisera la base de fontions thêta {Xb} de VA.
Dans [5℄ (proposition 1), A. Beauville déduit que la dimension de l'espae
des formes de degré 3 H[3]-invariantes dans VA est égale à 5. Soient K :=
{(1, x, 0) | x ∈ (Z/3)2} et K̂ := {(1, 0, x∗) | x∗ ∈ (Ẑ/3)2} sous-groupes
maximaux de H[3]. Un monme de la forme Xσ1Xσ2Xσ3 , ave σi ∈ (Z/3)
2
est K̂-invariant si et seulement si σ1+σ2+σ3 = 0. En faisant agir les éléments
de K sur e type de monmes et en prenant la somme, on obtient une base
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de formes ubiques H[3]-invariantes omme suit
F0 :=
∑
b∈(Z/3)2
X3b
F1 :=
∑
b
XbX01+bX02+b
F2 :=
∑
b
XbX10+bX20+b
F3 :=
∑
b
XbX11+bX22+b
F4 :=
∑
b
XbX12+bX21+b.
Une ubique générale dans (S3VA)
H[3]
est don de la forme
(1.1) Fβ := β0F0 + β1F1 + β2F2 + β3F3 + β4F4,
ave β = (β0, β1, β2, β3, β4) des oeients omplexes.
Par ailleurs, omme ϕ(A) est projetivement normal dans P(V ∗A) ≃ P
8
[17℄, l'appliation H0(P8,O(2)) → H0(A,OA(2)) est surjetive et don la
dimension de l'espae de quadriques dans P
8
qui ontiennent ϕ(A) est égale
à
dimH0(P8,IA(2)) = dimH
0(P8,O(2)) − dimH0(A,OA(6Θ))
=
(
10
2
)
− 62
= 9
où IA désigne le faiseau d'idéaux orrespondant au plongement ϕ : A →֒ P
8
.
Ainsi, par la proposition 1 [5℄, les dérivées partielles
{
∂Fβ
∂Xb
}
b∈(Z/3)2
forment
une base pour l'espae des hypersufaes quadriques ontenant A. Coble avait
onjeturé que es quadriques susaient pour dénir la surfae A. Ce fait
a été démontré par W. Barth dans [2℄ lorsque A est indéomposable. Ex-
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pliitement, A est dénie omme l'intersetion des quadriques suivantes [2℄
Q00 := β0X
2
00 + β1X01X02 + β2X10X20 + β3X11X22 + β4X12X21
Q01 := β0X
2
01 + β1X02X00 + β2X11X21 + β3X12X20 + β4X10X22
Q02 := β0X
2
02 + β1X00X01 + β2X12X22 + β3X10X21 + β4X11X20
Q10 := β0X
2
10 + β1X11X12 + β2X20X00 + β3X21X02 + β4X22X01
Q11 := β0X
2
11 + β1X12X10 + β2X21X01 + β3X22X00 + β4X20X02
Q12 := β0X
2
12 + β1X10X11 + β2X22X02 + β3X20X01 + β4X21X00
Q20 := β0X
2
20 + β1X21X22 + β2X00X10 + β3X01X12 + β4X02X11
Q21 := β0X
2
21 + β1X22X20 + β2X01X11 + β3X02X10 + β4X00X12
Q22 := β0X
2
22 + β1X20X21 + β2X02X12 + β3X00X11 + β4X01X10.
On donnera un bref aperçu du lien entre les paramètres β = (β0, β1, β2, β3, β4)
et la surfae abélienne A qui est l'intersetion des quadriques i-dessus. On
onsidère l'involution ι : a 7→ −a sur A qui agit sur les oordonnées de VA
par
ι ·Xb = X−b, b ∈ (Z/3)
2.
Cette ation induit une déomposition de P
8
dans un espae P
4
+ ι-invariante
et un espae P
3
− ι-anti-invariante. Soient
Y0 := X00
Y1 :=
1
2
(X01 +X02) Z1 :=
1
2
(X01 −X02)
Y2 :=
1
2
(X10 +X20) Z2 :=
1
2
(X10 −X20)
Y3 :=
1
2
(X11 +X22) Z3 :=
1
2
(X11 −X22)
Y4 :=
1
2
(X12 +X21) Z4 :=
1
2
(X12 −X21)
des oordonnées de P
4
+ et P
3
− respetivement. Les 16 points de 2-torsion de
A sont les seuls points xes par l'involution ι, don
A ∩ P3+ = {6 points de 2-torsion impairs}
A ∩ P4+ = {10 points de 2-torsion pairs}.
Dans les oordonnés Yi et Zj les quadriques Qb prennent la forme [2℄
Q1
Q2
Q3
Q4
Q5
 =


Y 20 Y
2
1 Y
2
2 Y
2
3 Y
2
4
Y 21 Y0Y1 Y3Y4 Y2Y4 Y2Y3
Y 22 Y3Y4 Y0Y2 Y1Y4 Y1Y3
Y 23 Y2Y4 Y1Y4 Y0Y3 Y1Y2
Y 24 Y2Y3 Y1Y3 Y1Y2 Y0Y4
 +
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+

0 −Z21 −Z
2
2 −Z
2
3 −Z
2
4
Z21 0 −Z3Z4 −Z2Z4 −Z2Z3
Z22 Z3Z4 0 Z1Z4 −Z1Z3
Z23 Z2Z4 −Z1Z4 0 Z1Z2
Z24 Z2Z3 Z1Z3 −Z1Z2 0

 · β

Q6
Q7
Q8
Q9
 =

−β1Z1 2β0Z1 β3Z4 − β4Z3 β4Z2 − β2Z4 β2Z3 − β3Z2
−β2Z2 −β3Z4 − β4Z3 2β0Z2 β1Z4 + β4Z1 β1Z3 − β3Z1
−β3Z3 −β2Z4 − β4Z2 β1Z4 − β4Z1 2β0Z3 β1Z2 + β2Z1
−β4Z4 −β2Z3 − β3Z2 β1Z3 + β3Z1 β1Z2 − β2Z1 2β0Z4
·

Y0
Y1
Y2
Y3
Y4
 .
Les restritions des quadriques Qi à P
3
− est données par
q1
q2
q3
q4
q5
 =

0 −Z21 −Z
2
2 −Z
2
3 −Z
2
4
Z21 0 −Z3Z4 −Z2Z4 −Z2Z3
Z22 Z3Z4 0 Z1Z4 −Z1Z3
Z23 Z2Z4 −Z1Z4 0 Z1Z2
Z24 Z2Z3 Z1Z3 −Z1Z2 0
·

β0
β1
β2
β3
β4
 = (qij(Z))·β.
Les quadriques qi dénent l'appliation de Steiner β : P
3
− → P
4
sur les
points z ∈ P3− tels que la matrie qij est de rang 4. L'appliation β envoie
z sur le noyau de la matrie qij . Les 6 points de 2-torsion de l'intersetion
A ∩ P3− ont tous la même image par β, autrement dit β : P
3
− → P
4
est
de degré 6 sur son image. Coble a montré ( [16℄ pag. 190) que l'image de
ette appliation est la quartique de Burkhardt. La quartique de Burkhardt
est la seule quartique dans P
4
invariante par l'ation du groupe unitaire de
reexions PSp(4,Z/3).
Le théorème suivant (5.3.4 [16℄) résume ette situation
Théorème 1.2.1 Il existe une appliation PSp(4,Z/3)-équivariante et biréguliere
d'un ouvert de Zariski de la quartique de Burkhardt dans un ouvert de Zariski
de l'espae de modules a(3)
Pour plus de détails sur les propriétés de la quartique de Burkhardt voir
[16℄.
Chapitre 2
Preuve de la onjeture de
Dolgahev
2.1 L'appliation θ
Dans tout e travail on onsidère une ourbe projetive C omplexe non
singulière de genre 2. Soit JC la jaobienne de C et J1 la variété (isomorphe
à JC) qui paramètre les brés en droites de degré 1 sur C. Dans la suite on
notera h0(ξ) au lieu de h0(C, ξ) pour tout bré ξ sur C. Soit Θ le diviseur
thêta anonique dans J1 déni ensemblistement par
Θ = {ξ ∈ J1 | h0(ξ) ≥ 1}.
On note M l'espae des modules des brés vetoriels semi-stables de rang 3
ave déterminant trival. C'est une variété projetive, dont les points peuvent
être identiés ave les lasses d'isomorphisme de brés vetoriels qui sont des
sommes diretes de brés vetoriels stables de degré 0.
On onsidère l'appliation
θ :M−→ |3Θ| ≃ P8
qui assoie à un bré E le diviseur de support
ΘE := {ξ ∈ J
1 | H0(C, ξ ⊗ E) 6= 0}.
On vérie que ΘE ∈ |3Θ| (.f. 2 [3℄ ) et par le orollaire 1.7.4. [30℄, l'ap-
pliation θ est bien dénie. Cette appliation a été étudiée pour des ourbes
de genre g ≥ 2 et de rang r = 2 dans [3℄ et [27℄ et pour un rang quelonque
dans [6℄ et [4℄.
Pour tout bré en droites L ∈ J1 on dénit
ΘL = {E ∈M | h
0(E ⊗ L) ≥ 1}.
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Il s'avère que ΘL est un diviseur de Cartier dansM [12℄. Le bré en droites
assoié L := OM(ΘL) ne dépend pas du hoix de L ; il est appelé le bré
déterminant. Le partie i) du théorème suivant montre qu'il est anonique.
Théorème 2.1.1 [12℄
i) Le groupe de Piard Pic(M) est isomorphe à Z, engendré par O(ΘL).
ii) Le faiseau anonique de M est isomorphe à O(−6ΘL).
Remarque : Le diviseur ΘL est onnu dans la littérature omme le diviseur
thêta généralisé puisque dans le as n = 1 la dénition orrespond au diviseur
thêta dans J1. De même, par analogie ave les brés de rang 1, les setions
du bré Lk sont souvent appelées fontions thêta généralisées.
Théorème 2.1.2 Il existe un isomorphisme anonique (à un salaire près)
H0(M,L)
∼
−→ H0(J1,OJ1(3Θ))
∗,
qui rend ommutatif le diagramme suivant
|L|∗
≀M
θ
ϕL
|3Θ|
Le théorème 2.1.2 est démontré en général dans [6℄ pour g ≥ 2 et pour
un rang quelonque. Il en déoule que L = θ∗O(1), où O(1) est le bré
tautologique dans |3Θ| ≃ P8.
Lemme 2.1.1 L'appliation θ est de degré 2.
Démonstration : Le degré de θ est égal au nombre d'intersetion c1(L)
8
.
Pour aluler e nombre d'intersetion on utilisera la formule de Verlinde
qui donne la dimension des espaes vetoriels H0(M,Lk).
Proposition 2.1.1 [31℄ [32℄ Formule de Verlinde pour n = 3, g = 2.
dimH0(M,Lk) = 3
(
k + 3
8
)2
V1,1,1(k + 3)
où
Vl,m,n(k) =
∑
a,b≥0
a+b≤k
(
sin
πa
k
)−2l (
sin
πb
k
)−2m(
sin
π(a+ b)
k
)−2n
pour k, l,m, n ∈ N
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Le terme de droite de ette formule est un polynme en k et son oeient
dominant est
c1(L)8
8! . Dans son artile (.f. 2 [32℄) Zagier donne une formule,
en termes de nombres de Bernoulli, pour le oeient dominant de Vh,h,h,
ave h = g − 1 :
vh,h,h = (−1)
h26h
h∑
r=0
(
4h− 2r − 1
2h− 1
)
B2r
(2r)!
B6h−2r
(6h− 2r)!
.
Pour h = 1 on obtient v1,1,1 =
24
3(7)! et don c1(L) = 2.
✷
Le lemme 2.1.1 a été prouvé d'une autre façon par Y. Laszlo dans [19℄
(Setion V.). Notons B ⊂M le lieu de ramiation de l'appliation θ.
Lemme 2.1.2 L'hypersurfae B est de degré 6.
Démonstration : Comme θ est un revêtement double sur P8 il existe un bré
en droites O(δ) sur P8 tel que
θ∗OM = O
P
8 ⊕O
P
8(−δ),
et don B ∈ |O
P
8(2δ)|. On sait que dans ette situation (Lemme 17.1 [1℄) on
a la relation suivante
KM = θ
∗(K
P
8 + δ),
où KM et K
P
8 désignent les diviseurs anoniques de M et P8 . Par le
théorème 2.1.1 i) on a
θ∗(O
P
8(K
P
8 + δ)) ≃ θ∗(O
P
8(δ − 9)) ≃ OM(−6ΘL),
d'où on en déduit δ = 3 et don que B est de degré 6.
✷
2.2 Le lieu de ramiation de l'appliation θ
Le but de ette setion est de dérire le lieu de ramiation B en termes
d'une ertaine involution surM. Soit ι : C → C l'involution hyperelliptique.
On note i l'involution sur M dénie par
i : E 7→ ι∗E∗,
où E est un représentant d'une lasse d'isomorphisme de brés semi-stables
et E∗ son bré dual.
Proposition 2.2.1 L'involution i ommute ave l'appliation θ.
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Démonstration : Il sut de démontrer, au niveau des supports de diviseurs,
que Θι∗E∗ = ΘE. D'abord, observons que
ι∗ΘE = {ι
∗ξ ∈ J1 | h0(E ⊗ ξ) 6= 0}
= {ξ ∈ J1 | h0(E ⊗ ι∗ξ) 6= 0}
= {ξ ∈ J1 | h0(ι∗E ⊗ ξ) 6= 0}
= Θι∗E .
Rappelons que l'involution ι∗ restreinte à J1 est donnée par ξ 7→ ξ−1 ⊗ ωC ,
où ωC est le bré anonique sur C. Comme χ(E
∗ ⊗ ξ) = 0 on a
ΘE∗ = {ξ ∈ J
1 | h0(E∗ ⊗ ξ) 6= 0}
= {ξ ∈ J1 | h0(E ⊗ ξ−1 ⊗ ωC) 6= 0}
= {ξ ∈ J1 | h0(E ⊗ ι∗ξ) 6= 0}
= ι∗ΘE.
Ainsi on obtient que
Θι∗E∗ = ι
∗ΘE∗ = (ι
∗ ◦ ι∗)ΘE = ΘE.
✷
Pour onlure que i est l'involution assoiée au revêtement double θ, il faut
montrer que ette involution n'est pas triviale. Pour ela on va exhiber un
bré E ∈ M tel que i(E) ≇ E.
On onsidère un bré vetoriel F sur C de rang 2 et de degré 1. On note
W = EndF le bré d'endomorphismes de F et W0 = End0F le noyau de
l'appliation trae
Tr : W → OC ,
i.e. W0 est le bré des endomorphismes de F de trae nulle. Don rgW0 = 3
et detW0 ≃ OC .
On herhe un bré F tel que W0 soit stable pare que dans e as la S-
équivalene dans M oïnide ave l'isomorphisme de brés. Soit S2,λ l'es-
pae des modules de lasses d'équivalene de brés stables de rang 2, ave
déterminant isomorphe à λ, supposé de degré 1.
Lemme 2.2.1 Soit F ∈ S2,λ, pour que End0(F ) soit stable il faut et il sut
que F ne soit pas isomorphe à F ⊗ α pour tout α ∈ JC[2] non nul.
Démonstration : Soit F ∈ S2,λ. Supposons que End0(F ) n'est pas stable.
Don, il ontient un sous-bré L tel que degL ≥ 0 et rgL < 3 . Supposons
rgL = 2. Observons que
End(F )∗ ≃ End(F ∗) ≃ End(F ),
d'où il déoule que End0(F )
∗ ≃ End0(F ). En prenant le dual de la suite
exate :
0 −→ L −→ End0(F ) −→ Q −→ 0,
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où Q est le bré quotient de rang 1, on obtient la suite exate
0 −→ Q∗ −→ End0(F ) −→ L
∗ −→ 0.
Comme degQ∗ = − degQ = degL on peut don supposer que L est un
bré en droites. Le morphisme injetif non nul L →֒ End0(F ) induit un
homomorphisme
u : F −→ F ⊗ L−1,
non nul de trae nulle. Comme F est stable, le morphisme u est néessaire-
ment un isomorphisme ; alors F ≃ F ⊗ L−1 et on a
λ ≃ Λ2F ≃ Λ2(F ⊗ L−1) ≃ λ⊗ L−2,
don L2 ≃ OC , i.e., L ∈ JC[2]. L'hypothèse sur F entraîne L ≃ OC , don
u est un endomorphisme de F . Par ailleurs, les endomorphismes d'un bré
stable sont des homothéties ; or, omme u est de trae nulle, il est néessaire-
ment l'homomorphisme nul, e qui nous donne une ontradition.
Supposons qu'il existe α ∈ JC[2] non nul tel que u : F ⊗ α
∼
→ F . Don u
induit un morphisme injetif α → End(F ) = OC ⊕ End0(F ), dont la pro-
jetion sur OC est nulle ar α est non trivial. Don α est un sous-bré de
End0(F ), e qui ontredit la stabilité de End0(F ).
✷
Étant donné un groupe algébrique G on note OG le faiseau des fontions
holomorphes sur C à valeurs dans G. Alors les lasses d'isomorphisme de
G-brés sur C sont paramétrisées par le groupe de ohomologie de C¥h
H1(C,OG). Dans notre situation on a la suite exate (2.7 [29℄ )
(2.1) 0 −→ Pi(C) −→ H1(C,OGL2)
pi
−→ H1(C,OSO3)→ 0,
où l'appliation π est donnée par F 7→ End0(F ). Prenons F ∈ S2,λ. On a
don
ι∗End0(F ) ≃ End0(ι
∗F ).
Supposons End0(ι
∗F ) ≃ End0(F ). Don, par la suite (2.1), il existe α ∈
Pic(C) tel que
ι∗F ≃ F ⊗ α.
On a don
ι∗λ ≃ Λ2ι∗F ≃ Λ2(F ⊗ α) ≃ λ⊗ α2.
En hoissisant λ tel que ι∗λ ≃ λ on en déduit que α ∈ JC[2]. Il sut
don, pour que l'involution i soit non triviale, de démontrer qu'il existe un
bré F ∈ S2,λ tel que ι
∗F 6≃ F ⊗ α, pour tout α ∈ JC[2]. Pour montrer
l'existene d'un tel bré dans S2,λ on va utiliser la desription du groupe de
automorphismes de S2,λ donnée par Newstead dans son artile [28℄.
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2.3 Les automorphismes de S2,λ
Newstead utilise une desription géométrique de l'espae de modules S2,λ
pour expliiter ses automorphismes. On onsidère le groupe
G := {(ρ,M) | ρ ∈ Aut(C),M ∈ Pi(C) ave M2 ≃ λ⊗ (ρ∗λ)∗}
On munit G d'une struture de groupe donnée par
(ρ1,M1) · (ρ2,M2) = (ρ1 ◦ ρ2,M2 ⊗ ρ
∗
2(M1)).
Le groupe G agit sur S2,λ à droite par
F · (ρ,M) = (ρ∗(F )⊗M),
pour tout F ∈ S2,λ. On observe que
det(ρ∗(F )⊗M) ≃ ρ∗(λ)⊗M2 ≃ λ.
On peut don dénir un homomorphisme naturel Φ : G→ Aut(S2,λ) par
(ρ,M) 7→ {F 7→ ρ∗(F )⊗M}.
Théorème 2.3.1 [28℄ L'appliation Φ est un isomorphisme de groupes.
Par le théorème 2.3.1 l'automorphisme de S2,λ donné par F 7→ ι
∗F ⊗α n'est
pas l'identité. Par onséquent, il existe un bré F ∈ S2,λ tel que ι
∗F 6≃ F ⊗α
pour tout α ∈ JC[2].
On a don démontré la proposition suivante
Proposition 2.3.1 L'involution assoiée au revêtement θ est i : E 7→ ι∗E∗.
Corollaire 2.3.1 L'hypersurfae sextique de ramiation B ⊂M est dénie
par
B = {E ∈ M | E∗ ∼s ι
∗E}.
2.4 Calul du degré de la variété duale C∗
On herhe à aluler le degré de l'hypersurfae C∗, l'hypersurfae duale
de la ubique de Coble. Soit D : |3Θ|∗ 99K |3Θ| ∼= P8∗ l'appliation ra-
tionnelle dénie par les dérivées partielles de C, i.e.,
D : x 7→
[
∂F
∂X0
(x), . . . ,
∂F
∂X8
(x)
]
,
où F = 0 est l'équation qui dénit la ubique de Coble. La variété duale de
C est par dénition l'adhérene de l'image de la partie lisse de C par l'appli-
ation D.
Soit (A,L) une surfae abélienne omplexe prinipalement polarisée. Il est
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onnu que l'idéal de la surfae A plongée dans P8 par le bré très ample L⊗3
est engendré par des quadriques et des ubiques. Barth a démontré [2℄ que
le faiseau d'idéaux IA/P8 est engendré par les quadriques qui s'annulent en
A lorsque A n'est pas le produit de ourbes elliptiques.
Dans notre as,J1 (≃ JC) est déni shématiquement par les dérivées par-
tielles de C, i.e. J1 est le lieu singulier de la ubique de Coble où l'appliation
D n'est pas dénie. On onsidère le diagramme ommutatif suivant
E
j
P˜
8
pi
f
J1
i
P
8 D
P
8∗
où π : P˜8 → P8 est l'élatement de P8 le long de J1 et E est le diviseur
exeptionnel. Ii on a pris le plongement i omme elui déni par le bré en
droites O(3Θ) sur J1. Soit h = i∗O(1), on a don h2 = 9(Θ.Θ) = 18.
Soit e = [E] la lasse du diviseur exeptionnel dans P˜8 et H la lasse d'un
hyperplan dans P
8
; on note H˜ := π∗H. Par la proposition 4.4 [13℄ on a
d · deg(C∗) =
∫
pi−1(C)
c1(f
∗O(1))7,
où d est le degré générique de l'appliation D. Soit N = NJ1P
8
le bré
normal. Étant donné que le bré tangent à J1 est trivial, les lasses de
Chern totales de N et de i∗T
P
8 sont égales. On a don
c(N) = c(i∗T
P
8) = (1 + h)9 = 1 + 9h+ 36h2.
On note ξ := c1(OE(−1)) = e|E et h˜ := π
∗(h). Par le lemme 3.2. [13℄ on a
c6(π
∗N ⊗OE(1)) =
6∑
i=0
c1(OE(1))
ic6−i(π
∗N) = 0,
d'où
(2.2) ξ6 − 9h˜ξ5 + 36h˜2ξ4 = 0.
À l'aide de ette relation on va aluler les produits H˜r ·e8−r pour 0 ≤ r ≤ 8,
dont on aura besoin pour le alul du degré.
On observe d'abord que h˜2ξ5 = −18 ar h2 = 18. Don, en multipliant (2.2)
par h˜, on obtient
h˜ξ6 − 9h˜2ξ5 = 0,
et don ξ6h˜ = −162. En multipliant (1) par ξ on a
ξ7 − 9h˜ξ6 + 36h˜2ξ5 = 0,
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d'où ξ7 = 36(18) − 9(162) = −810. On a
H˜r · e8−r = (h˜r · ξ8−r−1)E .
Observons que la transformée strite de C dans P˜8 orrespond au diviseur
3H˜−2e puisque le lieu singulier de C est de multipliité 2 dans C. En utilisant
le fait que h˜r = 0 pour r ≥ 3 il en résulte∫
pi−1(C)
c1(f
∗O(1))7 = (3H˜ − 2e)(2H˜ − e)7
= −3H˜e7 + 210H˜2e6 + 2e8 − 28H˜e7 + 384H˜8
= −31h˜ξ6 + 210h˜2ξ5 + 2ξ7 + 384
= 6.
Cei montre que deg(C∗) ≤ 6. On vériera ultèrieurement (.f. setion 2.7
(2.6)) que d = 1, i.e. deg(C∗) = 6.
2.5 L'appliation duale sur les séantes de J
1
Considérons D : P8 99K P8∗ l'appliation duale, qui n'est pas dénie sur
le lieu singulier de C. Considérons J1 = Sing C plongée dans P8 par le système
linéaire |3Θ|. On note Qi :=
∂F
∂Xi
et Q˜i les formes bilinéaires assoiées, ave
i = 0, . . . , 8. On prend a, b ∈ J1 et on onsidère la séante ℓ de J1 qui passe
par a et b. Puisque C est singulière le long de J1, la multipliité de l'interse-
tion ℓ∩C est au moins 4, e qui entraîne que la droite ℓ est ontenue dans C.
Lemme 2.5.1 L'appliation duale D est onstante le long de la droite ℓ,
i.e. tous les points de ℓ autres que a, b ont le même hyperplan tangent à la
ubique C.
Démonstration : On érit p = a + tb ∈ l pour t ∈ C. On a don D(p) =
D(a + tb) = [Q˜0(a + tb, a + tb), . . . , Q˜8(a + tb, a + tb)]. En développant la
forme Q˜i(a+ tb, a+ tb) on obtient
Q˜i(a+ tb, a+ tb) = Q˜i(a, a) + t
2Q˜i(b, b) + 2Q˜i(a, tb)
= 2tQ˜i(a, b)
pour tout i = 0, . . . , 8. Don l'appliation D ne dépend que de a et b sur la
droite séante.
✷
Remarque : Observons que par le lemme préédent l'appliation duale D
n'est pas bijetive sur les points lisses de la droite ℓ. Or, omme C∗∗ ≃ C,
l'appliation duale sur C∗ n'est pas dénie sur l'image de ℓ par D, e qui
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implique que D envoie ℓ sur un point singulier de C∗.
Soit F˜ la forme trilinéaire assoiée à la ubique C. Don, l'équation
linéaire F˜ (a, b, ·) = 0 pour a, b ∈ J1, a 6= b, dénit l'hyperplan tangent à
la ubique en un point p lisse sur la droite a · b. Autrement F˜ (a, a, ·) ≡ 0.
On notera ϕ : J1 × J1 99K P8∗ ≃ |3Θ| l'appliation dénie par
(a, b) 7→ {F˜ (a, b, ·) = 0}.
On pose L := OJ1(3Θ) et V := H
0(J1,L)∗. On a le diagramme ommutatif
suivant
J1 × J1
ϕ
φ
P(V ∗)
P(V ⊗ V )
γ
où φ est l'appliation dénie par le système linéaire L⊠L := p∗1(L)⊗ p
∗
2(L)
et γ est l'appliation linéaire donnée par la forme trilinéaire F˜ . Don, ϕ est
dénie par un sous-système linéaire de L⊠ L.
Proposition 2.5.1 L'image de ϕ dans |3Θ| ≃ P(V ∗) est non-dégénérée.
Démonstration : L'ation du groupe A[3] sur J1 induit une ation sur J1×J1
par η ·(a, b) = (a+η, b+η). Comme φ et γ sont H[3]-équivariantes, alors ϕ est
aussi H[3]-équivariante. Soit P(W ) l'hyperplan engendré par les éléments de
l'image de ϕ, ave W ⊂ H0(J1,L). On en déduit que W est un sous-espae
stable par l'ation du groupe de Heisenberg. Mais on sait que H0(J1,L) est
une répresentation irrédutible de H[3] alors soit W = 0, soit W = V ∗. Cela
entraîne que l'image de ϕ est non-dégénérée.
✷
Dans la suite pour x ∈ Pic(C), on notera Θx le diviseur thêta translaté t
∗
xΘ.
Lemme 2.5.2 Soit C une ourbe de genre 2 et soient a, b ∈ Pic1(C) = J1
distints. Il existe exatement deux translatés du diviseur thêta Θx et Θy,
ave x, y ∈ JC, tels que Θx ∩Θy = {a, b}.
Démonstration : Caluler le nombre de diviseurs linéairement équivalents à
Θ qui passent par a et b équivaut à aluler le produit d'intersetion
(Θa ·Θb) = (Θ ·Θ) = 2g − 2 = 2.
Soit α : C → Pic1(C) le plongement anonique. Puisque l'appliation C(2) →
JC dénie par
(p, q) 7→ OC(p− ιq) = α(p)− α(ιq)
est surjetive il existe p, q ∈ C tels que a − b = OC(p − ιq). En posant
x = α(p)− a et y = α(ιp)− b, on vérie que Θx ∩Θy = {a, b}.
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✷
Remarque : La propriété énonée dans le lemme 2.5.2 est symétrique de
elle-i : pour tout x, y ∈ JC, x 6= y il existe exatement deux translatés Θa
et Θb ave a, b ∈ Pic
1(C) tels que Θa ∩Θb = {x, y}.
Grâe au lemme 2.5.2 on peut dénir une appliation rationnelle ψ : J1 ×
J1 99K |3Θ| par
(a, b) 7→ Θx +Θy +Θ−x−y,
où Θx ∩ Θy = {a, b}. Comme pour ϕ ette appliation n'est pas dénie sur
la diagonale ∆ ⊂ J1 × J1. Considérons les appliations ψ˜ et β dénies sur
J1 × C(2) par
ψ˜ : (a, p+ q) 7→ Θα(p)−a +Θα(q)−a +Θ2a−α(p)−α(q) ∈ |3Θ|,
et
β : (a, p + q) 7→ (a, a+ ωC − α(p)− α(q)) ∈ J
1 × J1,
où ωC désigne le bré anonique.
Lemme 2.5.3 Le diagramme
J1 × C(2)
ψ˜
β
J1 × J1
ψ
|3Θ|
ommute. De plus, l'appliation β est l'élatement de J1 × J1 le long de la
diagonale ∆.
Démonstration : Soit (a, p + q) ∈ J1 × C(2). À l'aide du lemme 2.5.2 on a
ψ ◦ β(a, p + q) = ψ(a, a + ωC − α(p)− α(q))
= Θα(p)−a +Θα(q)−a +Θ2a−α(p)−α(q)
= ψ˜(a, p+ q),
pour p 6= ιq. Le morphisme π : C(2) → JC donné par π : p + q 7→ ωC −
α(p)−α(q) est l'élatement de JC en 0.On a don le diagramme ommutatif
suivant
J1 × C(2)
Id×pi
β
J1 × JC
γ
J1 × J1
ave γ l'isomorphisme donné par (a, ξ) 7→ (a, a+ ξ). On en déduit que β est
l'élatement de la J1 × J1 le long de la diagonale.
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✷
Proposition 2.5.2 L'image de ψ dans |3Θ| est non-dégénérée.
Démonstration : À l'aide du lemme 2.5.2, on obtient que
ψ(a+ η, b+ η) = Θx+η +Θy+η +Θ−x−y−2η = tη · ψ(a, b).
L'image de ψ dans PH0(J1,L) engendre don un sous-espae stable par
l'ation du groupe de Heisenberg, don égal à PH0(J1,L).
✷
Lemme 2.5.4 On xe b ∈ J1. Alors ψ∗O(1)|J1×{b} ∈ |3Θ|.
Démonstration : Soit c ∈ J1 xé, c 6= b, c 6= ι(b) où ι est l'appliation induite
par l'involution hyperelliptique, et soit Hc l'hyperplan dans |3Θ| de tous les
diviseurs qui passent par c. On a
ψ∗(Hc)|J1×{b} = {a ∈ J
1 | c ∈ Θx +Θy +Θ−x−y, où Θx ∩Θy = {a, b}}.
On suppose don b, c ∈ J1. D'après le lemme 2.5.2 il existe z1, z2 ∈ JC tels
que Θz1 ∩Θz2 = {b, c}. On prouvera l'égalité suivante
ψ∗(Hc)|J1×{b} = Θz1 +Θz2 +Θ−z1−z2 .
On observe que pour tout a ∈ Θz1 ∪ Θz2 , les diviseurs thêta translatés
qui s'intersetent en a et b ontiennent tous c (.f. Fig.2.1), don Θz1 +
Θz2 ⊂ ψ
∗(Hc)|J1×{b} . On montrera que le diviseur Θ−z1−z2 est ontenu dans
ψ∗(Hc)|J1×{b} .
Après une translation on peut supposer b, c ∈ Θ ⊂ Pic1(C), i.e. , z1 = 0 et
b
Θ z1 2
zΘ
c
a
Fig. 2.1 
z2 = ι(c)− b = ι(b)− c, tels que Θ ∩Θz2 = {b, c}. En eet,
b ∈ Θz2 ⇔ b+ z2 = ι(c) ∈ Θ, c ∈ Θz2 ⇔ c+ z2 = ι(b) ∈ Θ.
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Soit a ∈ Θ−z2 . On veut montrer que a ∈ ψ
∗(Hc)|J1×{b} . Plus préisément,
on montrera que c ∈ Θ−x−y où Θx ∩ Θy = {a, b}. Il existe p ∈ C tel que
x = α(p)− a et y = α(ιp)− b. On a don
a− z2 = a− ι(c) + b
= α(p)− x+ α(ιp) − y − ι(c)
= ωC − ι(c)− x− y
= c− x− y ∈ Θ.
On obtient ainsi c ∈ Θ−x−y (.f Fig.2.2).
Soit a ∈ ψ∗(Hc)|J1×{b} . On veut démontrer que a ∈ Θz1+Θz2+Θ−z1−z2 ave
{b, c} = Θz1 ∩Θz2 . On a
c ∈ Θx +Θy +Θ−x−y, ave {a, b} = Θx ∩Θy.
Supposons c ∈ Θx. Par le lemme 2.5.2 il existe exatement deux translatés
du diviseur thêta passant par b et c, on peut don supposer x = z1 et on
obtient a ∈ Θz1 . Si on suppose c ∈ Θy, le même argument montre que
a ∈ Θz1 . Prenons c ∈ Θ−x−y. Pour simplier, on peut supposer b, c ∈ Θ,
ave z1 = 0 et z2 = ι(c) − b. On montrera que a ∈ Θ−z2 . Il existe p ∈ C tel
que x = α(p)− a et y = α(ιp) − b. On a don
c− x− y = c− α(p) + a− α(ιp) + b
= c− ωC + b+ a
= c− ι(b) + a
= a− z2 ∈ Θ,
et don a ∈ Θ−z2 , e qui démontre l'égalité requise.
✷
Théorème 2.5.1 Les appliations rationnelles ϕ et ψ oïnident.
Démonstration : Le lemme 2.5.4 implique que ψ est dénie par un sous-
système linéaire de L ⊠ L et les propositions 2.5.1 et 2.5.2 montrent que
les sous-systèmes qui dénissent ϕ et ψ sont tous les deux de dimension 9,
la dimension de V . On note Γϕ,Γψ es sous-systèmes. On note Bs(Γϕ) et
Bs(Γψ) les points base de Γϕ et Γψ respetivement. On montrera que la
diagonale ∆ dans J1 × J1 est ontenue dans es lieux de base.
On xe c ∈ P(V ) et soit Hc l'hyperplan assoié dans |3Θ|. Alors ϕ
−1(Hc) =
{(a, b) | F˜ (a, b, c) = 0} ontient ∆. En eet, vu que J1 = Sing C, alors
F˜ (x, x, ·) ≡ 0 pour tout x ∈ J1 et en partiulier F˜ (x, x, c) = 0 ∀x ∈ J1. On
a don ∆ ⊂ Bs(Γϕ).
Dans le lemme 2.5.4 on a montré que pour c ∈ J1 xé,
ψ−1(Hc)|J1×{b} = Θz1 +Θz2 +Θ−z1−z2 ,
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où Θz1 ∩Θz2 = {b, c}. Pour tout b ∈ J
1
on a don b ∈ ψ−1(Hc)|J1×{b} et ainsi
∆ ⊂ ψ−1(Hc). Cela est susant pare que les hyperplans Hc, ave c ∈ J
1
,
engendrent P(V ∗).
On note I le faiseau d'idéaux de ∆ en J1 × J1. On a montré que Γϕ,Γψ ⊂
H0(J1 × J1, (L ⊠ L) ⊗ I). On onsidère l'involution i : (a, b) 7→ (b, a) sur
J1×J1. On notera H0(J1×J1, (L⊠L)⊗I)+ la partie i-invariante. Comme
ϕ(a, b) = ϕ(b, a) et ψ(a, b) = ψ(b, a), on a Γϕ,Γψ ⊂ H
0(J1 × J1, (L ⊠ L) ⊗
I)+.On a la suite exate
0 −→ H0(J1×J1, (L⊠L)⊗I) −→ H0(J1×J1,L⊠L)
rest|∆−→ H0(∆,L⊠L|∆).
En utilisant la formule de Künneth et le fait que H0(J1,L) ⊗H0(J1,L) ≃∧2H0(J1,L)⊕S2H0(J1,L) on observe que l'espaeH0(J1×J1, (L⊠L)⊗I)+
est ontenu dans S2H0(J1,L). Don la suite i-dessus restreinte à la partie
i-invariante donne la suite exate
0 −→ H0(J1 × J1, (L ⊠ L)⊗ I)+ −→ S
2H0(J1,L)−→H0(J1,L2) −→ 0,
où la surjetivité de la multipliation est assurée par la proposition 7.3.4. [20℄.
En alulant les dimensions de S2H0(J1,L) et H0(J1,L2) on trouve que
la dimension de H0(J1 × J1, (L ⊠ L) ⊗ I)+ est égal à 45-36=9. Ainsi on
obtient que Γϕ = Γψ = H
0(J1×J1,L⊠L(−∆))+, don ϕ et ψ sont dénies
par le même système linéaire. Il existe don un isomorphisme γ tel que le
diagramme
P(V ∗)
γ≀J1 × J1
ϕ
ψ
P(V ∗)
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ommute. On sait que V ∗ = H0(J1,L) est la seule représentation irrédutible
du groupe de Heisenberg où µ3 agit par multipliation. Puisque ϕ et ψ sont
H[3]-équivariantes, elles dénissent des représentations irrédutibles de H[3].
Par le lemme de Shur l'appliation linéaire assoiée à γ est une homothétie.
Don γ =Id, e qui ahève la preuve.
✷
2.6 Sextiques planes
Considérons une ourbe elliptique E et le plongement ϕ3 : E →֒ P
2
déni
par le bré en droites OE(3 · 0). Soit H[3] ≃ µ3 × Z/3 × Ẑ/3 le groupe de
Heisenberg assoié à la polarisation OE(3 · 0). Comme l'appliation ϕ3 est
H[3]-équivariante, l'image est une ubique plane H[3]-invariante. On peut
hoisir des oordonnées X0,X1,X2 de P
2
telles que H[3] agit par
(2.3) (t, x, x∗)Xb = tx
∗(b− x)Xb−x
pour tout (t, x, x∗) ∈ H[3]. Par rapport à es oordonnées, l'image de ϕM
est donnée par l'équation
fλ := X
3
0 +X
3
1 +X
3
2 − 3λX0X1X2 = 0,
onnue omme la forme de Hesse de la ubique plane. Comme H[3] agit sur
les derivées partielles de fλ, les neuf points d'inexion de la ubique forment
une orbite du groupe H[3].
L'image de l'appliation
D : [X0,X1,X2] 7→
[
∂fλ
∂X0
,
∂fλ
∂X1
,
∂fλ
∂X2
]
est par dénition la ourbe duale de E. Dans le as où E est lisse, la ourbe
duale est une sextique plane ave 9 points de rebroussement omme points
singuliers, images des 9 points d'inexion. Puisque ette appliation estH[3]-
équivariante, la sextique duale est invariante par H[3] et ses points de re-
broussement forment aussi une orbite du groupe de Heisenberg. Soient Yi
pour i = 0, 1, 2, les oordonnées homogènes de P2∗ induites par l'appliation
D.
Une fois qu'on a alulé la dimension de l'espae de sextiques planes H[3]-
invariantes, on peut donner une base expliite pour et espae, à savoir
Y 60 + Y
6
1 + Y
6
2 , Y
3
0 Y
3
1 + Y
3
0 Y
3
2 + Y
3
1 Y
3
2 , Y0Y1Y2(Y
3
0 + Y
3
1 + Y
3
2 ), Y
2
0 Y
2
1 Y
2
2 .
On érit don l'équation d'une sextique plane généraleH[3]-invariante omme
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suit
S := Y 60 + Y
6
1 + Y
6
2 + a1(Y
3
0 Y
3
1 + Y
3
0 Y
3
2 + Y
3
1 Y
3
2 )+
a2Y0Y1Y2(Y
3
0 + Y
3
1 + Y
3
2 ) + a3Y
2
0 Y
2
1 Y
2
2 = 0.
Pour trouver les oeients ai en termes du paramètre λ on utilisera les
propriétés des points de rebroussement de la sextique.
Les points d'inexion de la ubique sont les points d'intersetion de E ave le
Hessien de E. Un simple alul exhibe les points d'inexions omme l'orbite
du point p = (0 : 1 : −1). Alors les points de rebroussement de la ourbe
duale sont donnés par l'orbite du point D(p) = (λ : 1 : 1). On obtient deux
équations linéairement indépendantes en évaluant les dérivées partielles
∂F
∂Y0
et
∂F
∂Y1
au point singulier (λ : 1 : 1). Pour donner une troisième équation, on
onsidère la droite ℓ tangente à la sextique ave multipliité 3 en D(p). En
utilisant le fait que ette droite est l'image par D du point d'inexion en p,
on trouve que Y1 = Y2 est l'équation qui dénit ℓ dans P
2∗
. Don, la dérivée
seonde du polynme
S|Y1=Y2=1 = Y
6
0 + 2 + a1(2Y
3
0 + 1) + a2Y0(Y
3
0 + 2) + a3Y
2
0 = 0,
doit s'annuler en Y0 = λ. On obtient ainsi le système d'équations linéaires
6λ5 + 6a1λ
2 + a2(4λ
3 + 2) + 2a3λ = 0
6 + 3a1(λ
3 + 1) + a2λ(λ
3 + 5) + 2a3λ
2 = 0
9a1λ
2 + a2(4λ
3 + 5) + 4a3λ = 0,
qui a omme solution les valeurs a1 = 4λ
3−2, a2 = −6λ
2, a3 = −3λ(λ
3−4).
Cei prouve le lemme suivant
Lemme 2.6.1 L'équation de E∗ dans P2∗ est
Fλ := Y
6
0 + Y
6
1 + Y
6
2 + (4λ
3 − 2)(Y 30 Y
3
1 + Y
3
0 Y
3
2 + Y
3
1 Y
3
2 )
−6λ2Y0Y1Y2(Y
3
0 + Y
3
1 + Y
3
2 )− 3λ(λ
3 − 4)Y 20 Y
2
1 Y
2
2 = 0.
Corollaire 2.6.1 Soient E et E′ deux ubiques lisses dans P2 telles que
leurs ourbes duales ont le même ensemble de points de rebroussement. Alors
E∗ = (E′)∗.
2.7 Le produit des ourbes elliptiques
On pose A := JC. Soit η ∈ A[3], η 6= 0 et soit f : Cη → C le revêtement
étale 3-ylique assoié à η. Rappelons que
Gal(Cη/P
1) = 〈σ, j | σ3 = j2 = 1, jσ = σ2j〉
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ave j : Cη → Cη un relèvement de l'involution hyperelliptique ι sur C. On a
montré (.f. 3.1.1) que la variété de Prym P = Prym(Cη/C) est isomorphe
au produit de ourbes elliptiques Eη × Eη, ave Eη := Cη/〈j〉. On érira
E à la plae de Eη s'il n'y a pas de onfusion. Soit M la polarisation sur
P ≃ E × E de type (1,3) induite par la polarisation prinipale de JCη. Les
automorphismes σ et j induits sur JCη se restreignent à des automorphismes
de P .
Lemme 2.7.1 Les automorphismes σ et j sur E × E prennent la forme
matriielle
T =
(
0 −1
1 −1
)
, J˜ =
(
1 −1
0 −1
)
respetivement.
Démonstration : On onsidère l'isomorphisme ψ : E × E
∼
→ P , donné par
ψ(x, y) = x+σy. Puisque σ ∈ Gal(Cη/C), il vérie l'équation σ
2+σ+1 = 0
dans P ⊂ KerNmf . En appliquant σ à x+ σy ∈ P on a
σ(x+ σy) = σx+ σ2y = −y − σy + σx.
On en déduit que T =
(0 −1
1 −1
)
.
En appliquant j à x+ σy ∈ P on obtient
jx+ jσy = x+ σ2y = (x− y)− σy,
puisque par dénition j est induit l'identité sur E (.f. setion 3.1). On a
don que J˜ =
(
1 −1
0 −1
)
.
✷
Grâe au résultat suivant (Lemme 5.4 [21℄) on onnaît la forme de la polar-
isation M sur E × E.
Lemme 2.7.2 La polarisation prinipale Θ sur JCη induit la polarisation
Ξ sur E × E laquelle est invariante par l'ation de σ. De plus,
Ξ = [E × {0}+ {0} ×E +∆] ∈ H2(E × E,Z)
où ∆ désigne la diagonale dans E × E.
En identiant E ave sa variété duale Ê via la polarisation anonique,
l'isogénie φM : E × E → E × E est donnée par une matrie de la forme
(.f. setion 3.2)
φM =
(
2 β
β 2
)
,
où β est un automorphisme de E. Vu que M est σ-invariant on a
φM ◦ T
−1 = T̂ ◦ φM ,
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ave T̂ = tT l'appliation duale vue omme automorphisme de E × E. On
en déduit β = −1. On a don
K(M) = KerφM = {(x,−x) | 3x = 0}.
Notons J l'involution sur E × E donée par
J = −J˜T 2 =
(
0 −1
−1 0
)
.
Remarques :
1) Les matries T et J satisfont les relations T 3 = J2 = 1 et TJ = JT 2,
don elles engendrent le groupe symétrique S3.
2) On a K(M) = Fix(T ) ⊂ Fix(J) = A, où A désigne l'anti-diagonale dans
E × E.
Lemme 2.7.3 Les automorphismes T et J induisent l'identité dans H0(M).
Démonstration : Soit ϑ 6= 0 une setion globale du bré OE(0). Alors
Θ = p∗1ϑ · p
∗
2ϑ · α
∗ϑ ∈ H0(M),
où les pi : E ×E → E sont les projetions et α : E ×E → E est donnée par
α(x, y) = x− y. On a don
T ∗Θ = T ∗p∗1ϑ · T
∗p∗2ϑ · T
∗α∗ϑ = (−p2)
∗ϑ · α∗ϑ · (−p1)
∗ϑ = Θ.
Pour tout x ∈ K(M) = Fix(T ) on a
T ∗t∗xΘ = t
∗
xT
∗Θ = t∗xΘ.
Par le théorème de Stone-von Neuman les setions t∗xΘ, x ∈ K(M) en-
gendrent l'espae vetoriel H0(M), don T induit l'identité sur H0(M). De
même,
J∗Θ = J∗p∗1ϑ · J
∗p∗2ϑ · J
∗α∗ϑ = (−p2)
∗ϑ · (−p1)
∗ϑ · (−α)∗ϑ = Θ,
puisque le bré OE(0) est symétrique. Comme K(M) ⊂ Fix(J) tx et J
ommutent pour tout x ∈ K(M), alors J∗t∗xΘ = t
∗
xΘ. On onlut que J
induit l'identité sur H0(M).
✷
Considérons l'appliation ϕM : E × E → |M |
∗ ≃ P2, assoiée à M . Alors
ϕM est une appliation surjetive de degré 6, ramiée le long d'une ourbe
plane de degré 18 (.f. example 10.1.5 [20℄). Le lemme préédent et le fait
que degϕM = |S3| = 6 impliquent le orollaire
Corollaire 2.7.1 L'appliation ϕM est un revêtement de Galois ave groupe
de Galois S3 = 〈T, J〉.
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Don ϕM se fatorise par
E × E
ϕT−→ Y
ϕJ−→ P2,
où ϕT et ϕJ sont des revêtements de degrés 3 et 2 respetivement. La surfae
Y a omme singularités les 9 points orrespondants aux points xes par T .
Don le revêtement double ϕJ : Y → P
2
est ramié sur une ourbe D ⊂ P2
ave 9 singularités. Comme ϕT est étale en odimension 1, le diviseur de
ramiation de ϕM est 3D ave degD = 6. Observons que la restrition de
ϕM à l'anti-diagonale donne une bijetion entre E ≃ A et D, et que ϕM
envoie les 9 points de K(M) = Fix(T ) dans le points singuliers de D.
On onsidère E plongée dans P2 ≃ |3 · 0|∗. Soit Λ : E × E → P2∗ l'ap-
pliation qui envoie (x, y) ∈ E × E dans ℓx,−y, la droite qui relie x à −y et
soit δ : E → E × E, l'appliation dénie par x 7→ (x,−x).
Lemme 2.7.4 Il existe un isomorphisme λ : P2∗
∼
−→ P2 tel que le dia-
gramme suivant ommute
E
δ
ϕ3·0
E × E
Λ
ϕM
P
2
P
2 D
P
2∗
λ
(2.4)
où D est l'appliation duale.
Démonstration : Il sut de montrer qu'il existe une droite ℓ ⊂ P2∗ telle que
Λ−1(ℓ) = E × {0} + {0} × E +∆ = Ξ, puisque M = OE×E(Ξ) (.f. lemme
2.7.2). Prenons ℓ la droite d'inidene de l'origine 0 ∈ E ⊂ P2. On a
Λ−1(ℓ) = {(x, y) ∈ E ×E | 0 ∈ ℓx,−y}
= E × {0} + {0} × E + {(x, y) | (x) + (−y) + 0 ≡ 3 · 0}
= E × {0} + {0} × E +∆
En partiulier, l'image de (x,−x) par Λ est la droite tangente à E en x.
✷
Corollaire 2.7.2 La sextique D est isomorphe à la duale de la ubique E.
Pour haque η˜ ∈ H[3] d'image non-nulle dans A[3], on note P2η˜, le projetivisé
de l'espae de points xes par l'ation de η˜. On utilisera ette notation tantt
pour l'ation de η˜ sur V , tantt pour l'ation de η˜ sur V ∗.
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Lemme 2.7.5 Le diagramme
P
ϕM
P/〈σ〉
f∗
θ|
P
2
η˜
M
θ
|3Θ|
ommute.
Démonstration : Soit L ∈ P . Par la formule de projetion on a
f∗L⊗ η ≃ f∗(L⊗ f
∗η) ≃ f∗(L⊗OCη ) ≃ f∗L.
Ainsi l'image de P/〈σ〉 dans |3Θ| est xée par l'ation de η. Il existe don
η˜ ∈ H[3], relèvement de η, tel que l'image de P/〈σ〉 est ontenue dans le plan
P
2
η˜.
Soit L ∈ P un bré en droites et (x, y) son point orrespondant dans E ×E
via l'isomorphisme P ≃ E × E. On a
ι∗(f∗L)
∗ ≃ ι∗(f∗L
−1) ≃ f∗(j
∗L−1)
puisque j est un relèvement de l'involution hyperelliptique (.f. setion 3.1).
Le bré j∗L−1 ∈ P orrespond au point j(−x,−y) = (−x+ y, y) ∈ E × E.
Comme
σ(−x+ y, y) = (−y,−x) = J(x, y),
on en déduit que la restrition de l'involution i à P/〈σ〉 →֒ M orrespond à
l'involution J sur E × E/〈σ〉 sous l'isomorphisme P ≃ E × E.
✷
Remarque : On observe que l'ation de η ∈ A[3] sur P8 xe les trois plans P2η˜
orrespondants aux trois relèvements de η dans H[3]. Un de es trois plans
est distingué, elui qui ontient le diviseur Θ + Θη + Θ−η, image de f∗OCη
par l'appliation θ.
Corollaire 2.7.3 La sextique D est le lieu de ramiation de θ|P/〈σ〉, i.e.
D = B ∩ P2η˜
Dénition 2.7.1 Pour haque η ∈ A[3] non-nul, on note Dη l'intersetion
de la sextique B ⊂ |3Θ| ave le plan P2η˜ de points xes par l'ation de η qui
ontient le diviseur Θ+Θη +Θ−η.
Par le diagramme (2.4) Dη est la duale de Eη, où Eη est la ourbe elliptique
de la déomposition Prym(Cη/C) ≃ Eη × Eη.
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D'un autre té, on veut étudier les intersetions C ∩ P2η˜ ⊂ |3Θ|
∗
. On
hoisit les oordonnées sur (Z/3)2 de façon que l'image de η˜ dans A[3] ≃
(Z/3)4 soit (00, 10). Il sut don d'analyser l'intersetion de C ave le plan
de points xes orrespondant à η˜ = (1, 00, 10) ∈ H[3]. On notera e plan
P
2
, s'il n'y a pas de onfusion. Le plan P
2
est don déni par les équations
X10 = X11 = X12 = X20 = X21 = X22 = 0 (.f. setion 1.2). On note
Xi := X0i, i = 0, 1, 2 les oordonnées homogènes de P
2
. Consiérons F = 0
l'équation qui dénit C (.f.équation (1.1)). On trouve que
Fη := β0(X
3
0 +X
3
1 +X
3
2 ) + 3β1X0X1X2 = 0
est l'équation qui dénit C ∩P2, où β0 et β1 sont des salaires qui dépendent
de J1. On vérie aisément que
(2.5)
∂Fη
∂Xi
=
∂F
∂X0i |
P
2
,
∂F
∂Xb |
P
2
= 3Qb|
P
2
= 0,
pour i = 0, 1, 2 et b /∈ {00, 01, 02}. Cei implique que Fη 6= 0 et que
Sing(C ∩P2) = P2 ∩ Sing C.
De façon générale, on a que Sing(C ∩P2η˜) = P
2
η˜ ∩ J
1 = ∅ pour tout η˜ ∈ H[3],
ar η agit par translation sur J1 et don J1 ne ontient pas de points xes par
η. Par onséquent, les ubiques C∩P2η˜ sont lisses et ontenues dans P
2
η˜∩Csm.
Les équations (2.5) assurent la ommutativité du diagramme suivant
P
2
η˜
i
D|
P
2∗
η˜
i
P
8 D
P
8∗
On a ainsi
i(C ∩ P2η˜)
∗ = (i ◦ D|)(C ∩ P
2
η˜) = (D ◦ i)(C ∩P
2
η˜) ⊂ D(Csm) = C
∗,
d'où
(C ∩ P2η˜)
∗ ⊂ C∗ ∩ P2∗η˜ .
On a don (.f. setion 2.4)
(2.6) 6 = deg(C ∩ P2η˜)
∗ ≤ deg(C∗ ∩P2∗η˜ ) = deg C
∗ ≤ 6.
Il en déoule que deg C∗ = 6 et don l'inlusion i-dessus est en fait une
égalité.
Pour tout η˜ = (t, x, x∗) ∈ H[3] et pour tout b ∈ (Z/3)2 on a
η˜ ·Qb = t
2x∗(2b− 2x) ·Qb−x.
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Don, pour tout p ∈ V , D(η˜p) = (t2, x, 2x∗)D(p). On en déduit que P2∗η˜ =
P(Fix(η˜′)) ⊂ |3Θ|, ave η˜′ = (t2, x, 2x∗).
Dénition 2.7.2 Pour haque η ∈ A[3] non-nul, on note D˜η l'intersetion
de la sextique C∗ ave le plan P2η˜ ⊂ |3Θ| de points xes par l'ation de η qui
ontient le diviseur Θ+Θη +Θ−η.
Remarque : On observe que les ubiques C ∩ P2η˜ sont isomorphes pour les
η˜ = (t, x, x∗) de même image dans A[3]. On a don une opie de la ourbe
D˜η′ dans haun des plans P
2∗
η˜ = P(Fix(η˜
′)), les plans de points xes par
l'ation de η′ = (x, 2x∗).
Proposition 2.7.1 Les sextiques Dη et D˜η oïnident.
Démonstration : Étant donné que Dη et D˜η sont des ourbes duales de u-
biques lisses planes, elles sont des sextiques ave 9 points de rebroussement
orrespondants aux 9 points d'inexion. Rappelons qu'on a déni l'applia-
tion ψ : J1 × J1 99K |3Θ| par
(a, b) 7→ Θx +Θy +Θ−x−y,
où Θx et Θy sont les seuls translatés du diviseur thêta passant par a et b.
Par le théorème 2.5.1 on a
Imψ = Imϕ ⊂ C∗.
De plus, par la remarque du lemme 2.5.1 l'image de ψ est ontenue dans le
lieu singulier de C∗. On a don
Imψ ∩ P2η˜ ⊂ Sing C
∗ ∩ P2η˜ ⊆ Sing(C
∗ ∩ P2η˜) = Sing D˜η.
Par ailleurs, on a Imψ ⊂ SingB puisque les diviseurs de la forme Θx+Θy+
Θ−x−y proviennent de brés vetoriels déomposables, et don des points
singuliers de M. Ainsi on obtient
Imψ ∩ P2η˜ ⊂ SingB ∩ P
2
η˜ ⊆ Sing(B ∩P
2
η˜) = SingDη.
Soit Kη := 〈η〉
⊥/〈η〉 ≃ (Z/3)× (Ẑ/3). Soient X0,X1,X2 des oordonnées de
P
2
η˜, elles sont don xées par l'ation de η˜ = (t, η) ∈ H[3]. Observons qu'un
élément (s, λ) ∈ H[3], préserve P2η˜ si et seulement si
(t, η)((s, λ) ·Xi) = ((s, λ) ·Xi) = ((s, λ)(t, η)) ·Xi,
pour i = 0, 1, 2, i.e. si et seulement si (t, η) et (s, λ) ommutent , e qui se
traduit par 〈λ, η〉 = 0. Par onséquent le groupe µ3×Kη ≃ H[3] agit sur les
oordonnées de P
2
η˜ omme dans (2.3). Observons que par onstrution Dη
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et D˜η sont Kη−invariantes (.f. setion 2.6).
Soit x ∈ A[3], tel que 〈x, η〉 = 0. Le diviseur Θx + Θη+x +Θ2η+x ∈ |3Θ| est
un point xe pour l'ation de η, on a don
Θx +Θη+x +Θ2η+x ∈ Imψ ∩ P
2
η˜,
et son orbite par l'ation de Kη est aussi ontenue dans Imψ ∩P
2
η˜. Puisque
|Kη | = 9, les points de ette orbite sont les points singuliers de Dη et D˜η.
Par le orollaire 2.6.1 ela sut pour onlure que les sextiques Dη et D˜η
sont identiques.
✷
2.8 Sextiques dans P
8
invariantes par le groupe de
Heisenberg
Soit V = H0(J1,L), un espae vetoriel de dimension 9 ave des oor-
données Zb où b ∈ (Z/3)
2
. Considérons l'ation de H[3] dans l'espae des
sextiques S6V . Comme ette ation se fatorise par le quotient abélien A[3℄,
on onsidérera l'espae des sextiques A[3]-invariantes (S6V )A[3], au lieu de
l'espae des sextiques H[3]-invariantes.
Lemme 2.8.1 L'espae vetoriel (S6V )A[3] est de dimension 43.
Démonstration : Par la théorie des représentations (2.2 [14℄) on a
(2.7)
∑
a∈A[3]
Tr(a | S6V ) = dimS60V · |A[3]|.
Par ailleurs, par le lemme 2 (5, Ch. V [7℄) on a
∞∑
n=0
Tr(s | SnV )T n =
1
det(1− sT )
,
où s est un endomorphisme de V . Dans notre as l'ation d'un élément de
a˜ ∈ H[3] sur V a omme valeurs propres les éléments de µ3. En fait, haque
raine ubique de l'unité apparaît ave multipliité 3. On a don
∞∑
n=0
Tr(a˜ | SnV )T n =
1
det(1− a˜T )
=
1
(1− T 3)3
= 1 + 3T 3 + 6T 6 + · · · .
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Pour n = 6 on obtient que Tr(a | S6V ) = 6 pour tout a ∈ A[3] non nul.
Don de l'équation (2.7) il en résulte
∑
a∈A[3]
Tr(a | S6V ) = 6 · 80 + dimS6V
= 480 + 3003
= dimS60V · |A[3]|
et on obtient que dimS60V = 3483/81 = 43.
✷
Pour haque η ∈ A[3], η 6= 0 on note Vη le sous-espae de V (de dimension
3) des points xes par l'ation de η˜ ∈ H[3], où η˜ est le relèvement de η tel
que P
2
η˜ ⊂ |3Θ| est le plan distingué (.f. remarque de la page 27). On observe
que Vη = V−η. On onsidère le groupe Kη = 〈η〉
⊥/〈η〉. Puisque l'ation de
H[3] ≃ µ3 × Kη sur S
6Vη se fatorise par le quotient Kη on onsidérera
l'espae des sextiques Kη-invariantes au lieu de (S
6Vη)
H[3]
. Soit
resη : (S
6V )A[3] → (S6Vη)
Kη
l'appliation restrition. On dénit l'appliation
ν :=
∑
η
resη : (S
6V )A[3] →
⊕
(S6Vη)
Kη
où la somme parourt les η ∈ A[3], η 6= 0 , modulo η ∼ −η. Le but est de
dérire le noyau de ette appliation pour savoir sous quelles onditions les
restritions aux sous-espaes des points xes aratérisent omplètement une
sextique invariante par le groupe de Heisenberg.
On va d'abord donner une base de l'espae (S6V )A[3]. On note K :=
{(x, 00) | x ∈ (Z/3)2} et K̂ := {(00, x∗) | x∗ ∈ (Ẑ/3)2}. Un monme
de degré 6, Zµ1 · · ·Zµ6 , est invariant par l'ation de K̂ si et seulement si∑
µi = 0. On peut don onstruire des polynmes A[3]-invariants en faisant
agir K sur haun des monmes K̂-invariants et en prenant la somme sur
tous les éléments de K. Ave ette méthode on obtient une base de (S6V )A[3]
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omme suit ∑
σ∈(Z/3)2
Z6σ∑
σ
Z3σ+µZ
3
σ ave µ 6= 0, modulo µ ∼ −µ∑
σ
Z3σZσ+µ1Zσ+µ2Zσ+µ3 ave
∑
µi = 0
1
3
∑
σ
Z2σZ
2
σ+µZ
2
σ+2µ ave µ 6= 0∑
σ
Z2σZσ+µ1Zσ+µ2Z
2
σ+µ1+µ2 ave µ1, µ2 6= 0, 〈µ1〉 6= 〈µ2〉∑
σ
Z2σZσ+µ1Zσ+µ−11
Zσ+µ2Zσ+µ−12
ave µ1, µ2 6= 0, 〈µ1〉 6= 〈µ2〉
1
3
∑
σ
(∏
i
Zσ+µi
)
ave
6∑
i=1
µi = 0, µi 6= µj pour i 6= j.
On vérie que es éléments forment une base pour (S6V )A[3] (ette base est
érite expliitement dans l'annexe). On a utilisé le programme Maple pour
aluler le rang et le noyau de l'appliation ν (.f. Annexe). On a trouvé que
ν est de rang 39 et qu'une base pour Ker ν est donnée par
w1 :=
∑
σ
Z3σ+20ZσZσ+01Zσ+02 −
∑
σ
Z3σ+10ZσZσ+01Zσ+02
w2 :=
∑
σ
Z3σ+02ZσZσ+10Zσ+20 −
∑
σ
Z3σ+01ZσZσ+10Zσ+20
w3 :=
∑
σ
Z3σ+02ZσZσ+11Zσ+22 −
∑
σ
Z3σ+01ZσZσ+11Zσ+22
w4 :=
∑
σ
Z3σ+20ZσZσ+12Zσ+21 −
∑
σ
Z3σ+10ZσZσ+12Zσ+21.
L'involution ι∗ : J1 → J1 s'étend à une involution ι de V agissant par
ι : [Z00, Z01, . . . , Z22] 7→ [Z00, Z−(01), . . . , Z−(22)] = [Z00, Z02, . . . , Z11].
Don ι agit aussi sur l'espae des sextiques (S6V )A[3]. Soit (S6V )A[3] =
W+ ⊕ W− la déomposition en les parties ι-invariante et ι-anti-invariante
respetivement.
Remarque : On observe que ι(wk) = −wk pour k = 1, 2, 3. Don Ker ν ⊂W−,
d'où W+ ∩Ker ν = {0}.
Pour tout η ∈ A[3] et E ∈ B on a
i(E ⊗ η) = ι∗(E ⊗ η)∗ ≃ ι∗E∗ ⊗ ι∗η−1 ≃ E ⊗ η,
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d'où B est A[3]-invariante. D'un autre oté, puisque l'appliation duale D
est H[3]-équivariante on a que la sextique C∗ est aussi A[3]-invariante dans
P(V ) ≃ P8. Soient R et S les polynmes homogènes dans (S6V )A[3] qui
dénissent B et C∗ respetivement.
Proposition 2.8.1 Le polynme R est ι-invariant et S ∈W+ ∪W−.
Démonstration : La ubique de Coble est dénie par le polynme
F =
∑
b∈K
XbQb = 0.
En appliquant l'involution ι on obtient
ι(
∑
b
XbQb) =
∑
b
ι(Xb)ι(Qb) =
∑
b
X−bQ−b
et don F est ι-invariante. Étant donné que l'appliation duale D est dénie
par
D : x 7→ [Q00(x) : · · · : Q22(x)]
et ιQb(x) = Q−b(x) = Qb(ιx), alors D est ι-équivariante, d'où S ∈W+∪W−.
Soit ΘE = Supp θ(E) ave E ∈ M. On a montré (.f. proposition 2.2.1)
que
ι∗(ΘE) = ΘE∗.
Si E ∈ B = {E ∈ M | ι∗E ∼s E
∗}, alors E∗ ∈ B et don B est ι-invariante.
Par onséquent, R ∈ W+ ∪W−. L'ation de l'involution ι sur V induit une
déomposition V = V+⊕V−, en les sous-espaes assoiés aux valeurs propres
{±1}. Si on suppose R ∈W−, alors la sextique B ontient l'espae P(V+) ≃
P
4
. En eet, si p ∈ V+ alors
R(p) = R(ιp) = ιR(p) = −R(p),
et R(p) = 0. On analysera l'involution ι∗ sur B ⊂ M pour donner une esti-
mation de la dimension du lieu de points xes.
Soit E ∈ B un bré vetoriel ι-invariant.
Cas 1. Supposons E stable. On a don ι∗E ≃ E∗ ≃ E, i.e. il existe un isomor-
phisme u : E
∼
→ E∗. Comme E est stable, l'homomorphisme u−1◦tu : E → E
est de la forme λ·Id, ave λ 6= 0. On a
det u = det tu = λ3 detu,
don λ3 = 1 ; et puisque tu = λ · Id ◦u, on a λ2 = 1. Don tu = u. On a ainsi
que u induit une forme quadratique sur E, autrement dit, E ∈ H1(C,OSO3).
Par la suite exate ( 2.1) on obtient que la dimension du lieu des brés E ∈ B
qui sont stables et ι-invariants est au plus la dimension de UC(2, 0), l'espae
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de modules des brés vetoriels semi-stables de rang 2 et de degré 0. Il en
déoule
dimFix(ι∗) ∩ Bs ≤ 3.
Cas 2. Supposons E ∼s L1 ⊕ L2 ⊕ L3, ave Li des brés en droites. On a
ι∗(L1 ⊕ L2 ⊕ L3) ≃ L
−1
1 ⊕ L
−1
2 ⊕ L
−1
3 ∼s L1 ⊕ L2 ⊕ L3.
Supposons L1 ≃ L
−1
2 . Comme detE ≃ L1 ⊗ L2 ⊗ L3 ≃ OC on a L3 ≃ OC
et don E ∼s L1 ⊕ L
−1
1 ⊕OC . Par ontre, si pour tout i = 1, 2, 3, Li ≃ L
−1
i
alors Li ∈ JC[2], e qui ne rajoute qu'un nombre ni de points xes. Don
dans e as la dimFix(ι∗) ≤ dim Pi(C) =2.
Cas 3. Supposons E ∼s L⊕ F ave F ∈ UC(2, L
−1) stable. On a
ι∗(L⊕ F ) ≃ L−1 ⊕ F ∗ ∼s L⊕ F
ar E ∈ Fix(ι∗), e qui implique L ≃ L−1 et don L ∈ JC[2], et F ∗ ≃ F . En
ombinant ave l'estimation faite dans le as 2 on obtient
dimFix(ι∗) ∩ Bss ≤ dim(UC(2, 0) ∪ Pi(C)) = 3.
En onlusion, B ne ontient pas l'espae P(V+) ≃ P
4
et don R ∈W+.
✷
Lemme 2.8.2 Soient η, λ ∈ A[3] r {0}, 〈η〉 6= 〈λ〉. Si 〈η, λ〉 = 0, alors
P
2
η˜ ∩ P
2
λ˜
6= ∅, ave η˜ et λ˜ relèvements de η et λ respetivement.
Démonstration : Supposons η, λ ∈ A[3] r {0} orthogonaux. Don le groupe
Kη,λ engendré par η et λ, est un sous-groupe maximal isotrope. Don le
groupe Kη˜,λ˜ engendré par η˜ et λ˜ est un relèvement de Kη,λ dans H[3], ar
η˜ et λ˜ ommutent. La représentation du groupe de Heisenberg induit une
représentation de Kη˜,λ˜ dans V = H
0(J1,L). Ainsi l'intersetion de P2η˜ et P
2
λ˜
est donnée par le projetivisé de l'espae vetoriel V Kη˜,λ˜, l'espae de setions
invariantes par η˜ et λ˜. Par la proposition 3 [23℄ on a
dimV Kη˜,λ˜ = 1,
e qui montre le lemme.
✷
Lemme 2.8.3 Pour tout η, λ ∈ A[3]r{0}, il existe une suite de sous-espaes
Vη = Vβ0 , Vβ1 , . . . Vβn = Vλ
ave βi ∈ A[3]r {0}, telle que Vβi ∩ Vβi+1 6= {0} pour tout 0 ≤ i ≤ n− 1.
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Démonstration : Par le lemme 2.8.2 il sut de montrer que pour tout η, λ ∈
A[3]r {0}, il existe une suite η = β0, β1, . . . βn = λ dans A[3]r {0} telle que
βi⊥βi+1 pour tout 0 ≤ i ≤ n− 1.
Pour tout y∗ il existe x 6= 0 tel que y∗(x) = 0, don pour tout (y, y∗) ∈ A[3]
il existe (x, 00) ∈ K, ave x 6= 0 tel que
〈(x, 00), (y, y∗)〉 = y∗(x) = 0.
Comme le sous-groupe K est isotrope, ela sut pour démontrer la propo-
sition.
✷
Proposition 2.8.2 Soient η˜, λ˜ ∈ H[3] tels que leurs images dans A[3] véri-
ent les onditions du lemme 2.8.2. Soit E ∈ M tel que θ(E) ∈ P2η˜ ∩ P
2
λ˜
⊂
|3Θ|. Alors E n'appartient pas à B.
Démonstration : On onsidère l'appliation étale de degré 3
f : Cη −→ C
assoiée à η ∈ A[3]\{0} et soit P = Prym(Cη/C), la variété de Prym munie
de la polarisation M , induite par la polarisation prinipale de JCη. Soit σ
l'automorphisme de Cη qui engendre le groupe de Galois Gal(Cη/C).
Pour tout bré L ∈ P le bré de rang 3 f∗L est ontenu dans M et est
invariant par l'ation de η. En eet, par la formule de projetion on a
f∗(L)⊗ η ≃ f∗(L⊗ f
∗η) ≃ f∗(L⊗OCη ) ≃ f∗L.
On a le diagramme ommutatif suivant
P
ϕM
P/〈σ〉
f∗
θ|
P
2
η˜
M
θ
|3Θ|
Ce diagramme montre que si θ(E) ∈ P2η˜ alors E est de la forme f∗(L) ave
L un bré en droites dans la variété de Prym P . Supposons E ∈ M tel que
θ(E) ∈ P2η˜ ∩P
2
λ˜
. Don E ≃ f∗(L) ave L ∈ P et E est invariant par l'ation
de λ. En utilisant la formule de projetion on obtient
E ≃ f∗(L) ≃ f∗(L)⊗ λ ≃ f∗(L⊗ f
∗λ).
Cei implique que, soit L⊗ f∗λ ≃ σ∗L, soit L⊗ f∗λ ≃ σ2∗L. Par ailleurs, on
a démontré préédemment que P ≃ Z × Z, où Z est une ourbe elliptique
et que l'automorphisme σ de JCη restreints à P prend la forme
σ : (x, y) 7→ (−y, x− y), ∀x, y ∈ Z.
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On a que
Γ := A+ σ(A) + σ2(A) ⊂ Z × Z,
ave A l'anti-diagonale dans Z×Z, est le lieu de ramiation de l'appliation
ϕM : P → P
2
η˜. Soit (x, y) ∈ Z × Z le point orrespondant au bré L.
Supposons σ∗L⊗ L−1 ≃ f∗λ. Don le bré f∗λ orrespond au point
(σ − 1)(x, y) = (−y, x− y)− (x, y) = (−y − x,−2y).
Observons que par onstrution σ∗f∗λ ≃ f∗λ.
Supposons E ∈ B, i.e. ι∗E ≃ E∗. Alors L appartient au lieu de ramiation
de ϕM , autrement dit, (x, y) ∈ Γ.
Supposons (x, y) ∈ A, alors y = −x et f∗λ orrespond au point (0, 2x). On
a
σ(0, 2x) = (−2x,−2x) = (0, 2x),
et don 2x = 0, e qui se traduit par f∗λ ≃ OCη . Mais ei est une ontra-
dition ave l'hypothèse 〈η〉 6= 〈λ〉 puisque Ker f∗ = 〈η〉.
Si (x, y) ∈ σi(A), ave i = 1, 2 alors σ−i(x, y) ∈ A. En proédant omme
avant on obtient (σ−i)∗f∗λ ≃ OCη et on arrive à la même ontradition.
De manière analogue, on démontre que si L⊗ f∗λ ≃ σ2∗L alors f∗L ≃ OCη
et don on ontredit l'hypothèse 〈η〉 6= 〈λ〉.
✷
Théorème 2.8.1 Les polynmes S et R dénissent la même hypersurfae,
i.e. C∗ = B.
Démonstration : Par la proposition 2.7.1 on a
C∗ ∩ P2η˜ = B ∩ P
2
η˜,
pour tout η˜ ∈ H[3] ave projetion non-nulle dans A[3], d'où
S|Vη
= ǫ(η)R|Vη ,
ave ǫ(η) un salaire non-nul. Pour tout η, λ ∈ A[3]\{0} tels que Vη∩Vλ 6= {0}
on a
S|Vη∩Vλ
= ǫ(η)R|Vη∩Vλ
= ǫ(λ)R|Vη∩Vλ
.
Par la proposition 2.8.2 R|Vη∩Vλ
6= 0, don ǫ(η) = ǫ(λ). Grâe au lemme
2.8.3, on déduit que le salaire ǫ ne dépend pas de η. On obtient don l'égalité
S|Vη
− ǫR|Vη = 0 ∀η ∈ A[3] \ {0},
i.e. S− ǫR appartient au noyau de l'appliation ν : (S6V )A[3] →
⊕
(S6Vη)
Kη
.
Don, par la remarque de la page 32, S − ǫR ∈ W−. Si S ∈ W− alors ǫR =
S − (S − ǫR) ∈ W−, e qui ontredit la proposition 2.8.1. Don S ∈ W+ et
S− ǫR est ι-invariante. On a don
SF − ǫR ∈W+ ∩Ker ν = {0}.
Ce qui ahève la démonstration.
✷
Chapitre 3
Variétés de Prym assoiées aux
revêtements n-yliques d'une
ourbe hyperelliptique
Soit H une ourbe projetive, hyperelliptique et non singulière de genre
g et soit JH ≃ Pic0(H) la jaobienne de H. On xe un élément η ∈ JH
d'ordre n. On note f : C → H le revêtement étale n-ylique assoié à η.
Soit JC la jaobienne de C.
Soit Nm : JC → JH,
∑
nipi 7→
∑
nif(pi), l'appliation Norme de f . On
appelle variété de Prym P = Prym(C/H) assoiée au revêtement f la om-
posante neutre de KerNm. Si σ : C → C est l'automorphisme d'ordre n qui
engendre le groupe de Galois Gal(C/H), on peut érire P = Im(1 − σ). La
variété P est une sous-variété abélienne de JC de dimension (n − 1)(g − 1)
ave polarisation Ξ induite par la polarisation prinipale de JC.
Le but de es lignes est de montrer que lorsque n n'est pas divisible par 4 la
variété de Prym P est isomorphe à un produit de jaobiennes.
3.1 Déomposition de la variété de Prym
On pose Y = f∗(JH). C'est une sous-variété abélienne supplémentaire
de P dans JC de dimension g. On peut aussi dérire Y omme l'image de
l'endomorphisme Norme 1 + σ + · · ·+ σn−1.
Proposition 3.1.1 La polarisation Ξ sur P est du type ( 1, ..., 1︸ ︷︷ ︸
(n−2)(g−1)
, n, ..., n︸ ︷︷ ︸
g−1
).
Démonstration : Puisque f : C → H est étale l'appliation f∗ : JH → JC
n'est pas injetive ( [20℄ 11.4.3.). En fait, Ker f∗ = 〈η〉, un sous-groupe de
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JH[n] d'ordre n. On a don le diagramme ommutatif suivant
JH
f∗
h
JC
JH/〈η〉 ≃ Y
iY
où h est une isogénie de degré n. Soit Θ un diviseur thêta dans JC et
soit M = OY (i
∗
YΘ). On a h
∗M ≃ OJH(nΘH) ar (f
∗)∗Θ ≡ nΘH ([20℄
12.3.1.). D'après [25℄ (Lemme 2, pag. 232), K(M) ≃ 〈η〉⊥/〈η〉, où 〈η〉⊥
est l'orthogonale de 〈η〉 par rapport à la forme de Weil eh
∗M : K(h∗M) ×
K(h∗M) → C∗. Puisque K(h∗M) ≃ (Z/n)2g on obtient don K(M) ≃
(Z/n)2(g−1). Ainsi M est une polarisation du type (1, n, . . . , n) et par [20℄
(Cor. 12.1.5.), Ξ = i∗PΘ est du type (1, . . . , 1, n, . . . , n).
✷
On note i : H → H l'involution hyperelliptique. Par onstrution on a
C = Spec(A), où A := OC
⊕
η
⊕
· · ·
⊕
ηn−1 est muni d'une struture de
OC -algèbre donnée par un isomorphisme τ : OC
∼
→ ηn. On onsidère le
hangement de base
Spec(i∗A) = i∗C
j
f
C
f
= Spec(A)
H
i
H
(3.1)
Comme l'involution i agit sur JH par (−1)JH , on peut hoisir un isomor-
phisme ϕ : i∗η
∼
→ η−1 de façon que ϕ⊗n = Id via τ . On obtient ainsi
un isomorphisme de OC-algèbres A → i
∗A = i∗OC
⊕
i∗η
⊕
· · ·
⊕
i∗ηn−1.
De ette façon on peut identier i∗C à C et j à un automorphisme véri-
ant j2 = 1C . Observons que e relèvement à C de l'involution hyperellip-
tique n'est pas anonique ar il dépend du hoix de l'isomorphisme ϕ. Dans
[21℄(Prop. 2.1.) on montre la proposition suivante
Proposition 3.1.2 Le revêtement C → P1 est galoisien ave groupe de Ga-
lois Gal(C/P1) = Dn = 〈j, σ | j
2 = σn = 1, jσj = σ−1〉.
Le groupe diédral Dn = 〈j, σ〉 ontient les involutions jν = jσ
ν
pour
ν = 0, . . . , n − 1. Soient fν : C → Cν := C/〈jν〉 les revêtements doubles
ramiés assoiés à es involutions. Soit gν le genre de Cν . On a don le
diagramme suivant
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C
f0
f
f1
C0 H
pi
C1
P
1
(3.2)
Soit W = {x1, . . . , x2g+2} ⊂ P
1
l'ensemble des points de Weierstrass pour le
revêtement π : H → P1; on pose S = {x ∈W | (π ◦ f)−1(x) ne ontient pas
de point xe par j} et T =W \ S.
Proposition 3.1.3
a) Pour n impair les ourbes Cν sont de genre gν =
1
2(n − 1)(g − 1) pour
ν = 0, . . . , n− 1.
b) Pour n pair gν =
n
2 (g − 1) + 1−
|T |
2 pour ν = 0, . . . , n− 1.
Démonstration :
a) Il sut de montrer la proposition pour ν = 0. On observe que les images
par f des points xes par l' involution j = j0 sont des points de ramiation
du revêtement H → P1 puisque le diagramme (1) est ommutatif. Soit q ∈ H
un point xe par i et p ∈ C un relèvement de q. Comme f est un revêtement
non-ramié, p est un point xe par une involution jm de C ave 0 ≤ m ≤ n.
Puisque n est impair, il existe un unique k modulo n qui vérie l'équation
2k ≡ m mod n. Don, σkp ∈ f−1(q) est le seul point xe par j dans la bre
f−1(q). En eet, omme jσ = σ−1j on a
jσkp = jσkjmp = σ
m−kp = σ2k−kp = σkp.
En onlusion S = ∅ et on a autant de points xes par jν que de points de
ramiation du revêtement H → P1. Par la formule de Hurwitz on a
g(C)− 1 = 2(gν − 1) + g + 1,
et on trouve que gν =
1
2(g(C)− g) =
1
2(n(g − 1) + 1− g) =
1
2(n− 1)(g − 1).
b) Dans le as n pair, sur ertaines bres au-dessus des points de ramiation
du revêtement π, l'involution j n'a pas de point xe. On observe que si
p ∈ Fix(j) alors σ
n
2 p ∈ Fix(j) et qu'ils sont les seuls points xés sur la bre
f−1(f(p)). Don, par la formule de Hurwitz
g(C)− 1 = 2gν − 2 + |T |
et on obtient gν =
n
2 (g − 1) + 1−
|T |
2 .
✷
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Les automorphismes σ et j induisent des automorphismes dans JC, notés
aussi σ et j. Les appliations f∗ν : JCν → JC sont injetives ar les revête-
ments doubles sont ramiés. On peut don onsidérer les jaobiennes JCν
omme des sous-variétés abéliennes de JC. Pour tout point c ∈ C on obtient
le diagramme ommutatif
C
αc
fν
JC
Nfi
Cν
αfν (c)
JCν
(3.3)
pour ν = 0, . . . , n− 1, où αc est l'appliation de Abel-Jaobi. On peut érire
JCν = Im(1+ jν) dans JC. De plus, omme σ(1 + jν) = (1 + jν−2)σ l'auto-
morphisme σ se restreint à des isomorphismes
σ : JCν → JCν−2 pour ν ∈ Z/nZ.
On en déduit que, lorsque n est pair, il y a deux lasses d'isomorphismes de
jaobiennes qu'on note JC0 et JC1 ; lorsque n est impair toutes les jaobi-
ennes JCν sont isomorphes.
Proposition 3.1.4 Les sous-variétés JCν sont ontenues dans la variété de
Prym P .
Démonstration : On a P = Ker(1 + σ + · · · + σn−1)0. D'autre part
(1 + σ + · · · + σn−1)(1 + jν) = (1 + σ + · · ·+ σ
n−1 + j + j1 + · · ·+ jn−1)
se fatorise par l'appliation Norme du revêtement C → P1 et don est
l'appliation nulle. En onséquene JCν = Im(1 + jν) ⊂ Ker(1 + σ + · · · +
σn−1), et puisque JCν est onnexe on a JCν ⊂ P .
✷
Soient p0 et p1 les projetions de JC0×JC1 sur les deux fateurs orrespon-
dants.
Théorème 3.1.1 L'appliation ψ = p0 + p1 : JC0 × JC1 → P est un iso-
morphisme de variétés abéliennes pour n ≥ 2 non divisible par 4.
Démonstration : Par la prop. 2.3 a) dimP = (n − 1)(g − 1) =dim(JC0 ×
JC1) pour n impair. Lorsque n est pair on obtient de la proposition 2.3 que
dimJC0 = g0 =
n
2 (g−1)+1−t et dimJC1 =
n
2 (g−1)+1−s où t+s = g+1.
On a don dim(JC0×JC1) = (n−1)(g−1). Comme ψ est bien un morphisme
de variétés abéliennes il sut de montrer que ψ est injetive.
Soit (x, y) ∈ JC0 × JC1 tel que ψ(x, y) = x + y = 0. Alors x = (−y) ∈
JC0 ∩ JC1. Le lemme suivant montre que néessairement x = 0 et don
aussi y = 0, e qui termine la preuve. Voir [25℄ pag. 346 pour le as n=2.
✷
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Lemme 3.1.1 JC0 ∩ JC1 = {0}
Démonstration :
a) Cas n impair. Soit F ∈ JC0∩JC1 ⊂ Ker(1− j)∩Ker(1− j1) ⊂ Fix(j, σ) ;
on a don F ∈ Fix(σ) ∩ P ⊂ Fix(σ) ∩Ker(1 + σ + · · ·+ σn−1) ⊂ JC[n]. Par
ailleurs, omme σ∗F ≃ F et f étant étale ela implique que F = f∗L pour
un bré en droites L ∈ JH. Si de plus j∗F ≃ F , alors
j∗f∗L ≃ f∗i∗L ≃ f∗L.
Mais dans JH l'involution i agit par −1JH , i.e. i
∗L ≃ L−1. On a don
f∗L−1 ≃ (f∗L)−1 ≃ f∗L et F = f∗L est un point de 2-torsion. On onlut
que F ∈ Fix(j, σ) ∩ P ⊂ JC[2] ∩ JC[n] = {0}.
b) Cas n=2m, m impair. Dans e as on utilise le résultat suivant qui est un
as partiulier du Lemme de desente dû à Kempf ( [12℄, Théorème 2.3) :
Lemme 3.1.2 Soit X une variété algébrique intègre sur laquelle opère un
groupe ni G. Soit F un G-bré vetoriel sur X. Alors F desend à X/G
si et seulement si pour tout point x ∈ X, le stabilisateur de x dans G agit
trivialement sur Fx.
Soient Xi := Ci/〈σ
m〉 et X := C/〈σm〉, où σm est une involution qui om-
mute ave j et j1. On onsidère la tour de ourbes suivante
C
q0
q
q1
C0
r0
	 X
f0
f
f1
	 C1
r1
X0 H
pi
X1
P
1
(3.4)
Soit F ∈ JC0 ∩ JC1. On sait qu'il existe des brés en droites Mi ∈ JCi, i =
0, 1 tels que q∗iMi ≃ F . Puisque j et σ
m
ommutent M0 est invariante par
σm. En eet,
q∗0σ
m∗M0 ≃ σ
m∗q∗0M0 ≃ σ
m∗F ≃ F ≃ q∗0M0.
Comme q0 est ramié, q
∗
0 est injetive et don σ
m∗M0 ≃M0. Observons que
les points de ramiation du revêtement r0 : C0 → X0, i.e. les points xes
par σm, peuvent être relevés aux points xes par jσm = jm dans C. En eet,
soit p ∈ Fix(σm) dans C0 et soit p˜ ∈ C tel que q0(p˜) = p. On a
q0(σ
mp˜) = σmq0(p˜) = σ
mp = p,
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don σmp˜ ∈ q−10 (p) = {p˜, jp˜}. Comme q : C → X est non-ramié, σ
mp˜ 6= p˜.
Ainsi σmp˜ = jp˜ et on a jσmp˜ = jmp˜ = p˜.
L'ation de σm sur les bres de M0 au-dessus des points de ramiation de
r0 est la même que elle de jm sur les bres de F au-dessus des points xes
par jm dans C puisque q
∗
0M0 ≃ F .
Soit x ∈ Fix(jm) ⊂ C, don x = σ
m+1
2 y ou bien x = σ
3m+1
2 y où y ∈ Fix(j1).
On observe que 〈jm〉 = Stab(x) est un sous-groupe onjugué de 〈j1〉 qui
par hypothèse agit trivialement sur Fy, don jm agit aussi trivialement sur
Fx. On en déduit que σ
m
agit trivialement sur M0,q0(x) et par le lemme de
desente il existe un bré N0 ∈ JX0 tel que r
∗
0N0 ≃M0. De façon analogue
on montre l'existene d'un bré N1 ∈ JX1 tel que r
∗
1N1 ≃M1.
Comme q∗f∗0N0 ≃ q
∗f∗1N1 ≃ F on a
β := f∗0N0 ⊗ (f
∗
1N1)
−1 ∈ Ker q∗.
Puisque q est un revêtement double non-ramié, β2 ≃ OX , i.e., β ∈ JX[2]
mais aussi β ∈ JX0 × JX1 ≃ Prym(X/H), e dernier isomorphisme ayant
été démontré dans le as a). Comme
q∗β ≃ OC ≃ σ
∗OC ≃ σ
∗q∗β ≃ q∗σ∗β
on a σ∗β ∈ Ker q∗. En fait σ∗β ≃ β et puisque Prym(X/H) ⊂ Ker(1 +
σ + · · · + σm−1), on a β ∈ JX[m] ∩ JX[2] = {0}. Ainsi, f∗0N0 ≃ f
∗
1N1 ∈
JX0 ∩ JX1 = {0} par a) et don F ≃ q
∗OX ≃ OC .
✷
3.2 La polarisation
On onsidère la polarisation Ξ dans JC0×JC1. On a Ξ ≡ ψ
∗Θ, oùΘ est la
polarisation prinipale dans JC. On pose φ = φΞ : JC0×JC1 −→ ĴC0×ĴC1.
Don φ est de la forme
φ =
(
α βˆ
β δ
)
L'appliation α : JC0 → ĴC0 est la restrition à JC0 de la polarisation prin-
ipale de JC. Or, l'inlusion f∗0 : JC0 → JC est le pullbak d'un revêtement
double ramié, et par [20℄ (12.3.1.) on obtient (f∗0 )
∗Θ ≡ 2Θ0, où Θ0 est
la polarisation prinipale dans JC0. Ainsi α = φ2Θ0 = 2φΘ0 . De façon ana-
logue, on obtient δ = 2φΘ1 : JC1 → ĴC1, où Θ1 est la polarisation prinipale
dans JC1.
L'appliation β est l'appliation qui fait ommuter le diagramme
JC
φΘ
ĴC
f̂∗1
JC0
f∗0
β
ĴC1
(3.5)
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don β = f̂∗1 ◦ φΘ ◦ f
∗
0 et βˆ = f̂
∗
0 ◦ φΘ ◦ f
∗
1 . Pour expliiter f̂
∗
i on onsidère le
diagramme ommutatif
JC
φΘ
ĴC
JCi
f∗i
φΘi
ĴCi
N̂fi
(3.6)
pour i = 0, 1, obtenu en appliquant le fonteur Pic0 au diagramme (3).
Ensuite, en dualisant (6) on a
ĴC
φ−1Θ
f̂∗i
JC
Nfi
ĴCi
φ−1Θi
JCi
(3.7)
pour i = 0, 1. On a don f̂∗i = φΘi ◦ Nfi ◦φ
−1
Θ et en utilisant le fait que
Nfi = 1 + ji on obtient
β = φΘ1 ◦ (1 + j1) ◦ f
∗
0 et βˆ = φΘ0 ◦ (1 + j) ◦ f
∗
1 .
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Annexe
Variables :
>
Z:= array(0..2,0..2);
Z := array(0..2, 0..2, [])
Tableau de polynmes invariants par le groupe de Heisenberg :
>
T:= array(1..43);
T := array(1..43, [])
Proédure, l'ation du sous-groupe isotrope sur les indies de la base :
>
q:=pro(n,t) RETURN( (n+t) mod 3 ) end;
q := pro(n, t)RETURN((n + t)mod 3) end pro
L'ation du sous-groupe isotrope sur les monmes :
>
At:=pro(r,s,P) RETURN( subs( {seq( seq( Z[i,j℄=Z[q(r,i),q(s,j)℄
>
,i=0..2),j=0..2 )} ,P ) ) end;
Act := pro(r, s, P )
RETURN(subs({seq(seq(Zi, j = Zq(r, i), q(s, j), i = 0..2), j = 0..2)}, P ))
end pro
Proédure pour engendrer un polynme invariant :
>
Gen:=pro(P) RETURN( sum( 'sum('At(l,k,P)','l'=0..2)',k=0..2))
>
end;
Gen := pro(P )
RETURN(sum('sum('Act(l, k, P )', 'l' = 0..2)', k = 0..2)) end pro
Remplissage du tableau :
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>
T[1℄:=Gen(Z[0,0℄^6);
T1 := Z0, 0
6 + Z1, 0
6 + Z2, 0
6 + Z0, 1
6 + Z1, 1
6 + Z2, 1
6 + Z0, 2
6
+Z1, 2
6 + Z2, 2
6
>
T[2℄:=Gen(Z[0,0℄^3*Z[0,1℄^3);
T2 := Z0, 0
3 Z0, 1
3 + Z1, 0
3 Z1, 1
3 + Z2, 0
3 Z2, 1
3 + Z0, 1
3 Z0, 2
3
+Z1, 1
3 Z1, 2
3 + Z2, 1
3 Z2, 2
3 + Z0, 2
3 Z0, 0
3 + Z1, 2
3 Z1, 0
3 + Z2, 2
3 Z2, 0
3
>
T[3℄:=Gen(Z[0,0℄^3*Z[1,0℄^3);
T3 := Z0, 0
3 Z1, 0
3 + Z1, 0
3 Z2, 0
3 + Z2, 0
3 Z0, 0
3 + Z0, 1
3 Z1, 1
3
+Z1, 1
3 Z2, 1
3 + Z2, 1
3 Z0, 1
3 + Z0, 2
3 Z1, 2
3 + Z1, 2
3 Z2, 2
3 + Z2, 2
3 Z0, 2
3
>
T[4℄:=Gen(Z[0,0℄^3*Z[1,1℄^3);
T4 := Z0, 0
3 Z1, 1
3 + Z1, 0
3 Z2, 1
3 + Z2, 0
3 Z0, 1
3 + Z0, 1
3 Z1, 2
3
+Z1, 1
3 Z2, 2
3 + Z2, 1
3 Z0, 2
3 + Z0, 2
3 Z1, 0
3 + Z1, 2
3 Z2, 0
3 + Z2, 2
3 Z0, 0
3
>
T[5℄:=Gen(Z[0,0℄^3*Z[1,2℄^3);
T5 := Z0, 0
3 Z1, 2
3 + Z1, 0
3 Z2, 2
3 + Z2, 0
3 Z0, 2
3 + Z0, 1
3 Z1, 0
3
+Z1, 1
3 Z2, 0
3 + Z2, 1
3 Z0, 0
3 + Z0, 2
3 Z1, 1
3 + Z1, 2
3 Z2, 1
3 + Z2, 2
3 Z0, 1
3
>
T[6℄:=Gen(Z[0,0℄^4*Z[0,1℄*Z[0,2℄);
T6 := Z0, 0
4 Z0, 1 Z0, 2 + Z1, 0
4 Z1, 1 Z1, 2 + Z2, 0
4 Z2, 1 Z2, 2
+ Z0, 1
4 Z0, 2 Z0, 0 + Z1, 1
4 Z1, 2 Z1, 0 + Z2, 1
4 Z2, 2 Z2, 0
+ Z0, 2
4 Z0, 0 Z0, 1 + Z1, 2
4 Z1, 0 Z1, 1 + Z2, 2
4 Z2, 0 Z2, 1
>
T[7℄:=Gen(Z[0,0℄*Z[0,1℄*Z[0,2℄*Z[1,0℄^3);
T7 := Z0, 0 Z0, 1 Z0, 2 Z1, 0
3 + Z1, 0 Z1, 1 Z1, 2 Z2, 0
3 + Z2, 0 Z2, 1 Z2, 2 Z0, 0
3
+Z0, 1 Z0, 2 Z0, 0 Z1, 1
3 + Z1, 1 Z1, 2 Z1, 0 Z2, 1
3 + Z2, 1 Z2, 2 Z2, 0 Z0, 1
3
+Z0, 2 Z0, 0 Z0, 1 Z1, 2
3 + Z1, 2 Z1, 0 Z1, 1 Z2, 2
3 + Z2, 2 Z2, 0 Z2, 1 Z0, 2
3
>
T[8℄:=Gen(Z[0,0℄*Z[0,1℄*Z[0,2℄*Z[2,0℄^3);
T8 := Z0, 0 Z0, 1 Z0, 2 Z2, 0
3 + Z1, 0 Z1, 1 Z1, 2 Z0, 0
3 + Z2, 0 Z2, 1 Z2, 2 Z1, 0
3
+Z0, 1 Z0, 2 Z0, 0 Z2, 1
3 + Z1, 1 Z1, 2 Z1, 0 Z0, 1
3 + Z2, 1 Z2, 2 Z2, 0 Z1, 1
3
+Z0, 2 Z0, 0 Z0, 1 Z2, 2
3 + Z1, 2 Z1, 0 Z1, 1 Z0, 2
3 + Z2, 2 Z2, 0 Z2, 1 Z1, 2
3
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>
T[9℄:=Gen(Z[0,0℄^4*Z[1,0℄*Z[2,0℄);
T9 := Z0, 0
4 Z1, 0 Z2, 0 + Z1, 0
4 Z2, 0 Z0, 0 + Z2, 0
4 Z0, 0 Z1, 0
+Z0, 1
4 Z1, 1 Z2, 1 + Z1, 1
4 Z2, 1 Z0, 1 + Z2, 1
4 Z0, 1 Z1, 1
+Z0, 2
4 Z1, 2 Z2, 2 + Z1, 2
4 Z2, 2 Z0, 2 + Z2, 2
4 Z0, 2 Z1, 2
>
T[10℄:=Gen(Z[0,0℄*Z[1,0℄*Z[2,0℄*Z[0,1℄^3);
T10 := Z0, 0 Z1, 0 Z2, 0 Z0, 1
3 + Z1, 0 Z2, 0 Z0, 0 Z1, 1
3 + Z2, 0 Z0, 0 Z1, 0 Z2, 1
3
+ Z0, 1 Z1, 1 Z2, 1 Z0, 2
3 + Z1, 1 Z2, 1 Z0, 1 Z1, 2
3 + Z2, 1 Z0, 1 Z1, 1 Z2, 2
3
+ Z0, 2 Z1, 2 Z2, 2 Z0, 0
3 + Z1, 2 Z2, 2 Z0, 2 Z1, 0
3 + Z2, 2 Z0, 2 Z1, 2 Z2, 0
3
>
T[11℄:=Gen(Z[0,0℄*Z[1,0℄*Z[2,0℄*Z[0,2℄^3);
T11 := Z0, 0 Z1, 0 Z2, 0 Z0, 2
3 + Z1, 0 Z2, 0 Z0, 0 Z1, 2
3 + Z2, 0 Z0, 0 Z1, 0 Z2, 2
3
+ Z0, 1 Z1, 1 Z2, 1 Z0, 0
3 + Z1, 1 Z2, 1 Z0, 1 Z1, 0
3 + Z2, 1 Z0, 1 Z1, 1 Z2, 0
3
+ Z0, 2 Z1, 2 Z2, 2 Z0, 1
3 + Z1, 2 Z2, 2 Z0, 2 Z1, 1
3 + Z2, 2 Z0, 2 Z1, 2 Z2, 1
3
>
T[12℄:=Gen(Z[0,0℄^4*Z[1,1℄*Z[2,2℄);
T12 := Z0, 0
4 Z1, 1 Z2, 2 + Z1, 0
4 Z2, 1 Z0, 2 + Z2, 0
4 Z0, 1 Z1, 2
+Z0, 1
4 Z1, 2 Z2, 0 + Z1, 1
4 Z2, 2 Z0, 0 + Z2, 1
4 Z0, 2 Z1, 0
+Z0, 2
4 Z1, 0 Z2, 1 + Z1, 2
4 Z2, 0 Z0, 1 + Z2, 2
4 Z0, 0 Z1, 1
>
T[13℄:=Gen(Z[0,0℄*Z[1,1℄*Z[2,2℄*Z[0,1℄^3);
T13 := Z0, 0 Z1, 1 Z2, 2 Z0, 1
3 + Z1, 0 Z2, 1 Z0, 2 Z1, 1
3 + Z2, 0 Z0, 1 Z1, 2 Z2, 1
3
+ Z0, 1 Z1, 2 Z2, 0 Z0, 2
3 + Z1, 1 Z2, 2 Z0, 0 Z1, 2
3 + Z2, 1 Z0, 2 Z1, 0 Z2, 2
3
+ Z0, 2 Z1, 0 Z2, 1 Z0, 0
3 + Z1, 2 Z2, 0 Z0, 1 Z1, 0
3 + Z2, 2 Z0, 0 Z1, 1 Z2, 0
3
>
T[14℄:=Gen(Z[0,0℄*Z[1,1℄*Z[2,2℄*Z[0,2℄^3);
T14 := Z0, 0 Z1, 1 Z2, 2 Z0, 2
3 + Z1, 0 Z2, 1 Z0, 2 Z1, 2
3 + Z2, 0 Z0, 1 Z1, 2 Z2, 2
3
+ Z0, 1 Z1, 2 Z2, 0 Z0, 0
3 + Z1, 1 Z2, 2 Z0, 0 Z1, 0
3 + Z2, 1 Z0, 2 Z1, 0 Z2, 0
3
+ Z0, 2 Z1, 0 Z2, 1 Z0, 1
3 + Z1, 2 Z2, 0 Z0, 1 Z1, 1
3 + Z2, 2 Z0, 0 Z1, 1 Z2, 1
3
>
T[15℄:=Gen(Z[0,0℄^4*Z[1,2℄*Z[2,1℄);
T15 := Z0, 0
4 Z1, 2 Z2, 1 + Z1, 0
4 Z2, 2 Z0, 1 + Z2, 0
4 Z0, 2 Z1, 1
+Z0, 1
4 Z1, 0 Z2, 2 + Z1, 1
4 Z2, 0 Z0, 2 + Z2, 1
4 Z0, 0 Z1, 2
+Z0, 2
4 Z1, 1 Z2, 0 + Z1, 2
4 Z2, 1 Z0, 0 + Z2, 2
4 Z0, 1 Z1, 0
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>
T[16℄:=Gen(Z[0,0℄*Z[1,2℄*Z[2,1℄*Z[1,0℄^3);
T16 := Z0, 0 Z1, 2 Z2, 1 Z1, 0
3 + Z1, 0 Z2, 2 Z0, 1 Z2, 0
3 + Z2, 0 Z0, 2 Z1, 1 Z0, 0
3
+ Z0, 1 Z1, 0 Z2, 2 Z1, 1
3 + Z1, 1 Z2, 0 Z0, 2 Z2, 1
3 + Z2, 1 Z0, 0 Z1, 2 Z0, 1
3
+ Z0, 2 Z1, 1 Z2, 0 Z1, 2
3 + Z1, 2 Z2, 1 Z0, 0 Z2, 2
3 + Z2, 2 Z0, 1 Z1, 0 Z0, 2
3
>
T[17℄:=Gen(Z[0,0℄*Z[1,2℄*Z[2,1℄*Z[2,0℄^3);
T17 := Z0, 0 Z1, 2 Z2, 1 Z2, 0
3 + Z1, 0 Z2, 2 Z0, 1 Z0, 0
3 + Z2, 0 Z0, 2 Z1, 1 Z1, 0
3
+ Z0, 1 Z1, 0 Z2, 2 Z2, 1
3 + Z1, 1 Z2, 0 Z0, 2 Z0, 1
3 + Z2, 1 Z0, 0 Z1, 2 Z1, 1
3
+ Z0, 2 Z1, 1 Z2, 0 Z2, 2
3 + Z1, 2 Z2, 1 Z0, 0 Z0, 2
3 + Z2, 2 Z0, 1 Z1, 0 Z1, 2
3
>
T[18℄:=1/3*Gen(Z[0,0℄^2*Z[0,1℄^2*Z[0,2℄^2);
T18 := Z0, 0
2 Z0, 1
2 Z0, 2
2 + Z1, 0
2 Z1, 1
2 Z1, 2
2 + Z2, 0
2 Z2, 1
2 Z2, 2
2
>
T[19℄:=1/3*Gen(Z[0,0℄^2*Z[1,0℄^2*Z[2,0℄^2);
T19 := Z0, 0
2 Z1, 0
2 Z2, 0
2 + Z0, 1
2 Z1, 1
2 Z2, 1
2 + Z0, 2
2 Z1, 2
2 Z2, 2
2
>
T[20℄:=1/3*Gen(Z[0,0℄^2*Z[1,1℄^2*Z[2,2℄^2);
T20 := Z0, 0
2 Z1, 1
2 Z2, 2
2 + Z1, 0
2 Z2, 1
2 Z0, 2
2 + Z2, 0
2 Z0, 1
2 Z1, 2
2
>
T[21℄:=1/3*Gen(Z[0,0℄^2*Z[2,1℄^2*Z[1,2℄^2);
T21 := Z0, 0
2 Z2, 1
2 Z1, 2
2 + Z1, 0
2 Z0, 1
2 Z2, 2
2 + Z2, 0
2 Z1, 1
2 Z0, 2
2
>
T[22℄:=1/3*Gen(Z[0,0℄*Z[0,1℄*Z[0,2℄*Z[1,0℄*Z[1,1℄*Z[1,2℄);
T22 := Z0, 0 Z0, 1 Z0, 2 Z1, 0 Z1, 1 Z1, 2 + Z1, 0 Z1, 1 Z1, 2 Z2, 0 Z2, 1 Z2, 2
+ Z2, 0 Z2, 1 Z2, 2 Z0, 0 Z0, 1 Z0, 2
>
T[23℄:=1/3*Gen(Z[0,0℄*Z[1,0℄*Z[2,0℄*Z[0,1℄*Z[1,1℄*Z[2,1℄);
T23 := Z0, 0 Z1, 0 Z2, 0 Z0, 1 Z1, 1 Z2, 1 + Z0, 1 Z1, 1 Z2, 1 Z0, 2 Z1, 2 Z2, 2
+ Z0, 2 Z1, 2 Z2, 2 Z0, 0 Z1, 0 Z2, 0
>
T[24℄:=1/3*Gen(Z[0,0℄*Z[1,1℄*Z[2,2℄*Z[0,1℄*Z[1,2℄*Z[2,0℄);
T24 := Z0, 0 Z1, 1 Z2, 2 Z0, 1 Z1, 2 Z2, 0 + Z1, 0 Z2, 1 Z0, 2 Z1, 1 Z2, 2 Z0, 0
+ Z2, 0 Z0, 1 Z1, 2 Z2, 1 Z0, 2 Z1, 0
>
T[25℄:=1/3*Gen(Z[0,0℄*Z[1,2℄*Z[2,1℄*Z[0,1℄*Z[1,0℄*Z[2,2℄);
T25 := Z0, 0 Z1, 2 Z2, 1 Z0, 1 Z1, 0 Z2, 2 + Z1, 0 Z2, 2 Z0, 1 Z1, 1 Z2, 0 Z0, 2
+ Z2, 0 Z0, 2 Z1, 1 Z2, 1 Z0, 0 Z1, 2
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>
T[26℄:=Gen(Z[0,0℄^2*Z[0,1℄*Z[1,1℄*Z[1,2℄^2);
T26 := Z0, 0
2 Z0, 1 Z1, 1 Z1, 2
2 + Z1, 0
2 Z1, 1 Z2, 1 Z2, 2
2 + Z2, 0
2 Z2, 1 Z0, 1 Z0, 2
2
+ Z0, 1
2 Z0, 2 Z1, 2 Z1, 0
2 + Z1, 1
2 Z1, 2 Z2, 2 Z2, 0
2 + Z2, 1
2 Z2, 2 Z0, 2 Z0, 0
2
+ Z0, 2
2 Z0, 0 Z1, 0 Z1, 1
2 + Z1, 2
2 Z1, 0 Z2, 0 Z2, 1
2 + Z2, 2
2 Z2, 0 Z0, 0 Z0, 1
2
>
T[27℄:=Gen(Z[0,0℄^2*Z[0,2℄*Z[1,2℄*Z[1,1℄^2);
T27 := Z0, 0
2 Z0, 2 Z1, 2 Z1, 1
2 + Z1, 0
2 Z1, 2 Z2, 2 Z2, 1
2 + Z2, 0
2 Z2, 2 Z0, 2 Z0, 1
2
+ Z0, 1
2 Z0, 0 Z1, 0 Z1, 2
2 + Z1, 1
2 Z1, 0 Z2, 0 Z2, 2
2 + Z2, 1
2 Z2, 0 Z0, 0 Z0, 2
2
+ Z0, 2
2 Z0, 1 Z1, 1 Z1, 0
2 + Z1, 2
2 Z1, 1 Z2, 1 Z2, 0
2 + Z2, 2
2 Z2, 1 Z0, 1 Z0, 0
2
>
T[28℄:=Gen(Z[0,0℄^2*Z[1,1℄*Z[2,1℄*Z[0,2℄^2);
T28 := Z0, 0
2 Z1, 1 Z2, 1 Z0, 2
2 + Z1, 0
2 Z2, 1 Z0, 1 Z1, 2
2 + Z2, 0
2 Z0, 1 Z1, 1 Z2, 2
2
+ Z0, 1
2 Z1, 2 Z2, 2 Z0, 0
2 + Z1, 1
2 Z2, 2 Z0, 2 Z1, 0
2 + Z2, 1
2 Z0, 2 Z1, 2 Z2, 0
2
+ Z0, 2
2 Z1, 0 Z2, 0 Z0, 1
2 + Z1, 2
2 Z2, 0 Z0, 0 Z1, 1
2 + Z2, 2
2 Z0, 0 Z1, 0 Z2, 1
2
>
T[29℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[1,1℄*Z[2,1℄^2);
T29 := Z0, 0
2 Z1, 0 Z1, 1 Z2, 1
2 + Z1, 0
2 Z2, 0 Z2, 1 Z0, 1
2 + Z2, 0
2 Z0, 0 Z0, 1 Z1, 1
2
+ Z0, 1
2 Z1, 1 Z1, 2 Z2, 2
2 + Z1, 1
2 Z2, 1 Z2, 2 Z0, 2
2 + Z2, 1
2 Z0, 1 Z0, 2 Z1, 2
2
+ Z0, 2
2 Z1, 2 Z1, 0 Z2, 0
2 + Z1, 2
2 Z2, 2 Z2, 0 Z0, 0
2 + Z2, 2
2 Z0, 2 Z0, 0 Z1, 0
2
>
T[30℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[1,2℄*Z[2,2℄^2);
T30 := Z0, 0
2 Z1, 0 Z1, 2 Z2, 2
2 + Z1, 0
2 Z2, 0 Z2, 2 Z0, 2
2 + Z2, 0
2 Z0, 0 Z0, 2 Z1, 2
2
+ Z0, 1
2 Z1, 1 Z1, 0 Z2, 0
2 + Z1, 1
2 Z2, 1 Z2, 0 Z0, 0
2 + Z2, 1
2 Z0, 1 Z0, 0 Z1, 0
2
+ Z0, 2
2 Z1, 2 Z1, 1 Z2, 1
2 + Z1, 2
2 Z2, 2 Z2, 1 Z0, 1
2 + Z2, 2
2 Z0, 2 Z0, 1 Z1, 1
2
>
T[31℄:=Gen(Z[0,0℄^2*Z[1,1℄*Z[1,2℄*Z[2,0℄^2);
T31 := Z0, 0
2 Z1, 1 Z1, 2 Z2, 0
2 + Z1, 0
2 Z2, 1 Z2, 2 Z0, 0
2 + Z2, 0
2 Z0, 1 Z0, 2 Z1, 0
2
+ Z0, 1
2 Z1, 2 Z1, 0 Z2, 1
2 + Z1, 1
2 Z2, 2 Z2, 0 Z0, 1
2 + Z2, 1
2 Z0, 2 Z0, 0 Z1, 1
2
+ Z0, 2
2 Z1, 0 Z1, 1 Z2, 2
2 + Z1, 2
2 Z2, 0 Z2, 1 Z0, 2
2 + Z2, 2
2 Z0, 0 Z0, 1 Z1, 2
2
>
T[32℄:=Gen(Z[0,0℄^2*Z[0,1℄*Z[1,2℄*Z[1,0℄^2);
T32 := Z0, 0
2 Z0, 1 Z1, 2 Z1, 0
2 + Z1, 0
2 Z1, 1 Z2, 2 Z2, 0
2 + Z2, 0
2 Z2, 1 Z0, 2 Z0, 0
2
+ Z0, 1
2 Z0, 2 Z1, 0 Z1, 1
2 + Z1, 1
2 Z1, 2 Z2, 0 Z2, 1
2 + Z2, 1
2 Z2, 2 Z0, 0 Z0, 1
2
+ Z0, 2
2 Z0, 0 Z1, 1 Z1, 2
2 + Z1, 2
2 Z1, 0 Z2, 1 Z2, 2
2 + Z2, 2
2 Z2, 0 Z0, 1 Z0, 2
2
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>
T[33℄:=Gen(Z[0,0℄^2*Z[0,2℄*Z[1,1℄*Z[1,0℄^2);
T33 := Z0, 0
2 Z0, 2 Z1, 1 Z1, 0
2 + Z1, 0
2 Z1, 2 Z2, 1 Z2, 0
2 + Z2, 0
2 Z2, 2 Z0, 1 Z0, 0
2
+ Z0, 1
2 Z0, 0 Z1, 2 Z1, 1
2 + Z1, 1
2 Z1, 0 Z2, 2 Z2, 1
2 + Z2, 1
2 Z2, 0 Z0, 2 Z0, 1
2
+ Z0, 2
2 Z0, 1 Z1, 0 Z1, 2
2 + Z1, 2
2 Z1, 1 Z2, 0 Z2, 2
2 + Z2, 2
2 Z2, 1 Z0, 0 Z0, 2
2
>
T[34℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[2,1℄*Z[0,1℄^2);
T34 := Z0, 0
2 Z1, 0 Z2, 1 Z0, 1
2 + Z1, 0
2 Z2, 0 Z0, 1 Z1, 1
2 + Z2, 0
2 Z0, 0 Z1, 1 Z2, 1
2
+ Z0, 1
2 Z1, 1 Z2, 2 Z0, 2
2 + Z1, 1
2 Z2, 1 Z0, 2 Z1, 2
2 + Z2, 1
2 Z0, 1 Z1, 2 Z2, 2
2
+ Z0, 2
2 Z1, 2 Z2, 0 Z0, 0
2 + Z1, 2
2 Z2, 2 Z0, 0 Z1, 0
2 + Z2, 2
2 Z0, 2 Z1, 0 Z2, 0
2
>
T[35℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[2,2℄*Z[0,2℄^2);
T35 := Z0, 0
2 Z1, 0 Z2, 2 Z0, 2
2 + Z1, 0
2 Z2, 0 Z0, 2 Z1, 2
2 + Z2, 0
2 Z0, 0 Z1, 2 Z2, 2
2
+ Z0, 1
2 Z1, 1 Z2, 0 Z0, 0
2 + Z1, 1
2 Z2, 1 Z0, 0 Z1, 0
2 + Z2, 1
2 Z0, 1 Z1, 0 Z2, 0
2
+ Z0, 2
2 Z1, 2 Z2, 1 Z0, 1
2 + Z1, 2
2 Z2, 2 Z0, 1 Z1, 1
2 + Z2, 2
2 Z0, 2 Z1, 1 Z2, 1
2
>
T[36℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[0,1℄*Z[1,1℄^2);
T36 := Z0, 0
2 Z1, 0 Z0, 1 Z1, 1
2 + Z1, 0
2 Z2, 0 Z1, 1 Z2, 1
2 + Z2, 0
2 Z0, 0 Z2, 1 Z0, 1
2
+ Z0, 1
2 Z1, 1 Z0, 2 Z1, 2
2 + Z1, 1
2 Z2, 1 Z1, 2 Z2, 2
2 + Z2, 1
2 Z0, 1 Z2, 2 Z0, 2
2
+ Z0, 2
2 Z1, 2 Z0, 0 Z1, 0
2 + Z1, 2
2 Z2, 2 Z1, 0 Z2, 0
2 + Z2, 2
2 Z0, 2 Z2, 0 Z0, 0
2
>
T[37℄:=Gen(Z[0,0℄^2*Z[0,1℄*Z[2,0℄*Z[2,1℄^2);
T37 := Z0, 0
2 Z0, 1 Z2, 0 Z2, 1
2 + Z1, 0
2 Z1, 1 Z0, 0 Z0, 1
2 + Z2, 0
2 Z2, 1 Z1, 0 Z1, 1
2
+ Z0, 1
2 Z0, 2 Z2, 1 Z2, 2
2 + Z1, 1
2 Z1, 2 Z0, 1 Z0, 2
2 + Z2, 1
2 Z2, 2 Z1, 1 Z1, 2
2
+ Z0, 2
2 Z0, 0 Z2, 2 Z2, 0
2 + Z1, 2
2 Z1, 0 Z0, 2 Z0, 0
2 + Z2, 2
2 Z2, 0 Z1, 2 Z1, 0
2
>
T[38℄:=Gen(Z[0,0℄^2*Z[0,1℄*Z[0,2℄*Z[1,0℄*Z[2,0℄);
T38 := Z0, 0
2 Z0, 1 Z0, 2 Z1, 0 Z2, 0 + Z1, 0
2 Z1, 1 Z1, 2 Z2, 0 Z0, 0 + Z2, 0
2 Z2, 1 Z2, 2 Z0, 0 Z1, 0
+ Z0, 1
2 Z0, 2 Z0, 0 Z1, 1 Z2, 1 + Z1, 1
2 Z1, 2 Z1, 0 Z2, 1 Z0, 1 + Z2, 1
2 Z2, 2 Z2, 0 Z0, 1 Z1, 1
+ Z0, 2
2 Z0, 0 Z0, 1 Z1, 2 Z2, 2 + Z1, 2
2 Z1, 0 Z1, 1 Z2, 2 Z0, 2 + Z2, 2
2 Z2, 0 Z2, 1 Z0, 2 Z1, 2
>
T[39℄:=Gen(Z[0,0℄^2*Z[0,1℄*Z[0,2℄*Z[1,1℄*Z[2,2℄);
T39 := Z0, 0
2 Z0, 1 Z0, 2 Z1, 1 Z2, 2 + Z1, 0
2 Z1, 1 Z1, 2 Z2, 1 Z0, 2 + Z2, 0
2 Z2, 1 Z2, 2 Z0, 1 Z1, 2
+ Z0, 1
2 Z0, 2 Z0, 0 Z1, 2 Z2, 0 + Z1, 1
2 Z1, 2 Z1, 0 Z2, 2 Z0, 0 + Z2, 1
2 Z2, 2 Z2, 0 Z0, 2 Z1, 0
+ Z0, 2
2 Z0, 0 Z0, 1 Z1, 0 Z2, 1 + Z1, 2
2 Z1, 0 Z1, 1 Z2, 0 Z0, 1 + Z2, 2
2 Z2, 0 Z2, 1 Z0, 0 Z1, 1
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>
T[40℄:=Gen(Z[0,0℄^2*Z[0,1℄*Z[0,2℄*Z[1,2℄*Z[2,1℄);
T40 := Z0, 0
2 Z0, 1 Z0, 2 Z1, 2 Z2, 1 + Z1, 0
2 Z1, 1 Z1, 2 Z2, 2 Z0, 1 + Z2, 0
2 Z2, 1 Z2, 2 Z0, 2 Z1, 1
+ Z0, 1
2 Z0, 2 Z0, 0 Z1, 0 Z2, 2 + Z1, 1
2 Z1, 2 Z1, 0 Z2, 0 Z0, 2 + Z2, 1
2 Z2, 2 Z2, 0 Z0, 0 Z1, 2
+ Z0, 2
2 Z0, 0 Z0, 1 Z1, 1 Z2, 0 + Z1, 2
2 Z1, 0 Z1, 1 Z2, 1 Z0, 0 + Z2, 2
2 Z2, 0 Z2, 1 Z0, 1 Z1, 0
>
T[41℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[2,0℄*Z[1,1℄*Z[2,2℄);
T41 := Z0, 0
2 Z1, 0 Z2, 0 Z1, 1 Z2, 2 + Z1, 0
2 Z2, 0 Z0, 0 Z2, 1 Z0, 2 + Z2, 0
2 Z0, 0 Z1, 0 Z0, 1 Z1, 2
+ Z0, 1
2 Z1, 1 Z2, 1 Z1, 2 Z2, 0 + Z1, 1
2 Z2, 1 Z0, 1 Z2, 2 Z0, 0 + Z2, 1
2 Z0, 1 Z1, 1 Z0, 2 Z1, 0
+ Z0, 2
2 Z1, 2 Z2, 2 Z1, 0 Z2, 1 + Z1, 2
2 Z2, 2 Z0, 2 Z2, 0 Z0, 1 + Z2, 2
2 Z0, 2 Z1, 2 Z0, 0 Z1, 1
>
T[42℄:=Gen(Z[0,0℄^2*Z[1,0℄*Z[2,0℄*Z[1,2℄*Z[2,1℄);
T42 := Z0, 0
2 Z1, 0 Z2, 0 Z1, 2 Z2, 1 + Z1, 0
2 Z2, 0 Z0, 0 Z2, 2 Z0, 1 + Z2, 0
2 Z0, 0 Z1, 0 Z0, 2 Z1, 1
+ Z0, 1
2 Z1, 1 Z2, 1 Z1, 0 Z2, 2 + Z1, 1
2 Z2, 1 Z0, 1 Z2, 0 Z0, 2 + Z2, 1
2 Z0, 1 Z1, 1 Z0, 0 Z1, 2
+ Z0, 2
2 Z1, 2 Z2, 2 Z1, 1 Z2, 0 + Z1, 2
2 Z2, 2 Z0, 2 Z2, 1 Z0, 0 + Z2, 2
2 Z0, 2 Z1, 2 Z0, 1 Z1, 0
>
T[43℄:=Gen(Z[0,0℄^2*Z[1,1℄*Z[2,2℄*Z[1,2℄*Z[2,1℄);
T43 := Z0, 0
2 Z1, 1 Z2, 2 Z1, 2 Z2, 1 + Z1, 0
2 Z2, 1 Z0, 2 Z2, 2 Z0, 1 + Z2, 0
2 Z0, 1 Z1, 2 Z0, 2 Z1, 1
+ Z0, 1
2 Z1, 2 Z2, 0 Z1, 0 Z2, 2 + Z1, 1
2 Z2, 2 Z0, 0 Z2, 0 Z0, 2 + Z2, 1
2 Z0, 2 Z1, 0 Z0, 0 Z1, 2
+ Z0, 2
2 Z1, 0 Z2, 1 Z1, 1 Z2, 0 + Z1, 2
2 Z2, 0 Z0, 1 Z2, 1 Z0, 0 + Z2, 2
2 Z0, 0 Z1, 1 Z0, 1 Z1, 0
Proédure pour restreindre aux 4 plans orrespondants aux points de
la forme (x, 00) :
>
H:=pro(P,r,s) x:=P; for j from 0 to 2 do for i from 0 to
2 do if
>
q(r*i,s*j) <> 0 then x:=subs(Z[i,j℄=0,x) else end if od
od;
>
RETURN(x) end;
H := pro(P, r, s)
loal x, j, i;
x := P ;
for j from 0 to 2dofor i from 0 to 2do
ifq(r ∗ i, s ∗ j) 6= 0 then x := subs(Zi, j = 0, x) else end if
end do
end do;
RETURN(x)
end pro
>
M:= array(1..39);
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M := array(1..39, [])
>
x:=1; for i from 1 to 43 do if H(T[i℄,0,1)=0 then M[x℄:=T[i℄;
>
x:=x+1 else end if od: print(x);
40
>
M2:= array(1..39);
M2 := array(1..39, [])
>
x2:=1; for i from 1 to 39 do if H(M[i℄,1,0)=0 then M2[x2℄:=M[i℄;
>
x2:=x2+1 else end if od:
>
print(x2);
37
>
M3:= array(1..39);
M3 := array(1..39, [])
>
x3:=1; for i from 1 to 39 do if H(M2[i℄,1,1)=0 then M3[x3℄:=M2[i℄;
>
x3:=x3+1 else end if od:
>
print(x3);
34
>
M4:= array(1..39);
M4 := array(1..39, [])
>
x4:=1; for i from 1 to 39 do if H(M3[i℄,1,2)=0 then M4[x4℄:=M3[i℄;
>
x4:=x4+1 else end if od:
>
print(x4);
31
On déduit que le rang de l'image de l'appliation ν est au moins 13.
On réduit à 30 la dimension de l'espae de départ.
Variables dans un plan de points xes :
>
Y:=array(0..2);
Y := array(0..2, [])
>
with(linalg);
Matrie de oeients :
>
C:=matrix(144,30);
C := array(1..144, 1..30, [])
Il y a 36 espaes de sextiques Kη-invariantes (S
6Vη)
Kη
, haun
de dimension 4.
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Matrie de polynmes restreints aux espaes Vη :
>
N:=matrix(36,30);
N := array(1..36, 1..30, [])
>
for i from 1 to 36 do for j from 1 to 30 do N[i,j℄:= M4[j℄
od od ;
Produit salaire :
>
prod:= pro(u,v,x1,x2) RETURN( (u*x1 + v*x2) mod 3) end;
prod := pro(u, v, x1 , x2 )RETURN((u ∗ x1 + v ∗ x2 )mod 3) end pro
Restrition aux sous-espaes de points xes orrespondants aux points
la forme (01, x*) :
>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
N[b,j℄:= subs({Z[0,0℄=Y[0℄, Z[0,2℄=w^prod(u,v,0,1)*Y[0℄,
>
Z[0,1℄=Y[0℄, Z[1,0℄=Y[1℄,
>
Z[1,2℄=w^prod(u,v,2,1)*Y[1℄, Z[1,1℄=w^prod(u,v,1,0)*Y[1℄,
>
Z[2,0℄=Y[2℄, Z[2,2℄=w^prod(u,v,1,1)*Y[2℄,
>
Z[2,1℄=w^prod(u,v,2,0)*Y[2℄},N[b,j℄);
>
N[b,j℄:=subs({w^4=w,w^5=w^2,w^6=1,w^3=1,w^7=w,w^8=w^2,
>
w^9=1,w^10=w },N[b,j℄); simplify (N[b,j℄)
>
od; od od;
Remplissage de la matrie de oeients :
>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b,j℄), Y[0℄^2)=0
>
then C[4*(b-1)+1,j℄:=0
>
else C[4*(b-1)+1,j℄:=loeff(N[b,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b,j℄), Y[0℄^3)=0
>
then C[4*(b-1)+2,j℄:=0
>
else C[4*(b-1)+2,j℄:=loeff(N[b,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b,j℄), Y[0℄^4)=0
>
then C[4*(b-1)+3,j℄:=0
>
else C[4*(b-1)+3,j℄:=loeff(N[b,j℄, [Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b,j℄), Y[0℄^6)=0
>
then C[4*(b-1)+4,j℄:=0
>
else C[4*(b-1)+4,j℄:=loeff(N[b,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
od: od od;
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Restrition aux sous-espaes ave η = (10, x∗) :
>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
N[b+9,j℄:= subs({Z[0,0℄=Y[0℄, Z[2,0℄=w^prod(u,v,1,0)*Y[0℄,
>
Z[1,0℄=Y[0℄, Z[0,1℄=Y[1℄, Z[2,1℄=w^prod(u,v,1,2)*Y[1℄,
>
Z[1,1℄=w^prod(u,v,0,1)*Y[1℄, Z[0,2℄=Y[2℄,
>
Z[2,2℄=w^prod(u,v,1,1)*Y[2℄,
>
Z[1,2℄=w^prod(u,v,0,2)*Y[2℄},N[b+9,j℄);
>
N[b+9,j℄:=subs({w^4=w,w^5=w^2,w^6=1,w^3=1,w^7=w,w^8=w^2,
>
w^9=1,w^10=w }, N[b+9,j℄);
>
simplify (N[b+9,j℄)
>
od; od od;
>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+9,j℄), Y[0℄^2)=0
>
then C[4*(b+8)+1,j℄:=0
>
else C[4*(b+8)+1,j℄:=loeff(N[b+9,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+9,j℄), Y[0℄^3)=0
>
then C[4*(b+8)+2,j℄:=0
>
else C[4*(b+8)+2,j℄:=loeff(N[b+9,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+9,j℄), Y[0℄^4)=0
>
then C[4*(b+8)+3,j℄:=0
>
else C[4*(b+8)+3,j℄:=loeff(N[b+9,j℄, [Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+9,j℄),Y[0℄^6)=0
>
then C[4*(b+8)+4,j℄:=0
>
else C[4*(b+8)+4,j℄:=loeff(N[b+9,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
od: od od;
Restrition aux sous-espaes ave η = (11, x∗) :
>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
N[b+18,j℄:= subs({Z[0,0℄=Y[0℄, Z[2,2℄=w^prod(u,v,1,1)*Y[0℄,
>
Z[1,1℄=Y[0℄, Z[0,1℄=Y[1℄,
>
Z[2,0℄=w^prod(u,v,1,0)*Y[1℄, Z[1,2℄=w^prod(u,v,0,1)*Y[1℄,
>
Z[0,2℄=Y[2℄, Z[2,1℄=w^prod(u,v,1,2)*Y[2℄,
>
Z[1,0℄=w^prod(u,v,0,2)*Y[2℄},N[b+18,j℄);
>
N[b+18,j℄:=subs({w^4=w,w^5=w^2,w^6=1,w^3=1,w^7=w,w^8=w^2,
>
w^9=1,w^10=w },N[b+18,j℄);
>
simplify (N[b+18,j℄)
>
od; od od;
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>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+18,j℄), Y[0℄^2)=0
>
then C[4*(b+17)+1,j℄:=0
>
else C[4*(b+17)+1,j℄:=loeff(N[b+18,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+18,j℄), Y[0℄^3)=0
>
then C[4*(b+17)+2,j℄:=0
>
else C[4*(b+17)+2,j℄:=loeff(N[b+18,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+18,j℄), Y[0℄^4)=0
>
then C[4*(b+17)+3,j℄:=0
>
else C[4*(b+17)+3,j℄:=loeff(N[b+18,j℄, [Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+18,j℄), Y[0℄^6)=0
>
then C[4*(b+17)+4,j℄:=0
>
else C[4*(b+17)+4,j℄:=loeff(N[b+18,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
od: od od;
Restrition aux sous-espaes ave η = (12, x∗) :
>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
N[b+27,j℄:= subs({Z[0,0℄=Y[0℄, Z[2,1℄=w^prod(u,v,1,2)*Y[0℄,
>
Z[1,2℄=Y[0℄, Z[0,1℄=Y[1℄, Z[2,2℄=w^prod(u,v,1,1)*Y[1℄,
>
Z[1,0℄=w^prod(u,v,0,1)*Y[1℄, Z[0,2℄=Y[2℄,
>
Z[2,0℄=w^prod(u,v,1,0)*Y[2℄,
>
Z[1,1℄=w^prod(u,v,0,2)*Y[2℄},N[b+27,j℄);
>
N[b+27,j℄:=subs({w^4=w,w^5=w^2,w^6=1,w^3=1,w^7=w,w^8=w^2,
>
w^9=1,w^10=w },N[b+27,j℄);
>
simplify (N[b+27,j℄)
>
od; od od;
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>
for u from 0 to 2 do
>
for v from 0 to 2 do b:=3*u+v+1;
>
for j from 1 to 30 do
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+27,j℄), Y[0℄^2)=0
>
then C[4*(b+26)+1,j℄:=0
>
else C[4*(b+26)+1,j℄:=loeff(N[b+27,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+27,j℄), Y[0℄^3)=0
>
then C[4*(b+26)+2,j℄:=0
>
else C[4*(b+26)+2,j℄:=loeff(N[b+27,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+27,j℄), Y[0℄^4)=0
>
then C[4*(b+26)+3,j℄:=0
>
else C[4*(b+26)+3,j℄:=loeff(N[b+27,j℄, [Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
if oeff(subs({Y[1℄=1,Y[2℄=1},N[b+27,j℄),
>
Y[0℄^6)=0 then C[4*(b+26)+4,j℄:=0
>
else C[4*(b+26)+4,j℄:=loeff(N[b+27,j℄,[Y[0℄,Y[1℄,Y[2℄℄,'t')
>
end if;
>
od: od od;
>
e:=array(1..144);
e := array(1..144, [])
>
for i from 1 to 144 do e[i℄:=0 od:
Calul du rang de la matrie de oeients et d'une base pour le
noyau de ν :
>
linsolve(C,e,'r');
[ 0, 0, −t1, t1, −t2, t2, −t3, t3, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 ]
>
r;
27
Et don une base pour le noyau de ν est donnée par :
ω1 := T [11]− T [10]
ω2 := T [14]− T [13]
ω3 := T [17]− T [16]
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