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Abstract
In the paper an explicit formula for the error term in the average mean
square formula for the periodic zeta-function with rational parameter in the
critical strip is obtained.
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Аннотация
В статье получена явная формула для остаточного члена в формуле
для усредненного второго момента периодической дзета-функции с раци-
ональным параметром в критической полосе.
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1. Introduction
Denote, as usual, by ζ(s), s = σ + it, the Riemann zeta-function. In the theory
of the function ζ(s), the moment problem occupies an important place. It consists
of ﬁnding the asymptotic behavior for
∫ T
0
|ζ(σ + it)|2kdt, σ ≥ 1
2
, k > 0,
as T →∞. Many attention is devoted to the mean square
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Jσ(T ) =
∫ T
0
|ζ(σ + it)|2dt,
of ζ(s) for 1
2
≤ σ ≤ 1. The asymptotics of Jσ(T ) as T → ∞ is well-known. Let γ0
denote the Euler constant, and
E(T ) = J 1
2
(T )− T log T
2π
− (2γ0 − 1)T.
In [1], F. V. Atkinson obtained an interesting explicit formula for the error term
E(T ) in the formula for J 1
2
(T ). Let 0 < c1 < c2 be two ﬁxed constants such that
c1T < N < c2T , and
N1 = N(T ) =
T
2π
+
N
2
−
√(
N2
4
+
NT
2π
)
.
Moreover, as usual, denote by d(m), m ∈ N, the divisor function, and deﬁne
arsinh(x) = log(x+
√
1 + x2)
and
f(T,m) = 2Tarsinh
(√
πm
2T
)
+
√
2πmT + π2m2 − π
4
.
Then Atkinson proved [1] that
E(T ) =
1√
2
∑
m≤N
(−1)md(m)√
m
(
arsinh
(√
πm
2π
))−1(
T
2πm
+
1
4
)− 1
4
cos(f(T,m))
− 2
∑
m≤N1
d(m)√
m
(
log
T
2πm
)−1
cos
(
T log
T
2πm
− T + π
4
)
+O(log2 T ). (1)
The proof of the Atkinson formula is also given in [4]. The papers [5], [6], [14],
[15], are devoted to modiﬁed versions of formula (1).
K. Matsumoto [11] and jointly with T. Meurman [12] obtained the analogue of
the Atkinson formula in the critical strip. The second author [9], [10] gave a version
of the Atkinson formula near the critical line.
The Atkinson formula is very useful in the theory of ζ(s). This formula allows
to obtain various estimates for the error term Eσ(T ) in the formula for Jσ(T ), to
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study the mean square of Eσ(T ) and to continue other investigations of Jσ(T ). In
[3], the Atkinson formula has been applied to obtain an estimate for the twelfth
power moment of ζ(s).
Analogues of the Atkinson formula are also known for other zeta-function, for
example, for Dirichlet L-function [13], and for the periodic zeta-function ζλ(s) [7],
[8]. The function ζλ(s), λ ∈ R, is deﬁned, for σ > 1, by the series
ζλ(s) =
∞∑
m=1
e2πiλm
ms
,
and by analytic continuation elsewhere. For λ ∈ Z, the function ζλ(s) reduces to the
Riemann zeta-function. In view of the periodicity of the coeﬃcients e2πiλm, we may
suppose that 0 < λ ≤ 1. In the above mentioned papers [7] and [8], the Atkinson
type formula has been studied for the error term of
q∑
a=1
∫ T
0
|ζλ(σ + it)|2dt,
where λ = a
q
with integers a and q, 1 ≤ a ≤ q. In [8], the case σ = 1
2
has been
investigated, while the paper [7] deals with the case 1
2
< σ < 1. Let, for 1
2
< σ < 1,
Eσ(q, T ) =
q∑
a=1
∫ T
0
|ζ a
q
(σ + it)|2dt− qζ(2σ)T
− ζ(2σ − 1)Γ(2σ − 1) sin(πσ)
1− σ (qT )
2−2σ.
Then, in [7], an explicit formula for Eσ(q, T ) with a certain error term has been
obtained. However, the error term of that formula with respect to q is not right.
Therefore, the present paper is devoted to a more precise Atkinson type formula
for Eσ(q, T ), and removes some inaccuracies of [7]. We limit ourselves to the case
1
2
< σ < 3
4
. We note that the method of investigation is analogical to that used for
the Riemann zeta-function, however, some new problems arise from the involving of
the parameter q.
Let c1T < N < c2T with some positive constants c1 < c2. Deﬁne
N1 = N1(q, N, T ) = q

 T
2π
+
qN
2
−
((
qN
2
)2
+
qNT
2π
) 1
2

 ,
denote by σα(m), α ∈ C, m ∈ N, the generalized divisor function, i.e.,
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σα(m) =
∑
d|m
dα,
and let
∑
1
(q, T ) = 2σ−1q1−σ
(
T
π
) 1
2
−σ ∑
m≤N
(−1)qmσ1−2σ(m)
m1−σ
(
arsinh
(√
πqm
2T
))−1
×
×
(
T
2πqm
+
1
4
)− 1
4
cos
(
2Tarsinh
(√
πqm
2T
)
+
√
2πqmT + T 2q2m2 − π
4
)
and
∑
2
(q, T ) = −2q1−σ
(
T
2π
) 1
2
−σ ∑
m≤N1
σ1−2σ(m)
m1−σ
(
log
(
qT
2πm
))−1
× cos
(
T log
(
qT
2πm
)
− T + π
4
)
.
Theorem 1. Suppose that 1
2
< σ < 3
4
. Then, for q ≤ T ,
Eσ(q, T ) =
∑
1
(q, T ) +
∑
2
(q, T ) +R(q, T ),
where R(q, T ) = O(q
7
4
−σ log T ), with the O - constant depending only on σ.
If q = 1, then we have the Atkinson formula for the Riemann zeta-function
obtained in [11].
2. Lemmas
Lemma 1. Let α 6= 1, β, γ and T ∈ R+, k ∈ R, |k| ≥ 1, 0 < a < 12 , a < T8π|k|
and b ≥ T . Then, for every ε > 0,
∫ b
a
exp{iT log 1+y
y
+ 2πkiy}dy
yα(1 + y)β(log 1+y
y
)γ
=
= δ(k)(2k
√
π)−1T
1
2V −γU−
1
2
(
U − 1
2
)−α(
U +
1
2
)−β
× exp
{
iTV + 2πikU − πik + πi
4
}
+O(a1−αT−1) +O(bγ−α−β|k|−1) +R(T, k)
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uniformly for |α− 1| > ε, where
U =
(
T
2πk
+
1
4
) 1
2
,
V = 2arsinh
(√
πk
2T
)
,
R(T, k) =
{
T
γ−α−β
2
− 1
4 |k|− γ−α−β2 − 54 if |k| ≪ T,
T−
1
2
−α|k|α−1 if |k| ≫ T,
and
δ(k) =
{
1 if k > 0,
0 if k < 0.
The lemma is Lemma 2 of [1], see also Lemma 15.1 of [4]. In the above form, the
lemma is stated in [11].
For a, b, α ∈ R+, and m, q ∈ N, deﬁne
I
(
a, b;±, m
q
, α
)
=
=
∫ b
a
x−α
(
arsinh
(
x
√
πq
2T
))−1(
T
2πx2
+
1
4
) 1
4
((
T
2πx2
+
1
4
) 1
2
+
1
2
)−1
×
× exp
{
i
(
±4πx
√
m
q
− 2Tarsinh
(
x
√
π
2T
)
− (2πx2T + π2x4))} dx.
Lemma 2. Let c1
√
qT < a < c2
√
qT with ﬁxed 0 < c1 < c2. Then
I
(
a, b;±, m
q
, α
)
= 4πδT−1
(
m
q
)α−1
2
(
log
(
Tq
2πm
))−1(
T
2π
− m
q
) 3
2
−α
× exp
{
i
(
T − T log
(
Tq
2πm
)
− 2πm
q
+
π
4
)}
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+O
(
δ
(
m
q
)α−1
2
(
T
2π
− m
q
)1−α
T−
3
2
)
+O

T−α2 min

1,
∣∣∣∣∣a−
(
a2 − 2T
π
) 1
2
± 2
√
m
q
∣∣∣∣∣
−1


+O
(
b−α
(
n
q
) 1
2
+O
(
T
b
)−1)
+O
(
e
−CT−C
√
mT
q
)
with a large constant C > 0, where
δ =


1 if m ≤ Tq
2π
, ma2 ≤
(
Tq2
2π
−mq
)2
≤ mb2
and the double sign takes +,
0 otherwise.
The lemma is a slight modiﬁcation of Lemma 3 from [1], see also Lemma 15.2 of
[4]. The statement of the lemma follows that of Lemma 4 of [11].
The next lemmas are related to the function σ1−2σ(m). Let
Dσ(x) =
∑′
m≤x
σ1−2σ(m),
where the sign "′"means that the last term in the sum is to be halved if x ∈ N.
Deﬁne ∆1−2σ(x) by
∆1−2σ(x) = Dσ(x)− ζ(2σ)x− ζ(2− 2σ)x
2−2σ
2− 2σ +
ζ(2σ − 1)
2
.
Lemma 3. For every ε > 0,
∆1−2σ(x) = O(x
1
4σ+1
+ε).
The lemma is Lemma 2 from [11].
Lemma 4. We have
∆1−2σ(x) =
x
3
4
−σ
√
2π
∞∑
m=1
σ1−2σ(m)
m
5
4
−σ ×
×
(
cos
(
4π
√
mx− π
4
)
− (32π√mx)−1(16(1− σ)2 − 1) sin
(
4π
√
mx− π
4
))
+
+O(x−
1
4
−σ),
the series being boundedly convergent in any ﬁxed ﬁnite interval of x.
The lemma is Lemma 1 of [11], and is a result of [16] and [2].
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3. A formula for Eσ(q, T )
Let u and v be complex variables, Reu > 1 and Rev > 1. Then we have
q∑
a=1
ζ a
q
(u)ζ− a
q
(v) =
q∑
a=1
∞∑
m=1
2πia
q
m
mu
∞∑
n=1
e−2πi
a
q
n
nv
= qζ(u+ v) +
q∑
a=1
∞∑
m=1
∞∑
n=1
m6=n
e2πi
a
q
(m−n)
munv
. (2)
Since
q∑
a=1
e2π
a
q
(m−n) =
{
q if m ≡ n (mod q),
0 if m 6= n (mod q),
we have from (2) that
q∑
a=1
ζ a
q
(u)ζ− a
q
(v) = q(ζ(u+ v) + fq(u, v) + fq(v, u)), (3)
where
fq(u, v) =
∞∑
m1=1
∞∑
m2=1
1
mu1(m1 + qm2)
v
.
Using the Poisson summation formula and properties of the gamma-function
Γ(s), we ﬁnd that, for Re(u+ v) > 2 and Reu < 0,
fq(u, v) =
ζ(u+ v − 1)Γ(u+ v − 1)Γ(1− u)
qu+v−1Γ(v)
+ gq(u, v), (4)
where
gq(u, v) =
2
qu+v−1
∞∑
m=1
σ1−u−v(m)
∫ ∞
0
cos(2πmqy)dy
yu(1 + y)v
.
We need the analytics continuation for gq(u, v) to a certain region lying in 0 <
Reu < 1, 0 < Rev < 1. Suppose that we have such an analytic continuation. Then,
in view of (3) and (4), we ﬁnd that
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q∑
a=1
ζ a
q
(u)ζ− a
q
(v) = q
(
ζ(u+ v) +
ζ(u+ v − 1)Γ(u+ v − 1)Γ(1− u)
qu+v−1Γ(v)
+
ζ(u+ v − 1)Γ(u+ v − 1)Γ(1− v)
qu+v−1Γ(u)
)
+ g (gq(u, v) + gq(v, u)) .
In the latter equality, we take u = σ + it and v = 2σ − u = σ − it. Then, using the
estimate [12]
∫ T
0
(
Γ(1− σ − it)
Γ(σ − it) +
Γ(1− σ + it)
Γ(σ + it)
)
dt =
sin(πσ)
1− σ T
2−2σ +O(T−2σ),
we obtain that
q∑
a=1
∫ T
0
|ζ a
q
(σ + it)|2dt = qζ(2σ)T + ζ(2σ − 1)Γ(2σ − 1) sin(πσ)
1− σ (qT )
2−2σ
− iq
∫ σ+iT
σ−iT
gq(u, 2σ − u)du+O(qT−2σ). (5)
Now we consider the function gq(u, 2σ − u). Deﬁne
h(u, x) = 2
∫ ∞
0
cos(2πxy)dy
yu(1 + y)2σ−u
.
Then, by the deﬁnition of gq(u, v),
gq(u, 2σ − u) = 1
q2σ−1
∞∑
m=1
σ1−2σ(m)h(u,mq). (6)
Suppose that N ∈ N, and let X = N + 1
2
. Then, by the deﬁnition of D1−2σ(x) and
∆1−2σ(x), we have that
∑
m>N
σ1−2σ(m)h(u,mq) =
∫ ∞
X
h(u, qx)dD1−2σ(x)
=
∫ ∞
X
(ζ(2σ) + ζ(2− 2σ)x1−2σ)h(u, qx)dx
+
∫ ∞
X
h(u, qx)d∆1−2σ(x)
= −∆(X)h(u, qX)−
∫ ∞
X
∆1−2σ(x)
∂h(u, qx)
∂x
+
∫ ∞
X
(ζ(2σ) + ζ(2− 2σ)x1−2σ)h(u, qx)dx.
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This and (6) show that
gq(u, 2σ − u) = 1
q2σ−1
∑
m≤N
σ1−2σ(m)h(u,mq)− 1
q2σ−1
∆1−2σ(X)h(u, qX)
− 1
q2σ−1
∫ ∞
X
∆1−2σ(x)
∂h(u, qx)
∂x
dx
+
1
q2σ−1
∫ ∞
X
(ζ(2σ) + ζ(2− 2σ)x1−2σ)h(u, qx)dx
def
= gq,1(u)− gq,2(u)− gq,3(u) + gq,4(u). (7)
By the deﬁnition, the function h(u, x) is analytic in the Reu < 1. Therefore, the
functions gq,1(u) and gq,2(u) also are analytic in the latter region.
Using Lemma 3 and estimate [1]
∂h(u, x)
∂x
= O(xReu−2),
we obtain that
1
q2σ−1
∫ ∞
X
∆1−2σ(x)
∂h(u, qx)
∂x
dx≪ qReu−2σ
∫ ∞
X
xReu+
1
4σ+1
−2+εdx,
and the integral is convergent for Reu < 1− 1
4σ+1
. Since 1− 1
4σ+1
> σ for σ < 3
4
, we
have that the function gq,3(u) is analytic in the region including the line Reu = σ.
It is easily seen that
gq,4(u) =
1
q2σ−1
∫ ∞
X
(ζ(2σ) + ζ(2− 2σ)x1−2σ)
×
(∫ i∞
0
e2πiqxydy
yu(1 + y)2σ−u
+
∫ −i∞
0
e−2πiqxydy
yu(1 + y)2σ−u
)
dx.
Suppose that Reu < 0. Then
1
q2σ−1
∫ ∞
X
(
(ζ(2σ) + ζ(2− 2σ)x1−2σ)
∫ i∞
0
e2πiqxydy
yu(1 + y)2σ−u
)
dx
=
1
2πiq2σ
(ζ(2σ) + ζ(2− 2σ)x1−2σ)
∫ i∞
0
e2πiqxydy
yu+1(1 + y)2σ−u
∣∣∣∞
X
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− 1
2πq2σ
∫ ∞
X
((
ζ(2− 2σ)(1− 2σ)x−2σ) ∫ ∞
0
e2πiqxydy
yu+1(1 + y)2σ−u
)
dx
= − 1
2πiq2σ
(
ζ(2σ) + ζ(2− 2σ)X1−2σ) ∫ i∞
0
e2πiqXydy
yu+1(1 + y)2σ−u
− ζ(2− 2σ)(1− 2σ)
2πiq2σ
∫ ∞
X
dx
∫ i∞
0
e2πiqydy
yu+1(x+ y)2σ−u
= − 1
2πiq2σ
(
ζ(2σ) + ζ(2− 2σ)X1−2σ) ∫ ∞
0
e2πiqXydy
yu+1(1 + y)2σ−u
− ζ(2− 2σ)(1− 2σ)X
1−2σ
2πiq2σ(2σ − u− 1)
∫ ∞
0
e2πiqXydy
yu+1(1 + y)2σ−u−1
.
Similarly, we ﬁnd that
1
q2σ−1
∫ ∞
X
(
(ζ(2σ) + ζ(2− 2σ)x1−2σ)
∫ −i∞
0
e−2πiqxydy
yu+1(1 + y)2σ−u
)
dx
=
1
2πiq2σ−2
(ζ(2σ) + ζ(2− 2σ)X1−2σ)
∫ ∞
0
e−2πiqXydy
yu+1(1 + y)2σ−u
+
ζ(2− 2σ)(1− 2σ)X1−2σ
2πiq2σ(2σ − u− 1)
∫ ∞
0
e−2πiqXydy
yu+1(1 + y)2σ−u−1
.
The later two qualities yield
gq,4(u) = − 1
πq2σ
(ζ(2σ) + ζ(2− 2σ)X1−2σ)
∫ ∞
0
sin(2πqXy)dy
yu+1(1 + y)2σ−u
− ζ(2− 2σ)(1− 2σ)X
1−2σ
πq2σ−2(2σ − u− 1)
∫ ∞
0
sin(2πqXy)dy
yu+1(1 + y)2σ−u−1
. (8)
The above integrals are convergent absolutely for Reu < 1. Thus, we have analytic
continuation for gq,4(u) to the suitable region. Consequently, (5) is true for 12 < σ <
3
4
.
From (5) we ﬁnd that, for 1
2
< σ < 3
4
,
Eσ(q, T ) = −iq
∫ σ+iT
σ−iT
gq(u, 2σ − u) +O(qT−2σ).
Therefore, in view of (7),
Eσ(q, T ) = −iq2−2σ(Gq,1 −Gq,2 −Gq,3 +Gq,4) +O(qT−2σ), (9)
where
190 S. Cˇernigova, A. Laurincˇikas
Gq,1 = 2
∑
m≤N
σ1−2σ(m)
∫ ∞
0
(
cos(2πqmy)
(1 + y)2σ
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
)
dy
= 4i
∑
m≤N
σ1−2σ(m)
∫ ∞
0
cos(2πqmy) sin(T log 1+y
y
)dy
yσ(1 + y)σ log 1+y
y
,
Gq,2 = 4i∆1−2σ(X)
∫ ∞
0
cos(2πqXy) sin(T log 1+y
y
)dy
yσ(1 + y)σ log 1+y
y
,
Gq,3 = 4i
∫ ∞
X
∆1−2σ(x)
∂
∂x
(∫ ∞
0
cos(2πqxy) sin(T log 1+y
y
)dy
yσ(1 + y)σ log 1+y
y
)
dx
= 4i
∫ ∞
X
∆1−2σ(x)
∂
∂x
(∫ ∞
0
cos(2πqy) sin(T log x+y
y
)dy
yσ(x+ y)σx1−2σ log x+y
y
)
dx
= 4i
∫ ∞
X
∆1−2σ(x)
∫ ∞
0
cos(2πqy)
yσ
(
(2σ − 1)x2σ−2 sin(T log x+y
y
)
(x+ y)σ log x+y
y
+
x2σ−1T cos(T log x+y
y
)
(x+ y)σ+1
− σx
2σ−1 sin(T log x+y
y
)
(x+ y)σ+1 log x+y
y
− x
2σ−1 sin(T log x+y
y
)
(x+ y)σ+1 log2 x+y
y
)
dxdy
= 4i
∫ ∞
X
∆1−2σ(x)
x
(∫ ∞
0
cos(2πqxy)
yσ(1 + y)σ+1 log 1+y
y
(
T cos
(
T log
1 + y
y
)
+ sin
(
T log
1 + y
y
)(
(2σ − 1)(1 + y)− σ − 1
log 1+y
y
))
dy
)
dx,
Gq,4 = − 2i
πq
(ζ(2σ) + ζ(2− 2σ)X1−2σ)
∫ ∞
0
sin(2πqXy) sin(T log 1+y
y
)
yσ+1(1 + y)σ log 1+y
y
+
(1− 2σ)ζ(2− 2σ)X1−2σ
πq
∫ ∞
0
(
sin(2πqXy)
y(1 + y)2σ−1
∫ σ+iT
σ−it
(1+y
y
)udu
u− 2σ + 1
)
dy.
4. Proof of Theorem 1
By (9), it suﬃces to evaluate Gq,1−Gq,4. For evaluation of Gq,1, we apply Lemma
1 with α = β = σ, γ = 1, k = qm and k = −qm. Then taking T ≪ n≪ T gives
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Gq,1 = 2
σ−1qσ−1
(π
T
)σ− 1
2
i×
×
∑
m≤N
σ1−2σ(m)mσ−1V −1U−
1
2 sin(TV + 2πqmU − πqm+ π
4
)+
+O(max(T
1
4
−σq−
7
4
+σ, T−
1
2 )) =
= 2σ−1qσ−1
(π
T
)σ− 1
2
i
∑
m≤N
(−1)qmσ1−2σ(m)mσ−1
(
arsinh
(√
πmq
2π
))−1
×
×
(
T
2πmq
+
1
4
)− 1
4
cos
(
2Tarsinh
(√
πmq
2π
)
+ 2πqm
(
T
2πqm
+
1
4
) 1
2
− π
4
)
+
+O
(
max
(
T
1
4
−σq−
7
4
+σ, T−
1
2
))
. (10)
For Gq,2, it is suﬃcient to obtain an estimate. Lemma 1 implies that
Gq,2 = O(∆1−2σ(X)qσ−1T
1
2
−σXσ−1
(
arsinh
(√
πqX
2T
))−1
×
(
T
2πXq
+
1
4
)− 1
4
+O(∆1−2σ(X)T−
3
2 qσ−1).
Therefore, in view of Lemma 3,
Gq,2 = O
(
T
1−4σ
2(4σ+1)
+ε
qσ−1(log q)−1
)
+O
(
T
1
1−4σ− 32+εqσ−1
)
= O
(
T
1−4σ
2(4σ+1)
+ε
qσ−1
)
.
(11)
Now we will deal withGq,4. First we observe that, in virtue of the residue theorem,
for 0 < y ≤ 1,
∫ σ+iT
σ−iT
(
1+y
y
)u
du
u− 2σ + 1 = 2πiResu=2σ−1(...)−
−
(∫ −∞+iT
σ+iT
+
∫ σ−iT
−∞−iT
)(
1 + y
y
)u
du
u− 2σ + 1 = 2πi
(
1 + y
y
)2σ−1
+O(T−1y−σ).
Moreover, for y ≥ 1,
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1 = O
(∫ σ+iT
σ−iT
∣∣∣∣ duu− 2σ + 1
∣∣∣∣
)
= O(log T ).
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Thus,
∫ ∞
0
(
sin(2πqXy)
y(1 + y)2σ−1
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1
)
dy =
(∫ 1
0
+
∫ ∞
1
)
(...)dy
= 2πi
∫ 1
0
sin(2πqXy)
y2σ
dy +O
(
T−1
∫ 1
0
| sin(2πqXy)|dy
yσ+1
)
+
∫ ∞
1
(
sin(2πqXy)
y(1 + y)2σ−1
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1
)
dy.
We have that
2πi
∫ 1
0
sin(2πqXy)dy
y2σ
= 2πi
∫ ∞
0
sin(2πqXy)
y2σ
dy + O(T−1q−1) =
= 2πi(2πqX)2σ−1
∫ ∞
0
sin ydy
y2σ
+O(T−1q−1) =
= (2π)2σ(qX)2σ−1i
π
2Γ(2σ) sin(πσ)
+O(T−1q−1),
T−1
∫ 1
0
sin(2πqXy)dy
yσ+1
=
= O
(
T−1qX
∫ (qX)−1
0
dy
yσ
)
+O
(
T−1
∫ ∞
(qX)−1
dy
yσ+1
)
= O(qσT σ−1),
and, in view of the estimate
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1 = O(log T ),
∫ ∞
1
(
sin(2πqXy)
y(1 + y)2σ−1
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1
)
dy
=
(
− cos(2πqXy)
2πqXy(1 + y)2σ−1
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1
) ∣∣∣∞
1
−
∫ ∞
1
(
cos(2πqXy)
2πqXy2(1 + y)2σ−1
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1
)
dy
+ (1− 2σ)
∫ ∞
1
(
cos(2πqXy)
2πqXy(1 + y)2σ
∫ σ+iT
σ−iT
(
1 + y
y
)u
du
u− 2σ + 1
)
dy
−
∫ ∞
1
(
cos(2πqXy)
2πqXy(1 + y)2σ−1
∫ σ+iT
σ−iT
(
1 + y
y
)u−1
du
y2(u− 2σ + 1)
)
dy
= O(q−1T−1 log T ).
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All these estimates show that the second term in the formula for Gq,4 is
iπ(2π)2σ−1(1− 2σ)q2σ−2 1
Γ(2σ) sin(πσ)
+O(qσ−1T 1−σ). (12)
For the evaluation of the ﬁrst term of Gq,4, we apply the second mean value
theorem and Lemma 1. We write the integral as
∫ ∞
0
(...)dy =
(∫ (2qX)−1
0
+
∫ ∞
(2qX)−1
)
(...)dy.
Then
∫ (2qX)−1
0
(...)dy ≤ 2πqX
∫ β
0
sin(T log 1+y
y
)y1−σ(1 + y)1−σ
y(1 + y) log 1+y
y
dy
=
2πqXβ1−σ(1 + β)1−σ
log 1+β
β
∫ β
α
sin(T log 1+y
y
)dy
y(1 + y)
=
2πqXβ1−σ(1 + β)1−σ
log 1+β
β
(
T−1 cos
(
T log
1 + y
y
)) ∣∣∣β
α
= O(qσT σ−1),
where 0 ≤ α ≤ β ≤ (2qX)−1. Moreover, an application of Lemma 1 gives the
estimate
∫ ∞
(2qX)−1
(...)dy = O(qσT σ−1).
From these estimates and (12), we obtain that
Gq,4 = iπ(2π)
2σ−1(1− 2σ)q2σ−2 1
Γ(2σ) sin(πσ)
+O(qσ−1T σ−1). (13)
The most complicated is the integral Gq,3. We apply Lemma 1 again and ﬁnd
that, for x≫ T ,∫ ∞
0
cos(2πqxy)
yσ(1 + y)σ+1 log 1+y
y
(
T cos
(
T log
1 + y
y
))
+ sin
(
T log
1 + y
y
)
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×
(
(2σ − 1) (1 + y)− σ −
(
log
1 + y
y
)−1)
dy = i22σ−1πσ−
1
2 qσ−1xσ−1T
3
2
−σ
×
(
arsinh
(√
πqx
2T
))−1(
T
2πqx
+
1
4
)− 1
4
((
T
2πqx
+
1
4
) 1
2
+
1
2
)−1
× cos
(
arsinh
(√
πqx
2T
)
+ 2πqx
(
T
2πqx
+
1
4
) 1
2
− πqx+ π
4
)
+O(qσ−1T
1
2
−σxσ−1).
Hence,
Gq,3 = i2
σ−1πσ−
1
2 qσ−1T
3
2
−σ
∫ ∞
X
∆1−2σ(x)
x2−σ
(
arsinh
(√
πqx
2T
))−1
×
(
T
2πqx
+
1
4
)− 1
4
((
T
2πqx
+
1
4
) 1
2
+
1
2
)−1
× cos
(
2Tarsinh
(√
πqx
2T
)
+ 2πqx
(
T
2πqx
+
1
4
)− 1
2
− πqx+ π
4
)
dx
+O
(
qσ−1T
1
2
−σ
∫ ∞
X
∆1−2σ(x)
x
dx
)
. (14)
In remains to evaluate and estimate the latter integrals.
Using Lemma 3 and the restriction 1
2
< σ < 3
4
, we obtain that
qσ−1T
1
2
−σ
∫ ∞
X
∆1−2σ(x)dx
x2−σ
= O(qσ−1T
1−4σ
2(1+4σ)
+ε). (15)
For the evaluation of the ﬁrst integral in (14), we apply Lemma 4 and the
argument proposed in [11] to avoid the problem arising from the bounded convergen-
ce of the series in Lemma 4. Thus, by (14) and (15),
Gq,3 = iq
σ− 3
4
(
T
2π
) 3
2
−σ
lim
b→∞
σ1−2σ(m)
m
5
4
−σ
∫ b
√
qX
x−
3
2
(
cos
(
4πx
√
m
q
− π
4
)
−
(
32πx
√
m
q
)−1
× (16 (1− σ)2 − 1) sin(4πx−√m
q
− π
4
))
×
(
arsinh
(
x
√
π
2T
))−1(
T
2πx2
+
1
4
)− 1
4
((
T
2πx2
+
1
4
)2
+
1
2
)−1
× cos
(
2Tarsinh
(
x
√
π
2T
)
+ (2πx2T + π2x4)
1
2 − πx2 + π
4
)
dx
+O
(
qσ−1T
1−4σ
2(1+4σ)
+ε
)
.
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In the notation of Lemma 2, this can be rewritten in the form
Gq,3 = iq
σ− 3
4
(
T
2π
) 3
2
−σ
lim
b→∞
∞∑
m=1
σ1−2σ(m)
m
5
4
−σ
×
(
ReI
(√
qX, b;−, m
q
,
3
2
)
+ ImI
(√
qX, b; +,
m
q
,
3
2
)
+
(
32πx
√
m
q
)−1
× (16(1− σ)2 − 1)(Im(√qX, b; +, m
q
,
5
2
)
+ReI
(√
qX, b; +,
m
q
,
5
2
)))
+O
(
qσ−1T
1−4σ
2(1+4σ)
+ε
)
. (16)
Deﬁne
Z = q
(
T
2π
+
qX
2
)
−
((
qX
2
)2
+
qXT
2π
) 1
2
.
Then an application of Lemma 2 with α = 3
2
and α = 5
2
, and a =
√
qX for (16)
yields
Gq,3 = iq
σ− 3
4
(
T
2π
) 3
2
−σ
lim
b→∞
(
4πq−
1
4T−1
∑
m≤Z
σ1−2σ(m)
m1−σ
×
(
log
(
Tq
2πm
)−1)
cos
(
T log
(
Tq
2πm
)
− T + π
4
)
+O
(
q−
1
4T−1
∑
m≤Z
σ1−2σ(m)
m1−σ
(
log
(
Tq
2πm
))−1(
T
2π
− m
q
)−1)
+O
(
q−
1
4T−
3
2
∑
m≤Z
σ1−2σ(m)
m1−σ
(
T
2π
− m
q
)− 1
2
)
+O

b− 32 ∞∑
m=1
σ1−2σ(m)
m
5
4
−σ
((
m
q
) 1
2
+O
(
T
b
))−1
+O
(
e−CT
∞∑
m=1
σ1−2σ(m)
m
5
4
−σ e
−C
√
mT
q
)
+O

T− 34 ∞∑
m=1
σ1−2σ(m)
m
5
4
−σ min

1,
∣∣∣∣∣(q,X) 12 −
(
qX +
2T
π
) 1
2
+ 2
√
m
q
∣∣∣∣∣
−1




+O
(
qσ−1T
1−4σ
2(1+4σ)
+ε
)
. (17)
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Since 1
2
< σ < 3
4
, we have that
b−
3
2
∞∑
m=1
σ1−2σ(m)
m
5
4
((
m
q
) 1
2
+
(
T
b
))−1
→ 0 (18)
as b→∞.
From the deﬁnition of Z, it follows that Z ≪ T . Thus, Tq
2π
−Z ≫ Tq. Therefore,
T−1q−
1
4
∑
m≤Z
σ1−2σ(m)
m1−σ
(
log
(
Tq
2πm
))−1(
T
2π
− m
q
)−1
≪ T−2q− 14
∑
m≤Z
σ1−2σ(m)
m1−σ
≪ T σ−2q− 14 (19)
in view of the estimate
∑
m≤x
σ1−2σ(x)≪ x, x > 0. (20)
Similary, we ﬁnd that
T−
3
2 q−
1
4
∑
m≤Z
σ1−2σ(m)
m1−σ
(
T
2π
− m
q
)− 1
2
≪ T σ−2q− 14 . (21)
Since q ≪ T ,
eCT
∞∑
m=1
σ1−2σ(m)
m
5
4
−σ e
−C
√
Tm
q = O(e−c1T ) (22)
with some c1 > 0. We have that
(
1
2
√
q2X +
2Tq
π
− 1
2
√
q2X
)2
=
q2X
2
+
Tq
2π
− q
√
q2T 2
4
+
qXT
2π
= Z.
Thus,
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T−
3
4
∞∑
m=1
σ1−2σ(m)
m
5
4
−σ min

1,
∣∣∣∣∣(q,X) 12 −
(
qX +
2T
π
) 1
2
+ 2
√
m
q
∣∣∣∣∣
−1
≪ q 12T− 34
∞∑
m=1
σ1−2σ(m)
m
5
4
−σ min(1, |
√
m−
√
Z|−1)
= q
1
2T−
3
4

∑
m≤Z
2
+
∑
Z
2
<m≤Z−√Z
+
∑
Z−√Z<m≤Z+√Z
+
∑
Z+
√
Z<m≤2Z
+
∑
m>2Z


× σ1−2σ(m)
m
5
4
−σ min(1, |
√
m−
√
Z|−1). (23)
Clearly, in view of (20) and Z ≪ T ,
q
1
2T−
3
4
∑
m≤Z
2
(...)≪ q 12T− 54
∑
m≤Z
2
σ1−2σ(m)
m
5
4
−σ = q
1
2T σ−
3
2 , (24)
q
1
2T−
3
4
∑
Z
2
<m≤Z−√Z
(...)≪ q 12T− 54
∑
Z
2
<m≤Z−√Z
σ1−2σ(m)
m
5
4
−σ (
√
Z −√m)−1
≪ q 12T σ− 32
∑
Z
2
<m≤Z−√Z
σ1−2σ(m)(Z −m)−1
≪ q 12T σ− 32
∑
√
Z≤m≤Z
2
σ1−2σ(Z −m)m−1 ≪ q 12T σ− 32 log T, (25)
q
1
2T−
3
4
∑
Z−√Z<m≤Z+√Z
(...)≪ q 12T− 34
∑
Z−√Z<m≤Z+√Z
σ1−2σ(m)
m
5
4
−σ ≪ q
1
2T σ−
3
2 (26)
by using Lemma 3,
q
1
2T−
3
4
∑
Z+
√
Z<m≤2Z
(...)≪ q 12T σ− 32 log T, (27)
and
q
1
2T−
3
4
∑
m>2Z
(...)≪ q 12T− 34
∑
m>2Z
σ1−2σ
m
7
4
−σ ≪ q
1
2T σ−
3
2 . (28)
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Finally, combining (17) - (19) and (21) - (28), we obtain that
Gq,3 = 2iq
σ−1
(
2π
T
)σ− 1
2 ∑
m≤Z
σ1−2σ(m)
m1−σ
(
log
(
Tq
2πm
))−1
× cos
(
T log
(
Tq
2πm
)
− T + π
4
)
+O(qσ−
1
4 log T ).
Thus, from this, (9) - (11) and (13), Theorem 1 follows because Z can be replaced
by N1 with a negligible error.
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