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Abstract
An intelligent hybrid approach has been developed to integrate various stages in total design, including formulation of
productdesign specifications,conceptualdesign, detail design, and manufacture.The integration is achieved by blend-
ing multiple artificial intelligence (AI) techniquesand CAD/CAE/CAM into a single environment. It has been applied
into power transmissionsystem design. In addition to knowledge-basedsystems and artificial neural networks, another
AI technique, genetic algorithms (GAs), are involved in the approach. The GA is used to conduct optimization tasks:
(I) searching the best combination of design parameters to obtain optimum design of gears, and (2) optimization of the
architecture of the artificial neural networks used in the hybrid system. In this paper, after a brief overview of the
intelligent hybrid system, the GA applications are described in detail.
Keywords: Evolutionary Optimization;Artificial Intelligence; Hybrid System; Design Integration; Power
Transmission Systems
1. INTRODUCTION
It is a tedious and time-consuming task to design a product
through various stages of total design, including formula-
tion of product design specification, conceptual design, de-
tail design, and manufacture (Pugh, 1990). To speed up the
total design process, an intelligent hybrid system (IHS) ap-
proach has been developed by the authors. The IHS ap-
proach integrates the stages within the total design process
by blending artificial intelligence (AI) techniques with CADj
CAEjCAM programs and packages into a single environ-
ment. The AI techniques involved include knowledge-
based systems (KBS), artificial neural networks (ANNs),
and genetic algorithms. The approach has been success-
fully applied into power transmission system design.
Design integration and application ofAI in design are im-
portant research topics and have attracted researchers' great
attention, for example, Su (1994), Kaftanoglu et al. (1995),
Sharpe (1995), da Silva and Dawson (1997), and Counsell
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(1997). In comparison with the existing research, the major
advanced features of the IHS approach are: (1) integration
of the total design process with a successful application of
power transmission system design, and (2) integration of
multiple AI with CADjCAEjCAM into a single environ-
ment where different software techniques coexist and com-
pliment with each other.
In the IHS, the genetic algorithms are used to optimize
design parameters and to determine the best combination of
the architecture parameters of ANNs. In the following sec-
tions, the genetic algorithm (GA) applications within the
IHS approach will be described in detail. The overall ap-
proach and other AI techniques (KBS and ANN) involved
will be briefly mentioned in the context where they are rel-
evant, for their details please refer to the papers by Su et al.
(1996), Su and Wakelam (1997), Su (1998), and Wakelam
(1998).
OVERVIEW OF THE IHS APPROACH
The design process and software integration are shown in
Figure I. The design process is controlled by the KBS, which
consists of a system controller (SC) and several subcontrol-
lers (SubC). The SubC controls the activities within a par-
ticular stage such as conceptual design, detail design, or
352
Conceptual
Design
Controller
Detail
Design
Controller
Detail Design
Component Design &
Analysis (gears, shafts
bearings, etc.)
Sub-Assembly Design
(gearbox, belt drive)
System Assembly
Drawings
Manufacture
Planning
CNC
Costing
Software Technique
ANNs
Databases
Rule base
GAs
ANNs
GAs
Rule Base
External Programs
CAD
CAE
Databases
I
! I
~_._-----_._._._.~
D. Su and M. Wakelam
Fig. 1. Design process and software integration.
manufacture; while the SC controls the overall process by
communicating with the SubCs. All the SC and SubCs are
rule-based systems.
As for the software techniques involved, the design ex-
pertise is captured by the KBS andANNs, and GAs are used
for optimization; other tasks within the total design pro-
cess, such as numerical analysis, engineering drawing and
data processing, are conducted using relevant CAD/CAE/
CAM software packages. The KBS communicates with the
others and works as a coordinator.
As an application of the approach, an IHS for total de-
sign of power transmission systems has been developed. The
overall design process is controlled by a master KBS devel-
oped using C+ +, in conjunction with a friendly graphical
user interface (GUI) developed using VisualBASIC. Its func-
tions are briefly described below:
(a) Formulation ofProduct Design Specification (PDS).
The PDS items are specified by the user via the GUI.
The PDS are two types: initial requirements such as
transmission power, orientation of input/output shafts,
speed ratio, center distance, etc.; and evaluation cri-
teria including size, manufacture cost, easy manufac-
ture, etc. The system has a mechanism for further
development to add more PDS items. The GUI also
interfaces with the databases to store and retrieve the
specified PDS.
(b) Conceptual Design. The concepts to be constructed
by the IHS fall in the following range
• stages of the transmission: one, two, or three;
• orientation of input/output shafts: parallel, cross,
or perpendicular;
• components at each stage of the transmission: seven
types of components including gears, belts, and
trains.
In this phase of the design, four ANNs are used to
generate the concepts. Based on the output results
from the ANNs, the KBS makes a decision to select
the best concept for detail design, see Su (I998) for
detail.
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(c) Detail Design. The selected concept is decomposed
into subsystems. The detail design of each subsystem
is conducted first, and then the completed subsys-
tems are assembled together to form a final design.
At this stage, conflicts may occur and the KBS has
the capabilities to resolve the conflicts by redesign.
Currently, the IHS can handle the detail design of two
types of subsystems: gearboxes and belt drives. The
final resultant design can be one of them, or combi-
nation of both. The tasks conducted in detail design
include: gear strength analysis, bearing selection, shaft
design, case design, belt and pulley selection, design
optimization, component and assembly drawings, and
parametric design of components.
(d) Manufacture. In this phase, the IHS can produce cost
analysis of the designed system, process planning for
manufacture of major components, and CNC pro-
grams for manufacture of shafts.
Within the system, GA has been applied for two tasks:
optimizing the parameters of gear design within the detail
design stage and searching for the best combination of ar-
chitecture parametersfor the ANNs used in both conceptual
and detail design stages. They are further detailed below.
3. OPTIMIZATION OF GEAR DESIGN
PARAMETERS
The optimization of gear design requires the adjustment of
several factors that affect the performance of the gears. These
include the general dimensions and parameters such as the
material property, number of teeth, pitch circle diameter,
and tooth facewidth together with more detailed modifica-
tions such as shifting the tooth profile. Optimization of the
gear performance is achieved by modification of these pa-
rameters. However, as the effects of the parameters are di-
rectly and indirectly related, the search area to obtain an
optimum is large. Due to a lack of direct relationships be-
tween some parameters and the complexity of the search
area, conventional search techniques, such as hill climbing
and the Newton-Raphson method, would have difficulty in
achieving a global optimum. A solution is to apply the adap-
tive search technique of GA to gear design optimization,
enabling multiple parameters to be simultaneously ad-
justed. The ability to adjust indirectly related parameters si-
multaneously is a significant advantage of the GA, which
enables the accumulative effect of multiple modifications
to be evaluated without manual intervention from an exter-
nal source. This is a feature not found to be available from
previous work.
The optimization process adjusts parameters that define
the characteristics of the gear to fulfil the following criteria:
• Achieve the minimum facewidth and module while
complying with professional standards such as ISO and
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BS-not exceeding the permissible bending and con-
tact stress on the teeth.
• Maximum bending stresses within both the pinion and
wheel gears are approximately equal.
• Contact ratio is to be maximized to reduce vibration
and noise.
• Speed ratio is to be maintained.
• Center distance of gear pair to be minimized for vari-
able and maintained for fixed center distances.
These criteria form the basis for the fitness functions that
determine the success of the configuration of parameters.
The fitness functions are defined in Section 3.3.
Before the GA is applied to the problem it is advisable to
establish the purpose of the various parameters. This en-
ables the fitness functions to be sculpted to suit the appli-
cation and to ensure that only critical parameters are encoded
into the genome. The critical parameters considered are the
tooth width, module, pressure angle, helix angle, and num-
ber of teeth in pinion and wheel. These parameters have a
profound effect on the performance of the gear pair. Addi-
tional parameters are included in the optimization, which
subtly alter the performance of the gear. These include the
addendum coefficient (determines the length of the teeth),
the addendum modification coefficients for the pinion and
wheel (shifts the profiles of the teeth along the involute, rel-
ative to the reference circle), and the rack tip radius (deter-
mines the tooth's root radius, a difficult value to determine).
Adjustment of these nine parameters allows the perfor-
mance of the gear pair to be fine tuned to suit the desired
goals.
3.1. Genome encoding
The method of encoding the information within a gene has
a dramatic effect upon the performance of the optimization
process. The value variation of the parameters to be opti-
mized for gear design are of three categories:
• Category I-small range of variation. Rack tip radius
is a typical example of this type: in some cases, it is
ranged from 0 to 0.75 mm; while in other cases, it may
be any real number between 0.7 to 1.5 mm.
• Category 2-large range of variation. For example,
tooth width may be any real number ranging from a
small value such as 20 mm up to a large value such as
300 mm or even a larger number.
• Category 3-discrete values or integer numbers. Ex-
amples of such parameters are module and number of
teeth. For a standard module, the values are defined by
professional standards (BS, ISO, DIN, etc.) as 0.4, 0.5,
1.0, 1.25, ... , that is, a predefined list. As for number
of teeth, it has to be a positive integer.
To encoding the different types of parameters, three meth-
ods have been developed accordingly: direct, percentage de-
viation of the value and position within a predefined list.
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(a) Direct. The direct method is the most straightfor-
ward way of encoding the value within a gene for a
parameter whose value variation is within a small
range. The value is encoded directly into the gene ei-
ther in its entirety or as a proportional value that is
manipulated after decoding. For example, from a range
of 0 to 31, dividing by 40 alters the range giving 0 to
0.775. If 0.8 is then added to the value the range is
moved to between 0.8 and 1.575.
It has to be noticed that this method is not suit-
able for parameters of category 2 mentioned above,
because it will take a large amount of computer mem-
ory. To overcome this problem, the Percentage De-
viation method is a solution.
(b) Percentage Deviation. This method of representing
the encoded value within each gene requires two
stages of decoding to extract the information. This
enables the value to be stored in a condensed fashion
and is ideally suited for use with initial starting points
or values. This method is an alternative to storing the
entire value directly within the gene in binary form,
as only a percentage deviation from an initial start-
ing point is stored, thus enabling the size of the gene
to be considerably reduced for large values. The prin-
ciple of the percentage deviation method is as fol-
lows: the initial encoded values within the population
cover a band of possible solutions about either side
of an initial start-point. This is illustrated in Fig-
ures 2 and 3 below.
The encoded deviations are contained within the
binary strings of the genes. For example, a 5- or 7-bit
length gives a range of 0 to 31 or 0 to 127, respec-
tively. The range is then effectively doubled by the
addition of an extra bit to indicate the polarity of the
deviation, + or -. Decoding the gene and applying
the percentage deviation to the start-point value pro-
duces the new value corresponding to the search. The
upper and lower limits represent the bounds of the
search area in which the parameters are retained.
(c) Pre-defined List. The third method of encoding in-
formation is by referring to a list of predefined val-
ues, that is, which is suitable for the parameters of
category 3 mentioned above. As shown in Figure 4, a
-31%
Deviation
Fig. 2. Deviation about initial start point.
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pointer is moved up or down the list from a reference
point to identify the position that contains the infor-
mation. The position of the pointer relative to the start-
point is determined by the information contained
within the gene. The decoded value from the gene
relates to the number of positions within the list that
the pointer is moved to. The encoded value directly
represents the number of spaces shifted up (+) or
down (-) the list. The process, illustrated in Fig-
ure 4, shows how the gene with position 6 relates to
the movement of the pointer with - 5 deviation from
the start-point within the predefined list. The full ex-
tent of the deviation range and the list are also given
in the figure, illustrating that the movement of the
pointer is restricted within the boundaries of the list.
Limit values are imposed on the parameters to be opti-
mized to ensure that the optimization process does not cause
the values to drift into regions where the result would be
invalid. These limits are maintained and implemented by
production rules at the preprocess stage of the GA. The
method of limiting the parameter values used is as follows.
The value contained within a gene is first decoded then pre-
processed to produce the value of the parameter. If this value
exceeds the limits imposed the value is set to its relative
limit. The action of constraining the value should not affect
the GA process with regard to regeneration fitness levels,
due to the method of encoding. As the encoded information
is the deviation and the optimized value is the decoded re-
sultant, the limit will produce the desired output provided
the fitness for the limit is high. This characteristic of the
gene that caused the high fitness will then be passed to the
next generation.
3.2. Genome construction
The parameters that correspond to the genes within a ge-
nome have been identified earlier. These genes combine to
form either a seven or nine gene genome, which are repre-
sented in Figures 5 and 6. As can be seen, the number of
genes is dependent upon the application: for a fixed center
distance, there are seven genes in the genome; while for a
flexible center distance, extra two genes are added at the
end of the genome.
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It is the purpose of the GA to find the combination of
parameters that will produce the optimum design. How-
ever, some consideration is required with regard to the
method of encoding the relevant information into the
genome.
Two configurations of genome have been constructed for
the two different types of gear design: fixed center distance
and variable center distance. Due to the method of calcula-
tion, for the optimization of the fixed center distance, the
number of teeth for the pinion zl and wheel z2 are deter-
mined by the value of the module and the speed ratio (speed
ratio remaining constant). The difference in center distance
is compensated for by the profile shift of the teeth. For
the profile shifts to be determined the amount that one of
the profiles will be shifted must be known. The value of the
pinion profile shift, x I, is included within the genome al-
lowing the value of the wheels shift, x2, to be calculated.
For the variable center distance, the relation between the
pinion and the wheel is limited to the speed ratio. Due to the
lack of relationships, the number of teeth and amount of
profile shift on the teeth cannot be calculated from the ex-
isting parameters, therefore these parameters are included
within the genome, forming additional dimensions to the
search.
The genome has been constructed in such a way that fixed
and variable center distance gear designs can use the same
genome. Parameters that are used within both designs form
the first seven genes of the genome, while the two extra
genes, X 2 and z I' required for the variable center distance
are located at the end. This structure allows the additional
parameters to be ignored when not required. Their perma-
nent inclusion within the genome will not affect the GA pro-
cess as they are ignored and during crossover the positions
of the transferred bits are maintained, therefore never let-
ting the contents of these genes affect the search.
The method of encoding the information within the genes
is dependent upon the effect that the parameters has upon
the design. These considerations include limits, set values,
and resolution. Limits have been set on several parameters
to prevent them from producing values that will result in
certain failure of the design or undesirable values. Table I
contains some limited parameters and their restrictions.
3.3. Fitness functions
The fitness function, as mentioned earlier, has a dramatic
effect upon the convergence of the search and the param-
eters contained within genomes that are transferred through
Gene Number
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Fig. 5. Genome construction of fixed central distance.
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the generations. The fitness functions generate the fitness
rating for each genome and correspond to design solutions.
Therefore, the selection of criteria that the fitness function
comprise of must mirror the desired characteristics of the
target design.
Due to the nature of gear design, there are two types of
criteria for design evaluation:
• Conditional criteria. This type of criteria must be met,
otherwise, the design fails. For example. the tooth bend-
ing and contact stresses must not exceed their allow-
able levels. If this condition has been met, then the
design is acceptable; if not, the design fails. There are
only two evaluation results against this type of crite-
ria: failure or pass (not failure).
• Rating criteria. When a design is evaluated against this
type of criteria, the result falls within a range giving a
degree to indicate how good the design is. For exam-
ple, for the criterion "minimizing the toothwidth," if
the rating marks ranging from I to I0 for the actual
toothwidth ranging from 50 to I00 mm, a design with
toothwidth of 60 mm is then evaluated with a rating
mark of 8.
Among the criteria mentioned at the beginning of Sec-
tion 3, criteria "not exceeding permissible stresses" and
"maintaining speed ratio," are condition criteria, and the
rest are rating criteria. To reflect the two types of criteria,
two categories of functions, either a gradient or step func-
tion, are applied to determine the level of fitness.
The gradient functions are used by the fitness rating cri-
teria that determine the fitness of the noncritical design char-
acteristics. These characteristics do not directly cause failure
of the design, but do influence its performance and guide
toward the optimization targets to be achieved. The range
given for each rating criteria is from 0 to a maximum value,
the greater the fitness, the higher the value. Figure 7 and
Table 2 below illustrates the principle.
The second category of fitness functions relates to criti-
cal characteristics of the design that directly influence or
cause failure of the design. These fitness functions form con-
ditional criteria and apply a step function to the level of
fitness. As failure to meet the requirements of the function
will result in failure of the design; these fitness functions
have the effect of causing the overall fitness value of the
genome to be drastically reduced thus encouraging removal
from the population. Figure 8 and Table 3 illustrate the prin-
ciple. The penalties are applied to the total fitness of the
genome, reducing its value and thus its probability of trans-
ferring to the next generation.
The fitness values applied to the roulette wheel often re-
quire modification, due to the possible close proximity of
some fitness values. This close proximity of genome fitness
increases as the population begins to converge causing only
small deviations in the fitness. Therefore, the fitness values
for two different genes will cause little difference to the size
of the respective roulette wheel segments. To overcome this
problem, scaling methods are applied to the fitness values
to emphasize the relative fitness of the genome within the
population.
Several methods of scaling exist, using the sorted fitness
order of the genomes and the actual fitness value. The method
of linear ranking function described by Gen and Chang
(1997) is applied in this work. The function combines the
actual fitness value together with an element relating to its
ranked position. The fitness is given by:
Pk = qk + (k - popsize) ( q.)
1- popsi :e
Table 1. Parameter limits
Parameter Upper Limit Lower Limit
Min. no. teeth
Position 0 within list
Min no. teeth ~ No. teeth
X m i n = h~--------1.0
Position 34 within listModule
Addendum modification coefficient (x I and X2)
Helix angle (angle limited)
Helix angle (force limited)
User defined (typically <45°)
n.Tangential force
o
o
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Fig. 7. Gradient fitness functions.
where
P: = scaled fitness;
k = ranked position;
popsize = population size;
q = fitness of highest ranked genome; and
qk = fitness direct from fitness function.
This function is used in conjunction with the deviation in
fitness, thus providing greater resolution to the selection rou-
lette wheel. The effect of this is to define a noticeable rank-
ing order without encouraging super convergence, caused
by excessively biased scaling of fit genomes. This allows
the search to slowly settle at first, then apply pressure to
converge on a solution as the generations advance.
3.4. Case study
The optimization process is evaluated by performing nu-
merous tests to check the controlling factors (crossover and
mutation levels and convergence criteria) of the GA, the re-
peatability, and robustness of the process and the accuracy
of the results.
The optimization has been set to achieve three goals that
form the rating criteria to guide the search. These are in ad-
dition to the conditional criteria that will ensure failure of
the design will not occur. The rating criteria cover:
• reduction of the gear pair size (center distance and
facewidth);
• increase contact ratio; and
• equalize tooth-bending stresses of the pinion and wheel.
Table 2. Fitness rating criteria
The case study given below is for a helical gear pair that
is required to transfer 40 kW of power at 1450 rpm. The
application of the gear is for moderate shock conditions,
which is represented by an application factor of lA. The
results given below compare the performance of the initial
gear design with that produced from the GAs optimization
(Table 4).
The geometric goals of the search have been achieved.
The facewidth of the gear and the center distance have been
reduced by 10.56 and 0.33%, respectively. The reduction in
center distance is not dramatic, but as its increase would aid
the other criteria in achieving their goals, its reduction is a
sign that the GA process is working.
One of the main targets of the optimization was to in-
crease the contact ratio of the gear pair. Its purpose is to
reduce vibration and thus noise, fatigue, and shock loads.
This has been achieved, improving on an initial design that
already has a high contact ratio. This can be seen from the
results shown in Table 5.
As can be seen from the stresses acting within the gear
teeth, the improvements to the design have been achieved
without reducing the margin of material safety. Yet the
lengthening of the teeth by 17.78% (as shown by the in-
crease in tooth depth) should increase the bending stress. In
addition, the bending stresses acting on the teeth are within
5.33% of each other (an improvement of 1.34%) thus pro-
moting equal wear and fatigue of the teeth. The GA has there-
fore modified several parameters to ensure that the design
will not fail. The removal of failing designs from the search
has thus encouraged stronger designs.
The optimization process was repeated several times to
ensure that the final solutions were the same and thus the
process displayed repeatability of results.
Table 3. Fitness conditions
Fitness Rating
Criteria
Result to goal I
Result to goal 2
Max. Fitness
(max. Value)
Smallest Value
Largest Value
Min. Fitness
(0)
Largest Value
Smallest Value
Fitness Conditional
Criteria
Result to goal I
Result to goal 2
Pass
~ Permissible value
::;;; Permissible stress
Penalty
< Permissible value
> Permissible stress
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4. OPTIMIZATION OF ANN ARCHITECTURES
As mentioned in Section 2, there are several ANN s in the
IHS and all of them are back-propagation networks. Train-
ing this type of network has proved to be a difficult process
and requires expertise in the process, due to the lack of ef-
fective rules and guides. To overcome this problem, a GA-
based approach has been developed, which implements the
optimization capabilities of a GENetic algorithm to define
the factors that determine a NEUral networks performance
(GEN-NEU).
Researchers have been making efforts to appl y GA into the
optimization of back-propagation networks. For example,
Caudell and Dolan (1989) used them to adjust the connective
weights during the training process to improve the networks
convergence, and Miller et al. (1991) and Maniezzo (1994)
have applied them to the optimization of networks topolo-
gies. However, the adjustment of the connective weights by
implementing GAs does not provide significant improve-
ments in network performance over the back-propagation
technique.
The GEN-NEU approach takes into account three major
factors that affect network performance: topology, transfer
function, and training period. Optimization of these factors
is performed simultaneously, considering their combined ef-
fects upon performance and convergence, thus making the
optimization more effective.
4.1. Adaptive optimization process of
the GEN-NEU approach
The basic principle of the GEN-NEU approach, developed
for this research, is to adjust the factors required by the back-
propagation training technique based upon the perfor-
mance (fitness) of the network being trained. Figure 9
demonstrates the process.
The approach encodes the values for the factors that in-
fluence the performance of the network, including the trans-
fer function, topology, and training period into separate genes
within a genome. Upon initiation, the values contained within
the genes are randomly set from values within the search
space. The networks corresponding to the information con-
tained within all the genomes of the population are trained
and tested then sorted into a descending order. The fitness
value of the genome is determined from the network output
response to a series of test cases applied after training. The
lower the root means squared (RMS) error between the tar-
get and the networks output the fitter the genome, which in
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Fig. 9. The GA process of ANN training.
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Transfer
function
probability of mutation is set low to limit disruption once
convergence commences upon a solution. The levels of re-
production and mutation are modified by trial and error to
determine the best configuration for the application.
Once crossover and mutation have been performed, the
new generation is complete and ready for the new fitness
ratings to be determined. After the final generation the net-
work corresponding to the fittest genome becomes the re-
sultant network ready for application and all the connective
weights, topology and transfer functions recorded.
The number of generations that the GA performs is set to
a finite amount instead of using the convergence of the pop-
ulation. This is due to the effect of the random initialization
of network connections at the beginning of training, which
can lead to variations in performance. These variations can
disrupt the GA convergence process; therefore, the fixed
length prevents excessive computational expense for a small
increase in network performance.
The information relating to the factors that affect the per-
formance of a network during training are encoded into the
genes within the genome in binary form. An example is
shown in Figure 10. The decoded values of which corre-
spond to a sigmoid transfer function, 16 elements in the first
hidden layer and 9 in the second with a training factor of 5.
Binary coding has been selected as opposed to others, such
as Gray coding, for two reasons. First, the type of coding
will have little effect on the performance of the GA, as the
genomes comprise multiple genes whose information does
not necessarily relate directly to one another. Second, cross-
over is performed at random points during reproduction al-
lowing genes to be spliced, resulting in significant changes
in the encoded values.
The length of the training period for different applica-
tions has a direct influence on the performance of the net-
work. Therefore, integration of the training period into the
GA optimization approach will aid successful training and
reduce user interaction with the training of the network.
4.2. Application of the GEN-NEU method:
An example
The analysis of the training and results of the network for
determination of the gear tooth face load factor for contact
stress calculation, KH{3' will demonstrate how the GEN-
NEU approach to training back-propagation networks has
been applied to the integrated design system. As the ap-
proach unfolds and the network is trained, the various stages
of the GEN-NEU approach are explained. The require-
Reproduction to
generate new
population dependent
No Have all the
chromosomes in current
populauon been used?
Yes
turn determines the genomes' probability of reproduction.
Each genome's fitness rating, relative to the rest of the pop-
ulation, is proportional to its probability of reproduction.
Thus, fitter genomes are given a greater chance of transfer-
ring their genes to the next generation, while unfit genomes
are gradually removed. The fitness value is, therefore, taken
as the reciprocal of the network error ensuring the fitter ge-
nomes get a greater probability of reproduction. The scal-
ing function, described in Section 3.4, is then applied to
enhance the performance of the GA.
The genomes reproduce to form the majority of the next
generation. Reproduction accounts for approximately 98%
of the next generation. The remainder of the next genera-
tion comprises of random selections from the current pop-
ulation that pass unaltered through to the next generation.
Once the next generation is established a mutation oper-
ator is applied to the population with a probability of 5%.
The mutation operator applied alters the encoded informa-
tion contained within the complete genome as opposed to
the typical bit mutation operator (Gen & Cheng, 1997). To-
tal mutation produces a new member to the population al-
lowing the search to rapidly ingress into new areas of the
search space without extending the population size. Thus,
the total area covered by the search adaptively increases as
the process progresses. Mutation also helps prevent local-
ized minimums limiting the scope of the search. As the ef-
fects of the mutation can be dramatic upon the search the
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The training data preparation consists of determin-
ing the values of KH (3 (network output) for combina-
tions of pinion diameter, gear accuracy, and facewidth
ratio (network inputs). The example in Figure 11 il-
lustrates how to use the diagram. For a pinion diam-
eter of 115 mm, a line is projected to intersect with
the curve corresponding to a gear grade of 5. From
the intersection, a second line is projected up until it
crosses the 0.8-facewidth ratio curve. From this in-
tersection a final line is projected to cross perpendic-
ular to the axis. The point at which the line crosses
the axis gives the face load factor KH (3 = 1.42.
A broad distribution of training cases within the
limits of the graph is used during the preparation of
the data. This helps ensure that the network repre-
sents the entire region of the graph. The structure of
the training data consisted of 360 cases, covering all
the accuracy grades, the direct curves for facewidth
ratio and the interpolated curve for bid] = 1.2. The
test data consists of a combination of cases within
the regions of the training cases and cases from the
remaining interpolated curves. The performance of
the network with regard to the interpolated test cases
will demonstrate the networks ability to perform the
application successfully.
(b) Results of KH fJ Application
The results for the GEN-NEU training demonstrate
that as the number of generations proceed the perfor-
mance of the networks increase. Figure 12 illustrates
the results, showing that the average error between
the target and actual outputs from the network, de-
creases to a final value of 0.01753. At the same time,
the average number of successful outputs producing
an output below 2% of the target increases to 11.333.
These values indicate that GEN-NEU is converging
upon an optimum and its general performance is
enco uraging.
Performance of the networks within the GA approach is
determined by the average error between the network and
actual results to the test set, giving a general fitness of the
network.
To remove any uncertainty in the results that could orig-
inate from effects caused by the initial random weights at
the commencement of training, the resultant network is tested
individually. The final network configuration obtained by
GEN-NEU comprises of 3 input elements, 2 hidden layers
with 22 elements in the first layer, 12 in the second layer
and a single output. A sigmoid transfer function is imple-
mented and the network was trained for 5120 passes of the
training set.
These results are presented in Figure 13 and Table 6.
Figure 13 illustrates the proximity of the target and actual
outputs from the network. It can be seen that the general
proximity of the two outputs are very close. Most impor-
tantly the proximity of the outputs to the test cases derived
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(a) Data Preparation
The information to be encapsulated within the net-
work is contained in the graphical design aid shown
in Figure 11. The graph contains a large amount of
information that would be difficult to interpret into a
formula for computing without the original data that
the graph is constructed from. As the original infor-
mation is not available (as is the typical case if the
graph is taken from manufacturers, literature), the
training data is extracted directly from the graph.
Data from the graph is in two forms, direct and in-
terpolated. The direct data is formed from the exist-
ing curves, while the interpolated data represents the
intermediate values between. The second form re-
quires the designer's judgement and expertise. The
interpolated curves are represented by the dashed bid]
curves in Figure 11.
180I---+-+t1r---f--+----:::r'q.---!----!---
Z401---+,H-lI--I--+---4----!----!------j
Fig. 11. Graphical design aid for KH {3 to be represented by network (ex-
tracted from ESDU 88033).
ments of the user describing the application and the prepa-
ration of the training data are defined together with an
evaluation of the resultant trained network. The perfor-
mance of the GEN-NEU process and results are analyzed
and for the purpose of this example a comparison with a
conventionally trained network using Professional 11 (Neu-
ralware, 1993), a commercial ANN package, is made.
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Fig. 12. GEN-NEU Training results for K H fJ •
from interpolated curves, that network had never been pre-
sented during training are extremely close with a maxi-
mum error of 2.13%. These cases are identified by dashed
boxes surrounding the points in the figure and signify that
the network is capable of interpolation, producing similar
results to the designer.
The performance of the network trained using the GEN-
NEU program is verified by training the same network con-
figuration under the same conditions with the commercial
package Professional 11. Table 6 contains the results and
shows that the performance of the GEN-NEU network is
better than those obtained from Professional 11 indicating
that the network configuration is in the region of an opti-
mum. The variation in results can be attributed to the ini-
tial random connection weights values.
5. CONCLUDING REMARKS
An intelligent hybrid approach has been developed to inte-
grate the total design process. This is achieved by blending
multiple AI and CADjCAMjCAE into a single environ-
ment. This approach has been applied into power transmis-
sion system design. Within the approach, genetic algorithms
are utilized for optimization of gear design parameters and
for searching the best combination of the architecture pa-
rameters of the ANNs involved. Further to the descriptions
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Fig. 13. Test results from KH fJ •
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Table 6. Comparison of GEN-NEU and professional II test results
D. Su and M. Wakelam
Input Output
GEN-NEU Professional II
Pinion Diameter
121
Gear Accuracy
9
Facewidth Ratio
0.4
Target KH {3
2.5625
Actual KH {3
2.3195
2.3421
2.8429
2.5227
Average % Error
% Error
2.3353
1.3860
3.2215
1.55I3
2.1129
Actual K H{3
2.0707
2.3255
2.7464
% Error
12.8109
2.0828
6.5057
I,
t
Shaded cells represent test cases derived from an interpolated curve that the network was not presented during training.
of the two aspects given in the previous sections, the fol-
lowing concluding remarks can be drawn
(a) Concluding Remarks on the GAfor Gear Design Pa-
rameter Optimization
Presently there are several methods for the optimi-
zation of gears including the use of GAs, for exam-
ple, Abersek et al. (1996). Abersek's application
optimizes some of the parameters that this applica-
tion addresses, as do the other gear optimization tech-
niques. However, they do not consider modification
of the tooth's profile and encourage the increase of
the contact ratio for reduced vibration and noise as
this application does.
In addition to parameter adjustment, when appli-
cable, the selection of the type and magnitude of pro-
file shift is determined. According to Niemann (1978),
the magnitudes of the profile shift should be biased
toward the pinion wheel being positive to avoid un-
dercutting. From the results, it is shown that the GA
has obeyed this rule, indicating that the fitness crite-
ria do correctly define the desired result. This may be
due to the limiting factors of permissible and actual
stress, which form one of the main criteria from which
the fitness of the design is determined. The GA opti-
mization therefore enables designs to be improved
using the desired end result as the target. Thus, intri-
cate knowledge about the effects of individual pa-
rameters on either the final design or each other is
not required, but, instead, will evolve as the search
advances through the generations
(b) Concluding Remarks on GEN-NEU
The GEN-NEU approach to aid the training of
back-propagation networks has proven to be capable
of achieving successful results. As a result the labo-
rious process of trial and error and the need for rules
to determine a successful network configuration has
been removed from the training process.
The implementation of the GEN-NEU method into
a program provides a tool that eases network training
while developing the Intelligent Integrated System
and, most importantly, the GEN-NEU method en-
ables modification to information within the system
to be performed by someone, who may have little
ANN experience, other than the system designer.
Therefore, the GEN-NEU provides a facility for the
easy alteration of knowledge, a process not easily per-
formed with an expert system.
The inclusion of the training period into the GA
search has the added beneficial effect of preventing
"over training." Over training decreases the net-
works ability to predict and generalize outputs based
upon the training data. As deviation from the test data
increases when the network loses its ability to gen-
eralize, the fitness of the genomes causing this phe-
nomenon will decrease. The result of the decreased
fitness is to reduce the occurrence of this training pe-
riod in the search.
Although the training data is not included within the
GA, the effect of the amount of training data is com-
pensated for by the training period and network topol-
ogy. As the training period is flexible and small and
large network topologies can be generated, a combi-
nation of these factors are adjusted to model the data.
GEN-NEU is a general approach, which can be
used with variations of the back-propagation train-
ing technique and other supervised ANNs that re-
quire adjustment of several indirectly related factors.
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