This paper considers a class of GMM estimators for general dynamic panel models, allowing for weakly exogenous covariates and cross sectional dependence due to spatial lags, unspecified common shocks and time-varying interactive effects. We significantly expand the scope of the existing literature by allowing for endogenous spatial weight matrices without imposing any restrictions on how the weights are generated.
those papers, and as in Kuersteiner and Prucha (2013) , we do not maintain that the data are conditionally i.i.d. The common shocks may effect all variables, including the common factors appearing in the interactive fixed effects. Our analysis assumes the availability of data indexed by i = 1, . . . , n in the cross sectional dimension and t = 1, . . . , T . Our focus is on short panels with T fixed. Our treatment of interactive effects is related to the large literature on panel models including Sul (2003, 2007) , Bai and Ng (2006a,b) , Pesaran (2006) , Bai (2009 Bai ( , 2013 , Moon and Weidner (2013a,b) and is most closely related to the fixed T GMM estimators of Ahn et al. (2013) .
Our work also relates to the spatial literature dating back to Whittle (1954) and Ord (1973, 1981) , and the GMM framework based on linear and quadratic moment conditions introduced in Prucha (1998,1999) . Dynamic panel data models that allow for spatial interactions in terms of spatial lags have recently been considered by Mutl (2006) , and Yu, de Jong and Lee (2008 Lee ( , 2012 , Elhorst (2010) , Lee and Yu (2014) and Su and Yang (2014) . Papers allowing for both cross sectional interactions in terms of spatial lags and for common shocks include Chudik and Pesaran (2013) , Bai and Li (2013) , and Pesaran and Torsetti (2011) . All of these papers assume that both n and T tend to infinity, and the latter two papers only consider a static setup.
With the data and multiplicative factors allowed to depend on common shocks, our asymptotic theory needs to accommodate objective functions that are stochastic in the limit.
For that purpose we extend classical results on the consistency of M-estimators in, e.g., Gallant and White (1988) , Newey and McFadden (1997) and Poetscher and Prucha (1997) to stochastic objective functions. The CLT developed in this paper extends our earlier results in Kuersteiner and Prucha (2013) to the case of linear-quadratic moment conditions. Quadratic moments play a key role in identifying cross-sectional interaction parameters but pose major challenges in terms of tractability of the weight matrix which in general depends on hard to estimate cross-sectional sums of moments. We achieve significant simplifications and tractability by developing a quasi-forward differencing transformation to eliminate interactive effects while ensuring orthogonality of the transformed moments.
This transformation contains the Helmert transformation as a special case. We also provide general results regarding the variances and covariances of linear quadratic forms of forward differences.
The paper is organized as follows. Section 2 illustrates the main results of the paper, including identification, estimation and inference with a simplified version of the model. Section 3 presents the models and theoretical results at the full level of generality we allow for. Concluding remarks are given in Section 4. Appendix A contains formal assumptions, Appendix B develops efficient quasi forward differencing and derives sufficient conditions for the diagonalization of the optimal weight matrix and Appendix C contains proofs. A supplementary appendix available separately provides additional details for the proofs.
Example and Motivation
In the following we specify an exemplary social interactions model, and discuss identification and estimation strategies. The example is aimed at motivating the general cross sectional interaction model considered in Section 3. This model covers both social interaction and spatial models as the leading cases.
We consider the following simple linear social interactions model for n individuals and periods t = 1, . . . , T , y t = λM y t + Z t β + ε t = W t δ + ε t , ε t = µ + u t ,
where
is an n × p z matrix, M is a n × n network interaction matrix, ε t = [ε 1t , ... To simplify the exposition we focus on the case where T = 2. Our interest is in the parameters of the outcome equation, not in the process that generates the observed network interaction matrix M . Correspondingly our estimators are invariant to the network formation process, provided certain regularity conditions on d ij and m ij are satisfied. However, to be more specific for this particular example the elements d ij of the relationship matrix D are taken to be functions of ζ, µ and υ, where υ = (υ ij ) is unobserved. Furthermore, to keep the example simple, we assume for now that conditionally on z 1 , z 2 and µ the elements of u = (u ′ 1 , u ′ 2 ) ′ are mutually independent and identically distributed (0, σ 2 ), but not necessarily independent of υ. The unit specific effects µ are left unspecified and can depend on all other observed and unobserved variables in arbitrary ways.
Since the elements of D and thus those of M are allowed to depend on µ and υ, the network interaction matrix M is allowed to be correlated with the model disturbances ε 1 and ε 2 . Therefore M may be endogenous. More specific specifications of M will be discussed below. Observe that our setup implies the following conditional moment condition, which is critical for our identification strategy: 3
Applying a Helmert transformation to (1) to eliminate the individual specific effects from the disturbance process yields
with y + 1 = (y 2 − y 1 )/ √ 2σ 2 , etc., and u
The existing literature on spatial panel data models eliminates individual specific effects by subtracting unit sample averages. As will be seen below, applying a Helmert transformation, or the generalized Helmert transformation introduced below, greatly simplifies the correlation structure between moment conditions.
To keep the presentation of the example simply, we take σ 2 = 1, and defer the discussion of the general case to the next section. The reduced form of (3) is given by 
Moment Conditions
We propose GMM estimators exploiting restrictions implied by (2). Our estimators are based on both linear and quadratic moment conditions. Results on the identification of the true parameters by those moment conditions will be discussed below.
Let h r = (h r i ), r = 1, ..., p, be a set of n × 1 instrument vectors, and let A r = (a r ij ), r = 1, ..., q, be a set of n × n symmetric matrices with zero diagonal elements, where the elements of h r and A r are measurable w.r.t. z 1 , z 2 , µ. It follows from (2) that 
An important theoretical contribution of this paper is to derive conditions under which the linear and quadratic moments are uncorrelated. This is achieved, in particular, by using the adopted forward transformation and matrices A r with zero diagonal elements. Let
n , 2V a n . The GMM estimator for δ 0 is defined as δ n = arg min
= arg min
where Θ δ is a compact set.
Identification
Kelejian and Prucha (1998) discuss identification based on linear moment restrictions for a cross sectional spatial model. In line with their discussion we observe that identification fails if instruments for M y . One situation where identification of λ fails is the case where β = 0. Another situation where identification via instrumentation in terms of neighbor's neighbor's, characteristics fails may arise if there are R groups of size m g , g = 1, . . . , R, and social interactions take place only within groups, and all members of a group are friends of equal importance. If the calculation of group means includes all members we have M = diag R g=1 (M mg ) with M mg = e mg e ′ mg /m g , where e mg denotes a m g ×1 vector of ones. If the calculation of group means affecting the i-th member excludes the i-th
. Both in the first case and, provided that all groups are of the same size, identification via instruments fails since in those cases M (I − λM ) −1 = c 1 I + c 2 M for some constants c 1 and c 2 . However, in the latter case identification is achievable if there is variation in the group size. For a further discussion of these cases for cross sectional data see Bramoulle, Djebbari and Fortin Even if identification based on linear moment restrictions fails, identification may still be possible based on the quadratic moment conditions. We discuss high level conditions that ensure identification of δ based on the linear and quadratic moment conditions (6) .
We emphasize that because of the adopted data transformation the objective function of the GMM estimator (7) is additive in the linear and quadratic moment condition. The derivation of the subsequent results depends crucially on this additivity of the objective function, and the fact that in the limit both terms are zero at the true parameter value.
It proves helpful to collect the instruments in the n × p matrix H = [h 1 , ..., h p ] and to
Assumption 1 Let y be generated according to (1) , and assume that the instruments h r and matrices A r satisfy the conditions stated above. Let δ 0 = (λ 0 , β ′ 0 ) ′ where λ 0 ∈ Θ λ with Θ λ = (−1, 1) and β 0 ∈ Θ β where Θ β is an open and bounded subset of R kz . Furthermore assume that
and plim V a n = V a are finite with V h and V a nonsingular.
The postulated convergence assumptions are at the level typically assumed in a general analysis of M -estimators; see e.g., Amemiya (1985, pp. 110). The assumptions n −1 H ′ u
are the asymptotic analogue of the orthogonality conditions (5) . Let Γ HW = [Γ HM y , Γ HZ ], and consider the q × 2 matrices S = plim S n with
The following lemma establishes conditions for identification irrespective of whether M is endogenous or exogenous.
Lemma 1 Let Assumption 1 hold. Then, i) if Γ HW has full column rank, then plim n −1/2 m n,l (δ) = 0 has a unique solution at δ = δ 0 , and the parameters are identifiable from the linear moment condition alone.
ii) if Γ HW does not have full column rank, but Γ HZ and S have full column rank, then plim n −1/2 m n (δ) = 0 has a unique solution at δ = δ 0 and the parameters are identifiable from the linear and quadratic moment conditions.
Part (i) of the lemma maintains that Γ HW has full column rank. This condition is maintained in Kelejian and Prucha (1998) , and subsequent papers on instrumental variable estimators for spatial network models. If Γ HZ has full column rank, this condition is equivalent to postulating that Γ HM y is not collinear with Γ HZ .
Part (ii) shows that by utilizing the quadratic moment conditions identification is still possible even if Γ HW does not have full column rank. We maintain that Γ HZ has full column rank, which is a standard instrument relevance condition typically imposed in IV settings. Given that Γ HZ has full column rank we have Γ HM y = Γ HZ c for some vector c. Our adopted data transformation has the advantage that the objective function of the GMM estimator given by (7) is additive in the parts involving the linear and quadratic moment conditions. Given this structure we show in the proof of the lemma that asymptotically all solutions of the linear moment conditions are described by the relation β (λ)−β 0 = −c (λ − λ 0 ). Substitution of this expression for β(λ) into the quadratic moment conditions
This scenario arises in particular when
. Obviously those equations have a unique solution at λ = λ 0 if S has full column rank, which in turn implies that linear and quadratic moment conditions have a unique solution at δ = δ 0 ; see Lee (2007, pp. 493 ) for a corresponding discussion for a cross sectional spatial model. In an application it may be convenient to check this condition by checking on the non-singularity of S ′ n S n . A necessary condition for S to have full column rank is that y + and M y + do not lie in the space spanned by Z. This condition is likely satisfied since the reduced form (4) depends on both Z and u.
With somewhat stronger assumptions on the form of endogeneity of M it is possible to discuss explicit choices for h r and A r . To be specific we now assume that υ, one of the unobserved determinants of M , is independent of u. The network is still allowed to depend on µ and thus still is potentially endogenous. Consequently, since under the maintained assumptions M is measurable w.r.t. ζ, µ and υ and E [u t |z 1 , z 2 , µ, υ] = 0, using (4) we have
From this we see that the ideal instrument for M y + 1 is a nonlinear function of unknown parameters and M s z 1t = 1, 2. This set can be viewed as providing an approximation of the ideal instruments. Prucha (1998,1999 ) make a corresponding observation within the context of a spatial cross sectional model and suggested the use of higher order spatial lags of the exogenous variables as additional instruments.
From the reduced form it follows further that
As in the spatial literature, and also motivated by an inspection of the score of the Gaussian log-likelihood function, this suggests that the A r , r = 1, . . . , q can be chosen from the set In situations when endogeneity is of a more general form, in other words when υ are not independent of u then the above expressions can be replaced with projections on z 1 , z 2
i.e. E M y 
Network Formation
Practical implementation of our method raises a number of questions. Apart from the question of how to select the h r and A r discussed above, this includes the question for which network formation models the high level assumptions are satisfied. The answers to these questions are model specific. We illustrate them by considering the network forma- focus is on developing a GMM estimator for the parameters δ that is robust to the network formation process, rather than on the estimation of the network formation process.
We continue to use model (1) , and assume that the adjacency matrix D = (d ij ) is formed by a strategic network formation model similar to Jackson (2008) and GoldsmithPinkham and Imbens (2013). More specifically, let U i (j) be the utility of individual i forming a link with individual j. Then we assume that the elements of D are generated as
with d ii = 0 and d ij = d ji , and where s ij = s ji is a measure of "distance" between i and j, and c is a finite constant. An example for the above model arises in situations where interactions are formed within groups. In this case we may define s ij = |g i − g j |, where
, 2, 3...} represents a group index, and c = 0. Another example arises when s ij relates to physical location such that individuals only form links if they are in sufficiently close proximity.
Let ζ be a vector of all observable characteristics affecting the network formation process and assume that s ij is a function of ζ such that s ij = s ij (ζ). Furthermore assume that the utility function U i (j) depends on some of the observable characteristics collected in ζ and unobservables µ and υ, and is given by
where for simplicity υ ij is i.i.d. independent of u it , µ, ζ and z 1 1 , z 1 2 . The observable characteristics appearing in the utility function could refer to sex, race, income, etc.
The network formation model implies that
The next lemma implies these assumptions from lower level conditions. The lemma also provides specific selections of h r and A r for which those conditions are satisfied.
Lemma 2 Suppose the network is generated by the above model, and suppose Assumption 1 holds, except for postulating that n −1 h r′ u
≤ K z < ∞ for some δ > 0 and some
and the instruments h r are of the form z 1 t ,M z 1 t ,. . . ,M s z 1 t and the matrices A r are of be connected, albeit with small probability for most connections, while the stronger condition rules out most connections with probability one.
The specific selection for h r and A r does not yield valid linear and quadratic moment condition if in addition to M being dependent on µ the endogeneity of M also stems from correlation between the υ ij and u it . In this case the suggestion is to construct matrices M s and A r in the manner discussed above, but with M replaced by a matrix M * = (m ij * ), which (i) approximates M , but (ii) is only constructed from the exogenous variables ζ affecting the network formation process so that M * is not correlated with (u it ). In particular we may
is an appropriately defined distance function. If one were willing to make parametric assumptions about the error term and fixed effects distribution the function f (., .) could be chosen as
A computational algorithm to estimate the model using both linear and quadratic moment conditions is based on partialling out the term Z t β using the linear moment conditions only. This is possible because β is identified by the linear moment conditions for any fixed value of λ. Letβ (λ) = Z Algorithm 1 Let m n (δ),β z (λ) and δ n (λ) be as defined before. Let m n,q,r (δ n (λ)) =
such that m n,q,r δ n λ r j = 0 for j = 1, 2 and for r = 1, ..., q.
(2) Solve the problem (r,) = arg min j=1,2;r=1,..,
and γ r c are constants. In large samples m n,q,r (δ n (λ)) = 0 has one consistent root and in general a second inconsistent root. If S has full column rank then the inconsistent root varies with r such that in step (2) of Algorithm 1 only the consistent root minimizes the set of all quadratic moment conditions.
We conduct a small Monte Carlo experiment with data generated from (1) and (10) . We set L = 1, p z = 2 and draw µ i , u it and z 1 it mutually independently from standard Gaussian distributions, while υ ij is drawn independently from a logistic distribution. The location characteristics ζ i are drawn independently from uniform distributions with heterogenous means, ζ i ∼ U [i, i + 2], and s ij = 1 {|ζ i − ζ j | < 10} . We set α 0 = 1, α ζ = −.1, β 1 = 1 and α µ = −.1. We vary λ in {.1, .5, .7} and set β 2 = − (λ + δ) β 1 where δ takes values in
, and quadratic moment conditions are formed with
Bramoulle, Djebbari and Fortin (2009) and de Paula (2016) the model is not identified by linear moment conditions if β 2 = −λβ 1 . Our Monte Carlo design thus approaches the point of non-identification for linear IV as δ shrinks towards zero. We consider sample sizes of n = 100 and n = 1000 and set T = 2 for all designs. Table 1 reports results for conventional OLS, linear IV and our linear-quadratic GMM (GMM) estimator defined in (7) . We use Algorithm 1 to find starting values, followed by a full optimization step over the entire criterion function. For λ = .1 endogeneity is relatively mild leading to OLS being reasonably unbiased, at least in absolute terms. As λ increases to .5 and .7 OLS becomes seriously biased. Linear IV performs well when δ = .5, although large biases exist in the small sample case where n = 100. As the sample size increases to n = 1, 000 the bias disappears and the Mean Absolute Error (MAE) significantly improves. However, as δ moves towards .1 the performance of linear IV starts to rapidly deteriorate even in the large sample design with n = 1, 000. This first manifests itself in elevated MAE's and as δ = .1 in severely biased estimates and huge MAE values. GMM on the other hand shows very robust performance across all designs and clearly dominates all estimators in both sample sizes and for all parameter values. It is essentially unbiased even when n = 100, with a percentage median bias of 1% or less. For the larger sample size the bias further drops and is essentially zero. The MAE is significantly smaller for GMM than either for OLS or linear IV in all designs and for both sample sizes.
The General Model

Specification
We consider a fairly general panel data model, which covers the example in Section 2 as a special case, but allows for higher order and time dependent spatial lags, weakly exogenous covariates and common factors. Let {y t , x t , z t } T t=1 be a panel data set defined on a common probability space (Ω, F, P ), where
′ , and
′ are of dimension n×1, n×k x and n×k z . The dynamic and cross sectionally dependent panel data model we consider can then be written as
where Z t is a n × k matrix composed of columns of x 1the parameters of interest. As for the exemplary model discussed in previous section z t = [z 1 t , ζ t ] is a matrix of k z strictly exogenous variable, where z 1 t denotes the strictly exogenous variables in the regression, and ζ t denotes additional strictly exogenous variables which may affect the network formation. The latter are now allowed to vary with t. In addition we now also include k x weakly exogenous covariates x t = [x 1 t , ξ t ], which we partition in an analogous manner. The specification allows for temporal dynamics in that x it may include a finite number of time lags of the endogenous variables. As a normalization we take m p,iit = m q,iit = 0.
Our setup allows for fairly general forms of cross-sectional dependence. Consistent with the exemplary social interaction model discussed in the previous section, we allow for network interdependencies in the form of "spatial lags" in the endogenous variables, the exogenous variables and in the disturbance process. Our specification accommodates higher order spatial lags, as well as time lags thereof, where spatial lags of predetermined variables should be viewed as being included in x it . The n × n spatial weight matrices are denoted as M p,t = (m p,ijt ) and M q,t = (m q,ijt ). We do assume that the matrices M p,t and M q,t are known or observed in the data.
Alternatively or concurrently, we allow in each period t for the regressors and disturbances (and thus for the dependent variable) to be affected by common shocks. As in Andrews (2005) and Kuersteiner and Prucha (2013), those common shocks are captured by a sigma field, say, C t ⊂ F, but are otherwise left unspecified. Let C = C 1 ∨ . . . ∨ C T where ∨ denotes the sigma field generated by the union of two sigma fields. An important special case where common shocks are not present arises when C t = C = {∅, Ω}.
We also allow for interactive effects in the error term where µ is an n × 1 vector of unobserved factor loadings or individual specific fixed effects, which may be time varying through a common unobserved factor f t . The factor f t is assumed to be measurable with respect to a sigma field C t . Furthermore, let λ and ρ be, respectively, P and Q dimensional vectors of parameters with typical elements λ p and ρ q .
Note that (11) is a system of n equations describing simultaneous interactions between the individual units. The weighted averages, say, y p,it = n j=1 m p,ijt y jt and ε q,it = n j=1 m q,ijt ε jt model contemporaneous direct cross-sectional interactions in the dependent variables and the disturbances. In line with the literature on spatial networks we refer to those weighted averages as spatial lags, and to the corresponding parameters as spatial autoregressive parameters. 4 We do not assume that the weights are given constants, but allow them to be stochastic. The weights are allowed to be endogenous in that they can depend on µ 1 , . . . , µ n and u it , apart from predetermined variables and common shocks, and thus can be correlated with the disturbances ε t . 5 In fact, and in contrast to most of the recent literature discussed in the introduction on models with endogenous spatial weights, we do not impose any particular restrictions on how the weights are generated.
We next formulate our main moment conditions for the idiosyncratic disturbances.
Assumption 2 Let K u be some finite constant (which is taken, w.o.l.o.g., to be greater then one), and define the sigma fields
For some δ > 0 and all t = 1, . . . , T , i = 1, . . . , n, n ≥ 1:
(i) The 2 + δ absolute moments of the random variables x it , z it , u it , and µ i exist, and the moments are uniformly bounded by a generic constant K.
(ii) Then the following conditional moment restrictions hold for some constant c u > 0:
The variance components γ σ = (σ 2 1 , . . . , σ 2 T ) ′ are assumed to be measurable w.r.t. C. The variance components ̺ 2 i = ̺ 2 i (γ ̺ ) are taken to depend on a finite dimensional parameter vector γ ̺ and are assumed to be measurable w.r.t. Z n ∨ C. 4 An alternative specification, analogous to specifications considered in Baltagi et al (2008) , would be to model the disturbance process in (11) as εt = φft + vt, where φ and vt follow possibly different spatial autoregressive processes. Since we are not making any assumptions on the unobserved components µ it is readily seen that the above specification includes this case, provided that the spatial weights do not depend on t.
5 It is for this reason that we list spatial lags of xt and zt separately in defining the regressors in Zt. If the Mp,t are strictly exogenous we can incorporate those spatial lags w.o.l.o.g. into xt and zt. The matrix Zt may also contain additional endogenous variables, apart from the spatial lags in yt. We do not explicitly list those variables for notational simplicity.
Condition (12) clarifies the distinction between weakly exogenous covariates x it and strictly exogenous covariates z it . The later enter the conditioning set at all leads and lags.
The conditioning sets B n,i,t and B n,t can be expanded to include additional conditioning variables without affecting the analysis. This may be of interest if the network formation process in period t depends, in addition to variables listed in B n,t ∨ C, on unobserved innovations υ t,ij , as long as these innovations are exogenous. In this case we can expand the conditioning sets B n,t and B n,i,t by V 1 ∨ . . . ∨ V t with V t = σ({υ t,ij } n i,j=1 ). In the following we use the notation Σ σ = diag(σ 2 t ) and Σ ̺ = diag(̺ 2 i ). As a normalization we may take σ 2 T = 1 or n −1 tr(Σ ̺ ) = 1. Specifications where σ 2 t and ̺ 2 i are non-stochastic, and specifications where the u it are conditionally homoskedastic are covered as special cases.
In addition to Assumption 2 we maintain Assumptions 2-7, which are collected in Appendix A for ease of presentation. We note that those assumptions do not maintain that the f t are non-stochastic, but only maintain that the f t are measurable w.r.t. C. As a normalization we maintain f T = 1. The unit specific effects are left unspecified and are allowed to be correlated with the covariates.
then the reduced form of the model is given by
Applying a Cochrane-Orcutt type transformation by premultiplying the first equation in (11) with R t (ρ) yields
The example discussed in the previous section illustrates the use of both spatial interaction terms and fixed effects in a social interaction model. In this examples the spatial weights do not vary with t. We emphasize that in our general model we allow for the spatial weights to vary with t, and to depend on sequentially and strictly exogenous variables as well as unobservables that may be correlated with u t , µ and f t . As a result, the model can also be applied to situations where the location decision of a unit is a function of sequentially and strictly exogenous variables, in that we can allow for the distance between units to vary with t and to depend on those variables.
A further transformation of the spatially Cochrane-Orcutt transformed model (16) is needed to eliminate the unit specific effects µ. In the classical panel literature with f t = 1 the Helmert transformation was proposed by Arellano and Bover (1995) as an alternative forward filter that, unlike differencing, eliminates fixed effects without introducing serial correlation in the linear moment conditions underlying their GMM estimator. 6 Building on this idea we first develop an orthogonal quasi-forward differencing transformation for the more general case where factors f t appear in the model. More specifically, for η ti = µ i f t +u it and t = 1, . . . , T − 1 consider the forward differences
Then Πf = 0 is a sufficient condition for the transformation to eliminate the unit specific components such that u
If in addition ΠΣ σ Π ′ = I then under our assumptions the transformed errors u + it will be uncorrelated across i and t. In Proposition 1 in Appendix B we present a generalization of the Helmert transformation that satisfies these two conditions, and give explicit expressions for the elements π ts = π ts (f, γ σ ). Such expression are crucial from a computational point of view, especially if f t is estimated as an unobserved parameter. A more detailed discussion, including a discussion of a convenient normalization for the factors and how to handle multiple factors, is given in that appendix and a supplementary appendix. Our moment conditions involve both linear and quadratic forms of the forward differenced disturbances. In Proposition 2 in Appendix B we give a general result on the variances and covariances of linear quadratic forms based on forward differenced disturbances. To accommodate moment conditions that are useful under endogenous network formation the proposition allows for the weights in the linear and quadratic form to be stochastic. Under a set of fairly weak regularity conditions the linear quadratic forms are seen to have mean zero, provided the diagonal elements of weights in the quadratic form are zero. Furthermore, if the forward differencing operation utilizes the generalized Helmert transformation, then the linear quadratic forms are orthogonal across t, and additionally for given t linear forms and quadratic forms are also orthogonal. Those orthogonality relationships turn out to be crucial in simplifying the asymptotic variance covariance matrix of the GMM estimator defined in the next section.
In addition, as seen in Section 2, establishing identification for efficient GMM estimators is greatly simplified if linear and quadratic moments are orthogonal.
Estimator
For clarity we denote the true parameters of interest θ and the true auxiliary variance parameters γ defined in Assumption 2 as
Using (16) 6 Hayakawa (2006) extends the Helmert transformation to systems estimators of panel models by using arguments based on GLS transformations similar to Hayashi and Sims (1983) and Arellano and Bover (1995).
we define
with the weights π ts (., .) of the forward differencing operation defined by Proposition 1.
Note that this operation removes the unobserved individual effects even if γ σ = γ 0,σ . Our estimators utilize both linear and quadratic moment conditions based on Let h it = (h r it ) be some 1 × p t vector of instruments, where the instruments are measurable w.r.t. B n,t ∨ C. Also, consider the n × 1 vectors h r t = (h r it ) i=1,...,n , then by Assumption 2 and Proposition 2 we have the following linear moment conditions for t = 1, . . . , T − 1,
with u
For the quadratic moment conditions, let a ij,t = (a r ij,t ) be a 1 × q t vector of weights, where the weights are measurable w.r.t. B n,t ∨ C. Also consider the n × n matrices A r t = (a r ij,t ) i,j=1,...,n such that by Assumption 2 and Proposition 2, and imposing the constraint that a ii,t = 0 one obtains the following quadratic moment conditions for t = 1, . . . , T − 1,
The requirement that a ii,t = 0 is generally needed for (21) to hold, unless Σ 0,̺ = I n .
W.o.l.o.g. we also maintain that a ij,t = a ji,t .
By allowing for subvectors of h it and a ij,t to be zero and by redefining both p t and q t as p t + q t , the above moment conditions can be stacked and written more compactly as
The example in Section 2 is a special case of m t (θ, γ) where (20) and (21) in addition to simply stacking both sets of moments. The particular form of (22) is motivated by a need to minimize cross-sectional and temporal correlations between empirical moments. Proposition 2 in Appendix B shows that only a very judicious choice of moment conditions, moment weights A t and forward differences Π leads to a moment vector covariance matrix that can be estimated reasonably easily.
t=1 p t , and define the p × 1 normalized stacked sample moment vector corresponding to (22) as
For some estimatorγ n of the auxiliary parameters γ and a p × p moment weights matrix Ξ n the GMM estimator for θ 0 is defined as θ n (γ n ) = arg min
where the parameter space Θ θ is defined in more detail in Appendix A. The parameter γ is a nuisance parameter that can either be fixed at an a priori value or estimated in a first step.
For the practical implementation ofθ n choices of the instruments h it and weights a ijt need to be made. Clearly x o it and z i are available as possible instruments. However, when the spatial weights are measurable w.r.t. B n,t ∨ C, then taking guidance from the spatial literature the instrument vector h it may not only contain x o it and z i , but also spatial lags thereof. One motivation for this is that for classical spatial autoregressive models the conditional mean of the explanatory variables can be expressed as a linear combination of the exogenous regressors and spatial lags thereof, including higher order spatial lags.
Again, when the spatial weights are measurable w.r.t. B n,t ∨ C, then taking guidance from the spatial literature possible choices for the matrices A r t = (a r ijt ) include the spatial weight matrices up to period t and powers thereof (with the diagonal elements set to zero).
With endogenous weights, in the sense that the weights also depend on contemporaneous idiosyncratic disturbances, possible candidates for A r t can be based on projections of the weights onto B n,t ∨ C, or can be constructed from spatial weight matrices up to period t − 1.
We note that the case where the spatial weights are measurable w.r.t. B n,t ∨ C already covers situations where endogeneity only stems from the spatial weights being dependent on the unit specific effects.
The optimal weight matrix of a GMM estimator based on both linear and quadratic An inspection of the quantities K 1 and K 2 shows that strengthening the assumptions to 7 See, e.g., Prucha (1998,1999) , and Lee and Yu (2014) .
vec D (A t ) = vec D (B t ) = 0 for all t and using orthogonally transformed disturbances ensures that K 1 = K 2 = 0, and thus simplifies the optimal GMM weight matrix. In particular, under these restrictions the expressions for the contemporaneous covariances on the r.h.s. of (B.2)
Consistency
Consistent with the assumptions in Appendix A let θ * = lim n→∞ θ n,0 and γ * = lim n→∞ γ n,0 .
Furthermore, consider a sequence of estimators of the auxiliary parametersγ n p →γ * .
The objective function of the GMM estimatorθ n (γ n ) defined in (24) is then given by Prucha (1997, ch 3). 8 We first establish a general result for the consistency of estimators for situations where the limiting objective function and the minimizers are stochastic, which is given as Proposition 3 in Appendix C. This proposition also extends the notion of identifiable uniqueness to stochastic limit functions and minimizers. We then use this result to proof the following theorem establishing consistency.
Theorem 2 (Consistency) Suppose Assumptions 2-7 hold for some estimator of the auxiliary parametersγ n p →γ * . Thenθ n (γ n ) − θ n,0 p → 0 as n → ∞.
Assumptions 6(i) and 7 in the appendix are crucial in establishing that θ * is identifiable unique in the sense of Proposition 3. Assumptions 6(iii) is not required by the above 8 The latter reference also provides citations to the earlier fundamental contributions to the consistency proof of M-estimators in the statistics literature. We would like to thank Benedikt Pötscher for very helpful discussions on extending the notion of identifiable uniqueness to stochastic analogue functions, and the propositions presented in this section.
theorem. We note that the theorem covers the case whereγ n =γ n andγ n is a consistent estimator of the auxiliary parameters, as well as the case whereγ n =γ * =γ for all n. The latter case is relevant for first stage estimators that are based on arbitrarily fixed variance parameters. For γ σ an obvious choice isγ σ = 1 T . For γ ̺ convenient choices depend on the specifics of the model. In many situations the first stage estimator will be based on the choice ̺ 2 i (γ ̺ ) = 1.
Limit Theory
The limiting distribution of our GMM estimators depends on the limiting distribution of the sample moment vector m n = m n (θ 0 , γ 0,σ , γ ̺ ) defined by (23) , evaluated at the true parameters, except possible for the specification of the cross sectional variance components Convergence in distribution C-stably of a sequence m n is a property of the random vectors, and not just of the corresponding distribution functions. It is equivalent to convergence in distribution of the sequence m n joint with any C measurable random variable.
Joint convergence is a necessary condition for the continuous mapping theorem, which is used to derive the asymptotic distribution ofθ n (γ n ) . The concept of stable convergence was introduced by Renyi (1963) . Aldous and Eagleson (1978) show the equivalence of stable The next theorem establishes basic properties for the limiting distribution of the GMM estimatorθ n (γ n ) whenγ n is a consistent estimator of the auxiliary parameters so thatγ n − γ n,0 p → 0 and γ n,0 p → γ * . Let G n (θ, γ) = ∂n −1/2 m n (θ, γ)/∂θ and G(θ) = plim n→∞ G n (θ, γ * ) as defined in Assumption 6. To establish our results we show that G(θ) exists, and that G(θ) is C-measurable for all θ ∈ Θ θ , and continuous in θ. Let G = G(θ * ) and observe that G is C-measurable, since θ * is C-measurable in light of Assumption 4.
Theorem 3 (Asymptotic Distribution). Suppose Assumptions 2-7 holds forγ =γ n with γ n − γ n,0 = O p (n −1/2 ) and ̺ 2 i = ̺ 2 0,i = ̺ 2 i (γ 0,̺ ), and that G has full column rank a.s. Then, (i)
where ξ * is independent of C (and hence of Ψ), ξ * ∼ N (0, I p θ ) and
(ii) Suppose B is some q × p θ matrix that is C measurable with finite elements and rank q a.s., then
where ξ * * ∼ N (0, I q ), and ξ * * and C (and thus ξ * * and BΨB ′ ) are independent.
The matrix V is defined in Assumption 3. Since ̺ 2 i = ̺ 2 0,i the expression simplifies to V = diag
The corresponding feasible efficient GMM estimator is then obtained by choosingΞ n =
Clearly
by Assumption 3, with V −1 being C-measurable with a.s. finite elements, and with V −1 positive definite a.s. Furthermore, from the proof of Theorem 3, 
is a consistent estimator for Ψ.
Let R be a q × p θ full row rank matrix and r a q × 1 vector, and consider the Wald statistic
to test the null hypothesis H 0 : Rθ n,0 = r against the alternative H 1 : Rθ n,0 = r. The next theorem shows that T n is distributed asymptotically chi-square, even if Ψ is allowed to be random due to the presence of common factors represented by C. A similar result is shown by Andrews (2005) .
Theorem 4 Suppose the assumptions of Theorem 3 hold. Then
where χ 2 q,1−α is the 1 − α quantile of the chi-square distribution with q degrees of freedom.
As remarked above, an initial consistent GMM estimatorθ n can be obtained by choosing Ξ n = I andγ = 1, or equivalently by using the identity matrices as estimators for Σ σ and Σ ̺ .
Conclusion
The paper considers a class of GMM estimators for panel data models that include possibly endogenous and dynamically evolving network or peer effect terms. Identification of these models may require both linear and quadratic moment conditions. We show that only a judicious choice of quadratic moments combined with efficient forward differencing of the data leads to tractable limiting approximations of the sampling distribution. Due to the presence of common factors the limiting distribution of the GMM estimator is nonstandard, a multivariate mixture normal. This leads to the need for random norming. Despite of this it is shown that corresponding Wald test statistics have the usual χ 2 -distribution.
The estimation theory developed here is expected to be useful for analyzing a wide range of data in micro economics, including social interactions, as well as in macro economics.
Our theory is general in nature. Future work will examine specific models and estimators in more detail. The exact specification of instruments and the estimation of nuisance parameters are best handled on a case by case basis. 
Monte Carlo Results
OLS
A Appendix: Formal Assumptions
In the following we state the set of assumptions which we employ, in addition to Assumption 2, in establishing the consistency and limiting distribution of our GMM estimator. We first postulate a set of assumptions regarding the instruments h it and weights a ijt . Let ξ denote some random variable, then ξ s ≡ (E [|ξ| s ]) 1/s denotes the s-norm of ξ for s ≥ 1.
Assumption 2 Let δ > 0, and let K h , K a and K f denote finite constants (which are taken, w.o.l.o.g., to be greater then one and do not vary with any of the indices and n), then the following conditions hold for t = 1, . . . , T and i = 1, . . . , n:
(i) The elements of the 1×p t vector of instruments h it = [h ir,t ] r=1,...,pt are measurable w.r.t.
(ii) The elements of the 1 × p t vector of weights a ij,t = [a ijr,t ] r=1,...,pt are measurable w.r.t.
B n,t ∨ C. Furthermore, a ii,t = 0 and a ij,t = a ji,t , and n j=1 |a ijr,t | ≤ K a < ∞, and
The factors f t , with f T = 1 as a normalization, are measurable w.r.t. C and satisfy
In the case where the a ijr,t are non-stochastic a ijr,t 2+δ = |a ijr,t |. The next assumption summarizes the assumed convergence behavior of sample moments of h it and a ijt . The assumption allows for the observations to be cross sectionally normalized by ̺ i , where ̺ i may differ from ̺ 0,i .
Assumption 3 Let the elements of
The following holds for t = 1, . . . , T − 1:
where the elements of V h t,̺ and V a t,̺ are finite a.s. and measurable w.r.t. C, and
The matrix V ̺ = diag
For the case where ̺ i = ̺ 0,i we use the simplified notation V h t , V q t , V t and V for the matrices defined in the above assumption. The spatial weights matrices, the spatial lag matrices R t (λ) and R t (ρ), and the parameters are assumed to satisfy the following assumption.
Assumption 4 (i) The elements of the spatial weights matrices M p,t and M q,t are observed. (ii) All diagonal elements of M p,t and M q,t are zero. (iii) λ n,0 ∈ Θ λ , ρ n,0 ∈ Θ ρ , β n,0 ∈ Θ β , f n,0 ∈ Θ f and γ n,0 ∈ Θ γ where
Θ γ ⊆ R pγ are open and bounded. Furthermore, λ n,0 → λ * , ρ n,0 → ρ * , β n,0 → β * , f n,0 → f * , γ n,0 → γ * as n → ∞ with λ * ∈ Θ λ , ρ * ∈ Θ ρ , β * ∈ Θ β , f * ∈ Θ f , γ * ∈ Θ γ and where f * and γ * are C-measurable. (iii) For some compact sets Θ λ , Θ β , Θ ρ and
The matrices R t (λ) and R t (ρ) are defined for λ ∈ Θ λ , ρ ∈ Θ ρ and nonsingular for λ ∈ Θ λ , ρ ∈ Θ ρ .
The GMM estimator is optimized over the set Θ θ = Θ λ × Θ β × Θ ρ × Θ f . We observe, as will be discussed in more detail below, that under the above assumptions the sample moment vector m n (θ, γ) given in (23) (ii) For t ≤ τ ≤ s let C s be a n × n matrix of the form Υ, ΥM p,s , ΥA r t Υ, ΥA r t ΥM p,s , or M ′ q,τ ΥA r t ΥM p,s , where Υ is an n × n positive diagonal matrix with elements which are uniformly bounded and measurable w.r.t. Z n ∨ C. Then the probability limits (n → ∞) of
exist for r = 1, . . . , p t , and the probability limits are measurable w.r.t. C, and bounded in absolute value.
We note that typically those probability limits will coincide with the probability limits of the corresponding expectations w.r.t. to C, e.g.,
The following assumption guarantees that the moment conditions identify the parameter θ 0 . To cover initial estimators for θ 0 our setup allows both for situations where the estimator for θ 0 is based on a consistent or an inconsistent estimator of the auxiliary parameters γ 0 .
In the following letγ n p →γ * withγ n ∈ Θ γ andγ * ∈ Θ γ denote a particular estimator and its limit. For consistent estimators of the auxiliary parametersγ * = γ * , and for inconsistent estimatorsγ * = γ * . The latter covers the case where in the computation of the first stage estimator for θ 0 all auxiliary parameters are set equal to some fixed values, i.e., the case whereγ n = γ * =γ.
Assumption 6 Let δ * , ρ * , f * , γ * be as defined in Assumption 4, let θ * = (δ ′ * , ρ ′ * , f ′ * ) ′ , and letγ n p →γ * withγ n ∈ Θ γ andγ * ∈ Θ γ , whereγ * is C-measurable. Furthermore, for θ ∈ Θ θ let m(θ) = plim n→∞ n −1/2 m n (θ,γ * ) and G(θ) = plim n→∞ ∂n −1/2 m n (θ, γ * )/∂θ. 11 Then the following is assumed to hold: (i) θ * is identifiable unique in the sense that m(θ * ) = 0 a.s. and for every ε > 0,
→ γ * , and
We furthermore maintain the following assumptions regarding the moment weighting matrix of our GMM estimator.
Assumption 7 SupposeΞ n p → Ξ , where Ξ is C-measurable with a.s. finite elements, and Ξ is positive definite a.s.
Our specification allows for the true autoregressive parameters to be arbitrarily close to a singular point of R t (λ) and R t (ρ). 12 Technically we distinguish between the parameter space and the optimization space, which defines the estimator. Since our specification of the moment vector does not rely on R t (λ) −1 or R t (ρ) −1 it remains well defined even for parameter values where R t (λ) and R t (ρ) are singular. Thus for autoregressive processes we can specify the optimization space to be a compact set Θ θ = Θ λ × Θ β × Θ ρ × Θ f containing the parameter space, without restricting the class of admissible models. We note that given that f T = 1 the weights π ts = π ts (f, γ σ ) of the Generalized Helmert transformation defined in Proposition 1 are well defined on Θ f × Θ γ .
B Appendix: Forward Differencing and Orthogonality of Linear Quadratic Forms
Let u + t = Πu t denote the vector of forward differenced disturbances with Πf = 0 and ΠΣ σ Π ′ = I. In the text we referred to this transformation as the generalized Helmert transformation. To emphasize that the elements of Π are functions of the f t 's and σ t 's we sometimes write π ts (f, γ σ ).
Proposition 1 13 (Generalized Helmert Transformation) Let F = (f ts ) be a T − 1 × T quasi differencing matrix with diagonal elements f tt = 1, f t,t+1 = −f t /f t+1 , and all other elements zero. Let U be an upper triagonal
Then, the T − 1 × T matrix Π = U −1 F is upper triagonal and satisfies Πf = 0 and ΠΣ σ Π ′ = I. Explicit formulas for the elements of Π = Π(f, γ σ ) are given as
s for s > t, π ts = 0 for s < t.
Proposition 1 is an important result because it gives explicit expressions for the elements of Π. Such expression are crucial from a computational point of view, especially if f t is estimated as an unobserved parameter of the model. Although we do not adopt this in the following, for computational purposes it may furthermore be convenient to re-parameterize the model in terms f t = f t /σ t and σ t in place of f t and σ t . We note that for f t = 1 and σ t = 1 we obtain as a special case the Helmert transformation with π tt = (T − t)/(T − t + 1) and π ts = − (T − t)/(T − t + 1)/(T − t) for s > t.
We also note that because F f = 0 any transformation of the form Π(f,γ σ ) =Ū −1 F with FΣ σ F ′ =ŪŪ ′ andΣ σ = diag(γ σ ) some positive diagonal matrix removes the in- 13 Further details and an explicit proof are given in the Supplementary Appendix. While the claims of the proposition are now easy to verify, the original derivation of explicit expressions for the elements of Π posed a substantial challenge.
teractive effect. An important special case is the transformation with weights π ts (f, 1 T ) corresponding toΣ σ = I T .
In (11) the disturbance process was specified to depend only on a single factor for simplicity. Now suppose that the disturbance process is generalized to R t (ρ)ε t = µ 1 f 1 t + . . . + µ P f P t + u t where f p t denotes the p-th factor and µ p the corresponding vector of factor loadings. We note that multiple factors can be handled by recursively applying the above generalized Helmert transformation, yielding a T − P × T transformation matrix Π = Π P . . . Π 2 Π 1 where the matrices Π p are of dimension (T − p) × (T − p + 1), and
Of course, this in turn implies that ΠΣ σ Π ′ = I T −P and Π[f 1 , . . . , f P ] = 0. The elements of each of the Π p matrices have the same structure as those given in Proposition 1. A more detailed discussion, including a discussion of a convenient normalization for the factors, is given in the supplementary appendix.
We next give a general result on the variance covariances of linear quadratic forms based on forward differenced, but not necessarily orthogonally forward differenced, disturbances.
The optimal weight matrix of a GMM estimator based on both linear and quadratic moment conditions depends on these covariances. Simplifying them as much as possible is critical to the implementation of the estimator. Our result establishes the conditions under which such simplifications can be achieved. We also give sufficient conditions for the validity of linear and quadratic moment conditions. Proposition 2 14 Let the information sets B n,i,t , B n,t , Z n be as defined in Section 3.
Furthermore assume that for all t = 1, . . . ,
, where σ t is finite and measurable w.r.t. C, and ̺ i , µ 3,it and µ 4,it are finite and measurable w.r.t. Z n ∨C.
and B t = (b ijt ) be n × n matrices, and let a t = (a it ) and b t = (b it ) be n × 1 vectors, where a ijt , b ijt , a it , b it are measurable w.r.t. B n,t ∨ C. Let π t = [0, . . . , 0, π tt , . . . , π tT ] and γ t = [0, . . . , 0, γ tt , . . . , γ tT ] be 1×T vectors where π tτ and γ tτ are measurable w.r.t. C, and consider the forward differences
and u
14 Further details and an explicit proof are given in the Supplementary Appendix.
where K 1 and K 2 are random functionals that depend on a t , b t , A t and B t . Explicit expressions for K 1 and K 2 are given in the supplementary appendix. Sufficient conditions that ensure that E u C Appendix: Proofs
C.1 Martingale Difference Representation
Consider the sample moment vector m n = m n (θ 0 , γ 0,σ , γ ̺ ) defined by (23) , evaluated at θ 0 , γ 0,σ , but allowing for γ ̺ = γ 0,̺ . As discussed in the text, the reason for this is to accommodate both leading cases ̺ 2 i = ̺ 2 0,i and ̺ 2 i = 1. Observe from (22) that the subvectors of m n are given by
To establish a martingale difference representation of m n = m n (θ 0 , γ 0,σ , γ ̺ ) we define the following sub-σ-fields of F (i = 1, . . . , n):
with F n,0 = C. Let λ = (λ ′ 1 , . . . , λ ′ T −1 ) ′ ∈ R p be a fixed vector with λ ′ λ = 1. Using the Cramer-Wold device and utilizing (C.1) consider λ ′ m n = S 1 + S 2 with S 1 =
+ * jt where u
]. Since ̺ 0,i and ̺ i satisfies the same measurability properties as h it and a ij,t , and since
and implicitly absorb these terms into h it and a ij,t . Then
and where we set λ T = 0. Note that c it only depends on h is with s ≤ t and π st , and thus is measurable w.r.t. B n,t ∨ C. This implies that c it is measurable w.r.t. F n,(t−1)n+i and B n,i,t ∨ C. Next, observe that
for s ≤ t. Observe that c ij,ts = c ji,ts and c ij,10 = 0 per our convention on summation, and that c ij,ts only depends on a ij,τ for τ ≤ s ≤ t. Thus c ij,ts is measurable w.r.t. B n,s ∨ C. This implies that c ij,ts is measurable w.r.t. where λ T = 0. Given the judicious construction of the random variables X n,v and the information sets F n,v with v = (t−1)n+i+1 we see that
and that E [X n,v |F n,v−1 ] = E X n,(t−1)n+i+1 |F n,(t−1)n+i = 0 in light of Assumption 2 and observing that F n,(t−1)n+i ⊆ B n,i,t ∨C. This establishes that
is a martingale difference array. 15 
C.2 Lemmas and Modules for Consistency
Lemma C.1 Suppose Assumptions 2 -3 hold with ̺ 2 0,i = ̺ 2 i = 1, and let c it and c ij,ts be as defined in (C.4) and (C.6) with π ts = π ts (f 0 , γ 0,σ ). Then the following bounds hold for some constant K with 1 < K < ∞ (i) E |c it | 2+δ ≤ K, 15 As to potential alternative selections of the information sets, we note that defining F n,(t−1)n+i = Bn,i,t ∨ C yields information sets that are not adaptive, and defining (ii)
Proof. See Supplementary Appendix.
Lemma C.2 Suppose Assumptions 2 -3 hold with ̺ 2 0,i = ̺ 2 i = 1, and let c it and c ij,ts be as defined in (C.4) and (C.6) with π ts = π ts (f 0 , γ 0,σ ). Let ς 
Then for m = 1, 2, 3,
as n → ∞.
The following proposition regarding the consistency of extremum estimators holds for general criterion functions R n : Ω×Θ θ → R and R : Ω×Θ θ → R, the finite sample objective function and the corresponding "limiting" objective function, respectively. They include, but are not limited to the particular specification of R n and R for our GMM estimator given above. The notation emphasizes that R is a random function. Furthermore θ n = θ n (ω) and θ * = θ * (ω) are the "minimizers" of R n (ω, θ) and R(ω, θ), where both θ n and θ * are implicitly assumed to be well defined random variables. For the following we also adopt the convention that the variables in any sequence, that is claimed to converge in probability, are measurable. We now have the following general module for proving consistency. We note that for the above proposition compactness of Θ θ is not needed. The definition of identifiable uniqueness adopted in the above proposition extends the notion of identifiable uniqueness to stochastic limiting functions and stochastic minimizers. In case the limiting objective function is non-stochastic it reduces to the usual definition of identification.
The next lemma will be useful for, e.g., establishing the consistency of variance covariance matrix estimators. We consider general (not necessarily criterion) functions R n :
Lemma C.3 Suppose R(ω, θ) is a.s. uniformly continuous on Θ θ , where Θ θ is a subset of R p θ , suppose θ n and θ * are random vectors with θ n → θ * a.s. [i.p.], and
The next lemma is useful in establishing uniform convergence of the objective function of the GMM estimator from uniform convergence of the sample moments. In the following proposition m n : Ω × Θ θ → R m and m : Ω × Θ θ → R m should be viewed as the sample moment vector and the corresponding "limiting" moment vector.
Lemma C.4 Suppose Θ θ is compact, m(ω, θ) ⊆ K ⊆ R pm for all θ ∈ Θ θ a.s. with K compact, and
Furthermore, let Ξ n and Ξ be p m × p m real valued random matrices, and suppose that
where Ξ is finite a.s.. Then
Lemma C.5 Suppose Assumptions 2-5 hold, and letγ n p →γ * withγ n ∈ Θ γ andγ * ∈ Θ γ , whereγ * is C-measurable. Then
(ii) G(θ) = plim n→∞ ∂n −1/2 m n (θ, γ * )/∂θ exists and is finite for each θ ∈ Θ θ , G(θ) is C-measurable for each θ ∈ Θ, and G(θ) is uniformly continuous on Θ θ .
C.3 Main Results
Proof of Proposition 1. Given the explicit expressions for the elements of Π the claims of the proposition can be readily verified by straight forward calculations. 16 Proof of Proposition 2. The proof of the proposition uses methodology similar to that used in establishing (C.15) below in the proof of Theorem 4. Explicit derivations are available in the Supplementary Appendix.
We use Proposition 3 to prove the theorem. Under the maintained assumptions, θ * is identifiable unique in the sense of Condition (i) of Proposition 3. This is seen to hold in light of Condition (A.2) of Assumption 6, and by observing that R (θ * ) = m(θ * ) ′ Ξm (θ * ) = 0 and
with λ min (Ξ) > 0 a.s. by Assumption 7. To verify Condition (ii) of Proposition 3 we employ Lemma C.4. By Lemma C.5 we have m(θ) ∈ K, where K is compact, and m(θ) is 16 A constructive proof, which allowed us to find the explicit expressions for the elements of Π, is significantly more involved and available on request.
C-measurable. By Assumption 6 we have
Furthermore, observe that by Assumptions 7 we haveΞ n − Ξ = o p (1) where Ξ is Cmeasurable and finite a.s. Having verified all assumptions of Lemma C.4 it follows from that Lemma that also Condition (ii) of Proposition 3, i.e.,
holds. Having verified both conditions of Proposition 3 it follows from that proposition
In the following we establish the limiting distribution of the sample moment vector 
where ξ ∼ N (0, I p ), and ξ and C (and thus ξ and V ̺ ) are independent.
(ii) Let A be some p * × p matrix that is C measurable with finite elements and rank p * a.s.,
where ξ * ∼ N (0, I p * ), and ξ * and C (and thus ξ * and AV ̺ A ′ ) are independent.
Proof of Proposition 4. To derive the limiting distribution we apply the martingale difference central limit theorem (MD-CLT) developed in Kuersteiner and Prucha (2013), which is given as Theorem 1 in that paper. To apply the MD-CLT we verify that the assumptions maintained by the theorem hold here. Observe that
F n,0 = C and F n,0 ⊆ F n,1 for each n and E [X n,1 |F n,0 ] = 0 where X n,v is defined in (C.7). In the proof of Theorem 2 of Kuersteiner and Prucha (2013) it is shown that the following conditions are sufficient for conditions (14)- (16) there, postulated by the MD-CLT, to hold:
with k n = T n + 1. In the following we verify (C.14)-(C.16) with η 2 = v λ = λ ′ V λ, for any λ ∈ R p such that λ ′ λ = 1.
For the verification of Condition (C.14) let q = 2+δ, 1/q+1/p = 1 and v = (t−1)n+i+1.
Observe that using inequality (1.4.4) in Bierens (1994) we have
such that by Hölder's inequality
Consequently, recalling from Section C.1 that c it and c ij,ts are measurable w.r.t. F n,(t−1)n+i it follows that
where we have used bounds in Lemma C.1(ii),(v) to establish the last inequality. Employing Lemma C.1(i) and (vi) we have
Consequently, recalling that k n = T n + 1,
E E |X n,v | 2+δ |F n,v−1 ≤ 2 2+δ (T + 1) 3+δ K 2 n δ/2 1 + T K 1+δ → 0, which verifies condition (C.14).
To verify (C.15) with η 2 = v λ = λ ′ V λ we first calculate E X 2 n,v |F n,v−1 = E X 2 n,(t−1)n+i+1 |F n,(t−1)n+i .
Recall from Section C.1 that the ̺ 2 0,i and ̺ i are absorbed into h it and a ij,t , and thus by Assumption 2 we have E u 2 it |F n,(t−1)n+i = σ 2 0,t . Furthermore, recalling that c it and c ij,ts are measurable w.r.t. Recall that for t = 1, . . . , T we have c it = t τ =1 λ ′ τ h ′ iτ π τ t = T −1 τ =1 λ ′ τ h ′ iτ π τ t where the last equality holds since π τ t = 0 for τ > t. Thus finite elements, and with full column rank a.s. ThusΨ n = G n (θ n ,γ n ) ′ V −1 n G n (θ n ,γ n )
. It now follows from part (i) of Theorem 3 that
where ξ * is independent of C (and hence of Ψ), ξ ∼ N (0, I p θ ). In light of (C.18), the consistency ofΨ n , and given that R has full row rank q it follows furthermore that under where ξ * * ∼ N (0, I q ). Hence, in light of the continuous mapping theorem, T n converges in distribution to a chi-square random variable with q degrees of freedom. The claim that Ψ −1/2 n √ n(θ n − θ n,0 ) d → ξ * is seen to hold as a special case of (C.19) with R = I and r = θ 0 .
