This paper proposes a model to nowcast the annual growth rate of real GDP for Ecuador. The specification combines monthly information of 28 macroeconomic variables with quarterly information of real GDP in a mixed-frequency approach.
Introduction
The Central Bank of Ecuador (Banco Central del Ecuador, BCE) publishes the national accounts from which one can obtain information about the economic growth of the Ecuadorian economy, measured by the growth rate of real GDP, at a quarterly frequency with a publication lag of three months. For example, the growth rate of the economy corresponding to the first quarter of 2018 will not be known until the end of June, according to the publication schedule of the BCE. Given this delay in the release of official information, a real-time estimate of the growth rate of the economy could provide decision makers, at both the private and public levels, with more timely statistics. This situation is especially true given the sharp deceleration and subsequent recession that affected the Ecuadorian economy over 2015 and 2016, which has spurred a debate about how fast the economy has recovered and how sustainable the recovery really is.
One way to obtain an estimate of the growth rate of real GDP in real time is by using nowcasting models. Nowcasting-which is a contraction for now and forecasting-is defined as the forecast of the present, the very near future, and the most recent past.
The aim of a nowcasting model is to use macroeconomic information published at higher frequencies (monthly, for example) than the variable of interest (real GDP, in this case).
In this paper, we specify and estimate a nowcasting model of the real GDP growth rate for Ecuador to provide timely estimates of the evolution of its economic activity.
Various institutions around the world-central banks in particular-use nowcasting models to inform their policy decision-making. For instance, nowcasting applications have been used to forecast the growth rate of the economies of Canada (see Chernis and Sekkel, 2017) , Spain (see Cuevas and Quilis, 2012) , Mexico (see Tirado, Delajara and Alvarez, 2016) , and several Latin American countries (see Liu, Matheson and Romeu, 2012) , among many others. Of course, nowcasting models are also used for larger economies such as the United States, in which the nowcasts produced by the Federal Reserve Bank of Atlanta (whose model is denominated "GDPNow") (see Higgins, 2014) and the Federal Reserve Bank of New York (see Aarons et al., 2016) are publicly available.
Several variations of nowcasting models exist in the literature, such as Bayesian vector autoregressions, factor-augmented autoregressive models, Bayesian regressions, accountingbased tracking models, and bridge regressions, among others. However, one of the preferred methods in the literature is the use of dynamic factor models (DFMs). DFMs have become popular in macroeconometrics and have been used to analyze business cycles and to forecast and nowcast the state of the economy (see Banbura et al., 2013 , for example).
To nowcast with DFMs, one gathers information about a broad set of macroeconomic variables and obtains the common factors that explain a good portion of the joint variation of these variables. The factors are later used to forecast in real time the growth rate of the economy.
In the case of Ecuador, Liu, Matheson and Romeu (2012) include the country in the set of analyzed Latin American countries for which their nowcasting models are constructed and estimated. Their DFM includes about 100 macroeconomic and external variables.
More recently, Casares (2017) specifies a nowcasting model in which the DFM includes 8 macroeconomic variables. In both cited works, the nowcast is obtained by estimating a bridge regression between real GDP growth and the dynamic factors.
Our nowcasting model considers a DFM with 28 macroeconomic variables at the monthly frequency starting in January 2003. Given the nature of the publication schedule of the BCE, which is the main source of our data, we can provide four nowcasts of the growth rate of real GDP each quarter (the last nowcast is, strictly speaking, a backcast).
The main contributions of our modeling strategy are twofold. First, we use the mixedfrequency formulation by Bańbura and Rünstler (2011) to obtain the nowcast; as a result, we avoid having to estimate bridge regressions and, thus, we are able to obtain the nowcast directly from the Kalman filter. Second, we do not demean the growth rate of real GDP, as is usually required in the setup by Bańbura and Rünstler. Instead, we assume that the mean growth rate of real GDP is time varying following a unit root, and we embed this specification in the state-space model along with the dynamic factors. A similar formulation is proposed by Antolin-Diaz, Drechsel and Petrella (2017) to track the slowdown in long-run GDP growth, such as cases in which the features of secular stagnation may be present (see Summers, 2014) . The difference lies in how our approach deals with mixed frequencies, which can potentially maintain the state-space at a more manageable scale.
The rest of the paper is organized as follows. Section 2 describes briefly the nowcasting model used, particularly the specification with mixed frequencies and a time-varying mean growth rate. Section 3 illustrates the estimation of the DFM for Ecuador, the variables used, and its results. Section 4 obtains the nowcast of real GDP growth. Section 5 offers a diagnostic of the forecasting abilities of the model relative to an alternative.
Nowcasting Model Specification
The nowcasting model we use relies on the dynamic factor structure of the data used to inform the estimation of the growth rate of the economy in real time. As an additional component of our nowcasting model, we introduce a mixed-frequency approach in which the mean growth rate of real GDP varies over time. We present both ingredients in turn below.
The first ingredient is the most common version of a DFM in the context of nowcasting, which specifies a set of macroeconomic variables at the monthly frequency under a factor structure in which the factors follow a VAR process as follows (see Doz, Giannone and Reichlin, 2011 , for more details):
where X tm is a vector of n monthly macroeconomic variables previously standardized and Λ is a matrix of dimension n × p that relates the macroeconomic variables with the p monthly factors that appear in the vector F tm , which follows an autoregressive structure with coefficient matrices Φ(·). The error terms E tm and U tm are normally distributed white noises with variance-covariance matrices Σ E and Σ U , respectively, and independent of each other. The fact that the variables X tm are assumed to have a factor structure is particularly important because both the dynamic properties of these variables, picked up by the dynamics of the factors, and the co-movements among them, picked up by the common factors, are used to inform the nowcast.
This model is proposed by Giannone, Reichlin and Small (2008) to nowcast the real GDP growth rate of the United States based on a significant group of monthly indicators.
More specifically, Giannone, Reichlin, and Small estimate the state-space representation
(1)-(2) with a two-step procedure. First, the parameters from the state-space representation -µ, Λ, and Σ E -are obtained by applying principal components analysis (PCA) to a balanced panel that includes the variables in X tm . The matrices Φ(·) and Σ U , meanwhile, are calculated from a VAR with a determined lag length.
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Second, the factors, F tm , are re-estimated by applying the Kalman filter and smoother to the state-space model (1)- (2) by taking as given the coefficient matrices calculated in the first step.
The quarterly growth rate of real GDP can be nowcasted by regressing the quarterly GDP growth rate on the monthly factors transformed into their quarterly equivalents in what has been known as "bridging with factors." The equation employed is as follows:
where y tq is the quarterly real GDP growth rate in period t q , µ is its average, and F tq are the quarterly aggregated factors in period t q , which relate to real GDP growth through the regression coefficients β.
We take a somewhat different approach. The second ingredient of our nowcasting model incorporates the growth rate of real GDP at the quarterly frequency in the state-space representation (1)-(2) configuring a mixed-frequency setup as in Bańbura and Rünstler (2011) . Moreover, we add the real GDP growth rate without demeaning it and assume that its average growth rate is time varying. More precisely, the mixed-frequency model introduces the real GDP annual growth rate at the monthly frequency, y * tm , as a latent 1 A balanced panel is obtained by taking into account only the sample for which all the observations from all the variables considered are available.
variable that is related to the monthly common factors as follows:
where µ tm is the mean annual growth rate of real GDP at the monthly frequency, which we assume changes over time following a random walk process. This formulation allows the model to incorporate periods of output growth that are persistently higher or lower than in other historical episodes. Summers (2014) argues that the United States and other industrialized economies have been experiencing periods of low rates of estimated potential output growth in recent years, with forecasts that indicate that these low rates will persist in the future for a variety of factors. This phenomenon has been referred to as "secular stagnation." Nowcasting models that do not incorporate the possibility of trend output growth rates that change over time could have difficulty in accurately estimating real GDP growth rates. For that reason, we give our nowcasting model more flexibility than conventional models that assume the mean growth rate of real GDP is constant over time.
In addition to the specification of the annual growth rate of real GDP at the monthly frequency given in (4)- (5), the forecast of the real GDP annual growth rate in the third month of each quarter is written as the quarterly average of those monthly growth rates, as follows:
whereas the forecast error, ε tq = y tq −ŷ q tm , is assumed to be normally distributed with mean zero and variance σ 2 ε .
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In this way, we can obtain a nowcast of the growth rate of the economy consistent 2 In this setup, the factors are obtained from the macroeconomic variables X tm transformed to annual figures, either growth rates or averages.
3 Antolin-Diaz, Drechsel and Petrella (2017) use the approach suggested by Mariano and Murasawa (2003) to deal with mixed frequencies. We believe that our setup is more straightforward as it does not increase the size of the state space, which can be the case under the previously mentioned approach.
with the dynamic factors and with the structural features of the economy regarding trend output. The implied state-space representation is the following (assuming the VAR is of order 1 for expositional purposes):
where the aggregation rule (6) In order to estimate the model, we follow a two-step approach as well. In the first step, we estimate the matrices of the state-space model (1)- (2) by both PCA and the VAR model, as in Giannone, Reichlin and Small (2008) . In the second step, we estimate the parameters β, σ 2 ε , and σ 2 ν by maximum likelihood along with the latent variables, including the common factors, by using the Kalman filter and smoother.
Nowcasting Model Estimation for Ecuador
This section describes the variables that we use to estimate the dynamic factors and the parameters of the nowcasting model.
Data
Before selecting the variables, it is important that their time series fulfill two conditions. First, data should be updated frequently (for example, at the monthly frequency) and with a publication delay shorter than the one observed for GDP. Second, the variables need to reflect economic activity in order to be helpful predictors of GDP (see Chernis and Sekkel, 2017) . For instance, information on bank loans is more relevant than the interest rate on those operations. While the interest rate is an important variable to determine economic activity, the demand for credit already reflects the degree of economic activity in a sense. In addition, we include variables that summarize economic activity through different indexes, including indexes of aggregate economic activity. Financial variables include (i) outstanding loans to the private sector, (ii) demand deposits, and (iii) near money. All of these variables correspond to the whole financial sector, which includes private and publicly owned banks.
International trade variables, in turn, contain (i) non-oil exports, (ii) capital goods imports, (iii) consumption goods imports, and (iv) raw materials imports. Oil variables consider (i) oil exports, (ii) oil production, (iii) oil price, and (iv) refined petroleum imports.
The income category includes only the personal income tax reported to the SRI. Meanwhile, sales contains (i) VAT collections reported to the SRI, (ii) survey sales volume in the commercial sector, and (iii) survey sales volume in the service sector. Additionally, the industry and construction categories include volume of production for both variables.
Labor market takes into account personnel occupied within four sectors from survey data: (i) industrial, (ii) commercial, (iii) construction, and (iv) services. We work only with variables in constant dollars and use the CPI to deflate the variables in nominal terms. Moreover, we express all the level variables in their year-over-year percent change, whereas those that already represent month-over-month percent variations are expressed in their 12-month moving average. Finally, all the series are seasonally adjusted using the X-12-ARIMA method. A detailed description of the variables used and their adjustments is available in Appendix A.
Finally, we present the evolution of the annual growth rate of real GDP in the sample period. This is the object of interest of the nowcasting model. 
Stationarity Properties of the Data
It is possible that the balanced panel, which is the basis to obtain the factors through the PCA, may have monthly frequency variables that are not stationary as a result of working with annual growth rates. This could be especially true for series that have a low-frequency component in their growth rates or series that slowly revert to their unconditional mean. Indeed, obtaining factors via PCA from variables whose variances and co-variances are not well defined or change over time, which occur under the presence of series that are nonstationary, can be problematic from a statistical viewpoint.
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One way to deal with the possibility of nonstationarity, especially regarding the series in nominal terms, is to deflate these series, which at least removes the trend that prices introduce. This is, in fact, the main reason behind the conversion of the series using the CPI discussed in section 3.1. Nonetheless, we used the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) (see Kwiatkowski et al., 1992) test of stationarity to check the presence of unit roots. The test was performed on all 28 variables that were used to obtain the dynamic factors.
The test results reveal that the null hypothesis of stationarity can only be rejected at the 1 percent level of significance for two variables -the growth rate of refined oil imports in real terms, and the moving average of the monthly variation in the occupied personnel in the services sector. It is possible that the KPSS test could be producing a type I error.
Therefore, we performed the Phillips-Perron's unit root test (see Phillips and Perron, 1988) as an additional check for these two series. The results indicate the rejection of the unit root presence in the case of refined oil imports, but not in the personnel services sector variable. A closer inspection of the latter reveals that its behavior presents a downward trend, making it difficult for the tests to establish whether the series is stationary. However, given that this variable only has data since 2007, the sample size may be affecting the tests' ability to distinguish the nature of the series. Accordingly, we assume that this series is stationary, despite the test results.
Determining the Number of Factors and the Lag Length of the VAR in the DFM
We proceed with the estimation of the factors, F tm , using PCA once the database has been constructed and the variables have been seasonally adjusted. There are several procedures to calculate the number of factors. Bai and Ng (2002) , for instance, propose a statistical test that performs relatively well under a large sample and number of variables.
These assumptions, however, may not necessarily hold in the current case. Bai and Ng's test determines the number of factors following a scheme of model selection. The criteria that the authors propose, therefore, depend on the usual tradeoff between the model's goodness-of-fit and its parsimony. The results of the tests reveal that for our 28-variable database, the number of factors should be either 1 or 28, depending on the criterion employed. Liu, Matheson and Romeu (2012) argue that the Bai and Ng (2002) test results may lead one to select an excessive number of factors. Thus, they suggest another procedure, which uses the marginal increase in the R 2 of the regression in (3). Accordingly, the procedure first estimates the DFM with only one factor in order to estimate the regression in (3) and its associated R 2 . Then, the DFM is estimated again but with an additional factor, which is included in the regression (3). If the R 2 increase is higher than 0.025, it can be concluded that the second factor is important and it is retained. This process continues until the marginal increase in the R 2 is less than 0.025.
In the present paper, however, because we do not use (3) to relate the factors of the DFM to real GDP, we employ the procedure suggested by Cattell (1966) , which is usually referred to as the scree test. This test selects the number of factors as the value after which the eigenvalues of the variance co-variance matrix do not present substantial changes. The test is done graphically by plotting the eigenvalues (y-axis) and the number of factors (xaxis), as in Figure 2 . Once the curve has reached an inflection point, or elbow, it is possible to choose the number of factors. In our case, as shown in the figure, the number of factors is five. Therefore, this is the number that we select for our model.
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We estimate a VAR model using the factors obtained with the PCA to determine the VAR lag length in (2). The specification is a VAR(5), based on the Bayesian Information Criterion (BIC). The results of the estimation appear in Appendix B. 
Results of the Estimation of the DFM
We estimate the DFM in (1)-(2) with information of the 28 variables mentioned before, using five factors and a VAR(5) specification, employing the sample period from January 2003 to January 2018 through the PCA.
8 As a robustness check, we also performed the exercise proposed by Liu, Matheson and Romeu (2012) . The number of factors that resulted from this exercise was also five. 9 We also examined other information criteria, such as the Akaike and Hannan-Quinn. Both suggested a higher number of lags. However, given that the interest of this paper is not associated with predicting the factors in long-term horizons but with attaining a parsimonious representation within the sample, we take the number of lags suggested by the BIC. The results reveal that the first five factors explain about 80 percent of the joint variation of the 28 variables.
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In addition, after performing an oblique rotation of the relevant factors, we obtain groups of variables whose loadings are larger for each of the factors.
11 Table 1 presents the variables with the largest loadings for each of the rotated factors.
The first factor seems to be representing the degree of liquidity of the economy, so we call it liquidity. The second factor could be referred to as household pessimism because it is negatively correlated with its corresponding variables. Negative correlations are also 10 As a reference, Liu, Matheson and Romeu (2012) reckon that the common component in their model explains 28 percent of the variations in their variables.
11 An oblique rotation of the factors allows for correlation among them, as should be expected in macroeconomic variables. present between the variables listed in the third column and the corresponding third factor.
We call this factor firm pessimism. The fourth factor correlates negatively with variables related to the oil-sector exports, so we refer to it as oil sector lethargy. Lastly, the fifth factor seems to represent inflation-related episodes and we call it inflationary pressures.
These five macroeconomic dimensions, according to the DFM, would have the main effect and, therefore, the greater proportion in explaining the economic activity's evolution. The liquidity factor (upper-left panel) resembles closely the evolution of the annual growth rate of real GDP shown in Figure 1 . We would expect this to be the most relevant factor in informing the nowcast.
Nowcasting the Real GDP Growth Rate
Once we have estimated the DFM in (1)- (2), it is possible to use those results to estimate the parameters β, σ 2 ε , and σ 2 ν of the state-space model in (7)- (8) 
Note: Q1 represents the current quarter. M1, M2, and M3 denote the three months of the current quarter. Q2 is the next quarter in relation to the current one. M4, M5, and M6 are the months within that next quarter. The blue lines indicate the end of each month. Q4 is the previous quarter to Q1. Finally, months in which there is available information to produce the nowcast appear in parentheses.
real GDP growth rate, as described in Section 2.
Information Flow
Before presenting the nowcast results and diagnostics, it is necessary to understand the information flow sequence required to estimate the model. Figure 4 presents how information availability evolves and when it is feasible to produce the nowcast for a specific quarter.
The INA-R information is published with a seven-week lag. Thus, only after seven weeks is it possible to produce the nowcast with complete information for the 28 variables.
Therefore, the first nowcast of real GDP growth for a given quarter with complete information through the first month could be produced starting in the third week of the third month of the quarter, as is shown in Figure 4 .
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In addition, before the BCE publishes GDP information for a given quarter at the end of that quarter, the model we propose will have provided four nowcasts.
Another consideration worth taking into account is that the first nowcast of a given quarter must be estimated with GDP information from two quarters ago due to the publication lag of the BCE. Only starting in the second nowcast is it possible to have information from the previous (most recent) quarter. The first nowcast, therefore, would be expected to be the least precise of the four nowcasts that are produced for a given quarter.
Nowcasting Model Results
Estimation of the state-space model in (7)- (8) yields the following loading coefficients, β, on each of the five factors:
• Liquidity: 2.90
• Household pessimism: negative 0.68
• Firm pessimism: negative 0.12
• Oil sector lethargy: negative 0.24
• Inflation pressures: 0.39
The first factor, which we called liquidity, has the highest weight to calculate the nowcast of the real GDP growth rate. As we indicated before, its evolution-plotted in the upper-left panel of Figure 3 -is qualitatively very similar to the evolution of the real GDP annual growth rate in Figure 1 . Figure 5 shows the evolution in the sample of the estimated real GDP growth rate using the state-space model in (7)- (8), its associated confidence interval, and the realized series. As the figure illustrates, the estimated growth rate of real GDP (the dashed blue line) is historically close to the observed growth rate (the solid black line). The 95 percent confidence interval (the light blue shaded area), in fact, includes the real GDP growth rate throughout the sample period. Time-varying mean annual growth rate of real GDP Annual growth rate of real GDP 95% confidence interval
The nowcast of the annual growth rate of real GDP for the fourth quarter of 2017 with information through January 2018, according to the estimated model, was 2.8 percent. Its 95 percent confidence interval ranges from 1.1 percent to 4.5 percent.
An additional estimate of the model we propose is the evolution of the average growth rate of real GDP, which we assume is time-varying and have denoted with µ t in the state-space model (7)- (8). This estimate can be thought of as a proxy for trend output growth, and it becomes important in revealing information about the long-run properties of economic activity and the current cyclical position of the economy. Figure 6 shows the evolution of the estimated time-varying average growth rate of real GDP.
As can be seen in the figure, the Ecuadorian economy has gone through four well- Finally, starting in 2015, the economy is estimated to be growing significantly slower than its trend.
Nowcast News Decomposition
When the second nowcast is produced, we can analyze the sources of news that update the nowcast that was estimated with information until the previous month.
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In order to understand the mechanism behind this decomposition, it is necessary to realize that, 13 This decomposition assumes that there is not parameter uncertainty.
14 It is worth mentioning that because of revisions to previous GDP figures every time the BCE publishes the national accounts information, the real GDP growth rate is accordingly updated for the second nowcast of a given quarter given this "news." Hence, if there are any updates in the previous GDP information, these surprises are also incorporated in the revision of the first nowcast. For the subsequent nowcast computations, however, this value is not taken into account for the news decomposition. 
Nowcast Model Diagnostics
This section conducts a diagnostic of the proposed nowcasting model. First, we investigate its performance to nowcast the growth rate of real GDP in a pseudo out-of-sample exercise. Second, we compare the forecasting performance of the model against a simple alternative given by an ARMA model of the annual growth rate of real GDP.
For the first diagnostic, we assume that information is available to the model through October 2014; thus, we start to produce the nowcast from December 2014, rolling in an additional month of information at the time. Therefore, we produce several nowcasts for the GDP growth rate from 2014:Q4 onward with the information flow discussed in Figure   4 . The nowcast, as is natural in these type of models, tends to have a lower forecast error, as more information is added during the quarter. The root mean square error of the annual growth rate forecast is 1.62 percent when there is information available for one month within the quarter, and 1.23 percent and 1.18 percent when there is information for two and three months, respectively; this value is 1.21 percent for the backcast when four months of information are available.
The second way to assess the model performance is to compare its accuracy to another forecasting model for the real GDP growth rate. In this case, we compare the nowcasting model with an ARMA(4,1) model for the real GDP annual growth rate in the same pseudo out-of-sample framework. ARMA models tend to be fairly precise at forecasting, especially when they are specified with a rich structure, as the one proposed, which has four lags of the GDP growth rate and one moving average term. The ARMA(4,1) model has a forecast root mean square error of 1.81 percent, which is higher than the ones reported previously for the nowcast model for the same forecast period. This result indicates that, at least with respect to the chosen ARMA model, our nowcasting model has better forecast performance. 
Appendix A Variables and Data Processing
The employed variables and their release date, frequency, source, and transformation to estimate the DFM appear in Table 2 .
One transformation that is worth describing is related to ISP. The BCE changed the way it constructed this variable in December 2014, thus making comparisons before and after this date impossible. In order to merge both periods, we take the ISP series through 
Appendix B Estimating the Factor's VAR Lag Length
The DFM requires one to specify the VAR lag length in (2). We obtain it by using information criteria. To that end, we estimate VAR models with the 5 factors obtained with different lag numbers -in this case, a maximum of 10 lags. The number of lags is associated with the minimum value of a chosen information criterion. We consider here the most common ones: Bayesian Information Criterion (BIC), Akaike Information Criterion (AIC), and Hannan-Quinn Information Criterion (HQ). Table 3 presents the results.
The BIC criterion suggests a lag number of 5, whereas the AIC and the HQ obtain 10 and 8 lags, respectively. The BIC tends to select more parsimonious models to explain the data within the sample. The AIC, on the other hand, leans toward models that produce overfitting of the data and are usually better at predicting. The purpose of our model, however, is not related to predicting the factors over long horizons but rather to find the number of lags that best fits them in sample. Consequently, as the BIC determined, we work with 5 lags. 
