In this paper, we obtain Lipschitz norm and BMO norm inequalities for Green's operator applied to differential forms. We also establish norm comparison theorems for the BMO norm and the Lipschitz norm of Green's operator.
Introduction
The purpose of this paper is to derive the Lipschitz norm and BMO norm inequalities for Green's operator applied to differential forms. The differential forms can be used to describe various systems of PDEs and to express different geometric structures on manifolds. For instance, some kinds of differential forms are often utilized in studying deformations of elastic bodies, the related extrema for variational integrals, and certain geometric invariance. In the meanwhile, Green's operator G is often applied to study the solutions of various differential equations and to define Poisson's equation for differential forms. Green's operator has been playing an important role in the study of PDEs. In many situations, the process to study solutions of PDEs involves estimating the various norms of the operators. Hence, we are motivated to establish some Lipschitz norm inequalities and BMO norm inequalities for Green's operator in this paper.
We keep using the traditional notation. Let M be a bounded, convex domain and B be a ball in R n , n ≥ 2, throughout this paper. We use σ B to denote the ball with the same center as B and with diam(σ B) = σ diam(B), σ > 0. We do not distinguish the balls from cubes in this paper. We use |E| to denote the Lebesgue measure of the set E ⊂ R n . We call w a weight if w ∈ L 1 loc (R n ) and w > 0 a.e. Differential forms are extensions of functions in R n . For example, the function u(x 1 , x 2 , . . . , x n ) is called a 0-form. Moreover, if u(x 1 , x 2 , . . . , x n ) is differentiable, then it is called a differential 0-form. 
is a permutation of (1, . . . , n) and sign(π ) is the signature of the permutation. The Hodge codifferential operator d : 
for almost every x ∈ M and all ξ ∈ ∧ l (R n ). Here a, b > 0 are constants and 1 < p < ∞ is a fixed exponent associated with [1] [2] [3] [4] [5] [6] [7] .
for some σ ≥ 1. Further, we write Lip k (M, ∧ l ) for those forms whose coefficients are in the usual Lipschitz space with exponent k and write
for some σ ≥ 1. When u is a 0-form, (1.5) reduces to the classical definition of BMO (M).
The following operator K y with the case y = 0 was first introduced by H. Cartan in [8] . Then, it was extended to the following general version in [9] . For each y ∈ M, there corresponds a linear operator K y :
(1.8)
Main results and proofs
We need the following Lemma 2.1 (Caccioppoli inequality) that was proved in [1] 
We first prove the following lemma that will be used to establish the main theorems. 
for all balls B ⊂ M.
Proof. For any differential form u, applying the decomposition (1.6), we have
where T is the homotopy operator. Replacing u by G(u), we obtain
Also, from (1.8), we find that
for any differential form u. Using (2.2), (2.3) and Lemma 2.4, and noticing that G commutes with d (see [12] ), we have
This ends the proof of Lemma 2.5.
Using Lemma 2.5, we now prove the following inequality for Green's operator with Lipschitz norm. 
4)
where k is a constant with 0 ≤ k ≤ 1.
Proof. From Lemma 2.5, we have
for all balls B with B ⊂ M. Using the Hölder inequality with 1 = 1/s + (s − 1)/s, we find that
where we have used diam(B) = C |B| 1/n . Now, from the definition of Lipschitz norm, (2.6) and 2
The proof of Theorem 2.6 has been completed.
We prove the following norm comparison theorem between the Lipschitz and the BMO norms.
, be a solution of the A-harmonic equation (1.1) in a bounded domain M and G be Green's operator. Then, there exists a constant C , independent of u, such that
Proof. From Lemma 2.1, we have
for any ball B and some constant σ 1 > 1, where c is any closed form. Choosing c = u B in (2.9), we find that
(2.10)
Combining (2.6) and (2.10), it follows that
(2.11)
Applying the weak reverse Hölder inequality for the solutions of the nonhomogeneous A-harmonic equation, we obtain 12) where σ 2 > σ 1 > 1 is a constant. Substituting (2.12) into (2.11), we have
which is equivalent to
(2.14)
Finally, taking the supremum over all balls σ 3 B ⊂ M with σ 3 > σ 2 and using the definitions of the Lipschitz and BMO norms, we obtain
We have completed the proof of Theorem 2.7.
We have developed some estimates for the Lipschitz norm · loc Lip k ,M . Now, we estimate the BMO norm · ,M . We first prove the following inequality between the BMO norm and the Lipschitz norm for Green's operator. 
Proof. From the definitions of the Lipschitz and BMO norms, we obtain
where C 1 is a positive constant. Since inequality (2.17) holds for any differential form, we may replace u by G(u) in inequality (2.17). Hence, we have
where k is a constant with 0 ≤ k ≤ 1. We have completed the proof of Theorem 2.8.
Next, we estimate BMO norm · ,M of Green's operator in terms of L s norm. 
Proof. From Theorem 2.6, we have
Combination of (2.18) and (2.20) yields
The proof of Theorem 2.9 has been completed.
Based on the above results, we discuss the weighted Lipschitz and
for some σ > 1, where M is a bounded domain, the Radon measure µ is defined by dµ = w(x) α dx, w is a weight and α is a real number. For convenience, we shall write the following simple notation loc Lip k (M,
for some σ > 1, where the Radon measure µ is defined by dµ = w(x) α dx, w is a weight and α is a real number. Again, we use BMO(M, ∧ l ) to replace BMO(M, ∧ l , w α ) whenever it is clear that the integral is weighted. We say a pair of weights (w 1 (x), w 2 (x)) satisfies the A r,λ (E)-condition in a set E ⊂ R n , write (w 1 (x), w 2 (x)) ∈ A r,λ (E), for some λ ≥ 1 and 1 < r < ∞ with 1/r + 1/r = 1 if Using the Hölder inequality and Lemma 2.10, we extend inequality (2.1) into the following weighted version.
for all balls B with σ B ⊂ M, where (w 1 (x), w 2 (x)) ∈ A r,λ (M) for some λ ≥ 1 and 1 < r < ∞, σ > 1 and α are constants with 0 < α ≤ 1. for any ball B. Using (2.24) and the Hölder inequality with 1 = 1/s + (s − 1)/s, we find that
(2.27)
Notice that −1/s − k/n + 1 + 1/n > 0 and |M| < ∞, from (2.21), (2.26) and (2.27), we have
We have completed the proof of Theorem 2.11.
We now estimate the · ,M,w α . The proof of Theorem 2.12 has been completed. 1 , x j 2 , . . . , x j n−l ; f
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