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Abstract
This paper is concernedwith a steady state problem for a bistable reaction-
diffusion equation. For this problem, we will study the existence and the
uniqueness of the stationary solution. Moreover, we will give an estimate for
the solution, which is an extension of a result obtained by Urano, Nakashima
and Yamada[3].
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1 Introduction
In this paper, we consider the following semilinear boundary value problem :
uxx + f (u; a) = 0 in (−M, 0),
u(−M) = σ, ux(0) = 0
u > σ, ux > 0 in (−M, 0).
(1.1)
Here a, M and σ are constants satisfying a ∈ (0, 1), M > 0 and σ ∈ (0, 1) ; and
f (u; a) is a nonlinearity given by
f (u; a) = u(1 − u)(u − a). (1.2)
For (1.1), Urano, Nakashima and Yamada[3] obtained the following result :
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Proposition 1.1 ([3] Lemma 3.1). Assume that σ > max{a, (a + 1)/3}. Then,
for any M > 0, there exists a unique solution u∗ of (1.1). Moreover, if σ >(
a + 1 +
√
a2 − a + 1
)
/3, then it holds that
C1 exp(−RM) < 1 − u∗(0) < C2 exp(−rM), (1.3)
with some positive constants r , R, C1 and C2.
The main purpose of this paper is to extend this result : that is, we will show
the following theorem :
Theorem 1.2. Assume that σ > max{a, (a + 1)/3}. Then, for any M > 0, there
exists a unique solution u∗ of (1.1) which satisfies
C˜1 exp(−R˜M) < 1 − u∗(0) < C˜2 exp(−r˜M), (1.4)
with some positive constants r˜ , R˜, C˜1 and C˜2.
Remark. In Theorem 1.2, we obtain the estimate (1.4) without the condition
σ >
(
a + 1 +
√
a2 − a + 1
)
/3, which is supposed in Proposition 1.1 in order to
get (1.3).
The contents of this paper is as follows. In Section 2, wewill show the existence
and the uniqueness of the solution of (1.1) for the sake of completeness. Section 3
is devoted to the study of an estimate for the solution. Finally, in Section 4, one
will find some similar results to Theorem 1.2.
2 Existence and uniqueness
In order to solve (1.1), we employ the shooting method. For a positive parameter
p, consider the following initial value problem :
uxx + f (u; a) = 0 in (−M, 0)
u(−M) = σ, ux(−M) = p,
u > σ, ux > 0 in (−M, 0).
(2.1)
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Denote a solution of (2.1) by u(x; p). If we can look for p satisfying ux(0; p) = 0
and ux(x; p) > 0 in (−M, 0), then u(x; p) is a solution of (1.1). Therefore, our aim
is to find such p.
Multiplying (2.1) by ux(x; p) and integrating the resulting expression over
(−M, x), we have
1
2
ux(x; p)2 − F(u(x; p)) = 12p
2, (2.2)
where
F(u) = −
∫ u
σ
f (s)ds.
By the phase plane analysis, we can see that the range of p have to be restricted to
(0, p∗), where p∗ := √−2F(1). Here we note that −F(1) > 0 because σ > a.
For p ∈ (0, p∗), define α(p) ∈ (σ, 1) by
1
2
p2 = −F(α(p)) (2.3)
and introduce a time-map
T(p) := inf { x > −M ; u(x; p) = α(p) } + M
as in Smoller, Tromba and Wasserman[1] or Smoller and Wasserman[2]. Note
that
α(p) = max{u(x; p) ; x > −M}
and T(p) denotes the distance from −M to the first critical point of u. If we can
find a number pM satisfying T(pM) = M , then u(x; pM) is a solution of (1.1).
Hence the study of T(p) is essential to have a precise information on the number
of solutions of (1.1) and their bifurcations.
Now we will show the following lemma which describes important properties
of T(p) :
Lemma 2.1. If σ > max{a, (a + 1)/3}, then the following assertions hold true :
(i) T ′(p) > 0 in (0, p∗),
(ii) lim
p→0
T(p) = 0,
(iii) lim
p→p∗ T(p) = ∞.
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Proof. We first show (i). It follows from (2.2) and (2.3) that
1√
F(u) − F(α(p))
du
dx
=
√
2.
Integrating this equation over (−M,−M + T(p)), we obtain that
√
2T(p) =
∫ α(p)
σ
du√
F(u) − F(α(p))
. (2.4)
By virtue of the phase plane analysis, we see that α(p) is strictly increasing with
respect to p. Furthermore, it holds that α(p) → σ as p → 0 and α(p) → 1 as
p → p∗. Therefore, it is convenient to regard T(p) in (2.4) as a function of α in
place of p. Set
S(α) =
∫ α
σ
du√
F(u) − F(α)
=
∫ 1
0
α − σ√
F(s(α − σ) + σ) − F(α)
ds. (2.5)
We will prove that S(α) is strictly monotone increasing in (σ, 1). Differentiating
S(α) with respect to α, we have
S′(α) =
∫ 1
0
2(∆F) + (α − σ)s f (s(α − σ) + σ) − (α − σ) f (α)
2(∆F) 32
ds
=
1
α − σ
∫ α
σ
θ(u) − θ(α)
2(∆F) 32
du, (2.6)
where
∆F = F(u) − F(α) and θ(u) = 2F(u) + (u − σ) f (u).
We should remark that f (σ) > 0 for σ > a and f ′′(u) < 0 in (σ, α) when
σ > (a+1)/3. It follows from θ′(u) = − f (u)+(u−σ) f ′(u) that θ′(σ) = − f (σ) < 0.
Moreover, since θ′′(u) = (u − σ) f ′′(u), we have θ′′(u) < 0 in (σ, α). Hence
θ′(u) < θ′(σ) < 0 in (σ, α) ; so that θ(u) is monotone decreasing in (σ, α). We
also should note that ∆F > 0 for u ∈ (σ, α). Then (2.6) enables us to see that
S′(α) > 0 in (σ, 1). Therefore, S(α) is monotone increasing in (σ, 1) and so is
T(p) in (0, p∗). Thus we have shown (i).
Next we will prove (ii). For u ∈ (σ, α), it holds that
F(u) − F(α) =
∫ α
u
f (s)ds
≥ min{ f (α), f (σ)}(α − u). (2.7)
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By (2.5) and (2.7), we obtain that
S(α) ≤ 1√
min{ f (α), f (σ)}
∫ α
σ
du√
α − u
=
1√
min{ f (α), f (σ)}
[
− 2√α − u
]α
σ
=
2
√
α − σ√
min{ f (α), f (σ)}
.
Hence it is easy to see that
lim
α→σ S(α) = 0,
which implies (ii).
Finally, we consider (iii). By virtue of Taylor expansion, it holds that
F(u) − F(α) = F′(α)(u − α) + F
′′(α)
2
(u − α)2 + · · ·
= − f (α)(u − α) − f
′(α)
2
(u − α)2 + · · · .
Remark that α(p) → 1 as p → p∗ and f (1) = 0. Then we see that
lim
α→1
(F(u) − F(α)) = − f
′(1)
2
(u − 1)2 + o((u − 1)2) as u → 1. (2.8)
Also we should note that ∫ 1
σ
du
1 − u = ∞. (2.9)
Therefore, (2.5), (2.8) and (2.9) yield that
lim
α→1
S(α) = ∞.
Thus the proof is complete. □
By Lemma 2.1, it is easy to see that, for each M > 0, there exists a unique
p ∈ (0, p∗) such that T(p) = M . This implies the existence and the uniqueness of
the solution of (1.1).
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3 Estimate
In this section, we will give a proof of (1.4).
Proof of (1.4). For M > 0, set pM := T−1(M). Clearly, pM is strictly increasing
and continuous with respect to M . Therefore, putting uM := u(0; pM), we see that
uM is also strictly increasing and continuous with respect to M . Moreover, since
lim
M→∞ pM = p
∗, we obtain that lim
M→∞ uM = 1.
Recalling (2.4), we obtain that
√
2M =
∫ uM
σ
du√
F(u) − F(uM)
. (3.1)
By the mean value theorem, there exists a constant η ∈ (σ, uM) such that
F(u) − F(uM)
(1 − u)2 − (1 − uM)2 =
f (η)
2(1 − η) =
1
2
η(η − a). (3.2)
Hence, it holds that
r˜2
2
<
1
2
η(η − a) < R˜
2
2
(3.3)
with r˜ =
√
σ(σ − a) and R˜ = √1 − a. It follows from (3.1), (3.2) and (3.3) that
1
R˜
∫ uM
σ
du√
(1 − u)2 − (1 − uM)2
< M <
1
r˜
∫ uM
σ
du√
(1 − u)2 − (1 − uM)2
. (3.4)
For the integral above, substituting s = (1 − u)/(1 − uM), we obtain that∫ uM
σ
du√
(1 − u)2 − (1 − uM)2
= −
∫ 1
σM
ds√
s2 − 1
=
[
− log
(
s +
√
s2 − 1
) ]1
σM
= log
(
σM +
√
σ2M − 1
)
,
where σM = (1 − σ)/(1 − uM). Therefore we see that
logσM <
∫ uM
σ
du√
(1 − u)2 − (1 − uM)2
< log 2σM .
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Furthermore, (3.4) yields that
1
R˜
logσM < M <
1
r˜
log 2σM .
Thus we can get the desired estimate :
(1 − σ) exp(−R˜M) < 1 − uM < 2(1 − σ) exp(−r˜M),
which completes the proof. □
4 Some similar results
We will collect some similar results to Theorem 1.2.
Replacing x by −x in Theorem 1.2, we can show the following theorem :
Theorem 4.1. Let f (x; a) be the function defined by (1.2) and assume that σ >
max{a, (a + 1)/3}. Then, for any M > 0, there exists a unique solution u∗ of
uxx + f (u; a) = 0 in (0,M),
ux(0) = 0, u(M) = σ,
u > σ, ux < 0 in (0,M).
Moreover, u∗ satisfies (1.4).
Similarly, replacing u by 1 − u in Theorems 1.2 and 4.1, we can obtain the
following two theorems :
Theorem 4.2. Let f (x; a) be the function defined by (1.2) and assume that σ <
min{a, (a + 1)/3}. Then, for any M > 0, there exists a unique solution u∗ of
uxx + f (u; a) = 0 in (−M, 0),
u(−M) = σ, ux(0) = 0
u < σ, ux < 0 in (−M, 0).
Moreover, u∗ satisfies
Cˆ1 exp(−RˆM) < u∗(0) < Cˆ2 exp(−rˆM), (4.1)
with some positive constants rˆ , Rˆ, Cˆ1 and Cˆ2.
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Theorem 4.3. Let f (x; a) be the function defined by (1.2) and assume that σ <
min{a, (a + 1)/3}. Then, for any M > 0, there exists a unique solution u∗ of
uxx + f (u; a) = 0 in (0,M),
ux(0) = 0, u(M) = σ,
u < σ, ux > 0 in (0,M).
Moreover, u∗ satisfies (4.1).
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