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A B S T R A C T
The present dissertation attempts to extend the application fields of the
Electron Backscatter Kikuchi Diffraction technique (EBSD) by enabling
the analysis of the intensity of the Electron Backscatter Kikuchi Diffrac-
tion patterns (EBSPs). It also presents an error analysis for the con-
ventional method that retrieves the crystallographic orientation from an
EBSP. The error analysis is performed on simulated patterns. An an-
alytical, inferential statistics-based method for estimating the accuracy
of a retrieved orientation and a retrieved misorientation of a real pat-
tern is validated. The second part of this work introduces a method,
which deconvolutes and reconstructs the individual Kikuchi bands, and
thus, enables an accurate and automatic analysis of their intensity pro-
files. The method is termed the Kikuchi bandlet method. Two of this
method’s exemplary applications are also presented: (1) the quantifi-
cation of the stored crystalline defects and (2) the improvement of the
accuracy of the retrieved crystal orientation and the retrieved projection
parameters of an EBSP. The method proposed for quantifying the stored
defects through quantifying the individual Kikuchi band’s sharpness is
applied to a controlled experimental case of bending a micro-cantilever.
It is shown that, using this method, for each reflector, the deviation of
the atomic positions from equilibrium can be retrieved through the band
sharpness, which, in effect, measures the incoherency of the diffracted
beams. Linking the band sharpness to the underlying crystal structure is
performed through the simulation of Kikuchi patterns resulting from a
crystal structure containing a known defect, and subsequently, analysing
the pattern with the Kikuchi bandlet method. The results shows that the
dislocation is clearly visible on the planes that fulfil the ~ghkl ·~b = 0 crite-
rion of diffraction, with~b being the dislocation’s Burgers vector and ~ghkl
being the reciprocal space vector of the reflector. They also show that
the retrieved band sharpness correlates with the ~ghkl ·~b value. The inten-
sity profile analysis of a reconstructed K-band reveals its characteristic
hyperbolic features. Using these curves increases the accuracy of the
estimated orientation and projection center. This is presented as the sec-
ond application of the Kikuchi bandlet method. In the case studied here,
for simulated pattern, an order of magnitude improvement in orienta-
tion accuracy and 5 times improvement in projection center accuracy is
achieved.
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Z U S A M M E N FA S S U N G
Die vorliegende Dissertation verfolgt und erarbeitet zwei Zielvorgaben,
bezüglich der Auswertung von Elektronenrückstreudiagrammen (EBSD).
Zum Ersten die Kalibrierung des konventionellen Verfahrens zur Orien-
tierungsbestimmung mittels Analyse von Kikuchi Rückstreuelektronen-
beugung (EBSD). Die Zweite besteht in der Ausweitung der Anwend-
barkeit des EBSD Verfahrens durch die Ermöglichung von Intensität-
sauswertung der Kikuchi Beugungsmuster (EBSPs). Die Kalibrierung
wird durch die Analyse eines Satzes realitätsnah simulierter Beugungsm-
uster bekannter Orientierungen und Projektionsparameter geleistet. Fehl-
er und Präzision (oder Auflösung) der ermittelten Projektionszentren,
Orientierungen und Desorientierungen werden mittels deskriptiver Statis-
tik untersucht. Zusätzlich wird die analytische, auf inferentieller Statis-
tik basierende, zur Abschätzung der Genauigkeit einer anhand eines
realen Musters abgeleiteten Orientierung und Desorientierung dienende
Methode nach Krieger Lassen (1994), Krieger Lassen (1996b) und Chang
et al. (1990) überprüft. Es wird gezeigt, dass die analytisch ermittelte
Genauigkeit sowohl verlässlich ist, als auch eine ausreichend getreues
Maß für die abgeschätzte Orientierung oder Desorientierung darstellt.
Im zweiten Abschnitt dieser Arbeit wird eine Methode vorgestellt die
eine Dekonvolution und Rekonstruktion individueller Kikuchi Bänder
leistet und somit der EBSD Methode die Möglichkeit einer genauen
Analyse ihrer Intensitätsprofile eröffnet. Diese Methode wird als Kikuchi
bandlet Methode bezeichnet. Sie beruht auf der Einführung von adap-
tiven Filtern im Frequenzraum, mittels anpassungsfähiger und redun-
danter dictionary-Funktionen, die auf das EBSD Beugungsmuster ange-
wandt werden. Die theoretischen Grundlagen, sowie eine Abschätzung
ihrer Leistungsfähigkeit werden im Detail dergestellt. Diese Methode
ist benannt als die Kikuchi Bandlet Methode. Sie beruht, mittels der
Einführung von adoptiven Schnitten des Frequenzraumes (Kachelung),
auf einer anpassungsfähigen und redundanten Dictionary-Funktion, auf
welche das EBSP projiziert werden kann. Die theoretische Grundlage der
Methode, sowie eine Leistungseinschätzung werden detailliert präsen-
tiert. Zwei mögliche Anwendungsfelder der Kikuchi Bandlet Methode
werden in der vorliegenden Arbeit untersucht: (1) Die Quantifizierung
gespeicherter kristalliner Defekte, nämlich Versetzungen mit von Null
verschiedenen Burgers Vektoren, und (2) die Verbesserung der Genauigk-
eit bei der Wiedergewinnung, sowohl von Kristallorientierungen, als
v
auch Projektionsparametern, eines EBSP. Schr¨fe individueller Kikuchi-
Bänder wird in einem kontrollierten Biegeexperiment an einem freitra-
genden Mikro-Biegebalken angewendet. Die vorgestellte Methode für
die Quantifizierung gespeicherter Defekte durch die Quantifizierung der
Schärfe individueller Kikuchi Bänder wird unter kontrollierten experi-
mentellen Bedingungen auf die Biegung eines Micro-Freiträgers angewen-
det. Es wird gezeigt, dass mittels dieser Methode, für jeden Reflektor die
Abweichung der Atompositionen vom Gleichgewicht anhand der Band-
schärfe ermittelt werden kann, da diese eine Maßeinheit der Inkohärenz
des gebeugten Strahls darstellt. Die Verbindung zwischen Bandschärfe
eines Beugungsmusters und der zugrundeliegenden Kristallstruktur wird
durch die Simulation von Beugungsmustern hergestellt, die aus einem
Kristallgitter mit einem bekannten Kristalldefekt (einer Versetzung mit
wohldefiniertem Burgersvektor) hervorgehen.
Dieses Beugungsmuster wird mittels der Kikuchi-bandlet Methode
analysiert. Die Ergebnisse zeigen, dass die Versetssung für solche Ebe-
nen deutlich sichtbar ist, für die das ~ghkl ·~b = 0-Kriterium erfüllt ist,
wobei ~b der Burgersvektor und ~ghkl ein Reflex im reziproken Raum ist.
Es wird auch deutlich, dass die ermittelte Banschärfe mit dem ~ghkl ·~b-
Wert Korreliert. Die Intensitäts-Profilanalyse eines mittels der Bandlet
Methode rekonstruierten K-Bandes zeigt dessen charakteristische hyper-
bolische Eigenschaften. Die Verwendung dieser Kurven anstatt einer lin-
earen Approximation erhöht der Genauigkeit bei der Bestimmung von
Kristallorientierung und den koordinaten des Pattern-Projektionszent-
rums des EBSPs. Dieser Aspekt wird als zweite Anwendung der Kikuchi
Bandlet Methode vorgestellt und an simulierten Beugungsmustern kalib-
riert. Im hier untersuchten Fall, an simulierten Mustern, wurde eine
Verbesserung der Orientierungsgenauigkeit um eine Größenordnung,
sowie um den Faktor fünf in der Genauigkeit des Projektionszentrums,
erreicht.
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1I N T R O D U C T I O N
Electron Backscatter Kikuchi Diffraction (EBSD) in a Scanning Electron
Microscope (SEM) is a material characterization technique, which is
most widely used for crystallographic orientation microscopy and crys-
talline phase differentiation at the mesoscale (Randle and Engler, 2000;
Schwartz et al., 2009). Since 2006, it is also employed for elastic strain
measurement at the same length scale (Wilkinson et al., 2006).
There are several other technique that measure the crystallographic
orientation. They are based on X-ray and Neutron diffraction; Electron
diffraction in a transmission electron microscope (TEM); and selected
area electron channeling (SACP) in a SEM (Barabash and Gene, 2013;
Randle and Engler, 2000; Zaefferer, 2011).
All these techniques, except the transmission electron microscopy-
based ones, are outperformed by the EBSD technique in spatial reso-
lution. The EBSD technique provides a 10nm to 100nm lateral spatial
resolution and a 200nm3 probed volume (Zaefferer, 2007, 2011). Unlike
the TEM-based techniques, which require a thin film of 100nm thick-
ness and are limited to small areas of a few 100µm2, EBSD is able to
map areas spanning from a few µm2 to a few cm2 on the surface of a
bulk specimen. In addition, it has a high level of automation and speed.
These characteristics have turned the EBSD technique to a standard
technique for orientation and phase microscopy. However, despite its
extensive use and its full implementation in scientific and industrial sec-
tors, the knowledge of the fidelity of the orientations and misorienta-
tions obtained by the EBSD technique does not exceed a rough estima-
tion (Bate et al., 2005; Dingley, 2004; Humphreys, 1999, 2001; Krieger
Lassen, 1994, 1996b; Krieger Lassen et al., 1994; Morawiec, 1999; Wright
et al., 2011, 2014).
The quantitative knowledge of the fidelity of the retrieved orientations
and misorientation is particularly of significance when the measured ori-
entations and misorientations are utilized for deducing material proper-
ties or microstructural mechanisms, for example, in geometrically nec-
essary dislocation density derivations (Calcagnotto et al., 2010; Demir
et al., 2009b, 2010; Pantleon, 2008), microstructure-based crystal plastic-
ity modeling (Zaafarani et al., 2006), cell and sub-grain structure quan-
tification (Dmitrieva et al., 2009; Hurley and Humphreys, 2003), and tex-
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ture sharpness evaluation (Frommert et al., 2008; Gutierrez-Urrutia et al.,
2013a).
The second chapter of this dissertation is dedicated to the fidelity anal-
ysis of the orientations and misorientations obtained by the classical,
two-dimensional Hough transform-based EBSD technique. In this chap-
ter, the method is calibrated through using simulated Patternns with
known true orientations and misorientations. Moreover, the analytical
approach for obtaining the accuracy of an estimated orientation and an
estimated misorientation due to Krieger Lassen (1994) is evaluated and
verified.
Chapter 3 is concerned with enabling the EBSD technique for retriev-
ing the type and density of the stored crystalline defects. These defects
that are accumulated in a material as a result of manufacturing processes
or during service can vary the mechanical properties and the service-life
of structural materials or alter the physical properties of photonic and
electronic materials. Such variations could lead to failures or loss of
efficiency or could be beneficial. Thus, measuring the spatial distribu-
tion of the stored defects and their type and configuration is of utmost
importance in materials engineering applications.
In materials science, understanding the fundamental microstructural
mechanisms responsible for the macroscopic deformation and microstruc-
tural transformations is of importance because the bulk crystalline ma-
terial’s response to applied external loads is the result of the microstruc-
tural mechanisms controlled by crystalline defects, especially disloca-
tions. Crystalline defects are both the accommodators of the external
strain and the sources of internal strain. In order to understand the fun-
damental microstructural mechanisms that lead to material deformation
and transformation, the defects must be characterized.
The density of parts of crystalline defects in form of dislocations with
non-zero net Burgers vectors over the diffracting volume, which are
known as Geometrically Necessary Dislocations (GNDs), can be derived
using EBSD. Local misorientations obtained by both the 2D HT-based
EBSD and the image-correlation-based EBSD are currently employed
for GND density derivation through the continuum dislocation theory
(Arsenlis and Parks, 1999; Bilby et al., 1955; Bronkhorst et al., 2010;
Calcagnotto et al., 2010; Demir et al., 2009a,b; El-Dasher et al., 2003; Field
et al., 2012; Gardner et al., 2010; Kröner, 2001; Nye, 1953; Pantleon, 2008;
Sun et al., 2000; Wilkinson and Randman, 2010). However, the density
and architecture of dislocation arrangements with zero net Burgers vec-
tors (also known as statistically stored dislocations (SSDs)) apart from
a few early attempts (Krieger Lassen, 1994; Krieger Lassen et al., 1994;
Wilkinson and Dingley, 1991), has to date remained inaccessible to EBSD
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(Wright et al., 2011). The reason for the inability of the EBSD technique
in measuring the SSDs is that these defects do not cause rigid lattice
rotations—rather, they vary the intensity of the features of the Patternns
systematically; and until now, there has been no method for the detec-
tion of such intensity variations.
Since SSDs can constitute a much higher fraction of the total stored
dislocation density than the GNDs in a deformed material (Field et al.,
2012), it is essential to be able to detect and characterize them. The
present work is aimed at enabling the EBSD technique for quantifying
SSDs.
In chapter 3, a method for the intensity analysis of an Electron Backscat-
ter Diffraction Pattern (EBSP) is introduced. This chapter is dedicated
to the theory and the performance of the method in extracting the re-
quired data through the accurate reconstruction of individual Kikuchi
bands. Reconstruction is carried out using harmonic analysis in Fourier
space, and the concept of high-level geometrical dictionaries. These con-
cepts have only recently been developed as the mathematical backbones
specialized for image analysis (Candès and Donoho, 2004; Candès et al.,
2006; Do and Vetterli, 2001; Mallat and Yu, 2009).
In chapter 4, section 4.1, based on the Kikuchi bandlet method, a mea-
sure for the quantification of the deviation of the atomic positions on a
reflecting plane from ideal is devised. It is applied to an experimental
case and it is shown that it performs successfully. The parameter ob-
tained by analyzing the EBSD is then linked to the displacement field
by taking an atomistic approach. This is carried out through placing
a known defect in the crystal; simulating the EBSP according to the
dynamical electron backscatter diffraction theory using the Bloch wave
approach; and analyzing the resultant EBSP using the Kikuchi bandlet
method.
Chapter 4, section 4.2 presents another application of the intensity
analysis of the individual Kikuchi bands—a more accurate geometry. It
is demonstrated that using the shape analysis of the intensity profiles of
the reconstructed Kikuchi bands, which reveals the hyperbolic nature of
the Kikuchi curves, a better accuracy in the retrieved orientation and the
retrieved projection parameter can be achieved.
3

Part I
F I D E L I T Y A N A LY S I S
Accuracy is an educated guess; error, however, is nothing less
than the bare truth.
—

2T H E F I D E L I T Y O F T H E C RY S TA L O R I E N TAT I O N S
A N D M I S O R I E N TAT I O N S O B TA I N E D U S I N G T H E
C L A S S I C A L T W O - D I M E N S I O N A L H O U G H
T R A N S F O R M - B A S E D E B S D M E T H O D
2.1 background
When the measured crystal orientations and misorientations are utilized
for deducing the material properties or microstructural mechanisms, the
quantitative knowledge of the fidelity of the retrieved parameters be-
comes essential for quantifying the certainty of the inferred mechanisms
or properties. Examples of such applications are geometrically nec-
essary dislocation density derivations (Calcagnotto et al., 2010; Demir
et al., 2009b, 2010; Pantleon, 2008), microstructure-based crystal plastic-
ity modeling (Zaafarani et al., 2006), cell and sub-grain structure quan-
tification (Dmitrieva et al., 2009; Hurley and Humphreys, 2003), and tex-
ture sharpness evaluation (Frommert et al., 2008; Gutierrez-Urrutia et al.,
2013a).
Any estimated quantity has three attributes, which define its fidelity.
The first and foremost fidelity measure is the error of the estimated quan-
tity. The error is the deviation of the estimated quantity from its true
counterpart. Since the true quantity is usually unknown, the error of an
estimated quantity cannot be determined. The second fidelity parame-
ter is the accuracy of the estimated quantity. Accuracy is a substitute for
error. It is the maximum deviation of an inferred, possible true quantity
from its estimated counterpart. In fact, accuracy is the side product of
the inference of a confidence region for the unknown true quantity. The third
fidelity measure is the precision of the estimated quantity. Precision is a
property of the measurement, the algorithm, or the combination of both
that is used for obtaining the estimated quantity. In essence, precision
defines the dimensions of the confidence region of the estimated quantity.
Precision has no information about the true quantity. It is independent
of how erroneous the estimated quantity is. The precision of an esti-
mated quantity defines the resolution of its retrieval technique.
Our definition of error, accuracy, and precision as well as the defini-
tion of some other terms that are frequently used in the text are pre-
sented in table 2.1 and figure 2.1. It is highly recommended to consult
this table and figure throughout reading the text.
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The true quantity
The estimated quantity
The mean of the estimated quantities
The confidence region of the true quantity
The confidence region of the estimated quantity
The error
The precision or resolution
The accuracy
The deviation of the mean estimated quantity 
from the true quantity
Figure 2.1: The measures of the fidelity of an estimated quantity. This figure is to
be read in conjunction with table 2.1.
To date, the fidelity of the orientations and misorientations obtained
by the classical, two-dimensional Hough transform-based evaluation of
EBSD patterns (EBSPs) has been investigated by a few authors. The ma-
jority of these investigations are focused on determining the instrument-
induced imprecision (Demirel et al., 2000; Godfrey et al., 2002; Prior,
1999; Wilkinson, 2001; Wright et al., 2011), which is effective for calibrat-
ing the obtained orientations and misorientations for the noise resulting
from the instabilities of the instrument in use. However, as it will be
demonstrated in section 2.4.2.4, this instrument-induced imprecision is
almost insignificant compared to the extent of the algorithm-induced fi-
delity measures. The instrument-induced orientation error that results
from the deviation of the specimen coordinate system from the nominal
stage coordinate system has also been investigated (Nolze, 2007). This
error could be relatively large; however, it can be eliminated by calibrat-
ing the instrument through the rigorous procedures suggested by Nolze
(2007). This error is not considered in the present work.
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The algorithm-induced fidelity of the retrieved orientations and mis-
orientations has been the subject of a few studies (Krieger Lassen, 1996b;
Krieger Lassen et al., 1994; Morawiec, 1999; Wright et al., 2011). The
focus of the work by Wright et al. (2011) was the effect of the Kikuchi
band detection parameters on the precision of the retrieved misorienta-
tions. Morawiec (1999) investigated the error of the retrieved quantities
by using patterns with known true quantities, which were simulated
using the kinematic theory of electron diffraction. To the author’s opin-
ion, the most significant work on the subject was due to Krieger Lassen
et al. (1994) and Krieger Lassen (1996b), where an analytical approach
was taken for estimating the accuracy of the retrieved orientations of an
individual real pattern.
The present chapter aims at calibrating the classical two-dimensional
Hough transform-based EBSD technique. Using the EBSPs simulated
based on the dynamical electron diffraction theory (Winkelmann, 2009;
Winkelmann et al., 2007) — which are with respect to their resemblance
to the real EBSPs significantly improved over the patterns simulated
based on the kinematic theory of electron diffraction — the calibration
presented by Morawiec (1999) will be improved. Using these patterns,
the work by Krieger Lassen et al. (1994) and Krieger Lassen (1996b) will
also be advanced through confirming the efficacy of their proposed ac-
curacy measure of the retrieved orientations and misorientaions.
This text proceeds as follows. Section 2.2 introduces the orientation
determination algorithm and the origins of the algorithm-induced ori-
entation error. In section 2.4.1, a bottom-up approach is taken to in-
vestigate the propagation of the error of the detected Kikuchi bands to
the retrieved orientation and misorientation. Throughout section 2.4.1,
the knowledge of the true quantities is required; therefore, the analyses
presented in this section can only be carried out using simulated pat-
terns. The simulated patterns and the parameters utilized throughout
this chapter are introduced in section 2.3. In section 2.4.2, the precision
of the retrieved orientation and misorientation is assessed through inves-
tigating the effect of their origin, i.e., the projection center imprecision.
The instrument-induced imprecision is considered in section 2.4.2.4. The
final section (section 2.4.3) is concerned with inferring a confidence re-
gion for the unknown true orientation and the unknown true misorienta-
tion, and thus inferring their accuracy (Chang et al., 1990; Krieger Lassen
et al., 1994). In this section, through using simulated patterns with
known true quantities, it will be demonstrated that the derived confi-
dence regions and accuracies are reliable.
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2.2 sources of orientation error
The crystallographic orientation (Randle and Engler, 2000) is a passive,
proper rotation (g) that rotates the standard, right-handed, Cartesian
coordinate system fixed on the specimen (OS) onto the standard, right-
handed, Cartesian coordinate system fixed on the crystal (OC), (figure 2.2).
1
23
4
5
OS
OP
OC
6
Figure 2.2: Three coordinate systems involved in the orientation retrieval from an
electron backscatter Kikuchi diffrcation pattern. — OP pattern coor-
dinate system, OS specimen coordinate system, OC crystal coordinate
system. 1 screen; 2 specimen; 3 crystal lattice; 4 Kikuchi band; 5 plane
trace; 6 projection center.
A crystal’s orientation can be retrieved from its EBSP. An EBSP com-
prises a collection of band-shaped features referred to as Kikuchi bands
(K-bands). A K-band is the gnomonic projection of the cones, which
diffract from the lattice plane. The center of projection coincides with
the point on the surface of the specimen, from which the EBSD signal
is emanated. The projection of the lattice plane is located within its
corresponding K-band.
Orientation retrieval from the two-dimensional EBSP entails a few in-
termediate steps: (1) localization of the traces of the lattice planes in
the pattern coordinate system (OP); (2) localization of the origin of the
crystal coordinate system (OC) in the pattern coordinate system (OP); (3)
finding the corresponding lattice plane normals in OC and OP, i.e. in-
dexing the pattern; (4) obtaining the rotation (Xt) that rotates the crystal
coordinate system to the pattern coordinate system; and (5) applying
a rotation (Y) that takes the pattern coordinate system to the specimen
coordinate system. Each of these steps induces an error in the retrieved
crystallographic orientation. This section presents the nature of these
errors.
12
The first source of orientation error is the detection error. The trace
of the lattice plane has no indication in the K-band; hence, it cannot
be detected: It must be deduced. There are several methods for plane
trace localization (Basinger et al., 2011b; Juul Jensen and Schmidt, 1991;
Krieger Lassen, 1994, 1996b; Maurice and Fortunier, 2008; Ram et al.,
2014; Wright and Adams, 1992). Among them, the classical two-dimensional
Hough-transform-based method (Krieger Lassen, 1994), which is most
widely used in standard EBSD software, is discussed here.
In this method, a K-band is perceived as a straight band with a con-
stant width. Hence, to detect the K-bands, a transform is devised that
gathers evidence for straight lines. The transform is a weighted, two-
dimensional Hough transform (2D WHT), which employs the normal
form of the equation of a straight line for parametrization (Illingworth
and Kittler, 1988; Kesidis and Papamarkos, 2000; Lo and Tsai, 1995;
Shapiro, 1996; Toft, 1996).
The transform space is a 2D discrete domain with θ ∈ [0,pi] and ρ ∈
[−R, R] as parameters. 2R is the length of the diagonal of the pattern.
Every point of the pattern is mapped to the transform space by
(xi, yi) 7→ ρ = bxi cos θ + yi sin θc. (2.1)
(xi, yi) are the pixel coordinates of the point in the pattern; and bc repre-
sents the floor function. Equation (2.1) maps every pixel of the pattern
to a quantized sinusoid in the transform space. A few sinusoids pass
through the point (θk, ρk). The 2D WHT at point (θk, ρk) in the trans-
form space is the sum of the intensities of the image pixels (xi, yi) that
lead to the sinusoids that pass through (θk, ρk). Note that the 2D HT
is applied to binary images, in which the intensity of all the non-zero
pixels is one. The 2D WHT, in contrast, is applied to gray-scale images.
Thus, in 2D WHT space, the quantized sinusoid of every pattern pixel is
weighted by the its intensity in the pattern.
The 2D WHT maps a K-band to a distinct, freestanding cluster of pix-
els in Hough space. This cluster is referred to as a K-cluster. As the trace
of the lattice plane has no indication in the K-band, it has no indication
in the K-cluster; hence, it cannot be detected. Consequently, an algo-
rithm is devised for making a guess on the position of the plane trace.
In this algorithm, the transformed pattern is convoluted with a mask,
which resembles the shape and the size of a typical K-cluster. After
the convolution, the point within the K-cluster with maximum intensity
is taken to be corresponding to the plane trace (Krieger Lassen, 1994,
1996a,b). The so-determined point, in general, does not correspond to
the lattice plane trace. The reason is two-fold: first, the K-bands have
unknown asymmetric intensity distributions about the plane trace; and
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second, K-bands in an EBSP and consequently their K-clusters in Hough
space have different shapes and sizes, while the convolution mask is of
constant shape and size. Thence, the localized plane traces are accompa-
nied by error.
The next error enters the retrieved orientation when the 3D crystal is
reconstructed from its 2D projection. Knowing the plane trace, a line
that belongs to the lattice plane is known in the pattern frame (OP).
To describe the corresponding lattice plane in this frame, a point on
the lattice plane, which is not located on the pattern, is also required
to be known. The point where all the lattice planes meet (OC) can be
approximated by the pattern’s projection center (s). For an exhaustive
model for the geometry of diffraction e.g. (Krieger Lassen, 1994; Ram
et al., 2014; Randle and Engler, 2000; Schwarzer, 1997) can be consulted.
Once s is localized, the required information for the 3D reconstruction
of all the lattice planes, and hence the entire crystal, is provided. The
error in projection center, therefore, has a significant impact on the error
of the retrieved orientation. Nonetheless, localization of the projection
center proves to be very challenging.
There are a number of projection center localization methods, among
which the methods that only require a single pattern are discussed here.
In these methods, the projection center is the solution to an optimiza-
tion problem that uses three input parameters: the locality of the plane
traces; their corresponding Miller indices; and an educated guess for the
projection center (si). The projection center localization procedures will
be described in detail in section 2.4.1.2.
After plane trace and projection center localization, the next step is
obtaining the passive rotation (Xt) that carries the crystal frame (OC) to
the pattern frame (OP) (Mackenzie, 1957):
vt,i = Xtui. (2.2)
vt,i is a unit vector in the pattern frame; and ui is the same vector in
the crystal frame. To obtain Xt from equation (2.2), at least two vectors
must be known in each frame. Since the results of the pattern analysis
are the positions of the plane traces, the plane normals are used as the
required vectors. For an indexed pattern, the true plane normals (ui)
are known in the crystal frame. Through pattern analysis and projection
center retrieval, an estimate to the plane normal in the pattern frame
(vd,i) can be obtained by
vd,i = ri,1 × ri,2. (2.3)
ri,1 and ri,2 are two independent vectors with their start point at the
projection center (s) and their end point on the i-th detected plane trace.
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Having a set of plane normals described in both the crystal frame and
the pattern frame, Xt can be estimated using a least-square approach. Xˆ
(the least-square estimate of Xt) is the rotation that minimizes the sum
of square error,
SSE(X) =
n
∑
i=1
|vd,i − vc,i|2
=
n
∑
i=1
(2− 2 vTd,i vc,i),
(2.4)
where
vc,i = Xˆui. (2.5)
Minimizing SSE(X) is in fact equivalent to maximizing the sum over
the cosines of the angular distances between pairs of detected vectors
and corresponding recalculated vectors, (vd,i,vc,i), both described in the
pattern coordinate system (Mackenzie, 1957; Stephens, 1979).
This problem has a unique analytical solution:
Xˆ = O2OT1 , (2.6)
which is obtained by a modified singular value decomposition (SVD):
UnVTn = O1ΛO
T
2 (2.7)
(Chang, 1986; Mackenzie, 1957; Stephens, 1979). In equation (2.7), Vn
is a 3× n matrix composed of vd,i as its columns; Un is a 3× n matrix
with ui as its columns; O1 and O2 are orthogonal matrices with unit
determinant; and Λ is diag(λ1,λ2,λ3) with λ1 ≥ λ2 ≥ |λ3|.
Up to this point, the crystal coordinate system (OC) has been taken to
the pattern coordinate system (OP). Another rotation (Y) is required to
take the pattern coordinate system (OP) to the specimen coordinate sys-
tem (OS). This rotation is approximated by the stage’s nominal param-
eters. It is assumed that the specimen coordinate system and the stage
coordinate system coincide. It has been shown that 1◦ unaccounted in-
clination can lead to up to 3◦ error in orientation (Nolze, 2007). For a
thorough study of the error in Y, its effect on the retrieved orientation,
as well as a correction method, see (Nolze, 2007). In the present article,
the true Y is assumed to be known; hence, its effect is not studied.
2.3 patterns and parameters
The simulated patterns utilized in this chapter are based on the dynami-
cal theory of electron backscatter diffraction (Reimer, 1998; Winkelmann
et al., 2007). For pattern simulation, the simulation module implemented
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Figure 2.3: (a) One set of patterns used for most of this chapter consists of 55 pat-
terns with different crystal orientations. The black data points show
these specimen’s [001]-axis on the standard (001) stereographic trian-
gle of directions for a cubic crystal. The axis of rotation between any
two neighboring orientations is inside the (001) plane of the speci-
men coordinate system. The 55 orientations are obtained by near equi-
distance sampling of the triangle. The sampling is carried out so that
the misorientation between any sample point and its immediate neigh-
bors is almost 5◦; and each point has exactly eight immediate neigh-
bors. (b) The 2D grids used for the misorientation fidelity analysis. In
each row of the 2D grid, the two nearest neighbors are rotated with
respect to each other for β about the in-plane vertical axis. In column
of the 2D grid, the two nearest neighbors are rotated with respect to
each other for β about the in-plane horizontal axis.
in Esprit v1.9.3.3047 (Bruker Nano GmbH, Berlin, Germany) was em-
ployed.
Two sets of patterns were simulated — all with 1024 × 1024 pixels
dimensionality and 45◦ half capture angle. The first set was composed
of Silicon patterns in 55 different orientations. The underlying Kikuchi
sphere was calculated using 1202 reflectors and 20 kV accelerating volt-
age. The 55 orientations were obtained by a near-equidistant sampling
of the standard (001) stereographic triangle of directions for the cubic
crystal structure (Helming et al., 1998; Zambaldi and Raabe, 2010) (fig-
ure 2.3(a)). This sampling, results in a grid, over which: the angle of
rotation between any two neighboring orientations is almost constant
(5◦ here); the axis of rotation between any two neighboring orientations
is inside the (0 0 1) plane of the specimen coordinate system; and each
sample point has exactly eight nearest neighbors.
The second set of the simulated patterns contained patterns with smaller
true misorientations (figure 2.3(b)). These patterns filled a two dimen-
sional grid with the following characteristics. The orientations of the
patterns at the first row of the grid were obtained by rotating a crystal
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with [0, 0, 0] orientation in Bunge Euler angles about the in-plane vertical
axis for steps of β. The orientations of the next rows of the grid were
obtained by rotating each point of the first row about the in-plane hor-
izontal axis for steps of β. The result was a map, over which the true
angle of misorientation between each point and its four nearest neigh-
bors were identical (exactly β) and the misorientation between the points
increased with their distance on the map. Two 2D grids with β = 1 and
β = 2 were generated. In both grids, the misorientation between the first
and the last point of each row was 11◦; and the misorientation between
the first and the last point of each column of the grid was 4◦.
In order to bring the simulated patterns (Ps) closer to real EBSPs, they
were deteriorated by the following operation:
Pd = B ◦ R(Ps). (2.8)
Pd is the deteriorated simulated pattern; B is an operator that applies
a geometrical image transformation; R is an operator that applies an
intensity transformation; and ◦ denotes composition. R includes: (i) a
smoothing through convolving the image by a 9× 9 Gaussian template;
(ii) a Poisson noise of the amplitude 20; and (iii) an additive Gaussian
noise with a mean value of zero and a standard deviation of 10 (Cizmar
et al., 2008; Pinard et al., 2011). B is a barrel distortion, namely,
B : r 7→ r + αr3. (2.9)
r is the distance from the center of the EBSP, and α is assumed to be equal
to 10−7 (Mingard et al., 2011). The barrel distortion in the real patterns
is due to the image distortions caused by the optics of the camera.
The real patterns used for the instrument-induced misorientation pre-
cision investigation (section 2.4.2.4) were captured in a JEOL 6500 scan-
ning electron microscope with a field emission gun operating at 20 kV
accelerating voltage. The SEM was equipped with a Digiview 5 camera
and the EDAX/TSL OIM DC software (Version 6; EDAX, Draper, UT,
USA). No camera binning and no scan frame averaging was applied.
The resultant patterns were 946× 946 pixels in size with 12 bit depth.
Plane trace localization and indexing, i.e., ascribing Miller indices to
K-bands, were carried out using the EDAX OIM DC software. The uti-
lized parameters are presented in table 2.2. A series of Matlab routines
(Mathworks, Matick, MA, USA) and the Matlab-based MTEX toolbox
(Hielscher and Schaeben, 2008) were used for projection center retrieval,
orientation derivation, misorientation derivation, and fidelity analysis.
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Table 2.2: The parameters used for plane trace localization and projection center
and orientation retrieval as set in the OIM DC software.
Parameter Value
Reduced pattern size 240× 240 pixels
Hough resolution 0.25◦
convolution mask size 13× 13 pixels
Number of K-bands 10
2.4 results and discussion
2.4.1 Error
2.4.1.1 The error of the detected plane traces
The detection error (α) is here defined as the angle between the detected
plane normal and the true plane normal:
cos α = vd · vt. (2.10)
vd is the normal of the plane passing through the detected plane trace
and the projection center; and vt is the plane normal calculated using the
true orientation (vt = Xtui). α is, in fact, the angular error between the
true plane normal and the plane normal obtained through plane trace lo-
calization. It is equivalent to the plane trace localization error only when
the true projection center is used. Otherwise, it will contain the error in
the projection center as well as the error in the plane trace. Through-
out this article, α is invariably computed using the true projection center.
Through α, the following hypothesis is evaluated.
Hypothesis 1. The width of the K-band affects the error in the localized plane
trace.
To validate this hypothesis, a set of non-deteriorated simulated pat-
terns (Ps) were generated. To generate these patterns, the crystal orien-
tation was varied by a rotation around an axis parallel to the specimen
tilt axis, i.e., parallel to the horizontal pattern dimension. A few of these
patterns are shown in figure 2.4 (a–c). The ρ of the marked K-band in
these figures varies among these patterns, while its θ remains constant.
In such a geometry, when the angle between the plane normal and the
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Figure 2.4: The effect of the K-band width and the convolution mask size on the
plane trace localization error (α). (a–c) A few of the simulated patterns
with different specimen tilt angles. The horizontal K-band between
the dashed lines is examined. (d) The K-cluster corresponding to the
marked K-band in (a). wρ is the width of the K-cluster along the ρ–
axis. (e) The graph of the plane trace localization error (α) versus the
K-band width for four convolution mask sizes: 5× 5, 9× 9, 11× 11,
and 13× 13.
screen normal is pi/2, the plane trace passes through the pattern center
and the K-band width is minimal (figure 2.4 (b)). The K-band width
increases when the angular distance between the two normal vectors
decreases (figure 2.4 (a) and (c)).
As a K-band becomes wider, its corresponding K-cluster follows. Fig-
ure 2.4 (d) shows the K-cluster of the marked K-band and illustrates the
way that its width is measured. The width of the K-cluster, which is mea-
sured along the ρ–axis, (wρ) is defined as the ∆ρ between the two points
with the lowest 2D WHT value on the opposite sides of the K-cluster
(figure 2.4(d)).
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As explained in section 2.2, plane trace localization is not performed
on the original K-cluster; it is carried out on the K-cluster altered by the
convolution of the transformed pattern with a convolution mask, the
size of which can vary. Therefore, it is the combined effect of the K-band
width and the convolution mask size that affects the localization error.
Figure 2.4 (e) shows the plane trace localization error (α) for the marked
horizontal K-band tracked in the simulated patterns with varying spec-
imen tilt angles, i.e., varying K-band widths. The plane trace localiza-
tion error is plotted versus the K-band width for four convolution mask
sizes: 5 × 5, 9 × 9, 11 × 11, and 13 × 13 pixels. Evidently, in all four
cases, the plane trace localization error is correlated with the K-cluster
width, i.e., the K-band width. However, the trend varies with the size
of the mask. The mask with the smallest size, which is invariably sig-
nificantly smaller than the K-cluster width (8 ≤ wρ ≤ 11), leads to the
largest plane trace localization error among the four masks. α5×5 in-
creases when ∆w = (wρ − 5) increases. In the curve corresponding to
the 9× 9 mask, there is a minimum. The minimum occurs at the point
where wρ becomes equivalent to the mask size. When wρ becomes larger
than the mask size, α9×9 rapidly increases. α11×11 is equal to α9×9 up
to the point where wρ = 9. When the K-cluster width increases, α11×11
decreases; at wρ = 11, α11×11 reaches its minimum. The convolution
mask of size 13× 13 behaves analogous to the one of size 11× 11.
If the two-dimensional weighted Hough transform (H(ρ, θ)) is ob-
tained on the line parallel to the θ axis through the center of the K-cluster,
it is seen that at θ = θcenter±wρ/2, H(ρ, θ) is only 1% lower than H(ρ, θ)
at the center. Therefore, the size of the convolution mask is invariably
far less than the size necessary for capturing the variation of 2D WHT
on the k-cluster along the θ axis. Hence, the variation in wθ does not
affect the localization error.
In summary, the relation between the size of the convolution mask
and the K-band width significantly affects the plane trace localization
error. In order to minimize the error, the size of the convolution mask
has to be equal to or larger than the width of the K-cluster along the
ρ–axis.
In an EBSP, the K-bands belonging to different reflector families have
different widths. The K-bands of one reflector family also differ in width
because an EBSP is a polar gnomonic projection. Nevertheless, the classi-
cal plane trace detection algorithm uses a convolution mask of constant
size and treats all the K-clusters equally. According to figure 2.4 (e),
when the size of the mask is larger than or equal to the width of the
K-cluster (wρ), the plane trace localization error (α) is independent of
the mask size, whereas when it is smaller than wρ, the plane trace lo-
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calization error (α) increases when the difference between the mask size
and the K-cluster width (∆w = wρ − wmask) increases. Therefore, with
a constant convolution mask size, for the most accurate localization, the
size of the convolution mask must be equal to or larger than the width
of the widest present K-cluster that is used for further analysis.
The reader should be aware that the simulated patterns examined here
do not contain the angular anisotropy of backscatter electron diffraction.
This phenomenon materializes as asymmetry in the intensity profile of
a K-band and makes one side of the K-band to appear brighter than the
other side (Fultz and Howe, 2008; Williams and Carter, 2009; Winkel-
mann, 2008, 2009). The phenomenon is termed the excess-deficiency
effect. The classical 2D WHT-based plane trace localization algorithm
does not account for asymmetry; therefore the author expects the plane
trace localization error, and consequently, the orientation error, for real
patterns to be larger than what is reported in this chapter.
2.4.1.2 The error of the retrieved projection center
Up to this point, it has been assumed that the true projection center is
known, which is not the case for real EBSPs. There are several methods
for localizing the projection center. Among these methods, there are two
that only require a single captured pattern as input. Both methods are
based on an optimization problem defined as
minimize F(s);
subject to s ∈ V. (2.11)
s ∈ R3 is a vector in the pattern coordinate system that defines the pro-
jection center. For all s in V, correct indexing — that is, ascribing correct
Miller indices to the detected K-bands — is achieved (Krieger Lassen,
1994; Krieger Lassen N. C. and Krieger Lassen, 1999). The difference be-
tween the two projection center localization algorithms is their objective
function (F). The first objective function (F1) is defined as
F1 =
1
N
n
∑
j=1
n
∑
i=1
|vTd,ivd,j − uTi uj|2. (2.12)
This objective function measures the difference between the detected
interplanar angles and the corresponding interplanar angles expected
from the crystal structure.
The second objective function (F2) is defined as
F2 = 1− 1N
n
∑
i=1
|(vTd,ivc,i)|. (2.13)
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Figure 2.5: The objective functions (F1 and F2) of the optimization schemes used
for projection center localization. (a) The deteriorated simulated
backscatter Kikuchi diffraction pattern that is used as input. (b) The
isosurfaces of F1(s). (c) The isosurfaces of F2(s). Slices through F1(s)
(black) and F2(s) (red). All three slices pass through the global min-
imum of Fi(s), which is located at the center of the isosurfaces and
deviates from the true projection center. The pattern is 1024× 1024
pixels in size; and the half capture angle is 45◦ . The difference be-
tween the values of the objective function of the contiguous contour
lines is constant. Both of the objective functions are scaled to a range
between zero and one.
F2 measures the angular deviation of the detected normal vectors (vd,i)
and their corresponding normal vector recalculated using the retrieved
orientation (vc,i = Xˆui).
The efficacy of an optimization algorithm hinges upon its objective
function’s behavior. The two objective functions are depicted in fig-
ure 2.5. To generate these figures, 10 reflectors present in the simu-
lated pattern shown in figure 2.5 (a) were used. The pattern size was
1024× 1024 pixels and the half capture angle was 45◦. s was varied in
steps of 1 pattern pixel in all three dimensions. For each new s, the
plane normals were calculated using the detected plane traces and the
new projection center. F1(s) and F2(s) were then computed. To compare
the two functions, they were both scaled to a range between zero and
one.
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Figure 2.5(b-c) display the isosurfaces of the two functions. In both
cases, the isosurfaces are concentric ellipsoids, which are centered at
the global minimum. The orientation of the ellipsoid depends on the
arrangement of the detected plane normals. Although the isosurfaces
have not been mentioned in the original work that suggested the de-
scribed optimization scheme using F1 (Krieger Lassen N. C. and Krieger
Lassen, 1999), they are clearly visible in the slices of the objective func-
tion presented in (Krieger Lassen N. C. and Krieger Lassen, 1999) close
to the global minimum.
Figure 2.5 (d–f) depict three of the slices (cross-sections) of Fi that
pass through the global minimum. These slices are normal to the x-,
y-, and z-axis of the pattern coordinate system respectively. On each
slice, the drawn ellipses are the contour lines of the objective functions.
The difference between the Fi-values of every pair of successive contour
lines is constant; and the contour lines cover all the Fi values on that
slice. As seen in these figures, the gradient magnitude decreases with
the decrement of the distance from the center of the ellipsoids (i.e., the
distance between the contour lines increases). In 3-D space, there is a
region, surrounding the global minimum, inside which the gradient of
Fi(s) is substantially smaller than the rest of the space. In other words,
Fi(s) is shallow around its global minimum.
If the true plane normals are used as input (in case of exact plane
trace detection), the ellipsoids are centered at the true projection center.
An error in the detected plane traces shifts the global minimum of both
of the objective functions away from the true projection center. Our
investigations show that 0.25◦ error in the θ value of only one of the
detected plane traces displaces the global minimum away from the true
projection center for almost 2 pixels in a 1024× 1024 pixels pattern with
512 pixels specimen to screen distance. Note that, in a pattern, different
detected plane normals deviate from their true counterparts in different
directions; thus, the errors that they induce in the retrieved projection
center do not necessarily add up.
figure 2.6(a) and (b) display the error of the retrieved projection center
for the fifty-five deteriorated simulated patterns when respectively F1
and F2 are used. The error (es) is defined as the Euclidean distance be-
tween the retrieved projection center and the true projection center. The
results show that both objective functions lead to almost the same projec-
tion center error, namely, between 0.4% and 1% of the pattern width. F2,
which is also referred to as the fit parameter, is computationally more
costly. Since this function uses the recalculated plane normal vectors
(vc,i) as input, it requires the orientation estimate (Xˆ) to be known. As a
result, at each new s, a new orientation must be obtained before F2 can
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be computed. With this extra refinement, a better efficacy is expected
from this function. However, the results presented in figure 2.6 shows
that it has no advantage over F1. Nevertheless, since the OIM DC soft-
ware employs the fit parameter (F2) for projection center localization,
hereinafter, the projection center is obtained using F2.
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Figure 2.6: (a, b) Error in the retrieved projection center (es) versus the crystal ori-
entation. The error is defined as the Euclidean distance between the
true projection center and the projection center retrieved using (a) F1
and (b) F2. (c, d) The Euclidean distance (ds) between the retrieved
projection centers and their center of mass for: (c) F1-based retrieved
projection centers and (d) F2-based retrieved projection centers. The
maximum distance among the 55 patterns is taken as the precision of
the retrieved projection center. es and ds are both reported in percent-
age of pattern width.
Hypothesis 2. The projection center error correlates with the plane trace local-
ization error.
Let αp be the arithmetic mean of the plane trace localization error of
the detected plane normals of the K-bands used for orientation determi-
nation:
αp =
1
n
n
∑
i=1
|αi|. (2.14)
With hypothesis 2, the answer to the following question is sought: Does
a higher mean plane trace localization error (αp) result in a higher pro-
jection center error?
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Figure 2.7 (a) and (b) respectively show the mean plane trace detec-
tion error (αp) and the projection center error (es) for the fifty-five deteri-
orated simulated patterns (Pd). The patterns are sorted based on their αp
value. The patterns with identical αp-values are sorted based of their es-
value. A comparison between the projection center error (es in figure 2.7
(b)) of the patterns with the same mean angular plane trace localization
error (αp in figure 2.7 (a)) suggests that there is no correlation between
these two scalar error types. Therefore, hypothesis 2 is not valid. Care
has to be taken that throughout this text the plane trace localization error
(α) is always computed with the true projection center.
2.4.1.3 The error of the retrieved orientation
The orientation error (Eo) is in essence the misorientation between the
true orientation (Xt) and the retrieved orientation (Xˆ):
Eo = XˆX−1. (2.15)
As a rotation, the orientation error has two components: the error axis
and the error angle (eo). The conclusions drawn in this article are based
on the angular orientation error (eo) unless otherwise stated.
The crystallographic orientation varies the relation of the K-bands’ cor-
responding plane normals with the pattern normal. This variation leads
to a change in the width and the intensity profiles of the K-bands, which,
as demonstrated in section 2.4.1.1, results in the variation of the plane
trace localization error. Therefore, orientation affects the orientation er-
ror through the variation of the error in the detected plane normals (vd,i).
The error in vd,i originates from two sources: the error in projection cen-
ter, and the error in localized plane traces. First, it will be assumed that
the true projection center is known in order to validate the following
hypothesis.
Hypothesis 3. The orientation error correlates with the plane trace localization
error.
Figure 2.8 (c) and (d) show the orientation error (eo) versus the mean
plane trace localization error (αp) for the fifty-five simulated patterns be-
fore and after deterioration. The orientation error (eo) is the angular de-
viation of the retrieved orientation from the true orientation. Examples
of the patterns are presented in figure 2.8 (a) and (b). As these graphs
suggest, there is no correlation between the orientation error and the
mean plane trace localization error. In other words, patterns with equal
mean plane trace localization error can differ up to 0.5◦ in orientation
error. Therefore, hypothesis 3 is not valid.
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Figure 2.7: (a) The mean plane trace localization error (αp) for the 55 indepen-
dent diffraction patterns of different orientations. (b) The error in the
projection centers obtained using the F2 objective function (es) for the
55 independent diffraction patterns of different orientations. es is re-
ported in percentage of pattern width. (c) The orientation error (eo) for
the 55 independent diffraction patterns of different orientations. The
patterns are sorted in the ascending order of their αp. The patterns
with identical αp-values are sorted in the ascending order of their es.
αp, es, and eo are rounded to the nearest tenth.
The reason for this observation is that both the direction and the mod-
ulus of the plane normal error are responsible for the orientation error.
For a constant plane trace localization error (αi), there is infinite number
of ways to place vd,i around vt,i. Therefore, patterns with identical mean
plane trace localization error (αp) can have different orientation error.
Figure 2.8 (e) and (f ) depict the orientation error (eo) against orien-
tation respectively before and after pattern deterioration. The results
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Figure 2.8: (a–b) Examples of the simulated patterns. (c–d) Orientation error (eo)
versus mean plane trace localization error (αp). (e–f) Orientation er-
ror (eo) versus orientation. (a,c, and e) without pattern deterioration;
(b,d, and f) with pattern deterioration. The true projection center is
used both for mean plane trace localization error derivation and for
orientation error derivation.
show that the maximum orientation error (eo) induced by plane trace
localization error is about 0.7◦ regardless of the presence of pattern dete-
rioration. The comparison between figure 2.8 (e) and (f) shows, however,
that deterioration increases the average orientation error (eo). Therefore,
although the pattern size is reduced to a quarter of its original size by
averaging prior to applying the 2D WHT, deterioration in some orienta-
tions still increases the orientation error.
Figure 2.9 (a) shows the overall error in orientation (eo). eo is the re-
sult of the combination of the error in plane trace (αp) and the error in
projection center (es). For each pattern, the projection center is obtained
by minimizing the fit parameter, i.e., F2 is used as objective function; and
the orientation is derived using the Mackenzie formula (equation (2.6)).
According to figure 2.9 (a), the orientation error, eo, varies with orienta-
tion; and it does not exceed 0.7◦.
Hypothesis 4. The orientation error correlates with the projection center error.
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Figure 2.9: The orientation error (eo)
versus the crystal orienta-
tion for the fifty-five dete-
riorated simulated patterns
(Pd). The projection center
for each of the fifty-five pat-
terns is obtain through the
fit-parameter-based optimiza-
tion algorithm.
figure 2.7 shows the mean
plane trace detection error (αp),
the projection center error (es),
and the orientation error (eo) for
the fifty-five deteriorated simu-
lated patterns (Pd). Comparing
the orientation error of the pat-
terns with identical mean detec-
tion error reveals that eo and es
are not correlated. For two pat-
terns with equivalent mean plane
trace localization error (αp) and
equivalent projection center error
(es), the orientation error (eo) can
differ by 0.4◦. Hence, hypothe-
sis 4 is not valid.
2.4.1.4 The error of the retrieved
misorientation
The misorientation error is the misorientation between the true misori-
entation and the retrieved misorientation.
Hypothesis 5. The misorientation error correlates with the misorientation.
Figure 2.10(a) shows the angular misorientation error against the true
misorientation. All pairs of the fifty-five deteriorated simulated patterns,
and some randomly selected pairs of the 2D grids with true misorienta-
tions below 3◦ are used to generate this graph. Each pattern’s projection
center is determined independently using the fit-parameter-based algo-
rithm. It is important to note that the true misorientation is not evenly
distributed among the pattern pairs (figure 2.10(b)).
The histogram of the misorientation error of the utilized pattern pairs
is displayed in figure 2.10(c). As the histogram suggests, the misorienta-
tion error is between zero and 1.6◦ with 85% of the data being concen-
trated between 0.2◦ and 1◦.
Figure 2.10(a) is also the 2D histogram of the misorientation error and
the true misorientation. Each column of this graph is the histogram of
the misorientation error for the true misorientations within the limits of
that column. Likewise, each row of this diagram is the histogram of
the true misorientations for the misorientation errors within the limits
of theat row. As this diagram demonstrates, there is no correlation be-
tween the misorientation error and the misorientation: hypothesis 5 is
not valid.
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Figure 2.10: (a) The misorientation error versus the true misorientation angle. The
misorientation error is defined as the angle of misorientation between
the true misorientation and the retrieved misorientation. All pat-
tern pairs of the fifty-five deteriorated simulated patterns and some
randomly selected pattern pairs of the 2D grids with true misorien-
tations smaller than 3◦ are used to generate this graph. For each
pattern, the projection center is obtained independently using the F2-
based algorithm. The graph in (a) is also the 2D histogram of the
true misorientation and the misorientation error. The gray level of
each cell of the drawn grid shows the number of the data points in-
side that cell. The cell with the darkest color contains 60 data points.
Each column of cells is the histogram of the misorientation error for
the true misorientations inside the limits of that column. Each row of
cells is the histogram of the true misorientation for the misorientation
error within the limits of that row. The presence of a dot in the mid-
dle of one cell shows that there is at least one data point in that cell.
(b) The histogram of the true misorientations of the patterns used for
generating the graph in (a). (c) The histogram of the misorientation
error of the patterns used to generate the graph in (a). (d) The his-
togram of the difference between the true misorientation angle and
the retrieved misorientation angle (τ = (true misorientation angle -
retrieved misorientation angle)). Note that the misorientation error
plotted in (a) and (c) is different from τ. For illustrative purposes,
the misorientation error is rounded to the nearest tenth, and the true
misorientation is rounded to the nearest whole number. 1520 pairs
of deteriorated simulated patterns are used to generate this graph.
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2.4.2 Precision or resolution
The precision of an estimated quantity, which is the maximum dimen-
sion of the confidence region of the estimated quantity, becomes the
fidelity measure of the estimated quantity if two conditions hold true:
(1) there is no information about the true quantity and (2) the true quan-
tity is inside the confidence region of the retrieved quantity. If condition
(2) does not obtain, then precision does not provide any information
about the true quantity. It only shows the level of the persistence of
the retrieval algorithm against its replication. It must be noted that the
resolution of a measurement technique or a retrieval algorithm is the
same as its precision. Hence, resolution and precision can be used inter-
changeably.
2.4.2.1 The precision of the retrieved projection center
The precision of the obtained projection center can be defined in a vari-
ety of ways. Here, the following approach is taken. The true projection
centers of each and every of the fifty-five deteriorated simulated pat-
terns introduced in section 2.3 is located at 50% of the pattern width in
all three dimensions. Ideally, their retrieved projection centers must also
be identical. However, since the present K-bands are different from one
pattern to another, and each K-band is accompanied by its own detection
error, the retrieved projection centers have a finite difference. Neverthe-
less, all of the 55 retrieved projection centers are equally correct in the
sense that they all leads to the best possible description of the respective
underlying pattern by fulfilling equation (2.11). In other words, there
is a region with finite dimensions in R3, inside of which every point is
a correct projection center. This region is the confidence region of the
estimated projection center. Here, it is assumed to be a sphere centered
at the center of mass of the 55 retrieved projection centers. Its radius
(the projection center precision) is taken to be the maximum Euclidean
distance (ds) between the 55 retrieved projection centers and their cen-
ter of mass: It is 0.6% of pattern width according to figure 2.6 (c) and
(d), which respectively correspond to F1 and F2. The ramification of this
imprecision is that there is a finite region in orientation space, in which
every orientation is equally correct. In other words, the imprecision in
projection center induces imprecision in orientation.
The center of mass of the retrieved projection centers is 0.6% of the
pattern width away from the true projection center in both F1- and F2-
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based cases 1. This shows that the true projection center is not inside the
confidence region of the estimated projection center, which makes the
precision of the estimated projection center ineffectual.
2.4.2.2 The precision of the retrieved orientation
The concept of the error, the accuracy and the precision of a quantity
becomes much more comprehensible if they can be visualized. In case
of an orientation or a misorientation, these measures are small rotations
— It will be shown that they remain below 2◦. For such small rotation,
the moving exponential parametrization due to Chang et al. (1990) pro-
vides a means for visualization through representing a small rotation as
a vector. In the exponential parameter space, a rotation is represented
by a three-vector (h ∈ R3). This vector is another representation of
the rotation matrix H, which stands for ‖h‖ radians rotations about the
h/‖h‖ axis. This space is non-linear with respect to the rotation angle.
However, for small rotations, linearity is a valid assumption.
In section 2.4.2.1, it was shown that the precision of the retrieved pro-
jection center is 0.6% of the pattern width. This precision leads to impre-
cision in orientation. In other words, for each pattern, there is a finite
region in the orientation space, in which every orientation is equally cor-
rect. This region is the confidence region of the estimated orientation.
Its maximum dimension defines the precision of the estimated orienta-
tion as well as the resolution of the orientation retrieval algorithm. As
was alluded to, the precision or resolution of an estimated orientation is
effective only if it provides information about the true orientation.
Hypothesis 6. The true orientation is located inside the confidence region of
the estimated orientation.
In the OIM DC software, when an orientation map is acquired, the
projection center is not obtained for each pattern separately. Instead, the
following procedure is carried out. (1) A pattern (P1) at the approxi-
mate center of the SEM image is captured; (2) the optimization-based
projection center (s1) is determined for this pattern; (3) this projection
center is used to obtain the projection centers of all the other points of
the grid based on their relative positions with respect to the point on
the specimen that emanates P1. In this way, when an orientation map
is acquired, a fixed error in projection center, namely, the error in s1, is
assumed for all the patterns. As a result, the imprecision in projection
center, and hence in the retrieved orientations, cannot be captured by
1 It is purely accidental that the precision of the projection center and the distance between the
center of mass of the retrieved projection centers and the true projection center have come to
the same figure: 0.6%. The two have no correlation.
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acquiring only one map. Rather, the same map has to be acquired must
be computed for all different possible retrieved projection center.
Here, the orientation imprecision induced by the projection center im-
precision is studied by making a grid filled with the fifty-five deterio-
rated, simulated patterns (Pr) and computing an orientation map over
the grid 55 times. Each time, one of the 55 patterns was used for the
projection center determination. To obtain the orientation precision for
each pattern, the mean of the 55 orientations obtained for that pattern
is computed. The mean orientation is defined as the normalized mean
of the corresponding quaternions (Humbert et al., 1996; Prentice, 1986).
The maximum angle of misorientation between the mean orientation
and the fifty-five retrieved orientations is obtained and is considered as
the precision of the retrieved orientation. The results are shown in fig-
ure 2.11 (a). According to this graph, the algorithm-induced orientation
precision is 0.6− 0.8◦. Note that the orientation precision reported here
is for a specific set of parameters (table 2.2).
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Figure 2.11: (a) The orientation precision versus the crystal orientation for the
fifty-five deteriorated simulated patterns (Pd). For each pattern, the
precision is defined as the following. 55 orientations are obtained
for this pattern. Each orientation is the result of using one of the
55 fit-parameter-based projection centers. Next, the mean of the re-
trieved orientations is obtained. The maximum angle of misorienta-
tion between the mean orientation and the 55 retrieved orientations
for this pattern is considered as the orientation precision for this pat-
tern. (b) The orientation precision versus the angle of misorientation
(θO) between the true orientation and the mean of the 55 retrieved
orientations of each pattern.
In figure 2.11 (b), for each pattern, its orientation precision and the
angle of misorientation (θO) between its mean retrieved orientation and
the true orientation is plotted. As this plot suggests, the true orienta-
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tion is almost invariably inside the confidence region of the estimated
orientation: hypothesis 6 is valid.
2.4.2.3 The precision of the retrieved misorientation
Since the misorientation imprecision is the result of the orientation im-
precision, and the orientation imprecision is the result of the imprecision
in projection center (s), misorientation precision is reduced to the answer
to the following question. If an orientation map is acquired twice using
two equally correct projection centers (s1 and s2), would the misorienta-
tion of two points in the first map and the misorientation of the same
two points in the second map be different? If yes, if the map is ac-
quired several times, each time with a different projection center chosen
from the estimated projection centers confidence region, how large is the
maximum deviation of the estimated misorientations from their mean?
In other words, how large is the confidence region of the estimated mis-
orientation.
Here, this questions is answered by obtaining the misorientations be-
tween all pairs of the fifty-five deteriorated simulated patterns. For each
pattern pair, the misorientation is obtained 55 times, each time with one
of the equally-correct 55 retrieved projection centers. Misorientation pre-
cision is defined as the maximum misorientation angle between the 55
thus obtained misorientations (corresponding to 55 projection centers)
and their mean. The mean misorientation is the normalized mean of the
corresponding quaternions (Humbert et al., 1996; Prentice, 1986).
The minimum misorientation between the pattern pairs resulting from
the fifty-five deteriorated simulated patterns is about 4◦. In order to ob-
tain the misorientation precision for smaller true misorientation angles,
the 2D grids introduced in section 2.3 (figure 2.3(b)) were also examined.
For each grid, as in an EBSD experiment, the projection center was ob-
tained using one of the patterns of the grid; and an orientation map was
obtained using the resultant projection center. The map was acquired
eight times, each time using an independent projection center obtained
using a randomly selected pattern. The orientation maps were acquired
using the EDAX OIM DC software. The true projection centers of all
the utilized patterns were at 50% of the pattern width in all three dimen-
sions. Therefore, the projection center obtained using any of the patterns
was a correct projection center for all the other patterns (section 2.4.2.1).
Figure 2.12 (a) shows the histogram of the true misorientations of
the pattern pairs used for the misorientation precision investigation. A
range of misorientations between 1◦ and 55◦ is covered. The histogram
of the misorientation precision is depicted in figure 2.12 (b). According
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to this histogram, the misorientation precision remains below 0.2◦. This
means that if the mean misorientation of a pattern pair is placed at the
origin of the exponential parameter space, then all the small rotations
that take the mean misorientation to one of the 55 retrieved misorienta-
tions obtained for this pattern pair are contained in a sphere centered
at the origin of the exponential parameter space, which has a radius of
maximum 0.2◦.
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Figure 2.12: (a) The histogram of the angles of the true misorientations between
all the pattern pairs used for misorientation precision investigations.
(b) The histogram of the misorientation precision. (c) The histogram
of the angle of misorientation (θ) between the true misorientation
and the mean retrieved misorientation. (d) The histogram of the an-
gle of the true misorientation minus the angle of the mean retrieved
misorientation. (e) The misorientation precision against θ for all the
pattern pairs. In 94% of the cases, the true misorientation is outside
the confidence region of the retrieved misorientation of a pattern pair.
(f) The 2D histogram of the true misorientation and θ. The gray level
of each cell of the drawn grid shows the number of the data points
within that cell. Each column of cells is the histogram of θ for the true
misorientations inside the limits of that column. Each row of cells is
the histogram of the true misorientation for the θ-values within the
limits of that row. The presence of a dot in the middle of one cell
shows that there is at least one data point in that cell.
Hypothesis 7. The true misorientation is located inside the confidence region
of the estimated misorientation.
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The confidence region of the retrieved misorientation is effective only
if the true misorientation is inside this region. Otherwise, this confidence
region would contain a set of misorientations that all are erroneous.
As the histogram in figure 2.12(c) suggests, the angle of misorientation
θ between the mean retrieved misorientation and the true misorientation
could be as high as 1.2◦. The histogram of the difference between the an-
gle of the mean misorientation and the angle of the true misorientation
is plotted in figure 2.12 (d). It shows that the retrieved misorientation
angle is half the time smaller than the true misorientaion and half the
time larger: there is no bias.
Figure 2.12(e) shows the radius of the estimated misorientation’s con-
fidence region, i.e., the estimated misorientation’s precision, as well as
the angle of misorientation (θ) between the true misorientation and the
mean of the retrieved misorientation. The data in figure 2.12 is sorted
in the ascending order of θ. According to this figure, in 94% of the pat-
tern pairs (i.e., 1392 pattern pairs), the true misorientation is outside the
confidence region of the retrieved misorientation.
In other words, the probability that the confidence region of the esti-
mated misorientation (i.e, the region containing all the retrieved misori-
entations of a pattern-pair) contain the true misorientation is only 6%—
in 94% of the cases, the true misorientation will not be retrieved; it will
be more than 0.2◦ rotated with respect to the mean retrieved misorien-
tation. Hence, hypothesis 7 is not valid. Therefore, the misorientation
precision, which is the resolution of the misorientation retrieval algo-
rithm does not provide any information about the true rotations in the
material. Note, however, that this finding is irrespective of the extent of
the misorientation angle, which is the subject of the next hypothesis.
Hypothesis 8. The deviation of the mean retrieved misorientation from the
true misorientation is smaller at smaller true misorientation angles.
Figure 2.12(f) shows the 2D histogram of the angle of misorientation
(θ) between the true misorientation and the mean of the retrieved misori-
entation against the angle of the true misorientation for all pattern pairs
of the fifty-five deteriorated simulated patterns as well as all the pattern
pairs of the 2D grid with 1◦ and 2◦ true misorientation. According to this
histogram, there is no correlation between θ and the true misorientation:
hypothesis 8 is not valid.
The implication of this result is that the relative misorientation error
is larger for smaller misorientations. This is particularly significant, for
example, for geometrically necessary dislocation (GND) calculations.
Now that it is know that the misorientation error is not smaller at
smaller misorientations, the next question would be if a constant true
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Figure 2.13: (a) The histogram of the retrieved misorientations of a 2D grid with
the constant true misorientation (β = 1◦). The orientation map over
the grid is obtained eight times. Each time, out of the patterns of
the grid, one pattern is randomly selected. This pattern is used for
projection center determination; and the misorientations of all the
pattern pairs is retrieved using this projection center. Each row of
this plot is the histogram of the angle of the retrieved misorientations
of all the pattern pairs using one of the 8 projection centers. The gray
level of each cell depicts the number of the data points located within
that cell. The presence of a dot in the middle of one cell shows that
there is at least one data point in that cell. (b) The same as (a) with
the difference that β = 2◦.
misorientation, between different orientations, is retrieved as a constant
misorientation.
Hypothesis 9. An orientation map, over which the true misorientation is con-
stant is retrieved as an orientation map, over which the estimated misorientation
is constant.
Figure 2.13 (a) shows the histogram of the retrieved misorientations of
a 2D grid with 1◦ constant true misorientation (section 2.3). Figure 2.13
(b) shows the same for a grid with 2◦ constant true misorientation. Each
row of these graphs is the histogram of the retrieved misorientations of
the grid using a projection center obtained from a randomly selected pat-
tern. As these graphs show, a map, over which the true misorientation is
constant, is measured as a map, over which there is up to 0.7◦ variation
in misorientation angle. Therefore, hypothesis 9 is not valid. This is the
direct result of the fact that the same error in projection center does not
translate to the same error in the orientation of two patterns with differ-
ent orientations; therefore, the resultant misorientation remains neither
constant nor equal to the true misorientation.
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2.4.2.4 The instrument-induced phantom misorientations
The misorientation precision, which was taken into consideration up to
this point was the one induced by the orientation retrieval algorithm.
As far as the algorithm is concerned, in the orientation map of a perfect
single crystal with identical patterns, the retrieved misorientations must
remain zero regardless of how erroneous the projection center is. In
other words, a map over which the true misorientation is zero must be
retrieved as a map over which the misorientation is zero. However, up to
0.5◦ misorientation has been observed in a perfect single crystal (Demirel
et al., 2000; Godfrey et al., 2006; Wilkinson, 2001; Wright et al., 2011). To
investigate the origin of the non-zero misorientations, a perfect single-
crystal is measured. In this experiment, the surface of a silicon single
crystal was scanned with a 0.5− µm step size in 25k magnification. The
microscope and the detection algorithm parameters were the same as
those reported in section 2.3. A flat-field image was subtracted from
the patterns. This image was acquired by rotating the tilted stage about
its normal axis for pi and acquiring as many frames as possible during
the rotation. It was subtracted from all the patterns. The maximum
measured misorientation was 0.2◦.
Hypothesis 10. The measured misorientation in the single crystal experiment
is the result of true crystal rotations.
In the single crystal experiment, all parameters are constant except
the pattern. The observed variation in orientation may be the result of
the variation in true orientation as a result of, for example, the imper-
fection of the single crystal. To evaluate this hypothesis, lattice rota-
tions were measured using the cross-correlation-based relative lattice ro-
tation determination method as implemented in CrossCourt3 software
(v.3.2.4884.27831; BLG Productions Ltd., UK). The results showed that
the orientation spread over the measured area remains below 0.02◦, which
is reported as the orientation precision of the cross-correlation-based
method (Wilkinson and Randman, 2010). Hence, the true orientation is
constant over the scanned area. In other words, the measured misori-
entation is not the result of true crystal rotations: hypothesis 10 is not
valid.
Hypothesis 11. The measured misorientation in the single crystal experiment
is the result of slight localized intensity variations among the patterns.
Consider the two patterns in figure 2.14 (a) and (b). They are the
results of the single-crystal experiment and are acquired at two points
that are 2 µm apart. Their cross-correlation-based misorientation is 0.03◦,
however, their 2D WHT-based misorientation is 0.2◦. Examination of the
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detected reflectors of these two patterns (figure 2.14 (c) and (d)) shows
that their detected reflector sets are not identical. The K-band that is
delineated by green lines in figure 2.14 (b) is not present in the detected
reflectors set of the pattern in figure 2.14 (a), and the K-band that is
delineated by red lines in figure 2.14 (a) is not present in the detected
reflectors set of the pattern in figure 2.14 (b). Each one of these detected
bands has its own error, and creates a distinct arrangement of detected
K-bands. As a result, two spots with identical true orientations are as-
signed retrieved orientations that differ by up to 0.2◦.
The reason for the different reflector sets is that the two patterns are
locally, slightly different in intensity. To derive an orientation from a
pattern, the detected convoluted K-clusters are sorted based on their
maximum intensity. To choose the K-bands utilized for orientation de-
termination, an upper bound is set for the number of the K-bands, and
a lower bound is set for the intensity of the convoluted K-cluster. When
there are two convoluted K-clusters with relatively close maximum in-
tensities that are close to the fixed lower bound, slight variations in in-
tensity cause the algorithm to alternatively choose between these two
K-bands. A similar case occurs when the intensity of one K-band is
close to the fixed lower bound. Such a band is alternatively included or
excluded from the detected reflectors set. The following question then
arises: What is the cause of the intensity variations?
In the single crystal experiment, the intensity variation may be due
to the specimen surface roughness. If that were true, then patterns ac-
quired at exactly the same spot must be identical and so must be their
retrieved orientations. An experiment was conducted to validate this hy-
pothesis. In this experiment, the magnification was increased to almost
450 k, and a scan was performed over a 10-nm line with a 1-nm step
size. Compared to the lateral spatial resolution of the EBSD technique,
which is above 10 nm, such a scan is identical to capturing the pattern
of a single spot several times at identical time intervals: here, 0.7 second.
The microscope and the detection algorithm parameters were identical
to the ones in section 2.3. The results show that although the true orien-
tation is constant, and the beam is practically fixed, the 2D WHT-based
algorithm still reports 0.1◦ orientation dispersion among these patterns.
The 2D WHT of two of these patterns are shown in figure 2.14 (e)
and (f). They are acquired at two spots that are 1 nm apart. In other
words, they are acquired from the same spot with 0.7 sec time difference.
Their detected reflector sets are identical; however, the positions of the
detected peaks of the K-clusters are not. The angular distance between
the plane normals of the two reflectors with their K-cluster enclosed in
a circle on both Hough transforms is 0.5◦. The mean angular distance
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Figure 2.14: The origin of orientation imprecision when the projection center and
the true orientation are constant. (a–b) Two EBSP’s with identical true
orientations. Their retrieved orientations differ by 0.2◦. The patterns
are acquired at two spots, which are 2 µm apart. (c) The Hough
transform of the EBSP in (a). (d) The Hough transform of the EBSP
in (b). The crosses in (c) and (d) depict the positions of the detected
peaks. The red rectangle in (c) encloses the peak that corresponds to
the K-band delineated in (a). This K-band is not among the detected
reflectors of the pattern in (b). The red rectangle in (d) encloses the
peak that corresponds to the K-band delineated in (b). This K-band
is not among the detected reflectors of the pattern in (a). (e–f) Hough
transforms of two EBSPs that are acquired at the same spot with
0.7 sec time difference. The normal vectors that correspond to the
peaks encircled in (e) and (f) differ 0.5◦ in direction. The retrieved
orientations are 0.1◦ different.
between the two detected reflector sets is 0.2◦ and the retrieved 2D WHT-
based misorientation between the two patterns is 0.1◦. This means that
there are local intensity differences between the two patterns. Therefore,
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even when the surface roughness is ruled out, the localized intensity
variations are not removed. The only possible remaining source of the
observed non-zero misorientation in the single crystal experiment could
be the electronic interferences, which cause the patterns to slightly differ
in intensity.
In summary, there are slight intensity variations from one pattern to
another caused by electronic interferences. The variations are not uni-
form over the pattern; they are localized. The 2D WHT-base plane trace
localization algorithm is sensitive to these subtle intensity variations, i.e.,
the detected plane traces change as a result of the intensity variation.
The surface roughness (which changes the glancing angle or the take-off
angle of backscatter electrons) cannot be ruled out as a plausible cause
for local intensity variation (Alam et al., 1954). Nevertheless, it has been
shown that even in the absence of surface roughness, phantom misori-
entations exist. This result proves the importance of frame averaging. If
enough number of frames are acquired from the same spot and averaged,
this phantom misorientaion is expected to disappear.
Here, the misorientation precision of the 2D WHT-based EBSD tech-
nique is taken to be the superposition of the misorientation imprecision
resulting from the projection center imprecision and the misorientation
imprecision due to the electronics and the surface roughness. For the
patterns, the parameters, and the instrument used here, the misorienta-
tion precision is 0.4◦ — 0.2◦ due to the first and 0.2◦ due to the second
factor.
2.4.3 Accuracy
Throughout this section (section 2.4.3), each single pattern will be treated
independently. The imprecision is neglected and it is assumed that for a
single pattern, there is an individual projection center (obtained through
equation (2.11) and equation (2.13)) and, as a result, an individual orien-
tation estimate (Xˆ) (obtained by equation (2.6)). 2
2.4.3.1 The accuracy of the retrieved orientation
Orientation accuracy is the answer to the following question. For a single
pattern, how far could the unknown true orientation (Xt) be from its
estimate (Xˆ)?
The prerequisite of answering this question is knowing the true orien-
tation (Xt). Although the true orientation is not known for real patterns,
2 Considering the precision of the projection center substantially increases the complexity of
the problem, for which the author has currently no solution.
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a region in orientation space, inside of which the true orientation can be
found with a high probability can be inferred by propagating the error
in the detected plane normal vectors into the estimated orientation. This
region is termed the confidence region of the unknown true orientation.
Any orientation inside this region is a possible candidate for the true
orientation. The maximum deviation of the inferred, possible, true orien-
tations (Xp) from the individual estimated orientation (Xˆ) is defined as
the orientation accuracy here.
It is significant to note that accuracy differs from error. The orientation
error (Eo in equation (2.15)) is the deviation of the estimated orientation
(Xˆ) from the known, true orientation (Xt). It can only be obtained when
the true orientation is known, i.e., for simulated patterns. Orientation
accuracy, on the other hand, is the maximum deviation of the estimated
orientation (Xˆ) from all the inferred, possible true orientations (Xp). This
is when the true orientation is not known, i.e., for real patterns. Accu-
racy is obtained by making inferences on the whereabouts of the true
orientation by means of other available information.
Here, orientation accuracy is obtained analytically using the Fisher
confidence region due to Chang (1987) (Krieger Lassen et al., 1994).
2.4.3.2 The confidence region of the true orientation
Inferring the accuracy of an estimated orientation (Xˆ) is equivalent to
obtaining a confidence region for the unknown true orientation (Xt).
The confidence region of the true orientation is the region in the ori-
entation space, which contains all the possible orientations that fulfill
equation (2.4) when the error in the detected plane normal vectors is
propagated through this equation.
An estimated orientation (Xˆ) can be taken to a possible true orienta-
tion (Xp) through a small rotation
Xp = XˆHp. (2.16)
The representation of Hp in the exponential parameter space, (i.e., the
vector hp ∈ R3, where hp/‖hp‖ is the axis of rotation and ‖hp‖ = ω
radians is the angle of rotation) occupies a region centered at the origin
of R3, which fulfills the following equation
hTp cov(hp)
−1 hp < 3ψ0.95, (2.17)
where ψ0.95 is the 0.95 percentage point of the F-distribution with
(3, 2n − 3) degrees of freedom; and cov(hp) is the covariance matrix
of the vector hp (Bingham et al., 1992; Chang et al., 1990; Hanna and
Chang, 1990; Kirkwood et al., 1999; O’Neill et al., 2005; Rivest, 1989).
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The definition of the covariance matrix of hp depends on the probabil-
ity model, to which the error in the detected plane normals fit (Chang,
1988). When an EBSP is analyzed, a set of plane normal vectors (vd,i)
is detected. Each detected vector has an unknown true counterpart
(vt,i = Xtui) and a known recalculated counterpart (vc,i = Xˆui). Xt is
the true orientation; and Xˆ is the estimated orientation. Krieger Lassen
(1996b) demonstrated that for each detected plane normal (vd,i), the pos-
sible, true plane normals (vp,i) are distributed around the recalculated
plane normal (vc,i) according to the Fisher-von Mises distribution.
The Fisher-von Mises distribution (Fisher, 1953; Mardia, 1975; Watson,
1966) of directions is equivalent to the normal distribution of the one-
dimensional data. Note that a direction is a unit vector. The probability
density function of the Fisher-von Mises distribution (or the spherical
normal distribution) with respect to the uniform distribution is given by
f (vp,i; Xˆui, κ) =
κ
4pi sinh κ
exp(κ(Xˆui)Tvp,i). (2.18)
κ is a non-negative scalar referred to as the concentration parameter; and
Xˆui is the mean vector.
The concentration parameter (κ) is assumed to be identical for all vd,i.
It can be approximated by
κˆ = (
2n (1− 1/n)2
n
∑
i
|vd,i − Xˆui|2
), (2.19)
where n is the number of the detected K-bands used for orientation re-
trieval (Fisher et al., 1987) . A larger κˆ reflects a smaller angular deviation
between the detected plane normals and the recalculated plane normals.
According to equation (2.18), a better fit between these two vectors (i.e.,
a larger κˆ) means that the possible true vectors (vp,i) are more tightly
clustered about the recalculated vector (Xˆui).
For n independently Fisher distributed plane normals with a large κˆ
(namely, κˆ ≥ 5 which is true for the EBSD data), cov(hp) is given by
(Chang, 1988; Chang et al., 1990)
cov(hp)−1 = κˆ (I − XˆΣXˆT), (2.20)
where I is the identity matrix; and Σ is a 3× 3 matrix defined as
Σ =
1
n
n
∑
i
ui ⊗ ui. (2.21)
Substituting cov(hp) in equation (2.17) by its equivalent given by equa-
tion (2.20), turns equation (2.17) to the equation of a solid ellipsoid with
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the following characteristics. Let σ1, σ2 and σ3 — such that σ1 ≥ σ2 ≥ σ3,
where σ1 + σ2 + σ3 = 1 — be the eigenvalues of Σ, and z1, z2, and z3 be
the eigenvectors of Σ. The three semi-axes of the ellipsoid in the crystal
coordinate system are given by
wi = ωizi, (2.22)
where
ωi =
√
3ψ0.95
κˆ(1− σi) (2.23)
(Chang, 1987; Krieger Lassen et al., 1994; Watson, 1989). To obtain the
orientation accuracy, it is sufficient to obtain the lengths of the semi-axes
of the Fisher orientation confidence region through equation (2.23).
In figure 2.15 (a), the pink ellipsoid is the Fisher ellipsoid of the ori-
entation of one of the fifty-five deteriorated simulated patterns. The hp
vectors are inside this ellipsoid. The rotation that takes the individual
estimated orientation (Xˆ) to the known true orientation (Xt) is close to
the border of the Fisher ellipsoid: it is on the surface of the green sphere.
(a) (b)
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Figure 2.15: (a) An example of the Fisher ellipsoid in R3. This ellipsoid contains
all the rotations that take the estimated orientation to a possible true
orientation. w1, w2 and w3 are the semi-axes of the ellipsoid. The
length of the largest semi-axis (|w1| = ω1) is considered as the ac-
curacy of the estimated orientation. The radius of the green sphere
is equal to the orientation error (eo). The rotation required to take
the true orientation to the estimated orientation is on the surface of
this sphere. (b) The orientation error (eo) and the lengths of the three
semi-axes of the Fisher ellipsoid (ω1, ω2, and ω3) for the fifty-five
deteriorated simulated patterns. The data is sorted in the ascending
order of the orientation accuracy (ω1).
Since the true orientation (Xt) is known for the simulated patterns, the
quality of the Fisher orientation confidence region can be evaluated by
answering the following question: How far is the true orientation from
the border of the confidence region? In terms of figure 2.15, this question
translates into: How large is the distance between the green sphere and
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the pink ellipsoid? In other words, how much the orientation accuracy
overestimates or underestimates the orientation error?
The lengths of the Fisher ellipsoid’s semi-axes (ω1, ω2, and ω3) for
the fifty-five deteriorated simulated patterns are plotted in figure 2.15(b).
For each one of these patterns, the projection center is obtained through
minimizing the fit parameter (equation (2.13)). The angular error of the
estimated orientations (eo) is also plotted in figure 2.15(b). The data
is sorted in the ascending order of the length of the largest semi-axis
(ω1). As this figure suggests, if the Fisher ellipsoid is approximated with
the sphere ‖hp‖ = ω1, in 90% of the cases, the rotation that takes the
individual orientation estimate (Xˆ) to the true orientation (Xt) is inside
the confidence region. The maximum level of overestimation is 0.3◦. In
the remaining 10%, the accuracy is underestimated by less than 0.2◦.
Therefore, in 95% of the cases, the known true rotation Xt is less than
0.3◦ away from the border of the ω1-sphere. Hence, the extent of the
overestimation of the orientation accuracy is below 0.3◦. These results
show that the length of the largest semi-axis of the Fisher ellipsoid is a
reliable upper-bound for the orientation accuracy. It is important to note
that this conclusion is drawn only for the set of parameters presented in
table 2.2. Its generalization requires repeating the same investigation for
other sets of parameters.
According to figure 2.15 (b), the orientation accuracy (‖hp,max‖ or ω1)
varies between 0.2◦ and 0.9◦. An orientation accuracy of 0.3◦ means
that, the true orientation is less than 0.3◦ rotated with respect to the
estimated orientation (Xˆ). Another interpretation of a 0.3◦ orientation
accuracy is that the possible true orientations (Xp) of a pattern can have
a misorientation up to 0.6◦ .
In section 2.4.2.2, it was shown that the true orientation is inside the
confidence region of the retrieved orientation. Therefore, the obtained
precision can also function as the accuracy of the estimated orientation.
However, to obtain the precision of an estimated orientation, the orien-
tation retrieval algorithm must be repeated several times. The Fisher
confidence region, however, is obtained analytically for each pattern. It
does not require the replication of the orientation retrieval algorithm
and it does not require the knowledge of the confidence region of the
estimated projection center.
In summary, although the true orientation cannot be obtained using
the classical EBSD method, a confidence region can be analytically in-
ferred for the unknown true orientation. This confidence region contains
all the possible candidates for the true orientation. The largest dimen-
sion of the confidence region’s corresponding Fisher ellipsoid (ω1) in
the exponential parameter space proves to be a reliable upper bound for
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the error of the retrieved orientation; thus, it can serve as the orientation
accuracy.
2.4.3.3 The accuracy of the retrieved misorientation
Obtaining the misorientation accuracy equates to inferring the unknown
true misorientation from the estimated misorientation. In section 2.4.2.3,
it was demonstrated that the true misorientation is not inside the con-
fidence region of the retrieved misorientation. This shows that the es-
timated misorientation’s confidence region does not provide any infor-
mation about the true misorientaion. Therefore, an alternative approach
must be devised for obtaining the misorientation accuracy.
Although it is not possible to obtain the true misorientation, a confi-
dence region can be inferred for the unknown true misorientation.
2.4.3.4 The confidence region of the true misorientation
Since a misorientation is a rotation, in the exponential parameter space,
the region that contains the three-vector representation of the small rota-
tions that take the estimated misorientation to the possible true misori-
entations is encompassed by an ellipsoid defined by equation (2.17).
For two retrieved orientations (Xˆ1 and Xˆ2), it can be demonstrated
(Chang, 1987; Chang et al., 1990; Kirkwood et al., 1999) that their misori-
entation confidence region, i.e.,
hTp,m cov(hp,m)
−1 hp,m < C2m, (2.24)
is related to the individual orientation confidence regions through
cov(hp,m) ≈ Xˆ1cov(hp,2)XˆT1 + Xˆ1cov(hp,1)XˆT1 . (2.25)
Note that the assumption that hp,i are infinitesimal rotations must
obtain for equation (2.25) to hold true.
Having cov(hp,m), the lengths of the semi-axes of the Fisher ellipsoid
containing hp,m can be obtained by equation (2.23). The only unknown
parameter in this equation is the concentration parameter (κˆm). There
are a few approximations for this parameter, among which the approxi-
mation that assumes κm = κ1 = κ2 is chosen here. With this assumption,
κˆm can be obtained using the estimated concentration parameters of the
two orientations via (Krieger Lassen, 1996a)
1/κˆm =
1
2
(
n− 1
n− 1/2 )
2(1/κˆ1 + 1/κˆ2). (2.26)
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The misorientation accuracy is equal to the length of the longest semi
axes of its Fisher ellipsoidal confidence region. It can be obtained by
substituting κˆ in equation (2.23) by κˆm given by equation (2.26).
The Fisher orientation confidence region does not have a simple reg-
ular shape in any parameter space (e.g., Euler space, Quaternion space,
exponential parameter space, ...). This is due to the non-linear distor-
tion of these spaces away from their origins. Nevertheless, the deviation
between the inferred, possible true orientations (which are inside the
Fisher confidence region) and the estimated orientation has a simple
form in the exponential parameter space: it is a solid ellipsoid (Chang
et al., 1990).
This confidence region is based on the Fisher confidence regions of
the two orientations that compose the misorientation. All the possible
true misorientations reside inside this confidence region. The Fisher con-
fidence region of a misorientation is also a solid ellipsoid in the exponen-
tial parameter space. The maximum angular deviation of the possible
true misorientations from the estimated misorientation is defined as the
accuracy of the estimated misorientation here.
The results of the derived Fisher misorientation accuracy of the pat-
tern pairs used for figure 2.10 are displayed in figure 2.16 (a). The misori-
entation error is also plotted in figure 2.16 (a). The data is sorted in the
ascending order of the misorientation error. This graph suggests that
the Fisher misorientation confidence region provides an upper bound
for the accuracy of a retrieved misorientation in 80% of the cases. How-
ever, in 50% of the cases, the misorientation accuracy overestimates or
underestimates the misorientation error for 0.3− 0.9◦ (figure 2.16 (b)).
A possible reason for this relatively large over- or underestimation is
that the concentration parameter (κˆm) in equation (2.26) is not correctly
approximating the true concentration parameter (κm,t), i.e., the equal κi,t
assumption does not in general hold true. Therefore, a better approx-
imation, which can handle non-equal κi,t must be devised for a better
rate of prediction success. (See 2.4.3.4 for details on the concentration
parameter.)
Using the inferred misorientation confidence region, the accuracy of
the misorientation axis can also be obtained. Since the rotations inside
the Fisher ellipsoid (hp) are small, it can be assumed that tan(‖hp‖) ≈
‖hp‖. Hence, the Fisher ellipsoid, which is usually expressed in the ex-
ponential parameter space, can be equally well expressed in the Rodrigues-
Frank space. The maximum radius of the ellipsoid in the Rodrigues-
Frank space (‖hp‖max) can then be used to estimate the accuracy of the
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Figure 2.16: (a) The misorientation accuracy and the misorientation error for the
pattern pairs used in figure 2.10. The pattern pairs are sorted in the
ascending order of the misorientation error. (b) The histogram of the
underestimation or overestimation of misorientation error (i.e., the
difference between the misorientation error and the derived misori-
entation accuracy).
rotation axis according to the quaternion-based equation given by (Bate
et al., 2005). In this equation, the misorientation precision of the EBSD
method can be replaced by the maximum radius of the Fisher ellipsoid
(‖hp‖max), namely,
rotation axis accuracy = tan−1(
‖hp‖max
rotation angle
). (2.27)
In this way, the accuracy of the rotation axis becomes adaptive to each
particular misorientation. Consider two misorientations both with the
same rotation angle of 5◦, one with 0.5◦ misorientation accuracy and the
other with 0.8◦ misorientation accuracy. The accuracy of the rotation
axis is 5.7◦ for the first misorientation while it is 9◦ for the second one.
2.5 summary and conclusions
In this article, the fidelity of the orientations and misorientations re-
trieved from EBSD patterns through the standard, 2D Hough transform-
based pattern analysis were investigated. The pattern projection cen-
ter, which plays an important role herein, was determined using the
conventional fit-parameter-based algorithm. The following conclusions
emerged:
1) When a convolution mask of constant size is applied to the Hough
transform of a pattern, the least plane trace localization error is achieved
when the size of the mask is equal to the width of the widest detected
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K-cluster;
2) The error in the pattern projection center (obtained by fitting the
angular relationship between the detected plane normals to the same be-
tween the true plane normals) is not correlated with the mean angular
plane trace localization error (which is the angular distance between the
detected plane normals and the corresponding true plane normals aver-
aged over all the K-bands used for projection center retrieval);
3) The angular orientation error and the mean angular plane trace lo-
calization error are not correlated.
4) The angular orientation error and the projection center error are not
correlated.
5) The angular misorientation error and the misorientation are not cor-
related.
The following conclusions are drawn for deteriorated simulated pat-
terns of high quality with 1024× 1024 pixels in size and 45◦ half capture-
angle. These patterns were analyzed using the standard 2D WHT trans-
form with 0.25◦ Hough space resolution applied to the reduced pattern
of size 240× 240. The transformed pattern is convoluted with a 13× 13
pixel butterfly-shaped convolution mask.
6) The error of the retrieved projection center is 0.4%-1% of the pattern
width;
7) The error of a retrieved orientation is 0.1◦ − 0.7◦;
8) The error of a retrieved misorientation is between zero and 1.6◦.
9) The precision of a retrieved projection center is 0.6% of the pattern
width;
10) The confidence region of the retrieved projection center does not
contain the true projection center.
11) The precision of the retrieved orientation is 0.6− 0.8◦.
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12) The confidence region of the retrieved orientation contains the true
orientation.
13) The algorithm-induced precision of a retrieved misorientation is
below 0.2◦.
14) The confidence region of the retrieved misorientation does not con-
tain the true misorientation. Therefore, misorientation precision does
not convey any information about the true misorientation.
15) The misorientation precision due to the electronic interferences
and surface roughness is about 0.2◦ for the single crystal specimen and
the instrument used in this study.
In addition, the approach due to Krieger Lassen (1994, 1996b) and
Chang et al. (1990) for estimating the accuracy of a retrieved orientation
or misorientation was validated. It was demonstrated that if the pro-
jection center is obtained independently for each individual pattern (so
that each pattern has only one projection center estimate), the orientation
and misorientation accuracy can be determined using the model-based
inferential statistics. The presented analytical approaches can be used to
obtain the accuracy of any measured orientation and misorientation. As
shown in 2.4.3.2, they can be readily calculated using equation (2.23) and
included in the orientation retrieval software with little extra cost. The
following conclusion are drawn for the patterns and parameters used in
this study:
16) The inferred orientation accuracy is between 0.2◦ and 0.9◦. It is a
reliable upper bound for the orientation error; and it almost never un-
derestimates the orientation error; However, it overestimates the error
for less than 0.3◦.
17) The inferred misorientation accuracy is between 0.3◦ and 1.3◦. It
provides a reliable upper bound for the misorientation error for about
80% of all misorientations. However, the level of overestimation is 0.3−
0.9◦, which is relatively high. In the remaining 20% of the cases, the
level of underestimation is less than 0.3◦.
Note that the reported figures are for the case that: (1) the specimen
coordinate system is known with respect to the pattern coordinate sys-
tem; and (2) the intensity profiles of the K-bands are symmetric about
the plane trace. In the presence of error in the nominal specimen coor-
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dinate system and the asymmetry in the intensity profiles, an increment
in the orientation error and the projection center error is expected.
Varying the pattern quality, the Hough resolution, the reduced pat-
tern size, and the symmetry of the crystal might vary the figures pre-
sented in the conclusions. Nevertheless, the same procedure that has
been adopted in this chapter can be applied to obtain the fidelity of the
estimated orientation for any data set with any parameter.
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Part II
T H E K I K U C H I B A N D L E T M E T H O D : T H E O RY
If you can compute the same thing in two different ways,
chances are you’ve done something significant.
— Brad Osgood

3T H E K I K U C H I B A N D L E T M E T H O D : T H E O RY
3.1 background
Up to now, the EBSPs have only been analyzed geometrically, and their
intensity have remained neglected. This is the reason that although the
phase and the crystal defect information is encoded in an EBSP, this
information has not been fully retrieved. In order to be able to retrieve
the information that alter the intensity of the pattern and do not, or
marginally, alter its geometry, a method must be devised for the rigorous
intensity analysis of an EBSP. The present chapter introduces a method
for this purpose.
3.2 k-band deconvolution
3.2.1 Necessity of deconvolution
This chapter addresses an EBSP as an image, that is, a two-variable func-
tion, which contains geometrical information. In order to extract this in-
formation, a geometrical model for Kikuchi band formation is presented
in this section. In this model, all the crystal planes in the diffracting ma-
terial volume with normal vector nˆ are merged into one single plane, R.
This plane is normal to nˆ and passes through the projection center. In
other words, all the parallel lattice planes with miller indices m× (hkl),
where m ∈ Z, are replaced by one plane, which here is referred to as a
reflector of type hkl. In this way, diffraction can be considered as reflec-
tion from R. The locus of the electrons that are reflected from R with
the reflection angle θ = pi/2− γ is a right circular cone. The axis of the
cone is the normal of the reflector, ±nˆ; its opening angle is 2γ; and its
vertex is the projection center, S (figure 3.1(a)).
In electron backscattering Kikuchi diffraction, due to the dynamic na-
ture of the diffraction process, diffraction occurs at every θ, and it is not
confined to the Bragg reflection angle (θB) corresponding to the energy
of the incident beam. Therefore, an infinite number of cones diffract
from one reflector. These cones have a common axis, ±nˆ, and a common
vertex, S, while their opening angle, 2γ, spans from zero to pi. When
the reflection cones intersect the screen plane of the EBSD detector, a
set of hyperbolae are created (figure 3.1(b)). These continuously spaced
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Figure 3.1: (a) Schematic drawing of the geometry of the modeled K-band; the
case where the reflector is perpendicular to the screen. (b) The K-
band on the screen. — 1 phosphor screen; 2 propagation sphere; 3
intersection of the reflector and the propagation sphere; 4 trace of the
reflector on screen; 5 diffracted electron cone with axis ±nˆ, half open-
ing angle γ, and vertex S; 6 one of the infinite number of hyperbolae
that compose the K-band; 7 intersection of the electron cone and the
propagation sphere, namely, a small circle; 8 a path of an intensity
profile on the propagation sphere; 9 a path of an intensity profile on
the screen, which corresponds to 8; 10 the K-band, i. e. the hyperbolae
belonging to the subset of reflection angles over which the deviation
of the intensity of the diffraction cone from the average intensity of
EBSP is non-zero, i. e. SD; 11 the border hyperbola corresponding to
the diffraction cone with the reflection angle θhkl ; θ reflection angle or
altitude, i. e. the angular deviation from the lattice plane; φtr azimuth,
i. e. the central angle on 3 with one fixed end and one moving end,
which sweeps the perimeter of 3; S projection center. For clear illustra-
tion, the second nappe of the cone is not depicted in (a), and only a
limited number of hyperbolae are shown in (b).
hyperbolae form a band on the screen: the Kikuchi band or K-band. We
assume that the K-bands are the building blocks of an EBSP; they are in-
dependent entities that are linearly superposed to comprise the pattern.
An EBSP contains many K-bands, each belonging to one set of parallel
lattice planes, i. e. one reflector (figure 3.2(a)).
If the intensity of the reflection cones composing a K-band is plotted
versus the reflection angle, θ, a graph is obtained, which is referred to as
the intensity profile of the K-band (figure 3.2(b)). Each intensity profile
has a few characteristic points, namely, extrema and inflection points. If
the locus of one of these characteristic points is traced on all the intensity
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Figure 3.2: Dispersion in the loci of the characteristic points of K-curves as a result
of the influence of the intersecting K-bands. — (a) An EBSP. Loci of
the characteristic points of the intensity profiles of the vertical 11¯0 K-
bandlet are marked by colored dots. The red dots mark the loci of one
set of the inflection points of the intensity profiles, and the yellow dots
mark the loci of one set of the local minimum points of the intensity
profiles. For clear illustration, out of every 10 characteristic points,
one is depicted. (b) Examples of intensity profiles. Curves 1-6 are the
intensity profiles along paths 1-6 in (a). Curve 7 is the average intensity
profile; the symbols designate the characteristic points of this profile.
(c) The histogram of the loci of the inflection points that are marked by
the red dots in (a) and a red oval on profile 7 in (b). (d) The histogram
of the loci of the minima that are marked by the yellow dots in (a) and
a yellow oval on profile 7 in (b). To detect each characteristic point,
only the part of the profiles containing that characteristic point in the
average profile is examined. For example, to trace the inflection point
marked by red on the average profile, the search is performed in the
interval between the black characteristic point and the next maximum
point on each intensity profile. The limits of the abscissa in (c) and (d)
are the boundaries of the search interval.
55
profiles of a K-band, a curve is obtained, which hereafter is referred to
as Kikuchi curve or K-curve.
Figure 3.2 depicts a few intensity profiles of the vertical 11¯0 K-band
that is delineated in figure 3.2(a) as well as the average intensity profile
of this K-band. Note that the paths on the pattern, on which the intensity
profiles are obtained are not parallel to one another when nˆ is not per-
pendicular to the normal of the screen. The intensity profiles bear little
resemblance to one another; moreover, they strongly differ from the av-
erage intensity profile. As a result, there is a relatively large dispersion
in the loci of their characteristic points as the histograms in figure 3.2(c)
and figure 3.2(d) depict. This dispersion leads to a relatively large impre-
cision in the loci of the K-curves and consequently in any derivation that
uses the loci of the K-curves as input, i. e. orientation, camera geometry,
and metric tensor derivation.
In this chapter, it is shown that the distortion in the intensity profiles
stems from the influence of other K-bands, and that in order to reveal
the true K-curves, the true intensity profiles have to be restored, and, to
this end, the K-bands have to be deconvolved.
The reader should be aware that this chapter does not account for
the physics of the electron backscattering Kikuchi diffraction. Electron
backscatter Kikuchi diffraction process, which will be discussed in sec-
tion 4.1.1, does not create hyperbolic diffraction features; rather, it is a
process where every direction in the diffraction pattern displays its own
diffraction process related to its own set of Bloch waves. That means the
hyperbolic features are not of physical origin; they are the products of
the presented geometrical model.
3.2.2 The foundation of deconvolution
We assume that every K-band has a limited width, namely, there is a
reflection angle, θhkl , above which the K-band vanishes. The hyperbola
that corresponds to θhkl is taken as the border of the K-band. Here,
two attributes are defined for a K-band: its spatial support, SS, and its
directional support, SD. The support of a function is a subset of the
domain of the function, outside of which the function vanishes. The
spatial support is the set containing the points (x, y) on the EBSP that
are located between the two branches of the border hyperbola, the green
area in figure 3.1(b). The directional support is the angular support of
a K-band in the polar coordinate frame. In Cartesian coordinate frame,
the directional support can be obtained using the border hyperbola. The
lines tangent to the border hyperbola make a set of angles with the
positive direction of the x-axis. This set is called the directional support.
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Figure 3.3: Two types of K-band intersection. — (a) Two K-bands with overlap-
ping spatial supports and overlapping directional supports; (b) two
K-bands with overlapping spatial supports and separate directional
supports.
Deconvolution means the separation of the spatially overlapping K-
bands. In an EBSP, K-bands may intersect each other, i. e. their spatial
support may overlap, in two ways. The first type of intersection is be-
tween the K-bands that have overlapping directional supports, which
means they are parallel or almost parallel, figure 3.3(a). The second
type of intersection is between K-bands that do not have overlapping di-
rectional supports, figure 3.3(b). K-bands that have overlapping spatial
supports but not overlapping directional supports, figure 3.3(b), can be
separated using the method introduced in this chapter. In every EBSP,
there are a few K-bands all the intersections of which are of the second
type, namely, the K-band is not parallel to the K-bands that intersect it.
These K-bands are deconvoluted and restored in this study. Note that it
is assumed that the number of the K-bands present in an EBSP is limited
to about a hundred.
The spatially overlapping K-bands that do not overlap directionally
can be separated based on their directional supports. A representation
of the EBSP in which a K-band is concentrated in one locality merely
based on its directional support is provided by the two-dimensional dis-
crete Fourier transform (2D DFT). This transform is invertible so that
the K-bands that are deconvoluted in the transform domain can also be
deconvoluted in the pattern domain.
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3.2.2.1 The border of a Kikuchi band
In order to be able to separate the K-bands based on their directional sup-
ports, the K-bands must have finite widths and, thus, a border. However,
in practice, there is no way of deciding on the position of this border. In
this section, an algorithm is presented for this purpose.
The number of the required deconvoluted K-bands depends on the
application that uses these K-bands. Assume that for a specific appli-
cation m K-bands are required. To obtain the borders of the K-bands,
a maximum reflection angle, θmax, is fixed for all the K-bands. Fixing
the maximum reflection angle sets the hyperbola that is located on the
cone with 2γ = pi − 2θmax opening angle as the border of each K-band.
Knowing the approximate geometry of the diffraction set-up and the
approximate orientation of the diffracting crystallite, the SS’s and the
SD’s of the present K-bands are computed using the presumed borders.
Subsequently, a K-band, K1, is selected, and all the K-bands the spatial
supports of which overlap with the spatial support of K1 are found. The
set containing these K-bands is called K1S. It is examined to see whether
any of the SD’s of the K-bands belonging to K1S overlap with the SD of
K1. If there is no overlap, K1 is added to a set called Kdec, where dec
stands for deconvolution. Next, another K-band, K2, is selected and the
process is repeated until all the present K-bands are processed. In the
end, it is checked whether the size of Kdec is larger than m. If it is, then
θmax is increased and the entire process is repeated until the size of Kdec
is closest to m but not below it. This θmax is taken as θdec, which is iden-
tical for all the members of Kdec. For the EBSPD of figure 3.2(a), θdec is
5.5◦, and Kdec is
K5.5
◦
dec = {111, 100, 010, 110, 11¯0, 03¯1, 513, 1¯3¯1}. (3.1)
Note that it is assumed that EBSP is composed of 90 K-bands with the
largest interplanar spacing. Bear in mind that according to our definition
for an entire set of parallel lattice planes, there is only one reflector and,
therefore, one K-band.
3.2.3 Backscatter Kikuchi diffraction pattern in 2D frequency domain
3.2.3.1 Representation of a Kikuchi band in Fourier space
The two-dimensional discrete Fourier transform of an EBSP is defined
as
F(ξH, ξV) = 〈I(x, y), e2pii(ξHx+ξVy)〉 (3.2)
where x and y are the horizontal and vertical coordinates in spatial do-
main, i. e. image domain; I(x, y) is the intensity of the point (x, y) on the
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pattern; ξH is the horizontal discrete spatial frequency: an integer rang-
ing from −N/2 to N/2; ξV is the vertical discrete spatial frequency: an
integer ranging from −M/2 to M/2; M and N are the number of hori-
zontal and vertical pixels of the pattern; and the notation 〈∗, ∗〉 indicates
the inner product. The power of the harmonic function with (ξH, ξV)
frequency, that is, e2pii(ξHx+ξVy), is defined as:
w(ξH, ξV) = |F(ξH, ξV)|2. (3.3)
Throughout this thesis, it is assumed that the pixels on the EBSP are
square-shaped with a side of length p, and that the number of pixels in
the horizontal and the vertical directions are identical, i. e. M = N. As
a result, the sampling periods of the horizontal and the vertical frequen-
cies, 1/(Np), are also identical.
Every continuously differentiable curve, e.g., an ellipse, a hyperbola,
or a polynomial curve, has a continuous directional support. A con-
tinuous directional support, SCD, in the spatial domain is mapped to a
pie-wedge in the Cartesian frequency domain. This pie-wedge covers
the angular range of SCD +pi/2. Since an EBSP is a real-valued image, its
power spectrum is symmetric; thus, any two symmetrically related pie-
wedges are equivalent. As a result, a SCD in spatial domain is mapped
to a double-wedge in frequency domain. Note, however, that not all the
harmonics covered by the double-wedge have non-zero powers.
Figure 3.4 illustrates a continuously differentiable curve and its fre-
quency domain representation. Figure 3.4(a) shows the image of an arc.
This arc is a part of the perimeter of a circle, and its directional sup-
port is [pi/6,pi/3]. The frequency domain representation of the arc, fig-
ure 3.4(b), is contained in a double-wedge with [pi/6+pi/2,pi/3+pi/2]
angular range.
Since a hyperbola is a continuously differentiable curve, it is mapped
to a double-wedge in frequency domain. According to the model of the
K-band presented in section 3.2.1, the hyperbolae that belong to one K-
band have a common conjugate axis and a common center, and they only
differ in eccentricity. Therefore, the directional support of the hyperbola
corresponding to the cone with the opening angle 2γ covers the direc-
tional supports of all the hyperbolae corresponding to the cones with
opening angles larger than 2γ. Hence, the double-wedge of the border
hyperbola contains the double-wedge of all the hyperbolae of a K-band
that correspond to the cones with opening angles above pi − 2θhkl . In
other words, every K-band is mapped to only one double-wedge. As
an example, the double-wedge of the vertical K-band between the two
dashed lines in figure 3.5(a) is outlined in figure 3.5(b).
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Figure 3.4: A feature with a continuous directional support in the spatial domain
and its projection in the frequency domain. — (a) The image of an arc
with SD = [pi/6,pi/3]; (b) its logarithmically scaled power spectrum
contained in a double-wedge with SD = [4pi/6, 5pi/6]; (c) the contour
plot of the logarithmically scaled power spectrum of the arc. ξH is the
discrete horizontal spatial frequency, and ξV is the discrete vertical
spatial frequency. The image contains N × N pixels; thus, ξH and ξV
range from −N/2 to N/2.
3.2.3.2 Kikuchi bandlet
If the frequency domain were continuous, then the inverse Fourier trans-
form of the coefficients inside the double-wedge would restore the K-
band free from the K-bands that intersect it. However, due to the in-
evitable discretization, the double-wedge still contains contributions from
other K-bands.
Discretization limits the perception of the direction of a line. In dis-
crete frequency domain, the perceptible angular distance between two
lines that intersect at the origin of the frequency space is inversely pro-
portional to the frequency magnitude, |~ξ|. The frequency vectors qξˆ,
where q is a real number bounded by the size of the frequency domain,
are all the possible frequencies that a feature perpendicular to ξˆ in the
spatial domain can contain. Limited perceptible angular distance (Do
and Vetterli, 2001) directly affects the K-band deconvolution.
Consider the two K-bands outlined in figure 3.6. Their spatial sup-
ports overlap, figure 3.6(a), while their directional supports and, as a
result, their double-wedges in continuous frequency domain do not, fig-
ure 3.5(b). These two K-bands can be separated. However, although
their double-wedges in continuous frequency domain do not overlap,
they do overlap in discrete frequency domain at discrete frequency mag-
nitudes below 20/(Np), figure 3.6(c). Therefore, these two K-bands are
not separable at frequency magnitudes below this value. Based on this
argument, a frequency magnitude, here referred to as the deconvolution
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Figure 3.5: A backscatter Kikuchi diffraction pattern and its frequency domain
representation. — (a) An EBSP. The dashed hyperbola encloses a 11¯0
Kikuchi band. N is the number of pixels, and p is the side length of
one pixel. (b) The logarithmically scaled power spectrum of the EBSP
in (a). The red double-wedge is the directional support of the 11¯0 K-
band in the continuous frequency space. (c) The magnified center of
the spectrum. 1 circle with the deconvolution frequency,
∣∣∣~ξ11¯0dec∣∣∣, radius;
2 circle with the noise bandwidth,
∣∣∣~ξn∣∣∣, radius; 3 truncated double-
wedge containing the frequency space representation of the K-bandlet.
(d) The slice of the power spectrum along the yellow line depicted in
(b).
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Figure 3.6: The loss of directional perception at lower frequencies, which occurs
due to discretization. — (a) Spatial domain. The outlined 3¯11 and 2¯11
K-bands have overlapping spatial supports, but separated directional
supports. (b) Continuous frequency domain. The double-wedges of
the 3¯11 and 2¯11 K-bands do overlap in continuous frequency domain.
(c) Discrete frequency domain. The double-wedges of the 3¯11 and
2¯11 K-bands in discrete frequency domain overlap at frequency mag-
nitudes below
∣∣∣~ξ∣∣∣ = 20/(NP).
frequency,
∣∣∣~ξhkldec∣∣∣ is attributed to every K-band. The parts of the K-band
with frequency magnitude below
∣∣∣~ξhkldec∣∣∣ cannot be restored.∣∣∣~ξhkldec∣∣∣ depends on the arrangement of the set of K-bands that spatially
overlap the hkl K-band. An EBSP is a polar gnomonic projection (Baba-
Kishi, 2002; Misra and Ramesh, 1989) since it is recorded on a planar
screen. This projection is not conformal; therefore, any change in the
angular distance between the screen normal and a reflector, hkl, changes
the
∣∣∣~ξhkldec∣∣∣. As a result, one reflector has different ∣∣∣~ξhkldec∣∣∣’s in two EBSPs
with different orientations. By the same token, the symmetrically equiv-
alent reflectors in one EBSP also have different
∣∣∣~ξhkldec∣∣∣’s.
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To obtain the deconvolution frequency of a K-band, K˜, which belongs
to Kdec, initially, among the present reflectors, the ones that spatially
overlap with K˜ are determined. They are referred to as KK˜S . Then, for
each member of KK˜S , its discrete double-wedge is computed; and it is
examined which parts of the discrete double wedge of K˜ are overlapped
by the discrete double-wedges of the members of KK˜S . Eventually, the
frequency magnitude above which the discrete double wedge of K˜ is
free from overlaps,
∣∣∣~ξhkldec∣∣∣, is determined. The frequencies below ∣∣∣~ξhkldec∣∣∣
are removed from the discrete double wedge of K˜.
Removing the relatively lower frequencies serves another purpose at
the same time. Illumination is not uniform over an EBSP; there is a
smooth variation of intensity with a period larger than the size of the
pattern. For example, for the real EBSP shown in this chapter, in the
as-captured state, the intensity at the edges of the pattern is about 40%
of the intensity at its center. This non-uniformity is mainly due to three
effects: the angular anisotropy of scattering (Reimer et al., 1986), the in-
verse square law of radiation, and vignetting (Day, 2009). These three
non-uniformities build up the background of the pattern. If the assump-
tion that the background is superposed on the rest of the EBSP holds,
then, due to the properties of the background, its representation in the
frequency domain is localized in the close vicinity of the origin. When
the relatively lower frequencies are removed to increase the directional
perception, the background is also removed (Schwarzer and Sukkau,
2003; Wilkinson and Dingley, 1991). Through background removal, the
illumination in the scale of pattern size is evened out.
figure 3.5(d) shows a slice of the power spectrum. This slice is ac-
quired along a line that passes through the origin of the frequency do-
main and makes an angle α with the ξH-axis, figure 3.5(b). Every power
spectrum slice of this EBSP vanishes at frequency magnitudes above an
upper bound,
∣∣∣~ξn∣∣∣. The existence of an upper bound shows that the in-
tensity profile across the K-band is not a jump discontinuity; rather, it is
a smooth curves.
To obtain the
∣∣∣~ξn∣∣∣, the present K-bands of the {100} and {110} forms are
used. These K-bands are selected because they are usually the sharpest
present K-bands of a pattern. The Fourier slice diagram at the symmet-
ric center of each corresponding Fourier pie-wedge is obtained. Then,
a Gaussian curve is fitted to each frequency slice diagram (Cespedes,
1995). The
∣∣∣~ξhkln ∣∣∣ for each K-band is taken as √2piσ in which σ is the
standard deviation of the corresponding Fourier slice. The maximum∣∣∣~ξhkln ∣∣∣ among these K-bands is set as the ∣∣∣~ξn∣∣∣ of the EBSP. Since the DFT
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has an orthogonal basis, if the Fourier coefficients with frequency magni-
tudes above
∣∣∣~ξn∣∣∣ are removed, then the additive noise with the frequency
magnitudes above
∣∣∣~ξn∣∣∣ is also removed.
For the EBSP of figure 3.5,
∣∣∣~ξn∣∣∣ is only about 0.4 times the maximum
frequency that the here used CCD is able to capture, i. e.
∣∣∣~ξmax∣∣∣ =
1/(2p). Note that this result does not necessarily imply that there is no
larger frequency magnitudes in the incoming signal. It can also mean
that the captured signal is deteriorated by the screen and by the camera.
Through applying
∣∣∣~ξdec∣∣∣ and ∣∣∣~ξn∣∣∣, the double-wedge, which contains
the K-band in infinite dimensions, reduces to a a truncated double-
wedge in finite dimensions, figure 3.5(c). In order to deconvolute a
K-band, a bandpass filter in shape of the truncated double-wedge is
created. This filter is one inside the truncated double-wedge and zero
elsewhere. It no longer contains the entire K-band; rather, it contains a
feature that is named Kikuchi bandlet or K-bandlet here.
The bandpass filter is not smooth at its edges. Sharp edges or jump
discontinuities can lead to the ringing artefact (Jerri, 1998) in spatial do-
main, which is the long-range oscillation of the signal perpendicular to
the sharp edges of the bandpass filter. However, although the bandpass
filter is infinitely sharp at its edges, the Fourier representation of a con-
tinuously differentiable curve is smooth at all its edges. Figure 3.4(c)
displays the contour plot of the power spectrum shown in figure fig-
ure 3.4(b). A K-band is composed of continuously differentiable curves;
therefore, the representation of a K-band in the frequency domain has
smooth edges at all boundaries. As a result, when the filter is multiplied
by the Fourier transform of the K-band, the result is smooth at all edges
but the low-frequency edge. When the double-wedge is truncated with
a jump discontinuity at its low-frequency edge, where |~ξ| = |~ξhkldec|, the
resultant feature is no longer smooth at this edge. This sharpness leads
to the ringing artefact perpendicular to the K-band. In order to avoid
this artefact, the |~ξ| = |~ξhkldec| edge is replaces by a Gaussian window:
G(ξH, ξV) = 1− exp(−12 (
|~ξ|
|~ξhkldec|
)2). (3.4)
The Kikuchi bandlet is obtained through applying the inverse 2D DFT
to the Fourier coefficients contained in the bandpass filter, i. e.
K(x, y) = ΠK(x, y)〈B(ξH, ξV)F(ξH, ξV), e−2pii(ξHx+ξVy)〉, (3.5)
in which K(x, y) is the deconvoluted K-bandlet; ΠK(x, y) is a rectangle
function, which outlines the K-band on the EBSP; and B(ξH, ξV) is the
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Figure 3.7: Three restored K-bandlets of a real pattern. — (a) Three pairs of par-
allel lines mark the location of the K-bands on the EBSP. (b) a {111}
K-bandlet, (c) a {110} K-bandlet, (d) a {100} K-bandlet. 1 original
EBSP; 2 K-bandlet; 3 EBSP after K-bandlet subtraction.
bandpass filter. Figure 3.7 shows a few restored K-bandlets along with
their corresponding part of the EBSP before and after K-bandlet subtrac-
tion.
3.3 material and methods
The EBSP’s presented in this chapter are taken from a cold-rolled and
annealed Fe-36 wt.% Ni specimen with an FCC Bravais lattice. Sample
preparation was performed using grinding and mechanical polishing
down to colloidal silica with 50 nm grain size. The EBSPs used here are
acquired with an EBSD system attached to a JEOL 6500 F SEM micro-
scope with a Schottky field-emission gun. The working conditions were:
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15 kV accelerating voltage, 5 nA beam current, and 70◦ nominal angle
between the incident electron beam and the specimen surface normal.
The EBSD system was equipped with a Digiview EBSD camera and the
OIM data collection software (OIMDC; Version 6; EDAX-TSL, Draper,
UT, USA) running in point acquisition mode. The exposure time was
1 second per frame, and 64 frames were averaged to form one pattern.
The camera length was adjusted such that the scattering angles approxi-
mately ranging from 30◦ to 120◦ were captured. No binning on the CCD
or on the captured EBSP’s was performed; the recorded EBSPs have a di-
mension of 936× 936 pixels with 12 bit depth per pixel. For the purpose
of illustration, the EBSP’s depicted throughout this chapter are divided
by a flat-field image obtained by scanning the beam over a large area
composed of many grains (Baba-Kishi, 2002; Goehner and Michael, 1996;
Kujawa and Krahl, 1992). However, the EBSP’s used for computation are
as captured by the camera without any post-processing.
Deconvolution is carried out through the following steps. Initially,
θdec and Kdec are found using the orientation and the projection center
obtained by the standard 2D HT-based algorithms (Krieger Lassen N.
C. and Krieger Lassen, 1999) as implemented in OIM data collection
software (OIMDC; Version 6; EDAX-TSL, Draper, UT, USA). Then, the
two-dimensional discrete fast Fourier transform, 2D DFT, of the EBSP
is computed. Having the 2D DFT, |~ξn| is obtained. Subsequently, a
reflector, hkl, is selected from Kdec. |~ξhkldec| is computed for the selected
reflector. Using |~ξhkldec| and |~ξn|, the bandpass filter is created and applied
to the 2D DFT. Eventually, the hkl Kikuchi bandlet is reconstructed by
applying the inverse 2D DFT to the contents of the bandpass filter. This
process is repeated for all the reflectors of the Kdec set.
3.4 performance assessment of the proposed deconvolu-
tion method
In order to assess the efficacy of the devised deconvolution method, its
performance in the deconvolution and localization of the K-curves of
a synthetic pattern, figure 3.8(a), is examined. Curve 1 in figure 3.8(b)
shows one of the intensity profiles that is used to generate this pattern.
This intensity profile is obtained through multiplying the result of a 7-
beam calculation in the dependent Bloch-wave mode for the 202 K-band
in silicon (Reimer et al., 1986) by an asymmetry factor:
A(θ) = exp(aθ). (3.6)
In equation (3.6), a is a constant, which varies linearly with the abso-
lute angle between the plane trace and the horizontal direction of the
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Figure 3.8: Performance assessment of the proposed deconvolution method. —
(a) A synthetic pattern with cube orientation and FCC Bravais lattice.
For clear illustration, the pattern shown in (a) is the synthetic pat-
tern after the application of a high-pass Gaussian filter. The patterns
used for calculation are without this filtering. (b) 1 an input profile,
namely, one of the asymmetric intensity profiles used for generating
the pattern in (a); 2 the corresponding restored profile, namely, an
intensity profile of the K-bandlet. The profiles belong to the K-band
that is delineated in (a). The red, dashed lines mark the characteristic
points, namely, extrema and inflection points, of the input profile. For
clear illustration,
∣∣∣~ξhkldec∣∣∣ is taken to be 50/(NP). (c) The localization ac-
curacy of the restored K-curve corresponding to the minimum point
designated by the green square in (b). 3 the case with no tapering
applied to the bandpass filter; 4 the case with Gaussian tapering at
the low-frequency border of the bandpass filter. a in equation (3.6),
is -1 for this graph. |~ξthrhp | is marked by a dashed, black line. (d) The
localization accuracy of the two minima marked in (b) vs the level of
anisotropy. a is the constant in equation (3.6).
∣∣∣~ξhkldec∣∣∣ is kept constant
and equal to 0.025/P in (d).
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pattern, β. The asymmetry factor is introduced in order to model the
asymmetry of the intensity profiles caused by the angular anisotropy of
the inelastically scattered electron sources (Winkelmann, 2008). As a re-
sult of the anisotropy, the intensity profiles of a vertical K-band are sym-
metric, while a horizontal K-band shows maximum asymmetry. Curve
1 in figure 3.8(b) is the intensity profile of the K-band delineated in fig-
ure 3.8(a).
To create a synthetic K-band, a reflector, hkl, is selected. The reflec-
tion angle with respect to the selected reflector, θ, is computed for every
point, (x,y), on the pattern; and the value that the input intensity profile
of that particular K-band, e.g., profile 1 in figure 3.8 for the K-band with
β = pi/4, predicts for this θ is assigned to the (x,y) point (Villert et al.,
2009). As a result, the points with the same θ, namely, the points located
on one hyperbola, have the same intensity. In this way, a K-band in ac-
cord with the definition of the K-band in section 3.2.1 is created. Twenty
eight of these synthetic K-bands are summed to generate the pattern in
figure 3.8(a). The synthetic pattern is of 0.12◦/pixel maximum scale fac-
tor and 45◦ half capture angle. The scale factor is the angular range of
the Kikuchi sphere that the side of a pattern pixel covers. For illustration
purpose, figure 3.8(a) displays the synthetic pattern after the application
of a high-pass filter in form of a Gaussian with circular symmetry. The
pattern that has been used for calculations is without this filtering.
The performance of the proposed method is evaluated by correlating
the intensity profiles of the K-bandlet with the input intensity profile.
Figure 3.8(b) shows an example of a restored intensity profile. Compar-
ing this profile with the input profile indicates that the deconvolution
method functions as expected: in the K-bandlet profile, the relatively
lower frequencies are missing, while the characteristic points are cor-
rectly recovered. The impediment of the relatively lower frequencies
and the rigorous recovery of the characteristic points — which are lo-
cated on continuously differentiable curves — are both entailed in the
bandpass filter designed for deconvolution. Quantitative performance
assessment is presented in the following section.
3.5 k-band localization
One of the applications of K-band deconvolution is K-curve localization.
K-curves are composed of the characteristic point of intensity profiles;
therefore, in order to localize the K-curves, the characteristic points need
to be detected. Here, detection is carried out through a shape analysis
of intensity profiles.
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Since an EBSP that is captured using a CCD camera is a discrete im-
age, namely, it is sampled on a grid of finite dimensions, the obtained
intensity profiles are discrete. Finite sampling induces an error in detect-
ing the characteristic points. Usually, a more accurate approximation is
achieved by interpolating the sampled intensity profiles; however, the
discrete intensity profiles are not interpolated here due to the following
reasons. There are two methods of interpolation: the Fourier interpola-
tion method and the curve-fitting method (Cespedes, 1995). The Fourier
interpolation method, which is based on the Fourier sampling theorem,
is not applicable to intensity profile interpolation because one of the nec-
essary conditions of this theorem, namely, the constant sampling period,
is not fulfilled (Bracewell, 2003). The curve-fitting method models the
profile by a specific function. If there is no a priori knowledge about
the type of the model curve, bias error is inevitable when curve-fitting
is used (Cespedes, 1995). To avoid the bias error, no interpolation is
performed on intensity profiles.
After detecting the characteristic points on each intensity profile, to
find the K-curves, the characteristic points must be assorted based on
their deviation angle from the reflector plane, θcr, where cr stands for
characteristic. Each group contains the points located on one K-curve,
θkcr,m, where m is the point number and k is the K-curve number. In order
to obtain the parameters of a K-curve, an interpolation is applied to the
points located on that K-curve. This interpolation is of the curve-fitting
type; however, since in this case the type of the model curve is known
a priori — K-curves are hyperbolic according to the modeled geometry
of diffraction — it is free from the bias error. This a priori geometrical
knowledge provides super-resolution, namely, the resolution that does
not exist in the captured image (Mallat and Yu, 2009).
In this way, the precision in K-curve detection reduces to goodness-of-
fit in fitting a hyperbola to the detected characteristic points, θkcr,m, which
is equivalent to evaluating the deviation of the detected θkcr,m from their
arithmetic mean, θkcr,avg. The result of the intensity profile analysis on the
synthetic pattern shows that the K-curves are localized with an accuracy
of 0.05◦, and a precision of better than 0.1◦. The reported accuracy is
the difference between the restored θkcr,avg and the input θkcr,in, and the
reported precision is the standard deviation of θkcr,m.
Localization accuracy depends on the deconvolution frequency, |~ξhkldec|.
When the bandpass filter is truncated, parts of the K-band with fre-
quency magnitudes below |~ξhkldec| are either removed, in case a box fil-
ter is used, or attenuated, where a tapered filter is applied. In other
words, deconvolution performed on a discrete image costs the K-band
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its integrity, and, as a result, the location of the characteristic points al-
ters. This alteration leads to a decrement in restoration efficacy, which
reflects in the decline of localization accuracy.
To verify this statement, the K-bands of the pattern shown in fig-
ure 3.8(a) are examined. For each K-band, a pattern is generated con-
taining only that K-band in order to avoid the interference of the effect
of the other K-bands. The K-curves are then restored by varying the
frequency magnitude used for truncating the double-wedge, |~ξhp|; hp
stands for high-pass. An example is shown in figure 3.8(c), where the
variation of the localization accuracy of one of the two deepest troughs
of the delineated K-band in figure 3.8(a) is plotted against |~ξhp|. The
black data points display the case where the filter is tapered at its low-
frequency border using the windowing function introduced in equa-
tion (3.4), whereas the red data points present the case where the filter
is not tapered. In both cases, the accuracy of K-curve localization is in-
dependent of |~ξhp| while |~ξhp| is below a threshold, |~ξthrhp |. At |~ξhp|’s
above this threshold, accuracy grows worse. |~ξthrhp | is invariably less than
1/(50P). According to this result, a K-band with a |~ξhkldec| above 1/(50P)
must be discarded when the maximum accuracy is desired.
The reason of the presence of a threshold for |~ξhp| is that the character-
istic points are usually composed of relatively higher frequency harmon-
ics. |~ξhp| = 1/(50p) implies that the harmonics with the spatial period
above 50p are not present in the intensity profile at the characteristic
points.
In summary, as seen in the example, the effect of removing the fre-
quencies below |~ξhkldec| ≤ 1/(50p) on restoration efficacy is negligible.
Figure 3.8(c) also shows that the localization accuracy provided by a ta-
pered bandpass filter and a sharp bandpass filter are almost the same
at frequency magnitudes below 1/(50P). Therefore, although tapering
removes the ringing effect, it does not improve the accuracy of the local-
ized characteristic points.
The asymmetry of the intensity profile means that the characteristic
points on the two sides of the plane trace do not have identical intensities
and sharpness. Intensity variation has no influence on the performance
of the proposed deconvolution method. Sharpness variation can influ-
ence the performance only if the peak becomes less sharp than |~ξhkldec|.
Error analysis performed by creating synthetic patterns with various lev-
els of anisotropy shows that the anisotropy level can alter the accuracy
for less than 0.015◦. Different K-band show different behaviors, not all
systematic. An example is displayed in figure 3.8(d), where the accuracy
of two localized characteristic points belonging to the K-band delineated
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in figure 3.8(a) is plotted versus the anisotropy level. For obtaining each
data point, a synthetic pattern similar to figure 3.8(a) is generated using
a constant a, and deconvolution and shape analysis are carried out. At
this stage, the author has no explanation for the variation of accuracy
with anisotropy, which differs from one K-curve to another.
3.5.1 K-bands in a theoretical EBSP
The described synthetic pattern used for calibration may be regarded as
simplistic for accuracy evaluation since it is merely a summation of a
set of synthetic K-bands. However, Real EBSP’s and theoretical EBSP’s
simulated using the dynamical theory of electron diffraction (Winkel-
mann, 2009; Winkelmann et al., 2007) are not suitable for this purpose
either because their true K-curves are not known. However, if the ac-
curacy measure is modified, then the theoretical patterns can be used
for calibration. The theoretical patterns used in the present work were
simulated using the dynamic EBSP simulation module as implemented
in BRUKER ESPRIT 1.9.3.3047. They were computed for Fe-36 wt% Ni
and include 800 lattice planes with minimum interplanar spacing of 0.4
A˚. These patterns do not contain angular anisotropy; therefore, the in-
tensity profiles of the K-bands are symmetric. As a result the difference
between the θkcr,avg’s of two corresponding K-curves on the two sides of
the plane trace can be used as the accuracy measure.
An example of a theoretical pattern, a restored K-band, the same pat-
tern after K-band extraction, and a few of its intensity profiles before
and after restoration are displayed in figure 3.9. As seen in figure 3.9(d),
the intensity profiles of the K-bandlet are not identical; however, the
variation is much less pronounced compared to the intensity profiles be-
fore restoration. In agreement with the model presented in section 3.2.1,
there are a few characteristic points — encircled by blue ovals on profile
1 in figure 3.9(d) — that can be traced in all the intensity profiles of the
K-bandlet. These are the points that compose the K-curves. For an EBSP
with 45◦ half capture angle and 0.06◦/pixel maximum scale factor, the
accuracy of K-curve localization is 0.06◦, and the precision is better than
0.1◦. Note that this pattern has 2000 × 2000 pixels, whereas the com-
monly available EBSD cameras do not provide more than 1000× 1000
pixels. Patterns with higher resolution are used here to display that the
proposed method can reach higher accuracy levels provided that finer
details are captured by the EBSD camera.
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Figure 3.9: A restored K-bandlet of a theoretical pattern simulated using the dy-
namical theory of electron diffraction. — (a) A theoretical EBSP. (b)
The same EBSP after the extraction of the K-band marked in (a). (c)
The restored K-bandlet corresponding to the K-band delineated in (a).
(d) A few intensity profiles of the K-bandlet, the black curves, along
with the corresponding intensity profiles before deconvolution, the
brown curves. Curves 1-7 are the intensity profiles along the paths 1-7
in (a) and (c).
3.5.2 K-bands in a real EBSP
So far, the performance of the proposed deconvolution and localization
method on synthetic and theoretical patterns has been discussed. In this
section, the performance of the method on real patterns is presented. As
an example, the EBSP that is depicted in figure 3.2 is discussed here.
Figure 3.10(a) and (b) show the vertical 11¯0 K-band of figure 3.2 and
its K-bandlet, respectively. A few intensity profiles of the K-bandlet
are depicted in figure 3.10(c). These intensity profiles are computed
on the same paths as the intensity profiles in figure 3.2(b). Figure 3.11
displays the same information for the horizontal 110 K-band delineated
in figure 3.2(a). As seen in figure 3.10(c) and figure 3.11(c), intensity
profile varies along the K-bandlet; however, the variation is minimal
compared to the same before deconvolution.
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Figure 3.10: A restored vertical K-bandlet of a real pattern. — (a) Loci of the char-
acteristic points of the intensity profiles of the vertical 11¯0 K-bandlet
overlaid on (a) the EBSP and (b) the K-bandlet. Each dot corresponds
to the characteristic point with the same color marked on profile A.
For clear illustration, out of every 20 characteristic points, one is
shown in (a) and (b). (c) A few intensity profiles of the K-bandlet,
the black curves, along with the corresponding intensity profiles be-
fore deconvolution, the brown curves. Curves 1-6 are the intensity
profiles along the paths 1-6 in (a). (d) The histogram of the loci of the
inflection points that are marked by the red dots in (a), (b), and on
profile A. (e) The histogram of the loci of the local minimum points
that are marked by the yellow dots in (a), (b), and on profile A. The
dashed, blue line in (d) and (e) marks the characteristic point on
the average intensity profile. Note that, in contrast to figure 3.2, the
search for the characteristic points is performed over the entire inten-
sity profile. Therefore, extending the abscissa to the entire reflection
angle range does not add any data point to the histograms.
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The intensity profile shape analysis described in section 3.5 is applied
to the restored intensity profiles to detect the K-curves. The histograms
of two sets of characteristic points belonging to the restored vertical K-
band marked in figure 3.2 are shown in figure 3.10(d) and (e). The
same information for the restored horizontal K-band in figure 3.2(a) are
plotted in figure 3.11(d) and (e). Results show that after deconvolution,
dispersion in θkcr,m significantly decreases. K-curves are localized with
a precision better than 0.1◦ in the opening angle of the corresponding
diffraction cone for a real EBSP with 0.12◦/pixel maximum scale fac-
tor and 45◦ half capture angle. The reported precision is the standard
deviation.
The precision in the localization of a K-curve hinges on the detection
precision of its comprising characteristic points. The precision of each
localized characteristic point depends on its distance from the pattern
center. The pattern center is the foot of the shortest line segment that
connects the projection center to the screen plane. The scale factor of a
pattern pixel decreases with its distance from the pattern center. For a
pattern with 45◦ half capture angle and 0.12◦ per pixel maximum scale
factor, the scale factor of a pixel at the center of the pattern is twice the
scale factor of a pixel at the upper edge of the pattern. Thus, the same
feature is localized with a better precision when it is farther from the
pattern center. The maximum image scale factor is usually the worst K-
curve localization precision in a pattern. There are individual K-curves
that can be localized with a better precision depending on their location.
In real EBSPs, however, the image scale factor is not the only decisive
factor for precision. The quality of the signal varies over the pattern;
the signal deteriorates away from the pattern center. The deterioration
affects the integrity of the K-curves; therefore, precision is not linearly
dependent on the scale factor. Currently, the author cannot comment
on the precise nature of the interplay between these two factors. The
K-curves whose characterization points’ histograms are shown in fig-
ure 3.10(d) and figure 3.10(e) are localized with 0.05◦ precision. The
localization precision of the K-curves in figure 3.11(d) and figure 3.11(e)
is 0.08◦ and 0.07◦ respectively.
3.6 the effect of inaccuracy in input parameters
The projection center and the crystal orientation are the inputs of the
Kikuchi bandlet method. Currently, the crystal orientation and the pro-
jection center obtained utilizing the conventional 2D HT-based method
(Krieger Lassen N. C. and Krieger Lassen, 1999) are used. Our results
show that the accuracy required for deconvolution is below the accuracy
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Figure 3.11: A restored K-bandlet of a horizontal K-band of a real pattern. — (a)
Loci of the characteristic points of the intensity profiles of the horizon-
tal 110 K-bandlet overlaid on (a) the EBSP and (b) the K-bandlet. The
pattern in (a) and the K-bandlet in (b) are 90◦ rotated around an axis
perpendicular to the pattern for illustration purpose. Each dot corre-
sponds to the characteristic point with the same color marked on pro-
file A. For clear illustration, out of every 20 characteristic points, one
is shown in (a) and (b). (c) A few intensity profiles of the K-bandlet,
the black curves, along with the corresponding intensity profiles be-
fore deconvolution, the brown curves. Curves 1-6 are the intensity
profiles along the paths 1-6 in (a). (d) The histogram of the loci of
the inflection points that are marked by the magenta dots in (a), (b),
and on profile A. (e) The histogram of the loci of the local minimum
points that are marked by the orange dots in (a), (b), and on profile A.
The dashed, blue line in (d) and (e) marks the characteristic point on
the average intensity profile. Note that, in contrast to figure 3.2, the
search for the characteristic points is performed over the entire inten-
sity profile. Therefore, extending the abscissa to the entire reflection
angle range does not add any data point to the histograms.
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achieved by the conventional 2D HT-based method. The reason is the
leeway that is provided for the bandpass filter when θdec is extended to
the values that ensure the recovery of a few K-curves with reflection an-
gles below θdec. According to our analysis in chapter 2 — in which the
same parameters as the ones utilized in the present chapter were used —
the error in the retrieved projection center is 0.4% to 1% of the pattern
width; and the error in orientation is 0.1◦ to 0.7◦.
In contrast, inaccuracy in the input parameters induces inaccuracy in
K-band localization. It makes the paths along which the intensity pro-
files are obtained deviate from the correct paths. The accuracy of the
paths is essential to obtaining the correct profiles. If the paths are incor-
rect, the trajectory of the characteristic points on the propagation sphere
— i.e., a spherical surface, which is centered on the projection center and
its radius is equal to the distance between the projection center and the
phosphor screen (Figure 3.1(a)) — is no longer a small circle; rather, it
is a 3-D curve, which does not lead to a constant θkcr (figure 4.21). Sec-
tion 4.2.3.2 addresses this issue in detail. Also see (Basinger et al., 2011a;
Gardner et al., 2010; Kacher et al., 2010) for a discussion on the same
problem. The deviation of the resultant curve from a small circle can be
detected with a better resolution when the discrepancy in the points that
comprise the K-curve is smaller. The Kikuchi bandlet method, therefore,
provides a reliable input for an optimization problem that searches for
the correct geometry of diffraction using the deviation of the cone-sphere
intersection curve from a small circle as the objective function.
3.7 intensity profile at the prominent crystallographic
poles
The rectangle in figure 3.12(b) delineates a region that differs from the
rest of the K-bandlet. This region’s counterpart in figure 3.12(a) coin-
cides with the neighborhood of the [001] crystallographic pole. Profile
3 in figure 3.12(c) is obtained on path 3, which is in the vicinity of the
pole. This intensity profile is more diffuse than the intensity profiles of
the rest of the K-bandlet. Here, the profile sharpness, 1/δθd, is defined
as the inverse of the angular distance between the two inflection points
of the deepest trough of the intensity profile. The average δθd of this
K-bandlet is 1◦; δθd of intensity profile 3 is 50% higher than the average.
Similar investigations on various EBSP’s verify that the low-index poles
induce diffuseness in their surroundings. The poles with higher indices
have less influence on the sharpness.
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Figure 3.12: K-bandlet in the vicinity of a prominent crystallographic pole. — (a)
A 11¯0 K-band. (b) An image composed of the intensity profiles of
the 11¯0 K-bandlet; each φtr-slice is an intensity profile. (c) intensity
profiles along the paths 1-3 in (a) and (b). The black curves are the
intensity profiles after deconvolution; the brown curves are the inten-
sity profiles before deconvolution. The points marked by × are the
inflection points of the deepest trough of the intensity profile. Profile
3 is obtained in the vicinity of the 〈100〉 pole. The area influenced
by this pole is delineated by a dashed rectangle in (a) and (b). The
dashed lines in (c) mark the position of the inflection points of pro-
file 3. 1/δθd,3 is the sharpness of profile 3. The sharpness of this
profile is 50% lower than the average sharpness of the K-band, that
is, 1/δθ11¯0d = 1/(
◦).
3.8 summary and conclusion
Through this chapter, a method, named Kikuchi bandlet method, for
the deconvolution and the restoration of Kikuchi bands in a backscatter
Kikuchi diffraction pattern was introduced. This chapter was mainly
concerned with the theoretical basis of the method. K-band localization
was presented as one of the applications of the proposed deconvolution
method. If the crystal orientation and the geometry of the diffraction set-
up is known with the accuracy provided by the 2D HT-based algorithms,
using the Kikuchi bandlet method, K-curves can be detected with a pre-
cision better than 0.1◦ for a real EBSP of 0.12◦/pixel maximum scale
factor and 45◦ half capture angle. The proposed method provides a tool
for studying the characteristics of a Kikuchi band including its inten-
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sity and its geometry. In the following chapter, two applications of this
method will be presented. The first application uses the intensity pro-
files of the Kikuchi bands for measuring the lattice distortion caused by
crystal defects; and the second uses the intensity profiles for the accurate
determination of the diffraction geometry.
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Part III
T H E K I K U C H I B A N D L E T M E T H O D :
A P P L I C AT I O N S
In the long history of humankind (and animal kind, too),
those who learned to collaborate and improvise
most effectively have prevailed.
— Charles Darwin

4T H E K I K U C H I B A N D L E T M E T H O D : A P P L I C AT I O N S
4.1 application (1) : the quantification of crystal defects
using ebsd
4.1.1 Background
A defect in a crystalline material is the disruption of the translational
symmetry (translational invariance) of the defect-free crystal by perturb-
ing the atoms away from their equilibrium positions. Examples of crystal
defects are: vacancies, substitutional and interstitial atoms, dislocations,
stacking faults, grain boundaries, anti-phase boundaries and inclusions
(Balluffi, 2012). The architecture and the density of the defects stored
in a crystalline material can affect and control its structural and physi-
cal properties; hence, it is of high importance to be able to quantify the
defects.
A crystal defect is expected to manifest in a diffraction pattern if its
strain field modifies the translational symmetry of the crystal, which is
the origin of diffraction.
4.1.1.1 The formation of an Electron Backscatter Kikuchi Diffraction Pattern
In this section, the physics of the formation of an Electron Backscatter
Kikuchi Diffraction Pattern (EBSP) will be presented. The references
consulted for the writing of this section are (Howie and Whelan, 1961;
Humphreys, 1979; Reimer, 1998; Wang, 1995; Winkelmann, 2008, 2009,
2010; Winkelmann and Nolze, 2010; Winkelmann and Vos, 2013; Winkel-
mann et al., 2007, 2010; Zaefferer and Elhami, 2014) unless otherwise
stated.
In a standard EBSD set-up, which leads to large scattering angles,
when the electron beam impinges on the surface of a specimen, elec-
trons with a narrow energy spread and a narrow direction range enter
the matter. Due to the interaction with the crystal medium, they are
scattered in a stochastic manner in every direction and with every en-
ergy1. These electrons are generated in an amorphous material and a
crystalline material alike. Due to the stochastic nature of the generation
1 Note that the scattering is anisotropic meaning that the number of the scattered electrons
decreases with the deviation of their direction from the direction of the incident beam.
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of these electrons, the directional distribution of the electrons with en-
ergy E with their source at sample thickness t is usually modeled using
Monte Carlo (MC) techniques (Hovington et al., 1997; Joy, 1995; Stary,
2011).
The Kikuchi pattern of a crystal, (i. e. the contrast modulation ob-
served in the crystal’s Backscatter Kikuchi diffraction pattern) is gener-
ated by those scattered electrons whose final scattering before exiting the
crystal is an elastic backscattering. Backscattering is a scattering event,
where scattering varies the trajectory of the electron for more than 90◦,
i. e. where the scattering angle is larger than 90◦ (the scattering event
shown by ref arrows in figure 4.1).
In an elastic scattering event, the interaction of the primary probe’s
electrons with the potential of the atomic core causes a deflection in elec-
tron’s trajectory and little or no energy loss (figure 4.1). The trajectory
variation (the scattering angle) can be large or small (backscattering or
forward scattering). When the interaction with the atomic core is strong,
the scattering angle is large and the electron loses a small amount of en-
ergy to the atomic core. This energy loss is termed the recoil loss. Such a
scattering is not strictly elastic; it is quasi-elastic or thermal diffuse. An
electron with 30keV energy when deflected by 135◦ by a single Si atom
will lose ≈ 2 eV (almost 0.007% of its initial energy) due to the momen-
tum transfer to the atom. This lost energy is added to the backscattering
crystal as a 2 eV phonon. At large scattering angles, the backscattered
electron loses its coherence with the incident electron wave. These inco-
herent quasi-elastically backscattered electrons are concentrated at the
atomic sites in the unit cell. Thus, their interference pattern with the
crystal produces the Kikuchi diffraction pattern. In figure 4.1(a) and (b),
the dotted red arrow shows this type of scattering.
The scattering events before the final elastic backscattering can be both
elastic figure 4.1(a) and inelastic figure 4.1(b). The number of these in-
teractions can be one or more than one. Therefore, the final elastically
backscattered electrons can have different energies and can come from
different depths. Irrespective of the type and the number of these scat-
tering events, the final elastically backscattered electrons (the dashed red
arrows in figure 4.1) are incoherent with respect to the incident electron
wave (the solid black arrow in figure 4.1).
When beam electrons scatter inelastically, they lose energy by trans-
ferring it to the electrons of the target (crystal). The energy gain in the
crystal is in form of electronic excitations, e. g., plasmons. For the energy
of the primary beam used in standard EBSD, namely, 5keV to 30keV,
inelastic scattering causes a small deflection in the trajectory of the scat-
tered electron. The trajectory deflection for an electron with 30keV en-
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Figure 4.1: The scattering events that lead to a backscatter Kikuchi diffraction
pattern.— (a) The incident beam is incoherently backscattered only
once and then coherently and elastically scattered (diffracted) in the
outgoing direction. (b) The incident beam is inelastically forward scat-
tered (plasmon scattering) multiple times to reach the point source
(the black circle), which is located at a higher depth with respect to
the point source in (a). Next, it is coherently and elastically backscat-
tered (diffracted) in the outgoing direction. This figure is an adapta-
tion of Fig. 8 in (Winkelmann et al., 2010) with permission from IOP
Publishing.
ergy is less than 10mrad. Therefore, inelastic scattering in EBSD is a
forward scattering. However, since there is a direction variation with
respect to the incident electron wave, it is an incoherent scattering event.
Inelastic scattering can occur both before and after elastic scattering.
If the inelastically scattered electrons, at their final scattering event, are
elastically backscattered by an atom, they create Kikuchi patterns (fig-
ure 4.1(b)). Conversely, if the inelastically scattered electrons are inelas-
tically backscattered at the final scattering event before exiting the crys-
tal, then they do not contribute to the intensity modulations known as
Kikuchi pattern. The reason is that the distribution of the inelastically
scattered electrons is isotropic over the unit cell rather than being concen-
trated at the atomic sites. As a result, they do not create diffraction pat-
terns; rather, they build up the smooth background signal superposed
on the Kikuchi pattern (Winkelmann et al., 2010).
In summary, a Kikuchi pattern is the graph of the probability that
an electron is quasi-elastically backscattered (large-angle scattered) from
a specific unit-cell site. The Kikuchi pattern of a set of point sources
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(atoms), which is generated by the coherent elastic scattering of incoher-
ently and quasi-elastically backscattered electrons can be calculated by
the dynamical theory of electron diffraction.
4.1.1.2 Dynamic electron diffraction problem and its solution using the Bloch
wave approach
It is possible to model the diffraction process directly by considering the
crystal atoms as point sources of electrons inside the matter. However,
when high-energy electrons are concerned, which is the case in EBSD, it
is simpler to model the process in a reciprocal manner.
The reciprocity principle (Pogany and Turner, 1968) states that the
diffraction process can be time-reversed. The direct diffraction process
starts from a point source in the matter (an atom), which emits electron
waves in every direction and ends at a point on the detector. Since the
detector is located at a distance infinitely large compared to the atomic
distances, the wave emitted by one point source can be approximated by
a plane wave at the detector.
The equivalent time-reversed process is as follows. A plane wave is
generated at a point on the detector, with a single direction fixed by that
point on the detector; it travels in vacuum to reach the specimen surface;
it then enters the matter and is diffracted by the crystal. The question
is: what is its intensity (its probability density) when it arrives at that
emitting point source (from which in the direct sequence it is originated)
or any other point inside the crystal? Hence, instead of outgoing electron
diffraction, the problem can be treated as an incoming electron beam
diffracted by the crystal, for which there are developed theories.
A necessary assumption for this approach is that the diffraction pro-
cesses in the outgoing path, which result in the Kikuchi pattern, are
independent of the scattering processes that produce the point sources
of the backscatter electrons (BSEs). In other words, there is no coher-
ence between the primary beam electrons and the recorded diffracted
electrons.
The reciprocity theorem (Pogany and Turner, 1968) enables the calcu-
lation of the patterns generated by the EBSD method in the scanning
electron microscope with the same formalism used for calculating the
Kikuchi patterns generated by coherent elastic scattering in the conver-
gent beam electron diffraction (CBED) in the transmission electron mi-
croscope (Spence and Zuo, 1992).
CBED and EBSD are different in their formation mechanisms. In
CBED, the pattern formation principle is coherent scattering: an exter-
nal convergent probe creates the Kikuchi patterns, and the scattered elec-
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trons have a fixed phase relationship with the incident beam. In EBSD, in
contrast, localized incoherent scattering is responsible for pattern forma-
tion: internal divergent sources, which are incoherent with the incident
beam form the pattern. Nevertheless, the exact same approach that is
employed for solving the diffraction problem in CBED can be used to
calculate the Kikuchi patterns generated by EBSD.
There are many models for formulating the dynamic electron diffrac-
tion problem2. The approach that is frequently used and is fully de-
veloped is the one that describes the wavefunction of the fast electrons
inside the crystal as a superposition of Bloch waves. In the following,
this approach will be detailed.
When a plane wave (exp(2piikout · r)) of high energy electrons enters
the three dimensional periodic crystal, it takes up a specific form. This
form is the result of the interaction of the high-energy electrons with the
periodic potential (V(r)) of the crystal. The wave function (ψ(r)) of a
particle of relativistic mass m accelerated by the accelerating voltage E
when placed in a potential V(r) fulfills the time-independent or station-
ary Schrödinger equation:
− }
2
2m|e|∇
2ψ(r) +V(r)ψ(r) = Eψ(r). (4.1)
In this equation,
m = m0(1− v
2
c2
)−1/2, (4.2)
where v is the velocity of an electron of the incident beam; c is the veloc-
ity of light; and m0 is the mass of an electron at rest.
The crystal potential is responsible for the scattering of the incident
electrons. In a perfect periodic crystal, the crystal potential is also peri-
odic, i. e. it has translational symmetry or it is translationally invariant.
Thus, it can be written as a Fourier series:
V(r) =∑
~h
V~h exp(2pii
~h · r). (4.3)
The lattice periodicity runs in specific directions known as lattice vectors.
It follows that the corresponding frequency vectors ~h are perpendicular
to the real space lattice vectors; and their magnitudes are reciprocal to
the corresponding lattice spacings. ~h is termed the reciprocal lattice vec-
tor in crystallography. The rotational symmetry of the crystal is included
in the coefficients (V~h). Care has to be taken that V(r) in equation (4.3) is
2 Note that the dynamic diffraction, which occurs in EBSD, ECCI, and TEM can be formulated
in the same manner. In TEM and ECP, it is the ingoing beam that is diffracted while in EBSD
it is the outgoing beam that it diffracted.
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only the real part of the total effective potential that a fast electron sees
in the crystal. This part is due to elastic scattering. It is the result of the
crystal charge density and hence of Coulombic nature. There is also an
imaginary part to the effective potential that a fast electron sees. This
part represents absorption, and thus, the inelastic scattering events. It
is not considered in solving the diffraction problem and will be treated
phenomenologically after the diffraction problem for the elastically scat-
tered electrons is solve.
To solve equation (4.1), V~h must be known. It can be obtained through
V~h =
2pi}2
mevuc
F~h (4.4)
, where vuc is the volume of the unit cell; and F~h , which is known as
the structure amplitude, is the amplitude scattered by a unit cell at unit
distance in the direction (k+~h):
F(~h) =∑
i
f Bi (~h) exp(−2pii(k+~h) · ri). (4.5)
k is the incident (in EBSD outgoing) electron wave; and f B(~h) is the
atomic scattering amplitude on the first Born approximation.
Note that all the vectors in this section are written as boldface charac-
ters except~h, the reciprocal lattice vector, in order for it to appear distinct
from the Planck constant (h).
Thermal vibration of atoms are included in the electron structure am-
plitude through:
F~h(T) = F~h exp(−M), (4.6)
where M is the Debye-Waller factor given by
M =
1
4
B|~h|2. (4.7)
B is referred to as the temperature factor of an atom, which is a tabulated
quantity for different materials at different temperatures.
With such a periodic potential, the solutions to equation (4.1) have the
form
ψ(r) = u(r) exp(2piik0 · r), (4.8)
which is, in essence, the product of a plane wave with wave vector k0
and a function (u(r)) with the same periodicity as V(r). ψ(r) with the
form of equation (4.8) is referred to as a Bloch wave.
Care must be taken that although there is only one ψ(r) that describes
an electron state, neither u(r) nor k0 are unique. In other words, we have
two functions, one periodic in reciprocal space and the other periodic in
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real space, the product of which gives the electron’s wave function. This
will later surface when many wave vectors instead of one are obtained
by solving the fundamental equations of dynamical electron diffraction.
Similar to V(r), u(r) can be written as a Fourier series:
u(r) =∑
g
Cg exp(2piig · r), (4.9)
where g is a reciprocal lattice vector.
Substituting u(r) from equation (4.9) into equation (4.8) gives:
ψ(r) = exp(2piik0 · r)∑
g
Cg exp(2piig · r)
=∑
g
Cg exp [2pii(k0 + g) · r] . (4.10)
Cg are referred to as the Bloch wave coefficients.
Equation (4.9) can be put to words as the following. The wave function
of an electron with the wave vector kout in vacuum is the superposition
of a set of plane waves with (k0 + g) frequency vectors inside the peri-
odic crystal. These plane waves differ in amplitude (Cg).
To determine ψ(r) in equation (4.10) (i. e. the wave function of the
elastically scattered electrons inside the crystal), Cg and k0 must be de-
termined. The approach to their determination is termed the Bloch wave
calculations, which will be presented in the following.
In the Schrödinger equation (equation (4.1)), ψ(r) must be replaced by
its equivalent given by equation (4.10); and V(r) must be replaced by its
equivalent obtained through combining equations (4.3) to (4.7).
To further simplify the resultant equation, two other definitions are
introduced. The first is the modified potential U(r), which differs from
V(r) by a proportionality constant as
U~h =
m|e|
2pi2}2
V~h; (4.11)
and the second is the wave vector of the incident beam inside the crystal
(K). The wave vector of the incident beam in the crystal (K) is obtained
by correcting the wave vector of the incident beam in vacuum (kout) for
refraction by the mean inner potential (U0):
K2 = kout2 +U0. (4.12)
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With the sequence of definitions and simplifications starting from equa-
tion (4.2) and ending at equation (4.12), the Schrödinger equation (equa-
tion (4.1)) reduces to:
∑
g
[K2 − (k0 + g)2]Cg + ∑
~h 6=g
Ug−~hC~h
 exp [2pii(k0 + g) · r] = 0.
(4.13)
This equation must obtain for every point in the unit cell, i. e. for every r.
Thus, every coefficient of each plane wave (exp [2pii(k0 + g) · r)]) must
be zero: [
K2 − (k0 + g)2
]
Cg + ∑
~h 6=g
Ug−~hC~h = 0 (4.14)
for h = g1, . . . , gn. (4.15)
Equation (4.14) is in fact a set of equations, each for one gi. These
set of equations are termed the fundamental equations of the dynamical elec-
tron diffraction theory (Humphreys, 1979) or the fundamental equations
of the wave-mechanical treatment of the dynamical theory of electron
diffraction (Howie and Whelan, 1961).
Since the accelerating voltage is about 20kV and the mean crystal
potential (or inner potential) is less than 10V, in a good approximation:
K ≈ k. (4.16)
Also since K  g, the approximation
K ≈ |k0 + g|, (4.17)
is valid. These two approximation are termed the high-energy approxi-
mations.
Solving equation (4.14) gives k0 and Cg for (g = g1, g2, . . .) in equa-
tion (4.10). k0 is the permitted wave vector (the wave vector of the Bloch
wave defined by equation (4.8)) inside the crystal. In other words, the
electron wave inside the crystal ψ(r) will be determined by solving equa-
tion (4.14).
Since g and ~h are reciprocal vectors, the number of which is infinite,
for equation (4.14) to hold true, infinite number of frequency vectors g
must be considered. However, approximations to the exact wave vectors
can be obtained with a finite number of g vectors, i.e, finite number (n)
of reflections (gi).
In the so-called two-beam approximation, only two reflections are con-
sidered: g = 0 and g = g1. Thus, there are merely two equations in form
of equation (4.14).
88
Similarly, if n reflections are included, for every incident wave of wave
vector kout, there will be n equations of form equation (4.14) each for one
gi.
Equation (4.14) can be expanded for the n-beam case as to give:
K2 − k2 U−g1 · · · U−gn
Ug1 K
2 − (k+ g1)2 · · · Ug1−gn
Ug2 Ug2−g1 · · · Ug2−gn
...
... · · · ...
Ugn Ugn−g1 · · · K2 − (k+ gn)2)


C0
Cg1
Cg2
...
Cgn

= 0
(4.18)
This equation has a solution for Cgi provided that the determinant of
coefficients is equal to zero, . The determinant = 0 equation itself is
an equation in k2n — it leads to a polynomial equation of degree 2n
with respect to k. If the high energy approximations (equations (4.16)
and (4.17)) are applied to these set of equations, the polynomial becomes
one of degree n. This has n roots, which means that instead of one Bloch
wave (equation (4.8)), there are n Bloch waves inside the crystal each
with a different wave vector (k).
In other words, although we started with one Bloch wave (equation (4.8))
as the wavefunction that described the electron wave inside the crystal,
solving the Schrödinger equation with this single input lead to more
than one wave vectors, i. e. more than one Bloch waves, for each diffracted
plane wave (with kout) received at a single point on the detector. There-
fore, the input wavefunction in equation (4.8) must be modified to ac-
count for all these Bloch waves:
Ψ(r) =∑
j
e(j)ψ(j)(r) (4.19)
=∑
j
e(j)∑
g
C(j)g exp
[
2pii(k(j) + g) · r
]
. (4.20)
In this equation, ψ(j) is the Bloch wave number j with the wave vector
k(j). A set of Bloch waves superpose to build up the electron wave
inside the crystal. The superposition is a weighted one. The weight
factor (e(j)) for Bloch wave number j with wave vector k(j) is referred to
as the excitation amplitude of that Bloch wave.
e(j) is determined using the boundary condition that states that the
current (Ψ) and its gradient at the vacuum-specimen interface must be
continuous. This boundary condition, when the incidence is normal to
the interface, results in:
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e(j) = C(j)∗0 ; (4.21)
for a non-normal incidence, the surface inclination must be accounted
for in diffraction equations.
In summary, an outgoing diffracted plane wave with wave vector kout
has been a set of Bloch waves (ψ(j)) each with a unique wave vectors k(j)
and a unique amplitude e(j) inside the crystal.
Equation (4.19) yet needs to be solved for k(j) and Cg i. This is done
by setting:
K = k(j) − λ(j)n. (4.22)
In this way, each wave vector k(j) of each Bloch wave is obtained by
modifying the wave vector inside the crystal K by a vector (λ(j)n) normal
to the specimen surface. In other words, all the Bloch waves that build
up one wave function (Ψ) inside the crystal with the wave vector K and
build up one wave function outside the crystal with wave vector kout,
will have equal components parallel to the specimen surface and only
their component perpendicular to the specimen surface varies.
Substituting equation (4.22) and the high-energy electrons approxima-
tions (equations (4.16) and (4.17)) in equation (4.19) gives:
AC(j) = λ(j)C(j) (4.23)
for the j-th Bloch wave, where
A =

kt2 U−g1 U−g2 · · · U−gn
Ug1 −(kt + g1)2 Ug1−g2 · · · Ug1−gn
Ug2 Ug2−g1 −(kt + g2)2 · · · Ug2−gn
...
...
... · · · ...
Ugn Ugn−g1 Ugn−g2 · · · −(kt + gn)2)

, (4.24)
C(j) =

C0(j)
C1(j)
C2(j)
...
Cn(j)

, (4.25)
k(j) = kt + k
(j)
z (4.26)
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and
λ(j) = kz(j) − K. (4.27)
This is an Eigenvalue problem, which can be solved for obtaining C(j)
and λ(j). It can be shown that the eigenvectors of all the Bloch waves of
one outgoing wave, i. e. {C(1),C(2), . . . ,C(n) }, form a complete orthogo-
nal and normalized set.
Having C(j) and k(j) determined means that one of the Bloch waves,
which compose the wave inside the crystal (Ψ(r)) corresponding to the
diffracted wave (kout) in vacuum is obtained. When n reflections (n
reciprocal space vectors (gi)) are considered, there are n Bloch waves,
for which the eigenvalue problem (equation (4.23)) must be solved. kout
is only one beam at the detector. The same eigenvalue problem must be
solved n times for every outgoing plane wave with a kout to obtain the
Kikuchi sphere.
At this point, for a plane wave outside the crystal, with wave vector
kout, the electron wave function inside the crystal is determined.
4.1.1.3 The effect of inelastic scattering on the elastically scattered (diffracted)
electrons
Up to here, only a part of the diffracted signal was considered. The
treatment of diffraction, which was presented was for the case where
the medium was a perfect crystal and there were no inelastic scattering
prior to the final elastic scattering. However, as was elaborated in sec-
tion 4.1.1.1, a part of the incident electrons is inelastically scattered. This
type of scattering is also dynamical, i. e. the electron can go through
multiple scattering events before diffraction.
The elastic scattering of the inelastically scattered electrons is included
in the dynamic diffraction theory phenomenologically by assuming that
the atomic scattering factor is complex (Howie and Whelan, 1961), thus,
by adding an imaginary part to the crystal potential in equation (4.3),
i. e.
V(r)→ V(r) + iV′(r). (4.28)
The idea of adding a complex term to the crystal potential was origi-
nated by merging the incident electrons and the crystal with its atoms
and electrons to a single system. If this system is described by a wave
function, which is the sum over the products of the crystal wave func-
tion and the wave function of the scattering (elastic and inelastic) of
the incident electron beam, then it follows that for the elastically scat-
tered electrons to approximately fulfill the Schrödinger equation (equa-
tion (4.1)), the inelastic scattering must be small and the potential must
be modified by adding a small real part and a small imaginary part to
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the crystal potential (Howie and Whelan, 1961; Yoshioka, 1957). To ob-
tain this complex part, the process, by which the electrons lose energy
must be precisely known, which is not the case. Nevertheless, it has
been shown that the two assumptions: (1) the complex part of the poten-
tial has the same spatial variation as the real part; and (2) the magnitude
of the complex part of the potential is almost a tenth of the real part can
explain the extinction contours, e.g., at stacking faults to a satisfactory
degree.
A complex potential in Schrödinger equation (equation (4.1)) means
that the solutions, i. e. the Bloch waves, must also be complex. Thus,
each wave vector must be replaced by a complex wave vector:
k(j) → k(j) + iq(j) (4.29)
Substituting the complex wave vectors in equation (4.20), gives the elec-
tron wave function inside the crystal modified for inelastic scattering:
Ψ(r) =∑
j
e(j)ψ(j)(r) (4.30)
=∑
j
e(j)∑
g
C(j)g exp
[
2pii(k(j) + g) · r
]
exp(−2piq(j) · r)
=∑
j
e(j) exp(−2piq(j) · r)∑
g
C(j)g exp
[
2pii(k(j) + g) · r
]
.
In the symmetric Laue case, q(j) is perpendicular to the specimen surface
and its direction is towards higher depths. As a result of absorption, the
j-th Bloch wave becomes attenuated with the depth perpendicular to the
surface of the specimen. The attenuation factor is exp(−2piq(j)z). There-
fore, the excitation amplitude of the Bloch wave number (j) is depth
dependent:
e(j)(z) = e(j) exp(−2piq(j)z), (4.31)
where z is the normal distance from the surface of the specimen.
Substituting the complex wave vector and the complex potential into
the fundamental equations (equation (4.14)) gives:{
K2 −
[
(k+ g)2 − q2+ 2iq · (k+ g)]}Cg + ∑
~h 6=g
Ug−~hC~h+
i∑
~h
U′
g−~hC~h = 0;
for h = g1, . . . , gn. (4.32)
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The result of solving the eigenvalue problem, which is obtained by re-
placing equation (4.30) in equation (4.14) are complex eigenvalues (λ(j))
and complex orthogonal eigenvectors (C(j)).
It can be shown that Cg in equation (4.32) is the same as Cg in equa-
tion (4.14). Therefore, subtracting equation (4.14) from equation (4.32)
gives:
− 2iq · (k+ g)Cg + i∑
~h
U′
g−~hC~h = 0 (4.33)
Assuming q2  (k + g)2 and using the symmetrical Laue case for
boundary conditions, this equation is turned into:
q(j) =
1
2Kz
(C(j)0
∗
C(j)g
∗ · · · )
U′0 U′−g1 U
′−g2 · · · U′−gn
U′g1 U
′
0 U
′
g1−g2 · · · U′g1−gn
U′g2 U
′
g2−g1 U
′
0 · · · U′g2−gn
...
...
... · · · ...
U′gn U
′
gn−g1 U
′
gn−g2 · · · U′0


C(j)0
C(j)g1
C(j)g2
...
C(j)gn

. (4.34)
Cg(j) and U′ are known, therefore, q(j), the imaginary part of the wave
vector of Bloch wave number (j), which is responsible for the absorption
of this wave by the crystal, is obtained through solving this equation.
Note that the amount of absorption (inelastic scattering) differs from
one Bloch wave to another.
4.1.1.4 Diffraction in presence of crystal defects
In the strain field of defects, atoms are displaced from their equilibrium
positions. The displacement of an atom induces a phase change (α) in
the scattered wave with wave vector k0 + g (Howie and Whelan, 1961).
Scattering to g by a displaced atom can be regarded as scattering by the
undisplaced atom with a modified scattering factor:
f (θ)→ f (θ) exp(−iα) (4.35)
If all the waves scattered to g have the same phase shift, then the scat-
tered waves remain coherent. The example is when on a set of parallel
atomic planes, which are in a strain field, there is no disruption in the
translational symmetry; however the spacing between the lattice planes
is increased or decreased with respect to the defect-free crystal. This
occurs, for example, when the total strain is elastic, namely, when the
transformation strain is zero: when there is no crystal defect.
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If, however, the atoms that scatter the electron wave to g do not have
the same phase shift, the scattered waves to g become incoherent. This
occurs, for example, when on a set of parallel atomic planes, which are
in a strain field, the translational symmetry is disrupted. As a result
of this type of phase shifts, in the defective crystal’s diffraction pattern,
extra features appear and some features disappear. What manifests in a
diffraction pattern is the disruption of the translational symmetry of the
crystal or the displacement field of the defect.
Depending on the size of the interaction volume between the incom-
ing beam and the crystal, the spatial resolution of a defect measurement
varies.
At the nanoscale, the methods, which use a transmission electron mi-
croscope are well-established (McCabe et al., 2004; Saghi and Midgley,
2012). The physical lateral resolution of these methods can be as good as
1–10 nm; and the probed volume is in the order of 2× 103–7× 103 nm3.
The disadvantage of the TEM-based techniques is that the probed re-
gion is limited to a very small area — maximum a few hundred microns
in each dimension, on the surface of the specimen; and the technique
requires a thin-film of less than 100nm thickness (Zaefferer, 2007, 2011).
At the middle to higher end of mesoscale, i.e., 1–10 µm, X-ray diffrac-
tion enables a variety of techniques (Barabash and Gene, 2013; Borbély
and Kaysser-Pyzalla, 2013). Examples are: 3D scanning Laue (poly-
chromatic X-ray) diffraction microscopy utilizing the differential aper-
ture X-ray microscopy technique (DAXM) ;and 3D monochromatic X-
ray diffraction microscopy (3DXRD), which can be carried out using the
second and the third generation synchrotron sources and also the labo-
ratory sources.
In high-resolution X-ray diffraction-based techniques, the smallest probed
material volume is a few µm3 (Borbély and Ungár, 2012; Borbély et al.,
2008; Hofmann et al., 2013; Ungár and Borbély, 1996). However, spa-
tial resolution has recently been improved to sub-micron level through
developing novel techniques such as: polychromatic three-dimensional
X-ray microscopy (P3DXM) (Larson and Levine, 2012; Poulsen, 2012),
diffraction/scattering computed tomography (DSCT) (Álvarez Murga
et al., 2012), and Bragg coherent diffractive imaging (BCXD) (Huang
et al., 2012; Miao et al., 2012; Robinson and Harder, 2009; Robinson et al.,
2001; Rodriguez et al., 2013).
Electron diffraction-based techniques in a Scanning Electron Micro-
scope (SEM) are potential alternatives to x-ray-based techniques at the
mesoscale. They are advantageous over the synchrotron-based x-ray
based techniques because they are laboratory-based equipments com-
prising a SEM and a few add-on hardware.
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Selected Area Electron channeling patterns (SACP) and Electron Backscat-
tering patterns (EBSPs) are diffraction patterns, which according to the
physics of their generation must contain information on the stored de-
fects in the diffracting volumes, and it has been observed that they do
(Joy et al., 1982; Krieger Lassen et al., 1994; Madden, 1982; Wilkinson
and Dingley, 1991; Wilkinson et al., 1993).
SACP’s spatial resolution is 5–10 µm, which is not an improvement
over the x-ray based techniques. EBSP offers more than SACP; it pro-
vides an spatial lateral resolution of 10–100 nm and the probed volume
of almost 20× 103 nm3 (Zaefferer, 2007, 2011). Moreover, it is fully au-
tomated. At a 1015 m−2 dislocation density, if it is assumed that: (1)
the length of the dislocation line is 20nm (i.e. the dislocation line runs
through the width of the probed volume); (2) and the dislocations are
spatially homogeneously distributed, then in each and every probed vol-
ume of 20× 103 nm3, one dislocation will be present. Therefore, en-
abling the EBSD technique for defect measurement at sub-micron scale
is highly attractive.
The quest for the retrieval of lattice distortions from EBSPs has lead
to a pattern correlation-based method, which extracts the elastic strain
field and the density of the geometrically necessary dislocations (Britton
et al., 2013; Britton and Wilkinson, 2011, 2012; Britton et al., 2010; Jiang
et al., 2013a,b; Maurice et al., 2012; Troost et al., 1993; Wilkinson, 1996,
2001; Wilkinson and Randman, 2010; Wilkinson et al., 2006, 2014).
The strain (displacement) field of a crystal defect, however, is not
purely elastic. Defects such as dislocations are surrounded by small re-
gions of a few atomic distances, in which the atomic displacements are
much larger than the linear elastic displacement range. These regions
are termed the core regions. The strain field of a defect is the superposi-
tion of two strain (displacement) components: the elastic strain and the
stress-free transformation strain. The transformation strain is the defect
itself. In fact, the transformation strain is the source of the elastic field.
For example, in case of a dislocation, the transformation strain is highly
localized in form of a delta function. (Balluffi, 2012, chap. 3).
A stress-free transformation strain can be introduced as follows. As-
sume a stress-free homogenous body. Cut-out a rectangular region out
of this body. Introduce the defect, e.g., remove a half-plane to create
a dislocation. Vary the size and the shape of the region so that there
remains no residual stress. This can be performed through plastic defor-
mation, phase transformation, or addition or removal of the material.
Obtain the strain due to the shape and size alteration. This strain is the
transformation strain. To place the deformed volume back to its original
rectangular cavity, forces must be applied to cancel the transformation
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strain. These forces generate an elastic strain field in the region. This is
the elastic strain field due to the presence of the defect in the region in
absence of an external applied force. Using this model, the elastic theory
can be modified to account for both elastic and transformation strains
(Balluffi, 2012, chap. 3).
The stored energy (also termed the stored deformation, the stored
cold-work and the net stored defect density) is the energy, which is re-
leased by removing the defect (the transformation strain and as a conse-
quence its elastic strain field) and returning all the atoms to their equi-
librium positions. The release of this energy, drives phenomena such
as recrystallization in metals (Ateba Betanda et al., 2014; Ding and Guo,
2001; Hodowany et al., 2000; Kuhlmann-Wilsdorf, 1999; Liu et al., 1998;
Rajmohan, 1997; Rollett et al., 1989; Srolovitz et al., 1986, 1988; Ungar
et al., 1984).
What manifests in a diffraction pattern is the loss of translational in-
variance. This is the degree of the deviation of the atoms of a reflector
from their equilibrium positions, i.e., the displacement field or the strain
field, irrespective of the source (the type of the defect) and the type of
the strain field—elastic or plastic.
Dislocations generate non-uniform displacement fields with non-unif-
orm gradients. Dislocation arrangements with non-zero Burgers vec-
tors, i.e., the Geometrically necessity dislocations (GNDs), cause rigid
body rotations and long-range stress fields (Ashby, 1970). If the lattice
rotation is larger than a threshold, they can be resolved using Wilkin-
son’s pattern-correlation-based method (Britton et al., 2013; Britton and
Wilkinson, 2011, 2012; Britton et al., 2010; Maurice et al., 2012; Troost
et al., 1993; Wilkinson, 1996, 2001; Wilkinson and Randman, 2010; Wilkin-
son et al., 2006, 2014). If the lattice rotations are smaller than this limit,
the EBSP emitted from the volume containing them will be the superpo-
sition of two EBSPs, which are slightly rotated with respect to each other.
The result is a loss of sharpness in the recorded pattern compared to the
EBSP of a crystal volume that is devoid of defects. Dislocation arrange-
ments with zero net Burgers vector, i.e., the statistically stored disloca-
tion (SSDs), do not cause rigid lattice rotations (Ashby, 1970). Therefore,
the pattern-correlation-based method is unable to resolve them. Resolv-
ing the displacement field of SSDs as well as the GNDs causing lattice
rotations below the sensitivity of the image-correlation-based method is
the topic of this chapter.
The effect of such stored defects is reported in the literature as the
decrement of the pattern sharpness (Krieger Lassen et al., 1994; Wilkin-
son and Dingley, 1991; Wright et al., 2011). An example is shown in
figure 4.2. The EBSPs in figure 4.2 are captured from a Fe-36 wt% Ni
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specimen in a fully-annealed state (figure 4.2 (a)) and after cold rolling
with 50% thickness reduction (figure 4.2(b)). Clearly, the patterns dif-
fer in what is visually described as sharpness. However, this difference
must be quantified in order to relate it to the level of lattice distortion or
the density and the type of the stored defects.
Quantifying the pattern sharpness and relating it to the level of the
stored defects has been attempted by Krieger Lassen et al. (1994) and
Wilkinson and Dingley (1991).
Krieger Lassen et al. (1994)’s work was focused on distinguishing the
detected patterns from the defect-free ones. They quantified the pattern
sharpness based on the Fourier representation of the EBSP. The sharp-
ness parameter was defined as:
Q = 1− J
Jreswtot
, (4.36)
where
J =
N/2
∑
ξH=−N/2
N/2
∑
ξV=−N/2
w(ξH , ξV)|~ξ|2; (4.37)
Jres =
1
N2
N/2
∑
ξH=−N/2
N/2
∑
ξV=−N/2
|~ξ|2; (4.38)
and
wtot =
N/2
∑
ξH=−N/2
N/2
∑
ξV=−N/2
w(ξH , ξV),
where w(ξH , ξV) is the power of the harmonic function with (ξH , ξV)
frequency (section 3.2.3.1). Jres normalizes Q for the resolution of the dis-
crete Fourier space. The larger the ~ξ becomes, the number of pixels with
constant |~ξ| increases and more pixels will contribute to w(ξH , ξV)|~ξ|2
(see section 3.2.3.2 for detailed description of the effect of discretization
on resolution see section 3.2.3.2). wtot is the total power of the EBSP.
The normalization by the total power makes it possible to compare the
power distribution of one pattern to another.
Figure 4.2 shows the logarithmically-scaled power spectra of the pat-
terns in (a) and (f). Clearly, the two spectra differ. The defect-free pat-
tern’s spectrum figure 4.2(c) extends to higher frequencies compared to
the deformed pattern’s spectrum figure 4.2(d). For the defect-free pat-
tern in figure 4.2, Q is equal to 0.38; it is 0.29 for the deformed pattern.
Based on this parameter, Krieger Lassen et al. (1994) attempted to au-
tomatically distinguish between the deformed and recrystallized regions
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Figure 4.2: The effect of crystal defects on an EBSP. — Two EBSP’s captured from
a Fe-36wt%Ni specimen in (a) undeformed state and (f) after 50% of
cold rolling. The logarithmically scaled power spectrum of (b) the
defect-free pattern and (e) the deformed pattern. The data is contained
inside the drawn white circles, the magnified content of which are
displayed in (c) and (d).
in a partially recrystallized material. They reported a 90% success rate
for the classification.
Krieger Lassen et al. (1994)’s parameter is suitable for differentiating
between the deformed and defect-free patterns. However, since the di-
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rectional resolution of the discrete 2D frequency space increases with the
frequency magnitude, and the number of the K-bands, which leave up
to higher frequencies drops as the frequency magnitude increases, the
fraction of the harmonics with zero power increases with the increment
of the frequency magnitude. As a result, the average of the power of
the rings with higher frequency becomes diluted when the frequency
magnitude increases. The consequence is that Q is not sensitive enough
for the quantitative measurement of deformation. It may be possible to
differentiate between a non-deformed pattern and a pattern of a 50%
cold-rolled material, however, a pattern with 10% deformation is not
distinguishable from 20% deformation.
The reason is that different K-band have different frequency contents,
depending on the orientation, the K-bands present in the pattern vary.
To be able to compare the level of the stored energy between two pat-
tern, they must have the same orientation. This in practice almost never
happens.
The alternative is investigating the frequency content of individual
Kikuchi bands instead of the pattern as a whole. This is the basis for
the work by Wilkinson and Dingley (1991). They attempted to relate
the level of the applied strain to the frequency content of the average
intensity profiles of the individual K-bands. In order to be able to com-
pare patterns with different orientation, they proposed using a feature,
which is common in all patterns. In case of a FCC lattice, there is at
least one 〈211〉 pole in every pattern (figure 4.3). The method is as fol-
lows. The average intensity profile of the K-bands passing through the
〈211〉 is obtained. Its 1D Fourier transform is computed. Higher power
at higher frequencies indicates lower level of stored defects. Using this
method, calibration curves for the level K-band sharpness versus the ap-
plied strain were obtained. Examples of average intensity profiles and
their power spectra are shown in figure 4.3(b–d).
There are two problems with this method. First, as was elaborated in
section 3.2, the intensity profile of a K-band in a pattern is altered by
many other K-bands that intersect it. As a result, the obtained intensity
profile is not the intensity profile of the band of interest, but a mixture of
all the intensities that pass through the spatial support of the K-band of
interest (section 3.2.2) and (Ram et al., 2014). The second problem is that
the displacement field of the crystal defects, particularly dislocations, is
anisotropic. Moreover, in a defective crystal, the symmetry of the defect-
free crystal is lost and therefore the symmetric features which could
interchangeably be used in the defect-free pattern can no longer be used
interchangeably in the deformed patterns.
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In summary, the prerequisite of the quantification of the defects from
an EBSP is to retrieve the lattice distortion field from the EBSP. It is
important to note that a deformed material loses its symmetry; there-
fore, the symmetrically equivalent features in the defect-free crystal will
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Figure 4.3: (a)〈112〉 poles in the EBSP of FCC-Fe. The average intensity profile of
110 bands in an Alumium alloy at (b) zero strain and (d) after 8.5%
tensile strain. (c, e) The power spectra of the average intensity profiles.
Adapted from (Wilkinson and Dingley, 1991) with permission from
Elsevier.
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not in general remain identical after deformation. Therefore, the stored
defect density cannot be concluded from comparing the symmetrically
equivalent features of different patterns.
4.1.2 Kikuchi bandlet method for mapping the distortion of individual lattice
planes
In chapter 3, the Kikuchi bandlet method was introduced. The method
reconstructs the individual Kikuchi bands. Therefore, it is capable of
studying the effect of the crystal defects on individual K-bands. In this
section, based on the Kikuchi bandlet method, a new sharpness param-
eters will be presented. The introduced sharpness parameter will be ap-
plied to the EBSPs captured from a specimen deformed in a cantilever
bending experiment. Once it is demonstrate that the sharpness parame-
ter delivers the Kikuchi band specific distortion maps, the approach will
be reciprocated. A known defect will be placed in the diffracting volume
and its EBSP will be simulated. The simulated EBSP will be analyzed
using the Kikuchi bandlet method in order to analyze the effect of the
strain field on the individual Kikuchi bands.
4.1.2.1 Cantilever bending experiment
In this experiment, a cantilever was cut from the edge of a copper speci-
men. The dimensions of the cantilever were 10× 3× 3 µm3, and it was
a bi-crystal with a high angle grain boundary at its center. It is shown
in figure 4.4. The experiment is the courtesy of Dr. Stefan Zaefferer.
The FIB milling and the EBSD measurements were carried out in a
Cross Beam XB 1540 FIB SEM (Carl Zeiss SMT AG, Germany) with a
Gemini-type electron column; a field emission gun; and a FIB device
(Orsay Physics). The microscope was equipped with an EDAX EBSD
system (EDAX, Draper, UT, USA), which included a Hikari camera and
the EDAX OIM DC software version 6. Cutting was performed using
Ga+ Focused Ion Beam (FIB) with 30kV accelerating voltage. Course
material removal was done by a 2nA beam. For fine milling, a 500pA
was used.
The cantilever was bent in the microscope by loading its free end.
The bent cantilever was measured by EBSD at the region delineated in
figure 4.4. This region was a single crystal before bending and remained
a single crystal after bending.
For the EBSD measurements, the accelerating voltage was 15kV; the
probe current was 8–9 nA; the working distance was 14mm; and the
beam scan step size was 50nm. No binning was performed on the cam-
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era chip. The resultant pattern were of 470× 470 dimensionality with
8 bit per pixel depth. No background correction was applied to the
patterns. For K-band detection, the Hough parameters were set as the
following: binned pattern size = 200× 200 pixel and Hough resolution
= 0.5◦. A 13× 13 pixel convolution mask was chosen. The Maximum
number of K-bands considered for orientation determination was 12.
4 µm
Figure 4.4: SE image of the bent
cantilever. The EBSD
map is collected from
the region enclosed
by the drawn rectan-
gle.
The 2D HT-based relative misorienta-
tion map of the measured area delin-
eated in figure 4.4 is displayed in fig-
ure 4.5 (a). The misorientation is relative
to a point at the top left corner of the pat-
tern. The maximum relative misorienta-
tion in this map is 15◦; and the bending
contours are visible except at the bottom
left corner of the map. The anomaly at
the bottom left corner is plausibly the re-
sult of the presence of the ramp under-
neath the cantilever. The experiment has
been designed such that the cantilever
follows the shape of the ramp while de-
forming. Thus, the specimen touches the
ramp before the applied load is removed.
As a result, the lower left corner has a
compression component in addition to
the bending component. This becomes dominant over bending in the
bottom left corner.
Figure 4.5 (b) and (c) display respectively the conventional 2D WHT-
based pattern quality (the IQ-map) (Krieger Lassen, 1994; Wright and
Nowell, 2006) and the 2D FT-based pattern quality (Q in equation (4.37)).
The two maps are similar. In both cases, the bending contours are almost
lost.
As will be shown in section 4.1.2.2, in presence of a dislocation, there
is anisotropic displacement field in the crystal. As a result, the sym-
metry of the crystal is lost, e.g., the three {1 0 0} lattice planes of the
FCC-crystal are no longer equivalent. Therefore, if the amount of the
distortion of a lattice plane of one region of the specimen is to be com-
pared with another region, the correct lattice plane counterparts must
be found. In other words, we must be able to track the lattice plane
throughout its deformation path. This is challenging especially in poly-
crystalline material where the deformation is highly spatially inhomoge-
neously distributed.
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Figure 4.5: (a) Relative misorientation map of the bent cantilever. Each point on
the map in (a) is the angle of misorientation between that point and
a point with zero misorientations angle at the top left corner of the
map. (b)The 2D WHT-based pattern quality map. This parameter is
the summation of the Hough peaks, which are used for indexing. (c)
The 2D FT-based pattern quality, i.e., Q in equation (4.36).
In a cantilever bending experiment, if the specimen is a single-crystal,
i.e., if there is no grain boundary in the vicinity of the measured area, the
rotation gradient is small. The disorientation between any two adjacent
measured points, which are 50nm apart here, does not exceed 5◦. Thus,
every K-band can be traced throughout the deformed specimen; and for
each specific lattice plane, a lattice distortion map can be obtained.
In more complex applied deformation states or in a polycrystalline
material, the computed disorientation is not equivalent to the actual lat-
tice rotation. However, inside a single grain, where the disorientation
between the adjacent points is below the threshold of a high-angle grain-
boundary, which is usually taken to be 15◦, the corresponding K-band
in the EBSP of the adjacent point can be found by finding the symmetri-
cally equivalent band with the smallest angular difference between the
plane normals of the first and the second band.
Noting that the strain field of the stored defects is anisotropic (Balluffi,
2012), a lattice-plane-specific sharpness will be introduced in this section.
In chapter 3, it was demonstrated that the frequency space representa-
tion of a K-band is contained in a truncated double wedge. It was also
demonstrated how this double wedge can be computed.
According to the description of the effect of the deviation of the lat-
tice planes from the ideal state that was presented in section 4.1.1.4, the
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sharpness of the K-band in a pattern captured from a deformed region
must decrease with respect to the same in an defect-free pattern. A de-
crease in K-band’s sharpness is equivalent to a decrease in the power of
the higher frequency harmonics.
Before the frequency contents of the counterpart K-band of two pat-
terns could be compared, a scaling must be performed on the two spec-
tra. To that end, the power spectrum is scaled such that the power of
the zero frequency harmonic (w(0, 0)) goes to one and the power of the
additive noise goes to zero. The arithmetic mean of the powers of the
harmonics with frequency magnitudes (|ξ|) above N/2− 50 is taken as
the power of the additive noise. In this way, any other factor that affects
the total power content of the pattern as a whole, e. g., the brightness of
the pattern and the noise variation among patterns, is eliminated.
The sharpness parameter of a K-band, the power spectrum of which is
scaled between zero and one, is defined as the mass moment of inertia
of the power spectrum of the K-band around the center of the power
spectrum (with respect to the axis perpendicular to the spectrum plane
that passes through the point with zero frequency magnitude), i.e.,
KWhkl =
N/2
∑
|~ξ|=1
Bhkl w(ξH , ξV)|~ξ|2
N/2
∑
|~ξ|=1
Bhkl |~ξ|2
(4.39)
, where: w(ξH , ξV) is the power of the harmonic; exp(2pii(ξH x + ξVy));
and Bhkl is the bandpass filter in shape of a double wedge that con-
tains the hkl K-band’s spectrum. The bandpass filter was detailed in sec-
tion 3.2.3.1. The denominator in equation (4.39) normalizes the the mass
moment of inertia for the discretization of the frequency domain, which
causes the number of the pixels with constant |~ξ|2 to increase with the
distance from the origin of the frequency domain. A detailed account of
the effect of discretization on resolution was given in section 3.2.3.2.
KWhkl is referred to as the band-worth hereinafter. A K-band’s worth
in a deformed pattern, which should be normalized for the same in an
defect-free pattern, is a measure for the level of the coherency of the
diffracted beams that lead to that K-band in the defective crystal relative
to the level of the coherency of the same waves in the defect-free crystal.
The quantified loss of coherency in the diffracted beams is a measure
for the deviation of the atomic positions on that plane in the defective
crystal from the same in the defect-free crystal.
Figure 4.6 depicts the KWhkl maps of 12 reflectors, which belong to
four families of reflectors in an FCC material: {1 0 0}, {1 1 1}, {3 1 1}, and
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[1 1 1]
[1 -1 3]
[1 3 1][3 -1 1]
[1 -1 1] [-1 -1 1]
[-3 -1 1]
[1 -3 1] [0 1 0]
[0 -1 1] [1 1 0] [1 1 0]
Figure 4.6: K-band-worth maps for the bent cantilever. Each map shows the band-
worth parameter (KWhkl in equation (4.39)), for one K-band through-
out the measured region. KW is the measure for the displacement
field on the particular lattice plane, which leads to the K-band. The in-
dices of the K-bands are written above their corresponding map. The
massive maroon region in (113) K-band-worth map corresponds to a
region where this K-band is not present in the pattern. The same is
true for the maroon region at the center right of the maps in the first
two rows and the last row.
{1 0 0}. To obtain each map, the same K-band is traced in all patterns
using the known lattice rotation with respect to the reference point. A
few conclusions can be drawn from these maps.
1. The devised parameter reveals the bending contours, which are
obscured in the 2D HT-based IQ-map (figure 4.5 (b) and the 2D
FT-based Q-map (figure 4.5 (c)). This shows that it responds well
to the deformation field.
2. The devised parameter reveals the anisotropy of the lattice distor-
tion field. Consider the three maps at the first row, they are the dis-
tortion maps of three reflectors of the same family — {1 1 0}. They
are symmetrically equivalent in a defect-free FCC crystal. How-
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ever, their K-band-worth maps highly differ. The same is true for
all the other depicted families.
In summary, the deviation of a reflector from ideal is quantified. The
next step would be linking this parameter with the microstructure. In
other words, the effect of different types of defects on the pattern and
consequently on the band-worth parameter must be explored.
4.1.2.2 Retrieval of the architecture of a known lattice defect from the EBSP
of the material volume that contains it
In this work, the patterns simulated based on the theory of dynamical
electron diffraction were employed to investigate the effect of a known
defect on an EBSP. To this end, the EBSP of a material volume containing
a dislocation arrangement with a known type and density was simulated.
The resultant pattern was then analyzed by the Kikuchi bandelt method.
The details of the approach are as follows.
1. A supercell is generated.
Here, body centered cubic (BCC) Iron (Fe) was considered. A rect-
angular slab of a perfect BCC-Fe crystal was created. The basis set
was {8× [1¯1¯2]BCC, 16× [11¯0]BCC, 12 [111]BCC}. No symmetry was
applied, that is, triclinic system was assumed.
The atomic positions of the smallest triclinic unit cell with {[1¯1¯2]BCC,
[11¯0]BCC, 12 [111]BCC} basis set, which makes a BCC crystal when
repeated in three dimensions is given in table 4.1.
The supercell was composed of 128 such unit-cells. The 128 unit
cells were arranged such that: 8 unit-cells were placed along the
[1¯1¯2]BCC directions; 16 unit-cells along the [11¯0]BCC direction; and
one along the [111]BCC direction. Each such unit-cell has 6 atoms,
therefore, the total number of atoms contained in the supercell is
768 (i.e., 128× 6).
It should be noted that there are 6 lattice points in the asym-
metric unit cell in the smallest triclinic unit-cell with {[1¯1¯2]BCC,
[11¯0]BCC, 12 [111]BCC} basis set. The stacking sequence of the {111},
{110}, and {112} plane in a BCC crystal is respectively AAA...,
ABABAB..., and ABCDEF/ABCDEF/ . . . . In other words, the
[211] lattice vector, which connects an atom on plane A to another
atom on a consecutive plane A, passes through five (211) planes.
However, any [211] lattice vector intersects a stack of six contigu-
ous (211) planes in one lattice point. The same is true for the {110}
106
planes: A [110] lattice vector passes through two (110) planes, how-
ever, it cuts only one of them in a lattice point. A [ 12
1
2
1
2 ]BCC lattice
vector passes through only one (111) lattice plane (Hull and Bacon,
2011).
2. A defect is introduced.
The defect considered here is a screw dislocation dipole in a bulk
BCC-Fe crystal. A dislocation dipole is composed of a pair of dislo-
cation lines, which are identical except for the sign of their Burgers
vectors. They are located on parallel slip planes. A dipole makes
the Burgers circuit complete. In other words, it provides a dislo-
cation structure with a zero net Burgers vector over the diffracting
materials volume. This is the same type of dislocation arrange-
ment, which is termed a statistically stored dislocation arrange-
ment (SSD).
The displacement field of the dislocation dipole was obtained through
Molecular Statistic (at zero Kelvin) simulations (Bulatov and Cai,
2006, chap. 3).
The initial position of atoms, prior to the simulations, was set ac-
cording to the displacement field (linear elasticity solution) of a
screw dislocation dipole in a continuum, anisotropic, elastic, cubic
medium. The dislocation lines and their Burgers vector were par-
allel to [111]BCC. The position of the dislocation cores are given in
table 4.2. For a coordinate system with the
x1 || [112¯]BCC
x2 || [11¯0]BCC
x3 || [111]BCC
basis set; C0ij reduced cubic elastic constants; and H = 2C
0
22 −
C012 − C011 anisotropic factor, the elastic constants are given by:
C11 = C011 +
H
2
,
C12 = C012 −
H
6
,
C13 = C012 −
H
3
,
C33 = C011 +
2H
3
,
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C44 = C044 −
H
3
,
C66 = C044 −
H
6
,
C15 = −
√
2
H
6
.
The analytical anisotropic elastic displacement field of a left-handed
screw dislocation with a 〈111〉 Burgers vector in an infinite anisotropic
cubic medium (Hirth, 1969) is according to:
u1 =− b36pi (A + B)
{
tan−1
(
Fx2
x1
)
− (4.40)
1
2
tan−1
(
4Fx2
J1x1 −
√
3J3x2
)
− 1
2
tan−1
(
4Fx2
J1x1 +
√
3J3x2
) }
u2 =− b312pi (A + B)
{
tan−1
(
4Fx2
J1x1 −
√
3J3x2
)
− (4.41)
tan−1
(
4Fx2
J1x1 +
√
3J3x2
)}
−
√
3b3
6pi
{
ln
(
x21 + F
2x22
) 1
2−
1
2
ln
(
J1x21 + J2x
2
2 − 2
√
3J3x1x2
J1
) 1
2
×BF
u3 =− bx36pi
{
tan−1
(
Fx2
x1
)
+ tan−1
(
4Fx2
J1x1 −
√
3J3x2
)
+
tan−1
(
4Fx2
J1x1 +
√
3J3x2
)}
, (4.42)
where:
F =
(R+1)
1
3 + (R− 1) 12
(R+1)
1
3 − (R− 1) 13
,
J1 =
(
1+ 3F2
)
,
108
J3 =
(
1−F2
)
,
J5 =
C44 (C12 + C66)− 2C212
C15
,
J7 =
1
C15S44
,
A = J6 −
(
J2 J7
J1
)
R2 =
C66
(
C11C44 − C215
)
C11
(
C44C66 − C215
) ,
and
J2 =
(
3+F2
)
,
J4 =
C12 + C66
C15S44
,
J6 =
C44
C15
,
J8 =
1
F2C11 + C12
,
B = J8
{(
J2 J4
J1
)
− J5
}
,
S44 =
C66
C44C66 − C215
.
The continuum elasticity theory fails to account for the dislocation
core. Therefore, to account for the dislocation core structure, the
generated initial atomic configuration was next modified through
minimizing the internal energy (relaxation). The periodic bound-
ary conditions were assumed in all three dimensions. By assum-
ing three-dimensional periodic boundary conditions (3D PBC), it
is assumed that the simulated volume is bulk and free from any
surfaces (Bulatov and Cai, 2006, chap.3). This is not true for EBSD
since there is a free surface involved. However, as the first step, the
simulations are confined to the bulk matter because the implemen-
tation of the 3D PBS in atomistic simulations is simpler. It should
be noted that the fully 3D PBS forces a dislocation arrangements
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with zero net Burgers vector. Otherwise, the periodicity cannot
obtain.
The embedded atom model (EAM) interatomic potential for BCC-
Fe developed by Mendelev et al. (2003) was used for the simula-
tions. This potential has been frequently used in the literature;
and it has been shown that it is well in accord with the predictions
of the electronic structure calculations, e.g., (Gilbert et al., 2011).
Compared to first principle approaches, e.g., DFT, the empirical
potentials models are less accurate; however, they are computa-
tionally far less expensive (Bulatov and Cai, 2006, chap.2).
[111]
[011]
[211]
[211]
[011]
[111]
(a) (b)
Figure 4.7: The relaxed BCC-Fe supercell containing a screw dislocation dipole.
Atoms are displayed as gray spheres. The dislocation cores are in-
dicated by changing the color of their immediate neighboring atoms
to yellow. (a) and (b) show two different views of the supercell. In
(a), the dislocation lines are perpendicular to the sketch plane. The
sketches are made using the open source OVITO atomistic simulation
visualization tool (Stukowski, 2010).
The energy minimization (relaxation) was performed through the
conjugate gradient algorithm (Bulatov and Cai, 2006, chap. 2). The
convergence criterion, i.e., the difference between the energy of the
system in the last and one before last step, was set to be 10−10 meV.
The simulations were carried out using the open source LAMMPS
molecular dynamics Simulator (Plimpton, 1995); and they are in
the courtesy of Ali Nematollahi at Max-Planck Institut für Eisen-
forschung GmbH. The resultant supercell is displayed in figure 4.7.
It has the following lattice parameters:
[a, b, c] = [55.94220, 64.60830, 2.47230] (in Å),
[α, β,γ] = [88.9037, 90.0000, 90.0000] (in degrees).
(4.43)
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3. The so-generated supercell is used as the input unit-cell for com-
puting the backscatter Kikuchi diffraction sphere.
The EBSP simulation was performed based on the dynamical elec-
tron scattering theory using the Bloch wave approach. The space
group was 1; the crystal system was triclinic; and the lattice pa-
rameters were as given in equation (4.43). The Debye-Waller factor
was chosen equal to 0.25Å2; and 408 reflectors were used for simu-
lation. The incident electron energy was 20keV. The energy of the
backscatter electrons was assumed to be equal to the energy of the
incident beam; therefore, the energy spectrum is not considered in
the calculations.
For simulation, the module implemented in Esprit v1.9.3.3047 (Bruker
Nano GmbH, Berlin, Germany) was used. The simulation of the
Kikuchi sphere on a PC with an Intel(R) Core(TM) i5-3570 CPU @
3.40GHz with 16,GB RAM took about 180 minutes.
4. The simulated EBSP is analyzed by the Kikuchi bandlet method to
study the effect of the defect on the individual K-bands.
5. The intensity profiles of the defective crystal were compared with
the intensity profiles of the defect-free crystal.
The dislocation density in the described supercell is equal to:
2× the length of one pole/(supercell’s volume).
The length of each dislocation line is equal to the length of the [001]triclinic
basis vector, which is equal to the length of the [111]BCC vector. The su-
percell’s volume is:
(55.942 20× 64.608 30× 2.472 30)Å3 = 8934.073 242 Å3.
Hence:
dislocation density = 2× 2.47230/8934.073242× 1020 (4.44)
= 5.5× 1016 m/m3 (4.45)
The supercell is periodically repeated in three dimensions to build the
crystal for simulating the backscatter diffraction pattern. A schematic
representation of the diffracting volume that results from repeating this
supercell in three dimensions is displayed in figure 4.8. Such an arrange-
ment results in a 5.5× 1016 m/m3 dislocation density. This density is the
maximum dislocation density achievable in a heavily cold-worked metal-
lic material (Humphreys and Hatherly, 2007). On the other hand, the
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configuration of dislocations uniformly distributed over parallel glide
planes (one single crystallographic slip-plane), with zero net Burgers vec-
tor content over the diffracting volume, i.e., zero-lattice misorientations,
is a low-energy dislocation structure (LED) similar to a simple Taylor
lattice with one type of Burgers vector (which is composed of edge dis-
locations instead of screw dislocations) (Kuhlmann-Wilsdorf, 1989, 2002;
Neumann, 1986). A Taylor lattice is rather a rare dislocation configura-
tion, which occurs in metals with low-symmetry with a highly-preferred
glide plane and in metals that in general favor planar slip (glide) , e.g.,
Austenitic High-manganese low-density steels (Fe-Mn-Al-C) (Gutierrez-
Urrutia and Raabe, 2012, 2013) and Al-Mg (Hughes, 1993). They are
neither random dislocation arrays nor cell-walls; and they do not last
high levels of deformation. For creating a frequently observed defect
configuration in a crystal (which is a single defect in an infinite crystal
instead of a infinite periodic array of defects) with the same approach
presented here, the dislocation density must be reduced, namely, the
size of the supercell must be increased.
Let the supercell be defined by the {n× [1¯1¯2]BCC, m× [11¯0]BCC, 12 [111]BCC}
basis set. With the same dislocation architecture (the described screw
dipole), for a 8.8× 1013 m/m3, n and m must both be 200. A disloca-
tion density of 3.5× 1014 m/m3 requires that (n, m) = (100, 100); and
(n, m) = (50, 50) leads to a dislocation density of 1.4× 1015 m/m3. To
bring the case closer to what occurs in practice, more than one type of
dislocation (more slip systems) must be included.
Increasing the size of the supercell cause the computational costs and
the required memory for pattern simulation to soar. The means available
to the author at the current stage have only taken her so far as to com-
plete the task for (n,m) = (8,16), which gives rise to a dislocation density
of 5.5× 1016 m/m3. The results for such a supercell will be presented in
the following.
Figure 4.9 shows the simulated EBSP’s for the defect-free crystal and
for the same crystal containing the screw dislocation dipole, i.e., the
defective crystal. The crystal orientation is the same for both patterns.
The orientation is chosen such that the dislocation line is parallel to the
screen normal. The [111] zone axis is perpendicular to the pattern and
intersects the pattern at the pattern center. The pattern center is located
at the center of the pattern (the mid-point of the white circle in figure 4.9
(a)).
Evidently, the patterns are different in appearance. The distorted lat-
tice has a less sharp pattern. However, the decrement in sharpness is
not homogeneous. It appears in some K-bands and does not appear in
some others.
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Figure 4.8: The supercells and the screw dislocation dipoles repeated periodically
in three dimensions to compose the diffracting volume.—(a) the in-
tersection of the diffracting volume and the specimen’s surface. The
size of the diffracting volume is taken to be 60× 22× 10 nm3. Assum-
ing that the dislocation line is perpendicular to the sketch; and the
[112¯] edge of the supercell is aligned horizontally, the surface accom-
modates 10× 4 supercells. Each supercell (red rectangle) contains a
dislocation dipole, i.e., two dislocation lines, which are shown by two
dots inside each rectangle representing a supercell. In (b), the dislo-
cation line arrangement is shown in 3-D. Each black bar shows one
dislocation line. The sign of the Burgers vector of each dislocation is
the opposite of the sign of the Burgers vectors of the dislocations in its
nearest neighborhood.
Figure 4.10 depicts two patterns with the same orientation — one cor-
responding to the perfect BCC-Fe and the other to the BCC-Fe crystal
with the screw dipole. The orientation has been selected such that the
EBSP contains two 〈111〉 poles that are symmetrically equivalent in a
BCC-Fe crystal. In figure 4.10, the dislocation line is parallel to the [1¯1¯1]
pole. Consider the [11¯0] K-band, which passes through the [1¯1¯1] pole
(the pole parallel to the dislocation line). In a defect-free BCC-Fe crystal,
its symmetrically equivalent K-band that passes through the [11¯1] pole
is the [110] K-band. Comparing these two K-bands in the pattern of the
defective crystal shows that the [11¯0] K-band is sharper than the [110] K-
band. Visual inspection of the pattern of the defective crystal shows that
this statement can be generalized: All K-bands that pass through the
pole parallel to the dislocation line are much sharper than their symmet-
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Table 4.1: The fractional coordinates of the lattice points of the triclinic unit cell
that makes a BCC crystal structure when repeated in three dimensions.
x y z
0 0 0
1/6 1/2 1/3
3/6 1/2 0
2/6 0 2/3
4/6 0 1/3
5/6 1/2 2/3
Table 4.2: The screw dislocation dipole.
Burgers vector [001]triclinic||[111]BCC
Dislocation line [001]triclinic||[111]BCC
1st Dislocation core (x, y, z) = (0.27, 0.51, 0.00)
2nd Dislocation core (x, y, z) = (0.75, 0.52, 0.00)
[111]
[011]
[111]
[121]
(a) (b)
Figure 4.9: The effect of a screw dislocation dipole on an EBSP.— (a) an EBSP of a
defect-free BCC Iron. (b) An EBSP of a defective BCC Iron containing
a screw dislocation dipole. The encircled 〈111〉-pole is parallel to the
dislocation line and also to its Burgers vector. The dislocation density
is 5.5× 1016 m/m3.
rically equivalent ones that pass through the symmetrically equivalent
pole which is not parallel to the dislocation line.
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[010]
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[121][111] [012]
[111] [121]
[100][012]
[121]
(a) (b)
Figure 4.10: (a) An EBSP of a defect-free BCC Iron. (b) An EBSP of a defective
BCC Iron containing a screw dislocation dipole. The patterns contain
two 〈111〉 poles. The [1¯1¯1]-pole is parallel to the dislocation line and
the [11¯1]-pole is not.
Using the Kikuchi bandlet method, this qualitative observation can
become quantitative. In the following, the Kikuchi bandlet method is
applied to the defect-free pattern and to the defective-pattern to extract
the equivalent K-bands and compare them to study the effect of the
strain field of the defect on the individual Kikuchi bands.
Figure 4.11 shows the 1¯21 K-band outlined in figure 4.10(b), in the
defect-free crystal (figure 4.12(a)) and in the defective crystal (figure 4.12(b)).
Some of the intensity profiles of the two K-bands are displayed in fig-
ure 4.12(c). According to this figure, the intensity profiles of the defec-
tive crystal (black curves) have the same shape as their counterpart in
the defect-free crystal (red curves). The only difference between the two
is that one is the scaled version of the other. The intensity profiles of the
distorted K-band are shrunk compared to the one of the ideal K-band.
As seen in figure 4.10, the 1¯21 K-band passes through the [1¯1¯1] pole,
which means that the 1¯21 reflector is parallel to the dislocation line. One
of its symmetrically equivalent K-bands in a BCC-Fe crystal, is the 121
K-band. This K-band passes through the [11¯1] pole, which is not parallel
to the dislocation line. Figure 4.12(a) shows this K-band in the defect-
free crystal; and Figure 4.12(b) shows the same K-band in the defective
crystal. A comparison between the intensity profiles of the two K-bands
(figure 4.12) shows that the shape of the intensity profiles of the half of
the length of the defective K-band remains the same as the ideal K-band.
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Figure 4.11: The 1¯21 K-bandlet: (a) in a perfect Bcc-Fe crystal and (b) in a BCC-Fe
crystal containing a screw dipole. (c) The intensity profiles of the K-
bandlets. The red curves are the intensity profiles of a perfect BCC-Fe.
The black curves are the intensity profiles of a BCC-Fe lattice, which
contains a screw dislocation dipole.
However, at the other half, the shape changes significantly. The shape
change is similar to the case where new lower-order reflectors with the
same reciprocal space vector direction as the ideal K-band’s, but smaller
interplanar spacing than the ones present in the defect-free crystal is
appearing. However, if this were the case, then the shape variation of the
intensity profile would have occurred all along the K-band; it would not
have left part of the K-band unaltered. The reason is that the diffraction
cones are complete cones, they cannot be half-cones.
Another example is the outlined 11¯0 K-band in figure 4.10(b). This
K-band’s reflector is parallel to the dislocation line — it passes through
the [1¯1¯1] pole. Its K-bandlets before and after deformation are depicted
respectively in figure 4.13(a) and (b). Its intensity profiles with and with-
out the dislocation dipole are plotted in figure 4.13(c). A comparison
between the intensity profiles suggests that the shape of the profiles re-
main intact after deformation. However, the defective K-band’s intensity
profiles are shrunk with respect to the same of the ideal K-band, namely,
every characteristic point (extremum or inflection point) of the defective
116
θ/degrees
In
te
ns
ity
/(a
. u
.)
−4 −3 −2 −1 0 1 2 3 4
1
2
3
4
5
6
7
8
9
10
11
12
(a) (b)
(c)
Figure 4.12: The 121 K-bandlet: (a) in a perfect Bcc-Fe crystal and (b) in a BCC-Fe
crystal containing a screw dipole. (c) The intensity profiles of the K-
bandlets. The red curves are the intensity profiles of a perfect BCC-Fe.
The black curves are the intensity profiles of a BCC-Fe lattice, which
contains a screw dislocation dipole.
K-band occurs at smaller reflection angle compared to the same charac-
teristic point in the ideal K-band’s profiles.
The symmetrically equivalent counterpart of the 11¯0 K-band, the lat-
tice plane of which is not parallel to the dislocation line, is the 110 K-
band. Its K-bandlets before and after deformation are shown in fig-
ure 4.14. The same effect that was seen in the 121 K-band appears here.
The dislocation’s strain field alters the shape of the intensity profiles of
the K-band. The alteration is not constant along the K-band, it becomes
stronger moving from profile 1 to profile 11.
The K-bands that were studied up to this point were all passing through
a 〈111〉 pole. Figure 4.15 shows a K-band that does not pass through any
〈111〉 pole. The K-band is delineated in figure 4.10(b). In this K-band,
similar to all the K-band that are not parallel to the dislocation line, the
shape of the intensity profiles of the defective K-band varies significantly
with respect to the ideal one. This variation is limited to a part of the K-
band’s length (from profile 1 to 7) and does not cover the entire K-band.
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Figure 4.13: The 11¯0 K-bandlet: (a) in a defect-free Bcc-Fe crystal and (b) in a
BCC-Fe crystal containing a screw dipole. (c) The intensity profiles
of the K-bandlets. The red curves are the intensity profiles of a defect-
free BCC-Fe. The black curves are the intensity profiles of a BCC-Fe
lattice, which contains a screw dislocation dipole.
In summary, it was demonstrated that in any K-band that is parallel
to the dislocation line, there is no shape change in the intensity profile
of the defective K-band with respect to the ideal K-band. In contrast,
in the intensity profiles of all the K-bands that are not parallel to the
dislocation line, a significant shape variation with respect to the ideal
K-band occurs.
This observation demonstrates that in an EBSD pattern, the displace-
ment field of a dislocation dipole does not affect the shape of the inten-
sity profiles of the K-bands, for which
ghkl · R = 0. (4.46)
In equation (4.46), R is the displacement vector and ghkl is normal to the
reflecting plane. Let the dislocation dipole lines be parallel to ud and
its Burgers vectors be ±b. For such a dislocation dipole, equation (4.46)
translates to
ghkl · b = 0;
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Figure 4.14: The 110 K-bandlet: (a) in a defect-free Bcc-Fe crystal and (b) in a
BCC-Fe crystal containing a screw dipole. (c) The intensity profiles
of the K-bandlets. The red curves are the intensity profiles of defect-
free BCC-Fe. The black curves are the intensity profiles of a BCC-Fe
lattice, which contains a screw dislocation dipole.
and
ghkl · (b× ud) = 0.
These rules imply that the reflected intensity from ghkl is not affected
by the displacement field of a dislocation if the atomic displacement is
restricted to the hkl reflecting planes. The same has been observed in
TEM (Howie and Whelan, 1961; Wang, 1995) and ECCI (Crimp et al.,
2001; Czernuszka et al., 1990; Gutierrez-Urrutia et al., 2013b; Wilkinson
and Hirsch, 1995; Wilkinson et al., 1993; Zaefferer and Elhami, 2014).
It was also observed that in the K-bands for which ghkl · b 6= 0, the
shape change in the intensity profile does not occur along the entire
length. In section 3.2.2, it was demonstrated that the Kikuchi bandlet
method deconvolutes a K-band from the set of K-bands that share its
spatial support, but do not share its angular support. The existence of
additional peaks on contiguous intensity profiles of these K-bands could
only be the result of the dissociation of the original reflector to two new
reflectors, i.e., new lattice planes, which were not present before the
119
θ/degrees
In
te
ns
ity
/(a
. u
.)
−4 −3 −2 −1 0 1 2 3 4
1
2
3
4
5
6
7
8
9
(a) (b)
(c)
(d)
Figure 4.15: The 010 K-bandlet: (a) in a defect-free Bcc-Fe crystal and (b) in a
BCC-Fe crystal containing a screw dipole. (c) The intensity profiles
of the K-bandlets. The red curves are the intensity profiles of a defect-
free BCC-Fe. The black curves are the intensity profiles of a BCC-Fe
lattice, which contains a screw dislocation dipole. (d) A schematic
showing the replacement of the Kikuchi band in the defect-free crys-
tal by two other Kikuchi bands in the defective crystal, which are
slightly rotated with respect to the ideal K-band
deformation. The ghkl of these reflecting planes are slightly rotated with
respect to the ones of the ideal K-band. A schematic representation
is shown in figure 4.15(d), where two hyperbolae with different colors
follow the minima of the intensity profile at each side of the original
K-band. This shows that the 010 reflector is divided into two reflectors.
The first is rotated in the opposite direction of the second with respect
to the original ideal reflector.
To quantify the observed effects, for each K-band, its band-worth
(its normalized moment of inertia (KWhkl)) is computed using equa-
tion (4.39). The results are presented in table 4.3, table 4.4, and table 4.4.
According to these tables, the KWhkl of any K-band with ghkl · b 6= 0
is smaller in the defective pattern than the same in the defect-free pat-
tern. In contrast, for the K-bands with ghkl · b = 0, KWhkl is larger in the
defective pattern than the same in the defect-free pattern.
In table 4.3, every two contiguous rows present two K-bands, which
are symmetrically equivalent in a defect-free BCC-Fe crystal. For one,
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the lattice plane is parallel to the dipole’s Burgers vector (ghkl · b = 0),
and for the other, it is not (ghkl · b 6= 0). Both K-bands pass through a
〈111〉-pole. Among these K-bands, except in one case (namely, the 1¯12
reflector) the band-worth is above 1 for K-bands with ghkl · b = 0; and
it is always below 1 for ghkl · b 6= 0. The exceptional case is due to the
spatial overlap of two K-bands that also directionally overlap, which is
the caveat of the K-band deconvolution method (See section 3.2.2 for a
detailed description).
In table 4.4, the K-bands in every two contiguous rows are symmet-
rically equivalent. However, none of the K-bands in this table pass
through a 〈111〉 pole. For these K-bands, KWde f /KHunde f does not ex-
ceed one, except in one case: the 2¯11 K-band. Among these K-bands,
there are some that are either not affected by the strain field, or they are
such that the KWhkl parameter is not capable of detecting the deforma-
tion. These are the K-bands with KWde f /KWunde f = 1.
Figure 4.16 shows KWde f /KWunde f for all reflectors belonging to the
{100, 110, 111, 211, 321} families in ideal BCC-Fe. KWde f /KWunde f is
plotted against cos σ, where
cosσ =
ghkl · b
|ghkl ||b|
. (4.47)
As the graph suggests, in general, the normalized band-worth (i.e.,
KWde f /KWunde f ) decreases when cos σ increases. The trend is better
distinguishable when the K-bands of the same family are considered —
for example, the red data points corresponding to the 321 family of K-
bands. This means that KWde f /KWunde f decreases with the deviation
of the angle between ghkl and b from pi/2. However, there are other
factors than the angular relationship between g and b, which cause the
discrepancy in the observed trend in the plot in figure 4.16.
In summary, the normalized band-worth (i.e., KWde f /KWunde f ) is a
reliable measure for distinguishing between the distorted reflectors. For
the case of the screw dislocation dipole, this possibility enables the recog-
nition of the Burgers vector of the dislocation using the ghkl · b = 0 cri-
terion. The generalization of the latter conclusion requires the extension
of the analysis to different crystal defect types.
In section 4.1.2.1, it was shown that KWde f is also sensitive to the level
of lattice distortion. Calibrating the effect will require simulating EBSPs
with different (smaller) levels of dislocation density and analyzing them
similar to the presented analysis.
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Table 4.3: KWhkl in the defective pattern (KWde f ) relative to the same in the defect-
free pattern (KWunde f ). The dipole’s Burgers vector is b = [1¯1¯1]. Every
two contiguous rows bordered by horizontal lines present two lattice
planes: one parallel to the Burgers vector of the dislocation dipole and
one not. Both lattice planes pass through a 〈111〉 pole. The two K-band
are symmetrically equivalent in a defect-free BCC-Fe crystal. The 011
K-band connects the two 〈111〉 K-bands. The two highlighted K-band,
in contrast to any other K-band with ghkl · b 6= 0, has a KWde f /KWunde f
not below 1.
K-band ghkl · b KWde f /KWunde f
11¯0 0 1.2
110 6= 0 0.8
1¯21 0 1.4
121 6= 0 0.9
112 0 1.4
1¯12 6= 0 1.0
21¯1 0 1.3
21¯1 6= 0 0.7
123 0 1.3
231 6= 0 0.6
32¯1 0 1.3
3¯2¯1 6= 0 0.5
1¯32 0 1.2
132 6= 0 0.9
2¯31 0 1.2
231 6= 0 0.6
011 0 1.3
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Figure 4.16: Variation of a K-band’s sharpness as a result of the strain field of a
screw dislocation dipole versus cosine of the complementary angle
(σ) between ghkl and the Burgers vector of the dipole. KWde f is a
K-band’s worth in the defective pattern; and KWde f is the same K-
band’s worth the defect-free pattern. The graph includes data from
the reflectors in the following set: {100, 110, 111, 211, 321}. The red
data points correspond to the {321} reflectors
.
Table 4.4: KWhkl in the defective pattern (KWde f ) relative to the same in the defect-
free pattern (KWunde f ) for K-bands that do not pass through any 〈111〉
pole. The dipole’s Burgers vector is b = [1¯1¯1]. Every two contiguous
rows contain K-bands that are symmetrically equivalent in a defect-free
BCC-Fe crystal.
K-band ghkl · b KWde f /KWunde f
100 6= 0 1.0
010 6= 0 0.8
312 6= 0 0.9
3¯12 6= 0 1.0
111 6= 0 1.0
1¯11 6= 0 1.0
2¯11 6= 0 1.1
211 6= 0 0.9
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4.2 application (2): the orientation and projection cen-
ter refinement
4.2.1 Background
The projection center of an EBSP is the point on the surface of the spec-
imen, on which the incident beam impinges. Knowledge of the posi-
tion of this point with respect to the detector screen is essential for any
analysis that requires the three-dimensional reconstruction of the crystal,
e.g., orientation determination (section 2.4.1.2) and elastic strain retrieval
(Britton et al., 2010; Wilkinson et al., 2006). As discussed in section 3.6,
K-curve detection using the Kikuchi bandlet method also requires the
projection center to be known.
The projection center obtained by using the nominal position of the
beam, the specimen and the detector screen are far less accurate than
what is required for any of the EBSD applications. As a result, several
methods have been developed to locate the projection center with a bet-
ter accuracy.
The existing methods for projection center determination can be di-
vided into two categories: (1) methods, which require an extra appa-
ratus; and (2) methods, which only need an EBSP. The first category
includes: the calibrant silicon single crystal technique, the screen move-
ment technique (Carpenter et al., 2007; Maurice et al., 2011), and the
shadow casting techniques. For a review on these methods, (Day, 1993)
and (Randle and Engler, 2000) are to be consulted. These techniques,
in general, suffer from the inaccuracy of the assembly of the involved
set-up.
The second category of methods includes: the 2D HT-based meth-
ods (Krieger Lassen, 1994; Krieger Lassen N. C. and Krieger Lassen,
1999), a 3D HT-based method (Maurice and Fortunier, 2008), and a polar-
gnomonic to stereographic projection method (Basinger et al., 2011a;
Gardner et al., 2010).
The 2D HT-based methods were discussed in detail in section 2.4.1.2
and in section 2.4.2.1. It was shown that the error in the retrieved pro-
jection center could be up to 1% of the pattern width. The sufficiency of
this accuracy depends on the analysis, which uses the projection center
or orientation as input. It can lead to almost 1◦ error in the retrieved ori-
entation. In metric tensor derivations based on image registration, 1% of
pattern width error in the position of the projection center translates into
a phantom strain of 10−3, which almost completely obscures the elastic
strain (Alkorta, 2013; Niezgoda et al., 2012).
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As discussed in section 2.4.1.2, the error in the projection center re-
trieved by the 2D HT-based methods originates from the error in the
detected plane normals. One of the reasons for the error in the de-
tected plane normals is the simplifying assumption that the K-curves
are straight lines. Improving the accuracy of the retrieved projection
center thus requires the hyperbolic nature of the K-curves to be taken
into account. This is reported to be carried out by the 3D HT-based
method and the polar-gnomonic-to-spherical projection method. In the
following section, the performance of the 3D HT-based method due to
Maurice and Fortunier (2008) when applied to real patterns will be as-
sessed.
4.2.1.1 Performance assessment of the three-dimensional Hough transform-
based projection center determination method
Here, instead of the 3D HT, the three-dimensional Radon transform (Toft,
1996) is used. The reason is that the Radon transform has an analytical
description and therefore makes the demonstration simpler. The dif-
ference between the two transforms does not have any significant con-
sequence on the results and conclusions that will be presented in this
section (van Ginkel et al., 1997).
The 3D Radon transform is defined as
RT(η,ω,γ′) = 1
Nnˆ,γ′
EBSP(~r) ∗ δ(rˆ · nˆ− cosγ′), (4.48)
where~r is a point on the EBSP described in the crystal coordinate system
(figure 2.2); nˆ and rˆ are the normalized vectors of respectively ~n and ~r;
δ(rˆ · nˆ− cosγ′) is the Dirac delta function defined on a cone with axis
nˆ and the cone’s half opening angle γ′; ∗ stands for convolution; Nnˆ,γ′
normalizes for the length of the δ curve; and ω and η define the normal
of the reflecting plane in the crystal coordinate system as
nˆ = (sin η cosω, sin η sinω, cos η). (4.49)
Figure 4.17 displays the slices of the 3D RT of a binary image, which
only contains a single-branch hyperbola with one pixel width. The true
vertex of one of the cones that generate this hyperbola is known. With
the knowledge of the vertex, the 3D RT representation of the image is
computed and displayed in figure 4.17. Each sub-figure shows a slice of
the 3D RT at a constant γ′. The resolution in all three dimensions is 0.25◦.
As this figure displays, at a specific γ′, the 3D RT of the single-branch
hyperbola reduces to a single point (slice 8). This γ′ is equal to the
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Figure 4.17: 3D Radon transform (3D RT) of a binary single-branch hyperbola.
Each sub-figure is a γ′-slice of the 3D RT space with (η,ω,γ′) param-
eters. The true cone vertex is used to compute the 3D RT. In slice
number 1, γ′ = pi/2: the opening angle of the delta-cone is zero. The
opening angle increases with the sub-figure number. The hyperbola
of the image has the same parameters as the point with the highest
intensity in slice 8.
opening angle of the cone, which generates the single-branch hyperbola.
The η and ω of this point are equal to the same of the cone’s axis.
The 3D RT of the binary image of a hyperbola with its both branches
is depicted in figure 4.18. Each branch behaves the same as figure 4.17.
At γ′ equal to the opening angle of the cone that creates the hyperbola
of the image, the 3D RT of both branches reduce to single points, which
coincide (slice 9, figure 4.18). This point’s parameters are equal to the
ones of the cone that creates the hyperbola in the image.
The 3D HT-based K-curve detection method introduced by Maurice
and Fortunier (2008) is based on the following assumptions. First, the
EBSP can be transformed into an image that only contains a set of hy-
perbolae. Second, each K-band is represented by one hyperbola with
two branches that belong to one single cone. If these two assumptions
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Figure 4.18: 3D Radon transform (3D RT) of a binary hyperbola. Each sub-figure
is a γ′-slice of the 3D RT space with (ω,γ′) parameters. The true cone
vertex is used to compute the 3D RT. In slice number 1, γ′ = pi/2: the
opening angle of the delta-cone is zero. The opening angle increases
with the sub-figure number. The hyperbola of the image has the same
parameters as the point with highest intensity in slice 8.
hold true, then the 3D HT (or equivalently 3D RT) can be applied to this
image to obtain each cone’s axis and opening angle. However, since the
cone vertex is unknown for real patterns, to the three parameters that
define the cone with a known vertex, three additional parameters are
added. The three additional parameters define the coordinates of the
cone’s vertex. In other words, the search space becomes six-dimensional.
Since there are infinite number of cones that generate a fixed hyperbolae,
there are infinite number of 3D RT spaces with different assumed cone
vertices, in which the hyperbola reduces to a single point. This problem
can be solved by considering at least two K-bands simultaneously. The
correct common vertex will be the one, in the 3D RT space of which both
hyperbolae reduce to a single point.
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The main problem with the 3D RT, or more rigorously the 6D RT, is
none of these. Rather, it is the fact that none of the two assumptions hold
true. The EBSP cannot be transformed to an image that only contains the
hyperbolic edges of the K-bands (the K-curves); and even if it did, the
K-band intensity profiles are not symmetric. Therefore, instead of one
hyperbolae, a K-band transforms into a set of single-branch hyperbolae,
which do not meet at a single point in the 3D parameter space.
To illustrate the effect of the asymmetry of the intensity profiles of the
K-bands, here, the 3D RD is directly applied to a real EBSP. Figure 4.19
shows the 3D RT of the horizontal {111} K-band, which is located be-
tween two dashed lines in the same figure. Figure 4.19(a) shows the
3D-HT frame, over which the 3D RT is computed. η is varied between
−10◦ and 10◦, ω between −6◦ and 6◦, and γ′ between zero and 4◦. For
all three parameters the step size is 0.1◦. The cone vertex is assumed
to be located at the projection center obtain by the fit-parameter-based
method that uses the 2D HT-based detected lattice plane normals.
A few slices of the 3-D Hough space are depicted in figure 4.19(c–
k). As these slices show, as a direct result of the angular anisotropy of
scattering, the 3D RT is asymmetric. According to figure 4.19(c) and
figure 4.19(g–k), up to γ′ = 0.5◦, there is only one distinct peak. Note
that γ′ = 0◦ is equivalent to the 2D HT. At γ′ = 0.7◦, the peak almost
disappears. At γ′ = 1◦, the peak starts splitting; at γ′ = 1.6◦, splitting
is complete, and two peaks appear, one of them stronger than the other.
When γ′ increases further, the two peaks move farther away from each
other and they never reunite.
This behavior can be explained using the simplified assumption that
the intensity profile across the K-band does not vary along the K-band
(i.e., when φtr varies). With this assumption, EBSP(~r) is reduced to one
intensity profile across the K-band, i.e., I(ω). Note that ω = θ + pi/2.
Substituting the assumption into equation (4.48) gives
RT(ω,γ′) = I(ω) ∗ {δ(ω− γ′) + δ(ω+ γ′)}
= I(ω− γ′) + I(ω+ γ′). (4.50)
Equation (4.50) implies that to obtain the RT(ω) when η and γ′ are
constant, two shifted versions of I(ω) have to be summed. Here, I(ω) is
approximated by the average intensity profile of the K-band (figure 4.19(l)).
Figure 4.19(l-p) show the evolution of the 3D RT on a line with constant
γ′ and constant η. According to equation (4.50), to compute the 3D RT
along the dashed line in figure 4.19(h), as depicted in figure 4.19(m),
I(ω) must be shifted once for −γ′, the black curve at right hand side,
and once for +γ′, the black curve at left hand side; then the two shifted
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Figure 4.19: 3-D Radon transform of the marked horizontal {111} K-band. (a)
The 3-D RT frame; (b) An EBSP with the almost horizontal K-band
enclosed between the dashed lines. Figures (c)-(k) depict slices of
the 3D RT space. Each slice in these figures can be identified by
its plane equation written directly above it. The black curve in (l)
is the average intensity profile of the {111} K-band. The graphs (l)-
(p) show the stages of peak splitting when γ′ increases. The graph
in (l) corresponds to the dashed line in (g). Any graph in (m)-(p)
corresponds to the dashed line on the slice directly above it.
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versions must be summed up, which results in the red curve. When the
shift value reaches a threshold, here γ′ = 1.5◦, two peaks appear in the
red curve, and they move in opposite directions when γ′ increases.
One of the K-curves detected using the Kikuchi bandlet method is
located in the mid-point of slice γ′ = 1.8◦. This slice is marked on
figure 4.19(c) and is displayed in figure 4.19(j). If the EBSP were com-
posed of merely one branch of a hyperbola with the same parameters
as the K-curve detected by the Kikuchi bandlet method, then the projec-
tion of this hyperbolae would be one single bright point in the center
of figure 4.19(j). However, as seen in figure 4.19i-k slice γ′ = 1.8◦ is no
different from the other slices with γ′ ≥ 1.2◦. Therefore, the K-curve
cannot be detected in the 3-D Radon space.
To summarize, the 3D RT-based method, and for that matter, the 3D
HT-based method does not deliver the purpose of determining the pro-
jection parameters of an EBSP.
4.2.2 The analytical derivation of the lattice-plane normal vectors and the pro-
jection center using a single EBSP
In this section, it will be demonstrated that in order to obtain the pro-
jection center of an EBSP and the lattice-plane normal vectors, it is suffi-
cient to localize the hyperbolic K-curves, which are the only indications
of the geometry of diffraction encoded in the pattern. To demonstrate
this hypothesis, the following theorem is put forward.
Theorem 1. There is an infinite number of right, circular cones that contain
the hyperbolae h located on the plane P. The vertices of these cones are located
on an ellipse. The ellipse has the following properties:
(1) The ellipse is perpendicular to the plane P.
(2) The ellipse plane and the hyperbola plane intersect in the major axis of the
hyperbola.
(3) The cone’s axis is tangent to the ellipse.
(4) The eccentricity of the ellipse is the reciprocal of the eccentricity of the hyper-
bola.
Proof: All the derivations in this section are carried out in the pattern
coordinate system (OP in figure 2.2). The screen plane is the z = 0 plane;
and the origin of the pattern frame is at the corner of the pattern.
The equation of the hyperbola h is the following
Xt A ≡ 0. (4.51)
In this equation,
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X =

x2
xy
x
y2
y
1

, (4.52)
and
A =

Axx
2Axy
2Ax
Ayy
2Ay
C

. (4.53)
A is obtained by fitting a hyperbolae to the detected K-curve.
The equation of a cone with vertex~r0 = [a, b, c], axis nˆ and half open-
ing angle θ is given by
~n · (~r−~r0) = ‖~n‖‖~r−~r0‖ cos(θ). (4.54)
The hyperbola that is generated when the cone intersects the z = 0
plane (the plane of the detector screen) is given by
XtB ≡ 0, (4.55)
where
B =

N12 − 1
2N1N2
2a− 2N1(~N ·~r0)
N22 − 1
2b− 2N2(~N ·~r0)
(~N ·~r0)2 − (a2 + b2 + c2)

, (4.56)
and the vector ~N = [N1, N2, N3] is defined as
~N = ~n/ cos(θ). (4.57)
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To obtain the unknown cone parameters — ~N and ~r0 — from the
known hyperbola’s parameters, the set of equations resulting from A ≡
B, that is,
N12 − 1 = Axx (4.58a)
N22 − 1 = Ayy (4.58b)
2N1N2 = 2Axy (4.58c)
2a− 2N1(~N ·~r0) = 2Ax (4.58d)
2b− 2N2(~N ·~r0) = 2Ay (4.58e)
(~N ·~r0)2 − (a2 + b2 + c2) = C, (4.58f)
must be solved. Solving equation (4.58)(a–e) gives
a =
Axy Ay − Ayy Ax
Axx
(4.59)
a +
Axx + 1
h
(Ay − b)− Ax ≡ 0. (4.60)
This is the equation of a plane, which is parallel to the z-axis and inter-
sects the z = 0 plane in the line given by equation (4.59). This line passes
through the major axis of the detected hyperbolae. Equation (4.58)(f)
is the equation of a quadric. In intersection with the plane of equa-
tion (4.59), this quadric generates the conic section
(Ax − a)2
1+ Axx
− (a2 + c2 + ( Axy
Ax + 1
(a− Ax)− Ay)2) ≡ 0. (4.61)
This conic section is an ellipse parallel to the z-axis. Each~r0 = [a, b, c]
that fulfills equation (4.61) is the vertex of a cone that contains the de-
tected hyperbola.
In an EBSP, each K-band is composed of a set of hyperbolic K-curves.
These hyperbolae belong to cones with a common vertex and a common
axis, which differ in opening angle. The ellipses of such cones coincide.
Each K-band has its own ellipse, i.e, its own infinite generator cones.
However, there is another piece of information that limits the number of
cones for each K-curve to one and only one: The reflection cones of dif-
ferent K-bands have a common vertex. As a result, two hyperbolae each
from a distinct K-band are sufficient for obtaining the common vertex
of all the reflection cones. The common vertex, which is the projection
center of the pattern, is the intercept of the ellipses.
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More significant than the projection center is the retrieved cones’ axes.
Having ~r0, the cone’s axis (~n) can be obtained from equation (4.58)(a–
e). The cone’s axis is the normal vector of the crystal’s reflecting plane.
There is no presumption on the metric tensor or the diffracting crystal
in the derivations; therefore, each reflector’s plane normal is obtained
independent of the other reflectors. This means that through obtaining
the intersection of K-bands’ ellipses, the deviatoric deformation of the
lattice, i.e., the deviatoric part of the metric tensor, is also obtained.
Knowing the reflector’s normal vectors means that the angles between
the lattice planes are known. The metric tensor of a lattice with ~a,~b,~c
basis vectors is
M =
 ~a ·~a ~a ·
~b ~a ·~c
~b ·~a ~b ·~b ~b ·~c
~c ·~a ~c ·~b ~c ·~c
 , (4.62)
which can also be written as
M = a2
 1 b
′ cosγ c′ cos β
b′ cosγ b′2 b′c′ cos α
c′ cos β b′c′ cos α c′2
 (4.63)
Using the retrieved inter-planar angles, (b′, c′, α, β,γ) can be obtain by
minimizing the following objective function
F(b′, c′, α, β,γ) =
n
∑
k,l=1
cos(φkl − cosφkl0 ), (4.64)
where φkl is the retrieved inter-planar angle between two planes; and
φkl0 is the angle between the same planes in the ideal non-distorted crys-
tal (Maurice and Fortunier, 2008). The absolute magnitude of the basis
vectors cannot be obtained because the Bragg angle cannot be read suf-
ficiently accurately from an EBSP.
In summary, if the hyperbolic curves can be detected with sufficient
accuracy, then
1. the projection center of the EBSP; and
2. eight components of the metric tensor relative to the length of one
of the of the basis vectors
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can be obtained.
The remaining issue is that, to the author’s best knowledge, before
the present work, there was no method that can detect the hyperbolic
Kikuchi curves with sufficient accuracy. This is the reason for the design
of pattern comparison methods, namely, cross-correlation, for obtain-
ing the lattice distortions of one crystal with respect to another crystal,
which is assumed to be non-distorted (Wilkinson et al., 2006).
4.2.3 Detecting the hyperbolic Kikuchi curves that are reconstructed by the
Kikuchi bandlet method
In chapter 3, it was demonstrated that the Kikuchi bandlet method re-
constructs the K-curves. The method was calibrated and the accuracy
and the precision of reconstruction were also evaluated.
After reconstructing a K-band using the Kikuchi bandlet method, K-
curve detection can be performed in two ways. First, through image seg-
mentation or global edge detection; and second, thorough the K-band’s
intensity profile analysis. Here, both methods will be investigated and
they will be compared.
4.2.3.1 Global K-curve detection
There are a number of global edge detection algorithms. The Laplacian
of Gaussian (LoG) algorithm is investigated here. In this method, the
image of the K-band extracted using the Kikuchi bandlet method is cor-
related by a 2D linear spatial filter. The filter is termed the Laplacian of
Gaussian (LoG) filter and is defined as
h =
(n2 − σ2)exp(−n2/σ2)
piσ6 ∑
n
exp(−n2/σ2) , (4.65)
in which n× n is the size of the 2D filter, which is chosen to be 3× 3 here;
and σ is the standard deviation of the Gaussian filter, which is chosen
to be equal to 0.5 here. In principle, this filter first applies a smoothing
to the image using a Gaussian filter, then applies a Laplacian to the
smoothed image. After the application of the LoG filter, points with
zero intensity over the filtered image are found. If the intensity profiles
of the K-bands do not vary along the K-band, it is expected that this
algorithm detects the inflection points of the intensity profiles, which are
located on K-curves. The algorithm is applied through a routine, which
is developed using the built-in functions of MATLAB’s image processing
toolbox (Mathworks, Matick, MA, USA).
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As demonstrated in section 4.2.2, the major axes of the hyperbolic K-
curves of a K-band coincide. Moreover, the major axes of the K-curves
of all K-bands intersect at one point, namely, at the pattern center. Here,
the deviation of the major axes of the hyperbolae fitted to the detected K-
curve of one K-band, and their distance from the 2D WHT-base pattern
center is the criterion for the performance of the global edge detection
algorithm in K-curve detection.
Figure 4.20 depicts the detected K-curves of a real pattern with 10kV
accelerating voltage and 90◦ capture angle. Note that a lower accelerat-
ing voltage leads to a smaller eccentricity in the hyperbolae. The Kikuchi
bandlet method was applied to the pattern to extract its K-bands. The
extracted K-bands were segmented using the Laplacian of Gaussian al-
gorithm to locate the edges of the K-band (the yellow curves). The found
edge points were categorized according to their reflection angle with re-
spect to the lattice plane estimated using the 2D WHT-based projection
center and orientation. Each category was considered to belong to one
K-curve. To these points, hyperbolic functions were fitted. Figure 4.20
also shows the major axes (the green lines) of the hyperbolae fitted to the
detected K-curves of each K-band. Note that every major axis (ellipse
plane) must pass through the pattern center.
Although visual inspection testifies that the algorithm has performed
well in K-curve detection, only in one of the K-bands figure 4.20(d), a
major axis is closer than 1% of the pattern width to the 2D HT-based
projection center. Therefore, the edge detection algorithm has performed
poorly in K-curve detection. The reason is that a K-band is not a one-
dimensional feature: its shape is not preserved throughout its length.
This point was shown in section 3.7. In other words, the gradient of the
projection of the K-band on the reference sphere in the direction parallel
to the K-band is not zero. This means that the points with maximum
gradients or zero Laplacian are not located on the K-curves. As a con-
sequence, a global edge detection algorithm will find edges that are not
exactly the K-curves. Due to the very large eccentricity of K-curves, the
inaccuracy in the detected points of a K-curve, significantly affects the
accuracy of the parameters of the fitted hyperbola. A a consequence,
the major axes are far from the true major axes, and so are the ellipses.
Therefore, a global edge detection algorithm will not serve the K-curve
detection purpose.
4.2.3.2 Local K-curve detection
In section 4.2.3.1, it was shown that the global K-curve detection is not
successful because the image gradient along the K-curve is not constant.
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Figure 4.20: (a) an EBSP captured at 10keV overlaid by K-curves detected by
global edge detection applied to K-bands that are extracted using
the Kikuchi bandlet method. (b-g) The major axes of the detected
K-curves of a K-band are shown as green lines. Each line belongs
to one K-curve. The red asterisk shows the position of the pattern
center obtained using the 2D HT-based method.
In section 3.5, a shape analysis method was introduced, in which the
points on the K-curve are obtained by acquiring the one dimensional
intensity profiles of the K-bands and finding the characteristic points
of the intensity profiles. This approach removes the interference of the
non-zero gradient component along the length of the K-band. How-
ever, as was mentioned in section 3.6, to obtain the paths for obtaining
the intensity profiles, the true cone’s axis and the true cone’s vertex (~n
and ~r0 in equation (4.54)) must be known. These parameters are un-
known, and they are the aim of K-curve detection. The best estimates of
~n and ~r0, which are currently available, are the ones obtained by the 2D
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WHT-based algorithm. The error in the so-estimated parameters were
elaborated in chapter 2.
Having ~n and ~r0 as both the input parameters and output parameters
calls for an iterative algorithm. An iterative procedure requires an objec-
tive function, also termed a cost function. The objective function used
here is detailed in what follows.
If an EBSP is recorded on a spherical screen centered at the true pro-
jection center, then the intersection of the reflecting cones and the screen
is a small circles instead on a hyperbolae. The equivalent of record-
ing the pattern on such spherical screen is projecting the recorded polar
gnomonic EBSP on a sphere, which is centered at the true projection
center. The projected K-curves will be small circles that are parallel to
the reflector plane as suggested by Kacher et al. (2009), Basinger et al.
(2011a), and Gardner et al. (2010). In other words, if the intensity pro-
files of the K-bands are obtained along the correct paths, the points on
one K-curve will all have the same reflection angle (with a precision of
one pixel’s solid angle).
An error in the cone’s axis or the cone’s vertex (the projection center)
deviates the K-curve’s projection from a small circle. It will become a 3D
curve (Miller and Goldman, 1995). A cone with its vertex at (x, y, z) =
(0, 0, 0) and its equation as
x2 + y2
c2
= z2; (4.66)
and a sphere with its center at (x0, y0, z0) and the radius R:
(x− x0)2 + (y− y0)2 + (z− z0)2 = R2 (4.67)
intersect at a 3D curve with the following equation:

(x− x0)2 + (y− y0)2 + x
2+y2
c2 − 2z0c
√
x2 + y2 + z20 = r
2;
x2(1+ 1c2 − 2x0x + y2( 1c2 )− 2y0y + (x20 + y20 + z20 − r2)−
2z0
c
√
x2 + y2 = 0.
An example is shown in figure 4.21.
The case is somewhat different here. There is a fixed single-branch
hyperbola, which belongs to a cone. When the cone’s vertex is fixed,
the sphere’s center is also fixed. In such a case, the intersection curve
remains a small circle if the following two conditions are fulfilled simul-
taneously: (1) the erroneous vertex is located on the ellipse of vertices
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Figure 4.21: 3D curve of intersection between a cone and a sphere when the
sphere’s center is not located on the cone’s axis (Weisstein).
(section 4.2.2); and (2) the erroneous axis is the vector located in the el-
lipse plane tangent to the ellipse. In other words, if the cone is retrieved
correctly, then all the detected points on the K-curve will have the same
reflection angle, i.e., the intersection curve is a small circle.
If the objective function of the iterative procedure is taken to be the
deviation of the projected K-curve from a small circle — which translates
into the deviation of the reflection angle of the points located on the K-
curve from their mean —, then this function must be minimized over
a six-dimensional space, three for the cone’s vertex ~r0 and three for the
cone’s axis ~n. However, as was shown in section 4.2.2, the true cone’s
axis and the true cone’s vertex are not independent. Neither are the two
components of the true cone’s axis that are perpendicular to the z-axis
(nx and ny) — The cone’s axis is inside the ellipse plane.
Figure 4.22(a) displays a synthetic K-band created with the proce-
dure explained in section 3.4. This K-band is projected on the Kikuchi
sphere. Each sub-figure, shows the effect of the error in one of the
(x0, y0, z0, φ1,Φ,Φ2) six parameters — (φ1,Φ,Φ2) for orientation in Eu-
rler angles with Bunge notation and (x0, y0, z0) for the projection center
— on the type of the K-curves. Each horizontal slice of each projected
K-band is an intensity profile of the K-band. As this figure shows, the
error in each one of these parameters causes the K-curves (the loci of
the characteristic points of the intensity profile) to deviate from a small
circle, that is, it causes the characteristic points not to have the same
reflection angle.
Based on this principle, an objective function is devised for obtaining
the six unknown parameter of the cones, which lead to the K-curves of
one K-band. At first, it is assumed that there is no lattice distortion,
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Figure 4.22: The effect of the error in orientation and in projection center on the
deviation of a K-curve, i.e., the loci of the characteristic points of
the intensity profiles, from a small circle. (a) A synthetic K-band in
gnomonic projection. The K-band projected on the Kikuchi sphere
with: (b) 5◦ error in φ1; (c) 5◦ error in φ1; (d) 5◦ error in φ2; (e) 5%
error in x0; (f) 5% error in y0; (g) 5% error in z0.
i.e., the metric tensor is the same as the defect-free crystal. The algo-
rithm is as follows. First, using the orientation and the projection center
obtained based on the 2D WHT method, the K-band is reconstructed.
In section 3.6, it was argued that the accuracy of these parameters is
sufficient for reconstructing K-curves with reflection angles below the
reflection angle chosen as the boundary for defining the directional sup-
port of the K-band. Next, the confidence region of the true orientation is
obtained using the method presented in section 2.4.3.2. Next, the orien-
tation space about the estimated orientation is sampled. The sampling
is performed in Euler space and each sampling point, (φ1,Φ, φ2), is se-
lected such that it remains inside an upright cube in Euler space, which
is centered at the estimated orientation and its edge length is twice the
accuracy of the retrieved orientation, i.e, 2wmax in equation (2.23). The
sampling interval for each Euler angle is 0.1◦.
R3 is also sampled about the estimated projection center. The sam-
ple points are located inside an upright cube centered at the estimated
projection center with the edge length of 1% of the pattern width. The
sampling interval in each dimension is 0.1% of the pattern width.
In this way, a six-dimensional grid is generated. Over the grid, the
paths, along which the intensity profiles of the K-bandlet must be ob-
tained vary.
For each grid point, the intensity profiles are obtained, the character-
istic points of the intensity profiles are determined and categorized to
obtain the K-curves. The details of the procedure were presented in sec-
tion 3.5. The summation over the standard deviation of the reflection
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angles of the points located on each K-curve is computed. The standard
deviations of all the K-curves of the K-band are summed. The result is
the value of the objective function at this grid point.
Here, no optimization algorithm has been devised. The aim is inves-
tigating the behavior of the objective function and whether or not it is
capable of delivering the purpose of finding the true parameters, and if
yes, with which accuracy. Once the objective function is known, decid-
ing upon the appropriate optimization algorithm will become simpler.
The result of applying the described algorithm to a simulated pattern
shows that the objective function is much more sensitive to orientation
variation than to projection center variation. The difference in sensitivity
is such that the variation of the objective function as a result of the varia-
tion of the projection center is obscured when all the six parameters are
varied at the same time.
One way of accounting for the differences in the derivatives of the
objective function with respect to different parameters is normalizing
the derivatives. However, instead, this property can be used to break
the algorithm into two steps and reduce the dimension of the parameter
space in each step. To this end, the procedure is modified in the way that
the projection center is fixed on the 2D WHT-based projection center, and
the objective function is obtained on the 3D orientation grid.
The result is shown in figure 4.23. The K-band for which the objective
function is computed is outlined in figure 4.23(a). Figure 4.23(b) shows
the objective function over the 3D orientation grid. As this graph sug-
gests, the objective function has planar isosurfaces. The minimum of the
objective function is also located on a plane. The plane is overlaid on
the 3D grid in Figure 4.23(b). Figure 4.23(c) shows another view of the
objective function, where the planar isosurfaces are better visible.
This result is valid for every K-band: For every K-band, there is a
plane in the described 3D orientation space, over which the objective
function is minimum. Moreover, varying the projection center inside the
cube centered at the 2D WHT-based estimated projection center varies
the minimum plane in the 3D orientation space marginally.
Having the minimum planes of the different K-bands, they can be
intersected to obtain the orientation of a pattern. Three K-bands are
sufficient for this purpose. However, more K-bands lead to a higher
accuracy.
Here, two simulated patterns with 2000× 2000 dimensionality were
used to assess the performance of the objective function. One of the
patterns in shown in figure 4.23(a). The simulation is performed using
the same procedure introduced in section 2.3. For ten random points on
the 3D grid of projection centers, the objective function is computed on
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Figure 4.23: The objective function plotted in 3D orientation grid when the projec-
tion center is fixed. (a) A simulated EBSP. (b) The objective function
in 3D orientation space. Each axis shows the difference between the
Euler angle (φi) of the point on the 3D grid and the true Euler angle
(φi − φi,t) used for simulating the pattern. The displayed plane is the
plane, on which the objective function is minimum. (c) another view
of the objective function, which better reveals the planar isosurfaces.
the 3D grid of orientations for 5 K-bands. For each of the ten runs, the
orientation is obtained by intersecting the 5 obtained minimum planes.
Results show that the error in the projection center leads to maximum
0.1◦ error in the retrieved orientation. This is an order of magnitude
improvement over the accuracy, which the 2D WHT-based orientation
determination algorithm provides. See section 2.4.1.3 for the error of
the 2D WHT-based retrieved orientation. Another significant point is
that the error in projection center leaves the retrieved orientation almost
unchanged. Therefore, the method is robust with respect to the error in
projection center.
The reason for the planar isosurfaces can be explained as the follow-
ing. For all grid points, which fulfill equation (4.54), the paths remain
identical. Therefore, there are more than one global minima. An ori-
entation, which is parametrized by three parameters, i.e. three Euler
angles here, only defines the normal vector of the lattice plane, which is
the axis of the reflection cone. Recall that the objective function cannot
differentiate between the normal vectors which are inside the plane of
the ellipse, which is the loci of the vertices of the cones that lead to the
K-curves. Therefore, for each plane in pattern coordinate system, there
is one isosurface in the 3D orientation space. If instead of the orientation
space, a 2D grid is made of a set of vectors centered at the estimated nor-
mal vector of the lattice plane, then the isosurfaces reduce to lines, over
which the objective function is constant. This is validated by making
the 2D grid and computing the objective function. In other words, the
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parameter space of the objective function is not 6-dimensional. Rather,
it is 5-dimensional with ( nxny , x0, y0, z0, nz) parameters.
This is significant in that the ellipse plane of a single K-band can be
obtained independent of the other K-bands without the need of presum-
ing a metric tensor. In other words, information on the lattice distortion,
i.e., the metric tensor can also be derived, which is beyond the scope of
the present work.
Since the error in the projection center has a subtle effect on the re-
trieved orientation, the 2D WHT-based projection center can be used for
obtaining the orientation almost without a penalty.
Once the orientation is obtained, the same objective function is com-
puted over the 3D projection center grid to retrieve the projection center.
For the pattern depicted in figure 4.23, some of the isosurfaces of the ob-
jective function on the 3D projection center grid are shown in figure 4.24.
The global minimum of this function is not at the true projection cen-
ter; it is about 4 pixels, i.e., 0.2% of the pattern width away. Close to
the global minimum, there are local minima. With such an objective
function, finding the global minimum is a challenging task for an opti-
mization algorithm. However, using the isosurfaces farther away from
the global minimum can help with finding a better approximation. Even
if the global minimum instead of the isosurfaces is used, this is up to five-
times improvement over the 2D WHT-based algorithm, which can have
a maximum 1% of the pattern width error (section 2.4.1.2). Nonethe-
less, 0.2% accuracy in the retrieved projection center is not enough for
the absolute elastic strain retrieval based on the image-correlation tech-
nique. The required accuracy is reported to be 0.05% of the pattern
width (Alkorta, 2013; Maurice et al., 2011; Villert et al., 2009).
An alternative to the above function is using theorem 1. According to
this theorem, the major axes of the K-curves, which are also the planes of
the ellipses that are the loci of the vertices of the plausible cones for the
detected K-curves must intersect at one point. This point is the pattern
center. Using this principle, the following algorithm is then carried out
for obtaining the partial metric tensor (equation (4.63)) and the projec-
tion center. First, using the refined orientation and the 2D WHT-based
projection center, the K-curves of a number of K-bands (at least two) are
obtained. To each K-curve, a hyperbola is fitted. For the hyperbola fit-
ting method used here, see (O’Leary and Zsombor-Murray, 2004). The
major axis of each hyperbolae is then computed. The intersection of all
major axes is obtained. The distance between the obtained point and
the major axes is summed and used as the objective function to be min-
imized. The projection center which minimizes the objective function is
used to obtain each cone’s axis, and therefore, the partial metric tensor.
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Figure 4.24: The objective function — which is the deviation of the intersection of
the reflection cone and the direction sphere from a small circle — on
the 3D projection center grid. Here four {110} K-bands of the pattern
in figure 4.23 are used. The sampling period in each dimension is 1
pixel. The pattern is 2000× 2000 pixels with 45◦ half-capture angle.
(a) The isosurfaces of the objective function are almost paraboloids.
A z-slice of the objective function at the true z component of the
projection center (z = 0) is displayed in (b).
4.3 summary and conclusions
In this chapter, two applications of the Kikuchi bandlet method were pre-
sented — both based on the quantitative intensity analysis of individual
K-bands.
The first presented application was enabling the EBSD technique for
the quantitative lattice defect measurement. A parameter, termed the
band-worth, was devised, which quantified the Fourier power spectrum
of a K-band. To assess the performance of the method, a controlled ex-
periment was designed: the method was applied to a bent cantilever
beam. The result were a set of maps, each showing the amount of distor-
tion stored on one lattice plane. In order to link the band-worth param-
eter to the material’s microstructure, a bottom-up approach was taken.
A known defect, a screw dislocation dipole, was placed into an defect-
free crystal; the atomic structure was optimized through minimizing
the internal energy of the crystal; and the EBSP of the resultant crystal
was computed. Next, the Kikuchi bandlet method was applied to the
simulated EBSP and the intensity profiles of the present K-band were
investigated. Results showed that compared to the EBSP of the defect-
free crystal, in the EBSP of the crystal with a dislocation, K-bands with
ghkl · b 6= 0 are split in two K-bands, and K-bands with ghkl · b = 0 are
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not affected. The band-worth can clearly distinguish between the split
K-bands and the intact K-bands. Therefore, the type of the Burgers vec-
tor can be readily extracted from an EBSP provided, so far, that there
is only one type of Burgers vector is present in the diffracting volume.
Moreover, the band-worth depends on the ghkl · b value. The higher
angular deviation of a lattice plane from the Burgers vector leads to a
higher decrement in the corresponding K-band’s worth. In short, a di-
rect link is revealed between EBSP’s sharpness and the crystallography
of the diffracting defective material volume.
The second presented application was improving the accuracy of the
crystal orientation and the projection center retrieved by the 2D WHT-
based method. First, it was shown that the 3D-HT algorithm proposed
by Maurice and Fortunier (2008) is not capable of retrieving the projec-
tion parameters and the metric tensor. Next, a new algorithm based on
the Kikuchi bandlet method was presented. In this algorithm, an objec-
tive function is designed, which is minimized when the orientation and
the projection center are such that the retrieved K-curves are hyperbolae.
It is shown that this objective function is convex over the 6-dimensional
space of orientation and projection center, i.e., there is a global minimum.
For simulated patterns, this objective function improves the accuracy of
the retrieved orientation for an order of magnitude — 0.1◦ accuracy in
orientation angle for the case studied here compared to 1◦ accuracy us-
ing the 2D WHT-based method. It also improves the accuracy of the
retrieved projection center for about 5 times — the retrieve projection
center accuracy is 0.2% of pattern width compared to 1% of pattern
width achieved by the 2D WHT-based method. The accuracy cannot be
evaluated using real patterns, since the true parameters are not known.
However, we expect that the accuracy worsens due to the image distor-
tions present in real patterns (Day, 2008).
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O U T L O O K
This work introduced the Kikuchi bandlet method and its two exemplary
applications.
The defect measurement method was investigated for the case of a
screw dislocation dipole. The case was an example and in the same way,
the method can be applied to investigate the effect of different types of
defects: screw dislocations, edge dislocations, mixed dislocations, dislo-
cation partials, stacking faults, antiphase boundaries, etc. In addition, it
can be applied to deduce density of defects. Here, the highest density of
defects in a metallic system was used. For a smaller defect density, the
supercell’s dimensions must be increased.
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