Animal responses often occur according to a specific temporal structure composed of two states, where a bout (or a burst of engaged responses in a short period) is followed by a long pause (or disengagement) period until the next bout. Such a bout-and-pause pattern has three components: the bout length, the within-bout response rate, and the bout-initiation rate. Previous studies have investigated how these three components are affected by experimental manipulations. However, it remains unknown what underlying mechanisms cause bout-and-pause patterns. In this article, we propose a computational model that is characterized by two mechanisms. The first mechanism is choice-an agent makes a choice between operant and other behaviors. The second mechanism is cost-a cost is associated with the changeover of behaviors. The proposed model has three states instead of two, and we show that the third state is required to reproduce bout-and-pause patterns through computer simulations. We further analyzed the proposed model and found that it reproduced the relationship between experimental manipulations and each of the three components that has been reported by previous studies. The experimental results suggested that choice and cost are the mechanisms that cause bout-and-pause patterns. Our results indicate that computational approaches are useful to investigate and understand underlying mechanisms of animal behavior.
Introduction
Animals engage in various activities in their daily lives. For humans, it may be working, studying, practicing sports, or playing video games. For rats, it may be grooming, foraging, or escaping from a predator. Although specific activities are different between different species, common behavioral features are often observed.
Bout-and-pause patterns are one of the behavioral features commonly observed in many species. Activities engaged by an animal do not occur uniformly through time but often have short periods in which a burst of engaged responses is observed. For example, in an operant conditioning experiment, a rat presses a lever repeatedly in a short period and then it stops lever pressing. After a moment, the rat starts lever pressing again. The rat switches between the lever pressing state and the no lever pressing state repeatedly throughout the experiment. Such a temporal structure comprising of short-period response bursts and long pauses is observed in various species and activities; for example, email and letter communication by humans (Barabasi, 2005) , foraging by cows (Tolkamp & Kyriazakis, 1999) , and walking by Drosophila (Sorribes, Armendariz, Lopez-Pigozzi, Murga, & de Polavieja, 2011) . Shull, Gaynor, and Grimes (2001) showed that bout-and-pause patterns can be described with a broken-stick shape in the log-survivor plot of interresponse times (IRTs), which are characterized by a bi-exponential model. If IRTs follow a single exponential distribution, then the log-survivor plot shows a straight line. If IRTs follow a mixture exponential distribution called a bi-exponential model, the log-survior plot shows a broken-stick shape composed of two straight lines that have different slopes. Killeen, Hall, Reilly, and Kettle (2002) shows that lever pressing by rats is well (1)
Their model has three free parameters: p, ω, and b, each of which correspond to different components in the bout-and-pause pattern. First, p denotes the mixture ratio of the two exponential distributions in the model and it corresponds to the length of a bout. The bout length is the number of responses contained in one bout. Second, w denotes the rate parameter for the exponential distribution of within-bout IRTs and it corresponds to the within-bout response rate. Finally, b denotes the rate parameter for the exponential distribution of between-bout IRTs and it corresponds to the bout initiation rate.
The three model parameters, which define the overall response rate, are affected by motivational and schedule-type variables (Brackney, Cheung, Neisewander, & Sanabria, 2011; Podlesnik, Jimenez-Gomez, Ward, & Shahan, 2006; Shull, 2004; Shull et al., 2001; Shull, Grimes, & Bennett, 2004; Tanno, 2016) . Motivational manipulations include the reinforcement rate, the response-reinforcement contingency, and the deprivation level, and they affect the bout initiation rate. An example of schedule-type manipulations is adding a small variable ratio (VR) schedule in tandem to a VI schedule and they affect the bout length and the within-bout response rate. The reinforcement rate (Shull et al., 2001; Shull et al., 2004) , the response-reinforcement contingency (Shull et al., 2001) , and the deprivation level (Podlesnik et al., 2006; Shull et al., 2001 ) affect the bout initiation rate. As the reinforcement rate and the deprivation level increase, the bout initiation rate increase. Extinction decreases the bout initiation rate. Brackney et al. (2011) showed that the overall response rate decreased through time under extinction and that the decrement is mainly caused by the decrease of the bout initiation rate.
However, some results imply that these variables affect not only the bout initiation rate but also the bout length (Cheung, Neisewander, & Sanabria, 2012; Shull, 2004; Shull, Gaynor, & Grimes, 2002; Shull et al., 2004) . Schedule-type manipulations mainly change the bout length (Shull et al., 2001; Shull et al., 2004) there are opposite results that adding a small VR schedule in tandem to VI schedule has no effect on the within-bout response rate (Shull et al., 2001; Shull et al., 2004) . When a VI schedule is followed by a small VR (tandem VI VR), an animal stays in a bout longer and emits more responses in each bout. However, Brackney et al. (2011) showed that if we add a small VR schedule in tandem to a VI schedule, the bout initiation rate decreased slightly. These previous findings are summarized in Table 1 Model. We designed a three-state Markov process for modeling bout-and-pause patterns (Figure 1(a) ). Two of the three states are "Operant" and "Others," in which the agent engages in an operant or other behaviors, respectively. In the third "Choice" state, the agent makes a decision between the operant and other behaviors. By having the Choice state in our model, we incorporate the fact that animals can choose their behavior from available options (e.g. grooming, exploration, and excretion) when they move freely during an experiment. The second fact that is observed in animal behavior is a cost required to make a transition from one behavior to another. Animals must decide whether to keep doing the same behavior or to make a transition, because fast switching is not optimal if a transition incurs a cost. Here is how the agent travels in the proposed model. The cost Q cost is another function that defines a barrier in making a transition from the engaged behavior to the Choice state. We assumed that the cost is independent from the preference and only depends on the number of responses that is emitted to obtain a reinforcer from a bout initiation. When a reinforcer is presented , the cost function Q cost is updated according to:
Parameter x denotes the number of responses that is emitted to obtain a reinforcer from a bout initiation. The other parameters are the same as Equations 2 and 3.
In the Choice state, the agent chooses either of the Operant or Others states according to the probability distribution calculated from the preferences for the two behaviors. The transition probability is defined as follows:
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Results: Simulaton 1
Figure 2(a) shows event records of IRTs generated by each model and Figure 3 shows the model schemes with transition probabilities between each state. The no choice model generated a dense repetition of only the operant behavior with a high rate without long pauses (top panel). The probability the agent stayed in the Operant state was empirically 0.95, which is a good match with the theoretical value of p stay defined by Equation 6. In the middle panel, the response rate under the no cost model was low and each response was separated by long pauses. The probability of the agent choose to transit to the Operant state was empirically 0.06 and the agent returned to the Choice state immediately after it responded. In the bottom panel, the agent with the dual model generated a repetitive pattern of responses with a high rate in a short period followed by a long pause. The agent in the Choice state made a transition to the Operant state with a .12 probability and it stayed in the Operant state with a .71 probability.
Figure 2(b) show log-survivor plots in to see whether they show a straight line or a broken stick. We used the IRTs from after the agent was presented 500 reinforcers to the end of the simulation. The log-survivor plots of the no choice model and the no cost model were described by one straight line whereas that of the dual model was described with a broken-stick shape. The no choice model has a steeper slope than the no cost model and is tangential to the curve of the dual model at the leftmost position. The no cost model slope was slightly steeper than that of the dual model at the right side.
Discussion: Simulaton 1
Both the event records and log-survivor plots in Figure 2 imply that only the dual model generates bout-and-pause patterns and the other two models failed to reproduce bout-and-pause patterns. The event records in Figure 2 reproduced bout-and-pause patterns.
We posit both of the choice and cost mechanisms are necessary to organize responses into bout-and-pause patterns. The no choice model failed because it lacks the choice mechanism. Without the choice mechanism, the agent almost always stayed in the Operant state and responded with a high rate without pauses. The reason behind the failure of the no cost model was the knockout of the cost mechanism. When the cost of switching behaviors is zero, the agent easily return to the Choice state, resulting in operant responses followed by long pauses. The choice and cost mechanisms contribute differently to generate bout-and-pause patterns; the choice mechanism generates pauses and the cost mechanism produces response bursts. Since the dual model has the both mechanisms, it reproduced bout-and-pause patterns.
Simulation 2
Having demonstrated in Simulation 1 that the dual model successfully reproduced bout-and-pause patterns, in Simulation 2 we analyzed this model under various environments. The previous studies (Brackney et al., 2011; Podlesnik et al., 2006; Shull, 2004; Shull et al., 2001 Shull et al., , 2002 Shull et al., 2004; Tanno, 2016) have applied various experimental manipulations to animals to understand bout-and-pause patterns. We applied manipulations to the agent in the model by changing the following four environmental settings: the rate of reinforcement, the deprivation level, the schedule type, and the presence of extinction. The rate of reinforcement, the deprivation level, and the presence of extinction have similar effects on bout-and-pause patterns. These manipulations affect the bout initiation rate and the bout length (Shull, 2004; Shull et al., 2001 Shull et al., , 2002 Shull et al., 2004) . The schedule type affects only the bout length (Shull et al., 2001; Shull et al., 2004 ). Here we examined whether the dual model reproduces these relationships between the bout components and the experimental manipulations.
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Method: Simulation 2
We used only the dual model in Simulation 2. We performed four experiments by manipulating only one of the four variables while keeping the other three variables the same as Simulation 1. The procedure of simulation is also the same as Simulation 1.
The four experimental manipulations are applied independently to each of the four variables: 1) the rate of reinforcement, 2) the deprivation level, 3) the schedule type, and 4) the presence of extinction. 1) We manipulated the rate of reinforcement by When we analyzed the IRTs data from the extinction simulation, we used a dynamic bi-exponential model (Brackney et al., 2011) , in which extinction causes the exponential decay of model parameters, p, ω, and b, according to the following equations.
The parameters γ, δ, and denote the decay rates of p, ω, and b, respectively. Thus, Equation 1 can be rewritten as follows.
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Since the decay of any of the three model parameters p, ω, and b can cause extinction, we need to find which of these parameters actually decayed during the extinction simulation. We excluded ω because it was fixed during the simulation. To identify whether one or both of the p and/or b parameters decayed, we compared three models, that is, the pb-decay, p-decay, and b-decay models. We calculated WAIC (widely applicable information criterion) for each model. Figure 4 shows the log-survivor plots of IRTs from each of the four simulations. In Figure 4 (d), the total number of IRTs during the extinction phase was insufficient to reliably estimate the right limb. Then, we analyzed a dynamic bi-exponential model fitted to the IRTs during extinction. Table 3 shows the WAIC values for the three models. The smallest WAIC was attained by the pb-decay model.
Results: Simulation 2
The model fit analysis suggested that the bout initiation rate and the bout length decayed during extinction.
SIMULATING BOUT-AND-PAUSE PATTERNS WITH REINFORCEMENT LEARNING 15 Figure 5 shows the boxplots of Q pref and Q cost in the three simulations except for extinction, which are to be used for assessing how the changes in the bout components are mediated. We excluded the extinction simulation because we already know that Q pref causes the change of the bout components since Q cost is fixed during the extinction phase. The top panel show that Q pref and Q cost increased as the rate of reinforcement increased. The middle panel indicates that increasing the deprivation level moved Q pref and Q cost upward. From the low panel, we can see that adding tandem VR schedule increased Q cost without affecting Q pref .
Discussion: Simulation 2
In Simulation 2, we tested whether the dual model has the same characteristics as animals reported by the previous studies. We analyzed the model with four experimental manipulations: the rate of reinforcement, the deprivation level, the schedule type, and the presence of extinction. The rate of reinforcement, the deprivation level and the presence of extinction affected the bout initiation rate and the bout length and adding the tandem VR schedule to the VT schedule affected only the bout length. 
