The current state of art in the literature indicates that linear visual receptive fields are Gaussian or formed based on Gaussian kernels in biological visual systems. In this paper, by employing hypotheses based on the anatomy and physiology of vertebrate biological vision, we propose a neural circuitry possessing Gaussian-related visual receptive fields. Here, we present a plausible circuitry system matching the characteristic properties of an ideal visual front end of biological visual systems and then present a condition under which this circuit demonstrates a linear behaviour to model the linear receptive fields observed in the biological experimental data. The objective of this study is to understand the hardware circuitry from which various visual receptive fields in biological visual system can be deduced. In our model, a nonlinear neural network communicating with spikes is considered. The condition under which this neural network behaves linearly is discussed. The equivalent linear circuit proposed here employs some anatomical and physiological properties of the early biological visual pathway to derive the visual receptive field profiles for linear cells such as neurons with isotropic separable, non-isotropic separable and non-separable (velocity-adapted) Gaussian receptive fields in the LGN and striate cortex. In the model presented here, the theory of transmission lines for linear distributed electrical circuits is employed for two-dimensional transmission grids to model cell connectivities in a neural layer. The model presented here leads to a formulation similar to the Gaussian scale-space theory for the transmission of visual signals through various layers of neurons. Our model therefore presents a new insight on how the convolution process with Gaussian kernels can be implemented in vertebrate visual systems. The comparison of the numerical simulations of our model presented in this paper with the data analysis of receptive field profiles recorded in the biological literature demonstrates a complete agreement between our theoretical model and experimental data. Our model is also in good agreement with the numerical results of the Gaussian scalespace theory for the visual receptive fields.
Introduction
The concept of receptive fields is initially introduced to explain reflexes produced by a stimulus in the somatosensory area of a body surface [32] . This notion is then extended in Ref. [16] to light stimuli to specify visual receptive fields, as a visual field region in which if visual stimuli are presented, the cell corresponding to the receptive field responds. "ON" and "OFF" sub-regions within visual receptive fields are then discovered [20] . The orientation tuning of neurons in the primary visual cortex is then uncovered by Hubel and Wiesel who characterize the neurons' responses in the primary visual cortex (V1) by considering the cells' responses to the polarity of visual stimuli [17] . Later DeAngelis et al. [7, 8] employ receptive field mapping techniques based on white noise stimuli to characterize the neurons' responses in the joint space-time domain. The spatio-chromatic and spatio-chroma-temporal responses are then described in Ref. [6] . A spatio-temporal energy model for motion perception is also developed in Ref. [1] by exploiting oriented filters in the space-time domain. Spatio-temporal receptive fields are also modelled in Ref. [40] by using Gaussian derivatives over a joint space-time domain. In fact, biological experiments quantitatively indicate that the linear visual receptive fields are well modelled as mainly Gabor kernels, differences of Gaussians and Gaussian derivatives. The receptive fields as Gaussian-related kernels in biological vision are considered as tools for canonical neural computations of the brain as suggested by physiological and behavioural evidence [5] .
On the other hand, scale-space theory has been developed to provide a general framework for early visual operations in any universal visual front end (see e.g. [22, 38] ). Gaussian kernel and its family are derived by postulating a set of mathematical properties (axioms) which an early visual system is expected to possess (see e.g. [14, 34, 37] ). In [13] , it is demonstrated that the class of admissible scale-space kernels can be confined by including semi-group, scale-invariance and rotational symmetry properties. The separability of a kernel in Cartesian coordinates then leads to Gaussian scale space. Gaussian scale space is also introduced for temporal data in Ref. [18] and further investigated in Ref. [14, 35] . A timerecursive space-time separable spatio-temporal scale-space model is then developed in Ref. [21] . A Poisson scale-space formulation, which does not possess the property of the nonenhancement of local extrema, is initially derived from 3D Laplace equation in Ref. [12] for image noise removal applications and then further investigated in Ref. [10] . Gaussian scale-space framework is also employed in Refs. [22, 23] to present (1) a continuous time-causal scale-space model, (2) a time-recursive update mechanism, (3) a parameterization of the spatio-temporal filters with respect to image velocity and image deformation and (4) convincing results from the scale-space models determined by a set of structural constraints for an idealized vision system. Early biological visual systems possessing the mathematical properties suggested in Gaussian scale-space theory are also well known to be associated with the Gaussian-related kernels. It is noted that Gaussian scale-space theory has been developed in a mathematical setting for any general early visual system which possesses a set of mathematical properties. The hypothesis is that since the early biological visual system enjoys these mathematical properties, it should also possess Gaussianrelated kernels. The fact that the numerical results of the kernels derived in the Gaussian scale-space framework are in agreement with linear receptive fields in vertebrate early visual systems [22, 23] confirms this hypothesis. However, neither anatomical nor physiological assumptions for early biological visual systems are considered for the derivations of the Gaussian-related kernels in a Gaussian scale-space setting.
In this paper, a model based on distributed electrical circuits is proposed to formulate electrical connectivity of neurons in retina and other following neural layers as twodimensional distributed linear circuits in the visual pathway. Neurons in a given layer send trains of spikes to neurons in the next layer through their axons, if their membrane potential is greater than a certain threshold. In such a scenario, according to classical rectification model [4, 15] , low pass signals (membrane potentials) in a neuron are linearly associated with the firing rate of neurons, if the potential is above a certain threshold. It is important to notice that the input of any single neuron in a given layer is connected both directly to the output of the corresponding neuron in the previous layer and indirectly to the outputs of all other neurons in the previous layer through a conductive sheet. The circuit proposed here is nonlinear in nature. We therefore present a condition under which this circuit behaves linearly. A linear electrical circuit equivalent to this nonlinear neural circuitry is proposed in this paper to facilitate the derivations of the visual receptive fields. In such an equivalent linear circuit, a neuron in a given layer is directly connected to its counterpart in the next layer so that the membrane potential of a neuron is directly and linearly affected by the membrane potential of the corresponding neuron in the previous layer. Our contributions in this paper are as follows:
(1) Here, we propose an electrical circuit, based on the anatomy and physiological properties of early visual systems to model the neural connectivity in this visual path. (2) In contrast with Gaussian scale-space frameworks, linearity is not one of our assumptions. Our model is hence nonlinear in nature. We therefore show here that this nonlinear system behaves like a linear one under some certain conditions. (3) Here, we demonstrate that the within-dendritic-network processes produce the Gaussian aspect of the visual receptive fields. This is in contrast with the previous work (see e.g [9, 19, 36] ) in the literature where the Gaussian distributed synaptic connections are considered the reason for the Gaussian aspect of the visual receptive fields. (4) In our numerical results, it is demonstrated that nonisotropic-elongated receptive fields are better matched with the receptive fields of a group of isotopic Gaussian neurons rather than with a single neuron possessing a non-isotropic-elongated Gaussian receptive field. (5) In our model, we show that the effects seen in the causal temporal smoothing of spatio-temporal (separable and non-separable) receptive fields are produced by the neuron's axons behaving like transmission lines. It is demonstrated here that these cascaded neural axons, also proposed in a simultaneous and independent research in Ref. [24] as a serially coupled first-order integrators, produce numerical results very similar to the biological recordings. (6) Last but not least, as mentioned before, we have here started with a small set of hypotheses based on the anatomy and physiology of the early biological visual system. Gaussian-related kernels are then derived to describe the behaviour of the visual receptive fields of cells in this visual system. This is in contrast with the scale-space framework where a set of mathematical axioms (requirements) for a visual system are the base for scale-space theory. It is important to notice that in our derivation, no axiom from Gaussian scalespace framework is used. From the standpoint of the philosophy of science, this is important and interesting. Gaussian scale-space formulation has been developed in a mathematical setting (mathematical world) starting with some general (mathematical) properties for a universal visual system. Yet, this formulation connects nicely with a biological visual system in our physical world (see [30] , Section 1.4 for discussions on mathematical and physical worlds) through the comparison between the numerical results of the theory and biological experiments. On the other hand, only anatomical and physiological assumptions (in the physical world) are made here in our model. Our numerical results are also in good agreement with biological experiments. Finally, we also show here that our model which is based on physical-biological assumptions is in good agreement with the completely mathematically derived Gaussian scale-space theory.
The rest of this paper is structured as follows. In Sect. 2, the model proposed here is described and its mathematical formulation and applications in vertebrate early visual processing are discussed. In Sect. 3, the properties of our model as an ideal biological visual system are investigated, and the numerical results of our model are presented. In this section, we also theoretically demonstrate that our model meets the structural requirements of scale-space theory. Finally, conclusions are drawn in Sect. 4.
Model for Early Visual Pathway

Model Hypotheses
Our model for early visual pathway presented in this paper is based on four main hypotheses based on the anatomy and physiological properties of biological visual systems. We describe these hypotheses in this section and explain our rationales behind them.
(1) Our first assumption here is that early visual processing is performed by a number of neural layers connected serially together. Our hypothesis that the visual information passes through a series of neural layers before the visual signals reach the visual cortex is supported by the fact that retina itself consists of four distinctive neural layers (four sets of synapses) as follows [3] : Ganglion cell layer, Inner nuclear layer consisting of horizontal, bipolar and amarine cells, photoreceptors layer containing rod and cone cells and retinal pigment epithelium consisting of cuboidal cells. These four retinal layers are then followed by a few neural layers in LGN. Again in the striate cortex, our assumption is that the visual signal is transmitted through a number of serially cascaded layers of neurons. (2) Our second assumption here is that we model any layer of neurons in early biological vision starting from retina's photoreceptors as a two-dimensional distributed conductive grid conducting dendritic potentials in two-dimensional conductors consisting of resistors, and capacitors. In fact, this conductive grid consists of millions of dendritic spines interconnected together through dendrite membranes [2] . A layer of neurons in early visual pathway therefore is connected to the previous layer through dendritic spine heads which are also interconnected through the dendrites. We therefore model these connectivities within a layer of neurons as a twodimensional distributed conductive grid. The membrane dendritic potentials are transmitted from neurons in one layer to those in the next layer in the form of the transmission of spike pulses. Here, we generalize the theory of transmission lines [33] to continuous two-dimensional grid conductors. The dendritic spine heads are characterized with high input resistance [2] . In our investigation here, we further assume that these neural layers modelled with electrically conductive layers in the retina have similar and analogous electrical structures but they may possess different electrical parameters. (3) Neural layers are rotationally symmetric. This is to say that by rotating a layer, the electrical properties of the layer remain unchanged along a certain orientation. (4) Our final assumption is that the distance between neighbouring neurons is negligible in comparison with the dimensions of the visual field in the retina or any neural layer.
Model Derivation
A simplified two-dimensional block diagram of the neural connectivity proposed here is shown in Fig. 1 -top (for a threedimensional view of these series of neural layers, see Fig.  16 -top. Horizontal lines in Fig. 1 -top represent conductive grids. As shown in this figure, every neuron is connected by some dendrites to a conductive grid consisting of the interconnected dendrites of neurons of this layer. The axons of these neurons are then connected to the conductive grid of the next layer. The signals taken by dendrites in Fig. 1 -top from the conductive grid to a neuron could be summed together or subtracted before it is fed to a neuron. An example of a neural Fig. 1 -bottom. In this figure, a black circle represents a neuron whose dendrites are connected to those of other neurons through the grid. It is important to note that the input of a single neuron is both directly connected to the output of one neuron in the previous layer (see Fig. 1-top) and indirectly connected to the outputs of all other neurons in the previous layer through the conductive grid (see Fig. 1-bottom) . As explained later in this paper, the contribution of all indirectly connected neurons is mathematically determined by a convolution between the signals in their axons and the impulse response of the conductive grid. Let us now focus on one of the aforementioned layers of neurons. One portion of the conductive grid of a typical neural layer consisting of four neurons is shown in Fig. 2 . As shown in this figure, dendritic potentials at layer l represented by u(x, y, t, l) are conducted through resistors, and capacitors. In this figure, voltages v(x, y, t, l − 1) are assumed to come from dendritic spine head voltages taken from (the axons of neurons of) the previous layer (layer l −1). The model parameters are as follows:
R xl and R yl = cytoplasmic resistivity of dendrite per unit length for layer l C xl and C yl = membrane capacities per unit length for layer l G xl and G yl = conductance across dendritic membrane in unit length for layer l As shown in this figure, spine heads in layer l are modelled as electrical amplifiers with high input impedances, low output impedances and gains of A l . More details of such amplifiers are shown in Fig. 3 . It is reported in the literature (see e.g. [26, 31] ) that spine heads are active circuits and amplify spikes. This behaviour of spine heads guarantees that the transmission of spikes is maintained through all layers in the biological visual pathway. Therefore, in steady state, the visual signal is passed through spine heads with no attenuation. As a result, the steady state of spine heads is modelled as an electrical amplifier. Before we write the equations for the two-dimensional transmission grid, let us write the relationship between v(x, y, Z , t, l) : Fig. 3 ) by using the model of an electrical amplifier for spine heads, where Z is the length of the axon connecting two consecutive layers at location (x, y) in the visual field. By considering the Kirchhoff Voltage Law (KVL) in left and right loops in Fig. 3 , we can write
where i o and R o l are the output current going into the transmission grid per unit length and the output resistance of the amplifier. Let us now consider the Kirchhoff Current Law (KCL) for linear circuits in the node with the voltage u(x,y,t,l) in Fig. 2 :
where t, i ox and i oy are time, x and y components of the output current i o , respectively. As shown in Figs. 1-bottom and 2, x and y are small distances between two neighbouring neurons in x and y directions. C xl and C yl are considered very small and hence ignored here, and therefore, Eqs. (2) and (3) can be written as two difference equations, i.e.,
We also write KVLs between nodes with voltages u(x, y, t, l) and u(x + x, y, t, l) as well as u(x, y, t, l) and u(x, y+ y, t, l):
To consider boundary conditions, let us assume that the boundary coincides with a line parallel to y axis. In this case, on the boundary, i x = 0 and Eq. (6) is simplified as
Similarly for a boundary parallel to x axis, the boundary condition is
In general, the boundary condition for a boundary with any orientation is u(x, y, t, l) − u(x + x cos(θ ), y + y sin(θ ), t, l) = 0 (Neumann boundary condition), where tan(θ ) = n y n x and n = n x i + n y j is the normal unit vector to the boundary.
Due to the rotational symmetry (our third assumption) in the conductive grid with respect to x and y axes in Fig. (2) , we assume
2 . Therefore, from Eqs. (1), (4), and (5), we can write the following difference equation:
R ol (10) Let us now take a two-dimensional Z transform from both sides of difference Eq. (10) to calculate the transfer function
The transfer function H (z x , z y ) with respect to radian frequencies x , y ∈ [−π, π) is written as
Or
In Fig. 4 , the transfer function H is plotted for
= 1 and = 0.01, 0.1, and 1. As shown in this figure, the smaller the value of , the closer the transfer function H gets to the Fourier transform of a modified Bessel function of the second kind and zero degree. In the following theorem, we prove that the transfer function H (e j x , e j y ) approaches the Fourier transform of a modified Bessel function of the second kind and zero degree, as → 0.
Theorem 1 The transfer function H (e j x , e j y ) of Eq. (13) approaches the Fourier transform of a modified Bessel function of the second kind and zero degree as
The proof of this theorem is presented in Appendix 1. According to one of our aforementioned assumptions (assumption 4), the distance between two neighbouring neurons is negligible in comparison with the dimensions of the visual field, i.e. → 0. The result of Theorem 1 (see Eq. 36) indicates that the transfer function H with respect to frequencies ω x and ω y of continuous two-dimensional visual signals can be written as the Fourier transform of a modified Bessel function of the second kind and zero degree [25, 27] 
where
are the parameters associated with layer l. By approaching zero, the conductive grid approaches to a conductive sheet. This conductive sheet corresponding to the lth layer whose transfer function with respect to the coordinates x and y of the retina's visual field is given in Eq. (14) is a model for the dendrites of all neurons of the lth layer. These neurons are also connected to the dendrites (modelled by another conductive sheet) of the next layer of neurons through their axons as shown in Fig 
where v : R 3 × R + × N → R is the potential of the axon membrane and R z is the cytoplasmic resistivity of axon per unit length, C z is the membrane capacities of axon per unit length, G z is the conductance across axon membrane per unit length.
The impulse response of the axon can then be calculated by solving Eq. (15) for δ(t) as the input to provide the impulse response v h : R × R + → R as follows: (16), z could be interpreted as the time scale parameter of the time smoothing kernel. Equation (16) in spatial frequency domain is also written as
where ω z is the spatial frequency corresponding to the spatial variable z. Equation (17) is similar to the temporal discrete model with the truncated exponential first-order integrators in a work done simultaneously and independently in Ref. [24] . From Eq. (17), it is therefore concluded that neural axons behaving like transmission lines are the electrical circuitries in biological vision to provide the exponential first-order kernels (integrators) proposed in Refs. [23, 24] . In fact in our model, the serially coupled first-order kernels discussed in Ref. [24] are achieved by considering the fact that the neural layers, and therefore, their axons are cascaded. However, the difference between our work discussed here and the work presented in Ref. [24] is that the motivation behind Eq. (17) is the anatomy and structure of biological visual systems in vertebrate and the way the neurons are spatially arranged to transmit the visual signal from retina to visual cortex, whilst the inspiration for the cascaded first-order integrators proposed in Ref. [24] is to investigate time-causal spatiotemporal receptive fields with discrete temporal scale levels.
Neural Spikes
It is well known that a neuron transmits a signal by sending spikes through its axon to another neuron. In our model, the neurons of one layer send spikes to those of the next layer to transmit visual signals to other layers towards the visual cortex. However, no spike is exchanged among the neurons within the same layer, since the neurons associated with a certain layer are connected through dendrites and not axons. In this paper, we exploit the simple and classic rectification model in which firing rate is zero for membrane potentials below a certain threshold and grows linearly with membrane potentials over the threshold (e.g. see [4, 15] ).
Here, we therefore demonstrate how a nonlinear system of neurons communicating with spikes through axons can be approximated as a linear system for low pass signal transmission under a certain condition.
Since axons behave like a transmission line, spikes modelled here as Dirac delta functions (impulses) need to be transmitted via axons. As a result, the output signal at the end of the transmission line (axon) has the general form of temporal impulse response of the line (axon) for a single spike (impulse) as derived in Eq. (16) . This temporal impulse response for some certain values of the parameters is shown in Fig. 11 -top row-left column. As can be seen from this figure and Eq. (16), this temporal impulse response is a low pass signal. This implies that the axon modelled as a transmission line behaves like a low pass filter. Such a low pass filter removes medium to high frequency components of the train of spikes (impulses) generated by the neuron in the previous layer, so that the signal reached to the dendrites of the next layer is a low pass signal whose maximum amplitude is proportional to the number of spikes (impulses) generated by the neuron of the previous layer. This low pass signal is also affected by the low pass signals reached to the neighbouring neurons, so that the low pass signals reached to neurons in this neighbourhood are also filtered by low pass filter (14) . Then, a particular neuron in this layer fires spikes according to the potential (low pass signal) it senses in its dendrites. In Theorem 2, under some certain conditions, we demonstrate that the number of spikes a neuron fires in a given layer depends on the number of spikes it receives through its dendrites. In the following theorem, T and σ are defined as the average and standard deviation of the time intervals between consecutive spikes in a train of spikes sent by a neuron through its axon so that the average firing rate of a train of spikes is 1 T .
Theorem 2 If neuron A sends a train of N spikes with an average T and standard deviation σ of the time intervals of its train of spikes for a certain static visual signal through its axon to neuron B, the potential sensed by neuron B in its dendrites is proportional to N , provided that all time intervals between two consecutive spikes are too small with respect to the time (t) taken for the signal to reach neuron B.
The proof is presented in Appendix 2. According to the result of Theorem 2, the axon of a neuron in layer l − 1 is connected to a neuron in layer l, if the neuron in layer l − 1 fires N spikes, the potential on the neuron at the end of the neuron's axon in layer l will be proportional toN (see Fig. 5 ), i.e.
On the other hand, according to classical rectification model for neural firing rates [4, 15] , if u(x, y, t, l − 1) is greater a certain threshold, then
where K is a constant. From Eqs. (18) and (19), it is therefore easy to see that potential u(x, y, t, l − 1) is linearly propor-
where k is also a constant. The limit between linearity and nonlinearity of the visual system in our model depends on how small or large the time intervals between consecutive spikes are with respect to the time that neural spikes take to reach to the next layer from the current layer. If these time intervals are large enough then relations between the input potentials of a layer with the input potentials of the next layer will become nonlinear. In such cases, the whole visual system behaves like a nonlinear system. By using Eqs. (14), (17), and (20), the transfer function of a neuron whose dendrites and axon are connected to the conductive sheets of layer l −1 and layer l, respectively, with respect to spatial frequencies ω x , ω y , ω z and time t is written as
Let us now assume that the visual path consists of n cascaded layers whose transfer functions are given by L(ω x , ω y , ω z , t, l) in the above equation. The transfer function of n cascaded layers denoted by L 1:n can therefore be written in Eq. (21).
where is the gamma function. Our assumption in (21) (21) is due to n cascaded axons which are equivalent to the n serially coupled temporal firstorder kernels proposed in Ref. [24] . In Theorem 3, we prove that if the number of cascaded layers approaches infinity, the Green function of the system of n cascaded neural layers approaches a Gaussian function with respect to x, y, and z. A Proof for Theorem 3 is presented in Appendix 3. The similarities and differences between Theorem 3 and Tikhonov regularization [28] are interesting. In this paper, the Gaussian kernel is resulted from two facts: (1) a single layer of neurons behaves like a conductive sheet and (2) neural layers are cascaded from retina to visual cortex to transmit the visual signal from eyes to brain. However, neither regularization, nor optimisation, is employed here to derive the Gaussian kernel. On the other hand, the Gaussian kernel derived from Tikhonov regularization is the result of the optimization of an energy functional [28] . In this regularization framework, further constraints such as scale invariance, semi-group and non-negativity properties are also required to result in a Gaussian kernel as the optimal solution of the Tikhonov optimization problem. It is also interesting to note that the constraint of semi-group property in Tikhonov regularization can be considered equivalent to the assumption of cascaded layers in our model. Further, the transfer function derived in Eq. (14) already enjoys the scale-invariance and non-negativity properties. In other words, scale-invariance and non-negativity properties are inherent in our model due to the electrical (physical) properties of conductive layers.
By taking spatial inverse Fourier transform from Eq. (51) with respect to x, y, and z and their spatial frequencies, transfer function (21) in the spatio-temporal domain for a large n can be written as (22) where is the three-dimensional inverse Fourier transform and
And A is a constant and defined in Appendix 3 as
is also the modified Bessel function of the second type and zero degree.
Some Numerical Considerations for Our Model
We notice that for small values of n, K n (x, y) is the repeated convolutions of n modified Bessel functions of the second kind and zero degree. However, according to Theorem 3 for large values of n,
. The result of Theorem 3 is in complete agreement with the biological recordings of retinal cells (see e.g. [11, 39] ).
In practice, as low as six consecutive layers of neurons can result in a kernel very close to a Gaussian kernel. Here, we attempt to show that K n (x, y) in (22) is close to a Gaussian kernel even with a limited number of layers. The kernel obtained from the output of the lth layer is compared with an equivalent Gaussian kernel associated with the corresponding layer in frequency domain in Fig. 6 . In this experiment, we allow the parameter b l in Eq. (21) for each layer to vary slightly in comparison with other layers by sampling its values from a Gaussian distribution with a certain mean and standard deviation (in this experiment, the mean value and standard deviation are chosen as unity and 0.2, respectively). A varying parameter b l indicates that the neural layers are not identical; however, they have similar electrical structures. In Fig. 6 , a cross section of the kernels is plotted for illustration purposes and the comparison has been made for layers l = 1, 2, 3, 4, 5 and 6. As shown in this figure, the difference between the two kernels for the first layer is significant. However, as l increases, the difference between the two filters becomes lower and lower so that for the 6th layer, the difference between the two filters is almost negligible. In this figure, the kernel obtained from the network of neurons is plotted with the dotted curve, and the Gaussian kernel for the corresponding layer is drawn with the dashed curve.
The Euclidean distance between the two kernels in frequency domain for various values of layers between unity and one hundred is also plotted in Fig. 7 . As can be seen from this figure, the differences between the two kernels are negligible when the number of layers, l, is more than six. In this experiment, b l is again allowed to vary slightly from a layer to the next one according to a Gaussian distribution with a unity mean and a standard deviation of 0.1.
In the next experiment, the spatial part of the filter derived in Eq. (21) is implemented for six layers and the case where a l = b l is sampled from a Gaussian distribution with the mean and standard deviation of unity and 0.1, respectively. The results are shown in Fig. 8 . Figure 8 -left depicts the original image, and the filtered image calculated by using kernel (21) is shown in Fig. 8 -middle. The image filtered by the equivalent Gaussian kernel of Eq. (51) with n = 6 is also presented in Fig. 8-right . The difference between the two filtered images per pixel for the first ten layers is plotted in Fig. 9 , for the case where a l and b l randomly vary from a layer to the next, as considered in the previous experiments.
As can be seen from these figures, by increasing the number of layers, the image filtered by using transfer function (21) approaches an image filtered by a Gaussian kernel given in (51) with n equal to the number of layers.
In Fig. 10 , we compare the Laplacian of Gaussian (Fig. 10-left) with the Laplacian of spatial kernel K n (x, y) for n = 6 (six neural layers) as shown in Fig. 10 -middle. As reported in [8] , an example of a biologically recorded spatial receptive field profile of an LGN cell is also presented in Fig. 10-right . Figure 11 depicts the time-causal kernel (impulse response) computed by using Eq. (16) and its regular first and second derivatives. For comparison, the time-causal kernel proposed by Lindeberg in Refs. [22, 23] and its regular first and second derivatives are also shown in this figure. This figure demonstrates the resemblance of the time-causal kernel calculated here by modelling the neural axons based on a transmission line with the time-causal kernel proposed in Refs. [22, 23] . The first and second derivatives with respect to Fig. 8 The filtered image in the 6th layer (left) original image (middle) image filtered by the spatial part of Eq. (21) (right) image filtered by an equivalent Gaussian filter Fig. 9 The difference between the two images filtered by the equivalent Gaussian kernel and Eq. 21 for the first ten layers logarithmic and power law time transformation are also presented in Figs. 12 and 13, respectively. As can be seen from these figures, the first regular derivative of the time-causal kernel calculated here has two peaks and one interior zero crossing. This is similar to the first regular derivative of the time-causal kernel proposed in Refs. [22, 23] . It is also noted that for the first temporal derivatives of both kernels, the first peak is the strongest similar to the biologically recorded temporal response of "non-lagged cells" in LGN as shown in Fig. 14-left [8] . For the second regular and power law time transformed derivatives, the first peak is also dominant in both time-causal kernels, whereas the second peak in both kernels is strongest in their second logarithmic time transformed derivatives similar to the biologically recorded response of "lagged cells" in LGN as shown in Fig. 14-right [8] . Figure 15 also compares the time-causal spatio-temporal kernels proposed in Refs. [22, 23] and the time-causal spatio-temporal kernels derived here based on our electrical model of the visual pathway. The similarity of shapes of these kernels with each other and with the biologically recorded spatiotemporal receptive profiles of lagged and non-lagged LGN cells shown in Fig. 14 [8] is noticeable and interesting. Our numerical results depicted in Fig. 15 are also confirmed by the numerical results presented in a more recent work by Lindeberg (see Fig. 2 in [24] ).
Structural Properties of Our Neural Model
As discussed in Sect. 2, the model we propose here for the early visual pathway consists of a series of neural layers with electrical properties behaving linearly. These neural lay- [22] considered in Fig. 11 with the first and second derivatives with respect to t = √ t [22] considered in Fig. 11 with the first and second derivatives with respect to t = log t 2
Fig. 14 Examples of spatio-temporal receptive profiles of non-lagged (left) and lagged (right)
LGN cells as stated in Ref. [8] ers are connected in series. Theorem 3 proved in Sect. 2 is exploited here to describe such a network of neurons.
Diffusion and Convolution
For small values of , difference Eq. (10) is approximated by the following partial differential equation:
where Z and t are the length of the axon connecting two layers and the time after which the visual signal has reached the lth layer and
By using Eqs. (18), (25) is written as
By assuming that the visual signal has reached layer l at time t, let us denote u(x, y, t, l) with u(x, y, l). For the case where a l
= b l , by assuming that l = 1, Eq. (25) can be interpreted as a discrete-time version of a continuous diffusion equation, in which l ∈ R + denotes the lth layer:
It is important to notice that l in Eq. (26) is the layer number which behaves similar to the scale parameter in scale space formulation, and therefore, Eq. (26) is in complete agreement with the scale-space theory for ideal biological vision systems. From Eq. (26), we therefore conclude that the initial image on the retina is smoothed by using a diffusiontype process as it is propagated through the cascaded neural layers. According to our model, this is how the convolution operation (with a Gaussian filter) is implemented in biological visual systems. The solution of Eqs. (25) or (26) is a series of Gaussian kernels with various scales. These equations therefore indicate that a Gaussian kernel with a certain scale is associated with each layer, and the scale of the Gaussian kernel increases as the visual signal propagates towards visual cortex. As a result, biological visual systems access a multi-scale Gaussian kernel measurements. By using our model, it is therefore straightforward to explain that the convolution of the initial signal of the visual field on retina with a Gaussian kernel is due to the electrical properties of the transmission sheets associated with the neural layers and the fact that these layers are connected in series as explained in Sect. 2.
Agreement with Scale-Space Theory
The model presented here is based on four biological related hypotheses. We therefore need to verify if our model is in agreement with the Scale-space theory. In this subsection, we demonstrate that our model represented by the equations derived in Sect. 2 meets the scale-space structural requirements of an idealized visual front end as described in Ref. [23] . The requirements discussed here are associated with (a) static image data over a spatial domain (b) time-dependent image data over a spatio-temporal domain.
(a) Static Image Data Over a Spatial Domain
For the static image data which are independent of time, the scale space structural requirements are of our model operating linearly as follows:
(a-i) Linearity and Convolution Structure:
Equation (22) represents the Green function of the visual system characterized by our model when it behaves linearly. A time-independent form of Eq. (22) has the following general structure:
where K n (x, y) is defined in Eq. (24) . When our system meets the linearity condition in theorem 2, it is straightforward to verify that this system is a linear one and it is easy to conclude from Eqs. (10), (14) and (24) that K n (x, y) is a convolution transformation.
(a-ii) Image Measurements at Different Scales
The time-independent Green function of our model for ideal biological visions is of the form of Eq. (27) . With a large number of cascaded layers, n, K n (x, y) is approximated as a 2D Gaussian filter (see Theorem 3 for more details), i.e.
where b i is a model parameter defined in Appendix 3. It is numerically demonstrated in Sect. 2 (see Fig. 6 and the related text for further details) that even with n as low as six layers, K n (x, y) is a good approximation of a Gaussian filter. If a new layer is cascaded to the aforementioned n cascaded layers, according to Theorem 3, the system of n + 1 cascaded layers has a Green function approximated as a Gaussian function, i.e.
The kernel related to the (n + 1)th layer is a modified Bessel function of the second kind and zero degree. However, since n and therefore n + 1 is a large number, then according to Theorem 3, K n+1 (x, y) is approximated as Gaussian kernel as written in Eq. (29) . By comparing Eqs. (28) and (29), it is easy to conclude that every layer in a system of cascaded layers can provide an image measurement for a scale proportional to the total number of previous cascaded layers. It is noted that this scaling parameter is positive because the number of layers is always a positive number. Our model of biological vision in this paper is characterized with discrete number of layers, i.e. n ∈ N. However, if one aims to extend this model for continuous variable n ∈ R + (as investigated in Ref. [23] ), then it is straightforward to see from Eq. (28) that K n (x, y) approaches to identity operation for small values of n, i.e.
for n ∈ R + where δ(x, y) is a delta Dirac function.
(a-iii) Semi-group and Cascaded Properties
For any m ∈ N and large values of n ∈ N, it is straightforward to conclude from Theorem 3 (similar to the discussion in (aii)) that
Equation (30) is also correct for positive continuous real values of m and n, i.e. for any m, n ∈ R + (positive valued scales are fully investigated in Refs. [22, 23] ). Equation (30) indicates that filters K n (x, y) form a semi-group with respect to convolution. It is also easy to infer from (30) Given that infinitesimal generator of transformed (convolved) visual signals is diffusion equation (26) and following Theorem 6 in [22] , it is by sufficiency implied that K n (x, y) (even for small values of n) satisfying diffusion equation (26) possesses the non-enhancement of local extrema. It is also straightforward to prove directly (without Theorem 6 in [22] ) that kernels K n (x, y) possess the property of the non-enhancement of local extrema.
(a-vi) Rotational Symmetry
It is clear that K n (x, y) for any n ∈ N is a rotational symmetric filter.
(b) Time-Dependent Image Data Over a Spatio-temporal Domain
Let us finally consider the spatial image data changing over time. The most important requirement for a time-dependent image data belonging to a biological visual system is time causality. From Eq. (16) and Fig. 11 -top-row, it is obvious that the time impulse response of our model of an ideal biological vision system is time causal. It is also noted that parameter z in Eq. (16) can be interpreted as time scaling parameter of our time smoothing kernel. The spatial response of a neuron summing three neurons shown in red in Fig. 16 -middle produces non-isotropic elongated (affine Gaussian) kernels. As an example, the spatial impulse response of these three neurons can be written as
Elongated Non-isotropic Receptive Fields
where and n are the distance between two neighbouring neurons in Fig. 16 -middle and n is the layer number of the neural layer shown in Fig. 16 (31) is the first derivative (with respect to x) of the n repeated convolutions of the modified Bessel function of the second type and zero degree. Such a response is numerically simulated and is shown in Fig. 17 -left. The directional derivative (along x direction) of the spatial response of a Gaussian kernel with
= 3 is also depicted in Fig. (17-middle) . An example of the biologically recorded spatial receptive profile of a simple cell with strong directional preference is also shown in Fig. 17-right [8] . The similarity between Fig. 17 left and right is noticeable. The spatio-temporal response of such a separable neuron is also modelled by
where h n (x, y) and v(z, t) are given in Eqs. (31) and (16) . The 2D spatial response given by equation (32) for three different times is shown in Fig. (18-top) . Our results show a close resemblance to the recorded data presented in Ref. [8] as depicted in Fig. (18-bottom) . 
Motion Selectivity of Simple Cells in Striate Cortex
It is well known that motion selectivity and perception is realized in visual cortex. In fact, most cortical neurons are quite sensitive to stimulus velocity [7, 8] . It is rather straightforward to extend our model discussed in previous sections to also include motion selectivity. Figure 16 -bottom shows a neural configuration placed on the horizontal plane of Fig.  16 -top. Each horizontal line is a 1D representation of a neural layer shown as a vertical plane in Fig. 16 -top, and the flow of visual signal is from the bottom of Fig. 16 -bottom to the top (or from the outside of the page to inside of it in Fig. 16-top) . In this figure, neural axons shown as vertical lines in Fig. 16 -bottom in a layer are connected to the dendrites of another neuron in the same location of the visual field in the next layer. Each single neuron on such a network is characterized with isotropic kernels in space and separable kernels in space-time as discussed in previous sections. A linear combination of some of these neurons on a single layer also results in a neuron with a non-isotropic separable spatio-temporal response as demonstrated in Sect. 3.3.
A neuron summing the spatio-temporal responses of some diagonal non-isotropic separable neurons (shown in red circles in Fig. 16 -bottom) in this neural configuration produces a velocity-adapted non-separable spatio-temporal response which motion selective neurons in visual cortex are associated with. By changing the slope of the configuration of these diagonal neurons (shown in blue circles in Fig. 16 -bottom as another example), the linear combination of these neurons (shown in blue colour) produces another non-separable spatio-temporal response adapted to a different velocity. The spatio-temporal 1+2D response produced by summing the response of these separable non-isotropic neurons can be written as
where and τ are shift in x direction and time delay between two neighbouring red neurons in Fig. 16 -bottom. Further, (t) is a rectangular function, and h n (x, y) and v tt (z, t) are also calculated from Eqs. (31) and (16), respectively. It is noted that the temporal impulse response produced by the axons of the neurons in layers n − 1, n and n + 1 (i.e. the red neurons in Fig. 16 -bottom in Eq. (23)) is approximated as a rectangular function for simplicity, and v tt (z, t) is the second derivative of temporal impulse response for the axon of the Gaussian with σy σx = 3, (right) an example of the receptive field profile of a simple cell with strong directional preference as reported in Ref. [8] neuron (not shown in Fig. 16 ) summing the red neurons in Fig. 16-bottom . Figure 19 -top presents the simulated 1+2D spatiotemporal response of a velocity-adapted non-isotopic neuron for three different times. The results shown in this figure closely resemble the recorded spatio-temporal receptive profile of a velocity-adapted neuron reported in Ref. [8] as shown in Fig. 19 -bottom. [8] in Fig. 21 -left closely resembles the spatio-temporal receptive profile recorded in Ref. [8] as shown in Fig. 21 -right. The spatio-temporal separable 1+1D responses, h xt , of three simple cells in the striate cortex with a configuration similar to that shown in red in Fig. 16 -bottom are also depicted in Fig.  22 -top. An example of a recorded spatio-temporal receptive profile is also depicted in Fig. 22 -bottom as reported in Ref. [8] to show the similarity between the result of our model and the biologically recorded data. As shown in Fig. 23 left, a velocity-adapted non-separable spatio-temporal 1+1D response closely resembling the spatio-temporal receptive profile of a simple cell in the striate cortex as shown in Fig. 23-right and reported in Ref. [8] is produced by summing the three separable spatio-temporal 1+1D responses shown in Fig. 22 -top. In a more recent and simultaneous work as ours, Lindeberg proposes serially coupled integrators for discrete time-causal smoothing kernels whose numerical results (see Fig. 2 in Ref. [24] ) confirm our numerical results presented in Figs. 21 and 23.
Conclusion
Previous works in the literature demonstrate that Gaussianrelated kernels are used in biological visual systems. In a mathematical setting, Gaussian-related kernels are derived for universal visual systems in the Gaussian scale-space theory. However, no comprehensive model based on biological hypotheses for visual systems is presented to show how a set of neurons produce Gaussian-related kernels.
A plausible neural circuitry matching an ideal visual front end of a biological visual system based on distributed electrical circuits is proposed here to model receptive fields in linear cells. In other words, this study presents a more detailed view of a plausible hardware for an ideal front end of a biological visual system. We have analytically demonstrated that our model behaves linearly under some certain conditions. We have also explored the properties of our hardware model under the linear condition. Fundamental distributed electrical equations for conductive grids lead to a suggestion that Fig. 22 -top, right An example of biologically recorded spatio-temporal receptive field profile of a simple cell as reported in Ref. [8] an ideal visual front end of a biological visual system forms a kernel approximating a Gaussian kernel and its derivatives to process images taken from sensory cells in retina.
Our formulation also demonstrates that convolution with Gaussian kernels is implemented by using a diffusion equation as visual signals are propagated through cascaded layers of neurons in a biological visual system. Such cascaded layers therefore provide image measurements at various scales. Here, it is demonstrated that cascaded neural layers with the transfer functions of the type of a modified Bessel function of the second kind and zero degree are equivalent to a Gaussian kernel with a certain standard deviation proportional to the number of cascaded layers. A model combining some isotropic cells is also presented here to produce the spatial response of non-isotopic simple cells. Separable and non-separable (velocity-adapted) non-isotropic simple cells are also successfully modelled here. Our numerical results obtained from our model are in complete agreement with both recorded biological data and numerical results obtained from the scale-space theory.
For future work, it is interesting to extend this framework to explain the behaviour of nonlinear cells by employing nonlinear electrical elements as well as by exploring the properties of our proposed visual system under nonlinear conditions. Another interesting question to be addressed as a future work is that whether it is possible to model higher level visual algorithms such as segmentation and recognition implemented by biological vision systems by considering neural connectivities as linear/nonlinear electrical circuits.
Appendices Appendix 1: Proof of Theorem 1
Proof Let us write transfer function (13) as
The transfer function H approaches zero for any x = 0 or y = 0 as → 0. 
where ω x = x and ω y = y are spatial frequencies of continuous signals, i.e. in rad/(unit length). Transfer function (36) is the Fourier transform of a modified Bessel function of the second kind and zero degree.
Appendix 2: Proof of Theorem 2
Proof Neuron A sends a train of spikes (Dirac delta functions) through its axon to Neuron B by placing this train of spikes on its axon (a transmission line). Therefore, the signal on the input of the transmission line is
The impulse response of this axon with length z is given in Eq. (16) . Therefore, the response of the transmission line (axon) to this train of spikes at z is as follows:
where v h (z, t) is given in (16) .
Let us now consider the response of the transmission line (axon) to the single spike δ(t − T n ) at z:
By re-arranging the above equation, one can write
where a = and t is the time that takes for the signal to reach the dendrites of neuron B through the axon of neuron A. The potential will increase in the dendrites of neuron B by summing the potential until neuron B starts firing spikes to discharge the potential of its dendrites. Therefore, the increase in the potential of the dendrites in neuron B due to the signal reached to neuron B through the axon of neuron A given in (38) , and by using Eq. (40), can be approximated as
T n exp(aT n )
By assuming that aT n << 1, Eq. (41) can be approximated as nt . Repeated convolutions exploited in this theorem can also be found in the central limit theorem (CLT) [29] . However, regarding the CLT and this theorem, there are some issues we need to notice:
(1) CLT is established in a statistical setting; however, Theorem 3 is proved in a completely deterministic framework. (2) CLT is accomplished by adding a large number of iid random variables; however, Theorem 3 is concluded as a result of the KVL and KCL equations derived from consecutive neural layers characterized with some linear electrical properties. (3) Probability distribution functions corresponding to the appropriate random variables are convolved together in CLT. However, the electrical impulse response of each neural layer is convolved with the impulse responses of other neural layers in early visual system according to Theorem 3. (4) In CLT, the probability distribution functions can be a wide range of admissible functions. However, due to the conditions imposed by the electrical properties (KCL and KVL equations) of neural layers, modified Bessel functions are the only kernels acceptable in Theorem 3.
