A Kirkman square with index , latinicity , block size k, and v points, KS k (v; , ), is a t × t array (t = (v − 1)/ (k − 1)) defined on a v-set V such that (1) every point of V is contained in precisely cells of each row and column, (2) each cell of the array is either empty or contains a k-subset of V, and (3) 
Introduction
A balanced incomplete block design (BIBD) D is a collection B of subsets (blocks) taken from a finite set V of v elements with the properties:
(1) Every pair of distinct elements of V is contained in precisely blocks of B. Let R and R be two resolutions of the blocks of a (v, k, )-BIBD D. R and R are said to be orthogonal if |R i ∩R j | 1 for all R i ∈ R and R j ∈ R . (It should be noted that the blocks of the design are considered as labeled so that if a subset of the elements occurs as a block more than once, the blocks are treated as distinct.
) If D is a (v, k, )-RBIBD with a pair of orthogonal resolutions, it is called doubly resolvable and is denoted by DR(v, k, )-BIBD. If D is an NR(v, k, )-BIBD with a pair of orthogonal near resolutions, it is called doubly near resolvable and is denoted by DNR(v, k, )-BIBD.
The existence of a -resolvable (v, k, )-BIBD with a pair of orthogonal -resolutions is equivalent to the existence of a Kirkman square, KS k (v; , ) [8, 14, 15] . In particular, the existence of a DR(v, k, )-BIBD is equivalent to the existence of a KS k (v; 1, ).
A Kirkman square with index , latinicity , block size k, and v points, KS k (v; , ) , is a t × t array (t = (v − 1)/ (k − 1)) defined on a v-set V such that (1) every point of V is contained in precisely cells of each row and column, (2) each cell of the array is either empty or contains a k-subset of V, and (3) the collection of blocks obtained from the non-empty cells of the array is a (v, k, )-BIBD.
We can use a pair of orthogonal -resolutions of a (v, k, )-BIBD to construct a KS k (v; , ) . We index the rows and columns of a t × t array (t = (v − 1)/ (k − 1)) with a pair of orthogonal resolutions, R and R . In the cell labeled (R i , R j ), we place the block from R i ∩ R j for all R i ∈ R and R j ∈ R . If R i ∩ R j = ∅, the cell is left empty. It is easy to verify that this array is a KS k (v; , ) . Similarly, it is easy to see that a KS k (v; , ) displays a pair of orthogonal -resolutions of a (v, k, )-BIBD. To illustrate these definitions, a KS 3 (6; 2, 4) is displayed in Fig. 1 . Similarly, a pair of orthogonal resolutions of a DNR(v, k, )-BIBD can be used to construct a v × v array. (For convenience, we often refer to this array as a DNR(v, k, )-BIBD.) We index the rows and columns of the array with the pair of orthogonal resolutions R and R . In the cell labeled (R i , R j ), we place the block from R i ∩ R j for all R i ∈ R and R j ∈ R . If R i ∩ R j = ∅, the cell is left empty. The rows of the array will contain the resolution classes of the resolution R and the columns will contain the resolution classes of the orthogonal resolution R . If the DNR(v, k, )-BIBD has the additional property that under an appropriate ordering of the resolution classes R and R , R i ∪ R i contains precisely v − 1 distinct elements of the design and R i ∩ R i = ∅ for all i, then the array is called a (1, ; k, v, 1)-frame. The diagonal of a (1, ; k, v, 1)-frame is empty and a unique element of the design can be associated with each cell (i, i). The DNR(10, 3, 2)-BIBD in Fig. 2 is a (1, 2; 3, 10, 1)-frame. The element associated with cell (i, i) is i for i = 0, 1, . . . , 9. We note that it is not always possible to permute the rows and columns of a DNR(v, k, )-BIBD to form a (1, ; k, v, 1)-frame; we refer to [13] The existence of KS 2 (v; , ) has been completely settled, [8, 14, 15] . The first case for = = 1 is a well-known design; a KS 2 (v; 1, 1) (or a DR(v, 2, 1)-BIBD) is also called a Room square of side v − 1. Although the first example of a Room square, an RS(7), was constructed by Kirkman in 1850 [6] , the spectrum of Room squares was not completed until 1975 [18] . (An extensive bibliography is available on Room squares, see [18] and [4] .) The existence of (1, 1; 2, v, 1)-frames follows immediately from the existence of Room squares. Quite a lot of work was done after the Room square problem was completed to try to determine the spectrum for a second class of doubly resolvable balanced incomplete block designs; see [10, 1] , or the survey [12] for further information. The natural analogue of the Room square for block size k = 3 is the DR(v, 3, 2)-BIBD or a KS 3 (v; 1, 2). The spectrum of DR(v, 3, 2)-BIBDs was established (with six possible exceptions) in 1995 by using the connection between partitioned balanced tournament designs and Kirkman squares [10] . Theorem 1.3 (Lamken [10] ). Let v be a positive integer, v ≡ 0 (mod 3), v = 6, 9. There exists a KS 3 (v; 1, 2) except possibly for v ∈ {72, 78, 90, 114, 117, 126}. Furthermore, there do not exist KS 3 (v; 1, 2) for v = 6 and 9.
Two other related results were established using similar ideas and techniques. The first provides a second class of Kirkman squares for k = 3. Theorem 1.4 (Lamken [11] ). Let v be a positive integer, v ≡ 0 (mod 3). Then a KS 3 (v; 2, 4) exists except possibly for v ∈ {60, 69}.
The existence of doubly near resolvable designs for block size k = 3 has also been established with eight possible exceptions. Finally, the existence of KS 3 (v; 1, 1) with at most 23 possible exceptions was established in [1] . Theorem 1.6 (Colbourn et al. [1] 
Frames
Frames can be used to construct Kirkman squares and doubly near resolvable balanced incomplete block designs. We will use frames to construct several of the remaining cases for KS 3 (v; 1, 2) and DNR(v, 3, 2)-BIBDs and for one of the remaining KS 3 (v; 2, 4) . In order to describe the constructions, we need several definitions. A group divisible design (GDD) is a triple (X, G, B) which satisfies the following properties.
(1) G is a partition of X into subsets called groups; Intransitive starters and adders can also be used to construct frames (see [1] ). An intransitive starter over Z 3hu for a (1, 2; 3)-frame of type (3h) u (3l) 1 written on the symbol set Z 3hu ∪ {∞ 1 , ∞ 2 , . . . , ∞ 3l } with groups G i = {i, i + u, . . . , i + (3h − 1)u} for i = 0, 1, . . . , u − 1, and G u = {∞ 1 , ∞ 2 , . . ., ∞ 3l } is defined to be a triple (S, C, R), where where 
(3) Every triple in C contains three distinct residues modulo 3. (4) Every triple in R contains three distinct residues modulo 3.
An adder for (S, C, R) is an injection
where Proof. This proof is similar to the proof of [1, Theorem 4.11]. We include it for completeness. First we construct a 3hu × 3hu array M using starter S and a corresponding adder A. As before, we label the rows 0, 1, . . . , 3hu − 1 and the columns 0, 3hu − 1, . . . , 2, 1.
. , t, and a t+i
In row j and column a i − j , place the triple T i + j for all i = 1, 2, . . . , h(u − 1) and all j ∈ Z 3hu , where
. Then we add 3l new rows and 3l new columns to this array. Let B i be a 3hu × 3 array; label the rows 0, 1, . . . , 3hu − 1 and the columns 0, 1, 2.
B is a 3hu × 3l array. Similarly, we construct a 3l × 3hu array D from R. Let D i be a 3 × 3hu array; label the columns 0, 1, . . ., 3hu − 1 and the rows 0, 1, 2. ∞ 3l } is defined to be a triple (S, C, R), where (1) (
(2) Every element of Z * 3hu occurs precisely four times as a difference in (S, C, R). (3) Every triple in C contains three distinct residues modulo 3. (4) Every triple in R contains three distinct residues modulo 3. An adder for (S, C, R) is an injection A:
. , t, and
The proof of the next result is similar to that of Theorem 2.2 and omitted. }. An intransitive starter (S, C, R) and adder A are displayed in Table 8 .
KS 3 (v; 1, 2) and KS 3 (v; 2, 4)
In this section, we complete the spectrum of KS 3 (v; 1, 2) or DR(v, 3, 2)-BIBDs by constructing KS 3 (v; 1, 2) for v ∈ {72, 78, 90, 114, 117, 126}. We first use starters and adders to construct three KS 3 (v; 1, 2).
A starter S for a KS 3 (3n; 1, 2) defined on Z 3n−1 ∪ {∞} is a set of n triples where x i , y i , z i ∈ Z 3n−1 for i = 1, 2, . . . , n − 1, and u, v ∈ Z 3n−1 , satisfying
An adder for S is an injection
where a i = A({x i , y i , z i }) for i = 1, 2, . . . , n − 1 and a n = A({∞, u, v}). [17] Proof. Let V = Z v−1 ∪ {∞}. Starters and adders for KS 3 (v; 1, 2) for v ∈ {72, 78, 90} are listed in Table 9 .
Theorem 3.1 (Colbourn [3] and Lamken and Vanstone
The remaining three cases for KS 3 (v; 1, 2) are done using the Basic Frame Construction from [17] . [16] and Lamken [11] We construct a KS 3 (60; 2, 4) by using starters and adders to construct a complementary KS 3 (60; 1, 2).
Lemma 3.5 (Lamken and Vanstone

Lemma 3.6. There exists a KS 3 (60; 2, 4).
Proof. A starter-adder pair for a KS 3 (60; 1, 2) is listed in Table 10 . Multiplying this starter and adder by −1 gives a starter-adder pair for a complementary KS 3 (60; 1, 2). By applying Lemma 3.5, we obtain a KS 3 (60; 2, 4).
The last case for KS 3 (v; 2, 4) is done using the Basic Frame Construction from [16, 11] . [16] and Lamken [11] Proof. By Lemma 2.5, there exists a (2, 4; 3)-frame of type 12 5 6 1 . We apply Theorem 3.7 using a KS 3 (15; 2, 4) which contains as a subarray a KS 3 (3; 2, 4) and a KS 3 (9; 2, 4) (see [11, 16] ).
Theorem 3.7 (Lamken and Vanstone
We summarize the results of this section as follows. 
DNR(v, 3, 2)-BIBDs
We construct (1, 2; 3, v, 1)-frames for v = 34, 58, 70, 85, 88, 115, 124, 133, 142 in this section. This will complete the spectrum of DNR(v, 3, 2)-BIBDs.
We start by using starters and adders for bicyclic frames to construct (1, 2; 3, v, 1)-frames for v = 34 and v = 58. Starters and adders for bicyclic frames defined on Z 3n+2 × {0, 1} were first described in [3, 13] . In this case, the frames are defined on Z v for v = 6n + 4, and the blocks are developed by adding +2 modulo v. So we modify the definitions for starters and adders for this case. A starter S is a set of 4n + 2 triples, S = {{x i , y i , z i } | i = 1, 2, . . . , 4n + 2}, which are partitioned into four sets S 11 , S 12 , S 21 , and S 22 with the following properties: (1) For any pair (i, j ) with i, j ∈ {1, 2}, the elements of A ij are distinct.
Since the blocks are developed by adding +2 modulo v, a corresponding adder A(S) for S is a set of 4n + 2 elements of V such that a ≡ 0 (mod 2) for a ∈ A(S). A(S) is partitioned into four sets
The proof of the starter and adder construction for bicyclic frames over Z 6n+4 is similar to that of the construction for bicyclic frames in [3, 13, 9] . Proof. Starters and adders for the bicyclic frames are listed in Table 11 .
The next two direct constructions use starters and adders. Let G be an additive abelian group of order 3t + 1. Let G * = G − {0}. A starter of order 2 is a partition of G * into t triples, S 1 , S 2 , . . . , S t , such that every element in G * occurs precisely twice in the multiset ∪ t i=1 i where i = {u − v | u, v ∈ S i }. An adder A(S) for the starter S is a set of t distinct elements (a 1 , a 2 , . . . , a t [3, 2] and Lamken and Vanstone [13] Proof. Starter and adder pairs are listed in Table 12 .
Four cases (v = 70, 115, 124, 133) can be done using the Basic Frame Construction in [9] .
Theorem 4.5 (Lamken [9] Proof. Since there exist both a (1, 2; 3)-frame of type 10 7 (by Lemma 2.1) and a (1, 2; 3, 10, 1)-frame (Fig. 2) , we can use Theorem 4.5(1) to construct a (1, 2; 3, 70, 1)-frame. By Lemma 2.3, there exist (1, 2; 3)-frames of type 9 n 15 1 for n = 11, 12 and 13. Since there exist (1, 2; 3, t, 1)-frames for t = 10 and t = 16 (Theorem 1.5), we can apply Theorem 4.5(2) to construct (1, 2; 3, v, 1) -frames for v = 115, 124, 133.
The last case, v = 142, is done using the GDD construction from [9] . Theorem 4.7 (Lamken [9] ). Let G be a GDD(v; K; G 1 , G 2 , . . . , G m ; 0, 1) . Suppose there exists a (1, 2; 3, k, t) -frame for each k ∈ K and a (1, 2; 3, t|G i | + 1, 1)-frame for i = 1, 2, . . . , m. Then there exists a (1, 2; 3, tv + 1, 1) -frame. Proof. We construct a 5-GDD of type 3 12 11 1 by adding a new element to each resolution class of a 4-RGDD of type 3 12 (which exists [5] ). Since a (1, 2; 3, 5, 3)-frame exists [7] , we can apply Theorem 4.7 to obtain a (1, 2; 3)-frame of type 9 12 33 1 . Now, since we have (1, 2; 3)-frames of types 1 10 and 1 34 (Theorem 1.5 and Lemma 4.2), we can apply Theorem 4.5(2) to construct the required (1, 2; 3, 142, 1)-frame.
We summarize the results of this section as follows: Lemma 4.9. There exist (1, 2; 3, v, 1)-frames for v ∈ {34, 58, 70, 85, 88, 115, 124, 133, 142}.
DR(v, 3, 1)-BIBDs or KS 3 (v; 1, 1)
In this section, we construct 11 of the 23 open cases for KS 3 (v; 1, 1) . Four of these are done using a 'tripling' construction. A 'tripling' construction is described in [1] . (A similar tripling construction is also indicated in [19] .) This construction uses cyclically generated (p, 3, 1)-BIBDs and a set of three mutually orthogonal Latin squares of order p to construct a KS 3 (3p; 1, 1) where p = 6t + 1. We describe an algebraic construction for 'tripling' when p = 6t + 1 is a prime and t odd. KS 3 (3p; 1, 1) or a DR(3p, 3, 1) -BIBD.
Then there exists a
Proof. Let V = GF(p) × {0, 1, 2}. D is the set of base blocks in the (p, 3, 1) difference family. Let E be the set of (p − 1)/2 elements in these base blocks. We describe four types of base blocks for a (3p, 3, 1) -BIBD. The blocks are developed modulo (p, −). The number of resolution classes in a resolvable (3p, 3, 1)-BIBD is p + 3t where p = 6t + 1. We construct a square array, S, of side p + 3t of the form where A is a p × p square, X is p × 3t, Y is 3t × p, and E is a 3t × 3t empty square. S will contain a resolution in the rows and an orthogonal resolution in the columns. X is constructed as follows. In the top row, place the blocks of Type 4. The rest of X is constructed by developing the top row mod(p, −), i.e. for j = 0, 1, 2, . . . , p − 1, adding (j, 0) (mod(p, −)) to any block B * in the top row of X gives the block in row j of X and the same column as B * . The array Y is constructed similarly by placing the blocks of Type 2 in its first column, and developing through the columns mod(p, −).
The square array A is constructed using adders for the blocks of Types 1 and 3. Each base block of Type 1 is of the form (mb 1 , i), (mb 2 , i), (mb 3 , i) where m ∈ C i . The adder for this block will be ma. The adder for the block of Type 3 is 0. Note that these adders are all distinct; if s is the integer (mod 6) such that a ∈ C s , then these adders span {0} ∪ C s ∪ C s+1 ∪ C s+2 . For any e ∈ GF(p), the block with adder e is placed in the (0, −e) cell of A; for other rows, the block in the (i, j ) cell is obtained by adding The columns of the array form an orthogonal resolution. It is straightforward to verify that the left column of the array S forms a resolution class; once again, we get p resolution classes by developing mod(p, −). Each block of Type 4 developed mod(p, −) also gives a resolution class, so the columns of the array X are also resolution classes. Proof. We list blocks B and their corresponding adder a for v = 57, 93, 129, 201 and 237 in Table 13 .
We also construct six more designs using starters and adders, see [20, 1] . Three of these (v =69, 105, 117) are obtained using Theorem 3.4 of [1] . Here, we work over V = Z 6n ∪ {x, y, z} instead of W = (Z 2n × {0, 1, 2}) ∪ {∞, , }, as in [1] , and the starter blocks are developed +3(mod 6n). We describe this construction briefly below; for more details, see [1] . We note the designs constructed by Theorem 3.4 of [1] for v = 6n + 3 have automorphism groups which partition the rows and columns into orbits of lengths 2n, n, and 1. (1) S 1 contains n blocks; S 2 and S 4 contain one each; S 3 , S 5 contain n − 1 each, and S 6 contains three blocks.
(2) The three blocks in S 6 remain invariant when 3n is added to them; thus these three blocks generate just n blocks while all other starter blocks generate 2n blocks (when developed +3 (mod 6n)). We construct three more designs using starters and adders, see [20, 1] . As in Section 4, we work over Z v where v = 2m and m ≡ 1 (mod 2), and we develop the blocks by adding +2 modulo v. So the definitions of starters and adders are modified. A starter S for a KS 3 (6n + 3; 1, 1) defined on V = Z 6n+2 ∪ {∞} is a set of 2n + 1 triples, T 0 , T 1 , . . . , T 2n , where T 0 = {∞, 0, 3n + 1} and T i = {x i , y i , z i } for i = 1, 2, . . . , 2n, which satisfy the following properties: The blocks are generated by adding +2 modulo (6n + 2). Let A(S) = (a 0 , a 1 , . . . , a 2n ) where a i ∈ Z 6n+2 , a i ≡ 0 (mod 2), and no element of Z 6n+2 occurs more than once in A
(S). A(S) is an adder for S if S + A(S)
The proof of the next construction is similar to that of the starter-adder constructions in [1, 20] . The method in the last few examples can also be used to obtain certain (1, 1; 3)-frames. In [1] , (1, 1; 3)-frames of types 6 7 , 6 9 , 6 13 , and 6 19 were obtained this way, and types 6 8 , 6 10 , and 6 13 12 1 were obtained by a similar method using intransitive starters and adders. Proof. Starter blocks and their corresponding adders (generated over Z 66 ) are listed in Table 20 . Develop these blocks by adding even residues (mod 66) to them. Proof. We start with a (1, 1; 3)-frame of type 6 11 , and then we apply Lemma 5.8 with g = 4, u = 3. This gives a (1, 1; 3)-frame of type 24 11 ; since a KS 3 (27; 1, 1) exists, we can also construct a KS 3 (267; 1, 1).
Summary
In Section 3, we constructed designs for all of the possible exceptions listed for KS 3 (v; 1, 2) and KS 3 (v; 2, 4). Combining Lemma 3.9 and Theorems 1.3 and 1.4, we have the following existence results for these Kirkman squares. 
