The Z2 topological phase in the quantum dimer model on the Kagomé-lattice is a candidate for the description of the low-energy physics of the anti-ferromagnetic Heisenberg model on the same lattice. We study the extend of the topological phase by interpolating between the exactly solvable parent Hamiltonian of the topological phase and an effective low-energy description of the Heisenberg model in terms of a quantum-dimer Hamiltonian. Therefore, we perform a perturbative treatment of the low-energy excitations in the topological phase including free and interacting quasi-particles. We find a phase transition out of the topological phase far from the Heisenberg point. The resulting phase is characterized by a spontaneously broken rotational symmetry and a unit cell involving six sites.
I. INTRODUCTION
In the last decades, there has been an increasing interested in topologically ordered phases of matter. One manifestation of this exotic order in magnetic systems are the so called spin-liquids.
The most promising candidate for the realization of this type of phase in nature is the compound Herbertsmithite (ZnCu 3 (OH) 6 Cl 2 ), for which the relevant magnetic moments are arranged in two-dimensional layers forming a Kagomé-lattice 1-3 . However, while experimental findings provide increasing evidence for the presence of the spin-liquid phase 4, 5 , theoretical predictions for the relevant anti-ferromagnetic spin-1 2 Heisenberg model remain inconclusive as there are various competing states present in the low-energy regime of this model. The candidate phases of matter include the already mentioned spin liquids (gapped [6] [7] [8] [9] and gapless [10] [11] [12] [13] [14] ) as well more conventionally phase such as Valence-Bond Solids (VBS) with unit cells of six 15 , twelve 16 , eighteen 17 or thirty-six sites [17] [18] [19] . In order to enable large-scale numerical studies for this frustrated model, effective low-energy models in terms of quantum dimers have been derived in the past [20] [21] [22] [23] . Despite their reduced complexity, the investigation of these models still proves to be rather challenging. 24 Interestingly, also the quantum dimer model on the Kagomé-lattice hosts a spin-liquid phase in a certain parameter regime. 25 Previous studies did investigate the extend of this phase as well as phases arising beyond the phase transition. 24, [26] [27] [28] [29] In the case of Refs. 24 and 26, this analysis was performed by means of exactdiagonalization techniques. Their results indicate a transition to a thirty-six site VBS-phase in the close vicinity to the point corresponding to the Heisenberg antiferromagnet. However, this method introduces additional approximations, notably finite-size effects. To provide a complementary approach, we perform in this work an analysis based on techniques yielding directly results in the thermodynamic limit and compare those with the previously reported ones.
Therefore this work is organized as follows: We present the quantum-dimer model with the relevant parameters in Sec. II. Our approach to yield an effective low-energy description is detailed in Sec. III. In Sec. IV, we present our results for the extend of the topological phase as well as estimates for the non-topological phase beyond the transition. Our discussion of the results in Sec. V concludes this work.
II. MODEL
The model of (hardcore) dimers on the Kagomé-lattice arises as the low-energy description of the antiferromagnetic Heisenberg model on the same lattice. The hardcore dimers result from a representation of singlets formed by two spin-1 2 of the original anti-ferromagnet. In Sec. II A, we introduce a general quantum-dimer Hamiltonian H qdm and specify its parameters to yield the Hamiltonian H QDM for the low-energy description of the Heisenberg model 22, 26 . In Sec. II B, we discuss the model H qdm for a different set of parameters. For those, the resulting model H Z2 is exactly solvable and realizes a topologically ordered phase. We use this exactly solvable Hamiltonian as a starting point and study its properties as we interpolate between the starting point and the quantum-dimer Hamiltonian H QDM . We discuss the details of our analysis in Sec. II C.
A. The quantum dimer model
The Hilbert space of this effective model is given by dimer coverings of the Kagomé-lattice, i.e. two nearestneighbor sites are forming a dimer as depicted, e.g., in Fig. 1 . Within this Hilbert space, the general quantumdimer Hamiltonian H qdm consists of two families of terms: The first one (kinetic or resonance terms) changes the position of dimers along closed loops connecting the sites of the lattice. The second family (potential terms) measures whether such a change is possible. In this work, we consider the quantum-dimer model derived in Ref. 26 
where each term is representing also rotated and translated versions of the respective dimer-configuration as well as versions which can be connected to the previous by flipping the dimers along a closed loop around the depicted plaquette. The value of the couplings given in Ref. 26 are
We will label the quantum-dimer Hamiltonian H qdm (1) for these values as H QDM in the following. The goal of this work is to shed light on the phase realized in the low-energy regime of H QDM .
B. The Z2-Hamiltonian
However, the starting point of our analysis is another point in the parameter space of the quantum dimer model (1). For the parameter values J 6 = J 8 = J 10 = J 12 = − 1 4 and V 6 = V 8 = V 10 = V 12 = 0, the quantum-dimer Hamiltonian H qdm takes the form
where the operator B p sums up all the kinetic terms involving the plaquette p in Eq.
(1). The Hamiltonian (3) has been introduced, e.g., in Ref. 25 .
The Hamiltonian H Z2 is exactly solvable. This can be inferred from the following properties of the operators B p : We have [B p , B p ] = 0, i.e. operators on different plaquettes p , p commute. The spectrum of the operator B p consists of the eigenvalues ±1, which can be seen, e.g., from the relation B 2 p = 1. Using these two properties, we can construct the operators
The operator P 
where N is a normalization factor and we choose the reference state |ref as depicted in Fig. 1 . The ground state of the Hamiltonian H Z2 is flux-free. One can work out that it is the equal-amplitude superposition of all possible dimer configurations. The presence of a flux on plaquette p corresponds to a phase of π between configurations only differing by the action of a kinetic term on plaquette p.
If defined on an open plane, the flux-eigenstates (6) form a complete orthogonal basis-set. If defined on a nontrivial topology, additional non-local quantum numbers are needed to distinguish different states. As we work on the trivial topology of the open plane in this work, we refer, e.g., to the Refs. 25, 30, and 32 for more details on the topological aspects.
For this work, it is sufficient to note that the unique ground state |gst of H Z2 corresponds in the original spin model to a spin-liquid phase. The fluxes correspond to the gapped vison excitations of this spin liquid.
C. The interpolation
In this work, we follow the idea of Refs. 22, 24, and 26 and consider the Hamiltonian
which interpolates from the exactly solvable Hamiltonian H Z2 at λ = 0 to the dimer model H QDM at λ = 1. If the gap of the Z 2 -phase remains open along this path, no phase transition occurs. In this case the quantum-dimer model H QDM harbors a spin liquid as ground state. If, on the other hand, there is a phase transition signaled by a closing gap at some value λ c for 0 < λ c < 1, the investigation of the corresponding soft modes yields insights into the nature of the phase realized at λ > λ c . Previous numerical results based on finite-sized system analysis 24,26 report a phase transition near the "Heisenberg point" λ = 1. Our focus here is to perform a similar analysis without the constraint of finite system size.
For our analysis, we represent the Hamiltonian H(λ) in the flux-basis Eq. (6). The resulting operators involve seven flux degrees of freedom (located on one central and the six adjacent hexagons of the Kagomé-lattice). Treating the flux-presence and -absence as an Ising degree of freedom we obtain the representation of the quantum dimer model in the (dual) Ising language, where the effective degrees of freedom are located on the triangular lattice formed by the hexagonal plaquettes.
Let us conclude this section with remarks on the symmetries of the Hamiltonian H (λ) in the flux basis. Despite the reference state breaking the translational symmetry of the lattice, flux-states respect the lattice symmetries of the underlying lattice. However, additional gauge factors enter in the corresponding transformations. E.g., for the translational symmetries within the unit cell we have
These translations anti-commute with each other. This can be attributed to static gauge charges present within the unit cell as has been witnessed already in other works as, e.g., in Ref. 33 . The static gauge charges have another impact: Inversion symmetry acts non-trivially on single-flux states. E.g., the action of I AC b , the inversion about the lattice site located between the A-and the C-hexagon, reads:
The non-trivial gauge part of the lattice symmetries as, e.g., I
AC b (11) restricts in particular the single-flux dynamics as we shall discuss in Sec. IV A. This contrasts to the less restricted interacting flux-sector as discussed in Sec. IV B.
III. METHOD
The low-energy spectrum of flux-Hamiltonian H(λ) is studied by means of the perturbative continuous unitary transformations (pCUT) 34 . For this work, it is sufficient to consider the continuous unitary transformations as a tool, which decouples the Hilbert space into different sectors. Those sectors are investigated separately. This decoupling can be thought of as the identification of the elementary excitations of the exactly solvable Hamiltonian H Z2 with particles, which are continuously modified to yield a quasi-particle picture. The effective model H eff conserves the number of quasi-particles, which allows for an efficient treatment of the low particle-number sectors. So, one can formulate the continuous unitary transformation as
where H nqp eff is the effective Hamiltonian for the n quasiparticle sector.
In this work, we perform this decoupling perturbatively. The interpolation parameter λ serves here as the expansion parameter. We focus in the remainder of our work mostly on the one and two quasi-particle sectors, for which the effective Hamiltonians H 1qp eff and H 2qp eff are investigated respectively. For the purpose of this work, it is sufficient to think of the pCUT as a method to perform a degenerate perturbation theory treatment of these sectors with only implicitly redefining the quasi-particle states. Let us note that this method can be applied to any Hamiltonian of the form Q+λ N n=−N T n , where the operator Q counts the (integer) number of quasi-particles and the operators T n change the particle number by n.
To meet these requirements, we actually evaluate instead of H(λ) the rescaled model H (λ ), given by
and rescale the results to be consistent with, e.g., Ref. 26 . One of the major advantages of this method is that the perturbative implementation benefits from the linkedcluster property 35, 36 of the transformed Hamiltonian H eff . This property essentially states that only operators with connected supports contribute to the effective model H nqp eff . The size of these supports is bounded for a finite order of the perturbative treatment. Therefore the effective Hamiltonians in the thermodynamic limit can be derived on a finite-sized but large enough system. This fact sets this method apart from numerical methods as, e.g., exact diagonalization which are constrained by the finite sizes of study-able systems.
Due to the linked-cluster property, we can get access to either extensive quantities as the ground-state energy or spectral differences as the energy-gaps in the thermodynamic limit. We focus mostly on the gaps in the remainder of this work.
A. Free quasi-particle sector
The conservation of the quasi-particle number means that the effective model for the single quasi-particle sector H 1qp eff is a hopping Hamiltonian. Given the effective hopping elements, this Hamiltonian can be diagonalized employing translational symmetry with the unit cell depicted in Fig. 1 . This yields the dispersion relation ω( k). This function is thus known analytically and can therefore also be easily extrapolated beyond the perturbative parameter-range.
B. Interacting quasi-particles
The interaction of quasi-particles prevents a straightforward diagonalization of the higher-number quasiparticle sectors. In this work, the two quasi-particle sector is therefore diagonalized numerically. To reduce the numerical effort, we use translational symmetry with the choice of unit-cell shown in Fig. 1 . Thus the analysis still takes place in the thermodynamic limit as the necessary truncation for the numerical study affects only the maximal relative distance of the two quasi-particles. However, the scale of this truncation can be chosen such that the numerical results are converged.
C. Observables
Due to the implicit nature of the basis transformation, observables cannot be evaluated directly but need to be transformed by the same unitary transformation 35 . The resulting operators are also subjected to the linkedcluster property 35 and can therefore be evaluated in the same fashion as the effective Hamiltonian. We therefore have access to quantities as the ground-state expectations values and differences of expectation values of groundstate and excited states.
IV. RESULTS
In this section, we will discuss our findings for the properties of the extension of the Z 2 -phase along the interpolation path (7) . First, we discuss the single (and hence free) quasi-particle sector in Sec. IV A. This discussion shall serve a basis, on which to discuss our results for the interacting two quasi-particle sector in Sec. IV B. We conclude this section by discussing properties of the relevant low-energy states in Sec. IV C.
We determine the effective single-flux Hamiltonian H 1qp eff up to order four (The matrix elements are given in App. A). Due to inversion symmetry properties Eq. (11), matrix elements connecting single-flux states on different sub-lattices (the different hexagons labeled by A -D in Fig. 1 ) vanish. So we are left with one model of hopping particles for each sub-lattice respectively. These different models are related by the inner unit cell translations discussed in Eqs. (8) (9) (10) . Therefore, we find four degenerate single-flux bands distinguished by their respective sub-lattice index. We show our results for the dispersion ω( k) in Fig. 2 .
Because of the relatively low orders in our series expansion, we discuss our results first in the perturbative regime (λ = 0.1), characterized by a small bandwidth (compared to the spectral gap). We find the minima of the dispersion ω( k) at the corners of the Brillouin zone at k ± = ±( 
FIG. 2. On the left side, we show the dispersion ω( k).
The corresponding hopping terms have been determined up to order four. We find extrema of the dispersion at the points Γ, C, and D (we chose these labels consistent with Refs. 22 and 24).
On the right side, we also show a cut through the k-space along the path D − C − Γ − D. We find the absolute minimum of ω( k) at point C.
To obtain an estimate of the extend of the Z 2 -phase, we determine the location λ c , where the gap ∆ 1qp = ω( k ± ) closes. The gap as well as some extrapolations are shown in Fig. 3 This estimate is an upper bound for the location of the phase transition. So, we can already conclude that the numerical value of λ c = 0.94 reported in Ref. 26 is not consistent with our findings. We defer any further comparisons after we discussed the interactions in the following section.
B. Interacting quasi-particles
We estimate the role of the interactions by analyzing the interacting two quasi-particle sector. We determine the effective Hamiltonian in the sector of two quasi-particles H 2qp eff up to order three. For the further analysis, we make use of the translational symmetry and study the sectors for different values of the total momentum k separately. We consider in the remaining parts of this work two quasi-particle states with the relative distance of at most d max = 50 (in units of | n 1 |), for which we find converged results.
Similar to the previous section, we discuss first the spectrum in the perturbative regime shown in Fig. 4 . Here, we depict the energy spectrum along the path in the Brillouin-zone shown in Fig. 2 . The gray-shaded area denotes the energy-window covered by the continuum of two non-interacting quasi-particles obtained from the free quasi-particle dispersion ω( k) at the same order. Additionally to these continuum states, we display bound states below the continuum, forming a new low-energy manifold of states. 
The energy spectrum of the interacting two quasiparticle sector is shown along the path D − C − Γ − D in the Brillouin zone defined in Fig. 2 . The gray-shaded area depicts the energy window available for the two quasi-particle continuum. Below the continuum, we show the dispersion of bound states. We find the absolute minimum of the energy here at the Γ-point, where the lowest level is three-fold degenerate.
three-fold degenerate states at k 0 = (0, 0). Their energy represents the two quasi-particle gap ∆ 2qp (λ), which is shown in Fig. 5 together with the energy of the lower edge of the continuum at the same order. The bound states exist for any finite value of λ and there- 5 . The lowest two-particle energy (solid) is shown as well as the energy of the lower continuum-edge (dashed) for the orders one (blue), two (red), and three (orange). For each order there is a finite energy gap between these two values for all λ > 0. So we conclude that the bound states exist for all of these values. As their energy is similar to the one of the continuum edge, we estimate λc by the better controlled single-particle properties. fore their energy is always lower than the continuum. We assume that the effective models H 1qp eff , H 2qp eff capture the relevant low-energy physics (the ranges of the terms in the effective models cover twice the range associated to the unit-cells discussed in Sec. IV C) and therefore the trend seen in the higher-order free quasi-particle results holds also for the interacting particles. However, the results are not fully converged up to maximal order obtained here. Given that the difference between the lower continuum edge and bound state gap is small, we use the lower continuum edge 2∆ 1qp , which is analytically available at higher orders, to estimate the location of the phase transition out of the Z 2 spin-liquid to be λ c = 0.57.
In order to investigate the order arising beyond this transition at λ c , let us discuss the structure of the lowenergy states.
C. Properties of the low-energy states
To obtain insights into the order arising at the transition point, where the gap of the excitations of the Z 2 -phase closes, we investigate the properties of the lowenergy states introduced in Sec. IV B. In parallel, we discuss the characteristics resulting from the free-particle physics reflected in the physics of the two quasi-particle continuum.
The lowest energy in the two quasi-particle sector is found at the Γ-point ( k = (0, 0) ). There are three degenerate states, labeled by |bst i , i = 1, 2, 3 in the following. In Fig. 6 , we show a projection onto the nearest-neighbor quasi-flux pairs of the these three orthogonal states. Let us mention here that the states |bst i are eigenstates of the inner unit cell translations (8-10) and inversions (11) with eigenvalues ±1 and map onto each other under the action of the rotational symmetry. We list the detailed action of the other lattice-symmetries in App. C.
Assuming that these states are the relevant low-energy states at the phase transition, we can reason along the following line of thought: There are no other states degenerate with the states |bst i for a different k-value. Therefore a spontaneous breaking of the translational symmetry and the formation of larger unit cells cannot occur by condensation of these states. However, each state |bst i is the eigenstate of one inner unit cell translations (8-10) with eigenvalue +1, respectively. This allows us to split for each bound state the twelve site unit cell shown in Fig. 1 into a six site unit cell as, e.g., depicted in Fig. 7 .
Thus we can recast the bound states as
where the |ψ i n are local wave packets centered around the six site unit cell with coordinates n . At λ ≈ 0, where particles and quasi-particle picture are essentially identical, we can use Eq. (6) to obtain typical dimer patterns present in the bound state as depicted in Fig. 7 . These states are adiabatically connected to the condensing patterns at the phase transition. However, due to the fact that two quasi-particle states with increasing distance contribute more for increasing values of λ, we expect longer-ranged correlations to dampen expectation values of any short-ranged dimer configuration. This dampening renders the identification of the resulting phase from such typical patterns more subtle.
In contrast to the bound-state condensation described above, the condensation of free quasi-particles allows for spontaneous breaking of the translational symmetry: being formed by independent one quasi-particle states with momentum ±(
3 ), the lower continuum edge at the k-points k ± = ±( 3 ) and k 0 = (0, 0) is degenerate and allows for the formation a valence bond solid having a thirty-six site unit cell [17] [18] [19] 22, 24, 26 . Using again Eq. (6), we depict a typical state for this case in Fig. 7 .
On the left, we depict a typical dimer configuration being present in the local wave packet |ψ3 (14) at λ ≈ 0. To represent this wave packet, we truncate the maximal relative distance of the quasi-particle states to 1 (in units of | n1|). The corresponding bound state |bst3 can be shown to have the 6-site unit cell depicted by the dashed lines. On the right, we show a typical dimer configuration for the 36-sites unit cell of the valence bond solid arising in the free quasi-particle condensation. The hexagons (blue) and the pinning-wheel structure (green) are resonating (cf. Refs. 22 and 26 for a more detailed discussion).
However, as for λ = 0, the quasi-particle states differ from the flux eigenstates. Thus, we cannot determine the dimer configurations via Eq. (6) for larger values of λ. To capture nevertheless the short-ranged correlations between different dimers, we transform the kinetic and potential terms in the quantum-dimer Hamiltonian defined in Eq. (1). More specifically, we determine the difference between the expectation values of the ground state and the excited states. These quantities are spectral differences and are therefore accessible as discussed in Sec. III. We determine the transformed observables up to order one and determine the (degenerate) expectation values for the states |bst i . Due to the low order of the observable-expansion, we restrict our discussion here to the perturbative regime λ λ c . However, the trends seen here shall yield some insight into the adiabatic development of dimer correlations for increasing λ.
In Fig. 8 , we show the ground-state expectation values for of the quasi-flux free ground state (per unit cell). The expectation values for the kinetic and potential terms coincide, as the ground state remains a superposition of perfectly resonating dimer configurations at this order. The situation is different for the excited states. We find two different families of observables: For the 3-dimer (8(a)) and 6-dimer (8(h)) observables, the expectation values of kinetic (blue) and potential (red) terms are close to each other, indicating a resonating contribution of hexagons and pinning-wheels. We attribute this to the long-distance tails of the bound states, which behave essentially as free quasi-particles. Those states host these resonating plaquettes as can be seen from Fig. 7 . We expect those resonating contributions to be present in the condensed state, however their magnitude remains small compared to those of the other family of observables. The other terms, shown in Fig. 8(b)-Fig. 8(g ), involve 4-dimer and 5-dimer states. We see for those sizable differences between kinetic and potential terms. These differences correspond to non-resonating contributions forming crystalline patterns in terms of dimers. The main contributions here stem from the short-distance interacting quasi-particle states. The most notable difference is found for the diamond 8(b) and trapezoidal 8(d) -shaped configurations, indicating that these patterns shall be most prominent in a solid arising beyond the phase transition.
We see that this analysis cannot give us quantitative results due to the low order of the expansion, but still yields insights into the structure of the condensed state.
V. DISCUSSION AND CONCLUSION
In this work, we investigate the low-energy states relevant to an interpolation between a gapped Z 2 spin liquid and an effective model describing the low-energy physics of the Heisenberg anti-ferromagnet on the Kagomé-lattice. A perturbative approach is employed to decouple different sectors of the Hilbert space, namely the free quasi-particle sector and the interacting two quasiparticle sector. These sectors are investigated separately. This approach enables us to obtain results directly in the thermodynamic limit and at the same time treat the quasi-particle interactions in a controlled fashion.
Studying the low-energy physics of the interacting two quasi-particle sector, we find the phase transition to be driven by the condensation of quasi-flux bound states. From the analysis of the low-energy dispersion of those bound states, we conclude that the phase resulting from the such a condensation has a six site unit cell as shown in Fig. 7 . In particular we can exclude a unit cell with larger size. The states found in our analysis break spontaneously the six-fold rotational symmetry of the underlying lattice. The location of the phase transition out of the topological phase is estimated to occur at λ c ≈ 0.57, whereas previous numerical studies 22, 26 found it much closer to the Heisenberg point λ = 1 (within the same parametrization). Interestingly, we find the properties of the free quasi-particle condensation to agree with the numerical analysis 22, 26 . We attribute the differences in our analysis to the finite-size limitations of the numerical studies, as the bound states discussed in Sec. IV B form on length scales not accessible in those.
Our different findings in the free and the interacting quasi-particle sector therefore provide an example that the explicit study of interacting quasi-particles (not only within perturbative approaches) may yield additional insights not accessible otherwise.
Performing the perturbative transformation also for different observables, we are able to obtain expectation values of the condensing bound states to yield further insight into their structure. The most dominant contribution to crystalline patterns within these bound states stems from diamond-and trapezoidal-shaped dimer configurations as they show the least resonant behavior. Therefore, we expect a valence bond solid state with those patterns to arise after the condensation transition. Recently, alternative derivations of the quantum-dimer model including longer-ranged singlets show that the corresponding kinetic and potential terms can even be further favored 23 . This may provide the possibility that those states are even stabilized more clearly in the original Heisenberg model. With our work, we add more insights into the phase arising in the low-energy description of the antiferromagnetic Heisenberg model on the Kagomé-lattice. Our analysis suggests that a phase transition terminates the Z 2 topological phase before reaching the Heisenberg point. We find this phase transition is driven by the condensation of interacting quasi-fluxes.
Understanding the behavior of the topological excitations allows us to further shed light onto the low-energy properties of the condensed phase, which is found to break the rotational symmetry spontaneously and has a six site unit cell. Fig. 6 . These statements are independent of the actual value of λ.
