Abstract-Motivated by the trend of genome sequencing without completing the sequence of the whole genomes, a problem on filling an incomplete multichromosomal genome (or scaffold) I with respect to a complete target genome G was studied. The objective is to minimize the resulting genomic distance between I 0 and G, where I 0 is the corresponding filled scaffold. We call this problem the onesided scaffold filling problem. In this paper, we conduct a systematic study for the scaffold filling problem under the breakpoint distance and its variants, for both unichromosomal and multichromosomal genomes (with and without gene repetitions). When the input genome contains no gene repetition (i.e., is a fragment of a permutation), we show that the two-sided scaffold filling problem (i.e., G is also incomplete) is polynomially solvable for unichromosomal genomes under the breakpoint distance and for multichromosomal genomes under the genomic (or DCJ-Double-Cut-and-Join) distance. However, when the input genome contains some repeated genes, even the one-sided scaffold filling problem becomes NP-complete when the similarity measure is the maximum number of adjacencies between two sequences. For this problem, we also present efficient constant-factor approximation algorithms: factor-2 for the general case and factor 1.33 for the one-sided case.
D
UE to the advancement of genome sequencing technology, it is possible to sequence more organisms for genomic analysis. (Throughout this paper, a multichromosomal genome is represented as sequences of genes, while a unichromosomal genome is just represented as a sequence of genes.) Interestingly and somehow contradictorily, the cost of genome sequence finishing has not decreased at the same rate as the cost of random sequencing [2] . This means that many released genomes are not completely finished. In some situations, it would be unsuitable to use these incomplete genomes (scaffolds) for genomic analysis, simply due to the errors they could introduce.
Therefore, a natural problem is to fill the missing genes into scaffolds, with combinatorial algorithms. As one must find a biologically meaningful way to fill scaffolds, it makes sense to use a complete genome from a close species. Muñ oz et al. recently carried out this idea on filling an incomplete multichromosomal scaffold I to have I 0 , such that the genomic distance between I 0 and a given (complete) genome G is minimized [10] . The genomic distance is also called rearrangement distance or DCJ-Double-Cut-and-Join distance [15] , which is the minimum number of allowed rearrangement operations transforming one genome into the other. We call this the one-sided scaffold filling problem. Basically, the one-sided scaffold filling can be solved in polynomial time; in fact, linear time when the breakpoint graph on I and G is constructed [10] .
In a recent paper [10] , much effort has been put on several practical issues. For instance, what if the missing genes can only be inserted in certain locations? What if some missing genes in I are not really missing (i.e., they should not appear in G)? However, the corresponding twosided problem, i.e., when G also contains missing genes, is not tackled in [10] .
In this paper, we first follow Muñ oz et al. to investigate the scaffold filling problem under the breakpoint distance for the simplest unichromosomal genomes. When the input genome contains no gene repetition (i.e., is a fragment of a permutation), we show that the two-sided scaffold filling problem under the breakpoint distance is polynomially solvable. Consequently, we generalize the idea to solve the two-sided scaffold filling problem in polynomial time for multichromosomal genomes under the DCJ distance.
Next, we extend this research to filling scaffolds with gene repetitions. There is some interesting point regarding this work. First, when there are gene repetitions, some practical way is missing to define the genomic (say breakpoint) distance between two genomes G 1 ; G 2 . (The breakpoint distance for permutations was defined in [14] .) The exemplar genomic distance between G 1 and G 2 (loosely speaking, the "true" distance when the redundant genes are deleted), while biologically interesting, is too hard to compute [12] . (In fact, unless P¼NP, there does not exist any polynomial time approximation for such a distance even when each gene is allowed to repeat three times [5] , [3] or even two times [1] , [9] .) We try to apply a different similarity measure here. We use the number of (common) adjacencies between G 1 and G 2 , which has been used before in genomic analysis [4] . (Note that this is not a distance measure.) Not surprisingly, we prove that even the corresponding one-sided problem using this similarity measure is NP-complete, implying the twosided problem to be NP-complete as well. Then, we design a factor-1.33 approximation for the one-sided problem-filling scaffolds with gene repetitions to maximize the number of adjacencies, improving upon a trivial factor-2 approximation for the general (two-sided) case. For genomic problems with gene repetitions, as far as we know, this is the first one which admits such a small approximation factor.
Although this paper is a theoretical one, it is necessary to point out that some practical issues need to be further investigated. For instance, our first algorithm does not consider the fact that in some situations one cannot insert a missing gene into a contig. Intuitively, this makes the problem harder. In fact, in practice even ordering contigs into a draft genome needs some novel tool (see [11] and the references therein). For more information, the interested readers are referred to public webpages like Sequence Similarity Searching (http://www.ebi.ac.uk/Tools/sss/), etc.
This paper is organized as follows: In Section 2, we give the necessary definitions. In Section 3, we present a polynomial time algorithm for the scaffold filling problem under the breakpoint distance. In Section 4, we show the NP-completeness proof for the one-sided scaffold filling problem when gene duplications are allowed and when the similarity measure is the maximum number of (common) adjacencies, and we also present efficient constant-factor approximation algorithms for the problem. In Section 5, we show how to adapt our ideas from Section 3 to solve the two-sided scaffold filling problem under the rearrangement distance (i.e., for multichromosomal genomes) in polynomial time. In Section 6, we conclude the paper.
PRELIMINARIES
We first present some necessary definitions.
Given an alphabet AE, a string S is called a permutation if each element in AE appears exactly once in S. We also use cðSÞ AE to denote the set of elements in permutation S. An (unsigned) unichromosomal genome is just a permutation over AE.
A scaffold is an incomplete permutation, i.e., with some missing elements. We use þ to denote permutation scaffold filling, e.g., for a permutation A and an element set X such that cðAÞ \ X ¼ ;, A þ X is the set of the resulting permutations after filling all the elements in X into A. So if A Ã 2 A þ X, then A is a subsequence of A Ã . Similarly, we use À to denote element elimination from the permutation when cðAÞ \ X ¼ X, i.e., A À X is the resulting permutation after elements in X are removed from A. In other words, if A 0 ¼ A À X then A is a supersequence of A 0 . Given two permutations A and B, if cðAÞ ¼ cðBÞ, then A and B are related. Given two related permutations A and B, two consecutive elements a i and a iþ1 (i.e., a 2-substring a i a iþ1 ) in A form an adjacency if they are also consecutive in B (i.e., as a 2-substring a i a iþ1 or a iþ1 a i ), otherwise they form a breakpoint. The number of breakpoints in A, which is equal to that of B, is the breakpoint distance between A and B, denoted as bdðA; BÞ. Note that our breakpoint definition and the corresponding results all adapt to the case when the letters (or genes) are possibly signed, with a simple twist (i.e., a substring a i a iþ1 of A is an adjacency if either a i a iþ1 or Àa iþ1 À a i appears in B).
Given two related permutations P and Q of length n, let the number of breakpoints in P and Q be bdðP ; QÞ and let the number of adjacencies in P and Q be aðP ; QÞ, then we have aðP ; QÞ þ bdðP ; QÞ ¼ n À 1; moreover, when aðP ; QÞ ¼ n À 1 then we have P ¼ Q or P is the reversal of Q. However, when we are given two sequences G 1 and G 2 , over the same multiset of letters (i.e., possibly with duplications of some or all letters), then the latter relation is not true any more. Example: Let G 1 ¼ bcidabeb and G 2 ¼ bebcidab, then the number of adjacencies between G 1 and G 2 is 7 (which is the maximum), but G 1 is not equal to G 2 or its reversal.
We define two (two-sided) scaffold filling problems on unichromosomal genomes as follows: The case on multichromosomal genomes will be covered at the end of this paper.
Scaffold Filling under the Minimum Permutation
Breakpoint Distance (SF-PBD) Input: two incomplete permutations A and B, and two sets of elements X and Y , where X ¼ cðBÞ À cðAÞ and Y ¼ cðAÞ À cðBÞ.
In Fig. 1 , we show an easy example for SF-PBD. Note that the optimally filled solutions might not necessarily be unique. In the above definition, when either X or Y is empty, we have the one-sided scaffold filling problem. Note that if A and B were related (i.e., cðAÞ ¼ cðBÞ), then we would have X ¼ Y ¼ ;.
In practice, sometimes we need to deal with genomes with orthologous (duplicated) genes. Then, our definition on scaffold and the related þ operation can be generalized to sequences. Let CðSÞ be a multiset denoting all the appearances of all the elements in a sequence S. For example, given S ¼ abacb, CðSÞ ¼ fa; a; b; b; cg.
We comment that for general related sequences G; H (with CðGÞ ¼ CðHÞ and possibly with duplicated letters), the number of (common) adjacencies is counted in an oneto-one matching fashion, i.e., a 2-substring ab in G is only counted once if it matches to another (uncounted) 2-substring ab or ba in H, and vice versa. For example, G ¼ abab; H ¼ aabb, then the number of common adjacencies between G and H is one. The reason is that while the 2-substring ab in H can be matched to three 2-substrings in G, once counted, we have no "matching" (hence no common adjacency) anymore. 
Scaffold Filling to
In the next sections, we show that SF-PBD is polynomially solvable, and that the One-Sided SF-MNSA problem is NP-hard, which implies that SF-MNSA is also NP-hard. For SF-MNSA we obtain an easy factor-2 approximation which can be improved to 4/3 for the special case, One-Sided SF-MNSA.
A POLYNOMIAL TIME ALGORITHM FOR SF-PBD
In this section, we present a polynomial time algorithm for scaffold filling under the permutation breakpoint distance. While the details are a bit long, the general idea is in fact simple. We first identify the maximal sequences from A and B, respectively, such that they (i.e., A À Y and B À X) have the same gene content. Then, we fill the missing genes between the common adjacencies in A À Y and B À X (the correctness follows from Lemma 1). Third, we fill the missing genes between the breakpoints in A À Y and B À X (the correctness follows Lemmas 2-3). Finally, we insert the remaining missing genes into the current solution, always maintaining the number of breakpoints and their order in the original input. The proofs and the detailed algorithm are presented as follows. Note that at the end of each of these steps the intermediate permutations obtained are related. Lemma 1. Given two incomplete permutations A and B, let X ¼ cðBÞ À cðAÞ and Y ¼ cðAÞ À cðBÞ be the sets of elements to be filled into A and B, respectively. If there is an adjacency a i a iþ1 in the two related permutations A À Y and B À X, then there exists an optimal scaffold filling such that every two consecutive elements between a i and a iþ1 (in the optimal A Ã and B Ã ) form an adjacency.
Proof. To obtain the optimal A Ã 2 A þ X and B Ã 2 B þ Y , we need to insert the elements in X into A and insert the elements in Y into B, respectively. In other words, we need to insert X [ Y to both A À Y and B À X. Let y ¼ hy 1 ; y 2 ; . . . ; y r i be the subpermutation (i.e., substring) between a i and a iþ1 in A, and let x ¼ hx 1 ; x 2 ; . . . ; x l i be the subpermutation between a i and a iþ1 in B. Obviously, cðyÞ Y and cðxÞ X. We can construct two new subpermutations p ¼ hy 1 ; . . . ; y r ; x 1 ; . . . ; x l i and " p ¼ hx l ; . . . ; x 1 ; y r ; . . . ; y 1 i. Then, we insert p between a i and a iþ1 in A, and insert p between a i and a iþ1 in B if a i a iþ1 appears in B or insert " p between a iþ1 and a i in B if a iþ1 a i appears in B. As a i a iþ1 is an adjacency in A À Y and B À X, all the elements between a i and a iþ1 (in both A þ cðxÞ and B þ cðyÞ) form adjacencies. For all adjacencies, their corresponding new subpermutations (constructed as above) are mutually disjoint. So there exists an optimal scaffold filling such that there is no breakpoint between the two elements of any adjacency in A À Y and B À X. In other words, as a i a iþ1 is an adjacency in A À Y and B À X, we have the full freedom to insert the respective elements in X [ Y between a i and a iþ1 such that they all form adjacencies in A p ¼ hy r ; y rÀ1 ; . . . ; y 1 i. We have four ways to insert elements of p into B À X:
Then, following the above four procedures, we generate the new breakpoints in B Ã accordingly:
. b s y 1 , and 4. y 1 b t . t u Theorem 1. Given two permutations A and B, let X ¼ cðBÞ À cðAÞ and Y ¼ cðAÞ À cðBÞ be the sets of elements to be filled into A and B, respectively. Then, the optimal permutations
Proof. Following Lemmas 1-3 and the algorithm, it is easy to see that bdðA À Y ; B À XÞ ¼ bdðA Ã ; B Ã Þ as at Steps 2, 4, and 6 the related incomplete permutations obtained all maintain the number of breakpoints. Finally, we work on the permutations A 2 ; B 2 thus obtained at Step 7. The idea is to insert the remaining missing letters, which does not belong to A À Y and B À X, one by one into A 2 and B 2 . Moreover, the newly filled A 2 and B 2 keep to be related, bdðA 2 ; B 2 Þ does not change and the inserted letters maintain their order as in the input A and B. At the end we have A Ã and B Ã . Therefore, in this whole process of inserting elements we always maintain the number of breakpoints. The quadratic running time is dominated by maintaining the correspondence between the identical characters in A and B, i.e., after each insertion, a letter and its location in A and B can be retrieved in Oð1Þ time, and the content of a location in A and B can be accessed in Oð1Þ time. t u An example of the above algorithm is as follows:
We comment that our algorithm also works when in A and B there are predefined blocks one could not break, as long as these blocks have no conflict. For example, we have and with predefined blocks in boxes. When we fill e; f into A and c; h into B, the algorithm still works as the predefined blocks are not in conflict. However, if and then our result does not hold anymore. In [10] , this is related to inserting missing genes only in between contigs (i.e., not anywhere), which is a problem needing further study.
HARDNESS AND APPROXIMATION FOR SF-MNSA 4.1 Hardness of SF-MNSA
In this section, we first prove that SF-MNSA is NP-hard; in fact, even the One-sided SF-MNSA problem is NP-hard. It is easy to see that the decision version of One-sided SF-MNSA is in NP. We try to make a reduction from the NPcomplete problem Exact Cover by 3-Sets (X3C) [8] . Recall that the input for X3C is a set of 3-sets S ¼ fS 1 ; S 2 ; . . . ; S m g. Each set S i contains exactly three elements from a base set X ¼ fx 1 ; x 2 ; . . . ; x n g, where n ¼ 3q for some integer q. The problem is to decide whether there are q 3-sets in S which cover each element in X exactly once.
The main idea of our proof is to first show that a special case of X3C, X3C-1, is NP-complete. X3C-1 has the property that each 3-set S u can share at most one element with any other 3-set S v . Then, we reduce X3C-1 to One-sided SF-MNSA by constructing a complete genome G and an incomplete genome I; moreover, before the missing genes are inserted into I, there is no adjacency between G and I.
Lemma 4. X3C-1 is NP-complete.
Proof. Again, it is easy to show that X3C-1 is in NP, so we focus on reducing X3C to X3C-1. Given an X3C instance with 3q elements and m 3-sets, we construct an instance of X3C-1 with 3q þ 6m elements and 5m 3-sets. Assume that we are given a 3-set S u ¼ fx i ; x j ; x k g, we construct five 3-sets as follows: S 0 u ¼ ffx i ; y u;1 ; y u;2 g, fx j ; y u;3 ; y u;4 g, fx k ; y u;5 ; y u;6 g, fy u;1 ; y u;3 ; y u;5 g, fy u;2 ; y u;4 ; y u;6 g g. Now in the new set of 3-sets S 0 ¼ [ u S 0 u for all u, we have 5m 3-sets. Obviously, any pair of 3-sets in S 0 share at most one element. If S u ¼ fx i ; x j ; x k g is selected for a solution for S then we select fx i ; y u;1 ; y u;2 g, fx j ; y u;3 ; y u;4 g, and fx k ; y u;5 ; y u;6 g as a part of solution for S 0 . If S u ¼ fx i ; x j ; x k g is not selected for a solution for S then we select fy u;1 ; y u;3 ; y u;5 g and fy u;2 ; y u;4 ; y u;6 g.
If the input X3C instance has a solution, one can easily use the selected q 3-sets (from S
Therefore, we can conclude that the given X3C instance has a solution of size q iff the constructed X3C-1 instance has a solution of size q þ 2m. It is easy to see that this reduction takes polynomial time. So the lemma is proven. t u Theorem 2. SF-MNSA is NP-hard and its decision version is NP-complete.
Proof. Following Lemma 4, we reduce X3C-1 to One-sided SF-MNSA. Let the instance of X3C-1 be S ¼ fS 1 ; S 2 ; . . . , S m g. Each set S i contains exactly three elements from a base set Y ¼ fy 1 ; y 2 ; . . . ; y n g, where n ¼ 3q for some integer q and jS u \ S v j 1 for all u; v. The problem is to decide whether there are q 3-sets in S which cover each element in Y exactly once. Without loss of generality, we assume that both m and 3m À 3q are even, and the elements in each 3-set S u ¼ fy u1 ; y u2 ; y u3 g are ordered by the indices of the elements, i.e., u1 u2 u3. (When one or both of m and 3m À 3q are odd, one just need to modify the construction by reordering some substrings in G and I, which should be straightforward.) Let Let y i appear in all 3-sets of S for a total of n i times (so P i n i ¼ 3m). For each i, we rename each of the n i À 1 copies of y i as a new letter z j (for the ease of description), we hence have a total of 3m À 3q newly named z j letters which are really the original elements in Y . (Note that z j could be empty-if the corresponding y i appears exactly once.) We also use 3m À 3q triples of separators p i ; p 0 i ; r i ; i ¼ 1::3m À 3q, with
We construct two sequences G; I as follows:
Note
" " Suppose that one can insert the missing y i 's back into I to obtain I 0 such that there are 4q adjacencies between G and I 0 , first notice that due to the construction of G and I, y i 's have to be inserted in M j 's, as inserting three missing y i 's anywhere before M 1 can only generate at most three adjacencies. Second, due to that any pair of 3-sets have at most one common element, we cannot insert two y i 's in some M j and one y i in some M k , as that can only generate at most three adjacencies. Then, to insert three missing y i 's (say ðy i ; y j ; y k Þ, ordered by their indices) between f l and f It is easy to see that this construction takes polynomial time. As One-sided SF-MNSA is a special case of SF-MNFA, the theorem is proven. t u
We show a simple example for the reduction. Y ¼ f1; 2; 3; 4; 5; 6; a; b; c; d; e; fg: S 1 ¼ f1; 2; 3g; S 2 ¼ f1; 5; ag; S 3 ¼ f4; 5; 6g; S 4 ¼ fa; b; cg; S 5 ¼ f4; b; eg; S 6 ¼ fd; e; fg. So m ¼ 6; q ¼ 4. The six elements 1; 4; 5; a; b; e appear twice in S, so we can rename them as z 1 ¼ 1, z 2 ¼ 4, z 3 ¼ 5, z 4 ¼ a, z 5 ¼ b, and z 6 ¼ e. We now have G ¼ r 1 r 2 r 3 r 4 r 5 r 6 g 1 f 1 123f 
The optimal solution is to insert the 12 elements in S 1 , S 3 , S 4 , S 6 into I to obtain 4q ¼ 16 adjacencies: f 1 123f In the next section, we present some approximation algorithms for SF-MNSA.
Approximation Algorithms for SF-MNSA
We first show some properties for SF-MNSA, which implies an easy 2-approximation for SF-MNSA. Then, we try to improve the approximation factor to 1.33 for the One-Sided SF-MNSA problem. For both of the problems, there might be some existing adjacencies before any filling. It is in fact easy to show that for both SF-MNSA and its one-sided version there exists an optimal solution which does not insert missing genes in existing adjacencies-unless between the filled genomes G 0 1 and G 0 2 (with length n) there are n À 1 adjacencies (i.e., no breakpoint), which can be easily checked in polynomial time. WLOG, assume that in the unfilled genomes G 1 ; G 2 we have an adjacency ab, and in the optimally filled genomes G Henceforth, we only consider the case when there is some breakpoint in the filled genomes G 0 1 and G 0 2 . Following the above discussion, our algorithms will not alter these existing adjacencies and will only focus on generating the maximum number of new adjacencies. This method is further supported by the following folklore lemma. 
In the remaining part of this section, we can fix the existing adjacencies between two sequences G 1 and G 2 by first computing a bipartite graph H. The vertices of H are the 2-substrings in G 1 and G 2 , there is an edge between a pair of 2-substrings ðU; V Þ, with U in G 1 and V in G 2 , respectively, if U and V form a common adjacency. Then, the existing common adjacencies can be fixed by computing a maximal matching in H. In other words, if ðU; V Þ is in the computed maximal matching, then label the 2-substrings (2-blocks) U and V . We will never insert any letter or gene into a labeled 2-block, i.e., once labeled, a 2-block will not be altered. We call this polynomial-time procedure block-labeling.
A 2-Approximation Algorithm for SF-MNSA

Lemma 6. Suppose that O
Ã is the optimal number of newly created adjacencies for SF-MNSA (after the block-labeling procedure), then we need to insert at least dO Ã =2e and at most O Ã genes into G 1 and G 2 when CðG 1 Þ \ CðG 2 Þ 6 ¼ ;.
Proof. First, notice that when a missing gene x is inserted into G 1 or G 2 , at most two adjacencies can be formed. To complete the proof of the lemma, all we need to show is to insert one missing gene into G 1 or G 2 to generate, on average, at least one (new) adjacency. This can be easily shown in a constructive and greedy fashion: After the block-labeling process, for any unlabeled 2-substring Notice that b i (resp. b iþ1 ) could be empty when b iþ1 (resp. b i ) is the leftmost (resp. rightmost) letter in
From the above lemma, it is easily seen that the optimal solutions are obtained in a way, 1) either a sequence of m missing genes z 1 ; z 2 ; . . . ; z m are inserted to obtain m þ 1 adjacencies (say y 1 z 1 z 2 Á Á Á z m y 2 ), 2) or a sequence of l missing genes x 1 ; x 2 ; . . . ; x l are inserted to form l adjacencies (say x 1 x 2 Á Á Á x l y). Note that m; l ! 1. We call the corresponding missing genes (and the inserted substrings) type-1 and type-2, respectively. If a type-1 inserted substring contains m genes, then it is also called a type-1 m-substring.
The above lemma also implies a factor-2 approximation for SF-MNSA, as the greedy algorithm in the proof of Lemma 6 could make all the inserted missing genes type-2 in the worst case. We next show how to improve this factor to 1.33 for the One-sided SF-MNSA problem.
A 1.33-Approximation Algorithm for One-Sided SF-MNSA
Recall that in the One-sided SF-MNSA problem, we have input I and G, and we need to insert the missing genes into I. We first run the block-labeling procedure on G; I. Then, let k 1 be the number of missing genes inserted. (By Lemma 6, dO Ã =2e k 1 O Ã .) Let b i be the number of type-1 i-substrings in the optimal solution. (Example, I ¼ abcd, G ¼ acbacd, and we need to insert two type-1 1-substrings: a and c. Four new adjacencies are formed, and b 1 ¼ 2.) Then, we have
Lemma 7. Suppose that O
Ã is the optimal number of newly created adjacencies for One-sided SF-MNSA (after the blocklabeling procedure), then
As each inserted substring counted in b j has j genes for j ! 3 and
From Lemma 7, it is easy to see that our algorithm hinges on approximating b 1 =2 þ b 2 =4, which uses a greedy idea. The algorithm goes as follows: At Step 1, for each missing gene a to be inserted into I, we use a greedy method to scan from left to right to find an (unlabeled) substring cd in I such that the insertion of a results in a substring cad which contains two adjacencies hcai and hadi. At Step 2, for each pair of missing genes x; y to be inserted into I, we scan in I, again left to right, to find whether there is an (unlabeled) substring wz such that x; y can be inserted into it to obtain three adjacencies, i.e., either hwxyzi or hwyxzi. We insert all such pairs of missing genes, in a greedy fashion, into I. At Step 3, we insert the remaining missing genes in greedy fashion into the unlabeled parts of I, provided that each inserted missing gene generates one adjacency-similar to Lemma 6.
We have the following lemma regarding this greedy algorithm. (This is simply due to the fact that such an inserted gene x, which should be inserted optimally to have axb, is inserted at a wrong place to obtain cxd while ab is possibly filled with some other letter, say z. The optimal adjacencies could have been axb and cyd.) Also, each of the k 0 1 inserted missing genes can destroy at most two type-1 2-substrings in some optimal solution, this will be illustrated with an example at the end of this paragraph. Let b 0 10 be the number of missing genes inserted at Step 1 which destroy exactly one type-1 1-substring (and some type-1 m-substring, with m ! 3) in some optimal solution. Let b 0 11 be the number of missing genes inserted at Step 1 which destroy exactly two type-1 1-substrings in some optimal solution. Let b 0 12 be the number of missing genes inserted at Step 1 which destroy one type-1 1-substring and one type-1 2-substring in some optimal solution. Let b 0 13 be the number of missing genes inserted at Step 1 which destroy exactly two type-1 2-substrings in some optimal solution. Obviously,
Then, we show an example for a, one of the b 0 13 inserted missing genes that destroy two type-1 2-substrings in the optimal solution (i.e., counted into
We need to insert a; b; u; v into I. Due to the greedy fashion of the algorithm, a is inserted between ; in I to have a (destroying the possibility of inserting uv at the same location). On the other hand, due to the insertion of a (instead of ab), ab cannot be inserted in between and . Therefore, we destroy the optimal adjacencies huvi and habi (with the corresponding two type-1 2-substrings: uv and ab).
Next, we need to show that at Step 2, each of the inserted type-1 2-substrings can destroy at most three type-1 2-substrings in some optimal solution. This is again easy to see. Suppose that we need to insert xy into I to obtain three adjacencies hxyi. Due to the greedy fashion something else (like uv) are inserted between ; instead. Then, xw and yz could be destroying two other locations for the optimal insertion of type-2 2-substrings. Now, putting all together
; and
Following Lemma 8 and Lemma 5, we have the following theorem.
Theorem 3. There is a greedy algorithm which approximates
One-sided SF-MNSA with a factor of 1.33.
Proof. Following the greedy algorithm and Lemma 8, we have the approximation solution value APP (for O Ã ), which satisfies the following inequalities:
Following Lemma 5, the theorem is proven. t u
FPT Algorithms for Two Special Cases of One-Sided SF-MNSA
In many biological applications, it makes sense to design FPT algorithms for the corresponding problem. Basically, an FPT algorithm for a decision problem of solution value (parameter) k is one which runs in OðfðkÞn Oð1Þ Þ ¼ O Ã ðfðkÞÞ time, where fðÀÞ is a function only on k and n is the size of the input. More details can be found in [6] , [7] .
It is unknown whether the One-Sided SF-MNSA problem admits an FPT algorithm, with k being the corresponding optimal solution value. We show below that some restricted cases of One-Sided SF-MNSA are in FPT.
First, in d-SF-MNSA each gene in G 1 or G 2 only appears at most d times. So for One-sided d-SF-MNSA each gene in I; G appears at most d times. Then, let us assume that we need to insert an x into I. Certainly, we hope to insert x into I to obtain at least one adjacency xy (or yx). Now let us look at G, as x appears in G at most d times, x has at most 2d neighbors (at least one of them should be y). As we have no information on what the right y should be, we have to try over all such (at most) 2d possibilities in I for each inserted x. Since we might have to insert a total of k letters, the running time is
In SF-MNSA c , each gene is selected from a set of c letters AE. For One-sided SF-MNSA c , the algorithm is similar to that of One-sided d-SF-MNSA, with a simple twist. Assume that one needs to insert a missing x into I to obtain some adjacency xy (or yx), one just needs to find the neighbors of x in G. It is easy to see that if we have two substrings xy's in G then we can match either one of them with the intended adjacency xy (introduced due to the insertion of x in I). As AE contains only c letters, we could have c choices for the intended adjacencies xy (resp. yx). When we insert x into I, we also have c possibilities to obtain xy. Therefore, we need to try over all such (at most) c 2 possibilities for each inserted x. By Lemma 6, we need to insert at most k genes into I, so the running time of the algorithm is 
TWO-SIDED SCAFFOLD FILLING uNDER THE REARRANGEMENT DISTANCE
In this section, we show how to adapt the ideas in Section 3 to solve the two-sided scaffold filling problem under the rearrangement distance, when the genomes are multichromosomal and the genes are signed.
Rearrangement Distance
The rearrangement distance or genomic distance DðG 1 ; G 2 Þ is a metric counting the number of genomic rearrangement operations necessary to transform one signed multichromosomal genome G 1 containing n distinct genes into another, G 2 . The þ or À sign indicates the "reading direction" of a gene, left-to-right or right-to-left. For a comprehensive repertoire of operations, which we need not elaborate here, Yancopoulos et al. [15] showed that D could be calculated efficiently using the breakpoint graph [13] of G 1 and G 2 as follows: 
Bundles
Now consider the case where the genes in G 2 are a subset of the genes in G 1 . We say some genes are missing from G 2 . The one-sided scaffold filling problem is to insert the missing genes in G 2 , thus forming " G 2 , in such a way as to minimize DðG 1 ; " G 2 Þ. In [10] , it was shown that the onesided scaffold filling problem under the rearrangement distance can be solved in polynomial time, in fact, in linear time once the breakpoint graph is constructed.
We can still construct the breakpoint graph, except that some vertices, called free ends, will only be incident to a blue edge and thus paths in the graph can end not only in T vertices but also in free ends. When this happens, step 5 in the breakpoint graph construction cannot be completed, and the decomposition and calculation in step 6 are blocked.
A bundle is a subset of the paths in this partial breakpoint graph of G 1 and G 2 . (Partial because some paths are not cycles nor do they end in a T .) Each bundle is associated with one or more of the missing genes. The vertices corresponding to each missing gene, its free ends, must be in the same bundle and must be endpoints of one or two paths. To simplify the exposition, we assume that no bundle consists entirely of blue edges, i.e., no chromosome in G 1 has all its genes absent from G 2 . This case is easily handled separately, and does not affect the distance calculations.
To construct a bundle, we initiate it with any path not already in any bundle and ending with a free end. Then, if a path containing free end g t is in a bundle B, then we also include the path with g h as a free end, and vice versa. There can be zero or two T vertices in a bundle. We now present the details on the two-sided scaffold filling problem under the rearrangement distance. It is not hard to show the following lemma:
Lemma 9. If genomes G 1 and G 2 both contain the same n genes, and if m ! 1 genes are inserted anywhere into both G 1 and G 2 to get "
In a one-sided scaffold filling problem for G 1 and G 2 , suppose there are r cycles in the partial breakpoint graph and suppose this graph determines bundles. Let G 1 be the genome formed by deleting from G 1 the genes already missing from G 2 .
Lemma 10. Let be the number of cycles in the breakpoint graph of G 1 and G 2 . Then, ¼ þ r.
Proof. If a t and a h are a pair of free ends in a bundle, incident to blue edges ða t ; xÞ and ða h ; yÞ, remove a t and a h and replace (a t ; xÞ and ða h ; yÞ by ðx; yÞ. Repeat until there are no more free ends in the bundle. This process converts a bundle into a cycle. Repeated across all bundles it also removes all the missing genes. Therefore, the number of cycles in the partial breakpoint graph plus the number of bundles determined by this graph equals the number of cycles in the breakpoint graph of G 1 and G 2 . t u
It was shown in [10] how the one-sided scaffold filling problem can be solved by completing each bundle separately, i.e., by inserting the missing genes or drawing the red edges between free ends within each bundle. It turns out that we have the following theorem [10] :
Theorem 5. For a bundle with paths, there are þ 1 cycles produced by completing the bundle, while genes inserted in G 2 .
The following corollary follows immediately: Proof. The breakpoint graph of G 1 and " G 2 has m more blue edges than the breakpoint graph of G 1 and G 2 , corresponding to the insertion of the m missing genes.
(No chromosome in G 1 has all its genes absent from G 2 , this is why we have m more blue edges.) But since it had r cycles before bundle completion, the breakpoint graph of G 1 and " G 2 has r þ m þ cycles, from Corollary 1. This is m more than the r þ cycles in the breakpoint graph of G 1 and G 2 (Lemma 9). By the definition of distance D, we have DðG 1 ; " G 2 Þ ¼ DðG 1 ; G 2 Þ. t u
For two-sided scaffold filling, we thus have the following exact algorithm for the case when G 1 contains genes G þ X and G 2 contains genes G þ Y , where G; X, and Y are disjoint sets of genes.
1.
Remove all the genes in set X from G 1 to get G Because the distance between the two genomes reduced to the genes in G is a lower bound for the distance between any two genomes enlarged through gene insertion, by Lemma 8, and because steps 2 and 4 do not increase this distance, by Theorem 6, and because step 3 is as general as possible while respecting the gene order of G 1 , the correctness of the algorithm is verified.
As for the one-sided scaffold filling, once the breakpoint graph is constructed, the remaining steps run in linear time.
CONCLUDING REMARKS
In this paper, we investigate the scaffold filling problems under the breakpoint distance (and related similarity measures). A very interesting open problem is when the missing genes can be only inserted in between contigs (i.e., in some predefined locations), as was solved for the one-sided problem by Muñ oz et al. [10] ; our current method cannot generate any result with some performance guarantee. The second interesting open problem is whether one can improve the factor-2 approximation for SF-MNSA. The final open problem is whether an FPT algorithm only parameterized on k exists for the (One-sided) SF-MNSA problem.
