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Abstract
Let K be a number field, let S be a finite set of places of K containing the archimedean places
and let µ, α1, α2, α3 be non–zero elements in K. Denote by OS the ring of S–integers in K and by O
×
S
the group of S–units. Then the set of equivalence classes (namely, up to multiplication by S–units)
of the solutions (x, y, z, ε1, ε2, ε3, ε) ∈ O
3
S × (O
×
S
)4 of the diophantine equation
(X − α1E1Y )(X − α2E2Y )(X − α3E3Y )Z = µE,
satisfying Card{α1ε1, α2ε2, α3ε3} = 3, is finite. With the help of this last result, we exhibit, for every
integer n > 2, new families of Thue-Mahler equations of degreee n having only trivial solutions.
Furthermore, we produce an effective upper bound for the number of these solutions. The proofs of
this paper rest heavily on Schmidt’s subspace theorem.
Re´sume´
Soit K un corps de nombres, soit S un ensemble fini de places de K contenant les places
archime´diennes et soient µ, α1, α2, α3 des e´le´ments non nuls de K. Notons OS l’anneau des S–
entiers de K et O×
S
le groupe des S–unite´s. Alors l’ensemble des classes d’e´quivalence (c’est-a`-dire, a`
multiplication pre`s par des S–unite´s) des solutions (x, y, z, ε1, ε2, ε3, ε) ∈ O
3
S × (O
×
S
)4 de l’e´quation
diophantienne
(X − α1E1Y )(X − α2E2Y )(X − α3E3Y )Z = µE,
ve´rifiant Card{α1ε1, α2ε2, α3ε3} = 3, est fini. Graˆce a` ce dernier re´sultat, nous pouvons exhiber pour
chaque entier n ≥ 3 de nouvelles familles d’e´quations de Thue-Mahler de degre´ n ne posse´dant que
des solutions triviales. De plus, nous donnons une borne supe´rieure explicite pour le nombre de ces
solutions. Les de´monstrations de cet article reposent sur le the´ore`me du sous–espace de Schmidt.
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1 Introduction
Les premie`res familles d’e´quations de Thue n’ayant que des solutions dites triviales ont e´te´ donne´es par
E. Thomas en 1990 [13]. D’autres familles ont e´te´ trouve´es par la suite [10]. Les familles d’e´quations de
Thue e´tudie´es jusqu’a` pre´sent font presque toutes intervenir des e´quations variant avec un parame`tre
dont de´pend un corps de nombres attache´ a` ladite e´quation. A` date, il n’y avait pas encore de familles
d’e´quations de Thue–Mahler pour lesquelles la finitude du nombre de solutions ait e´te´ e´tablie. Notre
re´sultat va permettre d’attacher, a` chaque corps de nombres alge´briques posse´dant une infinite´ d’unite´s,
une famille infinie d’e´quations de Thue–Mahler n’ayant qu’un nombre fini de solutions non–triviales.
L’outil diophantien que nous allons mettre en œuvre est le the´ore`me du sous–espace de W.M. Schmidt
[5, 1, 14]. Nous poursuivrons ulte´rieurement ce travail en remplac¸ant le the´ore`me non effectif du sous–
espace par des minorations de formes line´aires de logarithmes, de fac¸on a` rendre effectifs nos re´sultats,
au moins dans certains cas particuliers.
2 Re´sultats connus
Soient K un corps de nombres et S un ensemble fini de places de K contenant les places archime´diennes.
Nous notonsOK l’anneau des entiers alge´briques deK, O×K le groupe des unite´s deK (e´le´ments inversibles
de OK). De plus, pour S ensemble fini de places deK contenant les places archime´diennes,OS est l’anneau
des S–entiers de K, a` savoir l’ensemble des e´le´ments x de K tels que |x|v ≤ 1 pour toute place v 6∈ S. De
plus, O×S est le groupe des S–unite´s, c’est-a`-dire des e´le´ments inversibles de OS , donc des e´le´ments x de
K tels que |x|v = 1 pour tout v 6∈ S.
Soient µ, α1, . . . , αn des e´le´ments non nuls de K. On conside`re pour commencer l’e´quation diophanti-
enne de Thue–Mahler
(2.1) (X − α1Y ) · · · (X − αnY ) = µE,
ou` les valeurs prises par les inconnues X et Y sont des e´le´ments x et y de OS ve´rifiant xy 6= 0, et ou` les
valeurs prises par l’inconnue E sont des e´le´ments ε de O×S .
Si (x, y, ε) est une solution de l’e´quation (2.1), alors pour tout η ∈ O×S le triplet (ηx, ηy, ηnε) est aussi
une solution. Selon [6], §2, deux telles solutions sont dites S–de´pendantes. Autrement, elles sont dites
S–inde´pendantes. En voici une formulation e´quivalente.
De´finition. Deux solutions (x, y, ε) et (x′, y′, ε′) dansO2S×O×S de l’e´quation (2.1) sont dites S–de´pendantes
si les points de P1(K) de coordonne´es projectives (x : y) et (x′, y′) sont les meˆmes. Autrement, elles sont
dites S–inde´pendantes.
Le re´sultat suivant a e´te´ de´montre´ par Parry en 1950 a` la suite de travaux de Thue et Mahler
notamment (voir par exemple [6], §2 et [12], the´ore`me 5.4).
The´ore`me 2.1 (Thue–Mahler–Parry). Sous l’hypothe`se
Card{α1, . . . , αn} ≥ 3,
le nombre maximum de solutions deux a` deux S–inde´pendantes (x, y, ε) ∈ OS ×OS ×O×S avec xy 6= 0 de
l’e´quation (2.1) est fini.
Erdo˝s, Stewart et Tijdeman [4] ont donne´ des exemples dans lesquels le nombre de solutions de
l’e´quation (2.1) est remarquablement grand.
Une conse´quence du the´ore`me 2.1 est la suivante.
Corollaire 2.2. Soit f(X,Y ) ∈ Z[X,Y ] une forme binaire a` coefficients dans Z ayant au moins trois
facteurs line´aires deux a` deux non proportionnels dans sa factorisation sur C. Soit k ∈ Z \ {0} et
soient p1, . . . , pt des nombres premiers. Alors l’e´quation f(X,Y ) = kp
Z1
1 · · · pZtt n’a qu’un nombre fini de
solutions (x, y, z1, . . . , zt) dans Z
2 ×Nt ve´rifiant xy 6= 0 et pgcd(xy, p1 · · · pt) = 1.
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Nous utiliserons la ge´ne´ralisation NS de la norme, introduite par exemple dans [6] et dont nous
rappelons la de´finition au de´but du §5. Dans [6], §2, Evertse et Gyo˝ry font intervenir deux relations
d’e´quivalence : la premie`re concerne les solutions des ine´quations de Thue–Mahler
(2.2) 0 < NS(f(x, y)) ≤ m.
Selon [6], deux solutions (x, y), (x′, y′) de l’ine´quation (2.2) sont de´pendantes s’il existe η ∈ K× tel que
x′ = ηx et y′ = ηy. Voici la seconde, qui concerne les formes binaires de OS [X,Y ].
De´finition. Deux formes binaires f(X,Y ) et g(X,Y ) de OS [X,Y ], sont dites S–e´quivalentes s’il existe
α, β, γ, δ dans OS et η dans O
×
S ve´rifiant αδ − βγ ∈ O×S et g(X,Y ) = ηf(αX + βY, γX + δY ).
SoientK un corps de nombres, S un ensemble fini de places de K contenant les places archime´diennes,
et n un entier ≥ 3. Notons F(n,K, S) l’ensemble des formes binaires f ∈ OS [X,Y ] de degre´ n qui se
de´composent en facteurs line´aires dans K[X,Y ] et dont la de´composition contient au moins trois facteurs
line´aires distincts. Voici la premie`re partie du the´ore`me 2 de [6].
The´ore`me 2.3 (Evertse et Gyo˝ry). Avec les notations ci–dessus, pour tout entier m > 0, il n’y a qu’un
nombre fini de classes de S–e´quivalence de formes binaires f dans F(n,K, S) pour lesquelles il existe
plus de deux solutions inde´pendantes (x, y) ∈ OS ×OS a` l’ine´quation (2.2).
Les autres re´sultats de [6] font intervenir une extension finie L de K, mais pour le the´ore`me 2.3 cela
n’apporte pas plus de ge´ne´ralite´.
3 E´nonce´s de nos re´sultats
Notre re´sultat principal (the´ore`me 3.1) consiste a` remplacer d’une part trois des facteurs X−αiY (disons
pour i = 1, 2, 3) de l’e´quation (2.1) par des facteurs de la forme X − αiEiY , ou` E1, E2, E3 sont des
inconnues supple´mentaires prenant des valeurs dans O×S , et a` remplacer d’autre part le produit des
autres facteurs par Z ou` l’inconnue Z prend ses valeurs dans l’anneau des S–entiers. On conside`re donc
l’e´quation plus ge´ne´rale
(3.1) (X − α1E1Y )(X − α2E2Y )(X − α3E3Y )Z = µE,
ou` les inconnues X , Y et Z sont a` valeurs dans OS et ou` les inconnues E1, E2, E3, E sont a` valeurs
dans O×S . On note (X,Y, Z,E1, E2, E3, E) le septuplet forme´ par les inconnues, et (x, y, z, ε1, ε2, ε3, ε) les
septuplets forme´s par les solutions dans O3S × (O×S )4.
De´finition. Nous appellerons triviales les solutions pour lesquelles xy = 0.
Nous supposerons que les solutions satisfont
Card{α1ε1, α2ε2, α3ε3} = 3.
Si (x, y, z, ε1, ε2, ε3, ε) est une solution non triviale de (3.1), alors, pour tout η ∈ O×S , les septuplets
(ηx, ηy, z, ε1, ε2, ε3, η
3ε), (x, y, ηz, ε1, ε2, ε3, ηε) et (x, η
−1y, z, ηε1, ηε2, ηε3, ε)
sont aussi des solutions non triviales de (3.1), que l’on qualifiera de S3–de´pendantes de la solution initiale.
De´finition. Deux solutions non triviales (x, y, z, ε1, ε2, ε3, ε) et (x
′, y′, z′, ε′1, ε
′
2, ε
′
3, ε
′) de l’e´quation (3.1)
seront dites S3–de´pendantes s’il existe des S–unite´s η1, η2 et η3 dans O
×
S telles que
x′ = xη1, y
′ = yη1η
−1
3 , z
′ = zη2, ε
′
i = εiη3 (i = 1, 2, 3), ε
′ = εη31η2.
Sinon, ces deux solutions seront dites S3–inde´pendantes.
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Ceci de´finit une relation d’e´quivalence sur l’ensemble des solutions non triviales de (3.1). Quand le
groupe des S–unite´s O×S a un rang ≥ 1, chaque classe de S3–de´pendance de solutions non triviales contient
une infinite´ d’e´le´ments.
Le principal but de cet article est de de´montrer le re´sultat suivant, qui ge´ne´ralise le the´ore`me 2.1. Il
s’agit apparemment du premier e´nonce´ donnant la finitude du nombre de solutions de familles d’e´quations
de Thue–Mahler.
The´ore`me 3.1. Soient K un corps de nombres, S un ensemble fini de places de K contenant les places
archime´diennes, µ, α1, α2, α3 des e´le´ments non nuls de K. Alors l’ensemble des classes de S
3–de´pendance
des solutions non triviales (x, y, z, ε1, ε2, ε3, ε) dans O
3
S × (O×S )4 de l’e´quation
(X − α1E1Y )(X − α2E2Y )(X − α3E3Y )Z = µE,
satisfaisant la condition Card{α1ε1, α2ε2, α3ε3} = 3, est fini. Le nombre de ces classes est majore´ par
une constante κ1, ne de´pendant que de K, NS(µ), α1, α2, α3 et du rang s du groupe O
×
S , et dont la valeur
est explicite´e dans la formule (6.5).
Quitte a` agrandir S, on peut supposer α1 = α2 = α3 = µ = 1 (cela augmente le rang de O
×
S , il
faudrait en tenir compte si on voulait donner une borne explicite). Dans ce cas, les variables E et Z sont
redondantes (prendre η2 = z
−1 dans la de´finition de la S3–de´pendance pour se ramener a` z = 1). De
meˆme, il n’y a pas de restriction a` supposer E3 = 1 (prendre η3 = ε
−1
3 ). L’e´quation que l’on conside`re se
rame`ne donc a`
(3.2) (X − Y )(X − E1Y )(X − E2Y ) = E,
en 5 inconnues, (X,Y,E1, E2, E). La relation d’e´quivalence entre les quintuplets dans O
2
S × (O×S )3 forme´s
de solutions est essentiellement celle du §2: nous dirons encore que deux solutions (x, y, ε1, ε2, ε) et
(x′, y′, ε′1, ε
′
2, ε
′) de (3.2) sont S–de´pendantes s’il existe η ∈ O×S tel que
x′ = xη, y′ = yη, ε′1 = ε1, ε
′
2 = ε2, ε
′ = εη3.
L’e´nonce´ suivant est donc e´quivalent au the´ore`me 3.1 (a` la valeur pre`s de la borne explicite pour le nombre
de classes de solutions, que nous ne pre´cisons pas).
The´ore`me 3.2. Le nombre de classes de S–de´pendance de solutions de l’e´quation (3.2) est fini.
Il est inte´ressant de noter que nous avons ramene´ la question de la finitude du nombre de solutions
de l’e´quation de Thue–Mahler en degre´ quelconque a` celle d’une e´quation cubique (voir a` ce sujet [11]).
Pour faire le lien avec le the´ore`me 2.3, montrons que notre the´ore`me 3.1 permet d’e´tablir l’existence
d’une infinite´ de classes de S–e´quivalence de formes binaires de F(n,K, S) produisant des ine´quations
(2.2) dont toutes les solutions sont triviales.
Du the´ore`me 3.2 on de´duit facilement l’e´nonce´ suivant.
The´ore`me 3.3. Soient K un corps de nombres, S un ensemble fini de places de K contenant les places
archime´diennes, n un entier ≥ 3, α1, . . . , αn des e´le´ments de K× et f ∈ K[X,Y ] la forme binaire
f(X,Y ) =
(
X − α1Y
)(
X − α2Y
) · · · (X − αnY ).
Pour ε = (ε1, . . . , εn) ∈ (O×S )n, on note fε ∈ K[X,Y ] la forme binaire
fε(X,Y ) = (X − α1ε1Y )(X − α2ε2Y ) · · · (X − αnεnY ).
On de´signe par E l’ensemble des e´le´ments ε de (O×S )n tels que ε1 = 1 et Card{α1ε1, α2ε2, . . . , αnεn} ≥ 3.
Alors il existe un sous–ensemble fini E⋆ de E tel que, pour tout ε ∈ E \ E⋆ et pour tout (x, y) ∈ OS ×OS,
la condition
fε(x, y) ∈ O×S
implique xy = 0.
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Ce the´ore`me 3.3 se de´duit du the´ore`me 3.1 avec µ = 1: quitte a` renume´roter les racines de fε, on peut
supposer Card{α1ε1, α2ε2, α3ε3} = 3; on prend alors pour z le produit (x− α4ε4y) · · · (x− αnεny).
Au §8, on prouvera la proposition suivante.
Proposition 3.4. Soit ε ∈ E \ E⋆. Il n’y a qu’un nombre fini de ε′ ∈ E \ E⋆ tel que les deux formes
binaires fε et fε′ soient S–e´quivalentes.
On de´duit encore du the´ore`me 3.1 le corollaire suivant.
Corollaire 3.5. Pour chaque m ∈ N et pour chaque ε ∈ E en dehors d’un sous–ensemble fini (de´pendant
de m), l’ine´quation
0 < NS
(
fε(x, y)
) ≤ m
n’a pas de solution (x, y) ∈ OS ×OS ve´rifiant xy 6= 0.
C’est ainsi que nous obtenons une infinite´ de classes de S–e´quivalence de formes binaires donnant lieu
a` des ine´quations de Thue–Mahler (2.2) dont toutes les solutions sont triviales.
Pour e´noncer le corollaire 3.6 ci–dessous, nous de´finissons une famille de formes binaires fε, indexe´e
par les S–unite´s d’un corps de nombres, de la fac¸on suivante. Partons d’une forme
f(X,Y ) = a0X
d + a1X
d−1Y + · · ·+ ad−1Y d−1X + adY d ∈ Z[X,Y ]
irre´ductible sur Z et e´crivons
f(X,Y ) = a0
(
X − σ1(α)Y
)(
X − σ2(α)Y
) · · · (X − σd(α)Y ),
ou` α est une racine de f(X, 1) et ou` σ1, σ2, . . . , σd sont les d plongements du corps K := Q(α) dans
C. Soient p1, . . . , pt des nombres premiers et S l’ensemble des places du corps K constitue´ des places
archime´diennes et des places de K au–dessus de p1, . . . , pt. Tordons f(X,Y ) par une S–unite´ ε ∈ O×S en
de´finissant la forme binaire fε(X,Y ) ∈ Z[X,Y ] de degre´ d par
fε(X,Y ) = a0
(
X − σ1(αε)Y
)(
X − σ2(αε)Y
) · · · (X − σd(αε)Y ).
Du the´ore`me 3.1 nous de´duisons la ge´ne´ralisation suivante du corollaire 2.2.
Corollaire 3.6. Soit k ∈ Z \ {0}. L’ensemble des (x, y, ε, z1, . . . , zt) dans Z2 ×O×S ×Nt satisfaisant
(3.3) fε(x, y) = kp
z1
1 · · · pztt ,
avec xy 6= 0, pgcd(xy, p1 · · · pt) = 1 et [Q(αε) : Q] ≥ 3, est fini. Le nombre de ces solutions est majore´
par une constante κ2, effectivement calculable en fonction de α, k, f et t, dont la valeur est explicite´e
dans la formule (7.1).
En particulier, lorsque [Q(αε) : Q] ≥ 3, l’e´quation de Thue fε(X,Y ) = ±1, sauf pour un nombre
fini de S–unite´s ε, n’a que des solutions triviales. Un autre cas particulier du corollaire 3.6 s’e´nonce de
la fac¸on suivante: soient K un corps de nombres de degre´ ≥ 3, k un entier non nul et p1, p2, . . . , pt des
nombres premiers. Pour toute unite´ ε de K, de´signons par gε(X,Y ) ∈ Z[X,Y ] la version homoge`ne du
polynoˆme minimal gε(X, 1) ∈ Z[X ] de ε. Alors l’ensemble des unite´s ε de K, telles que [Q(ε) : Q] ≥ 3
et que l’e´quation gε(X,Y ) = kp
Z1
1 · · · pZtt ait une solution (x, y, z1, . . . , zt) dans Z2 ×Nt ve´rifiant xy 6= 0
avec pgcd(xy, p1 · · · pt) = 1, est fini.
E´tant donne´ que nos de´monstrations reposent sur le the´ore`me du sous–espace de Schmidt (cf. The´ore`me
5.1), elles ne permettent pas d’obtenir des e´nonce´s effectifs: elles conduisent a` des e´nonce´s quantitatifs
avec des bornes pour le nombre de solutions, mais pas a` des majorations pour les solutions elles-meˆmes.
Obtenir des re´sultats effectifs, au moins pour certains cas particuliers du the´ore`me 3.1, sera l’objet de
travaux ulte´rieurs.
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4 Lien avec un the´ore`me de Vojta
Le the´ore`me 2.4.1 de Vojta dans [14] (dont la de´monstration repose aussi sur le the´ore`me 5.1) permet de
montrer que l’ensemble des solutions de l’e´quation (3.2) est de´ge´ne´re´ au sens de [14], c’est-a`-dire contenu
dans un sous–ensemble ferme´ propre pour la topologie de Zariski. Voici l’e´nonce´ du corollaire 2.4.2 de
[14].
The´ore`me 4.1 (Vojta). Soit D un diviseur de Pn ayant au moins n+ 2 composantes distinctes. Alors
tout ensemble de points D–entiers de Pn est de´ge´ne´re´.
Montrons comment appliquer ce re´sultat avec n = 4 a` l’e´quation (3.2). Nous avons vu (au §3) que le
corollaire 3.2 e´tait e´quivalent au the´ore`me 3.1 . Dans le meˆme esprit, quitte a` agrandir S, nous pouvons
supposer que α1 = α2 = α3 = µ = 1. Si (x, y, ε1, ε2, ε) ∈ O2S × (O×S )3 est une solution, alors x− y, x− ε1y
et x− ε2y sont des S–unite´s.
Introduisons des coordonne´es projectives (X : Y : Z : E1 : E2) sur P
4(K) et conside´rons le diviseur
D de´fini par l’hypersurface
Z E1 E2 · (X − Y )(XZ − E1Y )(XZ − E2Y ) = 0
qui a 6 composantes irre´ductibles. Montrons que chaque solution p = (x, y, ε1, ε2, ε) ∈ O2S × (O×S )3 de
l’e´quation (3.2) en les inconnues (X,Y,E1, E2, E) de´finit un point entier sur la varie´te´ ouverte P
4(K)\D,
a` savoir le point p˜ = (x : y : 1 : ε1 : ε2). En effet, les coordonne´es de p˜ sont dans OS , et le point p˜ ne se
re´duit pas modulo un premier en dehors de S a` un point d’un des hyperplans Z = 0, E1 = 0, E2 = 0,
X − Y = 0, ni a` un point d’une des hypersurfaces XZ −E1Y = 0, XZ −E2Y = 0, car les nombres ε, ε1,
ε2, x− y, x− ε1y et x− ε2y sont des S–unite´s. Le the´ore`me 4.1 montre que les solutions de (3.2) ne sont
pas Zariski denses dans V = P4(K) \D. En de´signant par E l’ensemble des (x, y, ε1, ε2) ∈ O2S × (O×S )2
qui ve´rifient
(x− y)(x− ε1y)(x− ε2y) ∈ O×S ,
cela signifie qu’il existe un polynoˆme non nul P en les variables (X,Y,E1, E2) qui s’annule au point
(x : y : ε1 : ε2) chaque fois que (x, y, ε1, ε2) est dans E . On peut remarquer que si (x, y, ε1, ε2) ∈ E , alors
(x, y, ε2, ε1) et (y, x, ε1, ε2) sont aussi dans E , de meˆme que (tx, ty, ε1, ε2) pour tout t dans O×S . Comme
on peut supposer sans perte de ge´ne´ralite´ que le groupe O×S est infini, on en de´duit que le polynoˆme
P (Tx, T y, ε1, ε2) ∈ K[T ] est nul. Donc
P (Tx, T y, ε2, ε1) = P (Ty, Tx, ε1, ε2) = P (Tx, T y, ε1, ε2) = P (Ty, Tx, ε2, ε1) = 0.
Il ne semble pas que ces arguments permettent de terminer la de´monstration du the´ore`me 3.1; pour y
parvenir nous allons revenir a` la source, a` savoir le the´ore`me du sous–espace de Schmidt. Au pre´alable,
rappelons quelques outils diophantiens.
5 Outils diophantiens
Soient K un corps de nombres de degre´ d = [K : Q] sur Q, DK son discriminant, hK son nombre de
classes, RK son re´gulateur, MK l’ensemble des places de K et S∞ l’ensemble des places archime´diennes
de K.
Le rang r du groupe des unite´s de K est r1 + r2 − 1, ou` r1 est le nombre de places re´elles de K et r2
le nombre de places archime´diennes non re´elles. On a d = r1 + 2r2 et on note dv = 1 pour v une place
re´elle, dv = 2 pour v une place archime´dienne non re´elle, de sorte que d =
∑
v∈S∞
dv. Nous adopterons
la normalisation des valeurs absolues utilise´e dans [3] et [9] : pour α ∈ K,
|α|v =

|σ(α)| si v est une place archime´dienne lie´e a` un plongement re´el σ : K → R,
|σ(α)|2 si v est une place archime´dienne lie´e a` un plongement non re´el σ : K → C,
N(P)−ordP(α) si v est une place ultrame´trique lie´e a` un ide´al premier P de OK .
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On notera h(α) la hauteur logarithmique absolue d’un e´le´ment α de K (c’est la notation de [9], alors que
ce qui est note´ h(α) dans [3], [7] et [6] est pour nous exp{h(α)}) :
h(α) =
1
d
∑
v∈MK
logmax{1, |α|v}.
On de´signe par δK un nombre re´el positif tel que tout entier alge´brique non nul α ∈ K qui n’est pas une
racine de l’unite´ ve´rifie h(α) ≥ δK/d. Des minorations explicites de δK (dues a` Blanksby et Mongomery,
Dobrowolski et Voutier) sont donne´es dans [3].
Rappelons (cf. [6], §2 ou bien [8], §1) la de´finition de la S–norme, de´note´e NS , associe´e a` un ensemble
fini S de places deK contenant les places archime´diennes. Soit α ∈ K×. L’ide´al principal fractionnaire (α)
de OK engendre´ par α s’e´crit de manie`re unique comme un produit AB, ou` A est un ide´al fractionnaire
de OK qui est produit de puissances d’ide´aux premiers qui ne sont pas au–dessus des places finies de S,
tandis que B est un ide´al fractionnaire de OK qui est produit de puissances d’ide´aux premiers au–dessus
des places finies de S. Alors NS(α) est la norme de l’ide´al A.
Ainsi, par de´finition, un e´le´ment α de K appartient a` OS si et seulement si l’ide´al A est un ide´al
entier de OK . De plus, les S–unite´s de K sont les e´le´ments ε de OS qui ve´rifient NS(ε) = 1. Si S = S∞,
alors OS = OK , O×S = O×K et NS co¨ıncide avec |NK/Q|.
Quand K = Q, si S est l’ensemble constitue´ des places archime´diennes et des places au–dessus des
nombres premiers p1, . . . , pt, pour un nombre rationnel non nul α e´crit sous la forme
α = ±
(
t∏
i=1
paii
) r∏
j=t+1
p
aj
j

avec aℓ ∈ Z (ℓ = 1, . . . , r) et pj 6∈ {p1, . . . , pt} (j = t+ 1, . . . , r), alors on a
NS(α) =
r∏
j=t+1
p
aj
j .
On notera s le rang du groupe O×S , ce qui fait que le nombre d’e´le´ments
1 de S est s− 1. Si r = r1+ r2− 1
est le rang du groupe des unite´s de K, alors t = s − 1 − r est le nombre d’ide´aux premiers P1, . . . ,Pt
de OK au–dessus des places ultrame´triques de K dans S. On de´signe par ν le plus grand des nombres
|N(Pi)| (1 ≤ i ≤ t), avec ν = 1 si t = 0 (c’est-a`-dire si S = S∞). La norme indice S d’un e´le´ment α est
NS(α) =
∏
v∈S
|α|v.
Nous utiliserons une base w1, . . . , wd de l’anneau des entiers de K comme Z–module :
OK = Zw1 + · · ·+ Zwd.
D’apre`s le lemme 5 de [7], il existe une telle base pour laquelle le nombre
θ = max{1 , max
σ:K→C
|σ(w1)|+ · · ·+ |σ(wd)|}
ve´rifie la majoration θ ≤ |DK |1/2.
Notons enfin d(N) la fonction nombre de diviseurs d’un entier N > 0 :
d(N) :=
∑
d|N
1.
Nous utiliserons le fait banal que pour tout couple (n,N) d’entiers positifs, le nombre de de´composition
de N comme produit de n facteurs m1m2 · · ·mn = N est majore´ par d(N)n−1.
L’outil principal des preuves de nos ge´ne´ralisations de ces re´sultats, que nous utiliserons plusieurs
fois par la suite, est une conse´quence du the´ore`me du sous–espace de Schmidt. L’e´nonce´ pre´cis que nous
utiliserons est le suivant, duˆ a` Evertse [5], raffine´ dans le cas ℓ = 2 par Beukers et Schlickewei [2].
1Noter que dans [3] le nombre d’e´le´ments de S est note´ s (et le rang de O×
S
est bien suˆr s+ 1).
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The´ore`me 5.1 (Evertse, Beukers–Schlickewei). Soient K un corps de nombres, δ1, . . . , δℓ des e´le´ments
non nuls de K et S un ensemble fini de places de K de cardinal s. Alors les solutions (x1, . . . , xℓ) ∈ (O×S )ℓ
de l’e´quation
δ1X1 + δ2X2 + · · ·+ δℓXℓ = 1,
pour lesquelles aucune sous–somme stricte∑
i∈I
δixi (∅ 6= I ⊂ {1, . . . , ℓ})
ne s’annule, sont en nombre fini majore´ par
(5.1)
 (2
33(ℓ+ 1)2)ℓ
3s pour ℓ ≥ 3,
28s+24 pour ℓ = 2,
Notons a` ce propos qu’un re´sultat beaucoup plus ge´ne´ral a e´te´ obtenu par Amoroso et Viada (the´ore`me
6.2 de [1]), qui autorisent K a` eˆtre un corps de caracte´ristique nulle et G un sous–groupe de K× de rang
fini (cette situation plus ge´ne´rale est aussi celle conside´re´e par Beukers et Schlickewei dans [2] pour le
cas ℓ = 2). Leur e´nonce´ raffine un re´sultat ante´rieur de Schmidt, Evertse, van der Poorten et Schlickewei,
qui comportait une exponentielle de plus. La borne qu’ils obtiennent dans ce cadre bien plus ge´ne´ral
pour le nombre de solutions est un tout petit peu moins pre´cise que celle du the´ore`me 5.1, puisqu’ils ont
(8ℓ)4ℓ
4(ℓ+s+1) a` la place de (5.1), et c’est pourquoi nous utilisons le re´sultat plus ancien d’Evertse.
Nous utiliserons plusieurs fois le the´ore`me 5.1, pour ℓ = 2 puis pour ℓ = 5, qui donnent respectivement
pour la constante (5.1) les valeurs κ3 − 1 et κ4 − 1, avec
κ3 = 1 + 2
8s+24 et κ4 = 1 + (2
43753250)s.
Le terme dominant de nos estimations provient du lemme suivant.
Lemme 5.2. Soient K un corps de nombres et S un ensemble fini de places de K contenant les places
archime´diennes. Il existe une constante positive κ5, explicitement calculable et ne de´pendant que de K
et S, telle que, pour tout entier m > 0, il existe un sous–ensemble A1(m) de OS \ {0}, ayant au plus
κ5m e´le´ments, avec la proprie´te´ suivante : pour tout β ∈ OS ve´rifiant NS(β) = m, il existe ε ∈ O×S et
γ ∈ A1(m) satisfaisant β = εγ.
Nous obtiendrons la valeur explicite suivante pour la constante:
κ5 = 2
r+1πr2 |DK |−1/2ec3dRKνtdhK (1 + θ)d
avec
(5.2) c3 =
1
2
rr+1δ
−(r−1)
K .
La premie`re e´tape de la de´monstration du lemme 5.2 consistera a` utiliser le lemme 9 de [7] que voici.
Lemme 5.3. Soit β ∈ OS . Il existe η1 ∈ O×S tel que α = η1β soit dans OK et ve´rifie
|NK/Q(α)| ≤ νtdhKNS(β).
Les liens avec les notations |α|K et |β|S de [7] sont
|α|K = |NK/Q(α)|1/d et |β|S = NS(β)1/d.
Notons que le lemme 5.3 est trivial quand β = 0 avec η1 = 1 et α = 0.
Nous utiliserons ensuite le re´sultat suivant qui est un scolie de´coulant du lemme 2 de [3], avec la
constante c3 introduite en (5.2).
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Lemme 5.4. Soit α ∈ OK \ {0}. Notons M = |NK/Q(α)|. Alors il existe η2 ∈ O×K tel que, pour tout
v ∈ S∞, on ait
Mdv/de−c3RK ≤ |αη2|v ≤Mdv/dec3RK .
Une variante du lemme 5.4 s’obtient comme scolie du lemme 3 de [9], qui fournit le meˆme re´sultat,
mais avec la constante c3 remplace´e par
c′3 =

0 si r = 0,
1/d si r = 1,
29e(r!)r
√
r − 1 log d si r ≥ 2.
Le lemme 1 de [6] et le lemme A15 de [12] donnent le meˆme e´nonce´ mais n’explicitent pas c3.
Lemme 5.5. Soit Q un nombre re´el ≥ 1. Alors l’ensemble
Γ :=
{
γ ∈ OK | |γ|v ≤ Qdv pour tout v ∈ S∞
}
est fini et a au plus
2r+1πr2(Q + θ)d|DK |−1/2
e´le´ments.
De´monstration. Choisissons un ordre sur S∞ (en nume´rotant en premier les places re´elles et en regroupant
une place complexe et sa conjugue´e) et notons σ le plongement canonique de K dans Rr1 ×Cr2 :
σ : K −→ Rr1 ×Cr2
α 7−→ (σi(α))1≤i≤r1+r2
ou` σ1, . . . , σd sont les plongements de K dans C avec σr1+r2+j = σr1+j pour 1 ≤ j ≤ r2 (σ de´signe
le conjugue´ complexe du plongement σ). Quand on identifie Rr1 × Cr2 a` Rd, l’image de OK est un
re´seau de Rd dont une base est σ(w1), . . . , σ(wd). Le paralle´lotope P de´fini par cette base est un domaine
fondamental pour le re´seau dont le volume est 2−r2
√|DK |. La re´union des γ + P quand γ de´crit Γ est
une re´union disjointe contenue dans le domaine borne´
B = {(xv)v∈S∞ ∈ Rr1 ×Cr2 | |xv| ≤ Q+ θ (v ∈ S∞)}.
Le volume de B est 2r1πr2(Q+ θ)d. Le lemme 5.5 en re´sulte.
Preuve du lemme 5.2. Soit β un e´le´ment de OS ve´rifiant NS(β) ≤ m. On utilise d’abord le lemme 5.3
pour e´crire β = αη−11 avec α ∈ OK , η1 ∈ O×S et
|NK/Q(α)| ≤ νtdhKNS(β).
On utilise ensuite le lemme 5.4 pour e´crire α = η−12 γ avec η2 ∈ O×K et
Mdv/de−c3RK ≤ |αη2|v ≤Mdv/dec3RK pour tout v ∈ S∞,
avec M = |NK/Q(α)| ≤ νtdhKm. On utilise enfin le lemme 5.5 avec Q = M1/dec3RK pour dire que
l’ensemble
Γ :=
{
γ ∈ OK | |γ|v ≤ Qdv pour tout v ∈ S∞
}
est fini et a au plus
2r+1πr2(Q + θ)d|DK |−1/2
e´le´ments. On majore Q+ θ par Q(1 + θ): on a
2r+1πr2(Q + θ)d|DK |−1/2 ≤ κ5m.
Enfin, en posant ε = η−11 η
−1
2 , on a β = εγ, ce qui comple`te la de´monstration du lemme 5.2.
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6 Preuve du the´ore`me 3.1
Nous de´composerons la de´monstration en plusieurs e´tapes. Dans la premie`re, nous mettons en e´vidence
des ensembles finis, inde´pendants d’une solution e´ventuelle (x, y, z, ε, ε1, ε2, ε3) ∈ O3S×(O×S )4 de l’e´quation
diophantienne (3.1).
6.1 Mise en e´vidence de sous–ensembles finis
Soit K un corps de nombres de degre´ d sur Q et soient µ, α1, α2, α3 des e´le´ments non nuls de K. Soit q un
entier rationnel positif tel que qαi ∈ OS pour i = 1, 2, 3. Un bon choix pour q est le plus petit commun
multiple (ou ppcm) des coefficients directeurs des polynoˆmes irre´ductibles sur Z des nombres alge´briques
α1, α2, α3. On a NS(q) ≤ qd. L’existence d’une solution de (3.1) implique q3µ ∈ OS . On pose
k = NS(µ) et m = NS(q)
3k,
de sorte que m = NS(q
3µ) est un entier rationnel strictement positif.
L’ensemble A2 forme´ des triplets k
′ = (k′1, k
′
2, k
′
3) d’entiers positifs satisfaisant k
′
1k
′
2k
′
3 = m est fini
et a au plus d(m)2 e´le´ments. Soit k′ ∈ A2 et soit i ∈ {1, 2, 3}. Le lemme 5.2 montre qu’il existe un
sous–ensemble fini A1(k
′
i) de OS \ {0}, ayant au plus κ5k′i e´le´ments, avec la proprie´te´ suivante : pour tout
β ∈ OS ve´rifiant NS(β) = k′i, il existe γi ∈ A1(k′i) et wi ∈ O×S tel que β = γiwi.
Pour k′ = (k′1, k
′
2, k
′
3) ∈ A2, on note A1(k′) le sous–ensemble suivant de O3S :
A1(k
′) = A1(k
′
1)×A1(k′2)×A1(k′3).
Le nombre d’e´le´ments de la re´union des A1(k
′) quand k′ de´crit A2 est majore´ par∑
(k′
1
,k′
2
,k′
3
)∈A2
κ35k
′
1k
′
2k
′
3 ≤ κ6
avec
κ6 = d(m)
2κ35m.
Soient ℓ un entier ≥ 2 et δ1, . . . , δℓ des e´le´ments de K×. Notons δ = (δ1, . . . , δℓ) ∈ (K×)ℓ. Le the´ore`me
5.1 montre qu’il existe un sous–ensemble fini A
(ℓ)
3 (δ) de O
×
S , contenant 1, ayant un nombre d’e´le´ments
majore´ par (5.1), tel que, pour toute solution (x1, . . . , xℓ) ∈ (O×S )ℓ de l’e´quation
δ1X1 + δ2X2 + · · ·+ δℓXℓ = 1
pour laquelle aucune sous–somme stricte ∑
i∈I
δixi
ne s’annule, on ait x1 ∈ A(ℓ)3 (δ).
Dans la meˆme veine, nous noterons encore A˜
(ℓ)
3 (δ) l’ensemble forme´ par les e´le´ments x de O
×
S tels
que l’un au moins des deux e´le´ments x, x−1, appartienne a` la re´union des ensembles A
(ℓ)
3 (δ
σ) avec
δσ = (δσ(1), . . . , δσ(ℓ)), quand σ de´crit les transpositions (1 i) de {1, . . . , ℓ}.
Soit u = (u1, u2, u3) ∈ (O×S )3 tel que Card{u1α1, u2α2, u3α3} = 3. Pour i = 1, 2, 3, posons α′i = αiui,
δ1 =
α′3 − α′1
α′3 − α′1
, δ2 =
α′1 − α′1
α′3 − α′1
, δ = (δ1, δ2)
et A4(u) = A
(2)
3 (δ). Alors A4(u) est un sous–ensemble fini de O
×
S , ayant au plus κ3 e´le´ments, qui contient
1 et les deux quotients t2/t1 et t3/t1 quand (t1, t2, tn) est un triplet d’e´le´ments de O
×
S satisfaisant
(6.1) t1(α
′
2 − α′3) + t2(α′3 − α′1) + t3(α′1 − α′2) = 0.
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6.2 Utilisation des ensembles finis mis en e´vidence
Apre`s avoir mis en e´vidence au lemme 5.2 et a` la section 6.1 les sous–ensembles finis A1(m), A2, A1(k
′),
A
(ℓ)
3 (δ), A˜
(ℓ)
3 (δ), A4(u), nous pouvons proce´der a` la de´monstration du The´ore`me 3.1 proprement dite.
Partons d’une solution (x, y, z, ε, ε1, ε2, ε3) ∈ O3S × (O×S )4 de l’e´quation diophantienne (3.1) avec
xy 6= 0 et prenons pour q le plus petit entier rationnel positif tel que qαi ∈ OS pour i = 1, 2, 3. Posons,
pour i = 1, 2, 3,
α˜i = αiεi, βi = x− α˜iy, β′i = qx− qα˜iy = qβi et k′i = NS(β′i),
de sorte que β′1β
′
2β
′
3 = q
3µε et k′1k
′
2k
′
3 = m, ou` m = NS(q
3µ). Comme nous l’avons de´ja` remarque´,
l’existence d’une solution implique q3µ ∈ OS . Par de´finition de A2, on a (k′1, k′2, k′3) ∈ A2.
La construction de A1(k
′) montre qu’il existe γ = (γ1, γ2, γ3) ∈ A1(k′) et (w1, w2, w3) ∈ (O×S )3 tels
que
β′iγ
−1
i = wi pour i = 1, 2, 3.
Rappelons maintenant que Card{α˜1, α˜2, α˜3} = 3. Nous allons construire deux sous–ensembles finis
A3(γ, i) (i = 2, 3) de O
×
S , contenant 1 et ayant au plus κ4 e´le´ments, tels que εi/ε1 ∈ A3(γ, i) pour
i = 2, 3.
Soit i ∈ {2, 3}. On a α˜i 6= α˜1. Soit j tel que {i, j} = {2, 3}. Alors α˜1, α˜i, α˜j sont deux a` deux distincts.
En e´liminant x et y entre les trois e´quations
x− α˜1y = β1, x− α˜iy = βi, x− α˜jy = βj ,
c’est-a`-dire en e´crivant
(x− α˜1y)(α˜i − α˜j) + (x− α˜iy)(α˜j − α˜1) + (x− α˜jy)(α˜1 − α˜i) = 0,
on trouve que le nombre
(6.2) T = β1α˜i − β1α˜j + βiα˜j − βiα˜1 + βjα˜1 − βjα˜i
est nul.
Pour toute permutation (j1, j2, j3) =
(
σ(1), σ(i), σ(j)
)
de (1, i, j), nous pouvons e´crire l’e´galite´ T = 0,
avec T de´fini par (6.2), sous la forme
(6.3) sgn(σ)
(
α˜j3
α˜j2
− βj2 α˜j3
βj1 α˜j2
+
βj2 α˜j1
βj1 α˜j2
− βj3 α˜j1
βj1 α˜j2
+
βj3
βj1
)
= 1,
ou` sgn(σ) est la signature de la permutation σ.
6.2.1 Premier cas : Aucune sous–somme stricte de T ne s’annule
Dans ce cas, on prend ℓ = 5, on pose
δ1 =
αi
α1
, δ2 = − γ1αi
γjα1
, δ3 =
γ1αj
γjα1
, δ4 = − γiαj
γjα1
, δ5 =
γi
γj
,
et il s’ave`re que l’on peut prendre l’ensemble A3(γ, i) e´gal a` A
(5)
3 (δ) avec δ = (δ1, δ2, . . . , δ5). En effet, cet
ensemble a au plus κ4 e´le´ments, d’apre`s le the´ore`me 5.1. Pour montrer que le quotient εi/ε1 appartient
a` A
(5)
3 (δ), on e´crit (6.3) avec (j1, j2, j3) = (j, 1, i) sous la forme
δ1
εi
ε1
+ δ2
w1
wj
εi
ε1
+ δ3
w1
wj
εj
ε1
+ δ4
wi
wj
εj
ε1
+ δ5
wi
wj
= 1.
et on utilise la de´finition de A
(5)
3 (δ).
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6.2.2 Deuxie`me cas: Au moins une sous–somme stricte s’annule
6.2.2.1 Preuve que la somme T ne se de´compose pas en trois sous–sommes nulles de deux
termes chacune
Pour chacune des 15 partitions de l’ensemble
E = {(1, i), (1, j), (i, 1), (i, j), (j, 1), (j, i)}
en trois sous–ensembles de deux e´le´ments, disons E = E1 ∪ E2 ∪ E3, au moins un des ensembles E1, E2, E3
peut s’e´crire {(j1, j2) , (ℓ1, ℓ2)} avec
j1 = ℓ1 ou j2 = ℓ2 ou (j1, j2) = (ℓ2, ℓ1).
Aucune sous–somme ±(βj1 α˜j2 − βℓ1α˜ℓ2) sur un ensemble a` deux termes {(j1, j2) , (ℓ1, ℓ2)} avec j1 = ℓ1
(donc j2 6= ℓ2) ne s’annule, car
βj1(α˜j2 − α˜ℓ2) 6= 0.
De meˆme, aucune sous–somme sur un ensemble {(j1, j2) , (ℓ1, ℓ2)} avec j2 = ℓ2 (donc j1 6= ℓ1) ne s’annule,
car
(βj1 − βℓ1)α˜j2 6= 0.
Enfin, aucune sous–somme sur un ensemble {(j1, j2) , (ℓ1, ℓ2)} avec (j1, j2) = (ℓ2, ℓ1) ne s’annule, car
βj1 α˜j2 − βj2 α˜j1 = (α˜j2 − α˜j1)x 6= 0.
On en de´duit que la somme T de (6.2) ne se de´compose pas en trois sous–sommes nulles de deux termes.
6.2.2.2 Cas ou` T se de´compose en deux sous–sommes nulles de trois termes
Supposons T = T1 + T2 avec T1 et T2 sous–sommes de trois termes et T1 = T2 = 0. Alors aucune
sous–somme stricte de T1 ni de T2 ne s’annule.
• Supposons que deux des trois indices des β dans T1 sont e´gaux. Il existe alors une permutation
(j1, j2, j3) =
(
σ(1), σ(i), σ(j)
)
telle que l’on ait, soit
sgn(σ)T1 = βj1 α˜j2 − βj1 α˜j3 + βj3 α˜j1 et sgn(σ)T2 = βj2 α˜j3 − βj2 α˜j1 − βj3 α˜j2 ,
soit
sgn(σ)T1 = βj1 α˜j2 − βj1 α˜j3 − βj3 α˜j2 et sgn(σ)T2 = βj2 α˜j3 − βj2 α˜j1 + βj3 α˜j1 .
Commenc¸ons par le premier cas. Posons δ = (δ1, δ2) et δ
′ = (δ′1, δ
′
2) avec
δ1 =
αj2
αj3
, δ2 =
γj3αj1
γj1αj3
, δ′1 =
αj1
αj3
, δ′2 =
γj3αj2
γj2αj3
,
de sorte que
δ1
εj2
εj3
+ δ2
wj3
wj1
εj1
εj3
= δ′1
εj1
εj3
+ δ′2
wj3
wj2
εj2
εj3
= 1.
Il en re´sulte que si on de´finit ξ1 := εj2/εj3 et ξ2 := εj1/εj3 , on a ξ1 ∈ A(2)3 (δ) et ξ2 ∈ A(2)3 (δ′), tandis que
ξ−11 = εj3/εj2 ∈ A˜(2)3 (δ) et ξ2−1 = εj3/εj1 ∈ A˜(2)3 (δ′). Comme
ξ1ξ
−1
2 =
εj2
εj1
et ξ−11 ξ2 =
εj1
εj2
,
l’un des nombres ξ1, ξ2, ξ
−1
1 , ξ2
−1, ξ1ξ2
−1, ξ−11 ξ2 est e´gal a` εi/ε1. Enfin, comme 1 ∈ A(2)3 (δ) ∩ A(2)3 (δ′),
on pose
A3(γ, i) =
{
ϑ1ϑ2 ∈ O×S | ϑ1 ∈ A˜(2)3 (δ), ϑ2 ∈ A˜(2)3 (δ′)
}
.
On ve´rifie encore que A3(γ, i) a au plus κ4 e´le´ments et qu’il contient εi/ε1.
Passons au deuxie`me cas. Posons
δ1 =
αj3
αj2
, δ2 =
γj3
γj1
, δ′1 =
αj3
αj1
, δ′2 =
γj3
γj2
·
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Nous avons
δ1
εj3
εj2
+ δ2
wj3
wj1
= δ′1
εj3
εj1
+ δ′2
wj3
wj2
= 1.
Par conse´quent, si nous posons δ = (δ1, δ2), δ
′ = (δ′1, δ
′
2), ξ1 := εj3/εj2 et ξ2 := εj3/εj1 , nous avons
ξ1 ∈ A(2)3 (δ), ξ2 ∈ A(2)3 (δ′), et aussi
ξ−11 =
εj2
εj3
∈ A˜(2)3 (δ), ξ−12 :=
εj1
εj3
∈ A˜(2)3 (δ′).
Enfin
ξ−11 ξ2 =
εj2
εj1
et ξ1ξ
−1
2 =
εj1
εj2
·
Nous posons donc
A3(γ, i) =
{
ϑ1ϑ2 | ϑ1 ∈ A˜(2)3 (δ) , ϑ2 ∈ A˜(2)3 (δ′)
}
.
• Supposons que les trois indices des β dans T1 sont distincts mais que deux des trois indices
des α˜ dans T1 sont e´gaux. Il existe alors une permutation (j1, j2, j3) =
(
σ(1), σ(i), σ(j)
)
telle que
sgn(σ)T1 = βj1 α˜j2 − βj2α˜j1 − βj3 α˜j2 et sgn(σ)T2 = −βj1 α˜j3 + βj2 α˜j3 + βj3 α˜j1 .
Dans ce cas on pose
δ1 =
γj3
γj1
, δ2 =
γj2αj1
γj1αj2
, δ′1 =
γj2
γj1
, δ′2 =
γj3αj1
γj1αj3
,
de sorte que
δ1
wj3
wj1
+ δ2
wj2
wj1
εj1
εj2
= δ′1
wj2
wj1
+ δ′2
wj3
wj1
εj1
εj3
= 1.
Ainsi les S–unite´s
ξ1 :=
wj2
wj1
, ξ2 :=
wj3
wj1
, ξ3 :=
wj2
wj1
εj1
εj2
et ξ4 :=
wj3
wj1
εj1
εj3
ve´rifient
ξ1 ∈ A(2)3 (δ′), ξ2 ∈ A(2)3 (δ), ξ3 ∈ A˜(2)3 (δ), ξ4 ∈ A˜(2)3 (δ′),
avec δ = (δ1, δ2), δ
′ = (δ′1, δ
′
2), et on a
ξ3ξ
−1
1 =
εj1
εj2
, ξ−13 ξ1 =
εj2
εj1
, ξ4ξ
−1
2 =
εj1
εj3
,
ξ2ξ
−1
4 =
εj3
εj1
, ξ−12 ξ
−1
3 ξ1ξ4 =
εj2
εj3
, ξ2ξ3ξ
−1
1 ξ
−1
4 =
εj3
εj2
·
On pose donc
A3(γ, i) =
{
ϑ1ϑ2ϑ3ϑ4 | ϑ1, ϑ2 ∈ A˜(2)3 (δ) , ϑ3, ϑ4 ∈ A˜(2)3 (δ′)
}
.
• Supposons que les trois indices des β ainsi que les trois indices des α˜ dans T1 sont distincts.
Il existe alors une permutation (j1, j2, j3) =
(
σ(1), σ(i), σ(j)
)
telle que
sgn(σ)T1 = βj1 α˜j2 + βj2α˜j3 + βj3 α˜j1 et sgn(σ)T2 = −βj1 α˜j3 − βj2 α˜j1 − βj3 α˜j2 .
On pose
δ1 = −γj3αj1
γj1αj2
, δ2 = −γj2αj3
γj1αj2
, δ′1 = −
γj2αj1
γj1αj3
, δ′2 = −
γj3αj2
γj1αj3
,
de sorte que
δ1
wj3
wj1
εj1
εj2
+ δ2
wj2
wj1
εj3
εj2
= δ′1
wj2
wj1
εj1
εj3
+ δ′2
wj3
wj1
εj2
εj3
= 1.
Ainsi les S–unite´s
ξ1 :=
wj3
wj1
εj1
εj2
, ξ2 :=
wj2
wj1
εj3
εj2
, ξ3 :=
wj2
wj1
εj1
εj3
et ξ4 :=
wj3
wj1
εj2
εj3
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ve´rifient
ξ1, ξ2 ∈ A˜(2)3 (δ), ξ3, ξ4 ∈ A˜(2)3 (δ′),
avec δ = (δ1, δ2), δ
′ = (δ′1, δ
′
2), et on a
ξ3ξ4
ξ1ξ2
=
ε3j2
ε3j3
,
ξ21ξ3
ξ2ξ24
=
ε3j1
ε3j2
,
ξ22ξ4
ξ1ξ23
=
ε3j3
ε3j1
,
de sorte que l’on a aussi en mains les inverses de ces trois derniers nombres. On pose donc
A3(γ, i) =
{
ζ ∈ O×S | il existe ϑ1, ϑ2,∈ A˜(2)3 (δ) et ϑ3, ϑ4 ∈ A˜(2)3 (δ′) tels que ζ3 ∈
{
ϑ21ϑ3
ϑ2ϑ
2
4
, ϑ3ϑ4
ϑ1ϑ2
}}
.
6.2.2.3 Cas ou` T se de´compose en exactement deux sous–sommes nulles, l’une de deux
termes et l’autre de quatre termes
D’apre`s ce que nous avons vu au §6.2.2.1, il existe une permutation (j1, j2, j3) =
(
σ(1), σ(i), σ(j)
)
telle que
sgn(σ)T1 = α˜j2βj1 + α˜j3βj2 et sgn(σ)T2 = βj3 α˜j1 − βj1 α˜j3 − α˜j1βj2 − α˜j2βj3
pour laquelle aucune sous–somme stricte de T2 ne s’annule, alors que T1 = T2 = 0. On pose
δ1 =
αj2
αj1
, δ2 =
γj1αj3
γj3αj1
, δ3 =
γj2
γj3
, δ = (δ1, δ2, δ3),
de sorte que
δ1
εj2
εj1
+ δ2
wj1
wj3
εj3
εj1
+ δ3
wj2
wj3
= 1.
Ainsi les S–unite´s
ξ1 :=
εj2
εj1
, ξ2 :=
wj1
wj3
εj3
εj1
et ξ3 :=
wj2
wj3
appartiennent a` A˜
(3)
3 (δ). La relation T1 = 0 donne
wj1
wj2
εj2
εj3
= −γj2αj3
γj1αj2
·
On trouve alors
ε2j2
ε2j3
= −γj2αj3
γj1αj2
ξ1ξ
−1
2 ξ3,
ε2j1
ε2j3
= −γj2αj3
γj1αj2
ξ−11 ξ
−1
2 ξ3.
On pose donc
A3(γ, i) = A˜
(3)
3 (δ)
⋃{
ζ ∈ O×S | il existe ϑ1, ϑ2, ϑ3 ∈ A˜(3)3 (δ) tels que ζ±2 = −
ϑ1ϑ2ϑ3γj2αj3
γj1αj2
}
.
6.3 Fin de la de´monstration
Posons u1 = 1, u2 = ε2/ε1 et u3 = ε3/ε1. On a donc ui ∈ A3(γ, i) pour i = 1, 2, 3. On de´finit α′i := αiui,
de sorte que
α˜i = αiεi = ε1αiui = ε1α
′
i.
On pose encore w = ε1y. En e´liminant x et w entre les trois e´quations
(6.4) βi = x− α′iw (i = 1, 2, 3),
on trouve
β1(α
′
2 − α′3) + β2(α′3 − α′1) + β3(α′1 − α′2) = 0,
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ce qui signifie que (β1, β2, β3) ve´rifie la proprie´te´ demande´e a` (t1, t2, t3) dans l’e´quation (6.1). Il en re´sulte
que les e´le´ments vi := βi/β1 (i = 1, 2, 3) appartiennent a` A4(u).
Posons η˜ = w1, η = ε1. On a donc β1 = q
−1γ1η˜. Soit i ∈ {2, 3}. On calcule y = η−1w en e´liminant x
entre deux des e´quations (6.4) :
y = η−1η˜y0, avec y0 =
γ1(v1 − vi)
q(α′i − α′1)
·
On utilise encore une des e´quations (6.4) pour trouver x :
x = η˜x0, avec x0 = q
−1γ1 + α
′
1y0.
On pose enfin
ε0 =
γ31v2v3
qnµ
,
de sorte que ε = η˜3ε0, ce qui montre que les solutions (x, y, z, ε, ε1, ε2, ε3) et (x0, y0, z0ε0, 1, u2, u3) sont
S3–de´pendantes.
. A` une solution (x, y, z, ε, ε1, ε2, ε3) de l’e´quation (3.1), nous avons associe´ un e´le´ment k
′ de A2, puis un
e´le´ment γ de A1(k
′) (rappelons qu’il y a au plus κ6 e´le´ments dans la re´union des A1(k
′) quand k′ de´crit
A2), puis un e´le´ment u de {1} ×A3(γ, 2)× · · · ×A3(γ, 3) (il y en a au plus κ24), et enfin un e´le´ment v de
A4(u)
2 (il y en a au plus κ23). Nous en avons conclu que la solution de de´part e´tait dans la meˆme classe
de S3–de´pendance que (x0, y0, z0ε0, 1, u2, u3). Le the´ore`me 3.1 en re´sulte, avec
(6.5) κ1 = κ6κ
2
3κ
2
4.
Comme annonce´, cette constante κ1 ne de´pend que de K, NS(µ), α1, α2, α3 et du rang s du groupe O
×
S .
Rappelons que
κ3 = 1 + 2
8s+24, κ4 = 1 + (2
43753250)s, κ6 = d(m)
2κ35m
avec m = NS(q
3µ), ou` q est le plus petit entier rationnel positif tel que qαi ∈ OS pour i = 1, 2, 3,
κ5 = 2
r+1πr2 |DK |−1/2ec3dRKνtdhK (1 + θ)d,
ou` r est le rang du groupe des unite´s de K, d son degre´, DK son discriminant, hK son nombre de classes,
RK son re´gulateur, ν est le plus grand des nombres |N(Pi)| (1 ≤ i ≤ t) quand P1, . . . ,Pt sont les ide´aux
premiers de OK au–dessus des places ultrame´triques de K dans S,
θ ≤ |DK |1/2, c3 = 1
2
rr+1δ
−(r−1)
K
et δK est la constante (de Blanksby et Mongomery, Dobrowolski et Voutier, cf. [3]) telle que tout entier
alge´brique non nul α ∈ K qui n’est pas une racine de l’unite´ ve´rifie h(α) ≥ δK/d.
7 Preuve du corollaire 3.6
. On utilise le the´ore`me 3.1 avec
n = d, µ = k/a0, αi = σi(α) et εi = σi(ε) pour i = 1, . . . , d.
L’hypothe`se [Q(αε) : Q] ≥ 3 du corollaire 3.6 garantit que, quitte a` permuter les αi, l’hypothe`se
Card{α1ε1, α2ε2, α3ε3} ≥ 3 du the´ore`me 3.1 est satisfaite.
Soient (x, y, ε, z1, . . . , zt) et (x
′, y′, ε′, z′1, . . . , z
′
t) deux solutions dans Z
2×O×S ×Nt et S3–de´pendantes
de l’e´quation (3.3), satisfaisant pgcd(xy, p1 · · · pt) = pgcd(x′y′, p1 · · · pt) = 1. La condition de S3–de´pendance
signifie qu’il existe des S–unite´s η et η˜ dans O×S telles que
x′ = xη˜, y′ = yη−1η˜, p
z′
1
1 · · · pz
′
t
t = p
z1
1 · · · pztt η˜n, σi(ε′) = σi(ε)η (1 ≤ i ≤ n).
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La relation x′ = xη˜ implique que η˜ ∈ Q∩O×S = {±1}× pZ1 × · · · × pZt . Comme x et x′ sont premiers avec
p1 · · · pt, on en de´duit η˜ = ±1. Ensuite la relation y′ = yη−1η˜ implique, avec les meˆmes arguments, que
η = ±1. Il en re´sulte que l’on a ε′ = ηε et (z′1, . . . , z′t) = (z1, . . . , zt). Par conse´quent, dans chaque classe
de S3–de´pendance, il y a au plus quatre e´le´ments (x, y, ε, z1, . . . , zt) satisfaisant fε(x, y) = kp
z1
1 · · · pztt .
On en de´duit le corollaire 3.6 avec
(7.1) κ2 = 4κ1,
ou` on prend pour parame`tres de la constante κ1 le corps de nombres K = Q(α), puis µ = k, αi = σi(α)
(i = 1, 2, 3) et s = t+ r + 1, ou` r est le rang du groupe des unite´s de K.
8 Preuve de la proposition 3.4
. Il s’agit de ve´rifier que pour tout ε ∈ E \ E⋆, il n’y a qu’un nombre fini de ε′ ∈ E \ E⋆ tels que les formes
fε et fε′ soient S–e´quivalentes. Soient donc ε et ε
′ deux e´le´ments distincts de E \ E⋆ tels que fε et fε′
soient S–e´quivalents : il existe (α, β, γ, δ, η) ∈ O4S ×O×S tel que αδ − βγ ∈ O×S et
fε(X,Y ) = ηfε′(αX + βY, γX + δY ).
Cette relation s’e´crit
n∏
j=1
(X − αjεjY ) = η
n∏
i=1
(
(α− γαiε′i)X + (β − δαiε′i)Y
)
,
c’est-a`-dire
η
n∏
i=1
(α− γαiε′i) = 1 et
n∏
j=1
(X − αjεjY ) =
n∏
i=1
(
X +
β − δαiε′i
α− γαiε′i
Y
)
.
Donc il existe une permutation σ de {1, 2, . . . , n} pour laquelle on a, pour i = 1, . . . , n,
ασ(i)εσ(i)(γαiε
′
i − α) = β − δαiε′i.
Soit i un indice dans {2, . . . , n} tel que αiε′i 6= α1 (rappelons que ε′1 = 1). Nous allons ve´rifier que ε′i
appartient a` un ensemble fini inde´pendant de (α, β, γ, δ, η). Soit j un autre indice dans {2, . . . , n} tel que
les trois nombres α1, αiε
′
i, αjε
′
j soient deux a` deux distincts.
Comme fε(1, 0) = 1 et fε′(αδ − βγ, 0) = (αδ − βγ)n, on a
fε′(α, γ) = η
−1 ∈ O×S et fε(δ,−γ) = η(αδ − βγ)n ∈ O×S .
Par de´finition de E⋆, il en re´sulte que l’on a αγ = δγ = 0.
Si (α, δ) = (0, 0), on a βγ 6= 0 et
ασ(i)εσ(i)αiε
′
i = ασ(1)εσ(1)α1,
ce qui montre qu’il y a au plus n! valeurs possibles pour ε′i.
Il reste a` conside´rer le cas ou` γ = 0. Les trois e´quations
αασ(1)εσ(1) − δα1 + β = 0
αασ(i)εσ(i) − δαiε′i + β = 0
αασ(j)εσ(j) − δαjε′j + β = 0
montrent que ασ(1)εσ(1), ασ(i)εσ(i) et ασ(j)εσ(j) sont deux a` deux distincts. On e´limine α, β et δ entre
ces trois e´quations, ce qui donne l’e´quation aux S–unite´s a` la Siegel
(ασ(i)εσ(i) − ασ(j)εσ(j))α1 + (ασ(j)εσ(j) − ασ(1)εσ(1))αiε′i + (ασ(1)εσ(1) − ασ(i)εσ(i))αjε′j = 0.
On de´duit du the´ore`me 2.3 que ε′i appartient a` un ensemble fini, ce qu’il fallait de´montrer. De plus,
comme cette dernie`re e´quation aux unite´s n’a que trois termes, le re´sultat peut eˆtre de´montre´ de fac¸on
effective: on peut donner une borne pour les hauteurs des ε′ ∈ E \ E⋆ tels que les formes fε et fε′ soient
S–e´quivalentes.
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