多段決定問題とTotal Positivity　(不確実で動的なシステムへの最適化理論とその展開) by 中井, 達
Title多段決定問題とTotal Positivity　(不確実で動的なシステムへの最適化理論とその展開)
Author(s)中井, 達










(Faculty of Economics, Kyushu University)
1
$TP_{2}$ (total positive of order two)
(Albright $[1],\mathrm{M}\mathrm{o}\mathrm{n}\mathrm{a}\mathrm{h}\mathrm{a}\mathrm{n}[8]$ ,Ohnishi


















[0, $s\in[0, S]$ $[0, S]$
$p_{s}=(p_{s}(t))_{l\in[0,S]}$ $p_{s}(t)\geq 0$ $\int_{0}^{S}p_{s}(t)dt=1$
$(t\in[0,5)$ $p_{s}=(p_{s}(t))_{t\in[0,S]}$ $s\in[0, S]$
$P=(p_{s}(t))_{s,t\in[0,S]}$ $s$
$X_{s}$ ( $s\in[0$ , S])
$c$ $m$
$\{$1, 2, $\cdots$ , $n\}$
Lippman and MacCall [7] $(1)X_{i}$ $i$
$x$ $F_{1}(x)\geq F_{2}(x)\geq\cdots\geq F_{n}$(x) $(2) \sum_{j=k}^{n}$ pij
$k(k–1,2, \cdot. . , K)$ $i$
$n$ $x$
$u_{n}$ (x) $s$ $x$
$(s, x)$ $c$
$0<\beta<1$ $v_{n}$ (s, $x$ ) $n$ .
$(s, x)$ $\beta$
(Ross [18] ) $v_{n}$ (s, $x$) $\text{ }$.
$v_{n}(s, x)= \max\{u_{n}(x),$ $-c+ \beta\int_{0}^{S}p_{s}(t)dt\int_{0}^{\infty}v_{n-}1$ $(t,y)dF_{t}(y)\}$ (1)
$v_{1}(s, x)=u_{1}$ (x) $u_{n}$ (x) $x$ $n$
1-’
$u_{n}(x)=\overline{1-\delta}x$ $x$ $\gamma$ $n$
(\mbox{\boldmath $\delta$}=1+\gamma )
2 $n$
$(s, x)$ reservation wage $\alpha_{n}$ (s)
$\alpha_{n}$ (i) 1 $\beta$ $v_{n}$ (i, $x$)
2
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1 $s\in[0, S]$ $n$ \mbox{\boldmath $\alpha$} 1 $(s)\geq\alpha_{n}$ (s) $s<t$
$s,$ $t\in[0, S]$ $n$ $\alpha_{n}(s)\geq\alpha_{n}$ (t)
2 $s\in[0, S]$ $n$ $v_{n+1}$ (s, $x$) $\geq v_{n}$ (s, $x$) $v_{n+1}$ (s, $x$) $\geq$
$v_{n+1}$ (t, $x$ ) ($x>0$ , s<t) $x>y$ $v_{n+1}$ (s, $x$) $\geq v_{n+1}$ (s, $y$)
$X_{s}$
$(s\in[0, S])$ 1 2
$[0, S]$ $P=(p_{s}(t))_{s,t\in[0,\mathit{8}]}$
$X_{s}$ (x) $(s\in[0, S])$ Nakai [13]
(Nakai [10, 11, 12] )
1 \geq
1 $X$ $\mathrm{Y}$ $f$ (x) $g$ (x) $x\geq y$ $x$
$y$ $f$ (y)$g(x)\leq f$ (x) $g$ (y) $X$ $Y$ $X[succeq] \mathrm{Y}$
2 $P=(p_{s}(t))_{s,t\in[0,S]}$ $s\leq t$ $u\leq v$ $s,$ $t,$ $u$ $v$
$(s,t, u, v\in[0, S])_{\text{ }}p$,(u) $p_{t}(v)\geq p_{t}$ (u) $p_{s}$ (v) $P$ $TP_{2}$
1 $TP_{2}$
$\{X_{s}\}_{s\in[0,S]}$ 2 ( 1 2)
1 $\{X_{\mathit{8}}|s\in[0, S]\}$ $s\leq t$ $X_{s}[succeq] X_{t}$ ( $s,$ $t\in[0$ , )
$X_{s}$ $s$
2 $P=(p_{s}(t).)_{s,t\in[0,S]}$ $T$P2
1 $s\leq t$ $s$ $t$ $X_{B}[succeq] X_{t}$ $(s, t\in[0, S])$ . $x>y$
$f_{s}$ (y) $f_{t}(x)\leq f_{\epsilon}(x)f_{t}$ (y) $s$ $X_{s}$
0 . . . $\mathrm{S}$ 2
$TP_{2}$
$s$
$p_{s}=$ ($p_{s}$ (u)) $p_{t}=(p_{t}(u))$
$P$ 2 $s\leq t$ $s,$ $t\in[0, S]$ $p_{t}[succeq] p_{s}$
{ $F_{\mu}(x)= \int_{0}^{S}\mu(s)F_{s}$ (x) weighted distribution
function(De Vylder[2])
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( $\mu$ , \mbox{\boldmath $\nu$}\in S)
2.2
$n$ $t$
$s$ $\overline{p}_{s,n}$ (t) $n$
( $s,$ $t\in[0, S]$ , $n=1$ ,2, $\cdot$ . .
$\overline{p}_{s,n}$ (t) $\overline{p}_{B,1}(t)=p_{s}$ (t) $\overline{p}_{s,n}(t)=\int_{0}^{S}p_{s}$ (u)$\overline{p}u,n-1$ (t)du
$\overline{P}_{n}=(\overline{p}_{s,n}(t))_{s,t\in[0,S]}$
$\text{ _{ }}\overline{P}_{1}=P$
$\overline{P}_{n}=\langle P,\overline{P}_{n-1}\rangle$ 2 $P=$ ($p_{S}$ (t))s,$t\in[0,S]$ $Q=(q_{\mathit{8}}(t))_{s,t\in[0,S]}$
$\langle P, Q\rangle=(\int_{0}^{S}p_{S}(u)q_{u}(t)du)_{s,t\in[0,S]}$
4 $P=(p_{s}(t))_{s,t\in[0,\mathrm{S}]}$ $Q=(q_{s}(t))_{\epsilon,t\in[0,S]}$ $T$P2 $\langle P, Q\rangle$ $TP_{2}$
2 $P=(p_{s}(t))_{s,t\in[0,S]]}$ $TP_{2}$ . $\overline{P}_{n-1}=(p_{s,n-1}(t))_{\mathrm{s},t\in[0,S]}$
$TP_{2}$ $n$ 4 $\overline{P}_{n}=\langle P,\overline{P}_{n-1}\rangle=$
$(\overline{p}_{s,n}(t))_{s,t\in[0,S]}$ $T$P2




$m\leq n,$ $n$ , $m=1$ ,2, $\cdot$ . .)
. reservation wages $\alpha(s, n)$ $F_{s}$ (\mbox{\boldmath $\alpha$}(s, $n$))
$s$ $n$
$\overline{p}_{s,n,m}=(\overline{p}_{\mathrm{s},n,m\rangle}(t))_{t\in[0,S]}$ $\overline{p}_{s,n,1}=(\overline{p}_{s,n,1}(t))_{l\in[0,S]}$
$\overline{p}_{s}$, $n$ , $m(t)=F_{s}( \alpha(s,n))\int_{0}^{S}p_{s}(x)\overline{p}_{x,n-1,m-1}(t)dx$ (2)
$\text{ }$ $\overline{p}_{s,n,1}(t)=F_{s}$ ( \mbox{\boldmath $\alpha$}(s, $n$))$p_{s}(t)$
$\overline{P}_{n,m}=(\overline{p}_{s,n,m})_{s\in[0,S]}=(\overline{p}_{s,n,m}(t))_{s,t\in[0,S]}$
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$n$(>0) $\overline{P}_{n,1}=(F_{s}(\alpha(s, n))p_{s})_{s\in[0,S]}=(F_{s}(\alpha(s, n))p_{s}(t))_{s,t\in[0,S]}$
(2)





$[0, S]$ $\mu$ $S$
$S= \{\mu=(\mu(s))_{\epsilon\in[0,S]}|\int_{0}^{S}\mu(s)=1,$ $\mu(s)\geq 0(s\in[0, S])\}$
$\mu$ $S$
1 $[0, S]$ 2
$\mu,$ $\nu$ $\mu(t)\nu(s)\geq\mu(s)\nu(t)$ $s,$ $t(s\leq t, s, t\in[0, S])$
1 $s$ $t$ $\mu(t)\nu(s)\geq\mu(s)\nu$ (t) $\mu$ $\nu$
$\mu\succ\nu$
$TP_{2}$ 1 $\mu[succeq]\nu$ $(\mu, \nu\in \mathrm{S})_{\text{ }}t$








$s$ $h$(x, $s$ ) 3
3 $s\in[0, S]$ $x\in\Re_{+}$ $h(x)=(h(x, s))_{s\in[0,S]}$ $x<y$ $s\leq t$
$t$ $s$ $(s, t\in [0, S])_{\text{ }}h(x)[succeq] h(y)$ ( $h(y)[succeq] h(x)$ )
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$h$ (x, $t$ ) $h$ (y, $s$ ) $\geq h$ (x, $s$ ) $h$ (y, $t$ ) ( $h$ (x, $t$ ) $h($y, $s)\leq h($x, $s)h($y, $t)$ ) . .
$h$ (x, $s$ ) $x$ ( )
$\{X_{s}|s\in[0, S]\}$ $\{f_{s}(x)|s\in[0, S]\}$ 1
$f(x)=(f_{s}(x))_{s\in[0,S]}$ $f(y)[succeq] f$ (x) $f$ (x) $x$
$\mu$
$\overline{\mu(x)}$ 1 2 5
Nakai [13]
5 $\mu\succ\nu$ $x$ $\mu(x)\succ u$ (x) $\overline{\mu(x)}\succ\overline{\nu(x)}$ $\mu$
$\mu(x)$ $\overline{\mu(x)}$ $x$
5 $\mu$ ( 1 $\mu(x)$
$\overline{\mu(x)}$
$\mu$
$x$ $\overline{\mu(x)}$ ( y
$\mu$
$n$ $x$ $v_{n}($ \mu , $x)$
$\beta$ (0<\beta <y
$v_{n}($ \mu , $x)$
$v_{n}( \mu, x)=\max\{u_{n}(x),$ $c+ \beta\int_{0}^{\infty}v_{n-}1$ $(\overline{\mu(x)},y)dF_{\overline{\mu(x)}}(y)\}$ (4)
$v_{1}$ $($ \mu , $x)= \mathrm{E}\mu[u_{1}(X)]=\int_{0}^{\infty}u_{1}(x)dF_{\mu}(x)$ $\mathrm{S}=[0, S]$
$P$ Ps(t)=Is(t) 1 $X=0$ $S$
Is(t) $t$ indicator function
$S($ \mu , $n)=\{$x|un $(’X) \geq c+\beta\int_{0}^{\infty}v_{n-1}(\overline{\mu(x)}, y)dF_{\overline{\mu(x)}}(y)\}$
$C($\mu , $n)=S($\mu , $n)^{\mathrm{c}}$ $S($ \mu , $n)$ $C($ \mu , $n)$




$v_{n-1}$ (\mu (x), $z$) $\mathrm{s}$ $z$ $\mu$ 3 $x>y$
$\int_{0}^{\infty}v_{n-1}(\overline{\mu(x)}, z)dF_{\overline{\mu(x)}}(z)\geq\int_{0}^{\infty}v_{n-}1$ $(\overline{\mu(y)}, z)dF_{\overline{\mu(y)}}(z)$
2 $S($ \mu , $n)$ $C($ \mu , $n)$ (4)
6 $\mu[succeq]\nu$ $(\mu, \nu\in S)_{\text{ }}S(\nu, n)\subset S($ \mu , $n)$ $S(\mu, n+1)\subset S($ \mu , $n)$
$\mu$ $n\geq 1$ $S($ \mu , $n)\cup C($ \mu , $n)=\Re_{+}$ $S($ \mu , $n)\cap C($ \mu , $n)=\emptyset$
$C($ \mu , $n)\subset C($ \mbox{\boldmath $\nu$}, $n)$ $C($\mu , $n)\subset C(\mu, n+1)$ $v_{n}($\mu , $x)$
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7 $\mu[succeq]\nu$ $(\mu, \nu\in S)_{\text{ }}v_{n}($ \mu , $x)\leq v_{n}($ \mbox{\boldmath $\nu$}, $x)$ $x>y$





$\overline{P}_{m}$ (\mu ) $m$
. $m=1$ –P\mu ,l $=(\overline{P}_{\mu},1(t))_{t\in[0,s]}$ . $\overline{P}_{1}(\mu)_{t}=\int_{0}^{S}\mu$(s)$p_{s}(t)ds=(\mu, P)(t)$
. . $\mu=(\mu(s))_{s\in}$ [0,Sl P=(p8(t))S,t [0,S] [ $\langle$ $\mu,$ $P)$
$\langle\mu, P\rangle=(\langle\mu, P\rangle(t))_{t\in[0,S]}$
$\langle\mu, P\rangle(t)=\int_{0}^{S}\mu(s)p_{s}(t)ds$
$\langle$ $\langle\mu, P), Q\rangle=\langle\mu,$ $\langle P, Q\rangle\}$ $P=$
$(p_{s}(t))_{s,t\in[0,S]}$ $P^{n}$ $P^{1}=P$ $P^{n}=\langle P, P^{n-1}\rangle$
$\overline{\mu}=\langle\mu, P\rangle$ $\overline{\mu(x)}=\langle\mu(x), P\rangle$ $m=2$ $\overline{P}_{\mu,\mathrm{z}}=$
$\overline{P}_{\overline{\mu},1}=\langle\overline{\mu}, P\rangle=\langle\mu, P2\rangle$ $\overline{P}($ \mu , $m)$
$\overline{P}_{\mu}$ ,yn $=\overline{P}_{\overline{\mu},m-}1$ $=\overline{P}_{\langle\mu,P\rangle,m-1}=\langle\langle\mu, P\rangle, P^{m-1}\rangle=\langle\mu, P^{m}\rangle$ (5)
$P$ $TP_{2}$ $m$ $\overline{P}_{m}(\mu)=\langle$$\mu,$ $P$
m
$\rangle$ $TP_{2}$
8 $\mu[succeq]\nu$ $(\mu, \nu\in S)_{\text{ }}P$ $TP_{2}$ $(\mu, \nu\in \mathit{8})_{\text{ }}$ $\langle$ \mu , $P\rangle[succeq]\langle\nu, P\rangle$







$\hat{P}_{\mu_{m}}$, (t) $m$ $(t\in[0, S])_{\text{ }}$
$\hat{P}_{\mu,m}=(\hat{P}_{\mu,m}(t))_{t\in[0,S]}$ .
. $u(x)=(u(x, s))_{s\in[0,S]}$ $\int_{a}^{b}u$ (x, $s$ ) $dF(x)$ $s$ [
$(s\in[0, S])_{\text{ }}I$ab $u(x)dF$(x)




$\hat{P}_{\mu},1=$ ( $\hat{P}_{\mu},1$ (t)) $t\in[0,S]$

















$x$ ( $\overline{P}_{\mu,n,m}$ (t)) $t\in[0,S]$ $m$




( $s\in$ [0, S]) $x\in C($\mu , $n)$
$\overline{P}_{\mu}’.,,1=$ ( $\tilde{P}_{\mu\cdot,n,1}’$ (t)) $t\in[0,S]$ $\overline{P}_{\mu*}’,n,1(t)=\int_{0}^{S}\mu$*(S)$p_{s}$ (t) $\tilde{P}_{\mu^{\alpha},n,1}’.=\langle\mu^{*},$ $P$ ) $=\overline{\mu^{*}}$
$x$
$\text{ }\mathrm{f}\mathrm{l}$ $\mu(x)$
$\tilde{P}_{\mu}$ , $n$ ,1 $(t)= \int_{C(\mu,n)}\tilde{P}_{\mu(x),\mathrm{n},1}’(t)dF_{\mu}(x)=\int_{C(\mu,n)}dF_{\mu}(x)\int_{0}^{S}\mu(x)_{*}p_{s}(t)ds$
$\text{ }$ $\overline{P}\mu,n,1=\int_{C(\mu,n)}\overline{\mu(x)}dF\mu(x)$
$n$ $\mu$ $(\tilde{P}_{\mu,n,m}(t))_{t\in[0,S]}$
$m$ $(t\in[0, S]$ , $n,$ $m=$
$1,2,$ $\cdots$ ,m\leq n)









$(\overline{P}_{\overline{\mu(x)},n-1,m-1}(t))_{t}$\in [0,s] $x$ $\overline{P}_{\mu,n,m}$
4 Sequential Investment Problem
$[0, 1]$ $s$ $s=1$
$s$





1. $s$ (x) $x$
2. $s$ (x) $x$ (con\mbox{\boldmath $\alpha$} efunction)
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$x(s)= \inf\{x|s(x)\geq s, x\geq 0\}$
$x(s)$ $s$




$v_{n}(s)= \max_{x0\leq\leq K}\{-c(s, s+d_{s}(x))+v_{n-1}(s+d_{s}(\dot{x}))\}$ (8)
$(n=1)$




$-c$( $s,$ $s+d_{s}$ (x)) . $s$ $x$
$-c(s, s+d_{s}(x))=x$
$c(s,t)$ (s\leq t)
9 $s<t$ $d_{\epsilon}(x)\geq d_{t}$ (x)
10 $s<t$ $x\geq 0$ $s+d_{s}(x)\leq t+d_{t}$ (x)
(n\geq y
$v_{n}(s)= \max_{s\leq \mathrm{t}\leq 1}\{-c(s, t)+v_{n-1}(t)\}$




$x=x(s)=-$ l0g(1-s) $(0\leq s\leq 1)$ (9)
87
$\frac{ds(x)}{dx}$ $=$ $e^{-x}$
$\frac{dx(s)}{ds}$ $=$ $- \frac{1}{(1-s)}$
$s$ $t$
$- \log\frac{1-t}{1-s}$
$c(s, t)\equiv y-x=-$ 10g $\frac{1-t}{1-s}$
















$v_{n}(s)= \max_{x\geq 0}${ $-c(s,$ $e^{-x}s+1-e$$-x)+$ v7n-1 $(e^{-x}s+1-e^{-x}$ )} $(10)$
$(n=1)$
$v_{1}(s)= \max_{x\geq 0}\{-c(s, e^{-x}s+1-e^{-x})+u(e^{-x}s+1-e^{-x})\}$
(8)
11 $v_{n}$ (s) $s$ $s\leq t$ $v_{n}(s)\leq v_{n}$ (t)
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12 $v_{n}$ (s) $n$ $n\geq 1$ $v_{n}(s)\leq v_{n+1}$ (s)
2( ) $v_{n}$ (s) $n$ ( $K$ )
$v_{n}$ (s) $=$ $\max_{x\geq 0}\{-c(s, s+d_{s}(x))+v_{n-1}(s+d_{s}(x))\}$ (11)
$=$
$\max_{x\geq 0}${ $-c$( $s,$ $e^{-x}s+1-e$$-x)+v$n-1 $(e^{-x}s+1-e$ $-x$ )} (12)
$-c$( $s,$ $s+d_{s}$ (x)) $s$ $x$
$(n=1)$
$v$ 1 $(s)= \max_{x\geq 0}${ $-c(s,$ $e^{-x}s+1-e^{-x})+u(e$$-xs+1$ -e ”)}
$\frac{d}{dx}$ (-c(s, $e^{-x}s+1-e^{-x})+u(e^{-x}s+1-e^{-x})$)
$=$ $e^{-x}(1-s)(- \frac{d}{dt}c(\mathit{8}, e^{-x}s+1-e^{-x})+u’(e^{-x}s+1-e^{-x}))$
$\frac{d}{dt}$ (-c(s, $t)+v\mathrm{o}(t)$ ) $=$ $- \frac{d}{dt}c(s,t)+v_{0}’(t)$
$c(s, t) \equiv y-x=-\log\frac{1-t}{1-s}$
$\frac{d}{dt}$ (-c(s, $t$ )) $=$ $- \frac{1}{1-t}<$ O
$\frac{d}{ds}$ (-c(s, $t$)) $=$ $\frac{1}{1-s}.>0$
$- \frac{d}{dt}c(s, e^{-x}s+1-e^{-x})<0$ $n=1$
$\frac{d}{dx}u(e^{-x}s+1-e^{-x})>0$
4.1 $c(x)$





3 $d_{s}$ (x) $s$ (concave) 9




13 $v_{n}$ (s) $s$ (concave)
14 $n$ $s$ $x_{n}^{*}(s)$ $s\leq t$
$x_{n}^{*}(s)\leq x_{n}^{*}(t)$
1 $c(x)$ $c(t, x)$ $s<t$
$\mathrm{c}(t, x)-c(s, x)$ $x$ 14
$0\leq x\leq x^{*}$
$c(t,x)-c(t, x^{*})\leq c(s,x)-c(s, x^{*})$
14
15 $n$ $\dot{\mathrm{a}}$ $s$ $x_{n}^{*}(\mathit{8})$
$x_{n-1}^{*}(s)\geq x_{n}^{*}(s)$
16 $s<t$ $n\geq 1$
$v_{n-}1(t)-v_{n-1}(s)\geq v_{n}(t)-v_{n}(s)$
5Sequential Investment Problem: Stochastic Case
( )
$[0, 1]$ $(p_{s}(t))_{0\leq s\leq 1}$
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4 $(p_{\mathit{8}}(t))_{0\leq s\leq 1}$ $TP_{2}$
$n$ $K$
$V_{n}$ (s)
$V_{n}(s)= \max_{x\geq 0}\{-c(s, s+x(s))+\int_{0}^{1}p_{s+x(s)}(t)V_{n-1}(t)dt\}$ (13)
$V_{1}(s)= \max_{x\geq 0}\{-c(s, \mathit{8}+x(s))+\int_{0}^{1}ps+x(s)(t)u(t)dt\}$
$TP_{2}$






18 $V_{n-1}$ (t) $t$
$\int_{0}^{1}p_{s}$ (t) $V_{n-1}$ (t)dt $s$ \Pi
19 $V_{n}$ (s) $s$
20 $V_{n}$ (s) $n$
21 $V_{n}$ (s) $s$ (conoeve)
22 $n$ $s$ $x_{n}^{*}(s)$ $x\leq y$
$x_{n}^{*}(s)\leq x_{n}^{*}(t)$
23 $n$ 8 $x_{n}^{*}(s)$
$x_{n-1}^{*}(s)\geq x_{n}^{*}(s)$ (n\geq y
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