INTRODUCTION
The history of psychosomatic medicine (1) abounds with different conceptual approaches to the understanding of health, illness, and disease and to the care of the sick, alternative to those taken by biomedicine (e.g., refs. [2] [3] [4] [5] . The psychosomatic perspective on the universe of Medicine has gone by many different names (e.g., biopsychosocial, holistic, human, integrative, patient-oriented, psychobiological). Whether one or another of these labels captures the core theoretical concepts guiding this different view of health, illness, and disease remains problematic.
It is not the purpose of this essay to discuss these problems; and no guarantee is provided that it will solve them! Rather, its intent is to provide an overview of a variety of recent approaches to the central topics of psychosomatic medicine: How do persons (organisms) function (or not) in their continuous, two-way communication and interaction with the environment; how do they process and emit sig-nals; and by what principles do their subsystems of which they are composed "work"? (Readers of this essay will recognize that historically and in fact the concern with function, and not only with structure, is one of several ways psychosomatic medicine is set apart from traditional biomedicine (1) ).
The organism is a dynamic system existing in an ever-changing environment: A dynamic system is one best described by a series of interrelated subsystems that function in a rhythmic manner over time. The interrelationship of the subsystems is brought about by a large variety of communication signals emitted in a regular or irregular manner. Disease may occur when new rhythms appear, or previously existing ones disappear or undergo change. As some rhythms are perturbed they may undergo transitions to different modes. Some of these transitions are also brought about by altered communication between cells, organs, or the organism and its environment.
Two advantages of viewing the organism in this way are that:
1) A common language may be spoken which describes the part and the whole functions of the organism (e.g., language and emotional behavior are communications signals; they perform the analogous functions that hormones or neurotransmitters do!). If this unifying approach should be successful, then one of the major conceptual stumbling blocks-the mind-brain-body conundrum-to psychosomatic relationships could be removed. 2) Dynamic biological systems can be described and modelled mathematically (6-12)-a possibility that is still deemed impossible by some (5) . However, further progress in this area will depend on the design of studies of covariances in (physiological) patterns carried out over various time scales: More data is needed about these patterns, and how they are affected by perturbing the organism or one of its subsystems. The transition in patterns to new rhythmic forms may characterize changes in function which in turn lead to changes in structure, or, conversely and in some still poorly understood manner, result from structural alterations (11) .
NEW INSIGHTS INTO THE DYNAMICS OF THE ORGANISM
One manner of conceiving of the entire organism is as an intricate (and dynamic) communication system of information exchange which regulates its own behavior and that of its components-genes, cells and organs. Cells communicate with one another by coded, messenger signalselectrical impulses, ions, biogenic amines, steroids, amino acids, peptides, proteins, carbohydrates, and fatty acids. By means of these signals cells regulate a variety of each other's functions both locally and at a distance. They reach other cells where they are transduced by membrane-bound structures-specialized receptors, coupling proteins, and ion permeable channels. At the membrane the signal is integrated with a variety of other signals, external or internal to the cell. The signal is transformed into the digital language of ion channels leading to changes in the electrical potential of the cell membrane. The transformation is carried forward in the interior of the cell by a series of interconnected, second messenger systems often acting in parallel. The second messenger system may activate a cascade of enzymes or other biochemical responses. Some (steroid) messengers directly switch genes on or off. Gene expression, the activity of enzymes and the activity of the messenger system are closely regulated. The output signal (secretion, muscular contraction, or a change in electrical potential) from the cell matches the input signal; it is the computed product of a variety of regulatory processes.
Cells and organs regulate their own activities and each other's to carry out their specialized functions. Many specialized messenger signals (e.g., peptides) are produced by, or act upon, subsystems of the brain to regulate behavioral patterns and to integrate them with the appropriate change in physiological patterns.
The organism is also embedded into a larger system of information exchange from which it receives, and into which it emits, coded signals of many different kinds. The received signals (sights, smells, sounds, thermal, etc.) are transduced and digitized by receptors at the surface of the body. The brain, like other subsystems, processes the signal in parallel: It is capable of responding both selectively to one aspect of, or in toto to the signal depending on the context in which it occurs; the psychobiological response pattern is appropriate both to the signal and to its context. The organism can usually regulate its own behavior in response to an internal signalling system informing it of its own state-i.e., whether it is in danger, about to be discovered or injured, is sexually receptive, hungry, or in need of sleep. It emits signals: These coded sig-nals (though not necessarily chemical) are communicated from and between organisms by behavior (such as gestures), sounds, smells, and by verbal and nonverbal means. Furthermore, behavior is not only self-regulated, but is also regulated by others (especially when the organism is young] and by institutions and groups.
The principles that govern the communication between cells and the coordination of behavior and physiology are the product of changes in patterns of messenger signals and the state of the organism.
The preferred mode of the transmitted signal is rhythmic (i.e., oscillatory): To switch to a different metapor, frequency modulation is more accurate (6) and assures that habituation in communication systems does not occur: If amplitude modulation were the preferred mode no such assurances could be provided. The organism is composed of many different interacting functions each of which is oscillating according to its own pattern with a different frequency and over different time frames (e.g., the blood pressure (BP) oscillates from systolic to diastolic levels circa 70 times a minute but also shows a diurnal rhythm). At the same time oscillations in BP are influenced by other rhythms-respiratory ones (e.g., to produce sinus arrhythmia), food intake, exercise, sleep, etc.
Virtually every conceivable natural phenomenon or function is periodic: Annual population cycles occur; the seasons come and go in cycles; locomotion, chewing, sleep and wakefulness, body and skin temperature, menstruation, ovulation, heart rate (HR), BP, respiration, gut motility, and urination all have their rhythms. "Repeated" neuronal "discharge" is oscillatory-at times regular, at other times not. The electroencephalogram (EEG) and the electrocardiogram (EKG) record rhythmic processes. Hormones and neurotransmitters are secreted in an oscillatory manner over two or more time scales (7, 8) . Circadian variations in lymphocyte and receptor (e.g., serotonin) number have been described. Similar periodicities in mood and feeling states are particularly evident in the major affective and the anxiety disorders, respectively.
To digress for a moment: The periodicities just enumerated depend minimally on two interacting (not single) variables (8, 9) . Oscillations are everywhere to be found in Nature but they have until recently been neglected in biology and medicine. The preferred manner for the past century has been to look for steady states that are the product of reducing oscillations to mean rates or levels, or to study single variables (and their covariates) that in time will approach either their means or their steady states (8) . But the behavior of a single variable is actually also the product of several (oscillating) processes (e.g., the secretion of a pituitary hormone). Thus, biological (including behavior) functions are nonlinear, dynamic, periodic, and time related.
Oscillations endow the organism with the capability of synchronizing and entraining pacemakers whose many functional subunits oscillating in phase give them "phase" coherence. Collective organization of these units multiplies their effects (8) which they would not individually be capable of. It also endows them with an additional property: Stability.
Several pacemakers are known to exist: e.g., two main ones in the heart and in the stomach, and (at least) four in the brain. Their rhythmic outputs are stable: They persist in form and function (e.g., "regular" sinus rhythm). Locomotion is a coordinated rhythm. Sleep, cortisol, and temperature rhythms unfold daily. How is this possible, if pacemakers are composed of a multiplicity of subunits (e.g., neurons)? The pacemaker has many degrees of freedom by virtue of its composition. As Garfinkel (8) has pointed out, these separate units are organized into a collective one with "low dimensional" form that endows it with a stable formal and functional mode.
Implicit in this discussion is the idea that pacemakers produce patterned oscillations. (Patterns of this kind are obscured by the study of single variables and at one point in time.) Two coupled pacemakers have been identified in the suprachiasmatic nucleus (SCN) of the mammalian hypothalamus: One controls the diurnal patterns of rapid-eye-movement (REM) sleep, of plasma cortisol concentrations, and of core body temperature; the other drives diurnal patterns of rest and activity, of skin temperature, and of slow-wave sleep (SWS). Both pacemakers, each oscillating in a distinctive manner, are entrained or impinged upon by external cues such as light, social cues, alterations of environmental time, and shift work, etc. (10) .
The actual physiological basis of the genesis of oscillations in signals in any one system is both controversial and not fully understood (11) . In a general sense, the phase, frequency, and amplitude of an oscillator is under the control of inputs to it-e.g., another cell, electrically coupled to it, or a chemical messenger signal. However, the membrane voltage of isolated cells also oscillates due to changing ion conductances across them (12) . In the case of single axons, this fluctuation may or may not reach threshold; when it does, periodic, regular depolarization occurs. In other cells bursts of electrical activity are irregular and aperiodic (11) . Central neurons vary widely in their electrophysiological properties-in their voltage-and agonist-dependent ionic conductanceswhich endow some of them with their own individual oscillatory (pacemaker) properties. By virtue of their coupling to and resonance with other neurons they are believed to participate in network oscillations. Oscillation and resonance in brain stem (inferior olive), cerebellar, thalamic, and motor neurons are components of motor coordination that is in part made possible by the fact that inferior olivary neurons innervate cerebellar Purkinje cells in a parallel and distributed manner (13) .
The hippocampus, thalamus, and cerebral cortex also have their own intrinsic rhythms. These are perturbed by, and provide the context and frame of reference for, incoming signals. Oscillators in the brain stem (additional to those in the SCN) are partly responsible for states of sleep and wakefulness, different sleep states, and respiratory rhythms (13) .
The genesis of individual patterns of motor activity, or of specific hormone secretion, is not fully understood. Motor rhythms (i.e., oscillations) do not necessarily require any sensory input; they can be experimentally generated, for example, by stimulation with a central, electrical pulse (14) . Central pattern generators are believed to underlie such complex motor patterns. These generators are composed either of neural networks or of pacemaker cells, or both: No decision has been made as to the correct alternative explanation (11) . Currently, the favored view is that the oscillations are a product of the interactions (resonances) of cells within the network. In order for rhythmic oscillation to occur, the interaction between cells within a group should be ex-citatory, but it is inhibitory between groups of cells. This scenario is the simplest possible. However, in some systems the matter is more complex. In the case of the oscillations in corticosteroid levels, corticotropin-releasing factor (CRF)-secreting neurons in the paraventricular nucleus (PVN) stimulate pituitary corticotrophs rhythmically. Fluctuating pulses of adrenocorticotropin (ACTH) in turn stimulate adrenal cortical cells to secrete corticosteroids that feedback to inhibit the release of CRF and ACTH. (Furthermore, a circadian rhythm is imposed on short-term hypothalamic-pituitary-adrenal oscillations.]
The concept that guides the system just described (and central pattern generators) is of positive and negative (mixed) feedback carried out by peptide, biogenic amine, and corticosteroid messenger signals. Negative feedback in part produces oscillations by virtue of time delays that are of necessity built into some systems: The velocity of the transmission of nerve impulses is variable but finite, synaptic delays occur, genes do not express their peptide products instantaneously (some are further processed from prohormones), hormones have to be secreted by the cell and circulate in the blood stream to glands at some distance from their origin (8, 11, 15) . A single-loop feedback communication system is in principle capable of producing an oscillatory output provided that the negative (inhibitory) influence (e.g., of corticosteroid on CRF secretion) is sufficiently steep (8) . But the matter is actually more complex: Multiple negative or mixed (negative-positive) feedback influences determine the oscillatory secretion of CRF, ACTH and the corticosteroids (16) , and many other systems.
Despite the complexity of such concepts it seems relatively clear that they attempt to account for the temporal organization, functioning, and relative stability of interacting, oscillating systems known to occur within cells and organisms. The recognition of oscillations (or rhythms) as phenomena to be considered in their own right, and not only the product of chance or "noise" (8, 11) , has led to a radical revision of our concepts of the physiology of the organism. In the grand tradition of biomedicine, stability was ascribed to structure, or to the hallowed concepts of the constancy of the internal milieu and homeostasis. Indeed, psychosomatic medicine, with its preference for studying function and not structure, has been guided by Bernard's and Cannon's principles. The recognition that oscillations must be taken seriously may force it to revise its concepts! Two main reasons for doing so immediately come to mind: 1) If oscillations are the preferred mode of the organism guiding its communication systems, how do they account for the transition from health to illness and disease? and; 2) If oscillations account for stability, regulation, and information transfer, how are they affected by small (or large) perturbations, which the organism encounters daily? To state the obvious: How do stressful stimuli, for example, alter them?
Such questions call for answers if this line of thought has any validity. Consider the transition from normal sinus rhythm to the irregular oscillations of ventricular fibrillation, or that from the normal oscillatory breathing patterns to CheyneStokes respirations, or hyperventilation (11, 15) . Why do rapid alternations of mood occur in some forms of major affective disorders? How does sequential, rhythmic esophageal contraction become tetanic? How do stressful stimuli alter the usual temporal pattern of contractions of the stomach in animals to slow or irregular ones?
In disease, or when stressful conditions occur, oscillations undergo a transition from their usual, regular mode to irregular (or from irregular to regular) behaviors. (In the mathematical language of this new physiology these transitions are called "bifurcations".)
Furthermore, to understand bifurcations requires knowledge about the manner in which each system customarily oscillates: The electrical rhythm of the waking brain is continuous and irregular, whereas it is periodic and regular in the heart. In psychomotor epilepsy, for example, it becomes regular and periodic; in ventricular tachycardia and fibrillation it is aperiodic and irregular (11, 15) . Each bodily system has its own oscillatory mode with its own parameters (i.e., amplitude, frequency, phase, waveform, etc.). Bifurcations can be modelled mathematically by nonlinear differential equations that describe the evolution of a system over time, while also modelling the transitions in parameters occurring in the same system that terminates in chaos (8) .
The point at which bifurcations in a system occur-when the number or stability of cycles (i.e., oscillations) changes-is defined by the value of any one of its parameters. Perturbing the system is one antecedent of bifurcations. The consequences of that perturbation may, however, be quite unpredictable: When a cell is electrically stimulated its regular rhythm may stop temporarily, only to be reestablished at its original cycle, or it may be annihilated (11) . In other systems stimulation induces progressively irregular aperiodic (chaotic) rhythms.
In some physiological systems, and for some parameter values and starting conditions, aperiodic (chaotic) dynamics are almost inevitable. The evolution of chaos in a system depends on its initial (deterministic) conditions despite the fact that they may be very similar. But from two slightly different starting points the dynamics of the system unfold over time quite independently and unpredictably (indeterministically). Because the initial conditions of a physiological system also vary by virtue of the many other influences playing upon it, it is impossible to measure or predict them at two separate points in time (8, 11) .
Chaotic dynamics has been studied in almost every bodily system and a variety of disease states (11, 15) . However, very little is known about chaos developing in chronobiological rhythms except for the fact that phase shifts in rhythms occur under a variety of conditions (10) . In some forms of major affective disorders the putative hypothalamic (SCN), coupled pacemakers may be uncoupled (10, 17) . In rapidly cycling "bipolar" patients, perioddoubling bifurcations may suddenly occur (or be produced by medication), lengthening the period of the cycles of mania and depression (18) .
The reasons for the perturbations of a system are many because all physiological subsystems of the organism interact with several other subsystems and with the environment. Oscillations in physiological systems are perturbed by virtue of interacting oscillations, or when the control parameters of the system are altered. The latter may come about by a variety of ways: Parameter changes occur as the state of the organism is altered with sleep, activity, food intake, sexual intercourse, or aging. On the other hand, a closedloop, negative feedback system may become an open one; negative feedback may change to positive; or the time delay upon which oscillations in the system depend may lengthen, (e.g., a lengthened circulation time for carbon dioxide (CO 2 ), in congestive heart results in Cheyne-Stokes respirations (15) ).
Changes in the quality of rhythms (and oscillations themselves) can be modelled mathematically by nonlinear dynamics (8, 11) . However, it is still not certain which mathematical model is the best to apply to every and all physiological rhythms because their parameters are so varied and complex and their genesis is not fully understood. A detailed account of the complex manner in which subsystems communicate, regulate, and perturb each other may be needed to resolve the issue: That is the justification for the rest of this paper (only a few selected examples will be given). In the course of this account another level of complexity is added to an already complex topic.
The Organism as a Communication System
Every cell, organ, and organism is under the control of multiple messenger signals, and each signal is the final product of an exactly computed process. The multiplicity of these influences, and the manner in which information contained in messenger signals is processed, has given rise to another important concept: Parallel processing (PP), present in cells other than neurons, and in organs other than the brain.
Parallel (distributed) information processing was initially studied in the brain (e.g., ref. 19 ). This system is believed to have evolved in order to assure the rapid processing of information. In computer simulations of PP, many equally efficient-apparently "redundant"-routes of communication are built. Switching may occur from one communication channel to another. Parallel processing assures speed and flexibility. (PP can also be modelled by nonlinear mathematics.)
Although redundancy is a characteristic of biological systems, the meaning of this fact remains unclear. (Why is the circulation so redundantly regulated?) Although parallel processing assures speed and flexibility, alternative explanations of its evolution have been put forward: Redundancy may express a "fail safe" system-redundant signalling systems and circuits are only brought into play under unusual, extreme, or unexpected situations or when one of several circuits fail in order to assure the organism's survival. No consensus on this matter has been reached.
Communication Systems and Regulation
The principles of regulation, and communication within and between genes, cells, and organs, are everywhere present in Nature. Information exchange between the organism and the social and physical environment is crucial for its survival, and for reproduction, etc. Yet the precise signals employed in the exchange are species specific.
As the details of the communication systems within the organism have been elucidated, another remarkable insight has been obtained: Many of the messenger signals (especially the peptides) function to integrate the behavior and the physiology of the organism. These principles will next be illustrated by selected examples.
Gene and Enzyme Regulation
Genes produce their protein products in a discontinuous manner. They are ac-tivated and deactivated cyclically during the growth and development of the organism. The products of structural genes are proteins including enzymes. The substrate of an enzyme is the signal that activates genes by binding to a protein repressor which is then uncoupled from an "operator" on the chromosome (20) . Steroid hormones, on the other hand, seem to bind directly to DNA but activate some genes and deactivate others.
An enzyme once synthesized is under the negative feedback control of its products. The initial one of a cascade of enzymes may be inhibited by the end-product of the sequence. In some instances the end-product also activates the repressor to inactivate the gene and halt enzyme synthesis (21) .
The topic of gene regulation is actually much more complex. (This brief account cannot do justice to it.) Genes regulate other genes. Furthermore, the whole concept of a gene has undergone revision after the discovery was made that several exons cooperate to produce one protein (e.g., an immunoglobulin or a receptor protein).
Genes, as is well known, code for enzymes that participate in the synthesis of several classes of messenger signals, for the prohormones of peptides which play a prominent role in information exchange, and for proteins that are assembled to act as receptors for messenger signals.
Communication and Regulation at the Cell Level
The detailed manner in which physiological rhythms are produced, as previously noted, is still not fully understood at the cellular level. However, our ignorance is not total: Cells not only regulate their own activities, but each other's, and by hormonal and other chemical signals feedback to excite and inhibit cells at a considerable distance from each other.
Ion currents through protein channels in cell membranes underlie the activity of pacemaker cells in the heart, brain, and gut (11, 12) , and nerve transmission. At the membrane the fluctuating signal is digitized, by the opening or closing of the channel. Some ion channels are voltage dependent, others are not. Families of ion channels exist (22) .
Fluctuations in the internal milieu of the cell are also carefully regulated by several processes that prevent the further influx of signals by closing the ion or receptor channel. Additionally, an increase in intracellular calcium ion activates two enzyme transport systems expelling it from the cells, and two intracellular systems that inactivate the ion by binding it (23) .
Some messenger signals pass through the cell membrane, or are transported across it by endocytosis where they are bound to cytosolic receptors. But most are bound to specialized protein receptorsat times by more than one-or (protein) receptor-protein complexes. They then activate a variety-four are known to date-of intracellular second-messenger systems (24) , which in turn promote the secretion of enzymes, catecholamines, peptide, and steroid hormones. Furthermore, many of the signals (e.g., ACTH) activate more than one second messenger system in the target cell (i.e., PP occurs), and the latter in turn may activate intracellular enzyme systems which counterregulate each other's activities.
Some cells (e.g., nerve terminals) regulate their own quantal output signals (neurotransmitters) by "reuptake" at specialized receptors and then recycle them. In other instances an opposite effect occurs: The signal may further enhance the activity of the cell that secretes it (25) .
The beauty and complexity of this topic are not exhausted: Receptor-linked channels may be opened, closed, or desensitized. Some show circadian rhythms, often in inverse phase to their signal-agonist (26) . Other receptors are present at some periods of the development of the organism and not at others. The number and/or "sensitivity" of receptors may reflect increases or decreases in the "size" and amplitude of the specific signal-agonist.
Both ion channels and specialized receptors are not only under the influence of the signal-agonist but are modulated by a variety of other signals emanating from near and far. (Modulation is a key concept underlying the observation that one cell or rhythm influences another. Formally, it entails the idea that information processing by one system changes as its context is altered.)
Contiguous cells regulate each other's: 1) growth through gap junctions, 2) electrical activity through electronic (gap) junctions, and 3) signal output by multiple chemical signals. To exemplify: Insulin secretion by pancreatic islet cells is a rhythmic process, proportional to blood glucose fluctuations (27) . But the amplitude of each of its oscillations is individual. The secretion of insulin by islet cells is itself the product of a variety of intrinsic feedback systems involving glucagon, somatostatin (STS), and extrinsic influences, such as fatty acids, acetylcholine (ACh), epinephrine (E), norepinephrine (NE), electrolytes, and glucose, mediated by their receptors and the second-messenger systems. Additionally, diet, sleep, exercise, and food intake alter insulin secretion (28) . Conversely and indirectly, insulin regulates carbohydrate eating.
The blood sugar level is, on the surface, a very simple variable. Known since Bernard as the prototype of stability and constancy, it is actually a fluctuating signalthe integration of a large number of variables. As glucose enters the islet cell membrane, it alters the electrical potential of cells to produce a rhythmic "bursting" pattern. Because beta cells are electrically coupled, they are mutually influenced by the electromagnetic potentials of many other beta cells. Remarkably enough, these oscillating patterns are specific to each species. In one species they may be perturbed by a change in diet to the point of becoming chaotic (29) .
To summarize: Multiple rhythmic influences play on receptor mechanisms that are themselves dynamic systems. The signals are transduced and digitized by them, but are also modulated by many others. Cells influence (perturb) each other by intimate contact with each other and at a distance. In turn they are influenced by the activities and state of the organism.
Communication and Regulation at the Organ Level
The existence of fluctuating cellular functions and the communication signals that underlie and regulate them, also characterize organ function. In the heart, the signals are mechanical (controlling pressure), ionic and electrical (controlling rates and rhythms), neural and hormonal (controlling rates and pressure). The heart has its own pacemakers, perturbed by many local and distal influences. Imposed on pacemaker activity are circadian rhythms of HR and BP. Mechanoreceptors are present within both the heart and aorta: They have a positive feedback effect by /3-adrenergic sympathetic signals on HR, BP, and myocardial contractility (30) , which are counteracted by negative feedback carotid sinus mechanoreceptors acting by reflex through the medulla by a chain of neurons whose messenger signals include L-glutamate, 7-aminobutyric acid (GABA), ACh, NE, and neuropeptide Y (31). Baroreceptor reflex "sensitivity" in turn is perturbed by age, exercise, and mental arithmetic (which lower BP), and by sleep and the postprandial state (which raise BP) (32, 33) .
The regulation of BP and blood volume is also carried out by the heart through the agency of atriopeptin, a 28-amino acid peptide secreted by cells in the right atrium when pressure in it rises. The peptide counterregulates virtually every action of the renin-angiotensin-aldosterone system. It inhibits the secretion of E by the adrenal medulla. It is present in hypothalamic neurons to counterregulate angiotensin II which induces salt eating, water drinking, antidiuresis, and an increase in BP (34, 35) .
In the stomach hydrochloric acid secretion is triply controlled by parallel processes-gastrin, ACh, and histamine. Local perturbations (distension of, the presence of food, calcium, or alcohol in its lumen) induce acid secretion. Rhythmic gastric contractions are under dual pacemaker control, and are altered by the sight, smell, taste, and intake of food.
Acid secretion is autoregulated by the stomach, in that increases in luminal acid concentration diminish gastrin secretion. At least in the rat's stomach, serotonin is co-secreted with, and counterregulates, acid output (36) . The secretion of acid is also under the central control of an array of neural and hormonal signals emanating from the brain stem and hypothalamus that mediate the effects of perturbations produced by stressful stimuli and by everyday activities such as food preparation, eating, and sleeping (36) (37) (38) (39) .
Thus, the stomach, like the heart, has an intrinsic control system that is influenced (and can be perturbed) by a variety of signals (visual, acoustic, thermal, etc.) emanating from the environment and processed by the brain. The ultimate signal transmitted to the stomach by the vagus nerve is the end-product of a variety of excitatory and inhibitory peptides and biogenic amines (39, 40) .
The Integration of Behavior and Physiology (Ovulation, menstruation, mating and reproduction, as examples)
Until this point, communication subsystems within and between cells and organs, which form the basis of their rhythmic activities, have been discussed. Some of the signals in the communication network also function to integrate behavior and physiology to form the indivisible whole that Darwin (41) first described. The behavioral biology of reproduction exemplifies this principle. Evolutionary biologists since Darwin's time consider reproduction as the "gold-standard" of evolutionary success because it is the basis of variation (42, 43) .
In all vertebrates ovulation, mating, and the feeding and protection of offspring form an integrated series. Ovulation, menstruation, and mating in mammals, and the birth and care of offspring are rhythmic (often seasonal) processes; their coordination is, however, species specific. Ovulation and menstruation are brought about by a complex exchange of oscillating hormonal signals between the hypothalamus, hypophysis, and ovary characteristically operating on negative and positive feedback principles. Because the control of these hormonal oscillations is ultimately the product of the brain, they are also influenced by a multiplicity of environmental signals and contingencies. The rhythms of reproductive hormones also have a developmental history.
The question at hand is how ovulation and mating behavior are coordinated. The physiological regulation of ovulation is a complex time-dependent mechanism. In mammals it involves the rhythmic participation of ovarian hormones, pituitary gonadotropins, and the gonadotropin-releasing hormones (GnRH) and the GnRH-related peptide (GAP). The two releasing hormones are located in neurons of the preoptic and arcuate nuclei of the hypothalamus which terminate in the external, lateral layer of the median eminence (44) . Ovulation in the female rat and sheep, and human, is brought about in a cyclic manner by an internal positive feedback ("spontaneous") mechanism leading to a massive signal of luteinizing hormone (LH) in midcycle in the following manner: Estradiol (E 2 ) levels progressively rise under the pulsatile influence of LH and follicle-stimulating hormone (FSH) during the follicular phase; at the same time, gonadotropes in the anterior pituitary gland are "primed" by E 2 and progesterone to be more responsive to LH; finally, E 2 stimulates the release of the large pulsatile signal of luteinizing hormonereleasing hormone (LHRH) to generate the LH pulse. The single LHRH signal is actually the product of the integration of adrenergic and noradrenergic signals that stimulate GnRH and GAP release and the disinhibition of opioid peptidergic signals.
The "purpose" of this complex messenger signalling system is to provide gametes for reproduction. Mating and ovulation must sooner or later be brought together. Their coordination, carried out in many different ways by different species, does not, however, assure reproductive success. Breeding must also occur at times that favor, or are optimal for, the survival and care of offspring because mating, and the birth and survival of offspring are under intense selective pressure. Successful breeding requires environmental conditions that assure food supplies, housing (nesting) of offspring, the right temperature conditions, and relative protection from predators (43) .
Many strategies have been devised by Nature for coordinating ovulation and mating, and to assure the optimal conditions for the birth and survival of the young. In species other than the rat, sheep, and human, ovulation is brought about at the time of mating: In the red deer, the bellowing of the rutting stag is the signal that triggers ovulation in the doe. In the sea otter, the male bites the nose of the female during copulation, causing her to ovulate. Ovulation in the rabbit, cat, vole, and tree-shrew is brought about by vaginal stimulation during intercourse. In the rat, LHRH, while promoting ovulation, also releases the characteristic lordosis behavior of the sexually receptive female rat. In some birds (sparrows), however, male mating behavior is completely independent of hormonal state; mounting is released in them by solicitation signals displayed by the female. In other birds (finches), hormones play only a permissive role in mating behavior: Rainfall is the signal which sets off mating and nest-building. In still other animals, gonadal maturation and ovulation are completely uncoupled from mating be-havior: Gametes are stored in a viable state for long periods until favorable environmental signals (temperature, climate, nesting materials, and adequate food supplies for the care of the young) are received (43) .
In women, however, ovulation occurs independently of mating and vice versa. Yet women seem to be more sexually receptive during the luteal phase of the reproductive cycle.
To summarize: In different species neural and hormonal communication signals coordinate ovulation and mating in particular ways; they are integrated with sounds, smells, bites, localized stimuli, and displays of courtship behavior. The various peptide signals that coordinate reproductive behavior and physiology are under the control of the brain.
The oscillatory modes of gonadotropin and ovarian secretion may become arrhythmic, dysrrhythmic or desynchronized. In some species of monkeys, progesterone and LH levels are undetectable, and no cycling occurs in the submissive female (45) . The complex ovarian cycle in women is remarkably sensitive to disruption: Anovulation, oligomenorrhea, and amenorrhea occur in (some) women with exercise, weight loss, obesity, malnutrition, chronic disease, migration, during depressive mood states, and after head injury (46) . Presumably, the extreme sensitivity of this system to adverse conditions has evolved because they may be unfavorable to reproductive success.
The integration of ovulation and mating in the rat by the action of the LHRH peptide is but one example among many of the coordination of behavior (in which many millions of neurons must participate) and a physiological function. Many other peptides do the same: For example, salt eating, water drinking, and the elevation of BP are coordinated by angiotensin II. The CRF activates the sympathetic nervous system, promotes the release of ACTH and STS, inhibits the secretion of GnRH (47), insulin, gastric acid, pepsin and motility (38) , and depresses natural killer cell activity (48) , while increasing motor activity in familiar environments, grooming behavior, and carbohydrate eating.
Knowledge about the role of the peptides in integrating physiology and behavior is incomplete, because many of them remain to be discovered. Nevertheless, they play a crucial role in the integration of many systems, including the immune system (25, 49) . Specific immunoregulatory peptides affect temperature regulation, food intake, and mood (50), induce sleep, and promote the release of CRF. One of them (interleukin-1) is also rhythmically released during the first slowwave sleep episode (51).
The Brain as the Integrator of the Organism
Every cell and every organ is a subsystem of a larger, complex communication system tied together by frequency-modulated signals. The largest and most varied (in terms of functions) system is the brain, which not only generates rhythmic patterns of motor, hormonal, respiratory (etc.) activity, but also paces circadian patterns of many different functions (sleep, mood, food intake, temperature, hormones, etc.). It also has its own intrinsic rhythms that vary in its different regions and with the state of the organism. It coordinates all of these dynamic functions while monitoring signals from the environment.
At every level of the organism's many subsystems, parallel processing of information signals occurs. The brain, composed of 10 14 neurons, some of which have 10 4 synaptic connections, is the most complex information-processing, signalling, and communication system of all. An "intelligent" system of multiple translation, integration, and (parallel) information processing characterizes its activities.
The brain receives signals from the environment and every part of the body. Visual inputs and images are transduced and digitized at the retina into the "language" of membrane potentials. Specialized receptors transduce smells, tastes, sounds, touch, the position of body parts, etc. Multiple chemical, neural, and mechanical (e.g., rhythmic pressure changes) signals emanating from the interior of the body are received and processed by the brain. By parallel processing, and by the integration of all of these subsystems, a self-regulating organism is established. The brain is not qualitatively different in its ability to compute information, but shows only quantitative differences from other subsystems in its purposiveness. The organism's task is ultimately to survive and to reproduce. As we have already seen, the latter can be carried out in many different ways and by many kinds of brains which have evolved not only to respond selectively to external signals but also to the context in which these are buried. The integrated behavioral-physiological response patterns are specific and appropriate to the external signal, including challenging ones. A particular perturbing stimulus elicits a pattern of hormonal responses which differs depending on the nature of the challenge (52) . Much remains to be learned about the manner in which signals perturb or activate hormonal or behavioral pattern generators. Patterned behavioral and cardiovascular responses to signals and contingencies are known to be subserved by separate neuronal circuits (31, 53, 54) , but the (control) pattern generators of each of these circuits remains to be identified.
In lower vertebrates sequential motor patterns are released by very specific signals (55, 56) . In man they may also be generated "at will." Motor patterns are the product of millions of neurons with huge numbers of degrees of freedom; yet the patterns take a coherent, organized, relatively simple (rhythmic) form (14) (such as swimming), described mathematically as "low-dimensional form, operated by low dimensional control." They are asymptotic systems (8) .
Behavioral response patterns and various signals also function to inform the organism of its own state: If it is in danger, fatigued, hungry, sexually aroused or receptive, satiated, triumphs, must submit, or is defeated, etc. It then regulates its actions according to these signals and coordinates them into the appropriate, integrated behavioral and physiological sequences. The state of one organism is communicated by a variety of signals (gestures, postures, sounds, words, etc.) to other organisms: They form a two-way information exchange.
Students of animal (55-57) and human behavior agree that the responses to an environmental signal or contingency depends on its interpretation. As Levins How is it possible that animals respond very selectively and rapidly to signals (e.g., the retina of a hungry predating bird responds to its victim's movement) and their external contexts (e.g., other predators or the presence of a dominant conspecific) in which they-the signals-are embedded? The organism must also selectively transform these signals and their contexts into manageable and meaningful structures or categories that promote survival (and other aims), and allow it to regulate its own appropriate actions. The various signals emitted by the actor are processed by its audience: The shadow of a hawk causes "freezing" behavior in its rodent prey. The hawk's retina is an exquisitely selective signal processor.
The retina's selectivity in some instances is even greater: A visual signal moving from left to right will excite only one of an array of retinal bipolar cells while inhibiting others in the network, due to the activation and intervention of a GABAergic (inhibitory) amacrine cell. But if the signal moves from right to left, the entire network of bipolar cells will be excited as no inhibitory amacrine neuron intervenes (58) . In the former case, the signal is too weak to excite the ganglion cell, and no signal output to the brain occurs. Many excitatory inputs from the array of bipolar cells must converge for a ganglion cell to fire and relay the signal to the brain. The arrangement described exemplifies how a signal is processed in parallel, i.e., by the simultaneous excitation of both the bipolar and amacrine retinal cells.
The first stage in the processing of the "raw," visual information about the world is carried out at the retina. Through further analysis and processing, the data are transformed through a series of steps to create a "picture" of the visual world. These transformations proceed according to a "program" that has evolved over millions of years: It is not a fixed program because it is modifiable by experience (59, 60) . The details of these transformations are that the retina transduces electromagnetic radiation into chemical signals which in turn give rise to electrical ones. The electrical response varies with the intensity of the photons, falling on an array of 10 8 different points (cones and rods) in two-dimensional space (61) . Immediately, a segregation of the incident light occurs; the cones respond also to the frequency (hence color) of the light waves, but the rods do not; and the retina also separates the input into ON and OFF channels. The input signal from the rods and cones is then funneled into bipolar and ganglion cells, of which there are 10 6 . The neural activity pattern of the bipolar and ganglion cells constitutes an abstraction of visual space, additional to the analysis that is carried out by the activity pattern of the rods and cones. Because the bipolar and ganglion cells are organized into receptive fields, they respond to light and dark contrasts (and movement) and not the intensity or frequency of the light. Each receptive field has an excitatory center (whose cells discharge more actively) and an inhibitory surround (whose cells discharge less actively). The contrast is created by the gradient between the center and the edge of the circular receptive field in space (61, 62) . As the result of this arrangement, light intensity information is transformed into coarser receptive field information (shapes and forms in space external to the viewer). Yet it is also evident that the retina can do even more: It can compute and hold constant the color of an object despite changes in the intensity of illumination and in incident wavelength. It does so by separating the illumination of the object from its inherent reflectance.
Further processing occurs in the lateral geniculate nucleus, where, as in the primary visual cortex (area V-l), neurons exist which respond to bars of finite lengths. The bars are greater in length than the diameter of the circular receptive fields of retinal ganglion cells; convergence has occurred. Some primary visual cortical cells also signal contrasts along moving straight lines of various orientations, while others-the "complex" cells-only respond to parallel sets of lines. Somewhat anterior (area V-4) to the primary visual cortex, neurons are located which respond to the color (wavelength) of the stimulus (62) . Thus, in these two visual areas, groups of cells intermingled with each other selectively respond to separate attributes of the stimuluseither its color, orientation, and/or direction of movement. But that is not all: Each modality is processed in parallel and mapped several times in different parts of the cerebral cortex (63) . Variation occurs in how each of (perhaps) 12 visual receptive fields emphasize or analyze the different attributes of the stimulus (i.e., its size, shape, form, color, position in space, and direction of movement). Each of these attributes is in turn processed in parallel in different (albeit overlapping) streams and fields-parietal neurons process the position in space of the stimulus and temporal neurons, its form and color (64) . Prefrontal neurons provide a "delay" circuit for the short-term maintenance of information (65) . Premotor neurons are organized to initiate collective motor programs (actions) based on the integrated information about the signal.
The cortex thus makes a map of the world and the objects in it. (This map varies as the internal state, e.g., "attention," varies (13)). At "lower" levels of the nervous system that map is topographic; at higher levels more abstract attributes of stimulus objects are processed. The number and organization of the various fields vary from species to species; such variation reflects what is relevant for each (66) .
Visual information is processed in the cerebral cortex in parallel and many times over. Many signals other than visual ones play a major role in the brain's communication network. An important category of signals is nonverbal communication-the perception of vocal signals, facial expression, gestures, postures, and bodily movements. Another category consists of the content, form, and manner of the spoken (and written) word. A third and crucial source of signals is shared beliefs and institutions, encoded in a variety of symbols; they act as important regulators of behavior.
External Regulators of Rhythms During Development
The reader may be puzzled by the omission up to this point of any discussion of a major theme in all of psychosomatic medicine: The dynamics of development. For the sake of brevity and within the context of the essay, only two aspects of this vast topic will be touched upon.
1. The critical role of the interaction of the mother and infant that proceeds by various input channels. Prior to weaning, the mother regulates the behavioral and physiological patterns of her infant: For example, her milk maintains its HR; a smelled pheromone produces nipple attachment; maternal fecal odors orient rat pups to their mothers; touch and olfactory signals regulate the infant's motor activity; and stimulation of specific areas of the neck maintain growth hormone (GH) levels, etc. (67-69).
2. The disruption of the mother-infant interaction produces immediate "chaotic" sleep patterns in in/ant rats (70) . The normal patterns of sleep are regulated by the periodic feeding of milk and by discontinuous tactile input signals (69) . The mother also entrains locomotor activity, and corticosteroid and pineal N-acetyltransferase rhythms in the infant rat (71) .
Many other physiological rhythms (e.g., LH, FSH, GH, sleep stages) undergo ontogenetic development; considerably more needs to be learned about their external regulators and entrainers. The prematurely separated rat is unable to thermoregulate, and is also at heightened risk for a variety of diseases when challenged later in its life (72, 73) . Therefore, prior experience may be crucial in establishing certain rhythms. A failure to do so may facilitate their perturbations and induce "dynamic" diseases (11) .
The Dynamic Organism in Illness and Disease
During the past decade, a major reconceptualization of the nature of some illnesses and diseases has also occurred (8, 10, 11, 15, (74) (75) (76) . The basis of this shift in thinking is that changes in the dynamic functions of the organism, and not only in its structure, underlie the transition from health to illness and disease. The first virtue of this line of thought is that disease need no longer be divided into two categories: "organic" and "functional." This traditional tendency has had dire consequences for patients, for the practice of medicine, and for medical education. A second advantage is that it is now possible to conceive of illness and disease in a uniform manner. Altered rhythmic functions occur with or without structural changes in behavior (e.g., in sleep disorders, periodic psychoses, and major affective disorders), the brain (e.g., in epilepsy, chorea, tremor, athetosis), muscle function (e.g., with myoclonus, fibrillation), the respiratory system (e.g., in apnea, Cheyne-Stokes respirations, hyperventilation), the esophagus, stomach, and colon (e.g., with "tetanus"), the heart (e.g., with bigeminy, fibrillation), bone marrow (in cyclic neutropenia, etc.), and the eye (with hippus) and its movements (with nystagmus) (8, 14, 76) . Third, some of these transitions from one characteristic rhythmic mode to another may come about by slight (not excessive, unusual, or overwhelming) perturbations of the organism in its interaction with the environment. Fourth, in each species and in each individual belonging to it, the initial conditions of its subsystems differ. The consequences of any particular perturbation are unpredictable and individual-an insight that may provide the basis of variation (individual differences) in behavioral and physiological responses.
The changes in function-qualitative parametric changes (in rate, amplitude, waveform, pattern) in the dynamics of a communication system-may take several different forms (8, 11, 15) : 1) new periodicities and/or parametric characteristics may appear in an ongoing rhythmic process; 2) rhythmic processes may disappear (e.g., apnea); or 3) regular oscillations in a system, not usually thus characterized, may appear (e.g., in hippus, muscle fibrillations, etc.). The various changes in form have been modelled mathematically (8, 11, 15, 76) . These three classes of change in periodic function characterize the "dynamical" diseases (11, 15, 76) .
Some of the major categories of functional disorders are characterized by transitions to new periodic rhythms.
1. In the functional bowel disorders, a variety of such bifurcations have been described, one of which consists of repetitive nonperistaltic, "tetanic," high-amplitude contractions of the esophagus rather than sequential ones. Esophageal "tetanus" can be induced experimentally (77) . (It is not an infrequent antecedent of chest pain.) The regular, pacesetter potential in the gastric antrum may become arrhythmic and speed up, or it may become intermittent and faster in some forms of non-ulcer dyspepsia (78) . Tetanic contractions on inflation of the colon with air have been described in some patients with "irritable" colon syndrome (79) . In other such patients, a lower frequency of myoelectric rhythms in the colon is observable, at rest and after eating (80).
2. In some forms of fibromyositis, new rhythms are interspersed with existing ones: Specifically, a fast rhythm (9-12 Hz) imposes itself on slow (delta) waves during sleep. In normal sleeping persons, this transition can be brought about by noise. It may occur spontaneously or be induced by pain (51) . None of these "functional" disorders are associated with anatomical changes. They illustrate that bifurcations from one rhythmic mode to another (some of which are chaotic) are brought about by perturbing the organism.
Cheyne-Stokes respirations can result (see above) from a lengthened circulation time to delay the delivery of CO 2 to brain stem chemoreceptor and to the respiratory "oscillator" (15) . But this form of irregular but periodic breathing is also seen in obese individuals, and with diseases of medullary-pontine chemoreceptors. On the other hand, in the chronic hyperventilation syndrome (associated with anxiety, grief, pain, excitement, etc.), the "sensitivity" of these chemoreceptors to small changes in pCO 2 is increased, resulting in more rapid ventilation interspersed with deep inspirations (81) .
Thus, some forms of "dynamical" diseases come about by changes in physiological systems that operate on negative or positive feedback principles (8, 11) : At any one point in the system upon which rhythms depend, perturbations alter rhythmic function. Changes in behavior and feelings, pain, and sensory stimuli may perturb various normal rhythms, as suggested by this review.
The concept of "dynamical" diseases is restricted to those in which the "qualitative dynamics of physiological control systems" change despite the fact that the systems themselves remain intact (11, 76) ; characteristically, they are sensitive to slight differences in initial conditions and/or small changes in their control parameters (11) . Because many of them consist of multiple feedback loops regulating the output of a single variable (11) , such small changes occur frequently: A slight increase in amplitude of a single signal may, for instance, eventuate in large oscillations (11) .
Another set of new and related ideas about health and disease derives from viewing the organism as a complex communication network (tied together by frequency-modulated signals). On this view, illness and disease is impairment or disorder in communication networks (74, 75) , characterized by disturbances in their regulation (3) that may or may not lead to bifurcations (8, 11, 15, 76) . Most of the communication systems studied to date operate on the principle of negative and positive (mixed) feedback. However, this point of view is more inclusive than the concept of "dynamical" diseases, because it incorporates the fact that the physiological control system may not necessarily remain intact. A synthesis of these two sets of concepts remains for the future; it will depend on studying transitions in specific rhythmic functions when communication networks, upon which they depend, are disordered (for example, by changes in the structure of the signal or its receptor).
A variety of different disordered communication systems have already been described; some of these can provisionally be classified as follows.
1. A closed-loop system may become an open-loop one that escapes feedback regulation. Such a change may occur when a toxin modifies a membrane-bound second-messenger system: For example, the cholera toxin continuously activates adenylate cyclase (by ribosylating it with adenosine diphosphate) in the membrane of small intestinal cells. As a result, cyclic adenosine monophosphate (cAMP) is continually formed. Activation of the enzyme and cAMP generates the continuous excretion of water, chloride, and bicarbonate ions into the lumen of the gut, resulting in dehydration and acidosis. In other instances, the closed feedback system is preempted by an autoantibody to create an unregulated open-loop system. Such is the case when a stimulating autoantibody binds to the thyrotropin (TSH) receptor in Graves disease, thereby taking over the function of TSH. Unregulated production and secretion of cAMP-dependent thyroxine results.
When peptides are produced at an organ site where no local regulatory subsystem exists, or when they are secreted in excess, analogous regulatory disturbance occur: Tumors of the lung may produce ACTH or vasopressin; pancreatic tumors may secrete gastrin that escapes the usual, exquisite regulation of this peptide in the stomach.
Unregulated signals may also be amplified: Peptide growth factors (GFs) (e.g., platelet derived and insulin-like) are now believed to play a significant role in the formation of a number of malignancies (82) . The GFs are products of oncogenes. They are unregulated, in part because they differ in just a few amino acid sequences from normal GFs which are themselves products of proto-oncogenes.
(The latter are involved in normal, healthy cell growth and division.) Protooncogenes are usually under the regulatory control of other (growth suppressor) genes; the absence of one of these regulators of growth antecedes the development of several tumors (e.g., retinoblastoma).
A cell producing GFs also expresses its own specific receptors, thus establishing a positive feedback system which amplifies its own peptide signals. Some classes of oncogenes promote the expression of cell surface receptors for GFs that are linked to a protein kinase C, second-messenger system. However, these particular receptors are devoid of the binding site for GFs. It remains in an unregulated state, continually phosphorylating intracellular proteins to produce GFs (82).
2. The blockade of a receptor that receives an excitatory or an inhibitory signal impairs function, a) In myasthenia gravis an autoantibody binds to the postsynaptic ACh receptor, blocking neuromuscular signal transmission. Additionally, receptor number is reduced as is the amplitude of the aperiodic, miniature endplate potential (83) . However, this molecular explanation cannot be the only one: Some neuromuscular junctions are (or only one is) preferentially affected, and the disease has an unpredictable, fluctuating course, b) In Huntingdon disease (HD), the access of a GABA-inhibitory signal to its receptor in the corpus striatum is impeded in a manner not fully understood. Whether this block by itself explains the recurring (choreic) movementscited as one example of irregular dynamics in disease (15)-also remains unclear. (Furthermore, cholinergic intrastriatal neurons are also affected in HD.)
Nonetheless, models exist which throw some light on the manner in which receptor blockade in the brain may perturb the dynamics of a rhythmic system that depends on recurrent, mixed feedback inhibition. When the GABA receptor on hippocampus pyramidal cells is blocked by penicillin, disinhibition takes place. As a result, regular bursting neuronal activity with different periodicities is replaced by sustained, irregular "firing" patterns (15) .
3. Communication networks may be altered or fail because of several different kinds of altered receptor function, a) Receptors may be entirely absent (or are defective) because their genes fail to express them at all, or do so incorrectly. This situation obtains, for example, in familial hypercholesterolemia, in which no surface receptors for low-density lipoproteins (LDL) are present. As a result, LDL accumulate in the blood stream. In homozygotes with this disorder, early onset of atherosclerosis occurs. In other forms the receptors (clathrin-coated "pits") are structurally defective, although their density and/or number on cell membranes is normal, and serum LDL levels also rise, b) Receptor number and/or density may be reduced: Obese individuals develop Type II diabetes mellitus because insulin receptor number and concentration are lowered. Glucose "intolerance," hyperglycemia, and, frequently, hyperinsulinemia develop. To conceptualize this process in another way, dysregulation of glucose and insulin secretion-a periodic process (28)-occurs. But as the patient loses weight, the number of insulin receptors increases, and the regulation and counterregulation of the glucose signal are restored, c) Binding of a ligand signal to a receptor may be impaired: One form of diabetes mellitus, leading to the dysregulation of glucose patterns, comes about because the amino acid sequence of an insulin molecule is altered by virtue of a genetic mutation. The binding capacity of this mutant insulin molecule is less than the normal one. On the other hand, the binding capacity of the receptor for the insulin ligand may be diminished by an as yet poorly understood receptor defect that occurs in ataxia telangiectasia. d) An ion channel may be structurally defective, as in the case of the chloride ion channel in cystic fibrosis. e) Receptors may be present in excessive numbers or densities, and/or they may have an increased binding capacity for a signal: One or another of these alterations characterizes the postsynaptic muscarinic ACh on bronchial smooth muscle in some forms of bronchial asthma. The consequence of this initial condition (bronchial hyperreactivity) is that a multiplicity of perturbing influences, mediated directly or reflexively by the vagus nerve, produce bronchial spasm and the asthmatic attack characterized by a transition from the usual regular respiratory rhythms to altered amplitudes, frequencies, and regularities. Perturbations leading to attacks are incited by pulmonary infections, antigens of many different kinds, exercise, odors, and changes in very specific personal relationships.
4. Bouts of asthma may be seasonal, or they occur regularly or irregularly. Yet these perturbations would not antecede the dynamic changes in breathing patterns without the participation of bronchial hyperreactivity-the product of ex-cessive (postsynaptic, receptor-mediated) responses to increased efferent vagal activity.
5. Messenger signals may be absent or diminished. As a result, the regulation of an entire subsystem, or the maintenance of rhythmic changes within certain parameters, is altered, a) In Type I diabetes mellitus, the beta cells of pancreatic islets are destroyed by an autoimmune process. Insulin secretion diminishes or ceases. Hyperglycemia and wide fluctuations in blood glucose levels occur with perturbations in areas such as exercise and food (especially carbohydrate) intake, b) An analogous example is the reduction of the lymphokines, interleukin-I, and 7-interferon, and of the number of receptors for interleukin-2 on CD4 lymphocytes in the course of HIV infection. (These three peptides play central roles in the regulation of humoral and cellular responses, i.e., of the immune system (84) (85) (86) (87) .) c) Many examples of (e.g., neurological, endocrine, genetic, etc.) diseases exist in which cells, for diverse reasons, do not produce messenger signals (74) ; the failure to do so has generally not been thought of in terms either of alterations in communication systems, or of "dynamical" diseases. Yet, examples illustrating these new concepts do exist: In paralysis agitans, regular rhythmic movements (tremor) of definite frequency appear in the resting steady state. During willed movements or in sleep the tremor disappears. It is assumed that as the state of the organism is altered, the control parameters have changed.
The tremor is ascribed to a reduction in the dopamine (DA) signal in the nigrostriatal system (N-S). This oversimplified explanation fails to take into account that the N-S contains a positive-negative feedback system of neurons signalled by DA, GABA, and ACh. Not even this more complex set of facts truly explains the appearance of a regular rhythm when none had previously obtained, d) But other examples exist that help us to understand how the absence of a signal alters a communication system, otherwise characterized by mixed feedback. In Turner syndrome (TS) the E 2 signal is not produced. Nonetheless, the rhythmic secretion of LH goes through the same maturational sequence as in normal girls, but at a much higher initial level (88) because of the absence of the negative feedback signal. Thus, the central pattern generator (presumably signalled by LHRH) for LH is intact, but the system is unregulated. The altered feedback system in TS is readily perturbed: As patients with TS develop anorexia nervosa, the initial high LH levels fall and the oscillations of LH become aperiodic and of low amplitude-a characteristic mode of the prepubertal stage of LH secretion.
The maturational sequence of normal LH rhythms is of some interest. During puberty, LH (and to a lesser extent FSH) levels become chaotic-the frequency, regularity, and amplitude of the oscillations markedly increase, and the waveform becomes complex. Imposed on these oscillations is a circadian rhythm. In later adolescence and adulthood the base levels of LH are higher than before puberty; its oscillations are slower, irregular, and of lower amplitude, and no circadian variation is observable. In anorexia nervosa a reversion of adult LH patterns occurs to the chaotic pubertal, or to irregular, low dimensional, prepubertal oscillations (89) . Many factors perturb LH patterns and the regulatory system in which it participates, including a variety of "stressful" situations and weight loss (46) .
To date, no deeper understanding of these observations exists. They suggest that transitions to chaos may not be unusual; in fact, in some subsystems like the one just described, they may occur during maturation, and are age-appropriate. However, the same chaotic phenomenon may be associated with disease when it occurs at another age, i.e., when it is age-inappropriate.
6. Circadian rhythms can undergo phase shifts in disease: A dramatic example of this phenomenon is the polycystic ovary syndrome in adult women in which the (nocturnal) pubertal crest of LH oscillations occurs during the day (90) . A dual defect, therefore, is present-phase shifting and an age-inappropriate cyclic pattern of LH.
Phase shifting of some chronobiological rhythms is believed to occur in at least some patients with the major depressive disorders (18) . Transitions to chaos-for example, period doubling of cycles of motor activity-have also been described in them (11) . 7. A negative feedback communication system may become a positive one in disease. This change has been described in Cushing disease (CD) (91) . Usually, infused cortisol immediately inhibits ACTH secretion. In CD, cortisol at first promotes ACTH production and secretion and only later in time inhibits it. This unusual effect is also associated with (but not necessarily causally related to) a transition in cortisol rhythms in CD, which are characterized by high initial levels, the absence of circadian oscillations, and a transition from irregular to large amplitude and regular variations in cortisol values.
8. Altered mixed feedback systems have also been described: Several varieties of this phenomenon may exist in the same subsystem. In some forms of human duodenal ulcer (DU) disease, negative feedback is defective, exemplified by the fact that acidification of the gastric antrum fails to reduce the secretion of gastrin; thus, more rather than less hydrochloric acid secretion is promoted. In other forms of DU, histamine, peptides, or the taste of food have excessive positive (stimulatory) effects on gastric acid secretion (92) . The initial (baseline) conditions of pepsin and of acid secretion also differ in a proportion of patients with DU.
SUMMARY AND CONCLUSIONS
After several centuries of studying ever smaller constituents of matter and of the material body, physicists (93, 94) and physiologists (11, 95) , respectively, have now turned their attention to phenomena that require integrative concepts. In this essay two somewhat different but related sets of ideas have been presented: Nonlinear dynamics, and information exchange within the organism and between it and the environment. Both of these try to speak a language that expresses the basic characteristics of the physiology of living organisms: Function in its various forms; qualitative (parametric) changes in function; rhythmic and usually stable modes of functioning; and individual variations in function.
Integrative concepts have always characterized psychosomatic medicine in attempting to describe the nature of functioning human organisms in their daily, ever-changing interactions with, and adaptations to, other organisms and the physical world: An integrated "psychobiological" portrayal of the organisms was sought. Until recently, no common language seemed to exist that described the functions of living organisms in all their components at one period of, and over, time. Terms such as "psychobiology," "psychophysiology," and "psychosomatic" were, and are still, used because no descriptive language existed that could do justice to the many disparate-seeming functions carried out by minds and brains and other bodily subsystems.
A long sought-for language seems to be evolving that may accomplish this unifying purpose. In the past, the mental and the bodily aspects always seemed so different because the functions of the former were described in non-material terms and those of the latter in material ones. As long as the language of matter (and not of function) was used to speak about minds and brains, the dualistic conundrum remained indissoluble.
But function is a unifying and dynamic concept. In living organisms every function changes constantly; the changes have a recognizable form and pattern that is quite stable. The organism functions in an integrated, patterned manner. The patterns of "physiology" and "behavior" are inextricable. Patterns are rhythmic. Rhythms have qualitative properties by which they can be described and distinguished. The genesis of rhythmic patterns of biological and behavioral systems, i.e., the function and behaviors of cells, organs, whole or populations of organisms can be described by the mathematical concept of self-organization in nonlinear systems. Nonlinear characterization of a system also defines the conditions for stability, fluctuation, and phase transitions of functions into other stable conditions, or those that favor the evolution and emergence of new properties of a system over time.
Some cooperative effects in Nature, such as coordination and pattern generation, are typically independent of the particular molecular machinery or the material substrate that underlies them. Two examples illustrate this point. 1) Locomotion is fundamentally a rhythmically coordinated pattern shared by most living animals. It is carried out by a huge number of different neural structures and mechanisms. Nonetheless, it is possible to understand and derive rhythmic locomotoric patterns by mathematical means, once certain variables are computed, with the help of nonlinear dynamics. These mathematics also describe the transition from regular to irregular and recurring movements with disease. 2) Complex cardiac arrhythmias (such as atrioventricular block or ventricular fibrillation) can be predicted and simulated using nonlinear mathematics. In contrast to the traditional medical approach that characterizes the disease of the coronary arteries or the opening and closing of various ion channels to explain altered cardiac electrical behavior, this mathematical approach achieves the same solution by conceptualizing the heart as a nonlinear system obeying complex dynamics. One need only know the details of the ionic mechanisms underlying the disturbance to understand the complex changes in rhythm that are generated by an excitable system (95) . Nonlinear mathematics has also been applied to understanding a range of living and nonliving systems of which they are composed-from the fluctuation of plasma membrane ion channels, the firing patterns of neurons, the behavior of neuronal networks, or gastrointestinal motility rhythms, to complex human behaviors.
Nonlinear mathematical models are approximate descriptions of the dynamic functions of biological systems (11) . It is acknowledged that a more realistic account of physiological rhythms is needed, some of which are believed to be generated by pacemakers, while others depend on feedback systems. Feedback is provided by information exchange within the organism and between organisms by signals of a large variety of kinds. In this way, the organism is kept informed about its own internal state and the condition of the external environment, in order to carry out the appropriate behaviors and their coordinated alterations in the subsystems that compose it. The information is contained in an elaborate system of signals that are frequency modulated (rhythmic) and that are the emitted product of complex modulations. On this view, the organism is conceived to consist of a number of communication subsystems integrated into a larger system of information transfer and exchange with the environment in terms of coded signals of many different categories (from ions to words). The information transfer and exchange occurs within and between cells and organs, between them and the brain, and between the brain and the environment. The principles underlying these exchanges are everywhere the same. The separation between the brain (and its mind) and the body falls away when the organism is seen in such a totally integrated system of information exchange and processing. These signals allow it to regulate its own activities and those of others. The organism consists of an intelligent, integrated, self-regulated system designed by Evolution for very specific tasks. (Different species carry out the same tasks in very different ways.)
The principal components of the organism's communication systems are electrical and chemical signals with several functions which convey messages that interact with specialized cellular structures between and within organs-ion channels and receptors. Electromagnetic signals are transduced into chemical signals and vice versa. Other physical signals (pressure, heat, cold) are transduced into electrical ones. Electrical and chemical signals open ion channels, or unleash components of the cell membrane which then act as internal messengers. Each system (at every level) is also regulated in a complex feedback manner, and by parallel processes.
Some rhythmic functions are the product of pacemakers, or of multiple feedback loops composed of messenger signals that control the output of a single signal. Any perturbation of one component of the feedback loop may radically alter the frequency, amplitude, or waveform (i.e., the quality) of that signal. The concept of perturbation leading to a change in function is central to all "psychosomatic" concepts and the basis of stress theory (96) intrinsic to them. It is a concept that allows us to understand how the human organism with its unique genetic and experiential history responds to (perturbing) experiences that initiate the passage from health to illness and/or disease characterized by transitions in the parameters of rhythmic functions: The person with coronary atherosclerosis does not begin in the same initial condition as one without arterial disease. In fact, the arteriosclerotic "plaque" predisposes to intermittent spasm of the artery.
The change in rhythmic function over time of any system depends in part on its initial conditions, small variations in which may have quite different, individual, and unpredictable outcomes-a phenomenon well known to anyone investigating individual organisms. These individual differences, according to this new line of thinking, are to be studied in their own right; they need no longer be considered as a nuisance, or be submerged by averaging them. Rhythmic functions manifest stability but, being dynamic, are capable of change. They are part of the ever-varying rhythmic activities of the organism (e.g., eating, sleep, exercise, mating, working, etc.), and they do not exist in isolation, but interact with each other. They are perturbable-some more than others. And some are under conscious control. As a result of these interactions, rhythmic functions change into new modes. In some cases they may become chaotic, and characterize the functioning of a subsystem in disease.
In patients with coronary atherosclerosis, everyday perturbations (e.g., mental arithmetic, exercise, reading a book, or public speaking) may produce "silent" myocardial ischemia (97, 98) , characterized by perfusion deficits or motion irregularities of the wall of the ventricles, S-T segment changes in the EKG, that reflect intermittent (rhythmic) coronary vasospasm.
The heart is particularly vulnerable to the loss of its periodicity by perturbations that correspond in time with its partial depolarization (return of S-T segment to baseline). If a coronary artery is experimentally occluded in dogs, both a-and fiadrenergic excitation, falling during that period, are at first followed by repetitive (aperiodic) extrasystoles and then by irregularly recurring ("chaotic") ventricular fibrillations (VFs). At other times in the cycle, sympathetic stimulation fails to produce VFs (99) . Therefore, the timing of the perturbation is critical to its outcome.
Some of the changes in regular or irregular dynamics (but not VF) can be reversed by behavioral means (e.g., biofeedback, relaxation, suggestion, or exercise): by self-regulation. The demonstration carried out by Sterman (100) is instructive in this regard: Using biofeedback, he taught treatment-resistant epileptic patients with slow (5-7 Hz), interictal, regularly recurring, EEG rhythms to generate irregular 12-to 15-Hz waves from the scalp areas corresponding to the sensorimotor cortex. The reversal of a "pathologically" regular, high amplitude, to a normal irregular, low amplitude periodicity was associated with remission from clinical seizures. His demonstration has profound theoretical significance to anyone interested in the mind-brain "problem." His observations point to the fact that the brain has the capacity to regulate its own intrinsic rhythmic activities by conscious control. And indeed, altered rhythmic functions of many other subsystems have been described which respond to learning-the ability of the organism to regulate its own functions (101) .
To summarize: Traditional Western biomedicine emphasizes changes in structure as explanations of disease, that are produced by single causes. It seeks to understand the proximate, molecular mechanisms of disease. The-consequences of this line of thought are varied and many, and are not the purpose of this essay.
Psychosomatic medicine and research has always been more concerned with a broader and more integrated perspective on health, illness, and disease. It has attempted to study and understand persons in terms of the behaviors of interacting systems-the physiology of the organism. In the past 20 years a language has evolved that speaks of the organism's functions in dynamic, time-related terms. Both phenomenologically and mathematically, functions can be described in terms of rhythms which, with disease, undergo change. In speaking this new language, some long-standing conceptual issues fade away, and others are clarified. At the same time, these new concepts force the investigator into new ways of designing 
