Motivation: Experimental techniques for measuring chromatin accessibility are expensive and time consuming, appealing for the development of computational approaches to predict open chromatin regions from DNA sequences. Along this direction, existing methods fall into two classes: one based on handcrafted k-mer features and the other based on convolutional neural networks. Although both categories have shown good performance in specific applications thus far, there still lacks a comprehensive framework to integrate useful k-mer co-occurrence information with recent advances in deep learning. Results: We fill this gap by addressing the problem of chromatin accessibility prediction with a convolutional Long Short-Term Memory (LSTM) network with k-mer embedding. We first split DNA sequences into k-mers and pre-train k-mer embedding vectors based on the co-occurrence matrix of k-mers by using an unsupervised representation learning approach. We then construct a supervised deep learning architecture comprised of an embedding layer, three convolutional layers and a Bidirectional LSTM (BLSTM) layer for feature learning and classification. We demonstrate that our method gains high-quality fixed-length features from variable-length sequences and consistently outperforms baseline methods. We show that k-mer embedding can effectively enhance model performance by exploring different embedding strategies. We also prove the efficacy of both the convolution and the BLSTM layers by comparing two variations of the network architecture. We confirm the robustness of our model to hyper-parameters by performing sensitivity analysis. We hope our method can eventually reinforce our understanding of employing deep learning in genomic studies and shed light on research regarding mechanisms of chromatin accessibility. Availability and implementation: The source code can be downloaded from https://github.com/min xueric/ismb2017_lstm.
Introduction
In every human cell, genetic and regulatory information is stored in chromatin, where DNA is tightly packed and wrapped around histone proteins. The chromatin structure affects gene expression, protein expression, biological pathway and eventually complex phenotypes. Concretely, some regions of the genome are accessible to transcription factors (TFs), RNA polymerases (RNAPs) and other cellular machines involved in gene expression, while others are compactly wrapped, sequestered and unavailable to most cellular machinery. These two kinds of regions on the genome are known as open regions and closed regions (Wang et al., 2016; Niwa, 2007) . Recent high-throughput genome-wide methods invented several biological experiment techniques for measuring the accessibility of chromatin to cellular machines related to gene expression, such as V C The Author 2017. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com i92 Bioinformatics, 33, 2017, i92-i101 doi: 10.1093/bioinformatics/btx234 ISMB/ECCB 2017 DNase-seq, FAIRE-seq and ATAC-seq. For example, DNase-seq takes advantage of DNase I, a DNA-digestion enzyme, to degrade accessible chromatin while leaving the closed regions largely intact. This assay allows systematic identification of hundreds of thousands of DNase I-hypersensitive sites (DHS) per cell type, and this in turn helps to delineate genomic regulatory compartments (Crawford et al., 2006; Vierstra et al., 2014) . Still, biological experiments are expensive and time consuming, making large scale assay impractical and motivating development of computational methods. In recent years, several sequence-based computational methods have been proposed to identify functional regions, which mainly fall into two classes. One class is the kmer-based methods, where k-mers are defined as oligomers of length k. For example, kmer-SVM provided a support vector machine (SVM) framework for mammalian enhancers discrimination based on k-mer features (Lee et al., 2011) . Shortly after kmer-SVM was proposed, gkm-SVM introduced an alternative feature sets named gapped k-mer features, which presented robustness to estimate k-mer frequencies, and consistently improved performance of kmer-SVM (Ghandi et al., 2014) . The other class is deep learning-based methods which are mainly established upon convolutional neural networks (CNNs). Indeed, deep learning algorithms are attractive solutions for such sequence modeling problems. DeepBind (Alipanahi et al., 2015) and DeepSEA (Zhou and Troyanskaya, 2015) successfully applied CNNs to modeling the sequence specificity of protein binding with a performance superior to the conventional SVM-based methods. Instead of crafting feature sets like k-mers, CNNs can adaptively capture informative sequence features with aid of convolution operations. Zeng et al. (2016) presented us a systematic exploration of CNN architectures for predicting DNA sequence binding, and showed the benefits of adding more convolutional kernels in learning higher-order sequence features. Moreover, there also exist many other deep learning-based approaches, such as Basset (Kelley et al., 2016) and DeepEnhancer (Min et al., 2016 ), suggesting us that CNNs have strong power in sequence representation and classification.
Although having been successfully used, both the above two classes of approaches have their own advantages and disadvantages. On one hand, k-mers are an unbiased, general, complete set of sequence features, which can be defined on arbitrary-length sequences. However, k-mers can merely capture local motif patterns without ability to learn long-distance dependencies of DNA sequences. On the other hand, CNNs can detect sequence motifs automatically and yield superior performance in classification tasks. Despite this, one biggest disadvantage for CNNs is that they usually require fixedlength sequences as input, which may limit their application. Besides, almost without exception, current deep learning-based methods simply transform DNA sequences composed of four bases into images with four channels corresponding to A, C, G and T, using one-hot encoding. With such representation, these methods actually execute one-dimensional convolution operations on binary images with only two possible values for each pixel rather than on real continuous-valued images in computer vision field (Krizhevsky et al., 2012) , which may impose restrictive effects on their performance.
In fact, it is more natural to regard one DNA sequence as a sentence with four types of characters, namely A, C, G and T, rather than an image, and thus related research work in natural language processing has offered valuable experience for DNA sequence modeling. To address the sentence classification task, Kim (2014) trained CNNs with one layer of convolution on top of word vectors obtained from an unsupervised neural language model. Word vectors, wherein words are projected from a sparse, one-hot encoding onto a lower dimensional vector space via language models such as wellknown Skip-gram (Mikolov et al., 2013) and GloVe (Pennington et al., 2014) , are essentially semantic features that encode contextual information of words. In this work, the author used word vectors trained by Mikolov et al. (2013) on a corpus of Google News which are publicly available and achieved excellent results on multiple benchmarks, suggesting that the pre-trained vectors are useful feature extractors that can be utilized for various classification tasks. In addition, due to their capability for processing arbitrary-length sequences, the recurrent neural network (RNN) is a natural choice for sentence modeling tasks. Especially, RNNs with Long Short-Term Memory (LSTM) units (Hochreiter and Schmidhuber, 1997 ) have re-emerged as a popular architecture because of their representational power and effectiveness at capturing long-term dependencies. For instance, Tai et al. (2015) successfully generalized the standard LSTM to tree-structured network topologies and showed their superiority for representing sentence meaning.
With the above consideration, we address the problem of predicting chromatin accessibility from DNA sequence, by proposing an innovative computational approach, namely convolutional long short-term memory networks with k-mer embedding, as shown in Figure 1 . We overcome the drawbacks of current DNA sequence modeling approaches in two aspects: (i) we fuse the informative k-mer features into a deep neural network by embedding k-mers into a low dimension vector space; (ii) we are able to handle variable-length DNA sequences as input and capture long-distance dependencies thanks to LSTM units. Specifically, we first cut original DNA sequences with varying lengths into k-mers in a sliding window fashion. Based on the co-occurrence information of k-mers contained in the resulted corpus, we train an unsupervised GloVe model to obtain embedding vectors of all k-mers. In our supervised deep learning architecture, the first embedding layer is designed to turn an original DNA sequence, i.e. a sequence of k-mer indexes, into dense vectors according to the embedding matrix pre-trained by GloVe. The convolutional layers are intended to scan on the sequence of vectors through one-dimensional filtering operations, together with dropout layers and max-pooling layers. The maxpooling layer is followed by a Bidirectional LSTM (BLSTM) layer, which is capable of learning complex high-level grammar-like relationships and handling variable-length input sequences. The last layers are fully-connected dense layers of rectified linear units (ReLU) with dropout to avoid overfitting, and a two-way softmax output layer to generate the final classification probabilities.
To verify the efficacy of our approach, we carry out chromatin accessibility prediction experiments on datasets collected from the Encyclopedia of DNA Elements (ENCODE) project (Consortium et al., 2004) . We demonstrate that our framework consistently surpasses other methods on binary classification of DNA sequences. We show that it is beneficial to incorporate the k-mer contextual information into the deep learning framework by learning the lowdimensional real-valued dense embedding vectors. We illustrate that the Bidirectional LSTM units are well-suited for DNA sequence modeling. We expect that our approach could provide insights into general DNA sequence modeling and contribute to understanding of DNA regulatory mechanisms.
Materials and methods
In this section, we describe our framework for performing effective deep learning algorithms on DNA sequences data. We begin by constructing the general network architecture that we use. Then we discuss in detail k-mer embedding, which aims to encode the cooccurrence information of k-mers into a low-dimensional vector space by unsupervised learning. In addition, we describe Bidirectional LSTMs, which we applied in order to capture longrange dependencies and form fixed-length feature representation of arbitrary-length DNA sequences.
General network architecture
Given a DNA sequence of L 0 base pairs (bps), we first split it into k-mers using the sliding window approach. We extract all subsequences of length k with stride s, resulting in a k-mer sequence with length L ¼ bðL 0 À kÞ=sc þ 1, wherein all these k-mers are indexed by positive integers in set C ¼ ½1; 2; . . . ; 4 k . We will investigate how to do feature learning for such sequence data x 2 C L with varying length L, i.e. how to learn a feature map g : C L 7 !R d that maps x 2 C L into a vector of features h 2 R d useful for machine learning tasks.
Suppose that we have N variable-length DNA sequences, each with a binary label representing whether it is a chromatin accessible region in a specific cell type. Thus, we have N labeled instances fx i ; y i g N i¼1 , where x i 2 C L ; y i 2 f0; 1g. Notice again, length L is varying across samples. Our goal is to learn a function which can be used to assign the label to each instance x i . We use a convolutional long short-term memory network with k-mer embedding as shown in Figure 1 . We can decompose the feature learning function g : C L 7 !R d into three stages:
The embedding stage computes the co-occurrence statistics of k-mers, and learns to project them into a D-dimensional space R D . The convolution stage scans on the embedding representation of sequences using a set of one-dimensional convolution filters in order to capture sequence patterns or motifs. The BLSTM stage performs a Bidirectional LSTM network on the input to learn long-term dependencies, and finally yields a fixed-length feature vector in R d . Eventually, in the supervised training stage, we treat the binary classification as a logistic regression on the feature representations. The conditional likelihood of y i given x i and model parameters H can be written as: log pðy i jx i ; HÞ ¼ y i log rðb T h i Þ þ ð1 À y i log ð1 À rðb T h i ÞÞÞ; (2) where b 2 R d is the prediction parameters, h i 2 R d is the learned fixed-length feature for x i , and rðzÞ ¼ 1=ð1 þ exp ðÀzÞÞ is the logistic sigmoid function. We train our deep neural network by minimizing the following loss function:
log pðy i jx i ; HÞ:
(3)
k-mer embedding with GloVe
This section explains why and how we embed k-mers into a lowdimensional vector space. As mentioned above, traditional kmerbased methods simply calculate the vector of k-mer frequencies without utilizing the co-occurrence relationship of k-mers. The k-mer feature is an analogy of the 'Bag-of-Words' feature (Harris, 1954) widely used in natural language processing and information retrieval, which is an orderless document representation. Meanwhile, the co-occurrence matrix contains global statistical information, which may assist us to construct better feature representations. Here, we apply the popular GloVe (Pennington et al., 2014) model for k-mer embedding, where GloVe stands for 'Global Vectors' for word representation based on factorizing a matrix of word co-occurrence statistics. The superiority of GloVe over other methods for learning vector space representations lies in that it combines the advantages of both global matrix factorization and local context window methods. The statistics of k-mer occurrences are the primary source of information available for learning embedding representations. Let us denote the matrix of kmer-kmer co-occurrence counts by X, whose entry X ij tabulates the number of times that k-mer j occurs in the context window of k-mer i. i, j 2 [1, V] are two k-mer indexes, where V ¼ 4 k is the vocabulary size. According to the GloVe model, the cost function to be minimized is, Fig. 1 . A graphical illustration of our computational framework. We first split every input DNA sequence into k-mers. We use an unsupervised learning method, namely GloVe, to learn the embedding vectors of all the k-mers based on the corpus of k-mer sequences. The embedding layer will embed each k-mer into a vector space based on the GloVe k-mer vectors, which turns the k-mer sequence into a dense real-valued matrix. Then three convolution layers with dropout and max-pooling will scan on the matrix using multiple convolutional filters to detect spatial motifs. The following BLSTM layer contains two LSTMs run in parallel to capture long-range dependencies on the previous output and yield a fixed-length feature representation. The final fully-connected layer and the softmax layer will serve as a classifier to generate probability predictions to be compared with the true target labels via a loss function. For a more detailed description of data shape in each layer, see Supplementary Table S1 where w 2 R D are expected k-mer vectors,w 2 R D are separate context vectors for auxiliary purpose, and b;b 2 R are biases. The nondecreasing weighting function f can be parameterized as,
where x max is a cutoff value and a controls the fractional power scaling which is usually set to 3/4. As can been seen from Equation (4), the computational complexity depends on the number of nonzero entries in the co-occurrence matrix X. We minimize the cost function in Equation (4) using AdaGrad (Duchi et al., 2011) to obtain our embedding vector representations w 1 ; w 2 ; . . . ; w V 2 R D for all k-mers. Given these vectors, we can fulfill the embedding stage of feature learning g embed : C L 7 ! R DÂL by embedding every k-mer into the vector space R D :
we proceed with the convolution stage, which further extracts spatial features using convolutional layers and max-pooling layers.
Bidirectional LSTM
This section introduces the LSTM unit and explains how a Bidirectional LSTM network can produce a fixed-length output regardless of input sequence lengths. RNNs are able to process input sequences of arbitrary length by means of the recursive application of a transition function on a hidden state vector h t 2 R d . At each time step t, the hidden state vector h t is the function of the input vector x t received at time t and its previous hidden state h t-1 . Commonly, the RNN transition function is an affine transformation followed by a point-wise nonlinearity such as the hyperbolic tangent function:
Unfortunately, a problem with transition functions of this form is that components of the gradient vector can grow or degrade exponentially over long sequences during training (Hochreiter, 1998; Bengio et al., 1994) . Hence, the LSTM architecture (Hochreiter and Schmidhuber, 1997 ) is designed to remedy this exploding or vanishing gradients problem in RNNs by introducing a memory cell which can choose to retain their memory over arbitrary periods of time and also forget if necessary. While various LSTM variants have been described, here we present the transition equations in Equations (8)-(13) stating the forward recursions for a single LSTM layer. We define the LSTM unit at each time step t to be a collection of vectors in R d : an input gate i t , a forget gate f t , an output gate o t , an input modulation gate g t , a memory cell c t and a hidden state h t . The entries of the gating vectors i t , f t and o t are in [0, 1]. The LSTM transition equations are the following:
where x t denotes the input from the previous layer at the current time step, r denotes the logistic sigmoid function and denotes element-wise multiplication (Fig. 2) . Intuitively, the hidden state vector in an LSTM unit is a gated, partial view of the state of the unit's internal memory cell. Since the value of the gating variables varies for each vector element, the model can learn the long-range information over multiple time scales. In our application, we only output the hidden state vector of LSTM at the last time step, which remembers the whole sequence information and keeps a fixed-length representation for variablelength input sequences. Besides, a common-used variant of the basic LSTM is the Bidirectional LSTM, which consists of two LSTMs run in parallel: one on the input sequence and the other on the reverse of the input sequence. We concatenate the outputs of two parallel LSTMs to obtain our final feature representation containing both the forward and backward information of a DNA sequence.
Results and discussion
To verify our framework, we run a series of classification experiments using datasets collected from the ENCODE project. First, in Section 3.1, we give an introduction to the datasets prepared for classification tasks and some details about model training procedure. Then in Section 3.2, we evaluate our method and compare its performance with gkmSVM and DeepSEA. Next in Section 3.3, we analyze k-mer embedding by probing into the k-mer statistics and visualizing the embedding vectors. Additionally in Section 3.4, we prove the effectiveness of k-mer embedding by exploring different embedding strategies in our network architecture. In Section 3.5 and 3.6, we prove the efficacy of both the convolution and BLSTM stages, by proposing two variant deep learning architectures. Finally in Section 3.7, we perform sensitivity analysis to show the robustness of our model.
Experiment setup
To benchmark the performance of our deep learning framework, we selected DNase-seq experiments of six typical cell lines, including GM12878, K562, MCF-7, HeLa-S3, H1-hESC and HepG2. GM12878 is a lymphoblastoid cell line produced from the blood of a female donor with northern and western European ancestry by EBV transformation. K562 is an immortalized cell line produced from a female patient with chronic myelogenous leukemia (CML). MCF-7 is a breast cancer cell line isolated in 1970 from a 69-yearold Caucasian woman. HeLa-S3 is an immortalized cell line that was derived from a cervical cancer patient. H1-hESC is a human embryonic stem cell (ESC) line. HepG2 is a cell line derived from a male patient with liver carcinoma.
For each cell type, we downloaded raw sequencing data from website of ENCODE, mapped reads to human reference genome (hg19) using the tool bowtie, and identified chromatin accessible regions (peaks) using the tool HOTSPOT (John et al., 2011) . We regarded these variable-length sequences as positive samples, and additionally generated the negative samples by cropping an equal number of sequences randomly from the whole genome with the same length distribution as the positive samples. In this way, we constructed six chromatin accessibility datasets as described in Table 1 . Each dataset has 244-504k samples whose lengths present a long-tailed distribution. We then split at random each dataset into strictly non-overlapping training, validation and test sets with proportion 0.85:0.05:0.10. The training set was used to adjust the weights on the neural network. The validation set was used to avoid overfitting. The test set was used for testing the final solution in order to confirm the actual predictive power of the network.
For the unsupervised training of k-mer embedding, we generated the corpus of k-mer sequences by setting k to 6, and the stride s to 2. Consequently, the k-mer vocabulary size is V ¼ 4 6 ¼ 4096. We used the C implementation of GloVe model published on website https:// github.com/stanfordnlp/GloVe, which is multi-thread and ultra-fast, to obtain the k-mer embedding vectors. With regard to hyperparameters of GloVe, we set the window size to 15 in computing cooccurrence matrix, the vector size, i.e. the embedding dimension to 100, the cutoff value x max to 30 000 and the maximum number of iterations to 300.
We implemented our supervised deep neural network by Keras (Chollet, 2015) which is a deep learning library for Theano and Tensorflow. We chose Theano as backend of Keras, while the Tensorflow backend also generated very close results through our testing. The high-performance NVIDIA Tesla K80 GPU was used for model training. During training process, we applied the RMSprop algorithm (Tieleman and Hinton, 2012) for the stochastic optimization of the objective loss function, with the initial learning rate set to 0.001, and batch size set to 3000. We also applied the early stopping strategy with the maximum number of iterations set to 60, and it would stop training after 5 epochs of unimproved loss on the validation set.
Model evaluation
To begin with, we reported accuracy and cross-entropy loss on training, validation and test sets for our method on six different datasets as described in Table 2 . The performance on the test set is fairly close to that on the training set, indicating that our method avoided overfitting due to the usage of validation set and early stop strategy. Among the six datasets, we achieved the best prediction on the MCF-7 dataset with 0.8411 accuracy on its test set. With regard to the model efficiency, our model took around 26-41 training epochs until convergence. The training time for each epoch was between 350 and 699s which was roughly proportional to the size of dataset, while the whole training period consumed about 2.5-7.9h.
Next, we compared the performance of our proposed method and several baseline methods, including the gapped k-mer SVM (gkmSVM) (Ghandi et al., 2014) , DeepSEA (Zhou and Troyanskaya, 2015) . For gkmSVM, we used the source code published on website http://www.beerlab.org/gkmsvm/. For DeepSEA, we implemented it ourselves using Keras. We slightly modified the network structure of DeepSEA to make it suitable for our task. Besides, to directly prove the effectiveness of k-mer embedding, we also propose a new variant network named 'one hot', which is mainly comprised of an embedding layer (embedding A, C, G, T using one-hot encoding), three convolutional layers, and a BLSTM layer. For evaluation purpose, we computed two often-used measures, the area under the receiver operating characteristic curve (auROC) and the area under the precision-recall curve (auPRC), on the test set.
We reported the classification performance measured in auROC and auPRC on the six datasets in Table 3 . The results of two Note: Code denotes the corresponding code in ENCODE project, size denotes the number of sequences the dataset contains, and l_max, l_min, l_mean and l_median denote the maximum, minimum, mean and median value of sequence lengths in bps, respectively. Note that in our datasets we removed regions shorter than 36 bps, so l_min is always 36 bps. measures are consistent with each other. As we can see, with the help of k-mer embedding, our method consistently surpasses the other three baseline methods. On average, our method shows an auROC score 3.9% higher than gkmSVM, and 1.4% higher than DeepSEA. On the MCF-7 dataset, our method yields the best performance with auROC of 0.9212 and auPRC of 0.9156. On the K562 dataset, our method obtains the most significant improvement compared to gkmSVM, with auROC increasing by 7.4% and auPRC increasing by 8.1%. Besides, our method always outperforms the one hot method on six datasets, with 0.013 higher auROC score and 0.012 higher auPRC score on average. This observation enlightens us that the straightforward one-hot encoding is perhaps not the optimal strategy for representation of DNA sequences. In contrast, k-mer embedding integrates the contextual information of k-mers and accordingly improves the feature representation. In addition, gkmSVM shows worse performance than DeepSEA except for the H1-hESC dataset, convincing us that deep learning, which can automatically learn feature representation, is more powerful than SVMs with handcrafted k-mer features. To make our results more solid, we additionally carry out 10-fold cross validation experiments on the six datasets, showing that our model significantly outperforms DeepSEA ( Supplementary Tables S2-S7 ).
We also run our model several times with different random seeds, showing stability of our model ( Supplementary Table S8 ).
It is also noteworthy that our method gained superiority of running-time owing to GPU usage. For the H1-hESC dataset, our method consumed only 2.5 h as shown in Table 2 . Meanwhile gkmSVM allocated with sixteen threads costed 23.8 h before convergence, meaning that our method is nearly 10 times faster than gkmSVM. Thus benefitting by computer hardware, our approach allows researchers to obtain models of high accuracy within a short time.
For the sake of implementation efficiency, we used the commonused zero-padding and truncating strategy in LSTM networks, which is to pad zeros on the right of short sequences and truncate long sequences to a maximum length, and then adopt the standard batch gradient descent (Wilson and Martinez, 2003) . Given the length distributions shown in Figure 3 , we set the maximum length to 2000 bps in our experiments. To explore the effect of this hyperparameter, we changed the maximum length in range of 2000, 1500, 1000 and 500 bps, and re-trained our model on the GM12878 dataset. We reported the our model performance with different maximum length in Table 4 . We find that when we decrease the maximum length, the auROC and auPRC scores will decrease slightly, except for a fixed length of 500 bps that leads to significant drop in performance, since some input sequences are truncated leading to information loss. We also find that small maximum length will decrease training time remarkably, because the reduction of input dimension directly decreases computational complexity.
Visualization of k-mer embedding
In order to make our model more interpretable, we proceed with a thorough investigation about k-mer embedding in this subsection. The primary specialty discriminating our method from other stateof-the-art deep learning methods in genomic analysis is that we utilize the k-mer embedding vectors trained by GloVe, an unsupervised learning algorithm, as the representation of DNA sequences. Training is based on aggregated global kmer-kmer co-occurrence statistics from a corpus of k-mer sequences, and the resulting representations showcase linear substructures of the k-mer vector space, which benefit subsequent classification tasks.
Take the MCF-7 dataset, for example, we first split its positive samples, i.e. chromatin accessible regions, into k-mer sequences. Thus, taking each k-mer as a word and each k-mer sequence as a sentence, we have a corpus with vocabulary of size V ¼ 4096. We list the top five most frequent k-mers with frequency appended, (aaaaaa, 106157), (tttttt, 104409), (gggagg, 50694), (tgtgtg, 50605) and (cctccc, 50593) . The least frequent k-mer is cgtacg occurring only 607 times in total. The overall distribution of k-mer frequencies is depicted in Figure 4a with k-mers ranked by frequency. The symmetric co-occurrence matrix in Figure 4b is normalized via a logarithm function log 10 to make patterns more visible. Entries with value <1.0 exist because we applied a distance-weighted function in calculating co-occurrence matrix in practice. There are also 25 823 zero entries displayed in white color which are often found in the right bottom corner.
Intuitively, we can see the co-occurrence matrix contains complex patterns and wealthy information of k-mer dependencies on DNA sequences. The 100-dimensional embedding vectors of k-mers learned by GloVe are exhibited in Figure 4c . Statistically, the embedding matrix has a mean value of 0.0016, a maximum value of 1.9883 and a minimum value of -1.9419. We find the weights have a recognizable distribution, i.e. Gaussian distribution with P-value 1.7e-16. Thereby information is relatively decentralized on each dimension which is a good property for feature representation. To visualize the learned k-mer vectors, we show the dimension reduction results using two techniques, Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE) (Maaten and Hinton, 2008) in Figure 4d . We put all k-mers as colored circle points in the plot, and we use a continuous colormap to represent their frequency order. Interestingly, although the two methods generate different results, they both declare that k-mers with close frequencies tend to be also adjacent in the embedding vector space.
To further interpret k-mer vectors, we explore how the cosine distance between k-mer vectors is related to the edit distance between k-mers themselves. There are totally 4096 Â 4095/ 2 ¼ 8386560 pairs of k-mers, and we compute the pairwise cosine distance of k-mer vectors and the pairwise edit distance of k-mers. Since there are only six characters in one k-mer, the edit distance has only six possible values, i.e. (1, 2, 3, 4, 5, 6 ). Thus, we split all the pairs into six groups according to the edit distance. We try to look at each group to see the distribution of their corresponding k-mer vector distances. We summarize the statistics in Table 5 and visualize the distribution of vector distances in Figure 5 . In general, we find that the cosine distance between k-mer vectors is monotonically increasing with the edit distance between k-mers. This phenomenon declares the rationality of our k-mer embedding in that the more unlike the two k-mers are, the more faraway they are in the embedding space. For more details, see Supplementary Fig S1, Tables S9 and  S10 . Besides, we also attempt to investigate the association between the enriched k-mers and the location of these k-mers in chromatin accessible regions, and further the relationship between the enriched k-mers and the DNase-seq signal strength, in Supplementary Fig. S2  and S3 . Moreover, we try to find the most specific k-mers corresponding to each cell line, in Supplementary Tables S11 and S12.
Efficacy of k-mer embedding
In our method, the embedding layer is fed with sequences of integers, i.e. k-mer indexes, and then map them to vectors found at the corresponding index in the GloVe embedding matrix. The pretrained k-mer vectors provide a decent initialization and they will be further fine-tuned during training process. To prove the efficacy of our k-mer embedding, we here put forward two other different embedding strategies. One is to keep the embedding layer fixed during training. The other is that we instead initialize our embedding layer from scratch and learn its weights through training.
We demonstrate auROC scores for the above three embedding strategies on the six datasets in Figure 6 . The average auROC scores for '-init -train', '-init -notrain' and '-noinit' strategies are 0.8948, 0.8756 and 0.8726, respectively. We observe that our original strategy brings the best performance as expected. In fact, the combination of unsupervised pre-training and supervised finetuning has been proved to be successful in deep learning (Hinton and Salakhutdinov, 2006; Bengio et al., 2007) . Moreover, the model reaches a relatively high accuracy just using k-mer embedding vectors without any fine-tuning, consistently outperforming the strategy not using pre-trained vectors. This tells us that, in general, the pre-trained k-mer embedding vectors definitely buy us something of substantial value, and do help improve the model accuracy. For more details, see Supplementary Table S13 . Note: For each group, we list the number of pairs it contains, and the mean value and the standard deviation of their cosine distances between k-mer vectors.
Efficacy of convolution
In our experiment, the convolution stage contains three convolutional layers with 100, 100 and 80 one-dimensional filtering kernels of length 10, 8 and 8, each followed by a max-pooling layer with pooling length 4, 2 and 2, respectively. In this subsection, we prove the efficacy of the convolution stage by proposing a variant deep architecture getting rid of the convolutional layers and max-pooling layers from the full model. We directly use the output of the embedding layer as the input of the BLSTM layer instead.
We report the auROC scores and running time of this variant model and compare them against the original full model in Table 6 . We discover that removing convolutional layers can obviously injure the auROC score, leading to a 0.0120 decrease on average. This proves the effectiveness of convolutional operations in detecting spatial motifs. With regard to the running time, we find the variant architecture takes almost twice the time to train the network than the full architecture. The reason lies in that the max-pooling layers which down-sample the input representation, play an important role in reducing dimensionality and allowing huge decrease in computation complexity. In view of the above two aspects, we add in the convolution stage in our deep learning framework. For more details, see Supplementary Tables S14 and S15.
Efficacy of BLSTM
BLSTM is critical to the processing of variable-length input sequences, and also effective in capturing long-term dependencies. In our method, we have a BLSTM layer with dimension d set to 80. To confirm the efficacy of the BLSTM stage, we construct another variant of our deep learning architecture by retraining the embedding layer and convolutional layers and removing the BLSTM layer. We directly use the flattened output of the convolutional layers instead as our final feature vector for classification.
The auROC scores and the running time for each epoch of this variant architecture and our original full architecture are recorded in Table 6 . As expected, the full model always performs better than this variant not using BLSTM, with a 0.0055 improvement in auROC score on average. The running time for the two architectures is quite close to each other, meaning that BLSTM does not increase the computation amount significantly. Note that only the convolutional layers with max-pooling are incapable of dealing with variable length sequences, unless we adopt the aforementioned zeropadding strategy to truncate each sample into the same shape, or we use global pooling (He et al., 2014) instead of max-pooling which extract fixed-dimensional features for temporal data while lose lots of information unfortunately. The results in Table 6a are generated using the former strategy, while the latter one will surely demonstrate even worse performance. Therefore, the BLSTM stage is indispensable in our deep learning architecture for its ability to cope with variable-length sequences and to capture the rich long-term dependencies. For more details, see Supplementary Tables S14-S16.
Sensitivity analysis
To finish our discussion, we carry out sensitivity analysis to check the robustness of our model. We focus on the following three hyperparameters: the k-mer length k, the embedding dimension D, and the splitting stride s. Without loss of generality, we use the GM12878 dataset for sensitivity analysis experiments.
According to Figure 7 , our model is insensitive to the choice of k and D. Too large k will bring explosive growth of the vocabulary, Fig. 6 . Model performance for different embedding strategies. '-init -train' means that we initialize the embedding layer using the GloVe k-mer vectors, which is adopted in our proposed model. '-init -notrain' means that we initialize the embedding layer using the GloVe k-mer vectors, but prevent the weights from being updated during training. '-noinit' means that we randomly initialize the embedding layer using uniform distribution and allow the neural network to adjust the embedding weights in supervised learning Note: 'Full' represents the original architecture comprised of three stages, including a embedding stage, a convolution stage and a BLSTM stage; 'no conv' represents the variant architecture removing the convolution stage; 'no lstm' represents the variant architecture removing the BLSTM layer, which is substituted by a flatten layer.
D computes the average difference of auROC scores and running time between the two variants and the full model. while too small k may give us too little useful information on the small co-occurrence matrix. We tried three appropriate values of k from 5 to 7, retrained the k-mer embedding vectors, and obtained extremely close performance in classification. Similarly, we also tried four different values of the embedding dimension D, including 50, 100, 150 and 200. A larger D results in more weight parameters to learn in the embedding layer, which will increase the model complexity. Despite this, our model demonstrates quite stable performance, reflecting its ability to avoid overfitting. The splitting stride s will affect the number of k-mers transformed from one DNA sequence by L ¼ bðL 0 À kÞ=sc þ 1:
We find that the auROC score decreases from 0.8830 to 0.8143 when we increase the stride s from 2 to 6. A larger s will decrease the corpus size as Equation (14) said, making part of co-occurrence information lost, and thereby possibly damaging the embedding representation. We do not use the smallest s ¼ 1, since it may cause a too large k-mer corpus and too large overlap between adjacent k-mers, also perhaps harming the embedding algorithm. Considering the above facts, we here recommend a proper splitting stride s ¼ 2 to make full use of k-mer co-occurrence information.
Conclusion
In this paper, we propose a convolutional long short-term memory neural network with the pre-trained k-mer embedding vectors to predict chromatin accessible regions from mere sequence information. Our major contributions can be summarized as bellow. First of all, we innovatively introduce an effective embedding representation of input DNA sequences using the unsupervised learning algorithm GloVe in the deep learning framework. Instead of using one-hot encoding, we use the k-mer embedding vectors which have absorbed the statistical information of k-mer co-occurrence relationship and are conducive to following classification tasks, for feature representation. Secondly, we are capable of handling variable-length sequences as input by exploiting the BLSTM network. One big obstacle that hinders the application of CNNs in DNA sequence modeling is the variation in sequence lengths. We utilize the BLSTM networks, not only to make our model appropriate for variablelength input sequences, but also to capture complex long-term dependencies on them. Moreover, we prove our model produces state-of-the-art performance in sequence classification tasks, compared to other baseline methods. We visualize the embedding vectors obtained by GloVe and demonstrate the effectiveness of k-mer embedding. We provide an in-depth understanding of our deep learning architecture, by showing the efficacy of both the convolution and BLSTM stages in feature learning, and showing the robustness of our model to hyper-parameters.
Certainly, our work can possibly be further improved in several aspects. First, the attention mechanism has been successfully introduced to LSTM and improved the performance of neural machine translation (NMT) (Luong et al., 2015) . Attention mechanism can selectively focus on parts of sentences during training, and maybe this can be used in our DNA modeling to help detect and visualize the important motifs on sequences. Second, we learn k-mer vectors to embed a DNA sequence into a sequence of dense vectors which is still in variable length, and then extract the fixed-length features through BLSTM. In fact, there exist methods to directly learn distributed representations of sentences and documents, such as Paragraph Vector (Le and Mikolov, 2014) , which motivate us to design a more elegant embedding algorithm for vector representation of variable-length sequences. Last but not the least, large-scale experiments of using our model to analyze various kinds of genomics and epigenomics sequencing data is highly encouraged. Eventually, we hope our deep learning method can allow us achieve excellent performance in DNA sequence analysis and help boost our understanding of chromatin accessibility mechanism.
