This paper studies new classes of infinitely divisible distributions on R d . Firstly, the connecting classes with a continuous parameter between the Jurek class and the class of selfdecomposable distributions are revisited. Secondly, the range of the parameter is extended to construct new classes and characterization in terms of stochastic integrals with respect to Lévy processes are given. Finally, the nested subclasses of those classes are discussed and characterized in two ways: One is by stochastic integral representations and another is in terms of Lévy measures.
Introduction
Let I(R d ) be the class of all infinitely divisible distributions on R d and I log (R d ) = {µ ∈ I(R d ) : |x|>1 log |x|µ(dx) < ∞}. Let µ(z), z ∈ R d , be the characteristic function of µ ∈ I(R d ).
In this paper, we first revisit the classes in I(R d ) connecting the class of selfdecomposable distributions (L(R d ), say) and the Jurek class (the class of s-selfdecomposable distributions, (U(R d ), say), see Jurek (1985) ). Those connecting classes were already studied by O' Connor (1979) in I(R 1 ) and by Jurek (1988) , respectively, with 0 < c(ξ) < ∞. We say that µ or ν has the polar decomposition (λ, ν ξ ) and ν ξ is called the radial component of ν. The connecting classes between U(R d ) and L(R d ) mentioned above are also characterized by mappings with a parameter from I(R d ) into I(R d ). We extend the range of the parameter and first study the classes defined by these mappings. These mappings are the special cases studied in Sato (2006b) as will be mentioned later.
We start with following classes, where the classes U(R d ) and L(R d ) are two known special classes. has the finite δ-moment for any 0 < δ < α. This fact is the same as for α-stable distributions.
Remark 1.3. (i) The Jurek class U(R
(ii) Let α < β < 2. Then
. This is trivial from the definition. This paper is organized as follows. In Section 2, some known results related to the classes K α (R d ) are mentioned. In Section 3, we give a complete proof for the decomposability of the distributions in K α (R d ), α < 0. In Section 4, we define mappings Φ α , α ∈ R, in terms of stochastic integrals with respect to Lévy processes related to the classes K α (R d ) and determine those domains and ranges. The proofs for the ranges are given in Section 5. In Section 6, we construct nested subclasses of the ranges of Φ α by iterating the mapping Φ α . Then we firstly determine the domains
), m = 1, 2, 3, ..., and secondly characterize the ranges of the mappings Φ m+1 α in two ways: One is by stochastic integral representations and another is in terms of Lévy measures.
Known results
In this section, we explain several results from O'Connor (1979) and Jurek (1988). such that
His proof used Lévy measures. However, his proof for getting the convexity of Lévy density on (−∞, 0) and the concavity on (0, ∞) (in the proof of his Theorem 3 in O'Connor (1979)) is not clear to the authors of this paper. So, we will give our proof in Section 3, extending the range of α to (−∞, 0). Jurek (1988) defined the classes U α (E), −1 ≤ α ≤ 0, where E is a Banach space, as the classes of limiting distributions as follows. µ ∈ U α (E) if and only if there exists a sequence {µ j } ⊂ I(E) such that
He then showed the decomposability (2.1) as a consequence of (2.2). So, as a result, we see that
, but there is no proof by using Lévy measures in Jurek (1988) . This is another reason why we will give our proof in Section 3. Our proof will use Lévy measures in the same way as in the proof of Theorem 15.10 of Sato (1999) for selfdecomposability.
2.
(Characterization by the stochastic integrals with respect to Lévy processes.) Let −1 ≤ α < 0. Jurek (1988) showed that µ ∈ U α (E) if and only if there exists a Lévy process {X t } on E such that
where L(X) is the law of a random variable X. For the case α = 0, the following is known (Wolfe (1972) and others). µ ∈ K 0 (R d ) if and only if there exists a Lévy
Remark 2.1. (2.3) can have a different form. Change the variables from t to s by t = 1 + αs. Then
If we define another Lévy process { X t } by X s = −X 1+αs , then we have
(2.4) will be seen in Definition 4.1 with α < 0 below and this expression is more natural when we consider the case α = 0 as we will see in Remark 4.7 later.
Decomposability of distributions in
As mentioned before, the classes U(R d ) and L(R d ) have characterizations in terms of characteristic functions. Namely, µ ∈ U(R d ) if and only if for any c ∈ (0, 1), there
and µ ∈ L(R d ) if and only if for any c ∈ (0, 1), there exists µ c (z
As we announced in Section 2, we give our proof of characterization of
in a similar way as follows.
if and only if for any c ∈ (0, 1), there exists 
where
We have to check the finiteness of a c and that ρ c ∈ I(R d ).
Since ν is a Lévy measure, we have S λ(dξ)
Furthermore, this concludes
This shows the finiteness of a c . With respect to ρ c , since 0 < c < 1 and ℓ ξ is nonincreasing, we have h ξ (u) :=
Therefore, ν ρ is a Lévy measure, and
by the uniqueness of Lévy-Khintchine representation. Thus, if we put
"Only if" part is now proved.
("If" part.) Conversely, suppose that µ ∈ I(R d ) satisfies that for any c ∈ (0, 1),
we have
Since
is a Lévy measure for any c ∈ (0, 1).
Recall that the polar decomposition of ν is ν(B) = S λ(dξ)
It remains to show that
for some nonincreasing function ℓ ξ measurable in ξ . For that, we consider a measure r α ν ξ (dr) on (0, ∞) and let
Here H ξ (x) is measurable in ξ. We also put
Since ν c (dr) is a Lévy measure, H 
Then H ξ is convex for λ−almost every ξ, as in Sato (1999) 
where h ξ (t) is some left-continuous nondecreasing function in u. Hence h x (t) is measurable in ξ. Now put
Since h ξ is nondecreasing, we have h ξ (− log r) is a nonincreasing function, and putting ℓ ξ (r) = h ξ (− log r), we complete the proof.
Mappings defined by stochastic integrals related to
We are now going to study mappings defined by the stochastic integrals with respect to Lévy processes related to
Let α ∈ R and
Then, when α = 0,
and when α = 0,
Let ε * α (t) be the inverse function of ε α (u), that is, t = ε α (u) if and only if u = ε * α (t). Note that
where D(Φ α ) is the domain of the mapping Φ α .
Remark 4.2. Let −∞ < β < α < ∞. As in Sato (2006b) write the mapping as
where f β,α (s) is the inverse function of
Our mappings in this paper Φ α are special cases of Φ β,α with β = α − 1. Sato (2006b) discussed the domains of Φ β,α , but not the ranges of them, and commented that description of the range of Φ β,α is to be made. Our concern here is their ranges, although not for general β < α, because our motivation of this study started with
Regarding the domains of Φ α , we have the following result from Theorem 2.4 of
, where δ 0 is the distribution with the total mass at 0.
Note that when α < 0, the interval of the integral is finite, so the stochastic integral exists for any µ ∈ I(R d ) by a result in Sato (2006a) . Because of (vi) above, we are only interested in the case α < 2. So, from now on, we assume that α < 2. 
α < 2, but he did not mention the case α = 1. Actually, as we will see, the case α = 1 is the most difficult case to handle. (Wolfe (1982) and others).
In Jurek (1985) , it is shown that
But this is trivially the same as Φ −1 (I(R d )).
In the following denote the mapped distribution by µ = Φ α (µ) = µ ( e A,e ν,e γ) with polar decomposition ( λ, ν ξ ). We want to prove Theorem 4.6. The ranges of the mapping Φ α are,
Although (ii) is known, we have written it just for the completeness of the theorem. We give the proof of Theorem 4.7 in the next section. We end this section with mentioning the continuity of Φ α (µ) in α near 0 from
is trivial.)
Remark 4.7. Now, let α tend to 0 from below. As to the interval of the integral, we have
and as to the integrand, we have
So, the question is whether
is true, if we apply the dominated convergence theorem to the cumulants of Φ α (µ).
This remark explains why our expression (2.4) is more natural, when we consider the case α = 0 as mentioned in Remark 2.1.
Proof of Theorem 4.6
2) is shown as follows. By using Proposition 2.6 of Sato (2006b), we have
Similarly, by the change of variables t → ε * α (s) we obtain two representations forγ. We sometimes use the zero mean condition,
We need the following lemma. Denote
Lemma 5.1. Let −∞ < α < 2 and let ν be a Lévy measure. Then there exists a Lévy measure ν satisfying (5.2) such that
if and only if ν is represented as
where λ is a measure on S and ℓ ξ (u) is a function measurable in ξ and for λ-a.e. ξ.
nonincreasing in u ∈ (0, ∞), not identically zero and lim u→∞ ℓ ξ (u) = 0.
This lemma follows from similar arguments as those used in Lemma 4.4 in Sato (2006b).
Proof of Lemma 5.1. We first show the "only if"part. Assume that the Lévy measure ν satisfies (5.2) and (5.5). The polar decomposition gives us
Therefore ℓ ξ (u) is measurable in ξ, and for λ-a.e. ξ. nonincreasing in u, and lim u→∞ ℓ ξ (u) = 0 from (5.7) and (5.8).
Conversely, suppose that ν satisfies (5.6). Let ℓ ξ (u+) be the right-continuous function defined by lim t↑u ℓ ξ (t) = ℓ ξ (u+). Then since − ℓ ξ (u+) is a right-continuous increasing function, there exists a Lebesgue-Stieltjes measure Q ξ on (0, ∞) satisfying
and put
Furthermore, define
Let λ = λ. Then for the case α < 0 we have
From the first inequality, S λ(dξ) ℓ ξ (1+) > 0 is finite and we see that
which imply (5.5). For the remaining cases α = 0 and 0 < α < 2, similar logic as in the case α < 0 works and we concludes (5.5).
Proof of Theorem 4. 
If µ is non-Gaussian, then we have (5.5) by Lemma 5.1. We put A = (2 − α) A and
Although the parametrization of α is different, the argument similar to the proof of (2.35) in Sato (2006b) works and it follows from (5.5) that
Since by the dominated convergence theorem s 
We show the converse. Suppose µ = µ ( e A,e ν,e γ) 
which equals the right-hand side of (5.3). Therefore Φ 1 (µ) = µ and
Assume that µ = Φ α (µ) with some µ = µ (A,ν,γ) ∈ D(Φ α ). The Gaussian case is the same as that of the proof for (ii). If µ is non-Gaussian, then it follows from Lemma 5.1 that there exists ν satisfying (5.6). Since µ ∈ D(Φ α ), ν and γ satisfy 
We show the converse. Suppose µ = µ ( e A,e ν,e γ)
. The Gaussian case is obvious. Suppose µ be non-Gaussian. Due to Lemma 5.1 a measure ν with ν({0}) = 0 exists and satisfies (5.2) and (5.5). It follows from (5.2) that
Hence we have |x|>1 |x| ν(dx) < ∞ which is equivalent to R d |x| µ(dx) < ∞ and (5.11) (ii) When α = 0,
(iv) When α = 1,
Proof of Theorem 6.1. Since when α < 0, the integral for Φ ) as above.
We are now going to prove (iii), (iv) and (v). First, note that (6.1)
Now, Theorem 6.1 (iii), (iv) and (v) are true for m = 0 as seen in Proposition 4.3 (iii),
(iv) and (v). Suppose that it is true for some m > 0, as the induction hypothesis. Suppose 0 < α < 1. Then
where ν is the Lévy measure of µ = Φ α (µ)}.
Recall from (5.2) that
Then by (6.1),
and we conclude that D(Φ m+2 α
When 1 < α < 2, there is no problem for the moment condition, and the condition, R d xµ(dx) = 0, always holds. Thus we get D(Φ m+2 α
Finally we prove (iv). So, suppose α = 1. Also suppose it is true for some m > 0. We have
where ν is the Lévy measure of Φ 1 (µ)}.
Since the moment condition can be given by the same way as for the case 1 < α < 2, in order to reach the conclusion, it remains to show that
We have |y|>t y(log(|y|t
Hence (6.2) is equivalent to (6.3) . This completes the proof. 
where τ m (u) = u 0 g −1,m (s)ds, 0 < u ≤ 1 and τ * m (t) is its inverse. However, by changing variable t to 1 − t, we see that
In our setting, we can get (6.4) as follows. By a standard calculation, we see that
and thus (6.4) is given by taking the inverse function of t = ε 0,m (u).
We now prove Theorem 6.2.
). We regard Φ α as a mapping from a Lévy measure to a Lévy measure. Namely,
where ν µ is the Lévy measure of µ ∈ I(R d ). We first show, for each Lévy measure ν,
We have
Thus (6.3) is true for m = 1. Next suppose
A of µ (A,ν,γ) is determined by A defined in (6.7). Regarding γ, when α < 1, it is given by γ in (6.9) since
(Here, (6.7) and (6.9) will be given in the next section.) When 1 ≤ α < 2, from zero mean condition of D(Φ 
where ε * (t) is the inverse function of ε(x) = ∞ x g(s)ds and {X t } is a Lévy process with its Lévy measure ν. This is (6.4).
Then
where when α < 0, ε α,m (0) = (−α) −(m+1) and when 0 ≤ α < 2, ε α,m (0) = ∞. A and γ are given respectively by (6.7) and (6.9). Thus, µ ∈ Φ 
A,e ν,e γ) satisfies
For γ, we use the same calculation as that for Φ α (D(Φ α )). (i) (−∞ < α < 1) µ is Gaussian, or µ is non-Gaussian and
Here λ is a measure on S and h (m) ξ (u) is a measurable function in ξ such that satisfies
where ℓ ξ (u) is a function measurable in ξ and for λ − a.e.ξ. nonincreasing in u ∈ (0, ∞), not identically zero and lim u→∞ ℓ ξ (u) = 0.
(ii) (α = 1) µ is centered Gaussian, or µ is non-Gaussian and µ satisfies (6.10), (6.11) and
exists in R d and equals γ. Here the measure ν satisfying (6.8).
(iii) (1 < α < 2) µ is centered Gaussian, or µ is non-Gaussian and ν has expression (6.10), (6.11) and (6.13)
As seen in the proof of Lemma 6.6, the function ℓ ξ (x) is given by
where ν ξ is the radial component of the Lévy measure ν of µ ∈ D(Φ m+1 α ).
A function f (t) defined for t > 0 is called m-times monotone where m is an integer, m ≥ 2, if (−1) k f (k) (t) is nonnegative, nonincreasing and convex for t > 0, and for k = 0, 1, 2, ..., m − 2. When m = 1, f (t) will simply be nonnegative and nonincreasing.
Note that h (m) ξ (u) is m-times monotone. In order to see this, we have only to differentiate it in the following way.
The differentiation continues to m − 1 times, but (d/ds) m−1 h Lemma 6.6. Let −∞ < α < 2 and m = 1, 2, . . ., and let ν be a Lévy measure. Then there exists a Lévy measure ν satisfying (6.8) 
if and only if ν is represented as (6.10).
Proof of Lemma 6.6. We first prove the only if part. Assume that the Lévy measure ν satisfy (6.8) and (6.14). The polar decomposition gives 
Here ℓ ξ (u) is measurable in ξ and for λ − a.e.ξ. nonincreasing in u ∈ (0, ∞), and lim u→∞ ℓ ξ (u) = 0 from (6.15). Conversely, suppose that ν satisfies (6.8). We consider the case −∞ < α < 0.
Then since h ξ (r) and put ν ξ (dr) = r −α R ξ (dr). Furthermore define
Here the same logic as in the proof of Lemma 5.1 holds and we see that (6.14).
In the following, similar to the proof of Lemma 5.1, we put R ξ ([r, ∞)) = ℓ ξ (r+) and ν ξ (dr) = r −α R ξ (dr). Furthermore define
Then for the case α = 0, let λ = λ, and we have
Since ν is a Lévy measure, it follows that
Then a simple calculation gives
Since the last two integrals are positive and
Hence, we have (6.14).
When 0 < α < 2, let λ = λ and we have
Since ν is a Lévy measure. We have
The first term in the right-hand side equals (m!) If µ is non-Gaussian, then (6.10) and (6.11) give the measure ν in Lemma 6.6. We put A = ( ) and µ = Φ m+1 α (µ). Suppose µ be non-Gaussian and satisfy condition of (iii). On behalf of Lemma 6.6, we have a measure ν satisfying (6.8) and (6.14). We investigate the absolute moment of ν and see that ).
