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Let t, r ¥N, a ¥ R, with 2 [ t < r and 0.512 < a < 1. For t > ra and r > r0(a), we
prove that there exists infinitely many integers with at most two prime factors and
having no digit exceeding t−1 in their base r expansion. When t=r−1 this result
holds whenever r \ 5. © 2001 Elsevier Science
1. INTRODUCTION
Soient X ¥N, t, r ¥N, avec 2 [ t < r. Dans tout cet article, D représente
un sous-ensemble de {0, ..., r−1}, dont les éléments sont premiers entre
eux dans leur ensemble et tel que |D|=t, 0 ¥D.
On définit,
WD=3n ¥N, n= C
0 [ j [ s
aj r j avec aj ¥D, j=0, ..., s4 ,(1.1)
puis pour X \ 2,
WD(X)={0 [ n < X, n ¥WD}.(1.2)
Dans [DM], nous avons montré que les ensembles WD contenaient une
infinité d’entiers presque premiers, c’est-à-dire qu’il existait k(r,D) ¥N tel
que




où W(n) désigne le nombre de facteurs premiers de n. Les différentes
valeurs que nous avions obtenues pour k(r,D) étaient alors toujours supé-
rieures à 3. Dans ce travail nous montrons que lorsque D est un sous
ensemble d’entiers consécutifs de taille suffisamment importante, WD con-
tient une infinité d’entiers ayant au plus deux facteurs premiers. Notre
résultat principal est le suivant:
Théorème 1. Pour D={0, 1, ..., t−1}, l’inégalité
|{n ¥WD(X), W(n) [ 2}|±r, t
|WD(X)|
log X
est vérifiée dans les deux situations suivantes:
(i) t=r−1 et r \ 5
(ii) t > ra, avec a > 0.512 et r est assez grand, r > r0(a).
Un résultat de ce type est souvent obtenu avec des méthodes de crible.
Dans le cas du théorème 1, nous appliquons le crible pondéré de Greaves
[G]. La principale condition d’application de ce crible est la connaissance
d’un bon niveau de distribution de la suite WD. Plus précisément, il s’agit
pour X \ 2, de déterminer Q0=Q0(X) le plus grand possible tel que pour
tout A > 0 il existe B > 0 tel que l’on ait l’inégalité
C





: |WD(X, a, q)|− |WD(X)|q :° |WD(X)|(log X)A ,(1.3)
où la constante implicite peut dépendre de r, t. Dans l’introduction de
[DM], on a par ailleurs montré que muni de (1.3), on était en mesure
d’appliquer le crible pondéré (on renvoie le lecteur à la proposition 4 et aux
lignes (1.14) et (1.18) de [DM]).
Le principal enjeu de [DM] était de trouver un niveau Q0 substanciel,
même dans le cas où t était très petit, notamment pour D={0, 1}, rQ..
Dans ce travail nous avons choisi des ensembles D particuliers de taille
importante dans l’espoir d’obtenir un niveau Q0 grand, supérieur au niveau
fatidique X1/2. Le fait d’utiliser de telles familles nous permet de profiter
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de bonnes estimations d’intégrales ||FN, D ||1, où FN, D(v)=<0 [ k < N uD(rkv),
avec uD(v)=;d ¥D e(dv), et e(v)=exp(2ipv). On commence ainsi par
montrer le résultat suivant:
Théorème 2. On suppose que t >`r . On pose N=[log Xlog r]. Soit C > 0,
tel que l’on ait l’inégalité:
max






:uD 1v+hr 2: < C.(1.4)
(Un tel C vérifie l’inégalité ||FN, D ||1 ° (Ct)N.)
(i) Si C \ r−1/2, alors l’inégalité (1.3) est vérifiée pour Q0=
X log(tC)/log(rt
2C4),
(ii) Si C < 1
`r
, (1.3) est vérifiée pour Q0=(1/C)N.
Au paragraphe 5 on montre que pour D vérifiant les points (i) ou (ii) du
théorème 1, on peut trouver une constante C assez petite pour que le
niveau de distribution soit supérieur à X
1
2−d2=X0.51139... avec d2=
0.04456..., niveau à partir duquel on peut détecter des P2 d’après Greaves
[G] (où Pk désigne un entier ayant au plus k facteurs premiers). La
méthode mise au point au théorème 2 peut être adaptée pour améliorer
quelques résultats de [DM] que nous présentons ci-dessous:
Théorème 3. (i) Pour r=3, pourD={0, 1}, (1.3) est vérifiée pourQ0=
X0.342.... On a de plus la minoration:




(ii) Pour r=4, pour D={0, 1}, (1.3) est vérifiée pour Q0=X1/4.
Remarque. Pour r=4, D={0, 1}, l’amélioration du niveau Q0 issue du
point (ii) n’est hélas pas suffisante pour obtenir des entiers ayant au plus
4 facteurs premiers, on détecte seulement des entiers en ayant au plus cinq,
ce que le théorème 5 de [DM] permettait déjà de faire.
En fait, quand rQ., en faisant tendre aussi t vers . (tout en l’imposant
inférieur à r), le niveau de distribution Q0 correspondant prend un ordre de
grandeur très proche de WD(X) (pour le cas où D={0, ..., t−1}=Dt), et
WD(X) est par ailleurs lui même d’un ordre de grandeur très proche de X.
De plus pour D=Dt la fonction de crible wr, D associée (cf. la fin de la
proposition 4 de [DM]) est très régulière et s’évalue facilement. On verra
au paragraphe 6 que les conditions d’application du crible asymptotique
sont vérifiées.
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Nous pouvons donc marcher sur les pas des travaux de Fouvry et
Mauduit [FM2], c’est-à-dire appliquer le crible asymptotique de Friedlander
et Iwaniec [FI]. Rappelons en quelques mots l’objectif de ce crible. Soit A
une famille d’entiers contenant d’éventuelles répétitions, et soit A(X)
l’ensemble des éléments de A inférieurs à X. Si le niveau de distribution de
A(X) est très proche de X, alors les travaux de Friedlander et Iwaniec
permettent moyennant d’autres contraintes de nature générale à vérifier,
d’obtenir des estimations asymptotiques pour k \ 2 des quantités ;n ¥WD(X)
Lk(n), où Lk est la fonction de von Mangoldt généralisée, Lk=(log)k f m.
Cette fonction vérifie Lk(n)=0 si W(n) > k. (Pour k=1, L1=L la fonction
de von Mangoldt).
Nous obtenons ainsi le résultat suivant:
Théorème 4. Soient k, t, r,X, des entiers tels que k \ 2, 2 [ t < r etX \ 2.
Soit D={0, ..., t−1}. Pour p | r, on note wD(p)=|{d ¥D, d — 0(mod p)}|.
Pour toute fonction e à valeurs positives et vérifiant limrQ. e(r)=0, pour















Le niveau de distribution associé à WD(X) est Q0(Y(r, t))−N avec N=
[log Xlog r] et ou` Y(r, t) est la fonction définie au lemme 3.1. Même si on
disposait dans le cas général pour D d’un niveau de distribution Q0 aussi
important que celui trouvé pour {0, ..., t−1}, l’application du crible
asymptotique n’en serait pas pour autant immédiate. Il faut en effet tenir
compte des irrégularités de la fonction wr, D et soigneusement vérifier si elles
ne rendent pas trop important le terme d’erreur qui dépend de r. Le cas le
plus ennuyeux semblerait être quand w(r), le nombre de facteurs premiers
distincts de r, est très important.
Dans le paragraphe 2, nous donnons les premières étapes de la preuve du
théorème 2. Ces étapes ont déjà été faites dans [DM], c’est pourquoi nous
n’indiquons pas tous les détails. Dans le troisième nous établissons les
majorations des intégrales ||FN,D ||1 qui seront utilisées dans les paragraphes
suivants consacrés aux preuves des différents théorèmes annoncés.
Dans tout ce qui suit, afin d’alléger l’écriture de certaines sommes, la
lettre q désignera toujours un entier premier avec r(r−1) et Pk un entier
ayant au plus k facteurs premiers.
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2. TRANSFORMATIONS EN SOMMES D’EXPONENTIELLES
Soient
FN, D(u)= D













1 [ a < q
:FN,D 1 aq2: .(2.1)
Dans le paragraphe 2 de [DM], nous avons montré que pour établir (1.3),





pour N [ log X(log r)−1, Q < Q0(log X)−B et B > 0 assez grand. L’étape
suivante consistait alors à rendre les fractions a/q irréductibles en mettant





Q1 [ u [ Q
C
Q




















:FN, D 1 aq2:
=RD, 1(N, Q)+RD, 2(N, Q),
par définition, où Q1=Q exp(−c `N ), c étant une constante positive ne
dépendant que de r et t.
Dans le paragraphe 4 de [DM], nous avons ensuite montré en utilisant
des résultats importants de [EMS1] et de [MS] l’inégalité
RD, 1(N, Q)° tN exp(−cŒ `N ),
avec cŒ > 0 ne dépendant que de r et de t.
Le reste de l’article est consacré à la majoration de RD, 2(N, Q).
3. RE´SULTATS SUR LES INTE´GRALES ||FN, D ||
a
a
Dans le paragraphe 4, nous verrons comment un niveau de distribution
Q0 (défini dans la ligne (1.3)) peut être obtenu moyennant une bonne
connaissance de ||FN,D ||1 ou de quantités liées à cette intégrale.
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L’objet de ce paragraphe est ainsi d’obtenir ces majorations. On rappelle




0 [ k < N
: C
d ¥D
e(rk du) :2 du=|D|N
(point (i) du lemme 6.1 de [DM]), ce qui fournit avec l’inégalité de Cauchy–
Schwarz la majoration ||FN, D ||1 [ tN/2.
Nos méthodes s’inspirent amplement de récents travaux effectués par
Fouvry et Mauduit sur des intégrales voisines dans [FM1] et [FM2].
Ils ont notamment montré le résultat suivant (proposition 1 et théo-
rème 1 de [FM1]): pour tout t non entier il existe deux constantes absolues








avec en outre 12 < lt [`cos(p/8)/2 . Ici nous ne faisons pas une étude
aussi précise, nous établissons simplement les majorations nécessaires aux
preuves des différents résultats annoncés dans l’introduction.
On pose GN,D(u)=t−NFN,D(u). On montre le
Lemme 3.1. (i) Si C vérifie l’inégalité (1.4), alors >10 |GN, D(u)| du [ CN.















Pour D={0, 1, ..., t−1}, C=Y(r, t) vérifie l’inégalité (1.4).
(iii) Si D={0, ..., r−2} et






11− log 1 tan p
r
22 si r=2s,
alors C=F(r, r−1) vérifie l’inégalité (1.4).
(iv) Pour r=3, D={0, 1}, on a >10 |GN, D(u)| du° (0.653)N, où la
constante implicite est absolue.
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Preuve de (i). On découpe l’intégrale de GN, D en des intégrales sur des





































En itérant ce procédé, on a la majoration annoncée.







:uD 1v+hr 2: .
Le majoration que nous allons obtenir est intéressante quand t est grand.
Puisque U(v)=U(1−v), il suffit de chercher le maximum de U sur








1 [ h [ r−1











1 [ h [ r−1 : 1sin 1p v+h
r
2 : .




































































avec a=r−h. Pour r2−v < h [ r−1, on a bien a−vr ¥ [1−vr , 12[.
C
r











































Le dernière expression est maximale en v=1/2. On obtient finalement:
max
v ¥ [0, 1]
U(v)= max





















: sin 1 tp 1v+kr 22
sin 1 (v+k) p
r
2 : ,
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sin 1 (v+k) p
r
2 .
Ensuite, on remarque le
Lemme 3.2. Les deux sommes du membre de droite de (3.5) sont oppo-
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Dans l’avant dernière ligne la somme sur k n’est pas nulle seulement si
j=0. Ceci termine la preuve du lemme 3.2.







































































En exprimant ensuite cette dernière somme sous la forme d’une intégrale de


























































log 12 sin p
2r
2 si r=2s+1.
En reportant dans (3.6), on obtient le résultat annoncé. Comme cotan pr [
1
2 sin p/2r , la majoration pour r impair est valable aussi pour r pair.
Preuve de (iv). La preuve de ce résultat est une transposition des para-
graphes IV. 2, 3 et VI de [FM1] à notre situation. On note IN l’intégrale à












0 [ k < N−1
|cos(3kpu)| du.
En itérant m fois ces opérations (découpage de l’intégrale en trois mor-





0 [ k < N−m
|cos(3kpu)| du,
















: f 1 (u+2)
3
26 ,
et pour m \ 0, Pm3 est le mème itéré de P3.
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On note M(m)=maxu ¥ [0, 1] |P
m
3 (1)(u)|.
On a ainsi la majoration pour m \ 1 : IN ° (M(m))N/m, où la constante
implicite ne dépend que de m.
Par ailleurs si f est une fonction continue, périodique de période 1, alors
une vérification simple montre que P3(f) reste continue et 1-périodique.
On a donc M(m)=maxu ¥ [−1/2, 1/2] |P
m
3 (1)(u)|.
L’intérêt de cette remarque est que pour f 1-périodique, P3(f) a une















2 f 1 (u−1)
3
24 .
On montre ensuite le
Lemme 3.3. Pour m \ 0, Pm3 (1) est paire et concave sur [−1/2, 1/2].
Remarque. Le lemme 3.3 entraîne que M(m)=Pm3 (1)(0).
Preuve du lemme 3.3. La parité se vérifie immédiatement par récur-
rence. La preuve de la concavité est analogue à celle du lemme 3, p. 592 de






avec aj(m) > 0 et 0 [ aj(m) < 1/2.
Pour m=0, le résultat est clair. L’opérateur P3 étant linéaire, pour passer
du rang m au rang m+1, il suffit de calculer P3(cos(apx)) pour 0 [ a < 1/2
et vérifier que sur [−1/2, 1/2] il peut s’écrire sous la forme (3.8).
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On utilise ensuite l’égalité trigonométrique








































(1−a) x2 cos 1p
3
(1−a)2 .
Finalement, on obtient pour x ¥ [−1/2,+1/2]:















2 , pm(cos apx) s’écrit bien sous
la forme voulue sur l’intervalle [−1/2, 1/2]. Ceci termine la preuve du
lemme 3.3.
Les fonctions Pm3 se calculent mais plus m est grand plus les calculs sont
longs, P3(1)(x)=(2/3) cos(px/3), et ainsi de suite. La majoration donnée
dans le lemme 3(iv) correspond à m=4, la 4ème itérée fournissant la
première valeur assez petite pour détecter des P3 dansWD.
















































4. PREUVE DU THÉORÈME 2
D’après (2.2) et (2.3), pour montrer le théorème 2, il suffit d’établir la
majoration
RD, 2(N, Q)° |WD(X)| (log X)−2−A° tNN−2−A,
où les constantes implicites peuvent dépendre de r, t et de A. Comme D est
de taille importante, la norme 1 de FN, D peut être prise en compte dans les
majorations. On reprend la notation GN, D=t−NFN, D.
On peut espérer améliorer le niveau Q0, en panachant dans les majora-
tions de RD, 2(N, Q) des produits de différentes puissances dans GN, D=
t−NFN,D.




:GN, D 1 aq2: [ C(a, q)=1 D0 [ k <M




M [ k < N1 −M






M [ k < N1 −M




N1 −M [ k < N1
:uD 1 rkat 2
t
:2




0 [ k <M




M [ k < N1 −M






0 [ k < N1 −2M




N1 −2M [ k < N1 −M





:H1 1 aq2:+ C(a, q)=1 :H2 1 aq2: ,
par définition et grâce au changement de variables m=rMa dans la
deuxième inégalité, changement de variables cohérent car (q, r)=1. Les
variables M=M(u) et N1=N1(u) dépendent de u, et seront optimisées
dans la suite. On applique ensuite le lemme de Sobolev Gallagher (cf.
[Mo], lemme 1.2 par exemple):
C
Q





















: dz° rN1 −M F 1
0
|Hi(z)| dz,
où la constante implicite ne dépend que de r et t. On est ainsi amené à

























Pour majorer ces intégrales on suit les procédés d’approximations succes-
sives du lemme 3.1(i). En remarquant l’égalité
max




0 [ h < r
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puis en utilisant le résultat du lemme 3.1(i), on montre que les intégrales I1
et I2 sont majorées par t−MCN1 −2M.








22 t−MCN1 −2M+rN1 −Mt−MCN1 −2M4(4.2)
° C
Qt −N/2+eN [ u < Q1
· · ·+ C
u < Qt −N/2+eN
· · · ° E1+E2,
avec e > 0 assez petit.





Qt −N/2+eN [ u < Q1
11q
u
22 t−N1/2+rN1/2 t−N1/22 .
Nous sommes dans la situation du paragraphe 5 de [DM]. On y optimise
la variable N1 de la même manière que dans ce paragraphe, N1(u)=
2 log(Q2/u2)
log r pour Qr
−N/4 < u < Q1, et N1(u)=N, pour Qt−N/2+eN < u [ Qr−N/4.
En supposant maintenant que t >`r , on est alors en mesure de trouver
eŒ > 0 assez petit tel que




2ème étape: majoration de E2. C’est ici que la norme || ||1 apporte de
nouvelles compensations. Au vu de (4.2), le M optimal correspond à
M=max 11, N1− log(Q2/u2)log r 2 .(4.4)
Dans les calculs qui vont suivre, on verra que la contribution de N1 appa-
raîtra sous la forme exp(−N1 log(Ct)). Un raisonnement analogue à celui
fait dans [FM1] à la fin du paragraphe IV.1, nous apprend que C > 1/t.
Ainsi, log(Ct) > 0, et le choix le plus intéressant pour N1 est N1=N.
On a alors M> 1, pour u > Qr−N/2. Soit U0=max(1, Qr−N/2), U0=1 si
Q [ rN/2. On découpe alors E2 en
E2= C
U0 [ u < Qt
−N/2+eN
· · ·+ C
u < U0
· · ·=E3+E4,(4.5)
bien entendu, E4 est nulle si Q < rN/2.
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On a ainsi
E3 ° C






exp 5−1N− log Q2/u2
log r
2 log t6










22(1+ log tlog r+2 log Clog r ).




log r )=2+(log t
2C4)/(log r) est alors supérieur à 1. On trouve ainsi:











à des puissances négatives de N près. On remarque que Q2 > rN/2 lorsque
C < r−1/2, E4 n’est alors pas nul et ce cas est réglé plus loin.
(b) Cas où t2C4r=1. On obtient alors E3 ° (log Q/C
N) ce qui est
un terme d’erreur admissible puisque C > 1t . Il reste alors à régler la
contribution de u < U0.
(c) Cas où t2C4r < 1. On obtient également un terme d’erreur
admissible si C > 1t (E3 ° C
−N).
(d) Majoration de E4 (pour U0 ] 1). Soit e2 > 0 que l’on précisera
plus tard. Pour majorer la contribution des u < U0, il suffit de majorer celle












u < Qr −N/2+e2N
rNCN(4.6)
° (tC)N Q+rN/2+e2NCNtN,
le deuxième terme du membre de droite de (4.6) est admissible pour e2 > 0
assez petit si C `r < 1, et dans ce cas le niveau Q doit vérifier Q <
N−B1C−N, avec B1 positif assez grand. Dans la situation (a) cette inégalité se
rajoute avec Q < Q2.
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3ème étape on récapitule. (On rappelle que Q0 est donné à des puis-
sances négatives de N près): Si C \ 1/ `r , le niveau Q0 est inférieur à rN/2
et vérifie Q0=rN((log tC)/(log C
4t2r)).
Si 1/`t r1/4 < C < 1
`r
, alors d’après (4.6), on a
Q0=min 1 1CN , rN log tClog C4t2r2 .
Cependant, on remarque que l’inégalité (log tC)/(log rt2C4) [ −log C/log r
est réalisée si et seulement si 4(log C)2+2(log C)(log rt)+log r log t [ 0,
i.e., si et seulement si log C ¥ [− log `r , −log `t]. Donc si 1/ `tr 1/4 <
C < 1/`r , alors Q0=C−N.
Enfin si C [ 1/ `t r1/4, alors Q0=C−N.
Ceci termine la preuve du théorème 2.
Remarque 1. On peut étendre le raisonnement du début pour combiner
d’autres normes et écrire des inégalités combinant les || ||a avec les normes
|| ||2a. Ce principe permet à notre avis d’obtenir des améliorations intéres-
santes seulement pour a=1 ou 2. Pour a=2, par exemple pour r=4 et
D={0, 1}, on peut partir de la majoration suivante
C
(a, q)=1




0 [ k < N1 −2M
cos2(4ka/q
× D
N1 −2M [ k [N1 −M
cos4(4ka/q),
avec N1 [N/2 et M [N1/2. Puis on termine quasiment de la même fac¸on
que dans ce paragraphe. L’amélioration obtenue est alors celle annoncée au
théorème 3(ii).
Remarque 2. Pour D={0, 1}, r=3, la constante C du théorème 2
correspond à la quantité M(1) définie dans la preuve du point (iv) du
lemme 3.1. Il est cependant clair que l’on peut reprendre la démonstration
et remplacer C par une constante M(m)1/m, les constantes implicites des
symboles de Landau O et ° , pouvant alors dépendre de m. On obtient
ainsi le niveau Q0=X0.342 annoncé au point (i) du théorème 3. Vu que
1
0.342 < 3−d3, avec d3=0.07426, ce niveau Q0 est assez grand pour que les
résultats du crible pondéré de Greaves [G] concernant la détection d’en-
tiers ayant au plus 3 facteurs premiers soient applicables (cf. aussi l’intro-
duction de [DM]). Le point (i) du théorème 3 est ainsi démontré.
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Remarque 3. Une démarche équivalente à (4.1) est d’appliquer l’inéga-
lité de Cauchy–Schwarz aux fonctions
f(a/q)= D
0 [ k <M






M [ k < N−M




On peut alors se demander s’il n’est pas possible pour certaines valeurs
du paramètre u, d’obtenir des majorations plus fines en appliquant plus
généralement l’inégalité de Hölder aux fonctions
f(a/q)= D
0 [ k <M






M [ k < N−M




La difficulté est que les intégrales rencontrées ne sont pas aisées à estimer,
l’optimisation des différents paramètres devenant alors très compliquée.
Nous avons cependant étudié les cas D={0, 1} et r=3, 4, et une simula-
tion sur mathematica (ce n’est pas une démonstration) semble annoncer
que notre choix (a=1/2 et l’inégalité de Cauchy–Schwarz dans le cas
r=3) était le meilleur.
5. PREUVE DU THÉORÈME 1
5.1. Cas où t=r−1 et r \ 5
D’après le théorème 2 et les points (i) et (iii) du lemme 3.1, l’inégalité
(1.3) est vérifiée pour un niveau Q0 avec
Q0=˛X log(tC)log(rt2C4)) si C \ r−1/2,1 1
C
2N si C < r−1/2,
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51− log 12 sin p
2r
26 .
Cette majoration est annoncée pour r impair, mais celle pour r pair est plus
fine.
Pour détecter des P2, le niveau Q0 doit être supérieur à X1/2 et ceci ne





on a montré dans [DM] (prop. 4) que la fonction de crible wr, D vérifie
wr, D(p)=1 si (r, p)=1. Cette fonction vérifie donc les conditions d’appli-
cation des cribles linéaires. Comme on l’a rappelé dans l’introduction, le
crible pondéré de Greaves [G] permet de détecter des P2 dans WD(X) dès




Pour Q0 de l’ordre de (
1
C )





Le plus petit r pour lequel F(r, r−1) vérifie (5.1) est r=15.
Il s’agit maintenant de vérifier que cette inégalité se conserve au delà de
r=15.
Soit L2=1, 95544, on définit aussi pour r \ 3 la fonction
h(r)=L2 log F(r, r−1)+log r.
On commence par montrer que h est décroissante pour r \ 9. Vu que
h(15) < 0, ceci prouvera alors que (5.1) est vérifiée au delà de r=15.


























Ainsi, hŒ(r) < 0, si et seulement si L2rFŒ(r, r−1)+F(r, r−1) < 0, c’est-à-
















Tout d’abord, on a
L2r
r−1−1 > L2−1. On remarque ensuite que la fonction
rQ 1− log 12 sin 1 p
2r
22
est pour r \ 2 une fonction croissante. Ainsi, pour r \ 9, on a:
−2
p(r−1)




51− log 12 sin p
18
26 < − 4
p(r−1)
.









Ceci montre donc que hŒ(r) < 0 pour r \ 9.
Certaines étapes intermédiaires de la preuve du point (iii) du lemme 3.1,
fournissent des majorations plus fines de F(r, r−1), mais non maniables












Cette formule permet d’obtenir un exposant assez petit pour r=12,
13, 14.
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Pour r [ 11, il faut revenir à (3.6), F(r, r−1) est le maximum sur






































si bien que l’on a sur cet intervalle: −log U(z)log r \ 1−
log 2
log r > 0.5114 pour r > 4.14,
c’est-à-dire pour r \ 5.
Ensuite pour z ¥ [u, v] … [ l(r−1) ,
(l+1)

























Lorsque u et v sont suffisamment proches, cette majoration est assez fine
pour obtenir l’inégalité a(z) > 0.5114, où on a posé a(z)=−log U(z)log r , et ainsi
établir (5.1).












Pour z=1/2, il devrait y avoir un terme en cotangente supplémentaire,
mais ici ce terme vaut 0 en 1/2.
On applique le principe de la majoration donné par (5.2) en découpant
l’intervalle [0.25, 0.5] en 9 sous intervalles [u, v], de la manière suivante:
[0.25, 0.26], [0.26, 0.27], [0.27, 0.3], [0.3, 0.32], [0.32, 0.35], [0.35, 0.38],
[0.38, 0.42], [0.42, 0.48], [0.48, 0.5]. En utilisant (5.2) sur chacun de ces
intervalles, on montre que pour tout z ¥ [0, 0.5], on a la minoration, a(z) >
0.513 > 0.5114.
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Pour r compris entre 6 et 11, la méthode est la même, nous indiquons ci
dessous les différents découpages choisis pour ces valeurs de r (la liste des
réels que l’on donne correspond aux extrémités successives des intervalles
choisis):
r=6 : 0.2, 0.22, 0.25, 0.29, 0.34, 0.4, 0.45, 0.5 et a > 0.52,
r=7 : 1/6, 0.2, 0.25, 0.3, 1/3, 0.4, 0.5, et a > 0.52
r=8 : 1/7, 0.16, 0.2, 0.25, 2/7, 0.3, 0.4, 3/7, 0.5 et a > 0.516,
r=9 : 0.125, 0.15, 0.2, 0.25, 0.3, 0.375, 0.5 et a > 0.54,
r=10 : 1/9, 0.15, 2/9, 0.3, 1/3, 0.4, 4/9, 0.5 et a > 0.513,
r=11 : 0.1, 0.15, 0.2, 0.3, 0.4, 0.5 et a > 0.52.
Bien entendu, en affinant les découpages on peut obtenir de meilleures
minorations de l’exposant de répartition a, notamment dans le cas r=10.
Tout ceci termine la preuve du point (i) du théorème 1.
5.2. Cas où t=ra, preuve du théorème 1(ii)
La démarche est identique à celle du précédent paragraphe dont on














vérifie l’inégalité (1.3) du théorème 2. Pour t=ra, avec a > 0, quand r tend







log(Y(r, t))=−a log r+log log r+O 1 1
log r
2 .
L’analogue de la relation (5.1) devient (1, 95544a−1)(1+o(1)) log r > 0, ce
qui est vérifié dès que a > 1/1, 95544=0, 511....
Pour de telles valeurs de a, on a log xlog Q0 [ 2−d2. Le crible pondéré de
Greaves détectant des P2 s’applique et on obtient le théorème 1(ii).
6. APPLICATION DU CRIBLE ASYMPTOTIQUE:
PREUVE DU THÉORÈME 4
Dans ce paragraphe nous établissons un résultat analogue au corollaire 2
de [FM2]. La clé de ce résultat est le crible asymptotique initié par
Bombieri puis développé par Friedlander et Iwaniec.
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Nous renvoyons le lecteur à l’Introduction de [FI] ou à la section 7 de
[FM2] pour un énoncé précis du crible asymptotique de Bombieri tel que
nous l’utiliserons. Nous adoptons ici les notations de ces deux articles.
Dans notre travail la fonction a(n) correspond à a(n)=1 si n ¥WD(X), 0





La principale condition d’application du crible asymptotique est l’existence







(Dans [FI] la condition sur z est légèrement plus forte z [min(X1/20,
X1/2k), et Fouvry et Mauduit ont remarqué qu’elle pouvait être allégée.)
Ainsi on désire trouver z tel que X/z < Q0(log X)−k−1, où Q0 est le niveau
de distribution. Soit N=[log Xlog r], d’après le théorème 2 et le point (ii) du
lemme 3.1, on a Q0=(Y(r, t))−N et la condition sur z devient
z > exp(N(log r+log(Y(r, t))+(k+1)(log log r+logN)).
Lorsque t=o(r), on a Y(r, t) ’ log tt , plus précisément pour t=r




=e(r)+O 1 log log r
log r
2 ,
pour t, rQ.. Les autres conditions sont aisées à vérifier. La seule condi-
tion non déjà établie ou non immédiate à vérifier est la condition (H5) de
[FI],
C
w [ p < u
g(p)
1−g(p)




pour tout u > w \ 2, c étant une constante et g est la fonction g(d)=
wr, D(d)/d. Les constantes implicites des termes d’erreur de [FI] dépendent
de c, il est donc important de vérifier si c ne dépend pas de r et de t.
Lorsque (p, r)=1, on a vu que g(p)=1/p. Sinon pour p | r, la proposition 4
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de [DM] nous apprend que g(p)=1t wD(p), avec wD(p)=|{d ¥D,
d — 0 mod p}|. Donc pour p | r, on a:







si p [ t.
On commence ainsi par écrire
C














On coupe la somme sur les p | r en deux morceaux: l’un portant sur les
p [ t, l’autre sur les p > t. Pour le premier morceau, on a:
C
w [ p < u




w [ p < u
















w [ p < u






On recolle alors cette majoration avec celle obtenue pour (p, r)=1. La





w [ p < u
log p
p−1−1/t
[ log 1c1 wu 2 ,
où c1 > 0 est une constante positive absolue lorsque t \`r , avec r \ 3.
Il reste à étudier
C
w [ p < u







w [ p < u







La condition (H5) est alors vérifiée pour une constante c=c1+c2 absolue
pour t \`r , r \ 3.
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où d’après les calculs précédents,
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