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We report the observation of the de Haas-van Alphen effect in IrTe2 measured using torque magnetometry at
low temperatures down to 0.4 K and in high magnetic fields up to 33 T. IrTe2 undergoes a major structural transi-
tion around ∼ 283(1) K due to the formation of planes of Ir and Te dimers that cut diagonally through the lattice
planes, with its electronic structure predicted to change significantly from a layered system with predominantly
three-dimensional character to a tilted quasi-two dimensional Fermi surface. Quantum oscillations provide di-
rect confirmation of this unusual tilted Fermi surface and also reveal very light quasiparticle masses (less than
1 me), with no significant enhancement due to electronic correlations. We find good agreement between the
angular dependence of the observed and calculated de Haas-van Alphen frequencies, taking into account the
contribution of different structural domains that form while cooling IrTe2.
Transition metal dichalcogenides are layered metallic com-
pounds which have rich electronic properties. They often
exhibit signatures of unusual electronic behaviour, such as
charge density wave (CDW) [1] and superconductivity [2–
4]. The CDW instability has often been explained as caused
by a partial nesting of the Fermi surface [1, 5] or, alterna-
tively, the direct effect of lattice distortions with unexpected
local modulations [6]. Recently, it has been found that IrTe2
shows a structural transition at Ts ∼280 K [7], which can be
suppressed by doping (for example, Pt or Pd) and a super-
conducting state is found with a maximum Tc close to 3 K
[8–10]. There have been numerous scenarios proposed to ex-
plain the nature of the structural transition in IrTe2 linked to
the possible Ir 5d charge modulation [10–12], anionic depoly-
merisation [13], crystal field effects [7], the disappearance of
a van Hove singularity close to the Fermi level [14] or, simi-
lar to other CDW dichalcogenides, associated with the partial
Fermi surface nesting [8, 15]. However, both optical spec-
troscopy [7] and angle resolved photoemission spectroscopy
(ARPES) [14, 15] find no evidence of the expected energy
gap, and NMR spectra see no CDW behaviour, instead sug-
gesting a lattice-driven transition [16]. Furthermore, under
applied pressure Ts increases whereas Tc decreases [17], op-
posite to what is expected for a CDW system [4].
An alternative scenario for the significant electronic, mag-
netic and structural changes at Ts in IrTe2 is based on de-
tailed understanding of the lattice effects as a function of tem-
perature [18]. These studies suggest that the low tempera-
ture (LT) phase of IrTe2 is an unexpected valence-bond state
(VBS) [18] with a highly non-sinusoidal structural modula-
tion with fundamental vector q0 = (15 , 0,
1
5
) [10, 13, 19, 20].
The predicted electronic structure of the low temperature
modulated phase is strongly influenced by Ir (and, to a lesser
extent, Te) dimerization. These dimers form planes that cut di-
agonally through the structural IrTe6 octahedral planes, with
reduced density of states at the Fermi level (see Fig. 1a).
This dimerization is predicted to cause a significant change
in the electronic structure, from a predominantly quasi-three-
dimensional (Q3D) Fermi surface in the high temperature
phase (HT) to a highly unusual quasi-two dimensional (Q2D)
Fermi surface tilted away from the lattice planes in the low
temperature (LT) phase below Ts [18, 21]. This LT phase is a
unique electronic structure among metal dichalocogenides.
Experimental knowledge of the Fermi surface is vital if we
are to conclusively address these predictions and understand
the novel phenomena of valence-bond formation in IrTe2.
ARPES measurements of IrTe2 at room temperature consis-
tently find agreement with the Fermi surfaces predicted from
first-principle calculations [14, 15], but fail to provide a clear
picture of the changes that occur below Ts. Two of the chal-
lenges which are likely to impede these experiments signifi-
cantly are: i) the unusual tilting of the proposed Q2D Fermi
surface away from the cleaving plane [22, 23]; ii) domain for-
mation due to the lowering in symmetry through the structural
transition. In this Letter we present a de Haas-van Alphen
(dHvA) study in the valence-bond state of IrTe2, which pro-
vides direct experimental evidence for the unusual tilted Q2D
Fermi surface. The experimentally measured effective masses
are relatively light, and do not show any significant enhance-
ment above the band mass, suggesting that electronic correla-
tions do not play a major role in this metallic system. We find
that in order to fully account for the observed data, the do-
main formation through the structural transition must be con-
sidered.
IrTe2 crystals were grown using Te flux, as reported pre-
viously [24]. X-ray data were taken on different single crys-
tals as a function of temperature, using an Agilent SuperNova
Diffractometer, fitted with liquid nitrogen open-flow cool-
ing (Oxford Cryosystems). The torque measurements were
carried out using piezo-resistive, self sensing cantilevers, on
more than four single crystals with sizes usually smaller than
70 × 70 × 10 µm3 (also characterized using X-rays) down
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FIG. 1. The effect of the structural transition in IrTe2. a) The HT and
LT reciprocal vectors, c∗HT and c∗LT , are indicated together with a
representation of a tilted Q2D Fermi surface in the VBS state. b) Sin-
gle crystal X-ray diffraction taken above and below Ts ∼ 283.5 K.
Below Ts a superstructure forms with vectors q′0=(0,1/5,1/5) and
q0=(1/5, 0, 1/5) within the 0kl and h0l planes for sample S1 (with
two domains) and and only q′0 for sample S2 (one domain), all in-
dexed in the HT hexagonal unit cell. c) Angular dependence of
torque for sample S1 at constant magnetic field (10 T) and temper-
atures. The shaded region shows the shift in angle while cooling
through Ts. d) The temperature dependence of the torque signal, τ0
and the shift in the phase, φ0, (as defined in the text) showing strong
anomalies at Ts. The rotation in the (ac) plane is always defined in
the HT rhombohedral structure (P 3¯m1 symmetry).
to 0.3 K, in static magnetic fields up to 18 T in Oxford and
33 T at the HFML in Nijmegen. Throughout this paper,
θ is defined as the angle between the magnetic field direc-
tion and the crystallographic c-axis in the HT rhombohedral
structure (spacegroup P 3¯m1) within the (ac) plane, such that
θ = 0◦ corresponds to H‖[001] (along cHT axis), θ = 90◦
to H‖[100] (along aHT axis) and θ = −90◦ to H‖[1¯00].
We calculated the band-structure using the linear augmented
plane wave method, with generalised gradient approximations
implemented in WIEN2k [25] using the structural parameters
from Ref.[18] [26]. Spin-orbit coupling was included for all
calculations. The extremal Fermi surface areas for the triclinic
P 1¯ symmetry were calculated using SKEAF [27].
Figure 1b) (top panels) shows two typical sets of diffraction
patterns above Ts, for two different samples S1 and S2, in-
dexed using a HT hexagonal unit cell. The diffraction patterns
measured below Ts, show additional superstructure peaks at
q
′
0
=(0,1/5,1/5) and q0=(1/5, 0, 1/5) [see Figure 1b) middle
and bottom panels]. These extra reflections are visible be-
tween the main diffraction spots of the HT unit cell, in both the
0kl and h0l planes for sample S1, indicating the presence two
domains, but they are present in only one direction for sample
S2, suggesting that it contains a single domain [13, 18]. STM
measurements found that different crystals of IrTe2 could dis-
play additional charge modulations, qn=(3n + 2)−1, over a
large temperature range [20]. However our low temperature
X-ray measurements, performed well below Ts, show only
the presence of 1/5 modulation in both samples S1 and S2 (as
also found in Ref.[21]), and we find further evidence of do-
main formation in our torque measurements.
Magnetic torque is caused by magnetic susceptibility
anisotropy, measuring the misalignment of the magnetiza-
tion with respect to a uniform applied field, H . It is given
by τ = M × µ0H where M is the bulk magnetization.
For IrTe2, if M and H lie in the (ac) plane, then τ =
µ0(MaHc −McHa) =
1
2
µ0∆χacH
2 sin(2θ-φ0)= τ0 sin(2θ-
φ0), where ∆χac is the susceptibility anisotropy between the
(HT rhombohedral) c-axis and a-axis and φ0 is the angle shift
that arises due to change in symmetry and tilting of the c∗ axis
relative to the HT structure [see also Fig.1a)]. Fig. 1c) shows
the angular dependence of torque for a single crystal of IrTe2
(S1), at different temperatures, in a constant applied magnetic
field of 10 T. Using the above expression for τ , we fitted the
data in Fig. 1d) for sample S1, and found that there is large
reduction of amplitude, ∆τ0 ≈ 40 %, through the structural
transition at Ts (proportional to ∆χac) and a significant phase
shift. The decrease in amplitude at Ts is likely to be caused
by the change in susceptibility anisotropy as the system lowers
it symmetry, but the change in electronic susceptibility [12],
caused by a decrease in the density of states at the Fermi level
[7] could also play a role. We observe an angular shift of
φ0 ∼ 10
◦
, while cooling throughTs, [Fig.1d)], which is likely
to be associated with the tilting of the c∗ axis below Ts such
that it is no longer perpendicular to the lattice planes, as ex-
pected in the VBS (shown schematically in Fig.1a) [18, 21]).
Torque magnetometry in metallic systems at low tempera-
tures allows access to anisotropic Fermi surfaces through the
observation of quantum oscillations (de Haas-van Alphen ef-
fect) and has been successfully used to measure the Fermi sur-
face of other dichalocgenides, such as 2H-NbSe2 [28]. Fig.1c)
shows clear quantum oscillations at 2 K superimposed on a
background signal, as measured for sample S1. In Fig. 2a)
we show the field dependence of torque for sample S2 mea-
sured at 1.4 K for different orientations in magnetic field.
Quantum oscillations are clearly observed in the raw torque
signal over a wide angular range in different single crystals
of IrTe2. The oscillation frequencies were extracted using a
fast Fourier transform (FFT) of the raw data (after subtract-
ing a low order polynomial to correct for background torque).
Each of these frequencies Fi are related to the extremal cross-
section areas Ai of the Fermi surface by the Onsager relation,
Fi = ~Ai/(2pie), for a particular field orientation, as shown
in Fig.2b). The spectra close to θ = 0◦ are dominated by mul-
tiple frequencies below 1 kT that are observed over a large an-
gular range. In high magnetic fields (above 15 T) we can also
detect the presence of additional, higher frequencies around
1.5–4 kT, but no further frequencies were observed in fields
up to 33 T and temperatures down to 0.3 K.
Fig. 2c) shows the temperature dependence of the quan-
3FIG. 2. Quantum oscillations in IrTe2. a) Field dependence of
torque for sample S2 measured at 0.4 K for different orientations
in magnetic field. b) The corresponding FFT spectra (with ampli-
tudes scaled as A3/4) using a large field window 5−33 T to separate
lower frequencies below 2 kT and 20 − 33 T to detect higher fre-
quencies. c) Temperature dependence of quantum oscillations for
sample S1 at θ = 54◦. The inset shows the temperature dependence
of the scaled FFT amplitudes for individual frequencies fitted to the
Lifshitz-Kosevich formula (8-18 T) to extract the effective masses,
m∗ [29].
tum oscillations for sample S1 that are visible up to 20 K for
θ = 54◦. The inset shows the temperature dependence of the
corresponding FFT amplitudes fitted to the Lifshitz-Kosevich
expression [29] in order to extract the effective masses corre-
sponding to each individual frequency. The extracted values
of the effective masses for different orientations in magnetic
field are listed in Table I. We find similar values of frequen-
cies and masses for different samples when the magnetic field
is aligned along the c axis in the HT phase. All masses were
small, below 1.1me, suggesting that they originate from rather
wide 5d and 5p bands with Ir and Te character [7, 18].
In order to be able to determine the shape of the Fermi sur-
face we need to understand the overall angular dependence of
the observed frequencies in IrTe2. Figs. 3a) and b) show de-
tailed angular dependence of the observed dHvA frequencies
plotted as a colour map of the FFT amplitude for samples S1
and S2, respectively. We observe that the frequencies are pe-
riodic over 180◦, but have no further symmetry. In the case of
a Q2D Fermi surface, one would expect frequency branches
with minima at θ = 0◦ and an F/ cos θ dependence, which
would disappear before reaching θ = 90◦ [see Fig. 3c)]. We
have calculated the expected frequencies for the HT rhom-
bohedral Q3D Fermi surface that is composed of a strongly
corrugated cylindrical Fermi surface dominated by the Ir 5d
orbitals [band 1 in Fig. 3c)] and a complex inner band of pre-
dominantly Te 5p orbital character (band 2 in Fig. 3c). The
outer band 1 produces frequencies in excess of 10 kT [see
Fig. 3c)] and rather heavy masses (1.5 to 1.8 me) that are
much larger than those observed experimentally. However,
the inner band shows a mixture of Q2D Fermi surfaces with
frequencies below 5 kT, and Q3D ones with frequencies be-
low 1 kT that extend over the entire angular range, shown in
Fig. 3c). The calculated frequencies and masses for the in-
ner band (band 2) are in a similar range to those we observe
experimentally, but the number of frequencies, their angular
dependence and the lack of symmetry around θ = 0◦ suggest
that the Fermi surface of IrTe2 in the LT phase is quite dif-
ferent to that of the HT phase, and originates from a lower
symmetry structure. Moreover, our frequency spectra have
minima away from the rhombohedral axes, either close to
θ ≈ −30◦ or θ ≈ 54◦ for S1 [indicated by the dashed lines in
Fig. 3a) and b)], suggesting that the c∗ in the LT phase axis is
tilted relative to that of the HT phase. The most likely reason
for this behaviour is the unusual electronic structure result-
ing from the 1/5-modulated triclinic structure [18] (Fig. 1a)),
also suggested by our X-ray diffraction data on the same crys-
tals [Fig. 1b)]. The predicted Fermi surface in the LT phase
is shown in Fig.3d), and is composed of multiple Q2D bands
as well as Q1D bands (the latter would not give any quan-
tum oscillation signal due to the lack of closed extremal orbits
for any orientation of the magnetic field). As the symmetry
axis for the quasi-two dimensional bands is tilted away from
the HT c∗
HT
direction, we would expect the location of the
minima in frequency to be significantly shifted, as we see in
experiments.
While cooling through the phase transition at Ts, single
crystals of IrTe2 are prone to domain formation, as the direc-
tion of dimerisation must be chosen while changing symmetry
[18]. The P 3¯m1 rhombohedral space group has twelve sym-
metry operations, while the triclinic P 1¯ has two; upon cool-
ing from P 3¯m1 to P 1¯ six possible domains can form [see
Supplementary Material (SM)]. Using the bandstructure cal-
culations for the dimerized state of IrTe2 [18], we have cal-
culated the predicted dHvA frequencies for the different do-
mains, as shown in Fig. 3d). We find that the simulated spec-
tra of frequencies show local minima in different locations for
different domains, and this helps us to identify which domains
are present in our crystals. In Fig. 3a) we compare the mea-
sured frequencies for sample S1 with those calculated for each
domain, and a good fit is found by considering two domains
[domain D1 with local minima in frequency at θ ∼ −30◦ and
domain D3 with local minima at θ ∼ 54◦, indicated by the
dotted lines in Fig.3a)]. The torque data for Sample S2 can
be described by the presence of a single domain, domain D1,
as shown in Fig.3b), in good agreement with the X-ray data
shown in Fig. 1b). However, in sample S1 the two domains
revealed by the torque measurements were also present in the
low temperature x-ray measurements [Fig. 1b)].
Comparisons of calculated frequencies and effective
masses with our experimental data for different orientations
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FIG. 3. Comparison between the measured and calculated angular dependence of the dHvA frequencies of IrTe2 for a) sample S1 (top panels)
and b) S2 (bottom panel). The experimental data are compared with calculations (solid lines) for domains D1 and D3 for sample S1 and
domain D1 for sample S2, with the local dHvA frequency minima for each domain indicated by the dashed lines. In the colourmaps, the FFT
amplitudes are scaled as A3/4 and the data are collected every 4.5 degrees. The frequency branches not compared to simulations correspond to
the second harmonics of the lower, stronger frequencies. The calculated angular dependence of the predicted dHvA frequencies and the Fermi
surfaces corresponding to the c) HT structure and d) LT dimerized structure for the six possible domains D1-6. The Brillouin zones of both
structures are indicated by the solid lines.
are listed in Table I. The calculated values of the frequencies
and masses are in the same range as those measured for sam-
ple S1. We find that the smallest measured orbit of 120 T
matches well with the smallest possible calculated orbit of
190 T in the P 1¯ structure and there is overall good agreement
between the measured and calculated values. No significant
mass enhancement above the band mass mb is detected, as
shown in Table I. We can account for all four Q2D sheets of
the Fermi surface in the LT phase, but we notice that the mea-
sured frequencies of band 4 are consistently ∼ 100 T smaller
than simulations, suggesting that this Q2D cylinder is slightly
smaller than those predicted by calculations; this effect may
be due to small variation in the lattice parameters, as calcula-
tions are considering a LT structure at 220 K [18] and further
variations in amplitudes for sample S2 as compared with sam-
ple S1 are due to the smaller crystal size [30]. The presence
of a quasi-two dimensional Fermi surface tilted away from the
main cleaving planes is likely to have a detrimental effect on
surface sensitive probes, such as ARPES, where the underly-
ing Fermi surface of IrTe2 in the VBS would be obscured due
to the strong kz dispersion [14].
To summarize, we have experimentally determined the
Fermi surface of IrTe2 in the valence-bond state as being
quasi-two dimensional with the symmetry axis tilted away
from that of the high temperature layered structure, in good
agreement with the first-principles band structure calcula-
tions. The measured effective masses are very light and close
to the the calculated band masses, suggesting that electronic
correlations do not play an important role in IrTe2. To fully
describe our data the contribution of different domains, which
TABLE I. Comparison between the measured quantum oscillations
frequencies, F , and effective masses, m∗, for sample S1 and the cal-
culated values (mb, band mass) for the LT dimerized state of IrTe2 in
the presence of two domains (D1 and D3) and for two θ orientations
in magnetic field.
θ = 0◦ θ = 54◦
calculations experiment calculations experiment
F mb F m
∗ F mb F m
∗
(T) (me) (T) (me) (T) (me) (T) (me)
1a 318 0.27 303(1) 0.34(1) 194 0.33 164(2) 0.50(1)
1b 655 0.59 689(7) 0.56(1) 461 0.34 357(1) 0.34(1)
4a 508 0.29 420(1) 0.31(1) 354 0.27 246(9) 0.27(1)
4b 667 0.42 588(3) 0.47(1) 523 0.38 - -
2a 1305 0.73 1266(4) 0.72(5) 640 0.55 607(1) 0.48(1)
2b 1426 0.88 1530(10) 0.89(2) 1032 0.58 1024(6) 0.66(2)
3a 2705 0.77 - - 658 0.58 674(10) 0.47(1)
3b 2911 1.20 2968(8) 0.98(1) 1742 0.53 1688(8) 0.57(1)
form through the structural phase transition, needs to be con-
sidered. These results confirm that below the structural tran-
sition IrTe2 becomes a weakly correlated metal with a tilted
quasi-two dimensional electronic structure in its valence-bond
state.
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