This paper is concerned with the problem of controlling a system of constrained dynamic subsystems in a way that balances the performance degradation of decentralized control with the practical cost of centralized control. We propose a coalitional control scheme in which controllers of subsystems may, as the need arises, group together into coalitions and operate as a single entity. The scheme employs a robust form of distributed model predictive control for which recursive feasibility and stability are guaranteed, yet-uniquely-the reliance on robust invariant sets is merely implicit, thus enabling applicability to higher-order systems. The robust control algorithm is combined with an algorithm for coalition forming based on consensus theory and potential games; we establish conditions under which controllers reach a consensus on the sets of coalitions. The recursive feasibility and closed-loop stability of the overall time-varying coalitional control scheme are established under a sufficient dwell time, the existence of which is guaranteed.
Introduction
Distributed and decentralized forms of model predictive control (MPC) have attracted significant attention as techniques for controlling large-scale constrained systems. Many proposals have been made, differing according to the nature or source of the coupling between subsystems, and the algorithmic approach taken to coordinate control actions (Christofides et al., 2013; Maestre and Negenborn, 2014; Scattolini, 2009) .
A near-ubiquitous assumption in distributed MPC is that the system is initially partitioned into subsystems coupled via dynamics, constraints or objectives. A typical approach then assigns an MPC controller to each subsystem, and focuses on what communication is needed, or assumptions necessary, to ensure system-wide constraint satisfaction, stability and optimality. Depending on the partition, however, the degree and strength of coupling may change; indeed, it is well known that the system partition has fundamental implications for many aspects of control system design and operation including, inter alia, controllability and observability, dimensionality and complexity, communication, stability and performance (Šiljak, 1991) .
A question that naturally arises, therefore, is what is the best choice of system partition for a system that is to be controlled by distributed or decentralized MPC? There is relatively little on this in the literature: early work by Motee and Sayyar-Rodsari (2003) proposed to se-Email addresses: p.baldivieso@sheffield.ac.uk (Pablo R. Baldivieso-Monasterios), p.trodden@sheffield.ac.uk (Paul A. Trodden) lect an optimal partition online by minimizing an unconstrained open-loop performance index; more recent contributions (Pourkargar et al., 2017; Zheng et al., 2018) , considering constraints, have used community detection algorithms to decompose, offline, the system-wide optimal control problem into problems with minimal overlap and weak interactions. Similarly, (Barreiro-Gomez et al., 2019 focus on finding offline a suitable partition based on different criteria, for example minimization of communication requirements, and topologies that facilitate the computation of game theoretic metrics.
A contemporaneous and relevant development is the emergence of coalitional control schemes (Fele et al., 2017) . Such schemes aim to design control strategies that optimize (on-line) the trade-off between control performance, complexity, and communication. This is achieved by controllers acting cooperatively or independently at different times. This is the idea pursued in the current paper.
The coalitional control literature first considered an unconstrained linear quadratic (LQ) setting and focused on analysing the benefits of controlling subsystems in coalitions. Tools from cooperative game theory-the Shapley value (Muros et al., 2018) , Harsanyi power solutions (Muros et al., 2017a) , and the Banzhaf value (Muros et al., 2017b )-have been applied and studied. When constraints are present, however, unconstrained LQ control may be deficient; Fele et al. (2018) therefore proposed a coalitional MPC scheme wherein constraints are handled naturally, and the system partition is determined from bargaining between predictive controllers. Under assumptions of recursive feasibility and weak coupling, input-to-state (ISS) stability was established regardless of when and which coalitions were formed.
The problem of guaranteeing recursive feasibility and closed-loop stability in coalitional MPC is actually nontrivial. The main issue is indeed that the time-varying coalitional system is a switched or switching system for which feasibility and stability are not naturally maintained. Additionally, coalitional MPC inherits and exacerbates the fundamental challenges of distributed MPC for dynamically coupled subsystems: in order to guarantee feasibility and stability, the control algorithm must either rely on iteration between controllers at each sampling time (e.g. (Venkat et al., 2008) ), or use techniques from robust MPC (e.g. (Farina and Scattolini, 2012; Trodden and Maestre, 2017) ), even though the underlying control problem is a nominal one. The latter family of approaches are iteration-free but bring their own challenges in the coalitional setting: firstly, the dynamics of a coalition may be of high order, even if the constituent subsystem dynamics are of low order; secondly, the coalitions will vary, both in size and in membership, over time. Both of these features render impractical a control approach based on robust invariant sets, since these are prohibitively difficult to compute-even offline-for systems of anything other than low order. With these challenges in mind, the contributions of this paper are three-fold:
• In Section 3, we present a distributed scheme for time-invariant coalitions of subsystems with guarantees of robust recursive feasibility and stability, despite the a-priori unknown disturbances arising from interactions, yet minimal reliance on invariant sets. The proposed scheme, first developed in (Baldivieso Monasterios et al., 2017) , employs two MPC controllers for each subsystem. Crucially, the design and formulation of the MPC problems, and the invariance-inducing control law, does not require the explicit characterization of a robust invariant set, but relies only implicitly on the existence of one.
• We propose, in Section 4, a scheme for selecting partitions online using consensus optimization. Subsystems optimize their opinion and reach a consensus on what the system partition should be at the current state. The choice of consensus objective function is shown to be a potential function, and the consensus algorithm inherits strong properties from potential games, including finite-iteration convergence.
• In Section 5, we combine the robust control and consensus-based partition selection algorithms to produce a time-varying coalitional control scheme wherein controller re-design, in response to the system having re-organized into new coalitions, requires the solving of a linear programming problem. We study the properties of the time-varying system, and establish conditions under which it is feasible and stable.
Section 2 defines the problem. The results are illustrated in Section 6. Proofs are given in the Appendix.
Notation and basic definitions: I ≥0 and I >0 are the sets of non-negative and positive integers; I a:b is the set of integers between a < b. R ≥0 and R >0 are the sets of non-negative and positive real numbers. |x| denotes the ℓ 2 -norm, x 2 , of a vector x ∈ R n . A C-set is a compact and convex set containing the origin, while a PC-set is a C-set with the origin in its interior. For two sets A and B, the Minkowski sum is
is said to be invariance inducing over the set R. The origin is locally stable for a discrete-time system x + = f (x) if, for any ǫ > 0, there exists a δ > 0 such that x(0) ≤ δ implies ∀k ∈ I >0 , x(k) ≤ ǫ; if, in addition, for any x(0) ∈ X, x(k) → 0 as k → ∞ then the origin is asymptotically stable with region of attraction X; if x(k) ≤ cγ k x(0) for all x(0) ∈ X, where c > 0 and γ ∈ (0, 1), then the origin is exponentially stable with region of attraction X. A function α : R ≥0 → R ≥0 is said to be a K-function if it is continuous, strictly increasing, and has α(0) = 0.
Problem statement and preliminaries

The system and its partition into subsystems
We consider the problem of controlling a discrete-time, linear time-invariant system
where x ∈ R n , u ∈ R m are the state and control input, and x + is the state at the next instant of time. We consider that a basic partitioning of (1) into a number, M , of independently actuated subsystems is known. The dynamics of subsystem i ∈ M {1, . . . , M } are
and x i ∈ R ni , u i ∈ R mi are the state and input of i ∈ M, with x = (x 1 , . . . , x M ), u = (u 1 , . . . , u M ) the aggregate state and input respectively. The set of neighbours of sub-
The system is constrained via local, independent constraints on the states and inputs of each subsystem, i.e.,
Assumption 2 (Constraint sets). The sets X i ⊂ R ni and U i ⊂ R mi are PC-sets.
Coalitions of subsystems and partitions of the system
The setting of the paper is to consider that subsystems may grouped together into, and controlled as, coalitions.
Definition 1 (Coalition of subsystems). A coalition of subsystems is a non-empty subset of M.
The idea is that each coalition of subsystems operates and is controlled as a single entity; a coalitional controller replaces (or coordinates) the local subsystem controllers. Viewed differently, the grouping of the subsystems into coalitions induces an alternative partitioning of the system.
Definition 2 (Partition of the system). A partition of the system is an arrangement of the M subsystems into C ≤ M coalitions: formally, the partition of M = {1, . . . , M } is the set C = {1, . . . , C}, satisfying the following properties:
Coalitional control problem
The aim is to solve the following optimal control problem: from a state x(0), determine the control policy and coalitional policy that minimizes the bi-criteria cost
The term J(C, x) is supposed to measure the practical or operating cost of controlling subsystems in coalitions: it may include, for instance, costs on communication, computation and complexity.
Assumption 4 (Positive definite stage cost). Q i and R i are, for each i ∈ M, positive definite matrices.
The idea is to determine the infinite-horizon control sequence u(0) = u(1), u(2), . . . and partition sequence C(0), C(1), . . . that minimizes this system-wide joint cost on regulation performance and practical operation. (In contrast, the coalitional MPC scheme of Fele et al. (2018) aims to minimize individual subsystem performance costs by using coalitions and game-theoretical measures to allocate payoffs.) It has been shown, via a range of applications, that there is a potential benefit to performance of employing different coalitions over time Muros et al., 2014 Muros et al., , 2017c . However, the optimal control problem is generally intractable-even when J(C) is well defined-as it is an infinite-dimensional combinatorial optimization problem. Thus, in the sequel we propose a suboptimal way to solve this problem while achieving guarantees of constraint satisfaction and stability.
Robust MPC for time-invariant coalitions
We first consider the scenario where the set of subsystems M are arranged into a collection of fixed coalitions {c 1 , c 2 , . . . , c C }. The aim is for each coalition, acting as a single entity, to regulate its combined state to the origin, while respecting constraints. To this end, each coalition is equipped with a model predictive controller. 2 Owing to the presence of dynamic coupling between coalitions, manifested as the disturbance w c = d∈Mc A cd x d for coalition c, consideration needs to be given to handling interactions adequately in order to achieve constraint satisfaction and stability (Scattolini, 2009 ).
Among the numerous DMPC schemes, algorithms based on robust techniques have the advantage of achieving feasibility and stability guarantees without relying on inter-agent iterations and negotiation (Farina and Sca 2012; Riverso and Ferrari-Trecate, 2012; Trodden and Maestre, 2017) . The fundamental ingredient for such schemes is the availability of an RCI set, R c , for the uncertain dynamics of each coalition that arise when the state interaction is treated as a disturbance (i.e., x + c = A cc x c + B c u c + w c with w c = d∈Mc A cd x d a-priori unknown) along with its invariance-inducing control lawκ c (·). In the simplest implementation, the set R c is used to tighten the constraint sets, i.e., as X c ⊖ R c and U c ⊖κ c (R c ), in a nominal MPC problem that employs the disturbance-free predic-
where the first term is the implicit control law arising from the nominal MPC-bounds the mismatch between true variables (x c , u c ) and nominal variables (x c ,ū c ), and ensures recursive feasibility of the MPC problems and stability of the closed-loop system.
As explained in the Introduction, however, the features of the coalitional control problem render these approaches impractical. To address this challenge, we adopt therefore the "nested" robust approach initially developed in (Baldivieso Monasterios et al., 2017) . This approach replaces the ancillary robust control law-which usually requires knowledge of R c -with a secondary MPC controller. Constraint restrictions in the primary MPC formulation are achieved via simple scalings of X c and U c rather than the exact restrictions. We find that the closed-loop properties of the scheme rely on the implicit existence of an RCI set, with the implication for design and implementation that there is no need to either explicitly characterize or compute the RCI set, or impose it anywhere in the MPC constraints. Consequently, the dependency on invariant sets is minimized, while stability and feasibility guarantees are retained, making the approach more suitable for higher-order dynamics.
Primary MPC controller for coalition c ∈ C
The primary controller, following conventional tubebased MPC, employs a nominal prediction model along with simple constraint restrictions. For coalition c ∈ C with (nominal) statex c , the optimal control problem is
is defined by the following constraints for j ∈ I 0:N −1 :
x c (0) =x c , 3x c(j) denotes the prediction of statexc at prediction step j, starting fromxc(0) =xc, the current measurement ofxc.x
where X c i∈c X i and U c i∈c U i . The simple choice of the origin as terminal set is to facilitate the applicability to higher-order dynamics. Selection of the scaling parameters α x c , α u c ∈ (0, 1) is described later. ProblemP c (x c ) is a finite-horizon approximation to the coalition c's share of the infinite-horizon problem (2), omitting the cost J(C). Solving this problem yields the sequence of nominal control actionsū 0
Taking the first term of the sequence and applying it to coalition c defines the implicit feedback law
The primary problems are solved in parallel by each coalition, and each then communicates the associated optimized state sequencex 0 c (x c ), to its neighbours d ∈ M c .
Secondary MPC controller for coalition c ∈ C
Having receivedx 0 d (x d ) from neighbouring coalitions d ∈ M c , the controller for coalition c solves a secondary MPC problem employing a refined prediction model
wherew c = d∈Mc A cdxd is the planned disturbance using the primary information obtained from the neighbours; this information forms the (N + 1)-length sequence of fu-
The aim of the secondary controller is to design perturbations to the nominalū 0 c (x c ) in order to handle the planned interactions. We define the error variablesē c x c −x c andf c û c −ū c . The secondary problem is then
where the cost function has, for simplicity but not necessity, the same structure as the one in the primary problem (albeit in terms of variablesē c andf c and a horizon H), and the setF H c (ē c ;w c ) is defined by the following constraints for j ∈ I 0:H−1 :
Similar to the primary problem, the constraint sets are scaled versions of the original sets, albeit with different scaling factors. The horizon of this problem is H; sincē w c (N ) = 0, then setting H ≥ N + 1 will ensure that the disturbance is dealt with during the first N steps of the predictions, with the remaining H − N steps allowing the predicted error to be driven to zero, as required by the terminal constraint. The solution of this problem is the sequence of controls
Overall robust controller and algorithm
Closing the loop with u c =κ c (x c ) +κ c (ē c ;w c ) does not, however, guarantee constraint satisfaction, feasibility and stability for the true coalition dynamics x + c = A cc x c + B c u c +w c , because part of the interaction is still neglected: the true disturbance is w c = d∈Mc A cd x d and not the planned one,w c = d∈Mc A cdxd , used for predictions in the secondary MPC.
The control law is, therefore, completed with a final termκ c (ê c )-the requirements on which are given in the next section-that acts on the unplanned errorê c x c −x c that arises from the unplanned, residual disturbanceŵ c w c −w c . The total error is e c =ē c +ê c = x c −x c . Since x c =x c +ē c +ê c and u c =ū c +f c +f c , the resulting threeterm policy defines a feedback control law on the true state x c :
This three-term control law is employed in Algorithm 1.
Algorithm 1 (MPC for coalition c).
Online Routine:
and apply u c =ū 0 c +f 0 c +κ c (ê c ).
Update controller states asx
+ c = A ccxc + B cū 0 c and e + c = A ccēc +B cf 0 c +w c (wherew c is the first element inw c ),w + c = {w c (1), . . . ,w c (N ), 0}, andV + c =V c − [ē ⊤ c Q cēc +f 0⊤ c R cf 0 c ].
Wait one time step; set
k = k + 1,x c =x + c ,ē c =ē + c , w c =w + c ,V c =V + c ,
and go to
Step 1.
Closed-loop properties
Recursive feasibility and stability of the algorithm were established in Baldivieso Monasterios et al. (2017) , and are here tailored to the coalitional setting. The procedure for the design of the final term in the control law and the constraint scaling parameters, given in Appendix A, is assumed to terminate having met the following assumptions.
To aid the statement of the results, we make the following definitions:
Recursive feasibility for time-invariant coalitions is then established in the following proposition.
Proposition 3.1 (Recursive feasibility). Suppose that Assumptions 1-6 hold. Then, for each coalition c ∈ C:
Stability then follows under the following assumption, which ensures that once the state has entered the robust invariant set around the origin, the collection of invarianceinducing control laws then bring the state asymptotically to the origin.
Assumption 7 (Decentralized stabilizability). The control laws u c =κ c (x c ), c ∈ C, together asymptotically stabilize the system x + = Ax + Bu in a neighbourhood R C of the origin.
Theorem 3.1 (Stability). Suppose that Assumptions 1-7 hold. Then, for each c ∈ C, the origin is exponentially stable for the nominal coalition systemx + c = A cc x c + B cκc (x c ) and asymptotically stable for the true coalition system
Finally, we note some consequences of these results.
The set ER c is difficult to characterize, given its dependence on the feasibility set of the secondary MPC controller,Ē H c (w c ), with the latter parameterized byw c . Nevertheless, the basic principle of tube-based robust MPCthat the trajectory of the uncertain system is contained within a tube around the trajectory of the nominal systemholds.
Selection of the system partition
In this section we consider the problem of choosing a suitable partition for the system. The overall cost in (2) measures the performance and practical costs of using different partitions over time. However, the infinite-horizon combinatorial optimization problem implied by minimizing (2) is intractable. Our approach is therefore to decouple the problems of regulation and partition selection: the previous section presented a regulation algorithm for fixed coalitions; in this section, we develop a partition selection algorithm, using consensus optimization, to select the system partition at a fixed state; in Section 5, the partition selection and regulation algorithms are combined to produce the overall approach, which varies the system partition in time while regulating its states.
Consensus optimization problem for partition selection
The solution we propose to selecting the system partition is as follows: each subsystem i ∈ M has an initial opinion on the system partition, then an iteration process begins where subsystems exchange information until a consensus on the system partition is reached. With the system at a state x, we define the following consensus optimization problem for subsystem i ∈ M:
In this problem, the decision variable C [i] is subsystem i's opinion on the system partition C;
j∈Mi is the collection of neighbour's opinions, assumed fixed at the point of solving this problem. The collection of all opinions,
The objective function comprises two terms: the first term, as common in consensus, penalizes differences between the opinion of subsystem i and the opinions of its neighbours, via the following indicator function. For i ∈ M,
Thus, J consensus i = 0 if subsystem i and its neighbours j ∈ M i agree on being within, or not being within, the same coalition.
The second term in the objective penalizes a weighted function of link power of coalitions in subsystem i's opinion. The scalar σ ij = σ ji > 0 is the power associated with the link between subsystems i and j that being in a coalition together implies. In the simplest case, σ ij = 1 so that j∈Mi σ ij 1 − δ ij (C [i] ) merely counts the number of neighbours of subsystem i contained within the same coalition. More sophisticated approaches have used game-theoretic measures with the aim of the link power accurately capturing the cost of using each link versus the benefit it brings to closed-loop performance (Muros et al., 2017b) .
Both terms are weighted by a state-dependent function that measures the coupling strength between a pair of subsystems:
The overall effect is as follows: the minimization of the consensus term in the objective promotes agreement on the system partition, with higher preference for putting more tightly coupled subsystems into the same coalition. The second term, penalizing weighted link power (where ρ, ǫ > 0), is included as a regularization term. The absence of this may lead to pathological cases: in particular, a solution profile (C e Example 2 (Dependence on state). For the same system, but now with x 1 = x 2 = x 3 = 0, J consensus
Example 3 (Regularization). For the scenario in Example 2, the profile C
The consensus algorithm and its convergence
As a prerequisite to the consensus-based algorithm for partition selection, we establish useful properties of the game between subsystems that arises from the definition of the consensus optimization problems. In particular, this forms a potential game (Monderer and Shapley, 1996) , for which strong results apply to the equilibrium actions of the game and convergence of algorithms to these solutions.
Definition 3 (Finite exact potential game (FEPG)). The game defined by a set of players M = {1, . . . , M } with finite action sets A = {A i } i∈M and objective functions
Definition 4 (Nash equilibrium). An action profile a * = (a * 1 , . . . , a * M ) is said to be a Nash equilibrium of the game
The next result then follows immediately from the choice of objective function in (5).
Moreover, the game admits at least one Nash equilibrium; the set of these equilibria coincides with the set of Nash equilibria for the game (M, {Π M } i , {φ} i ).
We define the algorithm for playing this game by the recursion
where p is the iteration number and, without loss of generality, the order of serial upating of subsystems' opinions is {1, 2, 3, . . . , M }. The initial opinion of subsystem i is In this problem, subsystem i seeks to determine an optimal opinion C [i] (p + 1) from a subset of the set of partitions Π M . The aim of this restriction is to reduce the cardinality of the decision space, and hence complexity of the optimization problem, since the full partition set Π M grows combinatorially with the number of subsystems. In particular, given i's previous opinion C [i] (p), the domain of the problem is C ∆ (C [i] (p)) ⊂ Π M , which restricts the choice of C [i] to ∆ ≥ 1 moves along chains of the partition set containing C [i] (p). A chain in the poset Π M is any pair of elements that are comparable under the refinement order relation, denoted by ' ', and defined as follows: given C, D ∈ Π M , the partition D C (D refines C, or C coarsens D) if every member of D is contained in some member of C. For example, the partition {1, 2}, {3, 4} refines {1, 2, 3, 4} . Because the ordering is partial, however, not all pairs of partitions are comparable: an antichain of Π M is a set of incomparable elements. The Hasse diagram in Figure 1 illustrates some chains and anti-chains in the partition set for M = {1, 2, 3, 4}.
Executing the algorithm defines a path of opinions, C =
. It is well known that for an FEPG the path of best responses constitutes a finite improvement path, and terminates in a Nash equilibrium; however, because we have restricted the domain of the optimization problem (7) from Π M to C ∆ (C [i] (p)), the algorithm is no longer a straightforward application of an FEPG and these facts need to be established separately.
Theorem 4.2 (Finite improvement path). If ∆ ≥ 1, then C is a finite improvement path, terminating in a Nash equilibrium (C e
[1] , . . . , C e [M] ) that is a minimum of the potential function (6).
Remark 1. The restriction of the domain to lower the complexity of the optimization problem does not destroy the finite improvement property of the potential game; however, it will affect the rate of convergence to an equilibrium.
The final result of gives some interesting implications about the nature of the attained equilibrium, depending on the relative weightings of the power term and consensus term in the overall cost. ) is a Nash equilibrium. Remark 2. We note that ǫ = 0 will always be sufficiently small, but such a choice will remove the regularizing behaviour of this additional term, as Examples 2 and 3 show. It is interesting to note that Theorem 4.3 confirms that when all x i = 0, any ǫ > 0 and all σ ij > 0 will result in a potential decrease from a point (C e
[1] , . . . , C e [M] ) with J consensus i = 0 until the decentralized partition is reached.
Coalitional MPC with time-varying coalitions
The final part of the development is to unite the coalitional regulation scheme of Section 3 with the partition selection algorithm of Section 4, and study the properties of the overall approach. We first note that the timescales of the regulation and partition selection algorithms are not coupled. Even though the regulation algorithm computes a new control input to apply to the system at every time k, there is no assumption or requirement on the rate of the partition selection algorithm: it may, for example, propose a new partition at every sampling instance or less frequently. In any case, significant challenges arise: recursive feasibility is the most basic requirement for any MPC controller, since guaranteeing the stability of the controlled system relies on the continued feasibility of the underlying optimal control problem. While recursive feasibility for each time-invariant coalition is established by Proposition 3.1, this does not continue to hold for a time-varying system partition. Even assuming this can be established, stability does not necessarily follow: the system of timevarying coalitions is akin to a system that switches between independently stable modes; it is well known that the stability of such systems can be lost through excessively fast switching. These aspects of the approach are discussed in detail in this section. Our aim is to determine conditions under which a new system partition proposed by the consensus algorithm is feasible to adopt and maintains closed-loop stability.
Recursive feasibility for time-varying coalitions 5.1.1. Definitions
The setX N C is defined as the product of the individual feasibility sets of the coalitions:
with a similar definition for ER C . Note that the condition x ∈X N C is equivalent to the condition x c ∈X N c for all c ∈ C, but utilizes, for convenience, a more compact notation.
We also introduce notions of feasibility and strong feasibility with respect to a partition. In the context of adopting a new system partition, strong feasibility has the advantage of permitting the simple initialization of coalitional controller states that is proposed in Algorithm 1, avoiding an otherwise iterative and coupled design process.
Definition 5 (Feasible and strongly feasible partition). A partition is said to be feasible at a state x if x ∈X N C ⊕ER C , and strongly feasible at a state x if x ∈X N C .
5.1.2. Basic results on how partition coarsening and refinement affect feasibility Any change in system partition proposed by the selection algorithm is either a coarsening or a refinement. The next set of results presented are therefore relevant and useful, having fundamental implications for allowing a change in system partition online. The first result is a consequence of the fact that, with coarsening, the disturbance set that each coalition sees diminishes, leading to a smaller RCI set. A similar relation holds with partition refinement: the disturbance set grows leading to a larger RCI set.
Theorem 5.1 (Nesting of RCI sets). Suppose that Assumptions 1-6 hold. If C D, then R C ⊆ R D .
This, in turn, implies less restriction of the constraints in the primary MPC problems under coarsening, and more restriction with refinement.
Corollary 5.1.1 (Nesting of nominal feasibility regions). If C D, thenX i C ⊇X i D for i = 0 . . . N . This might seem to suggest that feasibility is trivially maintained with partition coarsening. The reality is, however, not so simple, owing to the following corollary and the fact that x ∈ X C ⊕ ER C .
Corollary 5.1.2 (Counter-nesting of error feasibility regions). If C D, then ER C ⊆ ER D .
Proposition 5.1 (Feasibility is not necessarily maintained with coarsening). Suppose D ∈ Π M is feasible at x. Then C D is not necessarily feasible at x.
That is, even thoughX N C ⊇X N D when C D, there is no clear relation between the sets X D ⊕ER D and X C ⊕ER C ; the numerical examples illustrate (and hence prove) this. On the other hand, strong feasibility is guaranteed under the same assumptions, as a consequence of Corollary 5.1.1.
Proposition 5.2 (Strong feasibility is maintained with coarsening). Suppose D ∈ Π M is strongly feasible at a state x. Then C D is strongly feasible at x.
The situation is more challenging in the case of partition refinement, since a counterpart to Proposition 5.2 for a movement from C to D C does not hold.
Proposition 5.3 (Strong feasibility does not imply feasibility after refinement). Suppose C ∈ Π M is strongly feasible at a state x. Then D C is not necessarily feasible at x. This raises at least two questions: firstly, when is the hypothesis of Proposition 5.2, for partition coarsening, met? Even though the initial state x(0) ∈X N C implies that the nominal statex(k) ∈X N C for all k ∈ I >0 , it does not imply that the true state x(k) ∈X N C . Secondly, when is strong feasibility achieved under partition refinement? In the next subsection, we present and discuss answers to these questions.
Schemes for feasible partition switching
We outline three schemes for enabling feasible switching between partitions over time. Our intention is not to develop any scheme into a comprehensive proposal, but to explore the range of options and illustrate the comparative ease or difficulty of implementing each.
A quest for feasibility by design. With the system in a partition C that is feasible at a state x, the nominal statē x ∈X N C . Under Algorithm 1, the successor nominal statē x + ∈X N −1 C and the true state x + ∈X N −1 C ⊕ ER C ⊂X N C ⊕ ER C . This motivates the following proposition concerning switching between partitions, offering two possible ways to ensure strong feasibility.
Proposition 5.4. Suppose partition C ∈ Π M is feasible at a state x. Partition D ∈ Π M is strongly feasible for the successor state
With respect to the usefulness of this result, the first inclusion is not straightforward to verify or enforce, in view of the difficulty of characterizing ER C . The second inclusion offers a more practical-since the scalars β x c and ξ x c are generated from the design procedure in Appendix Ayet more conservative way to guarantee strong feasibility. However, the condition is still problematic to impose, and perhaps impossible to meet, as a design constraint because of the fundamental relations governing the relations between sets under refinement and coarsening. For example, for the condition to be met under the refinement D C, it is necessary thatX N −1 C ⊂ interior(X N D ) even though X N C ⊇X N D ; possibilility of satisfaction would be highly problem specific and, even if possible, would require careful design. Even under coarsening, for whichX N C ⊆X N D already, the condition is not trivially met and relies on weak coupling for satisfaction-the size of the coalitional disturbance set W c = d∈Mc A cd X d must be sufficiently small. More constructive alternatives are therefore discussed next.
Use of a feasibility dwell time. An attractive option, well established in the switched systems literature, and more recently in the context of MPC for switched systems (Hernandez Vicen 2019; Müller et al., 2012; Zhang et al., 2016) , is the use of a dwell time to ensure the state lies within the feasibility region for the new partition at the moment of switching. The next result, which follows directly from the stability of each coalition in the time-invariant setting (Theorem 3.1), enables this.
Proposition 5.5 (Feasibility becomes and remains strong feasibility). Suppose the system is in a partition C ∈ Π M that is feasible at x, and controlled by Algorithm 1. The same partition C becomes, and remains, strongly feasible a finite number of timesteps thereafter. Moreover, if ER C ⊂ X C , then this happens exponentially fast.
The hypothesis ER C ⊂X C is satisfied if the constraint scaling factors follow β x c + ξ x c < α x c for all c ∈ C; note that this is, again, a weak coupling requirement.
Once strong feasibility is established for all subsequent times, a similar result establishes that a switch from partition C to partition D is, if the coupling is sufficiently weak, possible after a finite number of steps.
Proposition 5.6 (Strong feasibility dwell time). Suppose the system is in a partition C ∈ Π M that is feasible at x. A partition D = C becomes strongly feasible a finite number of time steps thereafter. Moreover, if R C ⊂ X N D , then this happens exponentially fast.
It is not necessary to implement a candidate partition. A key observation is that, unlike in the case of switched systems where mode-to-mode switches are not necessarily something that can be controlled, the choice of system partition at each time is a controllable degree of freedom. It follows, then, that if the system partition is C and, subsequently, a new partition D is selected by the decisionmaking process, it is not necessary to adopt the new partition. Indeed, if the new partition D is not (strongly) feasible, then Proposition 3.1 already ensures that the current partition C is.
Closed-loop stability for time-varying coalitions
Our final development is to consider the impact of changing the system partition on closed-loop stability. We recall the following result, concerning the multiple Lyapunovlike function approach to stability for switched systems.
Lemma 5.1 (Zhang and Braatz (2013, Lemma 1) ). Consider the switched system x(k + 1) = f σ(k) x(k) , where f σ (·) is globally Lipschitz continuous with f σ (0) = 0, and σ : I ≥0 → Σ is the switching signal that takes values in a finite set Σ. If there exists a family of continuous positivedefinite functions V m : R n → R ≥0 , σ(k) = m ∈ Σ, satisfying for all k ∈ I ≥0 and all m ∈ Σ
for two K-functions α 1 (·) and α 2 (·) and a positive scalar µ > 0, then the origin is locally stable.
Establishing closed-loop stability of the time-varying coalitional system then amounts to showing that the value functions of the coalitional MPC controllers satisfy the conditions of this lemma. In the following result, κ C (·) refers to the collection of control laws when the system is parti-
is the three-term control policy for coalition c defined in (4). The switching signal σ : I ≥0 → Π M is implicitly defined by the partition selection algorithm; at time k, the algorithm has the system partitioned into a set of coalitions σ(k) = C(k) ∈ Π M .
Theorem 5.2 (Local stability). Suppose that Assumptions 1-6 hold, that x(0) ∈X N C(0) and that the switching signal σ(·) is such that, at each moment of switching, strong feasibility of the next partition is attained. Then the origin is locally stable for x + = Ax + Bκ σ (x).
Finally, the stronger result of asymptotic stability is obtained under the further assumption that the partition switching algorithm settles (in time, rather with iterations) to a time-invariant set of coalitions.
Assumption 8. The signal σ(k) =C ∈ Π M for k ≥ k f and some finite k f ≥ 0 such that x(k f ) ∈X N C . Theorem 5.3 (Asymptotic stability). Under the same hypotheses as Theorem 5.2, plus Assumptions 7 and 8, the origin is asymptotically stable for x + = Ax + Bκ σ (x). The region of attraction isX N C(0) .
Illustrative examples
We illustrate and explore the results via an example system of a planar chain of four coupled mass-springdampers, shown in Figure 2 . Each mass corresponds to Table 1 : Closed-loop performance costs and practical costs-where σ ij = 1 for all i, j-for different partitions of the system. Figure 2 : Coupled mass-spring-damper system a subsystem, and the state of mass i comprises its position (relative to some datum) and velocity, x i = (r i , v i ). The continuous-time dynamics are
Here, u i is the control input (acceleration) to mass i. The disturbance w i arises via the coupling between masses: mass 1 (m 1 = 3 kg) is coupled to mass 2 (m 2 = 2 kg) via a spring (stiffness k 12 = 0.5 N m −1 ) and damper (c 12 = 0.2 N m −1 s −1 ). Likewise, mass 3 (m 3 = 3 kg) is coupled to mass 4 (m 4 = 6 kg) via k 34 = 1 N m −1 and c 34 = 0.3 N m −1 s −1 . Moreover, masses 2 and 3 are also coupled, via k 23 = 0.75 N m −1 and c 23 = 0.25 N m −1 s −1 .
The system is subject to constraints on the states, X i = (r i , v i ) : −2 ≤ r i ≤ 2, −8 ≤ v i ≤ 8 , and control inputs,
The initial conditions are x 1 (0) = (1.8, 0), x 2 (0) = (−0.5, 0), x 3 (0) = (1, 0), and x 4 (0) = (−1, 0). The parameters for the MPC controllers are a horizon N = H − 1 = 25 and matrices Q i = I, R i = 1.
Performance and practical costs with time-invariant
partitions The initial exploration is the performance of the system under different, albeit static, partitions. For M = {1, 2, 3, 4}, there are 15 possible partitions in the partition set Π M = {C 1 , C 2 , . . . , C 14 , C 15 }, where C 1 corresponds to the centralized partition C cen and C 15 corresponds to the decentralized partition C dec . For each partition, the primary and secondary MPC controllers were designed for each coalition using the procedure in Appendix A. The design succeeded for all partitions except C 7 = {{1, 3}, {2, 4}} and C 8 = {{1, 3}, {2}, {4}}. Inspection revealed that C 7 and C 8 place subsystems with no physical coupling into coalitions; consequently, the interactions between coalitions are too strong in order for the design procedure to succeed, and therefore there do not exist suitable scaling factors to build the optimal control problems in these cases.
The closed-loop state trajectories for mass 1 are shown in Figure 3 . The whole-system closed-loop costs are in Table 1 . The centralized partition achieves the lowest regulation cost but has the highest practical cost at each step. The opposite outcome is observed for the decentalized partition. The performance of C 3 , C 4 , and C 5 exhibit the worst regulation performance, as a consequence of these coalitions leading to the highest constraint tightening margins, but with lower (higher) practical cost than for the centralized (decentralized). On the other hand, some surprising results emerge: performance does not necessarily always deteriorate with refinement (compare C 11 with C 2 ), which suggests a complicated relationship between partition and closed-loop performance that demands further research.
Time-varying partitions
To increase coupling strength, we change the initial conditions to x 1 (0) = (1.0, −7), x 2 (0) = (−0.51, 4), x 3 (0) = (−1.71, 0), and x 4 (0) = (1.8, −4). The aim is to investigate the performance of the overall scheme, including the consensus-based partition selection algorithm. To this end, the partition opinions for each subsystem are initialized, at iteration p = 0 and time k = 0, as C [1] (0) = C 2 , C [2] (0) = C 2 , C [3] (0) = C 10 , and C [4] (0) = C 14 .
The execution of the partition selection algorithm at time k = 0 is illustrated in Figure 4 ; the outcome, after eight iterations, is a consensus among subsystems to adopt the centralized partition, C 1 , for the initial time k = 0. Figure 5 shows the system partition selected and employed at each subsequent time step during the simulation. Following the use of initial centralized partition, the subsystems agree on the partition C 10 -which groups subsystem 2, 3, and 4 together, and subsystem 1 separately-between times k = 1 and k = 7. At time k = 8, the partition changes to C 14 , which groups only subsystems 3 and 4. At k = 19 the subsystems agree to disband into the decentralized partition C 15 , as the effect of the dynamic coupling weakens, i.e., w ij (x i , x j ) → 0.
Finally, we compare the performance of the time-varying scheme against that of a fixed centralized partition and a fixed decentralized partition. Figure 6 shows the closedloop state trajectory for subsystem 4, for which differences can be seen during the transient. Table 2 summarizes the closed-loop costs. The first column gives the closed-loop performance costs, the second column shows the summation (over the simulation) of the consensus optimization cost i.e., J ∞ (x, C) = (1/2) k i∈M J i (C [i](k) ; C [−i] (k), x(k)), and the third column gives the value of (1/2) i∈M J power i , where all σ ij = 1, averaged across the simulation. We
Figure 3: Closed-loop state trajectories for different system partitions. C 4 and C 5 gave responses visually indistinguishable from that of C 3 ; likewise, C 10 -C 14 gave responses in between those of C 9 and C 15 . observe that the proposed scheme balances the trade-off between closed-loop performance and practical cost.
Feasibility regions under different partitions
A smaller-scale example is now considered to illustrate the feasibility results reported in Section 5.1. Let
where w 1 = 0.1x 2 , w 2 = 0 and w 3 = 0.1x 1 . The subsystems i = 1, 2, 3 are subject to constraints |x i | ≤ 2 and |u i | ≤ 0.5. There are five possible partitions of M. We consider the chain C = {C cen , C 2 , C dec }, where C 2 = {{1, 2}, {3}}. The one-step feasibility regions for the true coalition dynamics, i.e., the product set of X 1 c X 1 c ⊕ER 1 c over c ∈ C, for each C ∈ C, is displayed in Figure 7 .
Illustrating Proposition 5.1 and the subsequent discussion, there is no nesting of the sets X 1 C cen , X 1 C 2 , and X 1 C dec . Indeed, there exist states x ∈ X 1 C 2 such that x / ∈ X 1 C cen and/or x / ∈ X 1 C dec ; for example, the state x 1 = 0.9722, x 2 = −0.8333, x 3 = 0.8074. Applying the proposed algorithm from this state, we find that the system may only be feasibly controlled if partitioned as C 2 . At later times, once the state has been steered intoX 1 C dec , the algorithm switches to the decentralized partition.
Conclusions
A coalitional MPC approach for dynamically coupled subsystems was presented. The approach controls a con- −1 −0.5 0 Figure 7 : Feasibility regions for the partitions C cen , C 2 and C dec .
strained system of subsystems in a way that balances the performance degradation of decentralized control with the practical cost of centralized control, by allowing subsystem controllers to form coalitions over time, thus reconfiguring the partition of the system dynamics. For regulation, the approach employs a robust distributed model predictive control with implicit, rather than explicit, reliance on robust invariant sets. Re-partitioning of the system into different coalitions is achieved via a consensus-based algorithm. Recursive feasibility and stability of the overall time-varying coalitional control scheme are established under dwell-time assumptions. An interesting consequence of the developments is the finding that a coalitional controller may reach states that are otherwise infeasible for a centralized controller.
Thus,ê + = Aê + Bκ(ê), whereκ(·) denotes the diagonal collection ofκ c (·), for whichê(k) → 0 as k → ∞, in view of Assumption 7. Finally, since x c =x c +ē c +ê c , and all three terms decay asympotically to zero, then x c (k) → 0 as k → ∞. [i] and that subsystem i is to optimize. By definition, if ∆ ≥ 1 then there exists a C [i] 
By repeated application, C is an improvement path. It must be finite because Π M is a finite set. Thus, it terminates in a finite number of iterations to a Nash equilibrium, which is a minimum of the potential function.
Appendix B.4. Proof of Theorem 4.3
The potential function satisfies, for any
using the fact that J consensus i = 0 at (C e [1] , . . . , C e [M] ). Subsystem i may either refine C e
[i] or coarsen it. If the latter, then δ ij (C e [i] ) ≥ δ ij (C [i] ) for all j ∈ M i and all i, and, since the first term in ∆φ is always non-negative, the potential function can not decrease. If the former, however, then second term in ∆φ may be negative: we need to show that, if the provided bound holds and ǫ is sufficiently small, then the overall difference in potential is still positive.
Note that w ij (x i , x j ) δ ij (C e [i] ) − δ ij (C e [j] ) = 0 for all j ∈ M i , so, for all pairs (i, j), either w ij (x i , x j ) = 0 or δ ij (C e [i] ) − δ ij (C e [j] ) = 0. LetM i denote the subset of M i for which w ij (x i , x j ) > 0. The potential difference is
For the first term, since δ ij (C e [i] ) − δ ij (C e [j] ) = 0 then δ ij (C e [i] ) = δ ij (C e [j] ) for all j ∈M i . It follows-also using the fact that δ ij (C e [i] ) ≤ δ ij (C [i] ) under refinement-that
) and so this first term may be written
which is non-negative if ρσ ij < 1 for all j ∈ M i . We now consider the subtraction of the second term from this one. Suppose that ρσ ij ≤ γ < 1 for all i and j. Then
) .
It follows that ∆φ ≥ 0 if, for all i ∈ M,
. Appendix B.5. Proof of Theorem 5.1 The first part of the proof is to show that if C D, then
Consider an arbitrary partition C = {1, . . . , C} ∈ Π M , and a refinement D = {1, . . . , C − 1, C ′ , C ′ + 1}}; that is, coalition C in the first partition is split into two coalitions, containing subsystems C ′ and C ′ + 1 such that C ′ ∪ (C ′ + 1) = C. If the set of neighbours for coalition C is M C = d ∈ {1, . . . , C − 1} : A Cd = 0 then the sets of neighbours for the new coalitions are M C ′ = d ∈ {1, . . . , C − 1, C ′ + 1} :
where H C ′ = d∈M ′ C d, and with a similar expression for W C ′ +1 . Note also that W C = j∈Hi i∈C A ij X j with H C = d∈MC d and then
A ij X j ⊇ W C whereH C = d∈(M C ′ ∪M C ′ +1 ) d and the latter inclusion follows from the fact that M C ′ ∪ M C ′ +1 ⊇ M C . Since W C = c∈C W c , it follows that W C ⊆ W D ; since C and D were arbitrary, the result holds in general.
The second and final part is to show that W C ⊆ W D implies R C ⊆ R D . Consider again the refinement D and suppose the RCI sets for the C ′ +1 coalitions are R 1 , . . . , R C−1 , R C ′ , R C The product of the latter two coalitional sets is R C ′ × R C ′ +1 , associated with the disturbance set W C ′ × W C ′ +1 . Since W C ′ × W C ′ +1 ⊇ W C , then there exist two scalars 0 < a < b ≤ 1 such that
Then consider the set
Appendix B.6. Proof of Theorems 5.2 and 5.3 Let x(0) ∈X N C(0) , where the initial partition is C(0). SinceX N C(0) ⊂ R n is compact, there exists an r > 0 such that x(0) ∈ B r {x : |x| ≤ r}. Take ζ C(0) = minx V 0 C(0) (x) : |x| = whereV 0 C(0) (x) denotes the collective value functions of the primary MPC controllers, i.e., the sum ofV 0 c (x c ) over c ∈ C(0). The associated sub-level set is S(ζ C(0) ) = x :V 0 C(0) (x) ≤ ζ C(0) ⊆ B r . In line with the hypothesis on the switching signal, the system remains in the partition C(0) for a number of time steps; call this number k s . By Theorem 3.1, the value function at time k = k s is bounded as V C(0) x(k s ) ≤ γ ks C(0) ζ C(0) where γ C(0) = max c∈C(0) γ c , and γ c ∈ (0, 1) is the decay constant for the primary controller for coalition c from Theorem 3.1.
Suppose that, at k = k s , the strongly feasible partition C(k s ) ∈ Π M is selected, such that x(k s ) ∈X N C(ks) . The 15 value functions {V 0 c (·)} c∈C(ks) are bounded on the individual setsX N c such that θ C sup V 0 C(k) (x) :x ∈X N C is attained as the maximum, and is finite, for any C ∈ Π M ; in addition, define µ C = ζ −1 C (θ C + ǫ C ) for an ǫ C > 0, and µ = max {µ C : C ∈ Π M }. The value function for C(k s ) satisfies V C(ks) x(k s ) ≤ θ C(ks) < θ C(ks) + ǫ C(ks) ≤ µζ C(0) = µV C(0) x(0) . Thus, the conditions of Lemma 5.1 are met, and the system is locally stable. The final part of the proof establishes attractivity of the origin, as sufficient to prove Theorem 5.3. Owing to the previous result, the switched value function remains bounded, and the system remains feasible by hypothesis, for all k ∈ [0, k f ]. For k ≥ k f , it is assumed that σ(k) =C
