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Abstract
We use U-sticky sets to show that box products of scattered spaces of height 1 are D-spaces and
to simplify the proof of van Douwen and Lutzer that a subspace of a linearly ordered space is a
D-space iff no closed subset is stationary. Analogously, we show that a subspace of a product of
finitely many ordinals is a D-space iff it is metacompact iff no closed subset is stationary. We examine
the proof that metric spaces are D-spaces and obtain a new characterization of semistratifiability.
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1. Basic definitions
All spaces considered in this paper are implicitly T1-spaces.
Definition 1.1. A function U from a space X to the topology τ on X is called an open
neighborhood assignment (ONA) if for every x ∈X, x ∈ U(x). For any subset S of X, let
U [S] =⋃{U(x): x ∈ S}.
Definition 1.2. A space X is called a D-space if for every open neighborhood assignment
U , there exists D ⊂X such that D is closed discrete and {U(x): x ∈D} is an open cover
of X.
Besides the trivial observation that a compact T1-space is a D-space, there are no proofs
known that a covering property implies D-space. In particular, there is no proof that a
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hereditarily Lindelöf space is a D-space, nor is there an example of a meta-Lindelöf space
which is not a D-space. However, there are proofs that “base properties” imply D-space.
The following lemma is useful in such proofs.
Lemma 1.3. Let X be a space. For each x ∈X let Bx be an open neighborhood base for
x . Suppose that for each B :X→ τ having x ∈ B(x) ∈ Bx there is a closed discrete D ⊂X
satisfying ⋃{B(x): x ∈D} =X. Then X is a D-space.
Proof. Let U :X → τ be an ONA. For each x ∈ X there exists B(x) ∈ Bx so that
B(x)⊂U(x). By the hypothesis there exists a closed discreteD ⊂X so that {B(x): x ∈D}
covers X. Clearly {U(x): x ∈D} also covers X. So X is a D-space. ✷
2. U-sticky sets
The following definition is a simplification of the notion γ -acceptable used by van
Douwen and Lutzer [5].
Definition 2.1. Let U :X→ τ be an open neighborhood assignment and D ⊂ X. We say
D is U -sticky if D is closed discrete and ∀x ∈X(U(x)∩D = ∅→ x ∈ U [D]).
Definition 2.2. For U :X→ τ , an open neighborhood assignment, let D(U) = {D ⊂ X:
D is U -sticky}. For each D,D′ ∈D(U) we say DUD′ if and only if
(1) D ⊂D′,
(2) (D′\D) ∩U [D] = ∅.
We say C is a U -chain if C ⊂ D(U) and for every D,D′ ∈ C , either DUD′ or
D′UD.
The following lemma shows that (D(U),U) satisfies the hypothesis of Zorn’s Lemma.
Lemma 2.3. If C is a U -chain then
⋃C ∈D(U).
Proof. Let C be a U -chain and set C =
⋃C . Let x ∈X be arbitrary; we will find an open
set V such that x ∈ V and |V ∩C| 1. If U(x)∩C = ∅, set V =U(x). If U(x)∩C = ∅,
choose D ∈ C with U(x)∩D = ∅. Because D is U -sticky, there is an open set V such that
x ∈ V ⊂ U [D] and |V ∩ D|  1. If D′ ∈ C , then D U D′ or D′ U D. In either case,
V ∩D′ ⊂ V ∩D, and hence |V ∩C| 1 as required.
Let x ∈X. If U(x) ∩C = ∅ then U(x) ∩D = ∅ for some D ∈ C and then x ∈ U [D] ⊂
U [C]. ✷
Theorem 2.4. Let X be a topological space. The following are equivalent.
(1) For every U , an open neighborhood assignment of X, for every D ∈D(U) and for
every x ∈X there exists D′ ∈D(U) such that x ∈ U [D′] and DUD′.
(2) X is a D-space.
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Proof. (2)⇒ (1) Let X be a D-space, U an open neighborhood assignment, x ∈ X and
D ∈D(U). Since X\U [D] is closed, it is a D-space. Let E ⊂ X\U [D] witness this fact.
Let D′ =E ∪D. Then X =U [D′]. It is easy to check that D′ ∈D(U) and DUD′.
(1)⇒ (2) Let U be an ONA. By Lemma 2.3 and Zorn’s Lemma there exists a maximal
element D ∈ D(U). Let x ∈ X. By (1) there exists D′ ∈ D(U) so that x ∈ U [D′] and
D U D′. Since D is maximal, D′ = D. So x ∈ U [D]. Thus D is closed discrete and
{U(x): x ∈D} covers X. So X is a D-space. ✷
3. LOTS
In this section, we simplify the proof of van Douwen and Lutzer of (7) implies (5) in
the next theorem. (For definitions, even more equivalent statements, who proved which
implications, etc. we refer the reader to [5,7].)
Theorem 3.1. Let L be a linearly ordered space and X a subspace of L. The following
properties are equivalent:
(1) X is paracompact;
(2) X is metacompact;
(3) X is meta-Lindelöf;
(4) X is subparacompact;
(5) X is a D-space;
(6) every gap and every pseudogap of X is a Q-gap;
(7) no closed subspace of X is homeomorphic to a stationary subset of a regular
uncountable cardinal.
First we derive from (7) exactly what we need to prove (5).
We write A< x if a < x for all a ∈A.
Lemma 3.2. Let X be a subspace of a linearly ordered space L where no closed subset of
X is homeomorphic to a stationary subset of a regular uncountable cardinal. Let A⊂ X
so that {x ∈X: x > A} is open. Then there exists D ⊂ A so that D is closed discrete and
cofinal in A.
Proof. If A has a last element a, let D = {a}. If A has an increasing, cofinal sequence
(an)n∈ω, set D = {an: n ∈ ω}.
Otherwise, let (aν)ν<κ , where κ is a regular uncountable cardinal, be an increasing
sequence from A cofinal in A. We define a homeomorphism h from a subset of κ to a
closed subset of X by cases.
(1) h(ν + 1)= aν ;
(2) if ν is a limit, and there is x ∈X where x = lub{aβ : β < ν} in L, then h(ν)= x;
(3) if ν is a limit, and lub{aβ : β < ν} does not exist in L or is not in X, then ν /∈ domh.
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By hypothesis domh is not stationary in κ , so let C be closed and unbounded in κ and
disjoint from domh. Notice that C only contains limit ordinals. Then {h(γ + 1): γ ∈ C}
is a closed discrete set which is cofinal in A. ✷
Theorem 3.3. Let X be a subspace of a linearly ordered space. Then X is a D-space if
X has no closed subset homeomorphic to a stationary subset of a regular uncountable
cardinal.
Proof. Let U :X → τ be an open neighborhood assignment. We can assume by
Lemma 1.3 that for every x ∈X, U(x) is order-convex. Let D ∈D(U) and x0 ∈X\U [D].
Inductively define a sequence of sets (Sn)n∈ω as follows.
(1) S0 = {x0}
(2) Sn+1 = {x ∈X\U [D]: x > Sn ∧U(x)∩ Sn = ∅}.
Notice that m = n implies Sm ∩Sn = ∅. For each y ∈X, if y ∈ Sk+1 for some k ∈ ω then
choose z(y) ∈ U(y)∩ Sk . Define z(x0)= x0. Define zj+1(y)= z(zj (y)) by recursion.
If there exists an n ∈ ω so that Sn+1 = ∅ then {x ∈ X: x > Sn} is open. By Lem-
ma 3.2 there exists E ⊂ Sn where E is closed discrete in X and E is cofinal in Sn.
Fix y ∈ E. Define E+ = E ∪ {y = z0(y), z(y), z2(y), . . . , zn(y) = x0}. Notice that E+
is closed discrete since E is closed discrete.
If Sn+1 = ∅ for every n ∈ ω then for each n ∈ ω choose yn ∈ Sn+1. Define E+ = {yn:
n ∈ ω} ∪ {z(yn): n ∈ ω}. Since {x ∈X: x >⋃n∈ω Sn} is open, E+ is closed discrete in X.
Similarly define E−. Let D′ = E+ ∪ E− ∪ D. Clearly D′\D ∩ U [D] = ∅. Also
x0 ∈ U [D′]. Since E+,E− and D are closed discrete, D′ is closed discrete.
Now we only need to show that D′ ∈ D(U). Let x ∈ X so that D′ ∩ U(x) = ∅. If
x ∈ U [D] then x ∈ U [D′]. Assume x /∈ U [D]. If x = x0 then x ∈ D′ ⊂ U [D′]. Assume
x > x0. So U(x) ∩ E+ = ∅. There are two cases to consider: Sn+1 = ∅ for some n or
Sn = ∅ for all n.
Suppose Sn+1 = ∅ for some fixed n. Since U(x)∩E+ = ∅ and x = x0, n = 0. If x > y
then since E is cofinal there exists w ∈ E with w > x . But x > y implies x > Sn−1.
Since U(w) ∩ Sn−1 = ∅ and U(w) is order-convex, x ∈ U(w) ⊂ U [D′]. If x  y then
let m be least such that zm(y) < x . So zm−1(y)  x . But zm(y) ∈ U(zm−1(y)). So
x ∈ U(zm−1(y))⊂U [D′].
Suppose Sn = ∅ for all n ∈ ω. Since U(x) ∩ E+ = ∅ there exists n ∈ ω largest so that
x > Sn. So yn+1 > x . If x > z(yn+1) then x ∈U(yn+1)⊂U [D′]. If x  z(yn+1) then since
x > Sn, x ∈ U(z(yn+1))⊂U [D′].
Thus x ∈ U [D′] and D′ ∈D(U). ✷
4. Box products
Definition 4.1. For a family of spaces {Zi : i ∈ I } we define the box product,✷{Zi : i ∈ I }
to be the topological space with point set
∏
i∈I Zi and topology τ where V is a basic open
set if and only if V =∏i∈I Vi where Vi is open in Zi for every i ∈ I.
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Definition 4.2. For a space Z, let Z0 denote the isolated points of Z. In case Z \ Z0 is
discrete, we say that Z is a scattered space of height 1 and we set Z1 = Z \Z0. If z ∈ Z0,
set Bz = {{z}}; if z ∈Z1, set Bz = {V ∈ τ (Z): V ∩Z1 = {z}}. If x ∈X =✷{Zi: i ∈ I }, let
Bx be the family of sets of the form V =∏i∈I Vi , where Vi ∈ Bx(i) for all i ∈ I .
For each x ∈X define
L(x)= {y ∈X: (y(i) ∈Z0i )→ (y(i)= x(i))}.
Proposition 4.3. For every x ∈X, L(x) is closed discrete.
Proof. Fix x ∈ X. Let p ∈ X be arbitrary. If p /∈ L(x), then there is i so that p(i) ∈ Z0i
and p(i) = x(i). Then {q ∈X: q(i)= p(i)} is open, disjoint from L(x), and contains p.
Hence L(x) is closed.
If p ∈ L(x), let V =∏i∈I Vi where
Vi =
{
{p(i)} if p(i) ∈Z0i ,
{p(i)} ∪Z0i \ {x(i)} if p(i) /∈Z0i .
Let q ∈ L(x) \ {p}. There is j so that q(j) = p(j). If q(j) ∈ Z0j , then q(j)= x(j) /∈ Vj .
If q(j) ∈Z1j , then q(j) /∈ {p(j)} ∪Z0j . So L(x) is discrete. ✷
Proposition 4.4. For each x, y ∈ X, if V = ∏i∈I Vi ∈ By and V ∩ L(x) = ∅, then
y ∈ L(x).
Proof. Let q ∈ V ∩L(x). If y(j) ∈ Z0j , then Vj = {y(j)}. First, q ∈ V gives q(j)= y(j);
then q ∈L(x) gives q(j)= x(j). Hence, y(j)= x(j), as required. ✷
Theorem 4.5. If {Zi: i ∈ I } is a family of scattered spaces of height 1, then X = ✷{Zi:
i ∈ I } is a D-space.
Proof. Towards showing that X is a D-space, let U be an open neighborhood assignment
in the space X. By Lemma 1.3, we may assume that U(x) ∈ Bx for all x ∈ X. Towards
applying Theorem 2.4, suppose D ∈ D(U) and x ∈ X. Define D′ = D ∪ (L(x)\U [D]).
Since L(x) is closed discrete, D′ is closed discrete. By Proposition 4.4 and the fact that
D ∈D(U), we see that D′ ∈D(U). Since
(D′\D) ∩U [D] = (L(x)\U [D])∩U [D] = ∅
we have D U D′. So X is a D-space. ✷
5. Finite products of ordinals
It is natural to ask what happens to Theorem 3.1 when the hypothesis X is a subspace of
a linearly ordered space is weakened. The Sorgenfrey plane S2 is a subspace of a square of
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a linearly ordered space. When X = S2, the first 4 statements of Theorem 3.1 are false, and
the last 3 are true. In the class of subspaces of finite products of ordinals, the statements
divide in a different way. Consider
X = {(ν, δ+ 1): ν  ω ∧ δ < ω1} ∪ {(n,ω1): n < ω}.
Since X is not normal it is not paracompact. We show below that X is a metacompact
D-space because it has no closed stationary subspace.
Let us say that a space X is running if X has no closed subset homeomorphic to a
stationary subset of a regular uncountable cardinal.
Theorem 5.1. Let α be an ordinal number and let n ∈ ω. For X ⊂ αn the following are
equivalent.
(1) X is a D-space.
(2) X is metacompact.
(3) X is meta-Lindelöf.
(4) X is running.
Proof. First, (2) ⇒ (3) is trivial. Because “D-space” and “meta-Lindelöf” are closed-
hereditary, Theorem 3.1 yields (1) ⇒ (4) and (3) ⇒ (4).
It will suffice to prove that (4) implies both (1) and (3). We proceed by induction on α.
If α is countable, every subspace of αn is a metacompact D-space. If α is an uncountable
regular cardinal, we use Lemma 5.7. In all other cases, we use Lemma 5.6. ✷
The following terminology will allow us to prove the metacompact property and the D-
space property simultaneously. (Compare with the notion of superparacompact in [2].) If
U :X→ τ is an ONA, we say that D,V please U if
(1) D is closed discrete in X;
(2) V (x)⊂U(x) for all x ∈D;
(3) {V (x): x ∈D} is a point finite open cover of X.
Lemma 5.2. Let X be a space. X is a metacompact D-space if and only if for every ONA
U :X→ τ there are D,V which please U .
Proof. Suppose X is a metacompact D-space. Let U :X→ τ be an open neighborhood
assignment in the space X. Let D ⊂ X be closed discrete so that X = U [D]. For each
x ∈D, define
U ′(x)=U(x)\(D\{x})= (U(x) \D) ∪ {x}.
Then
D ∩U ′(x)= {x}.
Let V be a point finite open refinement of {U ′(x): x ∈ D} which covers X. List D as
{xα: α < κ}. For each α < κ , define
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V (xα)=
⋃{
V ∈ V : V ⊂U ′(xα)∧ ∀β < α (V \U ′(xβ) = ∅)
}
.
Then V and D please U .
The converse is trivial. ✷
Let α be an ordinal number, and let n ∈ ω. For ξ ∈ α, define
Bξ =
{ {ξ} if ξ is isolated,
{(ζ, ξ ]: ζ < ξ} if ξ is limit.
For x ∈ αn, let Bx be the family of sets of the form V =∏i<n Vi , where Vi ∈ Bx(i) for all
i < n.
Theorem 5.3. Suppose that {xj : j ∈ ω} ⊂ αn and V j ∈ Bxj for all j ∈ ω. If z ∈
⋂
j∈ω V j ,
then there is an infinite J ⊂ ω such that xj ∈ V j ′ for all j ′  j , j, j ′ ∈ J .
Proof. Note that each V j has the form (yj , xj ] and that z ∈ V j means yj (i) < z(i) 
xj (i) for all i < n. Let J0 = ω, and for i < n, let Ji+1 be an infinite subset of Ji so that
(j < j ′ implies xj (i) xj ′(i)) for all j, j ′ ∈ Ji+1. Set J = Jn.
Now if j, j ′ ∈ J and j < j ′, then
yj
′
(i) < z(i) xj (i) xj ′(i) for all i < n;
that is, xj ∈ V j ′ , as desired. (Our original proof used Ramsey’s Theorem.) ✷
Corollary 5.4. Let X ⊂ αn. If U ⊂ τ (X) is a point finite open family, then there is
V = {V (U): U ∈ U} ⊂ τ (αn), a point finite open family satisfying V (U) ∩ X = U for
all U ∈ U .
Proof. Whenever x ∈U ∈ U , find B(x,U) ∈ Bx such that B(x,U)∩X ⊂U . Set V (U)=⋃{B(x,U): x ∈U}. If V were not point finite, there would be B(xj ,Uj ), j ∈ ω, satisfying
the hypotheses of Theorem 5.3. Then U would not be point finite. Contradiction! ✷
We are ready to prove the lemmas which will complete the proof of Theorem 5.1. Let
IH(S) be the assertion that every running subspace of S is a metacompact D-space.
Lemma 5.5. Let α be a singular ordinal number and T the product of finitely many
ordinals. If IH(β × T ) for all β < α, then IH(α × T ).
Proof. If α is a successor, α = γ +1, say, then set C = {γ }. If α is a limit, let C = {βj : j <
cofα} be increasing, closed, and cofinal in α, with β0 = 0.
Let X be a running subspace of α×T . Define XC =X∩ (C×T ). Because XC is closed
in X, it is running. By IH(cofα × T ), XC is a metacompact D-space. Let U :X→ τ be
an ONA. For x ∈XC , define U ′(x)= U(x) ∩XC ; then U ′ is an ONA on XC . Let D′,V ′
please U ′. By Corollary 5.4, V ′ gives an ONA V :D′ → τ such that V = {V (x): x ∈D′}
covers XC , is point-finite in X, and V (x)∩XC ⊂U(x) for all x ∈D′. Set XR =X \⋃V .
Because XR is closed in X, it is running.
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If α = γ + 1, IH(γ × T ) implies that XR is a metacompact D-space.
If α is a limit, define Xj = XR ∩ ((βj ,βj+1) × T ). Since Xj is closed in X, it
is running. Then by IH(βj+1 × T ) Xj is a metacompact D-space. Then the free sum,
XR =⊕j<cofα Xj , is a metacompact D-space.
In both cases, XR is a metacompact D-space. Proceeding as with XC , we define
U ′′(x) = U(x) ∩ XR to obtain a closed discrete set D" and an ONA W such that
W = {W(x): x ∈D′′} covers XR , is point-finite in X, and W(x)⊂U(x) for all x ∈D′′.
Then (D′ ∪D′′), (V ∪W) please U , and X is a metacompact D-space. ✷
Lemma 5.6. Let α be a singular ordinal number. If IH(βn) for all β < α and all n < ω,
then IH(αn) for all n < ω.
Proof. Fix n < ω. By induction on k  n, we prove for all β < α, IH(αk × βn−k). When
k = 0, this is given. When k =m+ 1, apply Lemma 5.5 with T = αm × βn−k . ✷
Lemma 5.7. Let α be a regular uncountable cardinal. If IH(βn) for all β < α and all
n < ω, then IH(αn) for all n < ω.
Proof. For β  α, let Pβ be the set of functions, p which satisfy
(1) domp is a proper subset of n,
(2) ranp ⊂ β .
For each p ∈ Pα define a homeomorphism hp :α→ αn by
hp(η)(i)=
{
p(i) if i ∈ domp,
η if i /∈ domp.
Let X ⊂ αn be running. There is Cp , club in α, such that hp[Cp]∩X = ∅. For each β < α,
define Eβ =⋂{Cp: p ∈ Pβ }; Eβ is club in α because |Pβ |< α. Define
E = {η ∈ α: (∀β < η)(η ∈Eβ)}.
This diagonal intersection is club in α [6, II, 6.14].
For y ∈ αn, let maxy abbreviate max{y(0), . . . , y(n− 1)}. We claim that if maxy ∈E,
then y /∈ X. Fix η ∈ E and assume that maxy = η. Let d = {i ∈ n: y(i) < η}, and set
p = y|d . Note that hp(η)= y and that p ∈ Pβ for some β < η. Hence β < η ∈E implies
that η ∈Eβ ⊂ Cp . Thus y ∈ hp[Cp] and y /∈X, as claimed.
Enumerate E in increasing order; E = {ηj : j < α}. For 0 < j < α, define
Xj =
{
x ∈X: ηj < maxx < ηj+1
}= {x ∈X: ηj maxx  ηj+1}.
Define X0 = {x ∈ X: maxx < η1}. Now Xj is closed in X, hence Xj is running. By
IH(ηnj ), Xj is a metacompact D-space. Then the free sum X =
⊕
j<α is a metacompact
D-space. ✷
The contrapositive of Theorem 5.1 ((4) ⇒ (2)) is “If X ⊂ αn is not a D-space, then
there is a closed subset of X which is homeomorphic to a stationary subset of a regular
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uncountable cardinal”. The proof actually shows us what such a closed subset and the
homeomorphism must look like. We use the following terminology.
Definition 5.8. A function f ∈ κα is κ-strict if it is STRictly Increasing ConTinuous: i.e.,
if ξ < ζ , then f (ξ) < f (ζ ), and f (λ)= sup{f (ξ): ξ < λ} for all limit ordinals λ. We call
a map g :κ→ αn an affine κ-map if there are p ∈ Pα and a family (fi)i∈n\domp such that
for all i ∈ n and ξ ∈ αi, fi is κ-strict and
g(ξ)(i)=
{
p(i) if i ∈ domp,
fi(ξ) if i /∈ domp.
With the above definitions, we state the detailed version of the theorem.
Theorem 5.9. Let X ⊂ αn. Then X is not a D-space (metacompact space) if and only if
there is a regular uncountable cardinal κ , a stationary subset S of κ and an affine κ-map,
g :κ→ αn, such that g|S is a homeomorphism onto a closed subset of X.
6. Semistratifiable spaces
DeCaux [3] announced that semistratifiable spaces are D-spaces; Borges and Wehrly [1]
included a proof. Why do we repeat this result? Our approach makes clear that a certain
proof can be generalized no farther. In fact, our weakest sufficient hypothesis is a new
characterization of semistratifiability.
Here is an outline of the usual proof that metric spaces are D-spaces.
(1) Given an ONA U :X→ τ , well order X, large neighborhoods first.
(2) Go through X point by point, placing xα in D if and only if it has not already been
covered.
(3) Prove that D is closed discrete.
Let us defer the details of step (1), and make step (2) precise. Given an ONA U :X→ τ ,
and a well ordering of X = {xα: α < λ}, we define Dα by induction on α:
(1) D0 = ∅,
(2) if α is a limit, then Dα =⋃{Dβ : β < α},
(3) if α = β + 1, and xβ ∈ U [Dβ ], then Dα =Dβ ,
(4) if α = β + 1, and xβ /∈ U [Dβ ], then Dα =Dβ ∪ {xβ}.
Set D =⋃{Dα : α < λ}. By construction, xβ ∈ U [Dβ+1], hence X = U [D]. Is D closed
discrete? In general, to show that a subset Y of X is closed discrete, we need to show that
every subset Y ′ of Y is closed in X. We now show that here it suffices to prove a little less
than that the Dα’s are closed in X.
Lemma 6.1. If Dβ ⊂U [Dβ ] for all β < λ, then D is closed discrete.
Proof. Let p ∈ X be arbitrary. Let γ be least such that p ∈ U [Dγ ]. By the second
clause of the definition of Dα , γ is not a limit, so we may write γ = β + 1. Now
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p ∈U [Dβ+1] \U [Dβ ]. By the hypothesis Dβ ⊂U [Dβ ], we see that U [Dβ+1] \U [Dβ ] ⊂
U [Dβ+1] \Dβ =W .
If xδ ∈ D and δ < β , then xδ ∈ Dβ and so xδ /∈ W . If xδ ∈ D and δ > β , then
xδ /∈ U [Dδ] ⊃U [Dβ+1] ⊃W . Hence |W ∩D| 1. ✷
So far we have assumed nothing about (X, τ). We seek the weakest assumption which
will yield the hypothesis of Lemma 6.1. Before we are given a specific ONA and a specific
well ordering, all we know about Dβ is that it is a subset of an initial segment of the well
ordering. Towards making step (1) precise (“well order X, large neighborhoods first”),
define ε(X, τ) = {(x, T ) ∈ X × τ : x ∈ T }. We will consider functions ν : ε(X, τ)→ ω
intending that ν(x,T ) < ν(y,S) means “T is a larger neighborhood of x than S is of y”.
Definition 6.2. We call (X, τ) a ν-space if there is a function ν : ε(X, τ)→ ω such that
for all ONA U :X→ τ and all Y ⊂X, if there is a bound k ∈ ω such that ν(y,U(y)) k
for all y ∈ Y , then Y ⊂U [Y ].
Let us illustrate these notions in a familiar situation.
Lemma 6.3. A metric space (X,d) is a ν-space.
Proof. Define ν(x,T ) = min{n ∈ ω: {y ∈ X: d(x, y) < 1/(n + 1)} ⊂ T }. Let U , Y ,
and k be as in Definition 6.2. Let z ∈ (X\U [Y ]) be arbitrary. Then z /∈ Y because
d(z, y) > 1/(k+ 2) for all y ∈ Y . ✷
Let us pause for two remarks. First, we could define ν(κ)-space by letting the range of ν
be κ , instead of ω. Then our reasoning will show that κ-metrizable and κ-semistratifiable
spaces are D-spaces. Second, more in the spirit of semistratifiable spaces, an alternate
way to prove Lemma 6.3 is to define ν′(x, T ) = min{n ∈ ω: d(x, z) 1/(n+ 1) for all
z ∈X\U}.
Theorem 6.4. Every ν-space is a D-space.
Proof. Let (X, τ) be a ν-space. Given an ONA U :x → τ , well order X = {xα: α < λ}
so that if ν(xβ,U(xβ)) < ν(xα,U(xα)), then β < α. Define D according to the induction
of this section; the hypothesis of Lemma 6.1 is now the particular case of Definition 6.2
where Y =Dβ and k = ν(xβ,U(xβ)). ✷
We will use a slight variant of Creede’s Definition 1.1 [4] as our definition of
semistratifiable.
Definition 6.5. We call a space (X, τ) semistratifiable if there is a functionH with domain
ω× τ satisfying
(1) for all (n,T ), H(n,T ) is a closed subset of T ,
(2) if nm and T ⊂ U , then H(n,T )⊂H(m,U),
(3) for all T ∈ τ , T =⋃n∈ω H(n,T ).
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Theorem 6.6. A space X is semistratifiable space if and only if it is a ν-space.
Proof. Let H witness that (X, τ) is semistratifiable. Whenever x ∈ T ∈ τ , define
ν(x,T )=min{n ∈ ω: x ∈H(n,T )}. Let U , Y , and k by as in Definition 6.2. We compute
Y ⊂
(⋃
{H(k,U(y)): y ∈ Y }
)
⊂H (k,U [Y ])=H (k,U [Y ])⊂U [Y ].
For the first inclusion, note that y ∈H(k,U(y)) because k > ν(y,U(y))=min{n ∈ ω: y ∈
H(n,U(y))}. For the second inclusion, use the monotonicity of H .
Conversely, let ν witness that (X, τ) is a ν-space. For n ∈ ω and T ∈ τ , define
H(n,T )= {x ∈X: (∃U ⊂ T )(ν(x,U) n)}.
That H(n,T ) is closed is explicit. That H is monotone is implicit; note the “U ⊂ T ” and
“ n”. Finally, H(n,T )⊂ T is a specific case of Definition 6.2. ✷
Note added in proof
After this paper was typeset, we learned of “Generalized paracompactness of subspaces
in products of two ordinals” [9], by Kemoto et al. It contains a version of Theorem 5.1 with
n= 2.
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