Extracting man-made objects from remote sensing images via fast level
  set evolutions by Li, Zhongbin et al.
1
Abstract—Object extraction from remote sensing images has long been an intensive research topic in the
field of surveying and mapping. Most existing methods are devoted to handling just one type of object and 
little attention has been paid to improving the computational efficiency. In recent years, level set evolution
(LSE) has been shown to be very promising for object extraction in the community of image processing and 
computer vision because it can handle topological changes automatically while achieving high accuracy.
However, the application of state-of-the-art LSEs is compromised by laborious parameter tuning and
expensive computation. In this paper, we proposed two fast LSEs for man-made object extraction from high
spatial resolution remote sensing images. The traditional mean curvature-based regularization term is 
replaced by a Gaussian kernel and it is mathematically sound to do that. Thus a larger time step can be used
in the numerical scheme to expedite the proposed LSEs. In contrast to existing methods, the proposed LSEs
are significantly faster. Most importantly, they involve much fewer parameters while achieving better 
performance. The advantages of the proposed LSEs over other state-of-the-art approaches have been 
verified by a range of experiments.
Keywords—Active contour, airport runway extraction, building extraction, Chan-Vese model, high 
spatial resolution, level set evolution, man-made object extraction, road extraction.
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2I. INTRODUCTION
Extracting desired information from remote sensing data has been an intensive research topic in 
surveying and mapping for decades. In particular, extracting man-made objects (e.g., road networks,
building roofs, and airport runways) from high spatial resolution optical images is beneficial for a diverse
range of applications such as quantification of impervious surfaces [1-3], thematic cartography [4], timely 
update of urban geographic information system (GIS) [5, 6], disaster assessment [7, 8], and military 
reconnaissance [9]. Typically, man-made objects can be identified by using their intrinsic geometric 
properties or spectral signatures [10]. For instance, roads often appear as elongated features with 
homogeneous intensities [11-13], and thus, extracting road networks in some sense amounts to detecting 
line segments. Different from roads, building roofs generally consist of rectangles [14] or regular polygons 
with parallel lines [15] and right angles. As a consequence, the corner detector is often employed for
building extraction in some studies [16, 17]. In addition, building shadows generated due to the slanted 
incident light in remote sensing images can also provide auxiliary information for building extraction [18].
In hyperspectral images, the abundant spectral information is useful for image classification [19, 20],
subpixel target detection [21], and extraction of natural objects (e.g., vegetation, bare soil, natural water 
body, and shoreline) [10]. However, despite the rapid advancement of remote sensing technology, the 
available spectral information for the commonly used high spatial resolution optical images is very limited.
For example, only three visible bands (i.e., blue (B), green (G), red (R)) and one near-infrared (NIR) band
are currently available for images offered by satellite sensors such as Ikonos, Quickbird, Pleiades-1, and 
Geoeye-1. In addition, Worldview-1 only has a panchromatic band and no multispectral bands available. 
Although there are four more spectral bands available for Worldview-2, they are mainly used for the 
vegetation analysis. Using the limited spectral signature alone is not enough to extract man-made objects,
especially in cases where the target objects (e.g., road networks, building roofs, and parking lots) are 
constructed with the same material (e.g., concrete or asphalt) and have similar spectral signatures.
Over the past few years, a series of approaches has been developed for object extraction from optical 
remote sensing images. Some comprehensive reviews can be found in [22, 23]. However, man-made object 
extraction from optical remote sensing images is still an open problem and the state-of-the-art methods face
the following four major challenges.
1) The complexity of optical images. Today, the increasing spatial and spectral resolutions of optical 
remote sensing images lead to a rapid increase of complexity of image analysis correspondingly [24].
The complex scenes often pose great challenges for object extraction. That is because the geometric 
shapes, spectral signatures, and texture features of the backgrounds are highly similar to those of 
desired objects. In addition, despite the high performance computing, the challenges for fast
processing of large volumes of remote sensing data still remain [25].
2) Spectral limitation. As mentioned before, there are only four spectral bands (i.e., B, G, R, and NIR)
available for high spatial resolution images offered by sensors such as Ikonos, Quickbird, Pleiades-1,
and Geoeye-1. Although Worldview-2 has four more spectral bands, they are primarily used for the 
vegetation analysis.
3) Automation. Currently, the degree of automation for object extraction from remote sensing images is
still not very high. Actually, it is challenging to devise a fully automated system [26]. From a practical 
perspective, semiautomatic methods with appropriate human intervention are more appealing [23].
4) Multi-object extraction. Most state-of-the-art methods for object extraction from remote sensing 
images were developed to extract one specific type of object instead of multiple kinds of objects. 
Based on the above analysis, we found that there is a need to develop more efficient techniques for object 
extraction, particularly for dealing with multiple objects. With this in mind, we proposed two fast level set 
evolutions (LSEs) for semiautomatic extraction of multiple kinds of man-made objects in this paper. Our 
essential contributions are as follows:
1) For applicability and efficiency, we make further development of traditional LSEs in three aspects. 
Specifically, we begin by eliminating the commonly used curvature-based regularization term from
traditional LSEs. Instead, we employ a Gaussian kernel to keep the evolving LSEs smooth in a 
separate step. As pointed out in [27, 28], the convolution of a signal with a Gaussian kernel is 
equivalent to the solution of heat diffusion equation with the signal as the original value. Therefore, it
is mathematically feasible to replace the curvature-based regularization term by a Gaussian kernel.
3Then, we propose two fast LSEs: one is an edge-based LSE and the other is a region-based one. 
Compared with existing LSEs, they have much fewer parameters, thereby avoiding the labor intensive 
parameter tuning. Finally and most importantly, a larger time step can be used in the numerical 
scheme of the proposed LSEs, thus expediting the evolution substantially. All these improvements 
make the proposed LSEs more efficient.
2) The proposed LSEs are capable of extracting most man-made objects from optical remote sensing
images by just using the gradient or region statistics (e.g., intensity mean or variance) of the objects 
instead of geometric shapes and spectral information. In this respect, they are more generic and 
operational than those methods that can only extract one specific kind of object. 
3) We apply the proposed LSEs to extract multiple types of man-made objects, such as building roofs, 
road networks, and airport runways from a number of high spatial resolution optical images. To verify 
their advantages, we compare them with other state-of-the-art LSEs in terms of accuracy, parameter 
tuning, and computation time.
The study is organized as follows. In Section II, we begin with a brief review of the general approaches
for man-made object extraction from remote sensing images. Then, we focus on the LSE due to its growing 
acceptance in the field of remote sensing. In Section III, we describe the proposed LSEs in detail. In Section 
IV, the proposed LSEs are employed to extract multiple types of man-made objects from different images
and their characteristics are analyzed by comparison with other state-of-the-art LSEs. In Section V, the 
experimental results are further discussed and several perspectives for future research are offered. Finally, 
Section VI concludes the whole paper.
II. PREVIOUS WORK
In this section, we first give a brief review of the general approaches for man-made object extraction from 
remote sensing images. Next, we introduce the level set evolutions (LSEs) and their applications in remote 
sensing. Finally, we give a brief discussion about the disadvantages of the state-of-the-art methods. As the 
focus of this study is mainly on the extraction of man-made objects, the methods for natural object 
extraction are not included here.
A. General Approaches for Man-Made Object Extraction
1) Geometric Shapes (e.g., Line Segment, Rectangle, Right Angle, and Parallel Line): In remote sensing
images, roads and buildings are often composed of linear boundaries and homogenous regions with marked 
contrast to the nearby objects. Thus, line detection becomes one of the most commonly used methods for 
road [11, 29-31] and building detection [32]. A number of studies extracted building roofs by detecting
parallel line segments such as [33] and [34]. In recent years, stochastic geometry models such as Gibbs and 
marked point process have also been utilized for man-made object extraction [35-38]. In a different context,
local features such as L- and T-shape junctions [39], linear feature [40], and corners [16] are employed for
road and building extraction.
2) Spectral (Color) Information: Spectral information is another main source for man-made object 
extraction. For instance, NDVI was used to remove the tree-generated lines for further refinement of the 
building extraction [41]. More recently, NDVI and brightness index were utilized to extract vegetation and 
shadows from Ikonos images, respectively [42]. In addition, the color space transformation was also used in 
some studies for object extraction from remote sensing images. For example, the original RGB images were
converted into YIQ ones for building extraction in [41]. In [32], building shadows were extracted from HIS
color space. Recently, the original RGB images were transformed into HSV and YIQ color spaces for 
building roof extraction [17].
3) Shadow: In some of the latest studies, the shadow is regarded as one of the important clues for building 
reconstruction. For instance, it was used to estimate the building height from satellite images [32], assess the 
damages caused by the earthquake by comparing the differences between the pre- and post-seismic building 
shadows [43], and produce labels for the semi-automated GrabCut approach for building extraction [18].
B. Level Set Evolutions
The key idea of LSEs is to track the moving zero-level-set in a dynamic higher-dimensional level set 
4function (LSF). The intersection between the zero-level-set and the LSF is called zero level curve (ZLC),
which is strictly closed. Thus, tracking the movement of the zero-level-set is equivalent to describing the 
variation of ZLC. With the evolution of the LSF, ZLC changes automatically and it continues to move until 
some stopping criteria are met. We typically refer to the stopping criterion as the data term that pushes the 
moving ZLCs toward the desired object boundaries. During the evolution of ZLCs, some regularization 
terms are used to keep ZLCs smooth and regular. The original LSE proposed by Osher and Sethian [44] is 
given as follows:
߶௧ = ܨ(ߢ)|׏߶| (1)
where ߶ is the LSF; ݐ is a temporal variable; ߢ is the mean curvature of ZLC; ܨ(ߢ) is a function with 
respect to ߢ; and ׏ is the gradient operator.
In order to obtain accurate and robust results, a variety of data terms and regularizing terms have been 
proposed within the past few years. According to the data terms, LSEs can be grouped into two classes: 
edge-based and region-based. In the following, we investigate the two types of LSEs in detail. Some review 
articles regarding LSEs can be found in [45, 46] for 2D object extraction and [47, 48] for 3D shape 
reconstruction. 
1) Edge-Based Level Set Evolutions
As early as 1993, Caselles, et al. [49] proposed the following edge-based LSE:
ቐ
߶௧ = ݃(ܫ)|׏߶| ቀ݀݅ݒ ቀ ׏థ|׏థ|ቁ+ ߥቁ
݃(ܫ) = ଵ
ଵା|׏ீ഑כூ|మ
(2)
where ߶ denotes the LSF as before; ܫ represents the original image; ݃(ܫ) is an edge function with respect to
the image gradient ׏ܫ; ݀݅ݒ(׏߶ |׏߶|Τ ) is the mean curvature of ZLC [49]; ݀݅ݒ is the divergence operator;
ߥ > 0 is a constant; ܩఙ is a Gaussian kernel with the standard deviation ߪ; and כ is the convolution operator.
In (2), ݃(ܫ) is the data term that attracts ZLCs toward the object boundaries, whereas the term
|׏߶|݀݅ݒ(׏߶ |׏߶|Τ ) is called regularization term that keeps the smoothness of ZLCs.
Later, Caselles, et al. [50] proposed a geodesic active contour (GAC) that is an extension of (2). Its level 
set formula is given below:
߶௧ = ݃(ܫ)|׏߶| ቀ݀݅ݒ ቀ ׏థ|׏థ|ቁ+ ߥቁ+ ׏߶ ή ׏݃(ܫ) (3)
In comparison to model (2), GAC in (3) embraces an extra gradient term, namely, ׏߶ ή ׏݃(ܫ) that is capable 
of pushing ZLCs toward the desired object boundaries, along which high gradient variations exist.
In traditional LSEs, LSF ߶ becomes irregular as it evolves, which finally leads to incorrect zero-level-sets.
To obtain stable results, LSF should be periodically reinitialized to a signed distance function (SDF) during
its evolution. However, the reinitialization step for LSF is problematic, both theoretically and practically
[51]. To address this problem, Li, et al. [51] proposed a distance regularized level set evolution (DRLSE) 
that does not need to reinitialize LSF repeatedly and most importantly, it is able to maintain the LSF regular 
automatically. The evolution equation of DRLSE is given below:
߶௧ = ߤ݀݅ݒ൫݀௣(|׏߶|)׏߶൯+ ߣߜఌ(߶)݀݅ݒ ቀ݃ ׏థ|׏థ|ቁ+ ߙ݃ߜఌ(߶) (4)
where
݀௣(ݏ) = ቐ
ୱ୧୬ (ଶగ௦)
ଶగ௦
, ݂݅ ݏ ൑ 1 
1 െ ଵ
௦
,   ݂݅ ݏ ൒ 1 (5)
where ݀݅ݒ൫݀௣(|׏߶|)׏߶൯ is called distance regularization term; ݃ is the edge function as before; ߜఌ(ή) is the 
Dirac delta function; and ߤ, ߣ, and ߙ are free parameters. 
2) Region-Based Level Set Evolutions
An early region-based LSE was proposed by Chan and Vese (CV) [52] in 2001, in which the region 
statistic (i.e., intensity mean) instead of the image gradient is used as the data term. Its corresponding level 
set formula is given as follows:
߶௧ = ߜఌ(߶) ቂߤ݀݅ݒ ቀ ׏థ|׏థ|ቁ െ ߥ െ ߣଵ(ܫ െ ܿ௜௡)ଶ + ߣଶ(ܫ െ ܿ௢௨௧)ଶቃ (6)
5where ߤ, ߥ, ߣଵ , and ߣଶ are free parameters. ܿ௜௡ and ܿ௢௨௧ are intensity means inside and outside ZLC,
respectively.
From the perspective of statistics, CV in (6) can be viewed as a special case of the earlier motion equation 
proposed by Zhu and Yuille [53], in which the image intensity is assumed to be Gaussian:
߶௧ = ߜఌ(߶) ൤ߤ݀݅ݒ ቀ ׏థ|׏థ|ቁ+
(ூି௖೚ೠ೟)మ
ଶఙ೚ೠ೟
మ െ
(ூି௖೔೙)మ
ଶఙ೔೙
మ + ݈݋݃ ఙ೚ೠ೟ఙ೔೙ ൨ (7)
where ߪ௜௡ଶ and ߪ௢௨௧ଶ are intensity variances inside and outside ZLC, respectively. ݈݋݃ is the natural 
logarithm. Its application for automatic man-made object extraction can also be found in [54].
Shortly after, Yezzi, et al. [55] also proposed a region-based curve evolution. For the case of two regions, 
the gradient flow of the curve evolution can be written as follows:
ܥ௧ = (ݑ െ ߭)(2 כ ܫ െ ݑ െ ߭) ሬܰԦ െ ߙߢ ሬܰԦ (8)
where ܥ denotes the ZLC; ݑ and ߭ are intensity means of the two regions, respectively; ߙ is a free 
parameter; ߢ = ݀݅ݒ(׏߶ |׏߶|Τ ) is the mean curvature as before; and ሬܰԦ is the outward unit normal of the 
curve ܥ. According to the Eulerian formulation in [56], the gradient flow (8) can be rewritten as:
߶௧ = [(ݑ െ ߭)(2 כ ܫ െ ݑ െ ߭) + ߙߢ]|׏߶| (9)
Based on the example in [57], we fix ߥ = 0 and ߣଵ = ߣଶ = 1 in CV (6), at the same time, we replace ߜఌ(߶)
by |׏߶|, which is feasible as pointed out in [52]. Then CV can be rewritten as:
߶௧ = [(ܿ௜௡ െ ܿ௢௨௧)(2 כ ܫ െ ܿ௜௡ െ ܿ௢௨௧) + ߤߢ]|׏߶| (10)
As can be seen clearly, the model (8) proposed in [55] is a special case of CV (6).
More recently, based on GAC in (3), Zhang, et al. [58] proposed a simplified region-based LSE, in which 
the data term and regularization term were borrowed from [57] and [59], respectively. The formula is:
߶௧ = ߥ ቈ ூି
೎೔೙శ೎೚ೠ೟
మ
௠௔௫ቀቚூି
೎೔೙శ೎೚ೠ೟
మ ቚቁ
቉ |׏߶| (11)
where ߥ is a constant as in (3) and ݉ܽݔ (ή) is the maximum operator. It is worth mentioning that the 
traditional regularization term is missing in (11). Instead, a Gaussian filter is introduced into the iterative 
process of LSE in a separate step to regularize the evolving ZLCs periodically. Additionally, due to the fact 
that (ܫ െ ܿ௜௡ + ܫ െ ܿ௢௨௧) = 2 ቀܫ െ ௖೔೙ା௖೚ೠ೟ଶ ቁ, it is clear that model (11) is also a special case of CV in (6).
3) Level Set Evolution in Remote Sensing
The earlier applications of LSE in the field of remote sensing can be found in [60-62]. Among them, LSE
was employed for oil slick extraction from synthetic aperture radar (SAR) images [60], locating the 
discontinuity in sea surface temperature and soil moisture [61], and hyperspectral image classification [62].
LSEs have received increasing attention in the remote sensing community. In particular, CV model [52]
becomes one of the most commonly used region-based LSEs for object extraction from remote sensing data,
including man-made object extraction [54, 63-66], shoreline extraction [67], change detection [68, 69],
building shadow extraction [70], and tree canopy reconstruction [71].
In addition to region-based LSEs, edge-based ones have also gained wide attention for object extraction in 
some studies. For example, GAC in (3) was employed to extract highways and vehicles from aerial images
[72] and extract lakes and islands from Landsat images [73]. More recently, DRLSE (4) was utilized for 
automatic extraction of building rooftops from color aerial images [17].
C. Limitations of State-of-the-Art Approaches
Although significant efforts have been made to develop practical methods for object extraction from 
remote sensing data, a couple of challenges still remain. To the best of our knowledge, the state-of-the-art
methods (both non-LSEs and LSEs) are mainly developed for dealing with one specific type of object,
rather than multiple kinds of objects.
General approaches take advantage of geometrical shapes, spectral information, or some other specific 
features such as shadow, which makes them effective in extracting some kinds of objects but may fail to 
extract others since different objects have their own intrinsic features.
On the other hand, existing LSEs are suffering from the following three limitations:
1) As seen in (4) and (6), there are many parameters that need to be tuned before they can be used in 
practice. Although the recommended values were provided in original studies, it is still difficult and 
6labor-intensive for users to seek out the optimal parameters when they are employed in practical
engineering applications. This will be further justified in our experiments.
2) In traditional LSEs, the LSF is commonly initialized as a SDF that needs to be reinitialized 
periodically in the iterative process. However, the computation for maintaining the LSF as a SDF is 
considerably expensive [59]. Although in some recent studies the reinitialization procedure was
eliminated completely [51, 74], other problems arise. For instance, DRLSE in [51] has to spend more
time on the computation of distance regularization term. While the reinitialization-free and
region-based model in [74] can extract desired objects, it also extracts other spectral similarly ones in
the same scene.
3) Essentially, the length regularization term, e.g., ߜఌ(߶)݀݅ݒ(ߘ߶ |ߘ߶|Τ ) , in traditional LSEs is a 
parabolic term and the time step should be subject to the Courant-Friedrichs-Lewy stability condition 
[51, 75], that is, it becomes impossible to use a large time step in the numerical scheme. In addition, it 
is computationally expensive [75]. All these factors result in slow convergence for traditional LSEs.
To sum up, the state-of-the-art methods still face challenges and the foregoing disadvantages might 
hamper their applications in some cases. Consequently, it is of great interest to develop new techniques that 
are more accurate and efficient, and most importantly, can handle multiple types of objects. For that purpose,
we propose two fast LSEs in this study for man-made object extraction from optical remote sensing images.
III. PROPOSED LEVEL SET EVOLUTIONS
In this section, we first present the generalized form of LSE that may make its essence more intelligible.
Then, we elaborate the proposed two fast LSEs: one is an edge-based and the other is a region-based. Finally, 
to demonstrate the advantages of the proposed LSEs, we compare them with each other and also with other 
state-of-the-art LSEs, by applying them to extract desired objects from a synthetic image.
A. Generalized Form of Level Set Evolution
Based on the above recall of traditional LSEs, we can derive their generalized form as follows:
߶௧ = ௗܶ + ௟ܶ + ௔ܶ (12)
where ௗܶ , ௟ܶ , and ௔ܶ denote the data term, length regularization term, and area regularization term, 
respectively.
Data term ௗܶ is used to drive the propagating ZLCs toward the desired object boundaries. In edge-based 
LSEs, it is generally a function of the image gradient, e.g., the edge function ݃(ܫ) in (2), whereas in 
region-based LSEs it is commonly related to the region statistics, for example, the intensity means ܿ௜௡ and 
ܿ௢௨௧ on each side of ZLC in CV in (6). As for the length regularization terms ௟ܶ, e.g.,  ߜఌ(߶)݀݅ݒ(׏߶ |׏߶|Τ )
in (6), it is generally related to the mean curvature and is used to keep the evolving ZLCs smooth and regular.
However, the area regularization term ௔ܶ is effective for removing small spurious objects [76], for example,
ߥߜఌ(߶) in (6). Note that ߜఌ(߶) can be sometimes replaced by |׏߶| [52, 74].
B. Strategies for Improving Traditional Level Set Evolutions
As discussed before, traditional LSEs can be further improved both in terms of parameter tuning and 
computational efficiency. To this end, in this section we improve the traditional LSEs in three aspects, i.e., 
the LSF, the regularization term, and the time step.
1) Level Set Function: For computational efficiency, the following binary function (BF) [51, 75] is used
as the LSF instead of the traditional SDF:
߶(ߕ, ݐ = 0) = ቄ 1,       ߕ א ܴെ1, ݋ݐ݄݁ݎݓ݅ݏ݁ (13)
where ߶(ߕ, ݐ = 0) is the initial LSF. ߕ denotes the coordinate of the pixel. ܴ is a region in the image 
domain. As presented in Fig. 1(a), each small rectangle corresponds to a pixel in image ܫ. The purple
rectangles represent the object region and the rest of the image is the background. The green line with black 
border denotes the initial ZLC. The matrix with values -1 and 1 is the initial LSF in (13), as shown in Fig. 
1(b). The red zeros represent the zero-level-set and the red arrows indicate the evolution directions of ZLC.
For more details of SDF, readers may refer to [77].
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Fig. 1. Diagram of the LSF. (a) In image ܫ, the purple pixels compose the object region and the rest of the image is the background.
The green line with black border is the initial ZLC. (b) The matrix with values -1 and 1 represents the initial LSF. The red zeros
represent the zero-level-set and the red arrows indicate the directions of the evolution.
2) Regularization Term: As stated earlier, there are generally two kinds of regularization terms (i.e., 
length and area regularization terms in (12)) in traditional LSEs in (3), (4), and (6). The former keeps ZLCs
smooth, whereas the latter is utilized to filter out the small spurious patches. However, they usually cause 
expensive computation in practical applications [59]. Moreover, the involved free parameters often need 
laborious tuning. In fact, the length of ZLC is comparable with the area formed by itself [52]. Therefore, in
traditional LSEs only the length regularization term is preserved, regardless of the area one. To improve the 
computational efficiency of LSE, in this context we replace traditional regularization terms by a Gaussian 
kernel as in [59]. It is not only able to smooth the moving ZLCs, but also capable of filtering out those small
spurious patches. We can therefore eliminate the computationally costly regularization terms from 
traditional LSEs. Mathematically, it is viable to replace the traditional regularization term by a Gaussian 
kernel [27, 28].
3) Time Step: Due to the elimination of traditional length regularization term, we can employ a larger
time step in the numerical scheme for the proposed LSEs, thereby expediting their evolutions substantially.
Based on the above three improvements of traditional LSEs, we can readily derive our fast level set 
formulations in the following, including the proposed edge- and region-based LSEs.
C. Formulations of the Proposed Level Set Evolutions
In this section, we propose two fast level set formulations. In the following, we will describe the 
derivation of the two LSEs in detail and give an overview of their implementation.
1) Formulation of the Proposed Edge-Based Level Set Evolution
The proposed edge-based LSE in this study is established based on the classical ones in (2) and (3). Since
the role of the traditional regularization term can be replaced by a Gaussian kernel, we can remove the term 
݀݅ݒ(׏߶ |׏߶|Τ ) from the edge-based LSE (2). Furthermore, since the constant ߥ in (2) and (3) is mainly used 
for speeding up the evolution of the ZLCs, it is often set to be zero for less parameter tuning [50]. In this way,
we can obtain a new edge-base LSE as follows:
൝
߶௧ = ݃(ܫ)|׏߶|
݃(ܫ) = ଵ
ଵା|׏ீ഑כூ|మ
(14)
where only two key free parameters need to be tuned before it can be employed in practice, namely the time 
step ȟݐ and the standard deviation ߪ of the Gaussian kernel that is used to smooth the original image.
Hereafter, the notation ܧ்೏ is employed to represent the edge-based data term ݃(ܫ) in (14). In comparison to 
GAC (3), the gradient term ׏߶ ή ׏݃(ܫ) is not included in our LSE (14). As mentioned earlier, this gradient 
term is primarily developed for driving ZLCs to those boundaries along which there are gradient variations. 
However, the man-made objects in high spatial resolution remote sensing images often have clear 
boundaries, along which the gradient variations are rare. As a result, it is feasible to exclude this term from
our LSE in (14). It should be noted, however, that the model (14) cannot be derived from DRLSE in (4)
directly since (4) does not need the traditional reinitialization step of LSF during its evolution.
2) Formulation of the Proposed Region-Based Level Set Evolution
Similarly, we can derive a novel region-based LSE from CV [52] by removing the regularization term in 
8(6) and setting free parameters ߤ = ߥ = 0. Note that here we use the notation presented in [78] since it is 
more intuitive than that in (6) to some extent, namely
߶௧ = [െߣା(ܫ െ ܿା)ଶ + ߣି(ܫ െ ܿି)ଶ]ߜఌ(߶) (15)
where ܿା and ܿି are intensity averages on ߶ ൒ 0 and ߶ < 0, respectively. ߣା and ߣି are corresponding 
coefficients. For less parameter tuning, we set ߣା = ߣି = 1 similar to that in [52, 57]. In addition, we 
replace ߜఌ(߶) by |׏߶| since it is computationally more efficient. Therefore, the model (15) can be rewritten
as:
߶௧ = (ܿା െ ܿି)(2ܫ െ ܿା െ ܿି)|׏߶| (16)
To obtain more stable numerical results, we normalize the data term (ܿା െ ܿି)(2ܫ െ ܿା െ ܿି) as in [58]
and thus (16) can be further written as:
߶௧ = ቂ (௖
శି௖ష)൫ଶூି௖శି௖ష൯
௠௔௫ (|(௖శି௖ష)(ଶூି௖శି௖ష)|)ቃ |׏߶| (17)
Finally, we obtain a new region-based LSE, in which only one parameter (i.e., time step ȟݐ) need to be given
in advance. Most importantly, a large time step can be used in the numerical scheme, thus expediting the 
convergence of (17) considerably. Hereafter, we employ the notation ்ܴ೏ to represent the region-based data 
term (௖
శି௖ష)൫ଶூି௖శି௖ష൯
௠௔௫ (|(௖శି௖ష)(ଶூି௖శି௖ష)|) in (17). In the next section, we will describe the implementation of the two
types of LSEs in detail.
D. Implementation of the Proposed Level Set Evolutions
As presented in Table I, the implementation of the proposed LSEs mainly consists of six steps.
TABLE I
PSEUDO-CODE OF THE PROPOSED LSES
Input: Image ܫ
               Scale parameters ߪଵ and ߪଶ for the edge-based LSE (14) or
               Scale parameter ߪ for the region-based LSE (17)
               Initial ZLC
               Time step οݐ
Output: Binary result of the desired object
1. Initialize the LSF ߶ as (13), including its position and signs on
each side of ZLCs
2. Level set evolution
2.1. Compute the data term and |׏߶|
ܧ்೏ = ݃(ܫ)
்ܴ೏ =
(ܿା െ ܿି)(2ܫ െ ܿା െ ܿି)
݉ܽݔ (|(ܿା െ ܿି)(2ܫ െ ܿା െ ܿି)|)
2.2. Update the LSF ߶
߶௜,௝௡ାଵ = ߶௜,௝௡ + ȟݐܴ൫߶௜,௝௡ ൯
3. Reinitialize the updated LSF ߶ if necessary
߶ = 1, if ߶ > 0; otherwise, ߶ = െ1
4. Regularize the updated LSF ߶ using a Gaussian kernel
߶ = ܩఙ כ ߶
5. If it has not yet converged, goto 2
6. Return the final LSF ߶, i.e., the binary result of the desired object
Step 1: The LSF ߶ in proposed LSEs is initialized as BF in (13), which is not only easy to use, but 
computationally efficient. More precisely, the initialization of LSF includes two steps: 1) finding the 
appropriate positions for the initial ZLCs, and 2) determining the signs of the LSF on each side of ZLCs (see
Fig. 1).
Step 2: Once the initial LSF is determined, ZLCs can be evolved by using the proposed LSE in (14) or 
(17). In this step, we first compute the data term (i.e., ܧ்೏ or ்ܴ೏) and |׏߶|. Then, we update the LSF using
the following finite difference scheme [51, 52]:
߶௜,௝௡ାଵ = ߶௜,௝௡ + ȟݐܴ൫߶௜,௝௡ ൯ (18)
where (݅, ݆) is the spatial position; ݊ is the iteration number; ȟݐ is the time step; and ܴ(ή) denotes the right 
hand side of the proposed LSEs in (14) and (17). It is particularly worth mentioning that the computation of 
9the data term in the proposed edge-based LSE in (14) requires original images to be convolved with a
Gaussian kernel, whereas it is unnecessary for the proposed region-based LSE in (17).
Step 3: For the proposed region-based LSE (17), this step is optional in some practical applications like in 
[52]. When only a small number of objects need to be extracted from a complex scene, in which there are 
many undesired objects that generally have similar intensities to the desired ones, we need to reinitialize the 
LSF periodically to ensure that |׏߶| ് 0 around ZLCs while |׏߶| = 0 elsewhere (see Fig. 1). In this way,
the LSE is only effective around the desired objects, thereby avoiding extracting other undesired objects.
Specifically, ߶ is reinitialized as BF in (13), i.e., let ߶ = 1, if ߶ > 0; otherwise, let ߶ = െ1. Sometimes,
when multiple objects need to be extracted simultaneously we do not need to reinitialize the LSF. In this 
case, there is |׏߶| ് 0 across the entire image gradually, thus making the LSE effective for every pixel. It is 
worth mentioning however that this situation just holds for images with fewer noises. To ensure that the 
favorable results can be obtained in our experiments, we reinitialize the LSF periodically since the desired 
objects are generally surrounded by heavy noises in complex scenes.
For the proposed edge-based LSE (14), on the other hand, the LSF should be reinitialized periodically; 
otherwise, it will become nonnegative according to (18) and further the ZLC will vanish since the date term 
݃(ܫ) is always greater than or equal to 1.
Step 4: Since the typically used mean curvature-based regularization term is eliminated from the proposed 
LSEs, we employ a Gaussian kernel instead to maintain the moving ZLC smooth and regular. That is, we 
convolve the updated LSF periodically with a Gaussian kernel. Certainly, the scale parameter ߪ of the 
Gaussian kernel can be tuned accordingly for different applications that will be discussed in the experiments.
Traditionally, in order to remove those small undesired patches from final results, morphological operations 
are often introduced into this step, as was done in [17]. However, they are unnecessary for the proposed 
LSEs, since the Gaussian kernel is able to keep ZLC smooth while filtering out those small undesired
objects.
Step 5: Determine whether the convergence is reached; otherwise, go back to Step 2. In fact, once ZLC
stops at the object boundary, the LSF will not be updated any more. Therefore, the iteration can be 
terminated if the LSF stop varying.
Step 6: Output the final LSF that is essentially a binary version of the extracted objects.
Finally, it is worth noting that there are two Gaussian kernels used to implement the proposed edge-based 
LSE (14). One is used for the denoising procedure in Step 2.1 in Table I to smooth the original image so that 
more appropriate data term ݃(ܫ) can be obtained. The other is employed in Step 4 to ensure the smoothness 
of the updated LSF. Thus, the two Gaussian kernels play different roles. The proposed region-based LSE 
(17), by contrast, does not need the denoising. However, it requires a Gaussian kernel in Step 4 to keep the 
evolving LSF regular. Hereafter, we refer to the scale parameters of the two Gaussian kernels used in (14) as 
ߪଵ and ߪଶ, respectively, whereas the scale parameter used in (17) as ߪ.
In the next two sections, we will further describe the details on the implementation of the proposed LSEs
by giving some simple examples. Meanwhile, we compare the two proposed LSEs with each other (Section 
III-E) and also compare them with other state-of-the-art LSEs (Section III-F).
E. Comparison Between the Proposed LSEs
In this study, two LSEs are presented: one is the edge-based LSE (14) and the other is the region-based 
LSE (17). In this section, we apply them to extract objects from synthetic images and compare them with 
each other in the following three aspects.
1) Sensitivity to the Initial Position of Zero Level Curve: It is evident that the edge-based date term ܧ்೏ in
(14) is always positive in the image domain (except for the boundaries where it is approximately zero),
whereas the region-based data term ்ܴ೏ in (17) can be positive or negative on both sides of ZLCs. This 
property has a direct effect on the propagation direction of ZLCs. As shown in Fig. 2, it makes the 
edge-based LSE (14) sensitive to the initial position of ZLCs.
In this example, we fix the LSF ߶ to be negative inside ZLC and positive outside. We first put the initial 
ZLC outside the object boundary, as shown in the left panel of Fig. 2(a). Finally, both the edge- and 
region-based LSEs extract the desired object accurately, as presented in the middle and right panels of Fig. 
2(a), respectively. However, when the initial ZLC is put at other positions such as the case demonstrated in 
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the left panel of Fig. 2(b), that is, the initial ZLC intersects the object boundary, which is common in practice, 
the edge-based LSE finally fails to detect the desired object. This is because the date term ݃(ܫ) is always 
positive in both object and background areas, and thus, ZLC evolves inward simultaneously, as indicated by 
the red arrows in the left panel of Fig. 2(b). Finally, ZLC shrinks and vanishes. The intermediate iteration 
and final result are shown in the middle and right panels of Fig. 2(b).
With the same initialization of ZLC, the region-based LSE, by contrast, has better performance since its 
data term has opposite signs on each side of ZLC (see Fig. 3 for details). As indicated by the red arrows in 
the left panel of Fig. 2(c), the evolution directions of ZLC are opposite and it is finally attracted to desired 
boundaries accurately, see the middle and right panels of Fig. 2(c), respectively.
This example indicates that the initial ZLC for the proposed edge-based LSE (14) should be strictly put at 
either the object region or the background area. By contrast, the initial position of ZLC for the proposed 
region-based LSE (17) is more flexible and theoretically, it can be put at anywhere in the image [52].
Object
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Zero level curve
(a)
Object
Zero level curve
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Background
(b) Edge
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Fig. 2. Results of the proposed LSEs with different initial positions of ZLC, where LSF ߶ is set negative inside ZLC and positive 
outside. (a) Results of the proposed LSEs (14) and (17) with initial ZLC outside the object boundary. Left panel: the initial ZLC.
Middle and Right panels: results of the proposed edge- and region-based LSEs. (b) and (c) Results of the edge- and region-based
LSEs with initial ZLC crossing the object boundary. Left panel: the initial ZLC with evolution directions. Middle and Right
panels: intermediate and final results of the proposed LSEs. 
2) Sensitivity to the Sign of LSF: In addition to the sign of the date term, the sign of LSF is also a key 
determinant of LSE. We found that the proposed edge-based LSE (14) is sensitive to the sign of LSF, that is, 
the sign of LSF on each side of ZLC should be strictly set before it begins to evolve, which is
time-consuming and unfavorable in practical applications.
For better understanding, we present an example in Fig. 3. Here, we use the same image ܫ as in Fig. 2.
Both the object and background areas are assumed to be homogeneous and their intensities are subject to the 
constraint: ܫை < ܫ஻, where ܫை and ܫ஻ are object and background intensity, as can be seen in Fig. 3. Without 
loss of generality, we put the initial ZLC at the background region. For the data term ܧ்೏ in (14), there is
always ܧ்೏ > 0 in both the object and background regions while ܧ்೏ ൎ 0 on the object boundaries. To push
ZLC toward object boundaries, we should set LSF ߶ negative inside it and positive outside, as shown in Fig. 
3(a). In this case, the negative LSF ߶ will become positive according to the iteration process (18). That 
means ZLC moves inward, as indicated by the red arrows. When it arrives at object boundaries, LSF ߶ will 
not vary again because ܧ்೏ ൎ 0. Conversely, if LSF ߶ is set negative outside it and positive inside (Fig. 
3(b)), it will expand outward and finally fails to extract the desired object. Therefore, the proposed 
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edge-based LSE (14) is sensitive to the signs of LSF.
By contrast, the proposed region-based LSE (17) is robust to the signs of LSF. As demonstrated in Fig. 3(c) 
and (d), no matter what kind of LSF is used (i.e., negative inside or outside ZLC), it always extracts the
desired object. As presented in Fig. 3(c), when the LSF is negative inside ZLC and positive outside, in the 
object region, there is (ܿା െ ܿି) > 0, (ܫ െ ܿା) < 0, (ܫ െ ܿି) < 0, and (2ܫ െ ܿା െ ܿି) < 0, and thus, the 
data term ்ܴ೏ < 0; in the background area, there is (ܿା െ ܿି) > 0, (ܫ െ ܿା) = 0, (ܫ െ ܿି) > 0 , and (2ܫ െ ܿା െ ܿି) > 0, and finally the data term ்ܴ೏ > 0. Since the initial position of ZLC is within the 
background region, the negative LSF ߶ will become positive based on the iteration equation (18). That is, 
ZLC moves inward. Similarly, when the LSF is positive inside and negative outside ZLC, as shown in Fig. 
3(d), the region-based LSE (17) can also extract the desired object satisfactorily.
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Fig. 3. Results of the proposed edge- and region-based LSEs with different signs of LSF ߶ on each side of ZLC. ܫை denotes the 
object intensity, whereas ܫ஻ is the background intensity. ܧ்೏ and ்ܴ೏ are the data terms of the edge- and region-based LSEs. The 
green line with the black border represents ZLC. The red arrows indicate the evolution directions. (a) and (b) Results of the 
edge-based LSE (14) with LSF negative inside and outside ZLC and the other way around, respectively. (c) and (d) Results of the 
region-based LSE (17) with LSF negative inside and outside ZLC and the other way around, respectively.
3) Sensitivity to Noise: As stated earlier, two Gaussian kernels are used in the implementation of the 
proposed edge-based LSE. One is used to smooth the original image (i.e., eliminating small spurious
artifacts), whereas the other is employed to keep the LSF regular. In comparison, the region-based LSE is 
much more robust to image noise and it therefore does not need the denoising procedure. 
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(a)                              (b)              (c)
Fig. 4. Object extraction from the noisy image using the proposed LSEs. (a) Original image with Gaussian white noise of zero
mean and standard deviation ߪ = 0.2. The green line with black border is the initial ZLC. (b) Result of the proposed edge-based 
LSE (14). (c) Result of the proposed region-based LSE (17).
As presented in Fig. 4(a), we add a Gaussian white noise of zero mean and standard deviation ߪ = 0.2 to 
the original image used in Fig. 2. As shown in Fig. 4(b), the edge-based LSE (14) is sensitive to the image 
noise. Due to the noise, the data term ݃(ܫ) becomes pointless. Checking Fig. 4(c), despite the image noise,
the proposed region-based LSE extracts the desired object accurately. 
Based on the above analysis, it is clear that the region-based LSE (17) is more robust than the edge-based 
LSE (14) in terms of the initialization of ZLC, the sign of LSF, and the image noise on synthetic images.
However, that does not follow that the region-based LSE (17) will definitely perform better than the 
edge-based LSE (14) in all real cases. In the following experiments of man-made object extraction from real 
remote sensing images, the strengths and weaknesses of the two LSEs will be further investigated.
F. Comparison with Other State-of-the-Art Approaches
In this section, to demonstrate the advantages of the proposed two LSEs, we compare them with other 
state-of-the-art approaches in several aspects. First, we compare the proposed edge-based LSE (14) with the 
popular DRLSE in (4) since they both belong to the edge-based LSE. Then we discuss the similarity and 
distinction between the proposed region-based LSE (17) and the model (11) proposed in [58].
Compared with DRLSE, the main advantage of the proposed edge-based LSE (14) is threefold. First, it is 
computationally more efficient since a simpler LSF (i.e., BF (13)) is employed in the numerical scheme.
Second, due to the substitution of a Gaussian kernel for the traditional regularization terms, a larger time 
step can be used for (14) in the numerical scheme, thus making its convergence faster (see Fig. 12 (d)). Last
but not least, the edge-based LSE (14) will be more operational than DRLSE in practical applications since 
it needs much less parameter tuning, as presented in Table III.
The similarity between the LSEs (11) and (17) is twofold. First, both the data terms in the two LSEs are 
adapted from the CV [52], and thus, they generally have similar accuracy for object extraction, as shown in 
Fig. 12(a)-(c). Second, to avoid numerical instability, they both normalize the original data term in their 
formulations.
In addition, it is particularly worth mentioning that there are two essential distinctions between the LSEs 
(11) and (17). First, the data term in the proposed LSE (17) has one more term than that in (11), i.e.,
(ܿା െ ܿି), which makes (17) more robust to the signs of LSF, as presented in Fig. 3(c) and (d). By contrast, 
the model (11) is sensitive to the signs of LSF, as shown in Fig. 5. Similar to the examples in Fig. 3(c) and 
(d), the initial ZLC is put at the background region. In this case, according to the data term in (11), there is
(ܫ െ ܿ௜௡) < 0 , (ܫ െ ܿ௢௨௧) < 0 , and further (2ܫ െ ܿ௜௡ െ ܿ௢௨௧) < 0 in the object region, whereas in the 
background region, there is (ܫ െ ܿ௜௡) > 0, (ܫ െ ܿ௢௨௧) = 0, and finally (2ܫ െ ܿ௜௡ െ ܿ௢௨௧) > 0. To drive 
ZLC toward the desired object boundary, we should strictly set the LSF negative inside and positive outside 
ZLC, respectively, as presented in Fig. 5(a). Otherwise, it would fail to extract the desired object, as shown
in Fig. 5(b). Therefore, the model (11) proposed in [58] is sensitive to the signs of LSF.
The second distinction between LSEs (11) and (17) is that they are built on different foundations. Our 
LSE (17) is derived from the region-based CV [52] and [78] directly, whereas the model (11) stems from the 
edge-based GAC [50] and thus there is one more free parameter (i.e., ߥ) in it.
For a further demonstration of the advantages of the proposed LSEs (14) and (17), in the next section we 
compare them with the state-of-the-art LSEs in extracting multiple kinds of man-made objects from
different remote sensing images qualitatively and quantitatively.
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Fig. 5. Results of the region-based LSE (11) proposed in [58] with different signs of LSF ߶ on each side of ZLC. ܫை denotes the 
object intensity, whereas ܫ஻ is the background intensity. ்ܴ೏ is the data term in (11). The green line with the black border 
represents ZLC. The red arrows indicate the evolution directions. (a) and (b) Results of the region-based LSE (11) with LSF 
negative inside and outside ZLC, respectively.
IV. EXPERIMENTAL RESULTS
A. Dataset Description and Experiment Setup
In this study, five images obtained from Google Maps are used for the test. According to their order of 
appearance in the following, they are named building_1, building_2, airport_1, airport_2, and road, 
respectively. Both building_1 and _2 are situated in Hilo, Hawaii, USA, whereas the road is located at
Germantown, Milwaukee, USA. As for the airport data, they are the George Bush International Airport and 
Hartsfield Jackson Atlanta International Airport, USA, respectively. They all contain three bands (i.e., R, G, 
and B). The spatial resolution and size of each image are given in Table II. The experiments are run under 
MATLAB R2013a 64 b on Window 7 OS with a Pro of Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz, 16GB 
RAM. We intend to make our MATLAB code publically available at
‘http://www.lsgi.polyu.edu.hk/academic_staff/John.Shi/index.htm’.
TABLE II
DATASET DESCRIPTION 
Images Spatial resolution(meter)
Size
(pixel×pixel) Location
Building_1 0.3 431×507 Hilo, Hawaii, USA
Building_2 0.25 553×461 Hilo, Hawaii, USA
Airport_1 2.0 1792×1536 Houston, Texas, USA
Airport_2 1.0 2246×2234 Atlanta, GA, USA
Road 0.7 731×1507 Germantown, Milwaukee, USA
To validate the advantages of the proposed LSEs, we compare them with other two state-of-the-art LSEs,
i.e., the DRLSE [51] and CV [52] qualitatively and quantitatively. For qualitative evaluation, we apply them 
to extract three types of man-made objects, i.e., building roofs, road networks, and airport runways from the 
images mentioned above. The aim is to demonstrate the abilities of the proposed LSEs according to the 
following four aspects:
1) automatic topology changes of ZLC, namely, the splitting and merging; 
2) dealing with isolated and extraneous small objects; 
3) handling the occlusions or discontinuities caused by nearby objects;
4) detecting desired objects with various complicated geometric shapes from complex scenes.
For fair comparison, in each experiment we initialize ZLCs for each LSE at the same positions and choose 
the best performance for each method via trial-and-error test. The free parameters used for them are given in
Table III.
For quantitative evaluation, we employ three commonly used indices, i.e., ܥ݋݉݌݈݁ݐ݁݊݁ݏݏ = ௠ܲ ௚ܲΤ ,
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ܥ݋ݎݎ݁ܿݐ݊݁ݏݏ = ௠ܲ ௘ܲΤ , and ܳݑ݈ܽ݅ݐݕ = ௠ܲ ( ௘ܲ + ௨ܲ௠)Τ , in which ௠ܲ denotes the total pixels of the 
extracted object that are matched with the ground truth data, ௚ܲ is the total pixels of the ground truth data, ௘ܲ
is the total pixels of the extracted object, and ௨ܲ௠ is the total pixels of the ground truth data that are
unmatched with the extracted object. Ground truths are acquired by digitizing the original images manually.
Additionally, the CPU time, another critical metric, is recorded for each method and used for the evaluation 
of their computational efficiency.
TABLE III
FREE PARAMETERS USED FOR EACH LSES AND IMPORTANT PARAMETERS ARE HIGHLIGHTED (UNIT FOR οݐ: SECOND )
Experiments Proposed LSE (17) Proposed LSE (14) DRLSE CV
Building_1
in Fig. 6
οݐ = 15,ߪ = 1,
and TS 9×9 in (b)
οݐ = 15,ߪ = 2,
and TS 9×9 in (c)
οݐ = 15,ߪ = 3,
and TS 9×9 in (d)
οݐ = 15,ߪଵ = 1,ߪଶ =
1.5, and TS 9×9 in (e)
οݐ = 15,ߪଵ = 3,ߪଶ =
1.5, and TS 9×9 in (f)
οݐ = 15,ߪଵ = 5,ߪଶ =
1.5, and TS 9×9 in (g)
οݐ = 5, ߣ = 5, ߤ = 0.04,
ߪ = 3, ܿ଴ = 2,ߙ = 1, and TS 15×15
in (h)
οݐ = 5, ߣ = 5, ߤ = 0.04,
ߪ = 3, ܿ଴ = 2,ߙ = 2, and TS 15×15
in (i)
οݐ = 5, ߣ = 5, ߤ = 0.04,
ߪ = 3, ܿ଴ = 2,ߙ = 3, and TS 15×15
in (j)
οݐ = 0.8, ߣଵ = ߣଶ
= 1, ߥ = 0, and 
ߤ = 0.1 in (k)
οݐ = 0.8, ߣଵ = ߣଶ
= 1, ߥ = 0, and 
ߤ = 0.3 in (l)
οݐ = 0.8, ߣଵ = ߣଶ
= 1, ߥ = 0, and 
ߤ = 0.5 in (m)
Building_2
in Fig. 7
οݐ = 15,ߪ = 4,
and TS 9×9 in 
(b)-(d)
οݐ = 18,ߪଵ = 3,ߪଶ =
1.5, and TS 9×9 in 
(e)-(g)
οݐ = 5, ߣ = 5, ߤ = 0.04, ܿ଴ = 2,
ߪ = 5,ߙ = 2, and TS 13×13 in (h)
οݐ = 5, ߣ = 5, ߤ = 0.04, ܿ଴ = 2,
ߪ = 4,ߙ = 2.5, and TS 13×13 in (i)
οݐ = 5, ߣ = 5, ߤ = 0.04, ܿ଴ = 2,
ߪ = 4,ߙ = 3, and TS 13×13 in (j)
οݐ = 0.8, ߣଵ = ߣଶ
= 1, ߥ = 0, and 
ߤ = 0.1 in (k)
οݐ = 0.8, ߣଵ = ߣଶ
= 1, ߥ = 0, and 
ߤ = 0.3 in (l)
οݐ = 0.8, ߣଵ = ߣଶ
= 1, ߥ = 0, and 
ߤ = 0.5 in (m)
Airport_1
in Fig. 8
οݐ = 18,ߪ = 2,
and TS 15×15 in 
(b)
οݐ = 16,ߪଵ = 1,ߪଶ =
1, and TS 9×9 in (c)
οݐ = 5, ߣ = 5, ߤ = 0.04, ܿ଴ = 2,
ߪ = 1.5,ߙ = 3.5, and TS 7×7 in (d)
οݐ = 1.0,
ߣଵ = ߣଶ = 1, ߥ =
0, and ߤ = 0.2 in
(e)
Airport_2
in Fig. 9
οݐ = 18,ߪ = 3,
and TS 9×9 in (b)
οݐ = 18,ߪଵ = 1,ߪଶ =
1, and TS 9×9 in (c)
οݐ = 5, ߣ = 5, ߤ = 0.04, ܿ଴ = 2,
ߪ = 2,ߙ = 3, and TS 9×9 in (d)
οݐ = 1.0,
ߣଵ = ߣଶ = 1, ߥ =
0, and ߤ = 0.2 in 
(e)
Road
in Fig. 10
οݐ = 18,ߪ = 3,
and TS 9×9 in (b)
οݐ = 18,ߪଵ = 1.7,
ߪଶ = 1, and TS 9×9 in 
(c)
οݐ = 5, ߣ = 5, ߤ = 0.04, ܿ଴ = 2,
ߪ = 1.5,ߙ = 3.8, and TS 7×7 in (d)
οݐ = 1.0,
ߣଵ = ߣଶ = 1, ߥ =
0, and ߤ = 0.2 in
(e)
B. Qualitative Evaluation
1) Experiment 1: Building Roof Extraction
In this section, we first take advantage of the splitting of ZLCs in LSEs to extract multiple objects 
simultaneously. Then, we employ their merging to extract a single building roof. The advantages of the 
merging of ZLCs will be further verified in the experiments of airport runway extraction and road network
extraction.
Fig. 6 presents the results of LSEs (17), (14), DRLSE, and CV for simultaneous extraction of multiple 
building roofs by splitting the initial ZLC. In this experiment, region-based LSEs, i.e., the proposed (17) and 
CV clearly outperform edge-based ones, i.e., the proposed (14) and DRLSE. More specifically, the 
performance of LSE (17) is comparable to that of CV, whereas LSE (14) excels DRLSE clearly.
The original image (i.e., building_1) with initial ZLC and the corresponding ground truth are shown in the 
left and right panels of Fig. 6(a), respectively. Note that the white small object indicated by the red arrow is 
a building roof, whereas the one indicated by the yellow arrow is a truck. In each pair of Fig. 6(b)-(m), the 
left panel demonstrates the final ZLCs and the corresponding binary results are shown on the right. 
Specifically, Fig. 6(b)-(d) presents the results of LSE (17) with different scale parameters, i.e., ߪ = 1, 2, and 
3, for the Gaussian kernel, respectively. As shown clearly, the initial ZLC is automatically split into 
independent parts and each part corresponds to a single building roof; however, other undesired small 
15
O
rig
in
al
 im
ag
e
(a)
Pr
op
os
ed
 L
SE
 (1
7)
(b) (c) (d)
Pr
op
os
ed
 L
SE
 (1
4)
(e) (f) (g)
D
R
LS
E
(h) (i) (j)
C
V
(k) (l) (m)
Fig. 6. Results of LSEs (17), (14), DRLSE, and CV for building roof extraction. (a) Left panel: the original image (i.e., building_1)
with the initial ZLC. Right panel: the ground truth. The white small object indicated by the red arrow is a building roof, whereas 
the one indicated by the yellow arrow is a truck. (b)-(d) Left panel in each pair: final ZLCs of LSE (17) with the scale parameter 
ߪ = 1, 2, and 3, respectively. Right panel in each pair: corresponding binary results. (e)-(g) Results of the proposed edge-based 
LSE (14) with the scale parameter ߪଵ = 1, 3, and 5, respectively. (h)-(j) Results of DRLSE with ߙ = 1, 2, and 3, respectively. 
(k)-(m) Results of CV with ߤ =0.1, 0.3, and 0.5, respectively. See Table III for detailed parameter tuning.
objects are also extracted. From left to right panels in Fig. 6(b)-(d), with the increase of the scale parameter 
ߪ, those smaller extraneous objects are removed effectively and only the desired objects are extracted finally. 
Thus, a relatively larger value of ߪ is often advised in practical applications to ensure better anti-noise 
performance. Despite that, the truck is still erroneously recognized as a building roof, as indicated by the 
yellow arrow in the left panel of Fig. 6(a). This is due to the fact that they have similar spectral characteristic. 
In this case, to obtain favorable results, further post-processing is needed. In addition, the scale parameter ߪ
cannot be too large, otherwise LSE (17) may fail to extract the small building roofs such as the one indicated 
by the red arrow in the left panel of Fig. 6(a).
The results of the proposed edge-based LSE (14) are shown in Fig. 6(e)-(g). From left to right panels, the 
original image is convolved by a Gaussian kernel with the scale parameters ߪଵ = 1, 3, and 5, respectively. 
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With the increase of the scale parameter, the original image becomes smoother, suggesting that the results 
are more accurate. Nevertheless, two separated building roofs are extracted as a single one due to the failure 
of the splitting of ZLC, as presented in Fig. 6(g). In addition, the small truck is also wrongly recognized as a 
building roof.
Fig. 6(h)-(j) presents the results of DRLSE with ߙ = 1, 2, and 3, respectively. It is clear that with the 
increase of the parameter ߙ, more accurate boundaries can be extracted. However, a larger value of ߙ may 
lead to boundary leakage. As shown in Fig. 6(j), two darker building roofs are finally missing. In 
comparison, a relatively small value of ߙ can guarantee the extraction of all objects, as shown in Fig. 6(i).
However, it also extracts other objects.
Finally, the results of CV with ߤ =0.1, 0.3, and 0.5 are presented in Fig. 6(k)-(m), respectively. As we can 
see, the smaller extraneous objects are filtered out with the increase of the parameter ߤ. The optimal result is 
given in Fig. 6(m).
Fig. 7 presents the results of all the LSEs for a single building roof extraction. The goal of this experiment 
is to verify that LSEs can merge separate ZLCs automatically during their evolutions. Experiments show 
that the proposed LSEs (14) and (17) are able to extract the desired single building roof with discontinuities,
whereas DRLSE and CV fail. 
The original image (i.e., building_2) and the ground truth are shown in the left and right panels of Fig. 7(a), 
respectively. As can be seen, there are intensity variations on the building roof, which leads to
discontinuities and thus poses a great challenge for traditional LSEs. Unlike in Fig. 6, the initial ZLCs are
put at the object region. The intermediate processes of LSE (17) at iterations 15, 18, and 82 are presented on
the left panel of Fig. 7(b)-(d), respectively. The corresponding binary results are given on the right panel.
We found that the two separate ZLCs begin to merge with each other at iteration 15, as shown in Fig. 7(b).
Thereafter, a new ZLC is generated at iteration 18 and it continues evolving in the following iterations until 
it converges. Although two ZLCs are initialized in the beginning, there is always only one LSF (i.e., the 
matrix with values 1 and -1 in Fig. 1) changes from iteration to iteration. In this experiment it was found that 
the proposed LSE (17) cannot only filter out those small foreign objects present on the building roof
automatically, but also handle the discontinuities effectively. The only disadvantage of LSE (17) is that it
also extracts some nearby undesired objects.
The results of the edge-based LSE (14) are illustrated in Fig. 7(e)-(g). The ZLCs and the corresponding 
binary results at iterations 18, 24, and 148 are presented from left to right panels, respectively. It can be 
observed that the merging of ZLCs commences at the 18th iteration. After that, a new ZLC emerges and it 
goes on to evolve until it stops at the desired boundary. Similar to (17), it also filters out those small 
extraneous objects automatically while passing through the discontinuities successfully. Due to the 
convolution of the original image with a Gaussian kernel, the edges extracted by the edge-based LSE (14)
are smoother than those extracted by the region-based LSE (17).
The results of DRLSE for the single building roof extraction are shown in Fig. 7(h)-(j). Different from the
previous experiments, here the results for specific iterations of the merging of ZLCs are not provided.
Instead, we just illustrate the results of DRLSE for different parameters used (see Table III). As presented in 
the results, although the original image in DRLSE is also convolved with a Gaussian kernel as in LSE (14), 
ZLC cannot pass through the discontinuities and thus it fails to extract the whole object. Using larger values 
of ߪ and ߙ, it is sometimes able to extract more objects, as shown in Fig. 7(i). However, that generally also 
causes serious edge leakages, see Fig. 7(j). To obtain the accurate object in some practical applications, we 
therefore suggest using relatively small values of ߪ and ߙ.
The final results of CV with ߤ =0.1, 0.3, and 0.5 are shown in Fig. 7(k)-(m), respectively. In this 
experiment, the small spurious objects can be filtered out automatically by using a larger value of ߤ.
However, no matter which value of ߤ we use, CV cannot deal with the discontinuities and finally fails to
extract the complete object. Actually, the discontinuities divide the seemingly complete building roof into 
several separate parts. In addition to that, no smoothing filter is used to convolve the original image for CV.
All these factors cause the failure of CV.
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Fig. 7. Illustration of the merging of ZLCs of the LSEs (17), (14), DRLSE, and CV for single building roof extraction. (a) Left
panel: the original image (i.e., building_2) with two initial ZLCs. Right panel: the ground truth. (b)-(d) Left panel in each pair: 
ZLCs of LSE (17) at iterations 15, 18, and 82, respectively. Right panel in each pair: corresponding binary results. (e)-(g) The 
ZLCs and binary results of LSE (14) at iterations 18, 24, and 148, respectively. (h)-(j) Results of DRLSE with different 
parameters used. ߙ = 2 and ߪ = 5 in (h), ߙ = 2.5 and ߪ = 4 in (i), and ߙ = 3 and ߪ = 4 in (j). (k)-(m) Results of CV with 
ߤ =0.1, 0.3, and 0.5, respectively. 
2) Experiment 2: Airport Runway Extraction
This section aims to confirm the capabilities of the proposed LSEs (14) and (17) in 1) extracting desired 
objects with various geometric shapes from complicated backgrounds and 2) handling occlusions or 
discontinuities caused by the intensity variations.
Fig. 8 shows the results of all the LSEs for runway extraction from airport_1. The original image with 
initial ZLCs and the ground truth are shown in the left and right panels of Fig. 8(a), respectively. The 
runways in airport_1 are elongated features due to the relatively lower spatial resolution (see Table II),
which often causes blurred edges and thus poses a great challenge for edge-based LSEs. It should be noted 
that ZLCs generally cannot pass through occlusions or discontinuities automatically. To obtain more 
complete and accurate airport runways, we set seven initial ZLCs manually at different positions in this 
experiment. The final ZLCs and corresponding binary results of LSEs (17), (14), DRLSE, and CV are
displayed in Fig. 8(b)-(e), respectively. The parameters used for each LSE are given in Table III.
In general, in this experiment the performance of the region-based LSEs (i.e., the proposed (17) and CV)
evidently surpass that of the edge-based ones (i.e., the proposed (14) and DRLSE). Despite some 
over-detection, region-based LSEs are able to extract the entire runways, as shown in Fig. 8(b) and (e), 
respectively. Edge-based ones, in contrast, just extract small part of the runways, as presented in Fig. 8(c) 
and (d), respectively. In addition, the ZLC of DRLSE passes through object boundaries and finally stops at 
the wrong boundaries. In this respect, the proposed edge-based LSE (14) has relatively better performance 
since no obvious boundary leakage happens, see Fig. 8(c).
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(a)
(b) (c)
(d) (e)
Fig. 8. Results of all the LSEs for runway extraction from airport_1. (a) Left panel: the original image. Right panel: the ground
truth. (b)-(e) Left panel in each pair: final ZLCs of LSEs (17), (14), DRLSE, and CV, respectively. Right panel in each pair:
corresponding binary results.
The results of all the LSEs for runway extraction from airport_2 are presented in Fig. 9. The spatial 
resolution of airport_2 is higher than that of airport_1 (see Table II). Thus, most runways in airport_2 appear 
wide and homogeneous. However, there are still some discontinuities on the runways due to the intensity 
variations. In this experiment we initialize six ZLCs at different positions to ensure that the whole runway
can be extracted. The original image and ground truth are shown in the left and right panels of Fig. 9(a),
respectively. The final results of LSEs (17), (14), DRLSE, and CV are illustrated in Fig. 9(b)-(e), 
respectively. Overall, despite some over-detection, region-based LSEs (i.e., (17) and CV) perform better 
than edge-based LSEs (i.e., (14) and DRLSE). As can be seen, region-based LSEs are able to extract almost
all the airport runways, whereas the edge-based ones fail to extract the whole object. For DRLSE, it extracts
more objects generally at the expense of boundary leakage, as shown in Fig. 9(d).
(a)
19
(b) (c)
(d) (e)
Fig. 9. Results of LSEs for runway extraction from airport_2. (a) Left panel: the original image. Right panel: the ground truth. 
(b)-(e) Results of the LSEs (17), (14), DRLSE, and CV, respectively.
3) Experiment 3: Road Network Extraction
The goal of this experiment is mainly to demonstrate the capability of the proposed LSEs (14) and (17) to 
deal with the roads with 1) discontinuities or occlusions caused by surrounding objects (e.g., trees and 
buildings) and 2) intensity variations caused by the use of different construction materials.
The results of all the LSEs for road network extraction are shown in Fig. 10. Similar to previous 
experiments, we initialize six ZLCs at different positions on the road to overcome the challenges caused by 
discontinuities or occlusions and ensure that the entire road can be extracted. The original image with initial 
ZLCs and the corresponding reference data are presented in Fig. 10(a). Note that two main challenging road 
segments are indicated by the yellow and red arrows, respectively. The former area indicated by the yellow 
arrow is surrounded by a number of trees and its continuity is broken. In comparison, the latter area
indicated by the red arrow is occluded just by a couple of trees nearby. The road extraction results of LSEs 
(17), (14), DRLSE, and CV are shown in Fig. 10(b)-(e), respectively.
As can be seen in Fig. 10(c), the proposed edge-based LSE (14) has the best performance among all LSEs. 
It is capable of extracting all the road networks except the broken areas. As the same type of LSE, the 
performance of DRLSE, in contrast, is not as good as the proposed LSE (14). Examining Fig. 10(d), it just 
extracts small part of the road networks and boundary leakage also occurs at some places. Similar to LSE 
(14), region-based ones, i.e. the proposed (17) and CV, also have favorable performance. They not only 
extract the desired road networks, but they also extract those road segments that actually belong to private 
houses, which may be useful in some other specific applications. Note that they also have relatively poor 
performance at the place indicated by the yellow arrow.
In addition, we note that it is very difficult to determine the optimal parameters for DRLSE in the 
experiment of road extraction. Fig. 11 shows the results of DRLSE with different parameters used (see 
Table IV). According to [51], we fix ߣ = 5.0, ߤ = 0.04, ȟݐ = 5.0, and ܿ଴ = 2 for DRLSE throughout this 
experiment. In the beginning, we set ߙ = 3, ߪ = 1.5, and the template size (TS) 9×9 for the Gaussian kernel. 
It converges at 2589th iteration and just extracts small part of the road, as displayed in Fig. 11(a). Then, we 
use a larger scale parameter ߪ = 2 to make the original image smoother and it indeed extracts more objects, 
as shown in Fig. 11(b). However, the boundary leakage arises at approximately iteration 4300. Based on this 
parameter tuning, we change the TS to 7×7. Finally, it is able to extract only small parts of the road; however, 
no boundary leakage happens, as presented in Fig. 11(c). According to the repeated parameter tuning, we 
empirically found that a larger value of ߙ can expedite the evolution of ZLCs; however, it generally causes 
boundary leakage. As shown in Fig. 11(d) and (e), when we use a larger value of ߙ = 4, the ZLCs pass 
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Fig. 10. Results of LSEs for road network extraction. (a) Left panel: the original image. Right panel: the ground truth. (b)-(e) 
Results of LSEs (17), (14), DRLSE, and CV, respectively. Left panel in each pair presents the final ZLCs of each LSE, whereas 
right panel shows the corresponding binary results.
TABLE IV
PARAMETERS USED BY DRLSE FOR ROAD EXTRACTION AND IMPORTANT ONES ARE HIGHLIGHTED
(UNIT FOR οݐ: SECOND )
Fig. 11 Parameters
(a) ߙ = 3.0,ߪ = 1.5 and TS 9×9 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(b) ߙ = 3.0,ߪ = 2.0 and TS 9×9 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(c) ߙ = 3.0,ߪ = 2.0 and TS 7×7 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(d) ߙ = 4.0,ߪ = 1.5 and TS 9×9 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(e) ߙ = 4.0,ߪ = 1.5 and TS 7×7 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(f) ߙ = 3.5,ߪ = 1.5 and TS 9×9 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(g) ߙ = 3.5,ߪ = 1.5 and TS 7×7 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(h) ߙ = 3.8,ߪ = 1.6 and TS 7×7 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(i) ߙ = 3.8,ߪ = 1.5 and TS 9×9 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(j) ߙ = 3.8,ߪ = 1.6 and TS 9×9 with fixed οݐ = 5, ߣ = 5, ߤ = 0.04, and ܿ଴ = 2
(a)                                     (b)                                     (c)                                    (d)                                    (e)
(f)                                     (g)                                     (h)                                    (i)                                    (j)
Fig. 11. Results of DRLSE for road network extraction with different parameters. See Table IV for parameters.
through the road boundaries at some places and extract nearby undesired objects. In addition, larger values
of scale parameter ߪ and TS often results in over-smoothing of the original image, which indirectly leads to 
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boundary leakage. Thus, for the application of DRLSE, it is necessary to make a compromise between the
efficiency and accuracy.
To avoid boundary leakage, we instead use a set of smaller values of ߙ in Fig. 11(f) to (j). However, with 
none of the parameters it is feasible for DRLSE to extract the whole road networks. Moreover, it is worth 
mentioning that the result of DRLSE with ߙ = 3.5 appears to be identical to that of ߙ = 3.8, as shown in 
Fig. 11(f) and (i). After trial and error, we finally seek out a relatively satisfactory result among all the tests, 
namely, the one demonstrated in Fig. 10(d). 
From the qualitative point of view, the performance of the proposed edge-based LSE (14) is much more 
favorable than that of DRLSE in all the experiments. In comparison, no obvious difference can be found 
between the proposed region-based LSE (17) and CV except the experiment of building_2. Compared with 
LSE (14), LSE (17) is able to obtain more accurate and complete object boundaries and it is more robust to 
intensity variations, see Figs. 8 and 9. However, in some cases LSE (14) performed better than LSE (17). 
For instance, in the experiment of road extraction in Fig. 10, LSE (14) failed to extract the roads that belong 
to the private houses since it is sensitive to intensity variations, which however makes its performance the 
best among all the LSEs. In addition, it should be noted that due to the convolution of original images with 
the Gaussian kernel, object boundaries extracted by edge-based LSEs (i.e., (14) and DRLSE) are smoother 
than those obtained by region-based LSEs, i.e., (17) and CV in all the experiments. 
C. Quantitative Evaluation
In previous section, the proposed LSEs (14) and (17) were qualitatively compared with the existing 
popular LSEs, i.e., DRLSE and CV for man-made object extraction. In this section, we evaluate their 
performance quantitatively using four widely used indices, i.e., completeness, correctness, quality, and ratio 
of CPU time, as presented in Fig. 12(a)-(d).
Regarding the completeness, the proposed region-based LSE (17) performs better than other LSEs. 
Specifically, LSE (17) clearly outperforms CV in extracting building_2, as shown in Fig. 12(a). In addition 
to that, it is comparable to CV for the extraction of other man-made objects. Compared with DRLSE, the 
proposed edge-based LSE (14) performs better in extracting building_1, building_2, and road. For the 
extraction of airport_1, airport_2, and road, region-based LSEs (17) and CV exceed edge-based ones (14)
and DRLSE significantly.
With respect to the correctness, the proposed edge-based LSE (14) exhibits obvious advantage over its 
competitors except for the extraction of building_1, as shown in Fig. 12(b). In addition, LSE (17) is 
comparable to CV in all experiments.
The quality of all the LSEs for man-made object extraction is plotted in Fig. 12(c). As seen clearly, the 
proposed LSE (17) surpasses other rivals in extracting the first four types of man-made objects. Also, the 
proposed LSE (14) outperforms its competitor (i.e., DRLSE) in extracting the last four types of objects. 
Additionally, it has the best performance in the experiment of road extraction compared with other LSEs. In 
contrast, the quality of CV is not very high for extraction of building_2 and DRLSE has not high quality for 
airport_1 and road. 
Finally, the ratio of CPU time is presented in Fig. 12(d). The CPU time consumed by each LSE was 
recorded in Table V. Note that for fair comparison, we just recorded the CPU time of the best performance 
for each LSE. As can be seen clearly, the proposed LSEs are much more efficient than state-of-the-art ones. 
More precisely, the proposed region-based LSE (17) is at least 20 times faster than CV and the proposed 
edge-based LSE (14) is at least 35 times faster than DRLSE. For the comparison between the state-of-the-art
LSEs, CV is almost 3 times faster than DRLSE, whereas no obvious difference between the proposed LSEs 
(14) and (17) can be found. By contrast, DRLSE is the slowest among all the LSEs. 
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(a)                                                                                                   (b)
(c)                                                                                                   (d)
Fig. 12. Quantitative evaluation of LSEs (14), (17), DRLSE, and CV for man-made object extraction. (a) Completeness. (b) 
Correctness. (c) Quality. (d) Ratio of CPU time. 
TABLE V
THE BEST CPU TIME FOR EACH LSE (UNIT: SECOND)
Experiments CV Proposed region-based LSE (17) DRLSE Proposed edge-based LSE (14)
Building_1 50.16 1.96 175.48 2.21
Building_2 75.46 1.61 188.59 2.32
Airport_1 938.06 47.8 8635.78 111.92
Airport_2 4792.67 198.78 19467.42 330.05
Road 362.52 18.07 959.84 26.90
D. Parameter Analysis
Experiments show that the proposed LSEs (14) and (17) are more robust to parameter variation and the 
optimal parameters are much more readily available than other two state-of-the-art LSEs, i.e., DRLSE and 
CV. 
As shown in Table III, there are various kinds of parameters in the LSEs, which need to be tuned before 
they can be used in practice. We have highlighted the most important ones for each LSE. Generally, we fix 
time step as οݐ = 15 for a rapid convergence rate of LSEs (14) and (17). Note that if time step is larger than 
25, unstable results may arise in both the LSEs. In practical applications, we therefore just need to tune the 
parameter ߪ for (17) and ߪଵ for (14), respectively. The larger value of ߪ in (17) is helpful for filtering out 
those small extraneous objects, whereas the larger value of ߪଵ in (14) is used to remove the noises and make 
the original image smoother. As for CV, the optimal parameters can be determined after a small number of 
tests. Empirically, the value of the parameter ߤ should be less than 1.0, whereas the time step should not be 
larger than 2.0. In contrast, DRLSE is very sensitive to the parameter variation. In particular, the small 
changes of the parameter values of ߙ, ߪ or TS may cause serious boundary leakages, as presented in Fig. 11.
In all experiments, we fixed other parameters for DRLSE according to the recommended values in [51].
Despite that, it is still challenging to seek out the optimal parameters for DRLSE in specific engineering 
applications. In current stage, a reliable and feasible way to solve this problem is to use trial and error.
V. DISCUSSION
A. Multiclass Object Extraction
For object extraction, the algorithms that only make use of the geometric shape, or spectral information, or 
some other special features may restrict their applications because different objects have their own intrinsic 
features. From a generic point of view, LSEs are more advantageous. Experiments show that they are 
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capable of extracting most man-made objects. That is because they take advantage of the information of the 
intensity differences between the desired objects and the nearby undesired objects, e.g., the edge 
function ݃(ܫ) and ܿା and ܿି on each side of the ZLC, rather than geometric shapes, or multispectral 
information, or other characteristics. In addition, the involvement of the appropriate human interaction 
makes the proposed methods robust and flexible. In this way, they are more generic and operational.
B. Spectral Features of Man-Made Objects
Each object has its own distinctive spectral (e.g., color and hue) or radiometric property (e.g., brightness, 
intensity, and tone) in optical multispectral images. Thus, they can be recognized by using their spectral 
signatures. For instance, NDVI derived from R (0.655-0.690 um) and NIR bands (0.780-0.920 um) is often
used to extract the vegetation information. However, the spectral difference at the range of visible (R, G, and 
B) and NIR bands may not be an effective characteristic to represent man-made objects. This can be 
validated by the spectral reflectance data, as shown in Fig. 13 below. This data is publicly available and can 
be downloaded from ASTER Spectral Library, at Jet Propulsion Laboratory (JPL) and California Institute of 
Technology (Caltech), NASA. Here, we just discuss the spectral reflectance data of the construction asphalt 
and concrete since they are the commonly used materials for man-made objects. For comparison, we also 
give the spectral reflectance of the deciduous tree. As shown clearly, the deciduous tree has larger spectral 
difference between the R at NIR ranges. That is the reason why NDVI is effective for describing vegetation 
information. In contrast, no obvious spectral difference can be found for both construction asphalt and 
concrete throughout all the bands (i.e., B, G, R, and NIR band).
Generally, it is accepted that the asphalt and concrete appear to be darker and brighter parts in high spatial
resolution multispectral images, respectively. The intensity contrast between the desired objects and the 
unwanted objects nearby, i.e., the radiometric differences are dominant for man-made object extraction. In 
addition, it should be noted that only four spectral bands (i.e., R, G, B, and NIR) are currently available for 
high spatial resolution images offered by sensors such as Ikonos, Quickbird, Pleiades-1, and Geoeye-1.
Fig. 13. The spectral reflectance of the deciduous tree, construction asphalt, and construction concrete at the range of visible (R, G, 
and B) and NIR bands. 
Based on the above analysis, we conclude that man-made objects are mainly characterized by the 
radiometric difference (i.e., brightness, intensity, and tone) from neighboring objects instead of their
spectral differences (i.e., color and hue) at the range of visible and NIR bands. This is the reason why we 
choose the intensity information instead of the spectral information for man-made object extraction.
C. Limitations of the Proposed Level Set Evolutions
The main limitations of the proposed LSEs (14) and (17) are twofold. First, they require human 
interaction to set the initial ZLC, which means that they are a semiautomatic method. Currently, it is still a 
challenging task to make them fully automated. This is because the initial ZLC cannot be determined
automatically. However, the degree of automation of the proposed LSEs is acceptable since only limited
human input is required. In 2004, Baltsavias [10] mentioned that fully automated object extraction is an 
open problem. In 2008, Mayer [23] pointed out that it is very important and helpful to consider efficient 
human interaction in devising a practical object extraction system. In 2010, Blaschke [22] also mentioned 
that automated object recognition is an end goal. Second, it is currently not easy for us to estimate the scale 
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parameter values such as ߪ for the region-based LSE (17) and ߪଵ and ߪଶ for the edge-based LSE (14)
adaptively. That is because it is not easy to obtain the accurate noise levels of the original images in advance.
D. Future Work
As discussed above, there is large room to increase the degree of automation of the proposed LSEs. To 
this end, we intend to use some inherent geometric features (e.g., corners for building roofs and straight lines 
for roads or runways) of the desired objects to automate the initialization of ZLC. In the meantime, to obtain
the scale parameter values for the proposed LSEs automatically, we intend to estimate the noise levels of the 
original images in advance. In this study we primarily focused on extracting man-made objects without 
considering natural objects. Thus, future research can also be directed at extraction of natural objects such as 
tree crown, surface water body, and shoreline. Moreover, for some specific applications such as agriculture 
mapping, it would be promising to integrate texture features like in [66] into LSEs. In addition, it would be 
promising to merge the two proposed LSEs together to handle multiple types of objects from one scene
simultaneously.
VI. CONCLUSION
In this study, we proposed two fast level set evolution (LSE) formulations: the edge-based LSE (14) and 
the region-based one (17), in which the traditional regularization term is replaced by a Gaussian kernel in a 
separate step and it is mathematically sound to do that. This makes it possible to use a relatively larger time 
step in their numerical schemes, thus expediting their convergence considerably. Moreover, a new data term 
was devised for the proposed region-based LSE (17) that makes it more robust to the initial position of ZLC, 
the sign of LSF, and the image noise compared with the proposed edge-based LSE (14).
Experiments show that the LSEs are capable of extracting most man-made objects from remote sensing 
images by just using the gradient or region statistics (i.e., intensity mean) instead of the typically used 
geometric shapes and multispectral signatures. However, compared with state-of-the-art LSEs in extracting 
building roofs, road networks, and airport runways, the proposed LSEs are computationally much more 
efficient while achieving better performance. Most importantly, they have much fewer input parameters, 
which make them advantageous in practical applications.
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APPENDIX
The MATLAB source code of the proposed edge-based LSE (14) is provided as follows:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% Zhongbin Li, Dept. LSGI, PolyU, Hong Kong%%%
%%% Email:lzbtongji@gmail.com %%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear all; close all; clc;
% Read images
[filename, pathname] = uigetfile ('*.jpg; *.jpeg; *.bmp; *.png; *.tif',
'Pick a file');
if ~filename
return;
end
I0 = imread (strcat(pathname, filename)); 
[row, col, b] = size (I0);
if b > 1
I = double(rgb2gray(I0));
elseif b == 1
I = double(I0);
end
figure, imshow (I0,'border', 'tight'); hold on;
% Draw single zero level curve
% [junk px py] = roipoly;
% junk = junk + 0; 
% Draw multiple zero level curves. This step can be further optimized.
[junk1 px1 py1] = roipoly;
junk1 = junk1 + 0; 
[junk2 px2 py2] = roipoly;
junk2 = junk2 + 0; 
[junk3 px3 py3] = roipoly;
junk3 = junk3 + 0; 
[junk4 px4 py4] = roipoly;
junk4 = junk4 + 0; 
[junk5 px5 py5] = roipoly;
junk5 = junk5 + 0; 
junk = bitxor(bitxor(bitxor (bitxor (junk1, junk2), junk3), junk4), junk5);
junk(junk == 0) = -1;
phi = junk; contour (phi, [0 0], 'k', 'linewidth', 10);  contour (phi, [0 
0], 'g', 'linewidth', 5);
figure, imshow (junk,'border', 'tight');
%I = addborder (I, 5, 255, 'inner'); % See it in file exchange MATLAB central 
sigma_0 = 1; % Scale parameter for Gaussian kernel
G_0 = fspecial('gaussian', 9, sigma_0);   % Size of the template should be 
an odd number
Img_smooth = conv2(I, G_0, 'same');  % Smooth image by Gaussian convolution
[Ix, Iy] = gradient(Img_smooth);
f = Ix.^2+Iy.^2;
g = 1./(1 + f); % Edge function.
figure, imshow (g);
sigma = 1; G = fspecial('gaussian', 9, sigma);
30
delt = 15; % Time step
Iter =300; % Iteration number
tic; % Timer
for n = 1: Iter
[phi_x, phi_y] = gradient (phi);
s = sqrt(phi_x.^2 + phi_y.^2);
phi = phi + delt * g .* s; % The formulation (14)
if mod (n, 30)==0
figure, imshow(I0,'border', 'tight');  hold on;
contour (phi, [0 0], 'k', 'linewidth', 10);
contour (phi, [0 0], 'r', 'linewidth', 5);
end
phi = conv2(phi, G, 'same');
phi = (phi>=0) - (phi<0);
end
toc;
phi = (phi>=0) - (phi<0);
figure, imshow (phi,'border', 'tight');
