We discuss aspects of the theory of non-invertible transformations which enter in the problem of classification of differential-difference equations and, in particular, the notion of Miura type transformation. We introduce the concept of non-Miura type linearizable transformation and we present techniques which allow one to construct simple linearizable transformations and help us to solve the classification problem. This theory is illustrated by the example of a new integrable differential-difference equation depending on 5 lattice points, interesting from the viewpoint of the noninvertible transformation which relate it to an Itoh-Narita-Bogoyavlensky equation.
Introduction
The generalized symmetry method uses the existence of generalized symmetries as an integrability criterion and allows one to classify integrable equations of a certain class. Using this method, the classification problem has been solved for some important classes of Partial Differential Equations (PDEs) [20, 21] , of differential-difference equations [7, 34] , and of Partial Difference Equations (P∆Es) [12, 19] . Classification is carried out in two steps: at first we find all integrable equations of a certain class up to invertible transformations, usually point ones, then we search for non-invertible transformations which relate different resulting equations. For this reason, a theory of non-invertible transformations is necessary. This is not the only integrability criterion introduced to produce integrable partial difference equations. Using the Compatibility Around the Cube (CAC) technique introduced by Nijhoff and Walker [18] Adler, Bobenko and Suris [4] obtained a class of integrable equations on a quad graph. More results on this line of research can be found in [5, 10] .
Let us consider autonomouos differential-difference equations of the form:
u n = f (u n+k , u n+k−1 , . . . , u n+m ), k > m,
where n ∈ Z is a discrete variable, u n = u n (t) is the unknown function,u n is its derivative with respect to the continuous variable t. In (1) we can find integrable equations of Volterra type, corresponding to the case k = −m = 1. They have been well-studied and a complete list of such equations has been obtained, see e.g. the review article [34] . In other cases only some integrable examples are known [1, 6, 8, 9, 12, 22, 25] . Let us consider the existence of explicit in one direction non-invertible transformations of the form:
v n = φ(u n+q , u n+q−1 , . . . , u n+s ), +∞ > q > s > −∞,
which relate two equations of the form (1) . An example of such a transformation is provided by the following well-known relation [29] 
which transforms the modified Volterra equatioṅ
into the Volterra onev
This is a discrete analogue of the Miura transformation [23] 
which relates the Kortevege-de Vries (KdV) equation to the modified KdV one:
where the indices t and x denote t-and x-derivatives. The Miura transformation (6) is locally non-invertible. Differential substitutions in the class v = φ(u, u x ) of Miura type for evolutionary scalar PDEs have been classified by Startsev [27] and are, up to point transformations
see also [28, 32] . The first of the differential substitutions presented by Startsev in (7) is in effect a potentiation, locally non-invertible, but whose inverse is given by an integration. Transformations involving potentiations and point transformations can be very involved and sometimes difficult to distinguish from Miura transformations. The notion of Miura type transformation on the lattice is more complicate, not yet well understood, and it is difficult to decide whether a given transformation is of Miura type. Sometimes in the literature complicate transformations (2) are called of Miura type even if their inversion requires just discrete potentiations. On the other hand, there are simple non-invertible transformations which look of Miura type.
To be able to define a Miura type transformation on the lattice we introduce and discuss the rather wide concept of linearizable transformation not of Miura type. We also present some techniques to construct simple linearizable transformations which help us to solve the problem of recognizing Miura type transformations.
In this paper we consider an example which belongs to the class (1)
Equations of this form (8) are currently relevant, as their Bäcklund transformations are completely discrete partial difference equations [1, 12, 15, 16, 22, 25] whose classification is very difficult to perform. Study of equations (8) is in progress, see e.g. [2, 3, 11] .
Let us consider here the equatioṅ
It has been found by generalized symmetry classification of some particular cases of (8) . Currently this classification is in progress, see [11] . It turns out that (9) is transformed by
into the equationv
a well known integrable equation of the Itoh-Narita-Bogoyavlensky class (8) [8, 14, 24] . In Section 2 we will present the notions of Miura type and linearizable transformations and present some techniques to construct simple linearizable transformations. Then in Section 3 we will apply our results to the case of (10) , showing that it is linearizable and, therefore, not of Miura type. Section 4 is devoted to some concluding remarks.
Theory
In this Section we discuss the notions of Miura type and linearizable transformations and present some techniques necessary to construct simple linearizable transformations.
Miura type and linearizable transformations
The Miura transformation (6) is a Riccati equation if we consider (6) as an equation for the unknown function u with v a given function. As it is known, the Riccati equation with x-dependent coefficients cannot be solved by quadrature, i.e. by a simple integration. Inversion of the discrete Miura transformation (3) is also equivalent to solving the discrete Riccati equation [13] . From our point of view, Miura type transformations must be of the same type, i.e. their inversion is somehow reduced to solving a Riccati equation with x-dependent coefficients and cannot be done by a simple integration.
On the other hand, in case of KdV type partial differential equations, we find many transformations of the form
which are a superposition of point transformations v = ψ(u) and of a potentiation v = u x . In this case finding u in (12) is reduced to integrations. In the case of Volterra type equations (1) with k = −m = 1, many transformations of the form of (2) are superpositions [34] of linear transformations of the form
which are solved by a summation, a discrete potentiation and point transformations as v n = ψ(u n ). Transformations of the form
are also obviously transformed into equations of the form (13), as
where T is the shift operator T h n = h n+1 . So (14) are solved by a summation and point transformations. Thus, in these cases, finding the unknown function u n is reduced to solving a number of linear equations with constant coefficients, i.e. it contains discrete potentiations and point transformations.
Let us pass to the general case of (1) and the non-invertible transformations (2) . We see that such transformations are explicit in one direction. If an equation A is transformed into B by a transformation (2), we will say that this transformation has the direction from A to B and we will write A → B as in this direction it is explicit.
In the general case (1) let us consider the most general form of linear transformations
with constant coefficients. Then we can introduce the following definition:
Definition 2.1 A transformation of the form (2) is called linearizable if it can be represented as a superposition of linear transformations (15) and point transformations v n = ψ(u n ). In this superposition we allow linear transformations acting in different directions.
The linearizable transformation so defined is decomposed into linear transformations (up to point ones) and thus it is not of Miura type. In an example below we will show in (51) that a decomposition of the transformation A → B of the form (2) is possible
and it consists of transformations acting in different directions. There are two other representations for linearizable transformations which may sometime be useful. For complex constants and functions entering in the transformations we can represent (15) as:
So, any linearizable transformation is a superposition of elementary transformations of the form:
The second of the transformations presented in (16) can be simplified further as
i.e it can be reduced to a superposition of transformations of the form:
In conclusion any linearizable transformation is reduced, up to a shift, to a combination of autonomous point transformations, elementary non-autonomous point transformations and only one concrete non-invertible linear transformation solvable by discrete potentiation. Let us consider as an example the equatioṅ
with a constant. Eq. (17) is transformed into (11) by the transformation
When a = 0 the transformation (18) is linearizable, as it is analogous to (14) :
In the case when a = 0 (17) is a well-known modification of (11), see e.g. [9] . The ambiguity in the use of the wording Miura transformation is present in the many researches in this field. For example in [22] the transformation
is called a Miura tranformation. However, up to a point transformation and a shift, (19) coincides with (18) with a = 0. In case a = 1, (17) and the transformation (18) are considered in [6, 22] . It is shown in [6] that the transformation (18) is an analogue, from the viewpoint of the L − A pair, to (3) and therefore it is a transformation of Miura type.
There is the following analogy between the discrete transformations (3, 18) and the Miura transformation (6). It is known that the Riccati equation (6) 
In case of (3) we introduce z n by the definition u n = 1 − z n /z n+1 and obtain a discrete linear equation of the same type as (20):
Eq. (18) with a = 1 can be written in terms of z n , by the definition u n = z n /z n+1 . Eq. (18) with a = 1 then takes the form of a third order linear discrete equation:
So the transformation (18) with a = 1 is not linearizable, in the sense of the Definition 2.1.
Linearizable transformations, point symmetries and conservation laws
In this subsection we will explain how to construct simple autonomous linearizable, according to the Definition 2.1, transformations of the form
by using point simmetries and conservation laws. This result may be useful in solving classification problems and will allow us to analyze in details in the case of example (9) the transformation (10). In the case of KdV type partial differential equations, such a theory exists, see e.g. [26] . For both partial differential and differential-difference equations a different theory for the construction of non-invertible transformations, in particular of Miura type, has been developed in [31] [32] [33] .
For an equation of the form (1) we can describe all non-autonomouos point symmetries of the form
by solving the determining equation:
where by a ′ we mean the derivative of the function with respect to its argument. If we introduce the point transformation:
then the point symmetry (22) turns into
and (1) into an equation of the form:
∂ tûn =f n (û n+k ,û n+k−1 , . . . ,û n+m ).
As (25) admits the symmetry (24) the determining equation (23) reduces to
This shows that
as (26) is a simple first order linear PDE for the functionf n which can be solved on the characteristics. So we can use the non-invertible linearizable transformation v n =û n+1 −û n , to reduce (1) to the equatioṅ
We can summarize the previous results in the following Theorem:
Theorem 2.1 If (1) has a point symmetry (22) with σ n (u n ) = 0 for all n, then it admits the following non-invertible and linearizable transformation
which allows us to construct a modified equation (27) .
We are mainly interested in autonomous linearizable transformations of the form (2), therefore, primarily in autonomous point symmetries (22) . However, sometimes a non-autonomous point symmetry of the form (22) may also lead to an autonomous result. This is the case when there exists a non-autonomous point transformatioñ
which turns the transformation (28) into an autonomous one . In this case the resulting equation forṽ n turns out to be also autonomous. Indeed, the autonomous equation (1) is transformed by the autonomous transformation (21) into (27) 
Differentiating (21) with respect to the continuous variable t we get
This shows that G n cannot have any explicit dependence on n, i.e. the equation for v n is autonomous. Even if (27) is autonomous we can also simplify the result by applying (29) with an autonomous function ψ.
Let us write down in Table 1 the four most typical examples of point symmetries, two of which not autonomous, together with corresponding autonomous transformations (21). (21) and point transformations (29) .
We can construct simple autonomous linearizable transformations also starting from conservation laws. Let us now show how. From (1) we can look for conservation laws of the form
where h n = h n (u n+k−1 , . . . , u n+m ) with k > m. The conserved density ρ n is found using the criterion introduced in [17] . A function ρ n (u n ) is a conserved density of (1) iff
Let us introduce a variable w n , so that ρ n (u n ) = w n+1 − w n . It follows from (31) thaṫ
and we can enunciate the following Theorem:
Theorem 2.2 If (1) has a conservation law (31) with ρ ′ n (u n ) = 0 for all n, then it admits the following non-autonomous non-invertible linearizable transformation:
which allows us to construct a modified equation (33).
As we are looking for linearizable transformations of the form (2) then we need
i.e. we are concerned primarily with autonomous conservation laws. However, sometimes a non-autonomous conservation law may also lead to autonomous result. This is the case when a non-autonomous point transformatioñ
makes the transformation (34) autonomous, i.e. of the form (35). In this case introducing (36) into (33) and renamingw n as w n to simplify the notation, we get:
In this case we can only show that (37) for w n is close to an autonomous one as we have:
In all cases we considered up to now we can pass to the autonomous equation
as ∂ τ w n = Q n (w n ) is a point symmetry of (38), and (35) transforms both (38) and (39) into the same equation (1). Let us see the passage from (37) to (38) more in details: let us assume that (37) is transformed into (1) by the transformation (35). Then we can differentiate (35) with respect to the continuous variable t and we get:
If k > 0 and m < 0 then we can differentiate with respect to w n+k+1 and w n+m and we get:
From (41, 42) we deduce that ∂Hn ∂w n+k and ∂Hn ∂wn+m are autonomous and consequently
Substituting ( is also autonomous and we can repeat the procedure. At the end we get
where Q n is such that ∂ψ ∂wn Q n + ∂ψ ∂wn+1 Q n+1 = 0. This shows that on the r.h.s. of (40) H n can be replaced byH. Consequently (37) andẇ n =H are transformed by the same transformation (35) into the same equation (1) .
In the particular case when
this procedure is more obvious. In this case we have the representation
whereĥ n = (−1) n+1 h n . As the left hand side of (46) is autonomous, we can easily prove thatĥ n =h(u n+k−1 , . . . , u n+m ) + (−1) n c, c ∈ C, and (−1) n c is in the null space of T + 1. So, there is a representation (46) with the autonomous functionh instead ofĥ n . In this case the autonomous linearizable transformation and the new equation can be defined as follows: ρ n (u n ) u n (−1) n u n log u n (−1) n log u n ψ(w n+1 , w n ) w n+1 − w n w n+1 + w n w n+1 /w n w n+1 w n Let us write down in Table 2 four most typical examples of conserved densities together with the corresponding autonomous transformations (35). Two of these conserved densities are non-autonomous and have the special form (45).
For a given conserved density ρ n (u n ), if the representation (31) contains instead of T − 1 a higher order linear difference operator with constant coefficients, we can get more linearizable transformations. For instance, for the Volterra equation given in (5), one has the following conservation law
In this case we can construct three linearizable transformations in a quite similar way:
with the corresponding modified Volterra equations. For instance, from the last of the transformations in (47) we get the following modified Volterra equatioṅ
A further example is provided by (11) . Considering the conserved density log v n we get:
where c 1,2 = − 
As a final example we consider (17) . In this case one has
Eq. (48) provides a number of possibilities, too.
Discussion of the example (9).
A transformation of the form (2) transforming (9) into (11) can be found by a straightforward investigation [34] . We can fix s = −1 and q = 1 in (2) and then we find the explicit transform (10).
Let us try to find (10) as a chain of linearizable transformations relating (9) and (11) by applying the theory presented in Section 2. Let us start from (9) and find a conservation law of density ρ n (u n ) = (−1) n log u n . According to Table 2 this gives the transformation u n = w n+1 w n which relates (9) tȯ w n = (w n+2 − w n )(w n+1 − w n−1 )(w n − w n−2 ).
We can now apply the obvious transformation z n = w n+1 − w n−1 . This is the superposition of first two transformations of Table 1 which are provided by the point symmetry ∂ τ w n = α + β(−1) n .
The resulting equation reads:
This is the well-known modification of (11) . The transformation of (50) into (11) is v n = z n+1 z n and it corresponds to the symmetry ∂ τ z n = (−1) n z n . We can construct the same chain of linearizable transformations, moving in the opposite direction, i.e. starting from (11) . We are led to the following picture: 1 . We see that in order to find the unknown function u n in the non-autonomouos nonlinear discrete equation (10) , one has to find w n by solving two linear problems v n = z n+1 z n and z n = w n+1 − w n−1 and then to construct u n using the explicit formula u n = w n+1 w n .
Conclusions
In this article we discuss the transformations necessary to classify differential-difference equations. By a Definition 2.1 we introduce what we call a linearizable transformation, e.g. a linear transformation in one direction which in the other direction corresponds to one of the many kinds of discrete potentiations. This is not a transformation of Miura type as its inversion is also simple, being usually of discrete potentiation type. Using this definition we are able to introduce two Theorems, 2.1 and 2.2 which allow us to construct transformations to a new differential-difference equation, if the starting one has point symmetries or conservation laws. These two Theorems are used in Section 3 for showing that (9) and (11) are related by a linearizable transformation.
This result is the starting point for a subsequent work [11] in progress on the classification of a class of differential-difference equations of the form (1) with k = 2 and m = −2 which extends the classification of Volterra type equations, corresponding to k = 1 and m = −1, carried out with great success in [30] .
