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El modelo de Espacios Me´tricos permite formali-
zar el concepto de bu´squeda por similitud en bases de
datos no tradicionales. El objetivo es construir ·ndi-
ces que permitan reducir el tiempo necesario para re-
solver una bu´squeda por similitud. Uno de los enfo-
ques para la construccio´n de ı´ndices es el usado por
los algoritmos basados en pivotes. Sobre bases de da-
tos tradicionales se sabe que, mientras ma´s balancea-
do sea un ı´ndice, mejor sera´ su desempen˜o durante
una bu´squeda. Los supuestos que llevan a esta conclu-
sio´n no son ciertos en espacios me´tricos y por lo tanto
un enfoque desbalanceado suele ser la mejor opcio´n
para los espacios de alta dimensio´n. En este trabajo
nos proponemos estudiar te´cnicas para lograr desba-
lancear el Fixed Queries Trie.
Palabras claves: Bases de Datos, Espacios
M·etricos, ·Indices, Pivotes.
1. Introduccio´n
El concepto de b·usquedas por similitud o por pro-
ximidad, es decir buscar elementos de una base de da-
tos que sean similares o cercanos a uno dado, aparece
en diversas a´reas de computacio´n, tales como recono-
cimiento de voz, reconocimiento de ima´genes, com-
presio´n de texto, biologı´a computacional, inteligencia
artificial, minerı´a de datos, entre otras.
En [4] se muestra que el problema se puede ex-
presar como sigue: dado un conjunto de objetos X y
una funcio´n de distancia d definida entre ellos que mi-
de cua´n diferentes son, el objetivo es recuperar todos
aquellos elementos que sean similares a uno dado. Es-
ta funcio´n d cumple con las propiedades caracterı´sti-
cas de una funcio´n de distancia:
Positividad Estricta: d(x, y) = 0 ⇔ x = y.
Simetr·a: d(x, y) = d(y, x).
Desigualdad Triangular: d(x, z) ≤ d(x, y) +
d(y, z).
El par (X , d) se denomina espacio m·etrico. La base
de datos sera´ un subconjunto finito U ⊆ X de cardi-
nalidad n.
En este nuevo modelo de bases de datos, una de las
consultas tı´picas que implica recuperar objetos simi-
lares es la b·usqueda por rango, que denotaremos con
(q, r)d. Dado un elemento q ∈ X , al que llamaremos
query y un radio de tolerancia r, una bu´squeda por
rango consiste en recuperar los objetos de la base de
datos cuya distancia a q no sea mayor que r, es decir:
(q, r)d = {u ∈ U : d(q, u) ≤ r}
Se han logrado avances importantes sobre bu´sque-
das por similitud en espacios me´tricos en torno al con-
cepto de construir un ·ndice, es decir, una estructura
de datos que permita reducir el tiempo necesario pa-
ra resolver una consulta. En este tiempo influyen tres
factores, a saber: la cantidad de evaluaciones de la
funcio´n de distancia d hechas, la cantidad de opera-
ciones adicionales realizadas que implican un tiempo
extra de CPU y la cantidad de accesos a pa´ginas de
disco que implican un tiempo extra de I/O. En conse-
cuencia, el tiempo total de resolucio´n de una bu´sque-
da puede ser calculado como:
T = #d× complejidad(d) + Tpo CPU + Tpo I/O
En muchas aplicaciones la evaluacio´n de la funcio´n d
es tan costosa que las dema´s componentes pueden ser
despreciadas. E´ste es el modelo de complejidad usado
en la mayorı´a de los trabajos de investigacio´n hechos
en esta tema´tica. Sin embargo, hay que prestar espe-
cial atencio´n al tiempo extra de CPU, dado que redu-
cir este tiempo produce que en la pra´ctica la bu´sque-
da sea ma´s ra´pida, au´n cuando estemos realizando la
misma cantidad de evaluaciones de la funcio´n d. De
igual manera, el tiempo de I/O puede jugar un papel
importante en algunas aplicaciones.
En [4] se presenta un desarrollo unificador de las
soluciones existentes en la tema´tica. En dicho trabajo
se muestra que todos los enfoques para la construc-
cio´n de ı´ndices en espacios me´tricos consisten en:
particionar el espacio en clases de equivalencia.
indexar las clases de equivalencia.
durante la bu´squeda, usando el ı´ndice y la de-
sigualdad triangular, descartar algunas clases y
buscar exhaustivamente en las restantes.
La diferencia entre los distintos algoritmos radi-
ca en co´mo construyen estas clases de equivalencia.
Ba´sicamente se pueden distinguir dos enfoques: al-
goritmos basados en pivotes y algoritmos basados en
particiones compactas.
En este trabajo nos centraremos en los algorit-
mos basados en pivotes, ma´s especı´ficamente el Fi-
xed Queries Trie (FQTrie). Comenzamos dando una
introduccio´n a este ı´ndice; en las secciones siguientes
describimos el concepto de dimensio´n y analizamos el
efecto de desbalancear el ı´ndice sobre espacios de alta
y de baja dimensio´n. Luego, proponemos una te´cnica
para lograr un desbalance en el FQTrie. Finalizamos
dando el trabajo futuro.
2. Fixed Queries Trie
Esta estructura fue presentada en [2] y forma par-
te de los familia de estructuras basadas en pivo-
tes. La idea subyacente de los algoritmos basados
en pivotes es la siguiente. Se seleccionan k pivotes
{p1, p2, . . . , pk}, y se le asigna a cada elemento a de
la base de datos, el vector o firma Φ(a) = (d(a, p1),
d(a, p2), . . . , d(a, pk)). Ante una bu´squeda (q, r)d, se
computa Φ(q) = (d(q, p1), d(q, p2), . . . , d(q, pk)).
Luego, se descartan todos aquellos elementos a, ta-
les que para algu´n pivote pi, | d(q, pi) − d(a, pi) |>
r, es decir max1≤i≤k | d(q, pi) − d(a, pi) |=
L∞(Φ(a), Φ(q)) > r. Los elementos no descartados
por la condicio´n anterior, se comparan directamente
con la query q.
Esto significa que, todos los algoritmos basados en
pivotes, proyectan el espacio me´trico original en un
espacio vectorial k dimensional con la funcio´n de dis-
tancia L∞. La diferencia entre todos ellos, radica en
co´mo implementan la bu´squeda en el espacio mapea-
do.
La familia de estructuras FQ (FQT, FHQT, FQA,
FQtrie) [1, 3] forman parte de las estructuras basadas
en pivotes; cada una de ellas fue presentada como una
mejora de la anterior
En el FQtrie [2], se utiliza un ·Arbol Digital o Trie
[5] para indexar las firmas de los elementos de la base
de datos.
Un Trie es un a´rbol m-ario para bu´squeda lexi-
cogra´fica. En esta estructura, cada elemento se con-
sidera como una secuencia de caracteres sobre un al-
fabeto Σ; la cardinalidad del alfabeto determina la ari-
dad del a´rbol, es decir m = |Σ|. Un nodo en un trie
o es un nodo externo y contiene un elemento; o es un
nodo interno y contiene m punteros a subtries. Da-
da una cadena, se usan los caracteres que la confor-
man para direccionar la bu´squeda en el a´rbol. Estando
en un nodo de nivel i, la seleccio´n del subtrie que le
corresponde se realiza en funcio´n del i-e´simo carac-
ter de la cadena. El nodo raı´z usa el primer caracter,
los nodos hijos de la raı´z usan el segundo caracter, y
ası´ sucesivamente.
En un trie m-ario la bu´squeda toma un tiempo que
es proporcional a la longitud de la cadena, indepen-
dientemente de cual sea el taman˜o de la base de datos.
3. La maldicio´n de la dimensio´n
Uno de los principales obsta´culos en el disen˜o de
buenas te´cnicas de indizacio´n es lo que se conoce
con el nombre de maldici·on de la dimensionalidad.
El concepto de dimensionalidad esta´ relacionado a la
dificultad o facilidad de buscar en un determinado es-
pacio me´trico. La dimensio´n intrı´nseca de un espacio
me´trico se define en [4] como ρ = µ
2
2σ2
, siendo µ y
σ2 la media y la varianza respectivamente de su his-
tograma de distancias. Es decir que, a medida que la
dimensionalidad intrı´nseca crece, la media crece y su
varianza se reduce. Esto significa que el histograma
de distancia se concentra ma´s alrededor de su media,
lo que influye negativamente en los algoritmos de in-
dizacio´n.
La figura 1 da una idea intuitiva de por que´ el pro-
blema de bu´squeda se torna ma´s difı´cil cuando el
histograma es ma´s concentrado. Consideremos una
bu´squeda (q, r)d, y un ı´ndice basado en pivotes ele-
gidos aleatoriamente. Los histogramas de la figura re-
presentan posibles distribuciones de distancias entre q
y algu´n pivote p.
La regla de eliminacio´n dice que podemos des-
cartar aquellos puntos y tales que y /∈ [d(p, q) −
r, d(p, q) + r]. Las a´reas sombreadas muestran los
puntos que no podra´n descartarse. A medida que el
histograma se concentra ma´s alrededor de su media,
disminuye la cantidad de puntos que pueden descar-
tarse usando como dato d(p, q). Este feno´meno es in-
dependiente de la naturaleza del espacio me´trico, y
nos brinda una forma de cuantificar cua´n dura es una
bu´squeda sobre el mismo.
4. Desbalanceando el I´ndice
Sobre bases de datos tradicionales se sabe que
mientras ma´s balanceado sea un ı´ndice mejor sera´ su
desempen˜o durante una bu´squeda. Estructuras tales
como AVL, Skip List y A´rbol B han sido disen˜adas
persiguiendo este objetivo. Esta idea de balancear una
estructura de datos se basa en dos supuestos:
el tipo de bu´squeda que se quiere resolver es la
bu´squeda exacta.
existe un orden lineal en el conjunto sobre el que






Figura 1: Histogramas de distancias de baja dimensionalidad (izquierda), y de alta dimensionalidad (derecha)
Ninguno de estos dos supuestos es va´lido sobre es-
pacios me´tricos. La u´nica informacio´n con la que se
cuenta al momento de organizar un ı´ndice (general-
mente un a´rbol) en espacios me´tricos es la distancia
entre elementos. Se impone un orden lineal a los ele-
mentos ordena´ndolos de acuerdo a su distancia a la
raı´z del a´rbol. Sin embargo, la mayorı´a de los autores
tratan de balancear estos a´rboles dividiendo los ran-
gos de distancia en partes uniformes, con el fin de
lograr que cada suba´rbol tenga aproximadamente la
misma cantidad de elementos.
Los problemas con este enfoque surgen cuando
consideramos el tipo de bu´squeda que realizaremos y
la distribucio´n de los elementos en el espacio me´trico.
En primer lugar, la bu´squeda no es exacta sino que
existe un radio de tolerancia r que se conoce en el mo-
mento de realizar la bu´squeda y no cuando se constru-
ye el ı´ndice. En segundo lugar, la distribucio´n de los
elementos en el espacio no se corresponde necesaria-
mente con una distribucio´n uniforme. Como vimos en
la seccio´n anterior, los espacios me´tricos de baja di-
mensionalidad presentan un histograma ma´s uniforme
que los espacios de alta dimensionalidad.
Como el histograma de espacios de baja dimensio-
nalidad no es concentrado, una particio´n donde cada
suba´rbol tenga la misma cantidad de elementos pro-
duce franjas de aproximadamente el mismo taman˜o
y, en consecuencia, la bu´squeda entra en un nu´mero
razonable de suba´rboles.
Pero si el espacio es de alta dimensionalidad, el his-
tograma esta´ concentrado en un pequen˜o rango de va-
lores, a donde probablemente tambie´n pertenecera´ la
query q. Esto produce que una proporcio´n grande de
elementos no puedan descartarse cuando se compa-
ra la query q con la raı´z del a´rbol. Si balanceamos el
a´rbol hacemos au´n ma´s ineficiente la bu´squeda. Como
el histograma es ma´s concentrado, particionar en par-
tes con la misma cantidad de elementos produce que
las zonas sean cada vez ma´s pequen˜as; pero como el
radio de bu´squeda es el mismo, una mayor cantidad
de zonas sera´n intersectadas por la query, lo que pro-
ducira´ que una mayor cantidad de suba´rboles deban
ser revisados. Por esta razo´n balancear los a´rboles en
espacios de alta dimensionalidad no es una buena op-
cio´n.
Si armamos un a´rbol particionando de manera tal
que cada parte tenga el mismo ancho evitamos este
problema y obtenemos algunos beneficios adiciona-
les. Dado que el ancho es independiente de la dimen-
sio´n, no necesitamos revisar ma´s suba´rboles cuando la
dimensio´n crece. Adema´s, los suba´rboles que contie-
nen aquellas partes que conforman el nu´cleo del es-
pacio tendra´ mayor cantidad de elementos logrando
ası´ cada vez un mayor desbalance.
5. Desbalanceando el FQTrie
Como todos los elementos del espacio tiene el mis-
mo taman˜o de firma, el trie utilizado por el FQ-
Trie queda necesariamente balanceado. Este trie pue-
de verse como un ı´ndice sobre U* (el conjunto de fir-
mas). Lo que nosotros en realidad debemos desbalan-
cear es el ı´ndice sobre U (el espacio me´trico).
El ı´ndice base sobre el que se construye el FQ-
Trie es el FQT. Fixed Height Fixed Queries Tree
(FHQT)[1]. Si miramos el FHQT subyacente, desba-
lancearlo significa conseguir pivotes que distribuyan
los elementos en forma no uniforme dentro del ı´ndi-
ce.
Para lograr esto formaremos la firma de los elemen-
tos de manera tal que no todos los pivotes contribuyan
a la firma de todos los elementos. El procesa a utilizar
es el siguiente.
Se selecciona un pivote p1 como raı´z.
Los M elementos ma´s cercanos a p1 forman el
primer grupo de elementos.
Con los restantes se procede recursivamente: se
elije un pivote p2 y los M elementos ma´s cerca-
nos a p2 forman el segundo grupo de elementos.
Este proceso continu´a hasta que no queden ma´s ele-













Figura 2: Proceso de creacio´n de grupos
mos los n elementos del espacio clasificados en n/M
grupos (ver figura 2).
La firma de cada elemento x se forma ahora tenien-
do en cuenta el grupo al que pertenece x. Si se utilizan
k pivotes para la creacio´n de cada firma, entonces:
los elementos del primer grupo forman su firma
con los pivotes p2, · · · , pk+1;
los elementos del segundo grupo forman su firma
con los pivotes p3, · · · , pk+2;
en general los elementos del grupo i forman su
firma con los pivotes pi+1, · · · , pk+i.
Cabe sen˜alar que se necesitara´n elegir k pivotes adi-
cionales a los ya utilizados a fin de poder completar
la firma de los (k − 1) u´ltimos grupos.
El proceso de bu´squeda debe ahora tener en cuen-
ta esta situacio´n a fin de descartar correctamente los
grupos que correspondan. En el peor caso la query q
debera´ compararse con k + n/M pivotes.
6. Trabajo Futuro
Nos proponemos estudiar cua´l es el efecto de la
te´cnica de desbalance propuesta sobre la performance
de las bu´squedas. El trabajo a realizar puede resumir-
se en los siguientes puntos:
Establecer empı´ricamente el valor ma´s adecuado
para M .
Estudiar el efecto de esta te´cnica de desbalance
experimentando sobre espacios de alta y tambie´n
de baja dimensionalidad.
Comparar los resultados obtenidos con el FQTrie
original.
Analizar otras te´cnica posibles para el desbalan-
ce del ı´ndice.
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