For a right-invariant control system on a flag manifold FΘ of a real semisimple Lie group, we relate the a-Lyapunov exponents to the Lyapunov exponents of the system over regular points. Moreover, we adapt the concept of partial hyperbolicity from the theory of smooth dynamical systems to control-affine systems, and we completely characterize the partially hyperbolic chain control sets on FΘ.
Introduction
In this paper, we establish the concept of partial hyperbolicity as a property of controlled invariant sets of control-affine systems and we study a class of systems for which we can characterize the partially hyperbolic chain control sets completely. The notion of partial hyperbolicity was first introduced by Brin and Pesin [6] within the theory of smooth dynamical systems. Generalizing the notion of uniform hyperbolicity, partial hyperbolicity is characterized by a splitting of the tangent bundle into three invariant subbundles, two of which form a uniformly hyperbolic splitting and the third one (the center bundle) lying strictly in between the other two in terms of growth rates. That is, in the center directions any expansion or contraction is uniformly slower than the expansion and contraction in the unstable and stable directions, respectively. The focus of the theory of partially hyperbolic dynamical systems is on indecomposibility properties such as ergodicity and topological transitivity, in particular the persistence of these properties under perturbations. For an overview of this theory the reader is referred to the excellent survey [16] .
The concept of uniform hyperbolicity for control systems was studied in [7, 10, 11, 13, 21] . In [7] , controllability and robustness results were proved for chain control sets with a uniformly hyperbolic structure. In [10, 21] , the authors derived a formula for the invariance entropy of a uniformly hyperbolic control set. In [13] , it was proved that the invariance entropy of such sets depends continuously on parameters. A large class of examples of uniformly hyperbolic chain control sets was provided in [11] . The main result of [11] yields a complete classification of the uniformly hyperbolic chain control sets of invariant systems on flag manifolds of semisimple Lie groups. In the paper at hand, we extend this analysis with the aim to characterize the partially hyperbolic chain control sets. In [11] , it has already been shown that every chain control set of an invariant system allows for a decomposition of its extended tangent bundle into three continuous invariant subbundles, two of which form a uniformly hyperbolic splitting. Hence, the remaining work is to single out those cases in which the expansion and contraction rates in center directions are uniformly strictly smaller than those in the stable and unstable directions.
The paper is structured as follows. Section 2 gives a brief introduction to dynamical and control systems and introduces the concept of partial hyperbolicity for controlled invariant subsets of the state space. In Section 3, the main concepts and results concerning flows on principal bundles with semisimple structural group are presented. Some technical lemmas used in the proof of the main results are also stated and proved in this section. In Section 4, we prove our main result about Lyapunov exponents. It is shown that over regular points the Lyapunov exponents of invariant systems on flag manifolds can be recovered from a vectorial exponent, the so-called 'a-Lyapunov exponent'. Moreover, the decomposition of the tangent bundle into three subbundles, present over the chain control sets of invariant systems, allows us to define the equivalent to a Morse spectrum for each of these subbundles and we show that this spectral set contains all the asymptotic information of the system provided by the Lyapunov exponents in the subbundle directions. Section 5 is devoted to the study of partial hyperbolicity. Here we show that a complete characterization of this property is possible if one knows the Morse spectrum in the directions of the subbundles. We show that a chain control set of an invariant system on a flag manifold is partially hyperbolic if and only if there is no intersection between the Morse spectra of the subbundles. In Section 6, we analyze the possibilities for partially hyperbolic chain control sets of invariant systems on the flag manifolds of G = Sl(3, R), and we present an example on the 2-torus, where we can explicitly verify partial hyperbolicity. Section 7 is devoted to the application of the above characterization to the estimation of the invariance entropy of invariant systems on flag manifolds from below. It is shown that if the Morse spectrum associated with the center bundle is trivial, then the infimum, on the associated Morse set, of the exponential growth rate of the unstable determinant is a lower bound for the invariance entropy, generalizing the previous result in [11] proved for the case of a vanishing center bundle. Some concepts and technical lemmas that are used in the main results are stated in an appendix, Section A.
Notation:
We write R for the reals, Z for the integers and Z + = {n ∈ Z : n ≥ 0}. If M is a smooth manifold, T x M denotes the tangent space to M at x. We write (df ) x : T x M → T f (x) N for the derivative of a smooth map f between manifolds M and N . If A is a subset of some metric space, we write cl A for its closure and int A for its interior, respectively. We use the notation | · | for vector norms and · for the associated operator norms. We also write m(·) for the conorm of an operator, i.e., m(A) = min |x|=1 |Ax|. The natural logarithm of a real number x > 0 is denoted by log x, and additionally we put log 0 := −∞. Moreover, we write log + x = max(0, log x).
Dynamical and control systems
In this section, we recall well-known facts about flows on metric spaces and control-affine systems that can be found, e.g., in Colonius and Kliemann [8] .
Morse decompositions
Consider a continuous flow φ : R × X → X, (t, x) → φ t (x), on a compact metric space (X, d). A compact set K ⊂ X is called isolated invariant if it is invariant, i.e., φ t (K) ⊂ K for all t ∈ R, and if there is a neighborhood N of K such that the implication φ t (x) ∈ N for all t ∈ R ⇒ x ∈ K holds. A Morse decomposition of φ is a finite collection {M 1 , . . . , M n } of nonempty pairwise disjoint isolated invariant compact sets satisfying:
(a) For all x ∈ X, the α-and ω-limit sets α(x) and ω(x), respectively, are contained in The elements of a Morse decomposition are called Morse sets. We say that a compact invariant set A is an attractor if it admits a neighborhood N such that ω(N ) = A. A repeller is a compact invariant set R which has a neighborhood N * with α(N * ) = R. A Morse decomposition is finer than another one if every element of the second one contains one of the first.
Morse decompositions are related to the chain recurrent set of the flow. Recall that an (ε, T )-chain from x ∈ X to y ∈ X is given by an integer n ≥ 1, n + 1 points x = x 0 , x 1 , . . . , x n = y ∈ X, and n times T 0 , . . . , T n−1 ≥ T such that d(φ Ti (x i ), x i+1 ) < ε for i = 0, 1, . . . , n − 1. A subset Y ⊂ X is chain transitive if for all x, y ∈ Y and ε, T > 0 there is an (ε, T )-chain from x to y. A point x ∈ X is chain recurrent if for all ε, T > 0 there is an (ε, T )-chain from x back to x. The chain recurrent set R = R(φ) is the set of all chain recurrent points. Then the connected components of R coincide with the maximal chain transitive subsets, which are also called the chain recurrent components of φ. A finest Morse decomposition for φ exists iff there are only finitely many chain recurrent components. In this case, the Morse sets are the chain recurrent components.
Control-affine systems
A control-affine system is a family of ordinary differential equations of the forṁ
where f 0 , f 1 , . . . , f m are C 1 -vector fields on a smooth manifold M , the state space of the system. The set U of admissible control functions is given by
where U ⊂ R m is a compact and convex set with 0 ∈ int U . For each u ∈ U and x ∈ M the corresponding (Carathéodory) differential equation (1) has a unique solution ϕ(t, x, u) with initial value x = ϕ(0, x, u). The systems considered in this paper all have globally defined solutions, which give rise to a map
called the transition map of the system. We also write ϕ t,u : M → M , x → ϕ(t, x, u). If the vector fields f 0 , f 1 , . . . , f m are of class C k , then ϕ is of class C k with respect to the state variable and the corresponding partial derivatives of order 1 up to k depend continuously on (t, x, u) ∈ R × M × U (see [20, Thm. 1 
.1]).
The transition map ϕ is a cocycle over the shift flow
i.e., it satisfies ϕ(t + s, x, u) = ϕ(s, ϕ(t, x, u), θ t u) for all t, s ∈ R, x ∈ M , u ∈ U. Together with the shift flow, ϕ constitutes a continuous skew-product flow
where U is endowed with the weak
* , which gives U the structure of a compact metrizable space. The flow φ is called the control flow of the system (cf. [8, 20] ). The base flow θ is chain transitive.
In the following, we fix a metric d on M . We call a set E ⊂ M all-time controlled invariant if for each x ∈ E there exists u ∈ U with ϕ(R, x, u) ⊂ E. The all-time lift E of E is defined by
which is easily seen to be φ-invariant. For points x, y ∈ M and numbers ε, τ > 0, a controlled (ε, τ )-chain from x to y is given by an integer n ≥ 1, points x 0 , . . . , x n ∈ M , controls u 0 , . . . , u n−1 ∈ U, and times t 0 , . . . , t n−1 ≥ τ such that x 0 = x, x n = y, and d(ϕ(t i , x i , u i ), x i+1 ) < ε for i = 0, . . . , n − 1. A set E ⊂ M is called a chain control set if it is maximal with the following properties: (A) E is all-time controlled invariant (B) For all x, y ∈ E and ε, τ > 0 there exists a controlled (ε, τ )-chain from x to y in M .
Every chain control set is closed. The all-time lift E of a chain control set E is a maximal φ-invariant chain transitive set of the control flow φ. Conversely, if E ⊂ U × M is a maximal φ-invariant chain transitive set, then the projection E = {x ∈ M : ∃u ∈ U with (u, x) ∈ E} of E to M is a chain control set (cf. [8, Thm. 4 
.1.4]).
Now we give the definition of a partially hyperbolic all-time controlled invariant set, for which we need to equip M with a Riemannian metric.
Definition:
Let E ⊂ M be a compact all-time controlled invariant set with all-time lift E. We call E partially hyperbolic if there exists a decomposition
) ∈ E, satisfying the following conditions:
(ii) The subspaces E i (u, x), i = −, 0, +, define invariant subbundles in the sense that
(iii) There exist constants c > 0, λ < 0 < µ and λ < λ ≤ µ < µ such that for all t ≥ 0 and (u, x) ∈ E we have
It is not hard to see that this definition is independent of the Riemannian metric imposed on M due to the compactness of E. The assumption that dim E − + dim E + ≥ 1 excludes trivial cases. If dim E 0 (u, x) = 0 for all (u, x) ∈ E, we also call E uniformly hyperbolic (without center bundle). If E is connected, which holds, e.g., if E is a chain control set, it easily follows that the dimensions of the subspaces E i (u, x) are constant on E.
3 Invariant control systems
Semisimple theory
Standard references for the theory of semisimple Lie groups and their flag manifolds are Duistermat-KolkVaradarajan [14] , Helgason [17] , Knapp [22] and Warner [27] . In the following, we only provide a brief review of the concepts used in this paper, see also [11] .
Let G be a connected semisimple non-compact Lie group G with finite center and Lie algebra g. We choose a Cartan involution ζ : g → g and denote by B ζ (X, Y ) = −C(X, ζ(Y )) the associated inner product, where C(X, Y ) = tr(ad(X) ad(Y )) is the Cartan-Killing form. If k and s stand, respectively, for the eigenspaces of ζ associated with −1 and 1, the Cartan decompositions of g and G are given, respectively, by g = k ⊕ s and G = KS, where K = exp k and S = exp s.
Fix a maximal abelian subspace a ⊂ s and denote by Π the set of roots for this choice. If n + := α∈Π + g α , where Π + is the set of positive roots and
is the root space associated with α ∈ Π, the Iwasawa decompositions of g and G are given, respectively, by
where N + = exp n + and A = exp a.
The Weyl group W is the group generated by the orthogonal reflections at the hyperplanes ker α, where α ∈ Σ and Σ denotes the set of simple roots. Alternatively, W = M * /M , where M * and M are the normalizer and the centralizer of a in K, respectively. The principal involution w 0 ∈ W is the only element in W that satisfies w 0 Π + = −Π − , where (wα)(H) := α(w −1 H).
Let a + ⊂ a be the positive Weyl chamber associated with the above choices and consider H ∈ cl a + . The eigenspaces of ad(H) in g are given by g α , α ∈ Π. The centralizer of H in g is given by g α .
The parabolic subalgebra of type H is given by
Its associated subgroup P H is the normalizer of p H in G. The flag manifold of type H is given by the orbit F H := Ad(G)p H or, equivalently, by the homogeneous space G/P H . The natural action of G on F H is given by (g, x) → g · x := Ad(g)p H . For a fixed element g ∈ G, the derivative of the diffeomorphism x → g · x on F H is denoted by
Alternatively, we can associate the above subalgebras and subgroups to any subset Θ ⊂ Σ by considering H ∈ cl a + such that Θ = Θ(H) := {α ∈ Σ : α(H) = 0}. When this is the case, we will use Θ instead of H as the subscript. Moreover, we will denote by Θ the set of roots in Π generated by linear combinations of the elements in Θ.
An element of g of the form Y = Ad(g)H with g ∈ G and H ∈ cl a + is called a split element. The flow exp(tH), induced by a split element H ∈ cl a + on F Θ , is given by (t, Ad(g)p Θ ) → Ad(e tH g)p Θ . The associated vector field can be shown to be a gradient vector field with respect to an appropriate Riemannian metric on F Θ . The connected components of the fixed point set of this flow are given by
The sets fix Θ (H, w) are in bijection with the double coset space W Θ(H) \W/W Θ , where W Θ(H) and W Θ are, respectively, the group generated by the reflections at ker α for α ∈ Θ(H) and α ∈ Θ. Each component fix Θ (H, w) is a compact connected submanifold of F Θ . Define the negative parabolic subalgebra of type H by
g α 1 Usually, the notation z H is used for the centralizer of H. However, the notation n 0 H will be more convenient for our purposes. 
In the general case, when Y = Ad(g)H for g ∈ G and H ∈ cl a + , we have
Moreover,
The next lemma relates the fixed point components to the stable manifolds.
Proof: It suffices to show that
Indeed, if this holds, then
To show (2) , let x ∈ fix Θ (H 2 , w) ∩ st Θ (H 1 , w ) for some w ∈ W. Since fix Θ (H 2 , w) is invariant under the actions of elements of A (using that A ⊂ Z H2 ), we have e nH1 · x ∈ fix Θ (H 2 , w) for all n. On the other hand, since x ∈ st Θ (H 1 , w ), we can write x = g · z with g ∈ N − Θ1 and z ∈ fix Θ (H 1 , w ). Using that z is an equilibrium of the flow (e tH1 ) t∈R , this implies
. By definition of n − Θ , we can assume that X ∈ g α for some α ∈ Π with α(H) < 0. This implies e n ad(
, and thus fix Θ (H 2 , w) = fix Θ (H 2 , w ). This concludes the proof, because it implies w ∈ W Θ2 wW Θ and hence proves the claim (2).
Finally, we briefly describe the construction of a K-invariant Riemannian metric on F Θ . For any x ∈ F Θ let us consider the linear map
The isotropy subalgebra at x is g x := ker π x . For any g ∈ G we have
and therefore Ad(g)g x = g gx . If g ⊥ x stands for the orthogonal complement of g x with respect to the K-invariant inner product B ζ , the K-invariance of B ζ implies Ad(g)g
Moreover, it is straightforward to see that π x restricted to g ⊥ x is a linear isomorphism between g ⊥ x and T x F Θ and so we can consider in T x F Θ the inner product
We have the following result (see [25, Prop. 3 .1]).
Proposition:
The inner product ·, · x defines a K-invariant Riemannian metric on F Θ such that the restriction of the map π x to g ⊥ x is an isometry. Furthermore, for any X ∈ g we have |π x (X)| ≤ |X| with equality iff X ∈ g ⊥ x .
For any x ∈ F Θ , let us denote by P x the orthogonal projection onto g ⊥ x in g. By the above proposition it is easy to see that
Lemma:
Let Y ∈ g be a split-regular element and denote by U an eigenspace of ad(Y ). For any x ∈ fix Θ (Y, w), the spaces g x and g
Proof: In fact, since ad(Y ) is self-adjoint, to prove the first statement it is enough to show that ad(Y )g x ⊂ g x . For any X ∈ g x , we have ad(Y )X ∈ g x iff Ad e tY X = e t ad(Y ) X ∈ g x for all t ∈ R. To show the last equation, for a fixed t ∈ R, let γ(
Since x ∈ fix Θ (Y, w), this point is an equilibrium of the flow (e tY ) t∈R , and hencė
For the second statement, let x, x ∈ fix Θ (Y, w). By the definition of fix Θ (Y, w), there exists l ∈ K Y with x = l · x. Using that ad(Y ) commutes with Ad(g) for all g ∈ Z Y , we find that
Here we use that Ad(l)U = U , which is shown as follows. Take X ∈ U and let ad(Y )X = λX. Then
implying Ad(l)X ∈ U . The second statement of the lemma follows immediately from (3).
Flows on flag bundles and a-Lyapunov exponents
Let π : Q → X be a G-principal bundle over the compact metric space X with a semisimple Lie group G. Then G acts continuously from the right on Q, this action preserves the fibers, and is free and transitive on each fiber. In particular, this implies that each fiber is homeomorphic to G. An automorphism of Q is a homeomorphism φ : Q → Q which maps fibers to fibers and respects the right action of G in the sense that φ(q · g) = φ(q) · g. For each set Θ ⊂ Σ of simple roots there is a flag bundle
We write E for the maximal flag bundle Q × G F. Now let φ n : Q → Q, n ∈ Z, be a (discrete-time) flow of automorphisms whose base flow on X is chain transitive. This flow induces a flow on each of the associated flag bundles E Θ , which we also denote by φ n . The flow φ n : E Θ → E Θ has finitely many chain recurrent components and thus a finest Morse decomposition. The Morse sets can be described as follows. 
The induced flow on E Θ admits a finest Morse decomposition whose elements are given fiberwise by
The set Θ(φ) := Θ(H φ ) = {α ∈ Σ : α(H φ ) = 0} is called the flag type of the flow φ.
(ii) The induced flow on E Θ admits only one attractor component M
is given as the image of a continuous section
For the Morse sets on the maximal flag bundle E we also write M(w). Alternatively, the Morse sets can be described via a block reduction of φ.
e., a subbundle with structural group K φ = Z φ ∩ K, and
In the following, we recall some results from [1, 2] .
Fix a Cartan and an Iwasawa decomposition G = KS and G = KAN + , respectively. There exists a Kreduction R ⊂ Q, i.e., a subbundle with structural group K. Cartan and Iwasawa decompositions of Q are given, respectively, by Q = R · S and Q = R · AN + , and we can write each q ∈ Q in a unique way as q = r · s and q = r · hn with r, r ∈ R, h ∈ A and n ∈ N + . We denote by R : Q → R, S : Q → S and A : Q → A the corresponding (continuous) projections from Q to R, S and A, respectively. The exponential map of G maps a bijectively onto A. Writing log for the inverse of exp |a , we define a(q) := log A(q), a : Q → a. Then also
is a flow, and a continuous additive cocycle over φ R n is given by
In the following, by abuse of notation, we only write a for a φ . Then a induces a cocycle over the flow on the maximal flag bundle
when the limit exists. By the polar decomposition G = K cl(A + )K, we obtain the map
We define the polar exponent by
when the limit exists. It turns out that λ + (r) is constant along the fibers and so we only write λ + (x), x ∈ X, and denote by X reg the set of points for which this limit exists, called the set of regular points. The next result from [1] (see also [2] ) assures the existence of the above limits.
3.6 Theorem: Let ν be an invariant Borel probability measure on X. Then the polar exponent λ + (x) exists for all x in a set Ω ⊂ X of full measure, invariant under the base flow on X. Put E Ω := π −1 E (Ω), where π E : E → X is the projection. Then (i) λ(ξ) exists for every ξ ∈ E Ω and the map λ : E Ω → a assume values in the finite set {wλ
satisfies:
For any w ∈ W and x ∈ X, we write st(x, w) := r · st(D(r), w), where r ∈ R Ω is an arbitrary element of the fiber over x ∈ Ω, and put st
Each such set is invariant, measurable and given by
Each Morse component M(w) of the induced flow on E has a Morse spectrum Λ Mo (M(w), a) which is a compact convex subset of a that coincides with the convex hull of
The spectrum of the attractor Morse component Λ Mo (M + , a) is the only Morse spectrum meeting cl a + and we have the following result.
Proposition: (i)
Moreover, from [2, Prop. 6.4] we know that
From now on we will use the notation
Invariant systems on flag manifolds
An invariant control system on G is a control-affine systeṁ
where the X i are right-invariant vector fields. We write (t, g, u) → ϕ(t, g, u) for the transition map of this system and note that by right-invariance we have
Since U × G → U is a (trivial) principal bundle, we can apply the theory of the preceding subsection to the control flow of (5) to characterize the Morse components of the control flow of the induced system
on the flag manifold F Θ , where for i = 0, . . . , m we have
For simplicity, we also write ϕ for the transition map of the system on F Θ . It will become clear from the context which transition map is considered.
By the theory outlined in the preceding subsection, the chain control sets on F Θ are given by
where π Θ 2 is the projection onto the second component of U × F Θ and h(u) := h φ (u, 1) (see [11] ). Moreover, for any (u, x) ∈ M Θ (w) we have a decomposition
2. There exist C, ζ > 0 such that for all t ≥ 0,
Our aim is to relate the a-Lyapunov exponents to the usual Lyapunov exponents of the system (6) and use this relation to study the asymptotic behavior on the center bundle E 0 Θ,w . Let us now fix an invariant probability measure ν on the Borelians of U and let Ω be the θ-invariant set in U of full measure given by Theorem 3.6. 
and since Θ(λ + (u)) ⊂ Θ(φ) (following from Proposition 3.7(ii)), Lemma 3.1 implies
as stated.
We also have the following result.
. Then the following statements hold:
We claim that we can write
This is proved as follows: For any H ∈ cl a + we have
The fact that g ∈ Z h(u) implies e th(u) g = ge
we have e th(u) · z = z and e th(u) · x = x for all t ∈ R. Therefore,
since e h(u) ae −th(u) → 1. This proves the first item.
Lyapunov exponents
In this section, we show that for the points in st ν Θ (w) one can recover the Lyapunov exponents of the control system Σ Θ from the a-Lyapunov exponents, where w ∈ W and ν is any θ 1 -invariant probability measure on the Borelians of U. For the understanding of this section, we advise the reader to take a look at Subsection A.3 of the appendix first.
Regular Lyapunov exponents
Let ν be a θ 1 -invariant probability measure on the Borelians B of U and consider the θ 1 -invariant set Ω of full measure so that Theorem 3.6 holds. Let us consider the metric dynamical system (U, B, ν, (θ n ) n∈Z ). If A : U → Gl(g) is the random map given by A(u) := Ad(ϕ 1,u (e)), then the linear cocycle ψ(n, u) generated by A satisfies ψ(n, u) = Ad(ϕ n,u (e)) ∀n ∈ Z.
Moreover, since u → Ad(ϕ 1,u (e)) is continuous and U is compact, we have log
, and hence there is a subset Ω ⊂ Ω of full measure such that Theorem A.3 holds. In particular, by Lemma A.1 it holds that Ψ(u) = Ad(e D(u) ), where
Also, since D(u) = Ad(k)λ + (u) for some k ∈ K and λ + (u) ∈ cl a + , the eigenvalues of ad(D(u)) coincide with the eigenvalues of ad(λ + (u)) which are given by α(λ + (u)), α ∈ Π. Let us denote by λ 1 (u) > . . . > λ p(u) (u) the distinct ones. The eigenspace of ad(λ + (u)) associated to λ i (u) is then given by
and consequently U i (u) = Ad(k)U i (u) + is the corresponding eigenspace of ad(D(u)). Also, the filtration
The next proposition shows that the filtration
is invariant under the action of P − D(u) .
Proposition:
For any u ∈ Ω, i ∈ {1, . . . , p(u)} and g ∈ P − D(u) , the following statements hold:
, our work is reduced to showing the result for g ∈ N λ + (u) , observing that Ad(g)λ
By (10) we have
(ii) Using right-invariance, by the previous discussion we have
which by the invariance in item (i) is equivalent to
Moreover, since lim inf
trivially follows from item (ii), our work is reduced to showing the opposite inequality. Write X ∈ V i (u) with |X| = 1 as X = p(u) j=i P j (u)X. Then, by the uniformity of the convergence (see Theorem A.3)
for any ε > 0 there exists an integer n 0 > 0 such that
for any n ≥ n 0 and j ∈ {i, . . . , p(u)}. This easily implies the desired inequality lim sup
concluding the proof.
Now we analyze the Lyapunov exponents of the systems Σ Θ . Since Lyapunov exponents do not change under time-discretization, we will only consider times n ∈ Z.
For any point (u, x) ∈ U × F Θ , let us denote by Λ Ly,Θ (u, x) the Lyapunov spectrum of Σ Θ at (u, x), i.e.,
Let us fix a θ 1 -invariant measure ν on U and for any w ∈ W consider
The next result shows that on the above set we can recover all Lyapunov exponents from the a-Lyapunov exponents.
Theorem:
For w ∈ W and (u, 
Let i ∈ {1, . . . , p(u)} be such that
where we use that g ϕn,u(x) = g ϕn,u(g)·z = Ad(ϕ n,u (g))g z . Lemma A.5(i) yields
, by (11) we obtain
Moreover, v i = 0 iff X i = 0, and by the above
Since all λ i (u) are distinct, we obtain (see, e.g., [9, Lem. 6.
implying that Λ Ly,Θ (u, x) consists of all numbers α(λ + (u)) with α ∈ w(Π − \ Θ ), as stated. 
Unstable, center and stable directions
Let us also consider the subsets of roots given by
Theorem:
Let ν be a θ 1 -invariant measure on U. Then, for any s ∈ W Θ(φ) it holds that
, which exists by Proposition 3.8. By Lemma 3.9, we can write (D(u) )-invariant, we can proceed as in the proof of Theorem 4.2 to conclude that
Moreover, by considering k ∈ K and 
The last identity follows from Proposition 3.7(i). Hence, the proof is complete.
The above relation between the Lyapunov exponents of the system and the a-Lyapunov exponents allows us to introduce the notion of the Morse spectrum on a Morse component as follows. 
where r α is the orthogonal reflection at ker α. This concludes the proof of (ii).
(iii) For i = +, 0, −, let us define the subadditive cocycles
Moreover, let us denote by M E φ the set of the φ 1 -invariant ergodic probability measures on the Borelians of M Θ (w). The proof of item (iii) proceeds in two steps:
Step 1 : We prove that for any ρ ∈ M E φ there exists a φ 1 -invariant set Ω ρ of full measure contained in M Θ (w) ∩ st ν Θ (sw) for some s ∈ W Θ(φ) such that
for all (u, x) ∈ Ω ρ , where ν = f * ρ is the push-forward of ρ by f = (π On the other hand, by Lemma 3.9, for any
By (12) we have
and so (using Proposition 3.2)
which by Proposition 4.1 implies
and therefore lim
For ϑ n we have by definition that lim inf
Moreover, by Lemma 3.9 it holds that
(see (9) ). By Lemma A.5, for any ε > 0 there exist a constant C > 0 and an integer n 0 > 0 satisfying
Ly,Θ (u,x)−ε) for all n ≥ n 0 .
Therefore,
which concludes Step 1, since ε > 0 was arbitrary.
Step 2 : We prove that the limits
and lim
exist and belong to Λ 
Using
Step 1 and the dominated convergence theorem (using that 
Since Λ
Analogously, using that ϑ i is a subadditive cocycle, we get as above (using Step 1) that
and consequently
As a direct corollary we have the following: 4.5 Corollary: All limits of the form
Proof: Theorem 4.4(iii) yields
and consequently λ ≤ max Λ i Mo (M Θ (w)). On the other hand, Theorem 4.4(iii) also implies
Therefore, λ ≥ min Λ 
In the next section, we will see that the knowledge of the Morse spectra is enough to characterize partial hyperbolicity of chain control sets.
Partial hyperbolicity
According to Definition 2.1, the chain control set E Θ (w) ⊂ F Θ is partially hyperbolic with the decomposition
if there are constants c > 0, λ < 0 < µ and λ < λ ≤ µ < µ such that for all t ≥ 0 and (u, x) ∈ M Θ (w) we have
and, additionally, at least one of the subbundles E − Θ,w and E + Θ,w is nontrivial. The next result shows that partial hyperbolicity on flag manifolds is equivalent to the assertion that the Lyapunov or Morse spectra corresponding to the three subbundles E i Θ,w have empty intersections.
Theorem: Let
Then the following conditions are equivalent:
(1) E Θ (w) is partially hyperbolic with the decomposition (13).
Proof: Assume that E Θ (w) is partially hyperbolic. Then, for any θ 1 -invariant probability measure ν on U,
where the constants λ < λ ≤ µ < µ are given by the above definition. By Proposition 4.6, we then have
Mo (M Θ (w)) = ∅, using the observation in Remark 4.7, we can choose λ < 0 < µ and λ ≤ µ such that
By Theorem 4.4(iii), there exists an integer t 0 > 0 such that for all (u, x) ∈ M Θ (w) and t ≥ t 0 it holds that
By considering
2 }, for all (u, x) ∈ M Θ (w) and t ≥ 0 we have
implying that E Θ (w) is partially hyperbolic.
Remark:
Since Λ 0 Mo (M Θ (w)) is symmetric, partial hyperbolicity is also equivalent to
The uniformly hyperbolic case (without center bundle) has been characterized in [11] by the condition Θ(φ) ⊂ w Θ . In this case, Π Let G = Sl(3, R) and g = sl(3, R) with the following canonical choices:
• a = {diag(a 1 , a 2 , a 3 ) : a i ∈ R, a 1 + a 2 + a 3 = 0};
• Π = {α i,j : i, j ∈ {1, 2, 3} with i = j}, where a H → α i,j (H) := a i − a j ∈ R;
• Π + = {α 12 , α 13 , α 23 } and Π − = −Π + ;
• W is the permutation group S 3 which acts on the matrices in a by permuting the entries on the diagonal.
•
• F {α23} = RP 2 the two-dimensional real projective space;
• F {α12} = Gr 2 (R 3 ) the Grassmannian of the two-dimensional vector subspaces of R 3 .
Figure 1: Morse spectra
Let Σ be an invariant system on the maximal flag manifold F. We have four possibilities for H φ , namely:
In this case, Θ(φ) = ∅ and by [11, Thm. 4.6] any chain control set E Θ (w) of the induced system Σ Θ on F Θ is uniformly hyperbolic without center bundle for any choice of Θ, i.e., E 0 Θ,w is trivial.
• H φ = diag(a 1 = a 2 = a 3 ) = 0
In this case, Θ(φ) = Σ. By [26, Prop. 8.7 ] the control flow on U × F Θ is chain transitive, implying that the system Σ Θ is also chain transitive on F Θ . In particular, E ± Θ,w are trivial, hence no chain control set is partially hyperbolic.
• H φ = diag(a 1 = a 2 > a 3 )
In this case, Θ(φ) = {α 12 } and a simple calculation yields:
The induced system on F: It admits three Morse sets
where the subscript in the element of W corresponds to the permutations in the diagonal of the elements in a and Π
By Theorem 5.1, the chain control sets E(w 1 ), E(w 13 ) and E(w 23 ) are partially hyperbolic iff min min The induced system on F α23 = RP 2 : For this setup, we have the Morse components
and M {α23} (w 13 ) = M {α23} (w 132 ) which yields [11, Thm. 4.6 ], E {α23} (w 13 ) is uniformly hyperbolic without center bundle and by Theorem 5.1 above E {α23} (w 1 ) is partially hyperbolic iff min λ∈Λ + Mo
The induced system on F α12 = Gr 2 (R 3 ): In this case, we have the Morse components
Therefore, E {α12} (w 1 ) is uniformly hyperbolic without center bundle and E {α12} (w 13 ) is partially hyperbolic iff min λ∈Λ •
This case is analogous to the preceding one. An analogous analysis shows that for any induced invariant system on F Θ such that Θ(φ) = {α 23 }, any chain control set is partially hyperbolic iff Λ 
An example on the 2-torus
Let us consider X, Y ∈ sl(2) with det[X, Y ] = 0. It is not hard to see that this implies sl (2) 
and consider the bilinear system on R 2 given bẏ
Such systems factor naturally to the projective line P and we denote these induced systems by Σ ρ P . The condition that X and Y generate sl(2) together with the compactness of P implies, in particular, that for ρ > 0 small enough, (u, x) ∈ U ρ × P is an inner pair, i.e., there is τ > 0 with ϕ ρ τ,u (x) ∈ int O +,ρ (x) (see [8, Prop. 4.5.19] ), where O +,ρ (x) is the positive orbit of x using controls in U ρ . By [8, Thm. 6.1.3(iv)], the map ρ → Λ Mo (E ρ ) is continuous (in particular) at ρ = 0, where Λ Mo (E ρ ) is the Morse spectrum of the bilinear system (14) over the chain control set E ρ of Σ ρ P . The system Σ ρ P coincides with the invariant system on the maximal flag manifold P of sl(2) induced bẏ
where u ∈ U ρ . If we denote by ϕ P,ρ and ϕ ρ the transition maps of the systems on P and on R 2 , respectively, a simple calculation shows that log |(dϕ
where x = k · b 0 , k ∈ SO(2), Z ∈ sl(2) and the number D only depends on k and Z. Therefore, the Lyapunov exponents of the system Σ ρ P can be recovered from the Lyapunov exponents of the bilinear system on R 2 and vice-versa.
On the other hand, by [ Moreover, in the case when X + uY has a pair of nonzero real eigenvalues for any u ∈ Ω ρ , the system Σ P admits two control sets.
Let us then consider
By the above, for ρ > 0 small enough, the control-affine systems Σ ρ,1 P and Σ ρ,2 P induced on P, respectively, by the bilinear systems on R 2 given bẏ
1. Σ ρ,1 P admits two disjoint control sets whose closures are chain control sets; 2. Σ ρ,2 P is controllable.
Moreover, since X 2 is nilpotent, the continuity of the spectrum of the bilinear system together with equation (15) implies that for any ε > 0 there is ρ > 0 small enough such that the Lyapunov exponents of Σ ρ,2 P are contained in (−ε, ε). On the other hand, if we denote by E ρ,+ and E ρ,− the chain control sets of Σ ρ,1 P , by continuity, the Lyapunov exponents of Σ ρ,1 P on E ρ,+ are contained in (−2 − ε, −2 + ε) and on E ρ,− in (2 − ε, 2 + ε), respectively.
Let us now consider the semisimple Lie group G = Sl(2) × Sl(2) with Lie algebra g = sl(2) × sl (2) .
factors to the system Σ ρ F on the maximal flag manifold F = P × P and satisfies
P . Therefore, Σ ρ F admits two chain control sets E ρ (1) = E ρ,+ × P and E(w 0 ) = E ρ,− × P (see Fig. 2 ). In particular, the flag type of the control flow
and consequently that E ρ (1) and E ρ (2) are not uniformly hyperbolic.
On the other hand, by considering
which by Theorem 5.1 implies that E ρ (1) and E ρ (w 0 ) are partially hyperbolic for small values of ρ > 0. 
Invariance entropy
In this section, we present an application of our characterization of the Lyapunov spectra for the systems on F Θ . First, we recall the concept of invariance entropy. Consider the control-affine system (1) and let Q be an all-time controlled invariant set. For a compact set K ⊂ Q, the invariance entropy h inv (K, Q) is defined as follows. For τ > 0, a set S ⊂ U is called (τ, K, Q)-spanning if for every x ∈ K there is u ∈ S with ϕ([0, τ ], x, u) ⊂ Q. Writing r inv (τ, K, Q) for the minimal cardinality of such a set, we put
There is an information-theoretic meaning of this quantity in the context of networked control, related to the practical stabilization of systems over digital communication channels. We refer the reader to [20] for more details.
In [12] , we have derived a lower bound on h inv (K, Q) for a certain class of partially hyperbolic sets Q. To explain this result, we need to introduce some further notation: First, for every u ∈ U we define the u-fiber of Q by Q(u) := {x ∈ M : ϕ(R, x, u) ⊂ Q} .
We also need to view the control flow φ t : U × M → U × M as a random dynamical system by discretizing the flow in time (with step size t = 1) and equipping the base space U with a θ 1 -invariant Borel probability measure P . Then, for every φ 1 -invariant probability measure µ on U × M projecting to P , we can speak of the metric entropy h µ (ϕ) of the RDS. If we start with an invariant measure µ on U × M , then the RDS is implicitly given by the projected measure P := (π U ) * µ and h µ (ϕ) is defined by
where the supremum is taken over all finite measurable partitions of M and {µ u } u∈U is the P -almost everywhere defined family of sample measures on M so that dµ(u, x) = dµ u (x)dP (u).
Finally, for a partially hyperbolic all-time controlled invariant set Q, we introduce the unstable determinant
The main result of [12] then reads as follows.
Theorem:
Consider the control-affine system (1). Let Q ⊂ M be a compact all-time controlled invariant set with lift Q, satisfying the following assumptions:
(A) There exists a continuous invariant decomposition
into subspaces E 0− (u, x) and E + (u, x) of constant dimensions such that the following holds: There exists a constant λ > 0 so that for every ε > 0 there is T > 0 with
for all (u, x) ∈ Q and t ≥ T .
(B) The set-valued map u → Q(u) from U into the compact subsets of Q is lower semicontinuous.
(C) The set Q is isolated in the sense that there exists a neighborhood
Then for all compact sets K ⊂ Q of positive volume the invariance entropy satisfies
the infimum taken over all invariant measures µ of φ 1 supported on Q.
Lemma:
For any u ∈ U, the u-fiber of E Θ (w) coincides with fix Θ (h(u), w) and this set is a totally geodesic submanifold of F Θ with respect to an appropriately defined Riemannian metric (independent of u).
Proof: The first statement follows from Theorem 3.4(i). For the second, see Lemma A.2.
Proposition:
Any chain control set E Θ (w) ⊂ F Θ satisfies the assumptions (B) and (C) in the above theorem.
Proof: To verify assumption (B), let u ∈ U and x ∈ fix Θ (h(u), w). For any sequence
By continuity of h(·), we have Ad(k n )H φ = h(u n ) → h(u) = Ad(k)H φ . Hence, every limit point of the sequence (k −1 k n ) n∈Z+ is contained in K H φ , and therefore dist(k
Using the K-invariance of the metric on F Θ , we find that
To show (C), we use that the sets M Θ (w), w ∈ W, form a Morse decomposition for the control flow on U × F Θ . We have E Θ (w) = π FΘ (M Θ (w)). Now consider some (u, x) ∈ U × F Θ , not contained in a Morse set. Then the α-and ω-limit sets α(u, x) and ω(u, x) are contained in some M Θ (w 1 ) and M Θ (w 2 ), respectively, with
Hence, their projections to F Θ are contained in the corresponding (disjoint) chain control sets E Θ (w 1 ) and E Θ (w 2 ), respectively. Consequently, if ϕ(R, x, u) is contained in a neighborhood of E Θ (w) whose closure intersects no other chain control set, then ϕ(R, x, u) ⊂ E Θ (w). Now we can prove the main result of this section.
Theorem:
Assume that Λ 0 Mo (M Θ (w)) = {0}. Then, for any compact set K ⊂ E Θ (w) of positive volume
Proof: The theorem is proved in two steps.
Step 1 : We apply Theorem 7.1. To show that Assumption (A) is satisfied, we put E
, which obviously implies that
is a continuous invariant decomposition. Observe that the dimensions of these subspaces are independent of (u, x). According to Theorem 4.4(iii), the assumption Λ
Now let C, λ > 0 be chosen so that
and fix some λ ∈ (0, λ ). Then, for any ε > 0 choose T > 0 large enough so that e (λ −λ)t ≥ C −1 and |(dϕ t,u ) x v| ≤ e εt |v|, ∀v ∈ E 0− Θ,w (u, x) and t ≥ T.
The existence of such T immediately follows from (17) and λ < λ . Hence, (A) holds and we have
Step 2 : We prove that h µ (ϕ) = 0 for all µ. To this end, observe that h µ (ϕ) is bounded from above by the topological entropy h top (ϕ) of the corresponding bundle RDS on M Θ (w), following from the variational principle for bundle RDS (cf. [15, Thm. 1.2.13]). We show that h top (ϕ) = 0 for each fixed invariant measure P on the base space U. Consider two points x, y on the same fiber fix Θ (h(u), w), u ∈ U. Since fix Θ (h(u), w) is totally geodesic by Lemma 7.2, we can take a shortest geodesic γ : [0, 1] → fix Θ (h(u), w) from x to y. Then for each t > 0 we have
Now observe that length(γ) = d(x, y) and T z fix Θ (h(u), w) = E 0 Θ,w (u, z) by [11, Prop. 4.2] . By (A) we can thus choose t large enough (independently of u, z and v) so that |(dϕ t,u ) z v| ≤ e εt |v|. Hence,
By standard methods, one shows that this implies h top (ϕ) ≤ ε · dim fix Θ (h(u), w), and since ε > 0 was chosen arbitrarily, h top (ϕ) = 0 follows. The equality in (16) follows from the general theory of continuous additive cocycles, see, e.g., [26] .
A Appendix

A.1 Regular sequences
In this section, we show how we can obtain the asymptotic ray of a given sequence by means of its Cartan decomposition. Although such a result was used in [1], we could not find its proof in the literature.
Let G be a noncompact semisimple Lie group with finite center and consider the left coset symmetric space K\G. Let d be the G-invariant distance in K\G, which is uniquely determined by
where o = K · e is the origin of K\G and | · | is the K-invariant norm induced by B ζ .
Following [19] , a sequence (g n ) in G is called regular if there exists D ∈ s such that d(o · g n , o · exp nD) has sublinear growth as n → +∞, i.e.,
If such D exists, it is unique and called the asymptotic ray of (g n ).
The next result yields an expression for the asymptotic ray of a regular sequence in terms of its polar decomposition.
A.1 Lemma: If (g n ) is a regular sequence, then the asymptotic ray of (g n ) is given by
Proof: By the uniqueness of the asymptotic ray, we only have to show that On the other hand, by the K-invariance of the inner product, Ad(k) * = Ad(k) −1 . Hence, if g n = k n S(g n ) is the Cartan decomposition of g n , we obtain ψ * n ψ n = Ad(S(g n )
2 ), implying
where for the last equality we use that Ad(S(g n )) admits a unique nth root, since it is a positive definite selfadjoint linear map (see [18, Thm. 7.2.6] ). Moreover, the fact that Ad • exp is a homeomorphism when restricted to s yields that
Hence,
where for the inequality we used that the positive roots generate a * . Consequently,
A.2 Totally geodesics submanifolds
Let H ∈ cl(a + ) and consider its action on F Θ . Here we show that for a suitable K-invariant Riemannian metric, the sets fix Θ (H, w), w ∈ W, are totally geodesic submanifolds in the sense that any two points in fix Θ (H, w) can be joined by a geodesic of G/P Θ whose image lies in fix Θ (H, w).
For a given Θ ⊂ Σ, let us consider the homogeneous space K/K Θ and the map π : G/P Θ → K/K Θ given by π(g · b Θ ) := κ(g) · o, where o = e · K Θ and κ : G → K is the map that assigns to any g ∈ G its K-component in the Iwasawa decomposition. It is not hard to see that π is well-defined, commutes with the action of K and has an inverse given by k · o ∈ K/K Θ → k · b Θ ∈ G/P Θ . Moreover, since both maps are quotient maps and κ is differentiable (see [22, Thm. 6 .46]), π is a diffeomorphism.
A.2 Lemma:
There is a K-invariant metric in G/P Θ such that the sets fix Θ (H, w), w ∈ W, are totally geodesic submanifolds.
Proof: By the previous discussion, the pullback of any K-invariant Riemannian metric on K/K Θ by π is a K-invariant metric on G/P Θ . Since for such a metric π is an isometry and
it is enough to show that there is a K-invariant metric on K/K Θ such that K wH · o, w ∈ W, is totally geodesic, which we will do in 3 steps.
Step 1 : We prove that for any Θ ⊂ Σ it holds that
where the inner product considered here is the restriction of B ζ to k.
If we consider H
∩ k certainly holds, since the bracket of any element in the right-hand side with H Θ is zero. On the other hand, any X ∈ k Θ can be written as X = α∈Π∪{0} X α , and therefore
Since α(H) = 0, we get X α = 0 for any α ∈ Π \ Θ(H) , implying the first equality.
The second equality follows from the fact that the vector subspaces of g given by
are orthogonal w.r.t. the inner product B ζ and their direct sum contains k.
Step 2 : We prove that for any Θ 1 , Θ 2 ⊂ Σ and w ∈ W it holds that
In particular, the orthogonal complement in wk Θ2 of wk Θ2 ∩ k Θ1 w.r.t. B ζ | wkΘ 2 ×wkΘ 2 is wk Θ2 ∩ k ⊥ Θ1 . Since wΠ = Π, wm = m, wk = k and wg α = g wα , by
Step 1 we obtain
Since the reverse inequality always holds, we are done.
Step 3 : We prove that there is a K-invariant Riemannian metric on K/K Θ such that K wH · o is totally geodesic for any w ∈ W.
The inner product (B ζ ) |k×k is K-invariant, since the Cartan-Killing form is invariant by automorphisms, and hence, it induces on K/K Θ a K-invariant metric in the following way: Since It is a well-known fact that for such a Riemannian metric, the geodesics starting at the origin are given by γ(t) = e tX · o with X ∈ k ⊥ Θ (see [24, Prop. 25] ). Moreover, since K/K Θ is compact, it is geodesically complete and therefore, the geodesic connecting the origin to any given point x ∈ K/K Θ is by uniqueness of the form γ(t) = e tX · o for some X ∈ k ⊥ Θ . Since the metric is K-invariant, we obtain that any given points x 1 = k 1 · o and x 2 = k 2 · o in K/K Θ can be joined by a geodesic α(t) = k 1 γ(t), where γ(t) = e tX · o is a geodesic joining the origin and k
On the other hand, by Step 2 it holds that T o (K wH · o) = wk H ∩ k ⊥ Θ and consequently K wH · o is isometric to the homogeneous space K wH (K wH ∩ K Θ ), where the Riemannian metric of the homogeneous space is the K wH -invariant Riemannian metric induced by (B ζ ) |wk H ×wk H . As above, any two points in K wH · o can be joined by a geodesic of the form γ(t) = ke tX · o for some k ∈ K wH and X ∈ wk H ∩ k 
A.3 The multiplicative ergodic theorem
This section is devoted to the presentation of the multiplicative ergodic theorem (MET), also known as Oseledets theorem. For more details, the reader should consult [3, Ch. 3] or [9, Ch. 11] .
A metric dynamical system (Ω, F, ν, (θ n ) n∈T ) is given by a probability space (Ω, F, ν) and a measurable (semi-) flow (θ n ) n∈T for which µ is an invariant measure, where (T = Z + ) T = Z.
Let E be a d-dimensional Euclidean vector space. For any given metric dynamical system (Ω, F, ν, (θ n ) n∈T ) and any random map A : Ω → Gl(E), we can define a linear cocycle ψ on E by ψ(0, ω) := id E , ψ(n, ω) := A(θ n−1 ω) · · · A(ω) if n > 0 and, in case T = Z, ψ(n, ω) := A −1 (θ n ω) · · · A −1 (θ −1 ω) for all n < 0.
The proof of the next result can be found in [3, Thm. 3 
.4.2].
A.3 Theorem: Let ψ be a linear cocycle on the vector space E over the metric dynamical system (Ω, F, µ, (θ n ) n∈T ) with generator A : Ω → Gl(E). If log + A ∈ L 1 (Ω, F, µ) and log + A −1 ∈ L 1 (Ω, F, µ), then there exists an invariant setΩ ∈ F such that for each ω ∈Ω the following statements hold:
(A) The case T = Z + :
(i) The limit lim n→+∞ (ψ(n, ω) * ψ(n, ω)) 1/2n =: Ψ(ω) ≥ 0 exists;
(ii) Let e λ p(ω) (ω) < . . . < e λ1(ω) be the different eigenvalues of Ψ(ω) and let U p(ω) (ω), . . . , U 1 (ω) be their corresponding eigenspaces with multiplicities d i (ω) = dim U i (ω). Then 
or equivalently V i (ω) = {v ∈ V : λ(ω, v) ≤ λ i (ω)}.
(iv) For all v ∈ E \ {0} λ(θω, A(ω)v) = λ(ω, v), whence A(ω)V i (ω) = V i (θω) for all i ∈ {1, . . . , p(ω)}.
(v) The function ω → p(ω) ∈ {1, . . . , d} (measurably extended fromΩ to Ω) is measurable. The functions ω → λ i (ω) ∈ R, ω → d i (ω) ∈ {1, . . . , d}, ω
the Grassmannian manifold of the k-dimensional subspaces of E (measurably extended to {ω : p(ω) ≥ i} ∈ B) are measurable. Moreover, if (Ω, F, µ, (θ n ) n∈T ) is ergodic, then the functions p(·), λ i (·) and d i (·) are constant.
(B) The case T = Z: There exists a splitting
of E into random subspaces E i (ω) (called Oseledets spaces) depending measurably on ω with dimensions dim E i (ω) = d i (ω), satisfying: (i) If P i (ω) : E → E i (ω) denotes the projection onto E i (ω) along F i (ω) := j =i E j (ω), then A(ω)P i (ω) = P i (θω)A(ω) or equivalently A(ω)E i (ω) = E i (θω).
(ii) We have lim n→±∞ 1 n log ψ(n, ω)v = λ i (v) ⇐⇒ v ∈ E i (ω) \ {0}.
(iii) Convergence in (ii) is uniform with respect to v ∈ E i (ω) ∩ S d−1 for each fixed ω.
(iv) The filtration in (A) can be recovered as
j=i E j (ω) for i ∈ {1, . . . , p(ω)}.
A.4 Remark: Although for ω ∈Ω the invariant splitting
is not in general orthogonal (and the splitting E = U 1 (ω) ⊕ · · · ⊕ U p(ω) (ω) not in general invariant), for any fixed κ > 0 there is a random inner product ·, · κ,ω satisfying (see [3, Thm. 4.3.6] ):
1. ·, · κ,ω depends measurably on ω and each P i (ω) is an orthogonal projection;
2. For any ε > 0 there exists a random variable B ε : Ω → [1, +∞) such that B ε (ω) −1 · ≤ · κ,ω ≤ B ε (ω) · with e −ε|n| B ε (ω) ≤ B ε (θ n ω) ≤ e ε|n| B ε (ω) for all n ∈ Z.
Given the fact that Ψ(ω) is a self-adjoint map and Ψ(ω)V = V , we have
Moreover, since u ∈ V ⊥ and v ∈ V , decomposition (20) implies that u ∈ V i+1 (ω) if u−v ∈ V i+1 (ω), contradicting our hypothesis. Therefore, for any v ∈ V it holds that |Q(ω)T (u − v)| κ,ω > 0, proving the claim. 
