The aim of this research is to present a new mathematical model for a multi-mode resource-constrained project scheduling problem (MRCPSP) with discounted cash flows. The objective is to minimize the project makespan and maximize the net present value (NPV), simultaneously, which are the two common objectives of this problem in the literature. Two evolutionary algorithms, NSGA-II and MOPSO are applied to find the set of Pareto solutions for this bi-objective scheduling problem. Furthermore, a new policy is proposed to have feasible solutions for both algorithms. To show the superiority and applicability of the algorithms, different metrics are applied and the graphical comparisons are also considered. Finally, the computational results illustrate the superior performance of the NSGA-II algorithm with regard to the proposed metrics.
INTRODUCTION
Project scheduling plays an important role in project management. It consists of different constraints and the goal is to find a schedule that meets the objective function. Reducing manufacturing costs increases profitability by making more with what you have or the same with less. With a real-time manufacturing planning and scheduling solution that simultaneously balances multiple constraints; firms can address these issues while meeting customer service targets (Chia-Chi, 2011) .
Resource-constraint project scheduling problem (RCPSP) is a class of project scheduling that activities should be scheduled subject to precedence and resource constraints and it is proven to be NP-hard (Blazewicz et al., 1983) . It has been widely studied in the literature and various extensions of the basic RCPSP have been *Corresponding author. E-mail: razieh.abutalebi@gmail.com. developed. Brucker et al. (1999) and Hartmann and Briskorn (2010) give an overview of these extensions. This problem has been extended to a more realistic model, multi-mode resource-constrained project scheduling problem, which is known as MRCPSP. In the multimode RCPSP, each activity can be performed in one out of several execution modes. Taking this problem in to account as the multi-objective problem has not been well studied, an overview of each objective in the literature is given.
According to Kolisch and Hartmann (2006) , minimizing the makespan is the most popular objectives in the literature; and in classical version of RCPSP, the objective is to find the start time of the activities so that the makespan is minimized. Several authors have used exact and heuristic procedures to solve MRCPSP in recent years. Exact methods are unable to find optimal solution in reasonable computation time so other heuristic approaches have been used to find near optimal solutions in reduced time. Slowinski et al. (1994) , Boctor (1996) , Jozefowska et al. (2001) , and Bouleimen and Lecocq (2003) used simulated annealing algorithm to solve MRCPSP. Mori and Teseng (1997) , Ozdamar (1999) , Hartmann and Drexl (1998) , Alcarez et al. (2003) , Lova et al. (2006) , and Van Peteghem and Vanhouke (2010) proposed different genetic algorithms, while Van Peteghem and Vanhouke allowed activity splitting. Nonobe and Ibaraki (1999) used tabu search procedure and Zhang et al. (2006) and Jarboui et al. (2008) used PSO algorithm to solve this problem. Mika et al. (2008) solved multi-mode resourceconstrained project scheduling problem with scheduledependent setup times. Weglarz et al. (2011) presented a survey on single-project, single-objective, deterministic project scheduling problems in which activities can be processed using a finite or infinite (and uncountable) number of modes concerning resources of various categories and types.
The second optimization criterion that we consider is to maximize the net present value of all cash flows of the project. According to our knowledge, there are no exact procedures for solving multi-mode RCPSP with discounted cash flows. Heuristic approaches have been applied by Sung and Lim (1994) , Scott (1995) , Ulusoy et al. (2001) , Mika et al. (2005) , Liu and Wang (2006) , Seifi and Moghaddam (2008) and Waligora (2008) . Elloumi and Fortemp (2010) proposed a new evolutionary algorithm to solve the MRCPSP and allow nonrenewable resources Violation.
There are different ways to cope with multiple objectives. Nudtasomboon and Rabdhawa (1997) defined one overall objective as the weighted sum of all performance measures considered. They used various objectives such as makespan, weighted tardiness, resource leveling and usage of nonrenewable resources. Vob and Witt (2007) defined an objective that contains makespan, weighted tardiness and setup costs. In this study generation of Pareto-optimal schedules is applied to deal with multiple objectives. This is done by Slowinski et al. (1994) for multi-mode RCPSP. Nabrzynski and Weglarz (2004) presented a knowledge-based approach to a project scheduling problem with multiple modes.
After a detailed survey of the literature, it is important to mention that the main purpose of this paper is to consider minimizing the project makespan and maximizing the net present value (NPV) simultaneously for RCPSP with multiple execution modes, which has not yet been done. Moreover, we present a new heuristic procedure to have feasible solutions for two evolutionary algorithms NSGA-II and MOPSO.
MODEL
Consider an activity-on-node project which consists of V= {1,...,n} activities. Activities 1 and n are dummy activities and represent the start and completion of the project.
Each activity i V can be performed in one of its mode , given by the set = {1, …, }. Each mode represents resource requirement and activity duration. The duration of activity i executed in mode is and all of the activities must be done without interruption. The set of renewable resources is denoted as and activity i performed in mode m requires units of renewable resource k. The cash flow of each activity is represented by and the discount factor is . Cash outflows are included by the execution of activities and usage of resources while cash inflows result from payments due to completion of specified parts of project. Now, the model can be written as follows:
(1) (2) Subject to:
Where and are the earliest and latest start times of activity i based on the modes and E is the set of the precedence relations in activity-on-node network. The objective is to determine a schedule (M, S) that minimize the project completion time and maximize the net present value while both the precedence relations between activities and resource constrained are satisfied.
The objective 
META-HEURISTICS
The use of evolutionary algorithms for multi objective optimization has significantly grown in the last few years. After proposing our proposed method for solution encoding, we will describe the procedure of each algorithm.
Common feature

Solution encoding and initial population generation
We have extended the representation designed by Alcarez et al. (2003) . Each individual is composed of precedence list, mode assignment and scheduling mode ( Figure 1 ). Components of every solution are as follows:
i. h is an ordered list activity. This list is a permutation of all the activities, activities are not allowed to repeat in this list.
ii. m represents the mode assignment.
iii. f indicates the scheduling mode which is a binary variable.
This coding structure is named activity list with scheduling mode and mode assignment representation. We decided to consider two different scheduling schemes in order to deal with our objectives. If the f is 0, we use non-delayed scheduling and each activity can appear in the list after all its predecessors. If the f is 1, we choose delayed scheduling proposed by Ulsoy et al. (2001) . In this scheduling, no activity starts earlier than any of the activities residing at earlier loci on the chromosome. Therefore, start times never decrease with increasing position on the chromosome. Now we describe a new procedure for our metaheuristic method. This procedure works as follows: for i=1 to we generate different permutations of our activities. For each activity, we choose random modes from its available modes and random scheduling modes. A new procedure named parse solution is applied for each Aboutalebi et al. 4059 chromosome works as thus: for each activity in the list, if all its predecessors have scheduled, according to f, we start scheduling and choose feasible start times that satisfies the precedence relations and also resource constraints. We do this procedure for all the chromosomes. In this way, the related schedule will always be feasible.
NSGA-II
The non-dominated sorting genetic algorithm (NSGA-II) was proposed by Deb et al. (2002) . This algorithm is a revised version of non-dominated sorting genetic algorithm proposed by Srinivas and Deb (1995) . The original NSGA is based on several layers of classifications of the individuals. It was criticized because of its computational complexity, lack of elitism and for specifying additional parameters (fitness sharing).
Main loop
Firstly, a random parent solution P t is created. Then, crossover and mutation operators which will be discussed further are used to create offspring population Q t of size N. Now, the combined population R t = P t Q t with the size 2N is formed.
The population (R t ) is sorted based on non-domination. The first front F 1 is being completely non-dominant in the current population and the second front F 2 is dominated only by the individuals in the first front and so on. Then, each solution is assigned a rank equal to its nondomination level. Since all previous and current population members are included in R t , elitism is ensured.
Now the new population P t+1 are selected from the population by using binary tournament selection based on the rank and crowding distance. Crowding distance is a measure of how close an individual is to its neighbors. Larger value for crowding distance will result in better diversity in the population.
To choose exactly N population members, first, we use the best non-dominated F 1 from combined population. The remaining members of this population are chosen from subsequent non-dominated fronts in order of their ranking. We use crowding distance comparison on the last front and choose the best solution needed.
The new population P t+1 is now formed and used for selection, crossover and mutation to create a new population Q t+1 of size N. The genetic operators that we have used in this algorithm are as follow:
i. Crossover: We defined a crossover operator, similar to the multi-mode version of crossover operator, presented by Alcarez et al. (2003) . First, two integer and nonnegative random crossover points, c 1 and c 2 , in the set {2,3,…N-1} are generated such that, c 1 <c 2 . The daughter inherits the first c 1 positions from her mother exactly in the same order and with the same modes. The positions between c 1 +1 and c 2 are taken from the father and the last positions, between c 2 +1 and N, are taken again from the mother, with the relative order. The parents are changed and the same procedure will be done for the son. Then, with a random probability, the daughter inherits the scheduling mode from the mother and the son inherits it from the father.
ii. Mutation: The mutation operator we have used has two phases: in the first phase, we randomly choose two activities and swap their places in the chromosome and we also reversed places of the activities that lie between them. In the second phase, we randomly choose one of the activities and change its mode assignment. Then, we change the schedule mode of one of the chromosomes randomly.
At the end of each crossover and mutation run, for verifying the feasibility of resource and precedence relationships, we apply the parse solution procedure.
MOPSO
Particle swarm optimization (PSO) is a heuristic search technique that was proposed in 1995 (Kennedy and Eberhart, 1995) . This algorithm is inspired by choreography of a bird flock. The position of each particle changes according to its own experience based on socialpsychological tendency to emulate success of other individuals. A swarm consists of a set of particles and each particle represents a potential solution.
is the position of each particle that is defined by adding a velocity to a current position:
The velocity vector is defined as follows:
Where is position of the best particle member of the neighborhood of the given particle, is the best position of the best particle member of the entire swarm (leader), is inertia weight, is the cognitive learning factor and is the social learning factor (usually defined as constants) and are random values.
i. Main algorithm: In case of the relative simplicity of PSO, multi objective particle swarm optimization allows PSO algorithm to solve multi objective problems (CoelloCoello and Lechuga, 2002) . This algorithm is based on Pareto dominance and it considers every non-dominated solution as new leader. This approach also uses a crowding factor to filter out the list of available leaders. This algorithm works thus (CoelloCoello et al., 2004) . First, a swarm is initialized and a set of leaders is also initialized with the non-dominated particles from the swarm. This set is usually stored in an external archive. Then, some sort of quality measure is calculated for all the leaders in order to select one leader for each particle of the swarm. At each generation for each particle, a leader is selected and a flight is performed. Then, the particle is evaluated and its corresponding is updated. A new particle replaces its particle usually when this particle is dominated or if both are non-dominated with respect to each other. After all the particles have been updated, the set of leader is updated too. Finally, the quality measure of the set of leaders is re-calculated and this procedure is repeated for a certain number of criterions. ii. External repository: The main objective of the external repository is to keep a record of non-dominated vectors found during the search process. The external repository consists of two components; the archive controller and the grid, which are discussed in more details (Reyessierra and Coello, 2006) . The function of archive controller is to decide whether a certain solution should be added to archive or not. The mechanism of the grid is to produce well-distributed Pareto fronts.
PERFORMANCE METRICS
The final goal of multi objective optimization is to find a unique solution that gives the best compromise between multiple objectives, but most of the times, there is more than one solution. So, the concept of Pareto archive is considered here and in order to have quantitative performance of the algorithms, we consider three metrics for spacing, diversity and coverage of non-dominated Pareto solutions. Scott (1995) proposed this metric to measure how well the solutions are distributed. This metric measures the (distance) variance of neighboring vectores in nondominated vectores and it is definded as :
Spacing (sp)
S =
Where and n is the number of non-dominated solutions generated by the algorithm; m is the number of objectives and is the mean of all d i . Smaller S value corresponds to better performance of algorithm and a value of zero for this metric shows that all the non-dominated solutions found are equidistantly spaced. 
Maximum spread
According to Zitzler and Thiele (1998) , maximum spread is used to measure the diversity of the obtained nondominated front. This metric is defined as:
D=
Where and represent the maximum respectively minimum value for the objective functions.
Metric C
For measuring the convergence of two sets of nondominated solutions, this metric was introduced by Zitzler (1999) and improved in Zitzler et al. (2000) . By using this metric, we can compare two sets of non-dominated solutions:
C (A,B) =
If C (A,B) is equal to 1, it means that all decision vectors in B are dominated by A and the zero value of C (A,B) represent the situation when none of the points in B are dominated by A. It is important to notice that C (A,B) is not necessarily equal to 1-C (A,B).
COMPUTATIONAL RESULTS
We used a set of standard test problems from the project Kiel (1999) . We have generated cash flows of all activities from the interval [-1000; 1000] with the uniform distribution and the discount rate is assumed as α=.01. In the subsequent given examples, the NSGA-II was run using a population size of 100, a crossover rate of 0.8 and a mutation rate of 0.3 and MOPSO used a population of 100 particles, a repository size of 50 particles, 20 subdivisions of adaptive grid, w = 0.7 and , =1.5. All these values were determined after performing extensive set of experiments. The problems that we have selected from PSPLIB in different categories of N (N =10, 12, 18, 20, 30) , M i (M i =2, 4, 5) and K (K=3, 4, 5). 220 instances have been selected and we report the average of performing 20 independent runs for each algorithm and each instance is replicated 10 times. We have coded both of the proposed algorithms in MATLAB 7.9 and run on a Pentium 4 with 1 GB Ram. Tables 1, 2 , 3 and 4 show the comparison of results among two algorithms considering the metrics previously described. We also report the non-dominated solutions that have been found by each algorithm.
From the computational results based on solving instances with different sizes, different renewable resources and different modes of executions, it can be seen that average performance of NSGA-II is better than MOPSO with respect to all of the metrics (number of nondominated solution, spacing metric, maximum spread and convergence of two set of non-dominated solutions). 
CONCLUSION
In this study, a multi-mode resource-constraint project scheduling with the objectives of maximization the net present value and minimization of makespan is considered. These two objectives are the two common objectives that have been investigated in the literature but they have not been considered simultaneously as objectives of this problem. We proposed a new procedure that helps us to have feasible solutions. Two evolutionary algorithms, NSGA-II and MOPSO, were applied for solving this problem. These meta-heuristics were implemented on 220 instances in variable categories obtained from PSPLIB where cash flows were generated randomly with the uniform distribution.
We have applied different metrics for comparing the non-dominated solutions to have quantitative performance of the algorithms. Furthermore, results were obtained by running the algorithms on different sets of instances. It is important to notice that NSGA-II behaves better than MOPSO in all of the categories with respect to all of performance metrics. A further task on further research could be done in different scopes such as:
i. Comparison of NSGA-II and MOPSO with the other algorithms such as PSA, MOTS, SPGA-II. ii. Considering other objectives such as minimization of tardiness, maximizing of robustness and so on. iii. Considering more assumptions such as nonrenewable resources, generalized precedence relations between activities.
