ABSTRACT. We prove an invariance of plurigenera for some foliated surface pairs of general type.
Introduction
In this paper we work over the field of complex number C.
In the paper [CF15], P.Cascini and E.Floris ([CF15]) prove an invariance of plurigenera for a family of foliated surfaces, i.e: Theorem 1.1. [CF15, Cor 1.2] Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most reduced singularities. Then for any sufficiently large positive integer m, h 0 (X t , mK Ft ) = const for all t ∈ T , i.e. the invariance of plurigenera h 0 (X t , mK Ft ) holds for sufficiently large m.
One would like to generalize this result to foliated surface pairs, i.e. we would like to analyze triples (X, F , ∆), especially when K F + ∆ is big, which may be more useful if one want to prove some higher dimensional results inductively.
We will prove the following result: for each i, ∆ i is an irreducible components of ∆, a i ∈ Q, then ∆ i | Xt is reduced and irreducible for every closed point t ∈ T .
For any sufficiently divisible integer m > 0, we have h 0 (X t , m(K Ft + ∆ t )) = const.
As a consequence, we have Corollary 1.3. Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most canonical singularities. For any Q-Cartier Q-divisor ∆ ≥ 0 such that each component of ∆ is reduced and irreducible over every closed point of T , we have vol(X t , K Ft + ∆ t ) = const.
Notice that Kawamata-Viehweg vanishing fails for foliated varieties: i.e. it fails if we replace K X by K F . However, we will prove the following in this paper: Theorem 1.4. Let X be a smooth surface, F a rank 1 foliation on X with at most canonical singularities, ∆ be a Q-Cartier Q-divisor on X such that [∆] = 0 and no component of ∆ is Finvariant. If K F + ∆ is big and nef over T , then H 1 (X, m(K F + ∆)) = 0 for any sufficiently divisible integer m > 0.
To prove Theorem 1.2, we will first prove a weaker version of that theorem: Theorem 1.5. Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most canonical singularities. Let ∆ ≥ 0 be a Q-Cartier Q-divisor on X such that K F + ∆ is pseudoeffective over T , each component of ∆ is irreducible and reduced over every closed point of T , and ∆ s ∧ B − (K Fs + ∆ s ) = 0 for a closed fiber X s .
Then for any Q-divisor A on X which is ample over T , and any rational number 0 < ǫ ≪ 1 whose upper bound only depends on A, for sufficiently divisible integer m > 0 which may depends on the choice of A and ǫ, we have (1) h 0 (X t , m(K Ft + ∆ t + ǫA t )) = const; (2) If [∆] = 0, K Fs + ∆ s is big, and ∆ s ∧ B + (K Fs + ∆ s ) = 0, then h 0 (X t , m(K Ft + ∆ t )) = const.
About this paper.
Step 1. We review the K F -minimal model program for foliated surfaces.
Step 2. We show that we can run the (K F + ∆)-minimal model program for certain foliated pairs, i.e. pairs (X, ∆) such that ∆ ∧ B − (K F + ∆) = 0.
Step 3. By using similar strategies as in [CF15, Section 3.3] to analyze the stable base locus of K F + ∆ for ∆ such that [∆] = 0, we will get a vanishing theorem (Lemma 3.8) and deduce Theorem 1.4.
Step 4. We consider the deformation property of foliated pairs as in [Bru01, Chap 4], we show that the negative part of the Zariski decomposition of K F + ∆ deforms. By using the fact that the Euler characteristic always deforms, and by using the vanishing theorem introduced in Step 3, we deduce Theorem 1.5.
Step 5. We use technical strategies as in [HMX13, Chap 4] to show that the assumption ∆ ∧ B − (K F + ∆) = 0 in Theorem 1.5(2) is not necessary, thus we are able to deduce Theorem 1.2.
Step 6. Finally, Corollary 1.3 follows from Theorem 1.2.
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Prelimaries 2.1 Definitions
In this section, we give the definitions we will use in this paper. Except for Definition 2.11, every definition can be found in other papers, but the reader should be careful because the definitions may have some small differences.
Definition 2.1. Let X be a normal variety. A foliation F on X is a coherent saturated subsheaf of the tangent sheaf T X of X, which is closed under the Lie bracket. X is called a foliated variety; in particular, if dimX = 2, X is called a foliated surface. We define the rank of the foliation rk(F ) to be its rank as a sheaf, the corank of the foliation to be dimX − rk(F ).
Let U be an open subset of X. The restriction of F on U is the restriction of the sheaf F on U , and is denoted by F | U . Clearly F | U ⊂ T U is a foliation on U .
Let π : Y → X be a proper birational map, Ex(f ) the exceptional locus of f . Then F induces a foliation on Y \Ex(f ), which can be extended to a foliation F ′ on Y . We call F ′ the pullback of F on Y , and is often denoted by π * F .
Let ν : X → Z be a proper birational map, ν * F is defined as the pushforward of the sheaf F , and if it is a foliation on Z, we call it the pushforward of the foliation F .
We define the singular locus of F , Sing(F ), to be the locus where F fails to be a subbundle of T X . Moreover, we will make the following assumption in the rest of our paper: for any foliation F on any normal variety X, we assume Sing(F ) ∩ Sing(X) = ∅.
By definition Sing(F ) has codimension at least 2 in X. In particular, if dimX = 2, Sing(F ) is a set of isolated points. Let U = X\Sing(X) be the smooth locus of X, we associate a divisor to det(F | U ) * , denoted by K F . Let X be a normal variety, F be a foliation on X, p ∈ X\Sing(X). If F is a co-rank 1 foliation, then for any point p ∈ X\Sing(X), there exists an open neighborhood U of p such that F is defined as the kernel of a holomorphic 1-form ω on U ; on the other hand, if F is a rank-1 foliation, F is defined by a holomorphic vector field v around p. For such foliation, we say v (or ω) generates F around p. In particular, if F is a rank-1 foliation on a surface, for any p ∈ X\Sing(X), F is generated by a vector field v as well as a holomorphic-1 form ω around p. In particular we can pick v = ker(ω) to be the vector field that generates the kernel of ω.
Definition 2.2. Let X be a normal variety. Let F be a foliation on X, we say F has at most canonical singularities if for any birational morphism π :X → X,
where R ≥ 0 is a Q-divisor such that SuppR is contained in the exceptional locus of π.
For any foliation F , if p ∈ Sing(F ), and there exists an open neighborhood U of p such that F | U has canonical singularities, then p is called a canonical singularity of F .
A computation in local coordinates shows that for any co-rank 1 foliation F , any point x / ∈ Sing(X) which is a smooth point of F , F has canonical singularities in a neighborhood of x (see e.g. [AD13, Lemma 3.10] or [Spi16, Lemma 2.3]).
For the rest of the paper, when we talk about a foliation on a surface, we assume the foliation is of rank 1.
Definition 2.3. Let X be a projective surface. We say that X has at most cyclic quotient singularities if for any p ∈ Sing(X), p is of type B 2 /Γ k,h for some k, h ≥ 1, kh = 1, (k, h) = 1, where B 2 is the unit ball in C 2 , and Γ k,h is the cyclic group acting on C 2 by (z, w) → (e 2πi k z, e 2hπi k w). For any foliation F on X, if X has at most cyclic quotient singularities, then X is Q-factorial,
Definition 2.4. Let X be a projective surface, F be a foliation on X. For any p ∈ Sing(F ), by [Bru00, Chap1, p10],
(1) F is generated by a vector field v in a neighborhood of p; (2) There are eigenvalues λ 1 , λ 2 of (Dv)| p . If one of λ 1 and λ 2 is not zero, possibly switching λ 1 and λ 2 we may assume that λ 2 is not zero. Then we call λ = λ 1 λ 2 to be the quotient of eigenvalues of F at p (if λ = 0, then we do not distinguish between λ and 1 λ if we only need properties independent of their choice, e.g. positive, negative, rational), then:
If λ and is not a positive rational number, the singularity p is called reduced; If λ ∈ N + ∪ 1 N + , the singularity p is called Poincaré-Dulac. Moreover, assume λ ∈ N + , by [Bru00, Chap1, p16], possibly after changing local coordinates, a Poincaré-Dulac singularity p is of the following two types, i.e. F is generated by one of the following two holomorphic 1-forms in a neighborhood of p, where w, z are the local coordinates:
(A) λwdz − zdw; (B) (λw + z λ )dz − zdw.
We have the following lemma:
Lemma 2.1. Let X be a projective surface, F be a foliation on X. Then p is a canonical singularity of F ⇔ p is either reduced, or a type B Poincaré-Dulac singularity.
In particular, the quotient of eigenvalues exists.
Definition 2.5. Let X be a normal surface, F be a foliation on X, U = X\Sing(X) be the smooth locus of X. A curve C on X is called an F -invariant curve if the inclusion map
Definition 2.6. Let X be a projective surface with at most cyclic quotient singularities. Let C be a curve on X such that each irreducible component of C is not F -invariant. For each p ∈ C such that p / ∈ Sing(X), let v be a vector field generating F around p, and f be any holomorphic function generating C around p. We define
Clearly tang(F , C, p) is a non-negative integer, which is independent of the choice of f . Moreover, for each point p ∈ C ∩ Sing(X), suppose p is a cyclic quotient singularity of order k with type B 2 /Γ. Pick a small enough neighborhood U of p, then we have a map f :
Let the lift of C| U be C, and the lift of F | U be F . Then we define
Clearly tang(F , C, p) is a non-negative rational number. We define tang(F , C) = p∈C tang(F , C, p). By [Bru00, Chap2.2, p22], if F is transverse to C at p ∈ C, then tang(F , C, p) = 0, thus p∈C,p / ∈Sing(X) tang(F , C, p) is a finite sum, so tang(F , C) is well-defined.
Definition 2.7. Let X be a projective surface with at most cyclic quotient singularities. Let C be a curve on X such that each irreducible component of C is F -invariant. For each p ∈ C such that p / ∈ Sing(X), we can pick a holomorphic 1-form ω generating F around p, and assume C is defined by a local equation {f = 0} around p, where f is a holomorphic function. Then we can write
where g, h are holomorphic functions, η is a holomorphic 1-form, and h, f are coprime. We define Z(F , C, p) = vanishing order (or minus of polar order) of [Bru02, Chap2] show that these numbers are welldefined regardless of the holomorphic 1-form ω and the holomorphic function f we choose. Define Z(F , C) = p∈C Z(F , C, p), CS(F , C) = p∈C CS(F , C, p).
Lemma 2.2. Let X be a projective surface, F be a foliation on X, C be an irreducible curve on X. Then for any p ∈ C such that p / ∈ Sing(X),
, p is a canonical singularity of F , then Z(F , C, p) ≥ 0; moreover, if C is smooth at p, Z(F , C, p) ≥ 1; in addition, if the quotient of the eigenvalues of F at p is not 0, then Z(F , C, p) = 1.
In particular, p∈C Z(F , C, p) and p∈C CS(F , C, p) are both finite sums, so Z(F , C) and CS(F , C) are both well-defined.
Proof. Because Z(F , C, p) is the vanishing (or minus polar) order of a rational function, it must be an integer. If C is smooth at p, let v be the local holomorphic vector field generating F . Then by definition, Z(F , C, p) equals to the vanishing order of v| C at p, which must be nonnegative.
For any p / ∈ Sing(F ), because C is an F -invariant curve, T F | U | C → T U | C factors through T C| U , p cannot be a singularity of C, thus C must be smooth at p, which means ω = df generates C around p, and we can pick g = h = 1, η = 0 in the above formula, thus Z(F , C, p) = CS(F , C, p) = 0.
For any p ∈ Sing(F ), if p is a reduced singularity, the proof refers to [Bru00, Chap3, p39]. If p is a Poincaré-Dulac singularity of type (B), we assume F is generated by ω = (nw + z n )dz − zdw at p. By [McQ08, I.2.4], the only possible C is locally defined by {z = 0}. In particular, C is smooth at p. Thus we can pick g = 1, h = nw + z n in the above formula. Thus Z(F , C, p) = 1.
Because C ∩ Sing(F ) is a finite set, by (3), p∈C Z(F , C, p) and p∈C CS(F , C, p) are both finite sums.
QED.
Definition 2.8. Let X be a projective surface with at most cyclic quotient singularities, let C be a curve on X. C is called a string, if (1) C = ∪ n i=1 C i , each C i is a smooth rational curve; (2) For any 1 ≤ i, j ≤ n, C i · C j = 0 if |i − j| ≥ 2, C i · C j = 1 if |i − j| = 1, and C 2 i < 0. Definition 2.9. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X. A curve C ∈ X is called an F -chain, if:
(
3) The singularities of F along C are all reduced; (4) Z(F , C 1 ) = 1 and Z(F , C i ) = 2, ∀i ≥ 2; (5) C 1 contains at most 1 point in Sing(X); for i ≥ 2, C i ∩ Sing(X) = ∅. C 1 is called the initial curve of C, C n is called the last curve of C. By [Bru00, Chap8, Definition 1], all the singularities of F on C are exactly p 1 , . . . , p n , such that C i ∩ C i+1 = p i for every 1 ≤ i ≤ n − 1, and p n ∈ C n is a smooth point of X different from p n−1 . By Lemma 2.2(4),
In the rest of the paper, whenever we say sentences like "C = ∪ n i=1 C i is an F -chain", we assume C 1 is the initial curve of C, and
Definition 2.10. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X. Let C = ∪ n i=1 C i be an F -chain. A curve C n+1 is called the tail of C, if C n+1 is an irreducible F -invariant curve, C n+1 ⊂ SuppC, and C n+1 ∩ C n = p ∈ Sing(F ).
Notice that for each F -chain, if its tail exists, it is unique: let C = ∪ n i=1 C i be an F -chain, if C n+1 and C ′ n+1 are both tails of C, let C n+1 ∩ C n = q 1 , C ′ n+1 ∩ C n = q 2 , then q 1 and q 2 are both contained in C n , which means they are both reduced singularities, thus by Lemma 2.2(4) Z(F , C n ) ≥ 2, which means n ≥ 2, but then C n ∩ C n−1 is another reduced singularity of F , thus Z(F , C n ) ≥ 3, which is not possible.
For any F -chain C = ∪ n i=1 C i , we define its intersection matrix ||C|| to be the n × n matrix ||(C i · C j )|| n×n .
Definition 2.11. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X. Let C = ∪ n i=1 C i be an F -chain. For any Q-Cartier Q-divisor ∆ on X, if there exists a sequence of birational contraction ν 1 , . . . , ν n , such that for every 1 ≤ i ≤ n,
(1) ν i is a birational contraction from X i−1 to X i , where we let X 0 = X. If we define f 0 = id X , and let f i = ν i • f i−1 , then (2) ν i is the divisorial contraction with the exceptional locus exactly (f i−1 ) * C i ; (3) C 1 is a (K F +∆)-negative extremal ray, (f i−1 ) * F is a foliation, and then C is called a (K F + ∆)-chain. If, in addition, we have the following: (4) X n is smooth around p, where
If X does not contain any (K F +∆)-artificial chain, X is called minimal with respect to (F , ∆).
Definition 2.12. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation with at most canonical singularities, V be a set. An F -chain C ∈ V is called maximal in V, if there does not exist a smooth rational curve
Definition 2.13. Let X be a smooth threefold. Let F be a rank 1 foliation on X. Let π : X → T be a smooth morphism to a curve, and for every t ∈ T , let X t = π −1 (t) be the fiber. (X t , F t )| t∈T is called a smooth family of foliations of surfaces (with at most canonical singularities) given by π if:
(1) F is tangent to the fibers of π; (2) For every t ∈ T, X t is a smooth projective surface; (3) The singular set Sing(F ) is of pure codimension 2 in X and cuts each X t in a finite set; (4) For any t ∈ T , F t = F | Xt is a rank 1 foliation on X t with at most canonical singularities.
Definition 2.14. Let X be a projective surface. For any curve C ⊂ X, we define the (algebraic) Euler characteristic χ(C) to be χ( Definition 2.16. For any projective variety X, any nef Q-divisor P on X, we define N ull(P ) to be the union of all the irreducible curves C on X such that P · C = 0.
Definition 2.17. Let X be a smooth projective variety, π : X → T a smooth morphism, such that for every t ∈ T , X t = π −1 (t) is the fiber. Let |D| be a linear system on X, then we define |D| t to be the restriction of |D| to X t .
The Classical Theory
In this part we will review several well-known statements, and give some small improvements for some of them. Most of the lemmas are classical statements of foliated surfaces, which can be found in Lemma 2.3. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X, C be a curve on X such that each irreducible component of C is not F -invariant. Then:
Proof. The proof follows from [Bru00, Chap2, Prop2] when X is smooth, and [Bru02, Chap2, p5] when X has cyclic quotient singularities. By Definition 2.6, tang(F , C) ≥ 0, and so (K F + C)·C ≥ 0.
Lemma 2.4. Let X be a projective surface with at most cyclic quotient singularities, let F be a foliation on X. Let C be a curve on X such that each irreducible component of C is F -invariant. Then:
Proof. The proof follows from [Bru00, Chap2, Prop3], [Bru00, Chap3, Thm2] when X is smooth, and [Bru02, Chap2, p5] when X has cyclic quotient singularities.
Lemma 2.5. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X with at most canonical singularities. Let C be an irreducible smooth F -invariant curve passing through p ∈ Sing(F ). Let the quotient of the eigenvalues at p be λ, then
In particular, if p is Poincaré-Dulac, there is a unique irreducible F -invariant curve C passing through p, and CS(F , C, p) > 0; if p is reduced, there are exactly two irreducible F -invariant curves locally around p. Let C 1 , C 2 be these two irreducible components, then {CS(
Proof. The number of irreducible F -invariant curves passing through p is described in [McQ08, I.2.4]. If p is reduced (including the case that λ = 0), the proof follows from [Bru00, Chap3, Thm2]. If p is Poincaré-Dulac, we may assume λ ≥ 1 is a positive integer. By Lemma 2.1, we may assume F is generated by (λw + z λ )dz − zdw around p. By [McQ08, I.2.4] the only possible C is locally defined by {z = 0}, Thus
In particular, CS(F , C, p) > 0.
Lemma 2.6. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X with at most canonical singularities. Let C 1 be an irreducible F -invariant curve such that K F · C 1 < 0 and C 2 1 < 0. Then there exists a contraction ν : X → X 1 of C 1 , such that (1) ν * F is a foliation with at most canonical singularities; (2) ν * C 1 is either a smooth point of X 1 , or a cyclic quotient singularity of
Moreover, if we substitute ν by f k in (1)(2)(3), those statements are still true. In particular, any K F -chain is contractible: the foliation induced by the contraction of a K F -chain is still a foliation with at most canonical singularities on a projective surface with at most cyclic quotient singularities;
Proof. By using Lemma 2.4 and following the steps as in [Bru02, Chap4, p10], we can show that C 1 itself is a K F -chain, so it is a K F -negative extremal ray, thus contractible. Moreover, [Bru02, Chap4, p10] shows (1)(2)(3). We will then prove (4) inductively.
From Definition 2.9, for every 1
. . , p n are the only singularities of F on C. Thus, because C is a K F -chain, K F · C 1 < 0 and C 2 1 < 0, thus it satisfies the assumptions of this Lemma. By (3) and Lemma 2.2(3), Z((f 1 ) * F , (f 1 ) * C 2 ) = 1 and Z((f 1 ) * F , (f 1 ) * C k ) = 2 for every k ≥ 3, which shows that (f 1 ) * C is a (f 1 ) * F -chain, thus it is a K (f 1 ) * F -chain. Thus, (1)(2)(3) are true for the foliation (f 1 ) * F and the curve (f 1 ) * C 2 . Thus if we substitute ν by f 2 , the statements in (1)(2)(3) are still true, and inductively we find that if we substitute ν by f k for any 1 ≤ k ≤ n − 1, the statements in (1)(2)(3) are still true. By using (4) inductively, we get (5).
(6) follows immediately from [McQ08, III.1.3]. QED.
Lemma 2.7. Let X be a projective surface, let f : X → X ′ be the contraction of an irreducible curve E on X. Then for any Q-divisor D on X, any curve C on X, we have
Lemma 2.8. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X with at most canonical singularities, ∆ be a Q-Cartier Q-divisor on X such that K F + ∆ is pseudoeffective. Let V be a set which only contains (K F + ∆)-chains, then (1) Two different F -chains which are maximal in V do not intersect; (2) Two F -chains in V do not intersect unless one is a subset of the other.
Proof. First, we prove (1) under the additional assumption that V is the set of all the (
-chains, and assume they intersect. Let all the singularities of F on C be p 1 , . . . , p n , such that
Without loss of generality we assume that n ≥ m. There are several possibilities for the q i 's and the p i 's:
(a) {q 1 , . . . , q m−1 } ⊂ {p 1 , . . . , p n−1 } and m ≥ 2. By Lemma 2.5(2), because C ′ is exactly the union of all the irreducible F -invariant curves passing through q 1 , . . . , q m−1 and C is exactly the union of all the irreducible F -invariant curves passing through
(b) Either m = 1, in this case by Lemma 2.5(2), q 1 = p n ; or m ≥ 2, then there exists 1 ≤ i ≤ m − 1 such that q i / ∈ C. We want to show that there exists a 1 ≤ r ≤ n such that C ′ r intersects C n , C ′ r is not a component of C, and C ′ 1 . . . , C ′ r−1 does not intersects C. If m = 1, we take r = 1; if m ≥ 2, pick the minimum i such that q i / ∈ C. We want to show that i = 1: Otherwise, because i = 1, q 1 ∈ C, thus by Lemma 2.5(2) either q 1 = p n and C ′ 1 ∩ C = p n , or q 1 = p 1 . If q 1 = p 1 , inductively using Lemma 2.5(2), we find that p 2 = q 2 , . . . , p i = q i , so q i ∈ C, a contradiction. Thus i = 1, and q 1 = p n , inductively using Lemma 2.5(2) again we find that q i = p n−i+1 ∈ C, a contradiction. So i = 1. Because C and C ′ intersect, we can find a minimum r such that q r ∈ C but q 1 , . . . , q r−1 / ∈ C. In this case, C ′ r is not a component of C but C ′ r ∩ C = ∅. Using Lemma 2.5(2) again, we find that C ′ r ∩ C = p n .
Thus, there always exists a 1 ≤ r ≤ n such that C ′ r intersects C n , C ′ r is not a component of C, and C ′ 1 . . . , C ′ r−1 does not intersect C. It suffice to show that this is impossible. From the definition of a (
Thus by Lemma 2.6(3), there are no singularities of (q 2 • q 1 ) * F on (q 2 • q 1 ) * C n , and by Lemma 2.2(3)(4), Lemma 2.4(2), ((
Thus we have proved (1) under the additional assumption.
To prove (2), let
-chains in V and suppose they intersect. Without loss of generality we assume n ≥ m.
Thus we have proved (2). Notice that if D, E as above are both maximal, then D = E, (1) follows immediately.
Lemma 2.9. Let X be a projective surface with at most cyclic quotient singularities. Let F be a foliation on X with at most canonical singularities, then
Lemma 2.10. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X with at most canonical singularities, then we can run the minimal model program for K F . In particular, we can run the K F -MMP in the following way: (A) (Nef Model) If K F is pseudoeffective, we can contract K F -negative extremal rays on X step by step until K F is nef, such that each contraction induces a foliation with at most canonical singularities; (B) (Fano Contraction) If K F is not pseudoeffective, we do nothing. In particular, if K F is pseudoeffective, the K F -MMP we constructed above can be given by two birational contractions φ : X → X ′′ and ν : X ′′ → X ′ , such that (1) X ′′ does not contain any artificial K φ * F -chains; In particular, φ = φ n • . . .
• φ 1 , such that φ i is the contraction of all the maximal K (φ i−1 •...φ 1 ) * F -artificial chains;
(2) The curves contracted by ν are exactly all the maximal K φ * F -chains, denoted by N ; (3) If X ′′ is smooth, let N ′ be the negative part of the Zariski decomposition of K φ * F . If N does not contains any irreducible curve C such that C 2 = −1, then SuppN ′ =N .
Proof. When K F is pseudoeffective, (A) and (1)(2)(3) follow from Lemma 2.6(6), [McQ08, III.2] and [Bru00, Chap8, Thm1]. If K F is not pseudoeffective, by Lemma 2.9 it is a fibration by rational curves, thus the contraction of the generic fiber is a Fano contraction, i.e. a contraction with relative Picard number 1.
Lemma 2.11. Let X be a smooth projective surface. Let F be a foliation on X with at most canonical singularities. Let C be an irreducible smooth rational F -invariant curve such that C 2 = −1, Z(F , C) = 1 or 2, and there are only reduced singularities on C. Let ν : X → X ′ be the contraction of C, then ν is a blow-down to a smooth surface. Moreover, ν * F is a foliation with at most canonical singularities, and (1) If there is one reduced singularity on C and Z(F , C) = 1, ν is the blow-down to a nonsingular point of ν * F ; for any smooth rational
(2) If there are two reduced singularities on C and Z(F , C) = 2, ν is the blow-down to a reduced singularity of ν * F ; for any smooth rational
On the other hand, for any p ∈ X, let π :X → X be the blow-up of p, let E be the exceptional curve, then E 2 = −1, and
, and E contains exactly one reduced singularity of π * F ; if p is contained in an
, and E contains exactly two reduced singularities of π * F ; if p is contained in an
Proof. Notice that all the curves we deal with contain only reduced singularities, [Bru00, Chap5, p72] shows that ν * F still has at most canonical singularities. Thus (1)(2) follow from [Bru00, Chap5, p72], and (3)(4) follow from [Bru00, Chap8, p114-115].
Lemma 2.12. Let X = X 0 be a smooth projective surface. Let F be a foliation on X with at most canonical singularities. Let C = ∪ n i=1 C i be a K F -artificial chain, and ν : X → X ′ be the contraction of C. Then (1) ν can be written as ν n • ν n−1 . . .
• ν 1 , such that ν i : X i−1 → X i is a blow down to a smooth surface, where X 0 = X and X n = X ′ ;
(2) For any 1 ≤ i ≤ n, there exists foliations F i on X i such that F i has at most canonical singularities, where F 0 = F , and (ν i )
Proof. By [Bru00, Chap8, p113], if each C i has self-intersection C 2 i ≤ −2, ν * C is a cyclic quotient singularity of X n , which is not possible because C is artificial. Because X ′ is smooth, there exists an i, 1 ≤ i ≤ n, such that C 2 i = −1. Let ν 1 : X → X 1 be the contraction of C i . By Lemma 2.11(1)(2), the contraction of C i is a blow-down, X 1 is smooth, and ν 1 induces a foliation F 1 on X 1 with at most canonical singularities. Using Lemma 2.7 for C i−1 and C i+1 , (ν 1 ) * C is a F 1 -chain.
If (ν 1 ) * C is a point, we have finished the proof; otherwise, notice that by Lemma 2.4(1),
by Lemma 2.7, we find that (ν 1 ) * C is an artificial F 1 -chain. Then we can repeat the above process, and after finite many blow-down to smooth surfaces, we get a contraction of C. Because the contraction of C is unique, it must be ν. Thus ν is the composite of these blow-down.
Lemma 2.13. Let X be a smooth projective surface, F be a foliation on X with at most canonical singularities, C = ∪ n i=1 C i be a K F -chain with a tail C n+1 . Let ν : X → X ′ be the contraction of C. Then:
Proof.
(1) follows from [McQ08, III.1.3], which is a direct calculation using Lemma 2.7. Because X is smooth, C is K F -artificial if and only if X ′ is smooth. Because ν contracts C to a point on ν * C n+1 , C is artificial if and only if ν * C n+1 contains no singular point of X ′ . By Lemma 2.6(4), if ν * C is not a smooth point of X ′ , it is a cyclic quotient singularity on X ′ . Assume the order of the cyclic quotient singularity is p,
Using (1) and Lemma 2.4(1), we have
Thus C is a K F -artificial chain if and only if det(−||C||) = 1. QED.
Lemma 2.14. Let X be a smooth projective surface, F be a foliation on X with at most canonical
Proof. If n = 1, by Lemma 2.4(1), K F · C < 0, C 2 1 < 0, thus C is a K F -chain. For n ≥ 2, by Lemma 2.4(1), K F · C 1 < 0, and because C 2 1 < 0, let ν 1 be the contraction of
i for every i > 2, substitute C by ν * C, inductively we find that C is a K F -chain.
We state two deformation lemmas that we will use later:
Lemma 2.15. Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most canonical singularities given by π : X → T . For any s ∈ T , let C s = ∪ n i=1 C i,s be an F s -chain in X s , such that each component C i,s has self-intersection number C 2 i,s ≤ −2. Then there exists an open neighborhood U of s, hypersurfaces C 1 , . . . , C n ⊂ π −1 (U ), such that for every 1 ≤ i ≤ n, every t ∈ U , C i is transverse to X t , and if we define
Proof. Because each C s only contains reduced singularities, the proof follows immediately from [Bru01, Lemme 3]. Notice that we do not need K F to be pseudoeffective.
Lemma 2.16. Let X be a smooth threefold, π : X → T be a smooth morphism to a curve, and X 0 be a closed fiber of π. Let C 0 be a smooth rational curve on X 0 such that C 2 0 = −1, then (1) After possibly shrinking T to an open neighborhood of 0, there exists a hypersurface E transverse to the fibers of π, such that E| X 0 = C 0 , and C t := E| Xt is a smooth rational curve such that C 2 t = −1; (2) After possibly shrinking T more, there exists a birational contraction ν : X → X ′ , a smooth morphism π ′ : X ′ → T , such that π = π ′ • ν, and ν t := ν| Xt is the contraction of C t for all t ∈ T . QED.
Finally, we state three technical lemmas:
Lemma 2.17. Let X be a projective variety, let ∆, G be two Q-Cartier Q-divisors on X such that ∆ ≥ 0, κ(G) ≥ 0, and ∆ ∧ B(G) = 0. Let f : X → Y be a birational contraction, then (f * ∆) ≥ 0 and (f * ∆) ∧ B(f * G) = 0. Moreover, if X is a projective surface, f is a sequence of contractions of curves with negative self-intersections, then if ∆, G are two Q-divisors on X such that ∆ ≥ 0, G is pseudoeffective, and ∆ ∧ B − (G) = 0 (resp. G is big and
Proof. For the first argument, because f is a birational contraction, (f *
For the second statement, pick an ample divisor A on X, then by Lemma 2.7, f * A is an ample divisor on Y . If ∆ ∧ B − (G) = 0 (resp. G is big and ∆ ∧ B + (G) = 0), pick 0 < ǫ ≪ 1, such that
Lemma 2.18. (1) Let E = ||e i,j || n×n be a negative definite matrix, such that e i,j ≥ 0 if i = j. If a = (a 1 , . . . , a n ) is a vector such that all the coefficients of aE are greater or equal to zero, then for each 1 ≤ i ≤ n, a i ≤ 0.
(2) (Negativity Lemma) Let X, Y be projective varieties, f : Y → X be a birational contraction with exceptional divisors For higher dimensional case, assume dimX = n, we cut X by n − 2 general hypersurfaces, and reduce to the surface case.
Lemma 2.19. Let X be a projective surface, K be a pseudoeffective Q-Cartier Q-divisor on X such that K = P + N is the Zariski decomposition where P is the positive part and N is the negative part. Then B − (K) = SuppN , and B + (K) = N ull(P ) if K is big.
Proof. 
Foliated Pairs
In this first part of this section, we will discuss the structure of the MMP for foliated surface pairs and a vanishing theorem, which will induce Theorem 1.4. In the second part of the section, we will analyze some deformation properties of foliated surfaces pairs.
The Minimal Model Program of Foliated Surface Pairs
Lemma 3.1. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X with at most canonical singularities. Let ∆ ≥ 0 be a Q-Cartier Q-divisor on X such that K F + ∆ is pseudoeffective and ∆ ∧ B − (K F + ∆) = 0. Let C be an irreducible curve on X. If (K F + ∆) · C < 0, then:
(1) C is a smooth rational curve: in particular C ∼ = P 1 ; (2) C is F -invariant; (3) Z(F , C) = 1; (4) C ∩ Sing(F ) = {p}, which is a reduced singularity; let λ be the quotient of the eigenvalues of F at p, then λ < 0, and λ is a negative rational number;
(5) C passes through at most 1 point in Sing(X).
Because F has at most canonical singularities, for any p ∈ C ∩ Sing(F ), by Lemma 2.2(3)(4) and Lemma 2.4(1), we have
Thus χ(C) > 0, which means C is a smooth rational curve. Because χ(C) ≤ 2, Z(F , C) < 2. Because C 2 < 0, by Lemma 2.4(2), CS(F , C) < 0, thus C passes through at least 1 point in Sing(F ), otherwise C ∩Sing(F ) = ∅, so CS(F , C) = 0. Because C is smooth, by Lemma 2.2(2)(4), Z(F , C) ≥ 1. Thus Z(F , C) = 1, and C ∩ Sing(F ) = {p}.
Notice that if λ = 0, 0 > C 2 = CS(F , C, p) = λ (or 1 λ ), by Lemma 2.5(2), p cannot be a Poincaré-Dulac singularity, so it must be a reduced singularity, and λ must be negative. If λ = 0, by Lemma 2.5(1) either CS(F , C, p) = 0 or Z(F , C, p) ≥ 2, both of which are not possible. Because C 2 is a negative rational number, λ is a negative rational number.
Because 0 > −χ(C) + Z(F , C) = −χ(C) + 1, χ(C) > 1. If C contains at least 2 points in Sing(X), let these points be p 1 , . . . , p k . Assume for each 1 ≤ i ≤ k, p i is a cyclic quotient singularities of order r i ≥ 2. Then because the topological Euler characteristic of C is 2, (as in [Bru02, Chap2, p5]) χ(C) = 2 + Σ(
Lemma 3.2. Let X be a projective surface with at most cyclic quotient singularities. Let F be a foliation on X with at most canonical singularities. Let ∆ ≥ 0 be a Q-Cartier Q-divisor on X such that K F + ∆ is pseudoeffective, and ∆ ∧ B − (K F + ∆) = 0. Then we can run the (K F + ∆)-Minimal Model Program on X: In particular, (1) There exists a birational contraction ν : X → X ′ such that K ν * F + ν * ∆ is nef; (2) We can write ν = r n • r n−1 • . . .
• r 1 , such that ∀1 ≤ i ≤ n − 1, r i is the contraction of (K 
Proof. First we prove that we can run the (K F + ∆)-Minimal Model Program on X.
If (K F +∆) is nef, we do nothing and we are done. If not, we pick a (K F +∆)-negative extremal ray C. By Lemma 3.1(1)(2)(4), C is a smooth rational F -invariant curve and C ∩ Sing(F ) = {p} which is a reduced singularity. Let f : X → X 1 be the contraction of C, then by Lemma 2.6(2), f * C is either a smooth point of X 1 or a cyclic quotient singularity of X 1 . By Lemma 2.17, (f * ∆) ∧ B − (K f * F + f * ∆) = 0 and f * ∆ ≥ 0. Substitute (X, F , ∆) by (X 1 , f * F , f * ∆), and repeat the above process. Because Sing(F ) is isolated, it is a finite set, then by Lemma 2.6(3), the number of singularities of f * F is strictly less than the number of singularities of F . Thus we must stop after finitely many steps, and get a birational contraction ν : X → X ′ such that ν * (K F + ∆) is nef. Thus we have proved (1).
To prove (2), define X 0 = X, f 0 = id X , and inductively define r i , f i and X i for i ≥ 1: Let r i be a map from X i−1 to X i , which is a contraction of all the (K (f i−1 ) * F + (f i−1 ) * ∆)-artificial chains, and let f i = ν i • f i−1 . Then for some n ≥ 0, X n does not contain any (K (fn) * F + (f n ) * ∆)-artificial chains. Substitute X by X n , so that X does not contain any (K F + ∆)-artificial chains, and (2) is now immediate from (3).
To prove (3), assume X does not contain any (K F + ∆)-artificial chains. To simplify our statement, we start with X 0 = X, and f 0 = id X . We inductively pick ν i : X i−1 → X i to be a birational contraction of an irreducible (K (f i−1 ) * F + (f i−1 ) * ∆)-negative extremal ray (f i−1 ) * C i , where C i is an irreducible curve in X, and
Pick 1 ≤ j ≤ m to be the minimal integer such that C j / ∈ W . By Lemma 3.1(2)(3),(f j−1 ) * C j is F -invariant, and Z((f j−1 ) * F , (f j−1 ) * C j ) = 1, so by Lemma 2.6(5) Z(F , C j ) ≥ 1. If Z(F , C j ) = 1, by Lemma 3.1(1)(4)(5), C j itself is a (K F + ∆)-chain, which is not possible. So Z(F , C j ) ≥ 2. If Z(F , C j ) ≥ 3, because for every i < j, C i ∈ W , by Lemma 2.6(4) the contraction of (f i−1 ) * C i is a cyclic quotient singularity of X, (f j−1 ) * C j contains at least 2 cyclic quotient singularities of X i , which contradicts to Lemma 3.1(5).
Thus Z(F , C j ) = 2, and there exists exactly one curve C i such that i < j and C i ∩ C j = {p}: if there are no such C i , by Lemma 2.4(1), K (f j−1 ) * F · C j ≥ 0 but (K (f j−1 ) * F + (f j−1 ) * ∆) · C j < 0, contradicts to ∆ ∧ B − (K F + ∆) = 0; if there are at least two such i, it contradicts to Lemma 3.1 (5) .
Let us pick the C i such that i < j and
, and for every 1 ≤ l ≤ k − 1, i l < i l+1 . By Lemma 2.8, for each 1 ≤ i < j, C i is either a component of D or disjoint D. Thus, possibly after contractions of other curves that are disjoint from D, the contraction of D will give a cyclic quotient singularity on (f j−1 ) * C j . Then by Lemma 3.1(1)(5), C j must be smooth rational curve such that C j ∩ Sing(X) = ∅. Moreover by Lemma 2.7, C 2 j < ((f j−1 ) * C j ) 2 < 0. Thus D ∪ C j is a (K F + ∆)-chain, contradicts to C j / ∈ W . Thus each curve contracted by ν is contained in W , and since every curve in W is a component of a (K F + ∆)-chain, it is contracted by ν. Thus SuppW =SuppV . By Lemma 2.8, SuppV is exactly the disjoint union of all the maximal (K F + ∆)-chains. Thus we have proved (3).
To prove (4), notice that if (K F + ∆) · C < 0, ∆ · C ≥ 0 thus K F · C < 0. Use this fact for any (K F + ∆)-chain C ′ , we find that C ′ is also a K F -chain. In particular, if K F is pseudoeffective, every (K F +∆)-negative extremal ray is a K F -extremal ray, thus every step of the (K F +∆)-MMP is a step of the K F -MMP.
Lemma 3.3. Let X be a projective surface with at most cyclic quotient singularities, F be a foliation on X with at most canonical singularities, ∆ ≥ 0 be a Q-Cartier Q-divisor on X such that K F + ∆ is pseudoeffective and ∆ ∧ B − (K F + ∆) = 0. Let ν be the contraction from X to X ′ as in Lemma 3.2(1), such that K ν * F + ν * ∆ is nef. Define ∆ ′ = ν * ∆, F ′ = ν * F , write
Then N ≥ 0.
Proof. Define f 0 = id X , X 0 = X. Let ν = ν n • . . .
• ν 1 , such that for every 1 ≤ i ≤ n, ν i : X i−1 → X i is a step of the (K F + ∆)-MMP, and each ν i only contract 1 smooth rational curve
< 0, thus r i+1 > 0. Now the statement follows easily.
For Lemmas 3.4-3.8, we assume the following:
(1) X is a smooth projective surface; (2) F is a foliation with at most canonical singularities on X; (3) ∆ ≥ 0 is a Q-Cartier Q-divisor on X such that K F + ∆ is pseudoeffective and ∆ ∧ B − (K F + ∆) = 0; (4) X is minimal with respect to (F , ∆); and use the following notions: (5) ν : X → X ′ is the birational contraction as in Lemma 3.2, such that K ν * F + ν * ∆ is nef;
V is the set of curves contracted by ν.
Lemma 3.4. Assumptions as above, we have the following: (1) P is nef.
(2) N is effective, SuppN =SuppV , and the connected components of N are maximal (K F + ∆)-chains.
(3) The intersection matrix of N is negative definite. In particular, each (K F + ∆)-chain we contract has negative definite intersection matrix.
(4) P · C i = 0, ∀C i ∈ SuppN . In particular, P and N are the positive and the negative part of the Zariski decomposition of
Proof. By the construction of ν, P is nef. Let the the set of irreducible curves contracted by ν be N ′ , then SuppN ⊂ N ′ , so for each C i ∈ SuppN , P · C i = 0. Thus we have proved (1)(4).
By Lemma 3.2, ν is the contraction of all the maximal (K F +∆)-chains. By Lemma 2.8(1) these (K F + ∆)-chains are disjoint, so we only need to prove that for every maximal (K F + ∆)-chain C, ||C|| is negative definite, and the irreducible components of C have coefficients strictly greater than 0 in N .
Pick C = ∪ n i=1 C i to be a maximal (K F + ∆)-chain we contract. Let the coefficient of
Use Lemma 2.7 and the above assumptions, we have
R n = λ n−1 + λ n a n .
Thus, using induction, we get
Thus λ n > 0, and if
..x n ) a be any non-zero real vector, then
Thus ||C|| is negative definite. Thus we have proved (2)(3), which means P and N are exactly the positive and negative part of the Zariski decomposition of K F + ∆.
QED. Remark: By (i)(ii), S k is only determined by the R i 's and the a i 's: more generally, ∀1 ≤ k ≤ n − 1, the intersection numbers of C k+1 with K (ν k ) * F + ν * ∆ is determined by the intersection numbers of K F , ∆ with C 1 , . . . , C k , and the intersection matrix ||(C i · C j )|| 1≤i,j≤k (the proof for 1 ≤ k ≤ n − 1 is directly from (i)(ii); the proof for k = n is similar by using Lemma 2.7). Moreover, if the tail of C exists, the statement is also true for k = n, where C n+1 is defined as the tail of C. This fact will be used when proving Lemma 3.10 and Lemma 3.12.
Lemma 3.5. Let K F + ∆ = P + N be the Zariski decomposition of K F + ∆, where N is the negative part. Then there exists a divisor Θ on X, such that (1) SuppΘ ⊂ SuppN ; (2) The coefficients of the irreducible components of Θ are in (0, 1); Moreover, for any maximal (
In particular, if there is a component of SuppN that is an irreducible curve E with E 2 = −2, we can pick the coefficient of Θ along E to be Proof. Define c i = min{2 + C 2 i , 0}. Because X is smooth, each C i is a smooth rational curve, thus K X · C i = −2 − C 2 i . Now consider the equalities:
c n = λ n−1 + (c n − 2)λ n + 1.
For our convenience, we define λ 0 = 0, λ n+1 = 1. Consider the matrix A = ||c i,j || 1≤i,j≤n , where for every 1 ≤ i ≤ n, c i,i = c i − 2, c i,j = 1 if |i − j| = 1, and c i,j = 0 if |i − j| > 1. Because for every 1 ≤ i ≤ n, c i − 2 ≤ −2, A is negative definite, in particular invertible, there exists a solution (λ 1 , . . . , λ n ) to the above equations. Let Θ C = n i=1 λ i C i . Using the equalities above, we find that (λ 1 , . . . , λ n )A = (c 1 , c 2 , . . . , c n−1 , c n − 1) and (1 −  λ 1 , . . . , 1 − λ n )A = (−1, 0, . . . , 0) . All the coefficients are less or equal to zero, thus using Lemma 2.18(1) for the matrix A by considering (λ 1 , . . . , λ n ) and (1 − λ 1 , . . . , 1 − λ n ) twice, we find that the coefficient of λ i are in [0, 1]. Moreover, if there exists 1 ≤ i ≤ n such that λ i = 1, we have c i = λ i−1 + (c i − 2) + λ i+1 , so λ i−1 = λ i+1 = 1. Inductively we find that for every 1 ≤ i ≤ n, λ i = 1, which contradicts the equality c 1 = (c 1 − 2)λ 1 + λ 2 above.
Thus, Θ C has coefficients in [0, 1)(which is indeed (0, 1)). Now ∀1 ≤ i ≤ n − 1, we have (1)(2)(3)(4), and if C = E such that E 2 = −2, the coefficient of Θ along C is exactly QED.
Lemma 3.6. For any ample divisor A, any 0 < ǫ ≪ 1, let
be the Zariski Decomposition of K F + ∆ + ǫA where N A is the negative part and P A is the positive part, then SuppN A =SuppN . Moreover, a (K F + ∆)-MMP is also a (K F + ∆ + ǫA)-MMP, and N ≥ N A .
Proof. Once we have fixed A, for 0 < ǫ ≪ 1,
Moreover, since 0 < ǫ ≪ 1, each step of the (K F +∆)-MMP is a step of the (K F +∆+ǫA)-MMP. By Lemma 3.2, let ν : X → X ′ be the birational contraction corresponds to the (K F + ∆)-MMP, we have ν * N = 0, thus ν * N A = 0, so ν * (K F + ∆ + ǫA) = ν * P A is nef, thus ν also gives a
Now let us consider N ull(P ) or N ull(P A ). We have the following:
Lemma 3.7. Additionally assume one of the two followings conditions: (i) Let A be an ample divisor. Pick 0 < ǫ ≪ 1 whose upper bound only depends on A, and define P A , N A as in Lemma 3.6. Let Z A = N ull(P A ).
(ii) K F + ∆ is big, [∆] = 0, and ∆ ∧ B + (K F + ∆) = 0. Let Z = N ull(P ). Then:
(1) Under the assumption (i), Z A = SuppN ; (2) Under the assumption (ii), all the irreducible curves C contained in Z are F -invariant, and are of the following types:
(type A) C ∈ SuppN ; (type B) C is a nodal curve, whose unique singularity is a reduced singularity of F . Moreover, C itself is a connected component of Z, and K F · C = ∆ · C = 0.
(type C) C is a component of a cycle: i.e. there exists smooth rational curves
(type D) C∩ SuppN = ∅, Z(F , C) = 1 or 2, and C is not of type C.
(type E) C is the tail of a unique (
(type F) C is the tail of two (K F +∆)-chains D 1 and D 2 , such that det(−||D 1 ||) = det(−||D 2 ||) = 2, and these are the only (K F + ∆)-chains C intersect. In this case, C intersects at most one Finvariant curve which is not contained in either D 1 or D 2 .
In particular, for any curve C which is of one of the types D,E,F, the connected component of Z\SuppN containing C is a string.
Proof. By Lemma 3.6, SuppN
But by Lemma 2.7 and Lemma 3.7, because ν is a composite of contractions of smooth rational curves with negative self-intersection, ν * A · ν * C > 0. Thus (K F ′ + ∆ ′ ) · ν * C < 0, which means C is contained in a (K F + ∆)-chain, thus C ∈ SuppN , a contradiction. So C ⊂ SuppN .
For case (ii), pick any irreducible component C of Z. If C ∈ SuppN , it is of type A. Otherwise, (K F ′ + ∆ ′ ) · ν * C = 0. Because ν is a sequence of contractions of curves with negative self-intersection, using Lemma 2.7,
Moreover, because (ν * C) 2 < 0, using Lemma 2.7 again we find that C 2 < 0.
If
Thus χ(ν * C) ≥ 0, and ν * C is either a smooth rational curve or a nodal curve. Because X is minimal with respect to (F , ∆), ν * C contains at least 1 cyclic quotient singularity of X ′ , thus ν * C must be a smooth rational curve. By Lemma 2.4(2) and Lemma 2.2(4), because (ν * C) 2 < 0,
Assume C is the tail of exactly r (K F + ∆)-chains, then because by our assumption, there are no (K F + ∆)-artificial chains, we have
where n i is the order of each singularity of X ′ on ν * C, each n i ≥ 2. Because χ(ν * C) ≥ 1, either r = 1, which means Z(F , C) = 2, thus by Lemma 2.6(5), C is of type E; or r = 2 and n 1 = n 2 = 2, thus by Lemma 2.4(1) and Lemma 2.13(1), and notice that 1 = χ(ν * C) ≥ Z(F ′ , ν * C), C is of type F.
If χ(C) = 0, Z(F , C) = 0 but by Lemma 2.4(2) C ∩ Sing(F ) = ∅, thus by Lemma 2.2(4) C must be a nodal curve, whose singularity p is exactly a singularity of F . Because F only contains canonical singularities, and by Lemma 2.5(2), p cannot be a Poincaré-Dulac singularity, thus it must be a reduced singularity. Moreover, if there exists any other singularity q of F on C, because C must be smooth at q, by Lemma 2.2(4), Z(F , C, q) > 0, so Z(F , C) ≥ 1, a contradiction. Thus, C only contains the unique singularity p of F . Moreover, by Lemma 2.4(1), K F · C = 0, so ∆ · C = 0, thus C is of type B;
If χ(C) = 2, C is a smooth rational curve. Thus Z(F , C) = 1 or 2. Consider the connected component G of Z\SuppN which contains C. From the classification above, either G intersects SuppN , or Z(F , C i ) ≤ 2 for each irreducible component C i of G. Thus if G∩ SuppN = ∅, G is either a cycle, in this case Z(F , C) = 2, thus by Lemma 2.4(1) K F · C = 0 so ∆ · C = 0, thus C is of type C; or G is a string, thus C is of type D. If G∩SuppN = ∅, each curve contained in G that intersects SuppN must be of type E or type F , thus G must be a string. Thus C is of type D.
In particular, from the classification above, we can see that the connected component of Z\SuppN that contains a curve C of one of the types D,E,F is a string.
Lemma 3.8. Let A be an ample divisor. Pick 0 < ǫ ≪ 1 whose upper bound only depends on A, and define P A , N A as in Lemma 3.6. Then for m sufficiently divisible, Proof. Pick Θ A for K F + (∆ + ǫA), Θ for K F + ∆ as in Lemma 3.5. For (2),(3), use the classification as in Lemma 3.7(2), let the union of curves in N ull(P ) of type B, type C be Γ = ∪ n i=1 Γ i , the union of curves in N ull(P ) of type D, type E and type F be R = ∪ p i=1 C i , where Γ i and C i are connected components.
To prove (1), by Lemma 3.7(1), if
Because K F + ∆ + ǫA is big, P A is big. So we can pick a sufficiently large m 0 such that
Then there exists m ≥ m 0 such that mP A is Cartier, and mP A − (K X + Θ A ) is also nef: assume m 0 P A −(K X +Θ A ) ≡ Q Σa j E j where each a j > 0, each E j is a prime divisor, which is an irreducible curve; then we can pick m ≥ m 0 such that mP A is Cartier, and (mP A − (K X + Θ A )) · E j ≥ 0 for all j. Thus, (mP A − (K X + Θ A )) · C ≥ 0 for any irreducible curve C, which means mP A − (K X + Θ A ) is big and nef.
Notice that Θ A is simple normal crossing, all the coefficients of Θ A are in (0, 1), and so by Kawamata-Viehweg vanishing,
To prove (2), we use similar methods. Notice that each Γ i is Cohen-Macaulay with trivial dualizing sheaf. Moreover, K F | Γ i is not torsion by [McQ08, IV.2.2]. Notice that ∆ ∧ B + (K F + ∆) = 0, and Γ i is contained in N ull(P ) which is exactly B + (K F + ∆), thus any irreducible component of Γ i is not a component of ∆. By Lemma 3.7(2), ∆ · Γ i = 0, thus ∆ does not
For each 1 ≤ i ≤ p, m sufficiently divisible, we have deg(mP )| C i = 0. Notice that the genus of each C i is g(C i ) = 0, deg(mP )| C i = 0 > 2g(C i ) − 2, so by Serre duality h 1 (C i , mP ) = 0. Thus h 1 (R ∪ Γ, mP ) = 0. Because Γ ∩ R = ∅, we have the short exact sequence
which gives the exact sequence
Now let us consider Q = K X + Θ + R + Γ, for each irreducible curve C contained in Z, by using the classification as in Lemma 3.7(2), we have If C is of type A, by Lemma 3.7(2) Γ · C = 0. When C ∩ R = ∅, by Lemma 3.5(3) Q · C = (K X + Θ) · C ≤ 0; when C ∩ R = ∅, because R does not contain any component of (K F + ∆)-chains, each component of R is F -invariant, and by Lemma 3.4(2), C is a part of a (K F + ∆)-chain, C must be the last curve of a maximal (K F + ∆)-chain D and R contains the tail of D. Thus, R · C = 1 and by Lemma 3.5(4) (
If C is of type B, by Lemma 3.
If C is of type C, by Lemma 3.
If C is of type D, by Lemma 3.7(2) C∩ SuppN = ∅, Γ ∩ C = ∅. Because C is a part of an F -chain and R only contains F -invariant curves,
If C is of type E, by Lemma 3.7(2) Γ ∩ C = ∅. Because the coefficients of Θ are between (0, 1), SuppΘ ⊂ SuppN , Θ · C < 1. Because R only contains F -invariant curves and C is the tail of a chain, C intersects at most one other curve contained in R, thus R · C ≤ C 2 + 1, so
Thus Q·C ≤ 0 for any curve C such that P ·C = 0. Use similar arguments as in the proof of (1), for m sufficiently divisible, mP is Cartier and mP − Q is big and nef, thus by Kawamata-Viehweg vanishing, for every i > 0,
Now use the exact sequence above, we have H i (X, mP ) = 0, ∀i > 0.
Proof of Theorem 1.4. By Lemma 3.7(2), B + (K F + ∆) only contains F -invariant curves, but ∆ does not contain any F -invariant curve, so ∆ ∧ B + (K F + ∆) = 0. Because K F + ∆ is nef, let N = ∅, then Theorem 1.4 is a special case of Lemma 3.7(2).
Deformation Theory of Foliated Surface Pairs
Lemma 3.9. Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most canonical singularities given by π : X → T . For any s ∈ T , let C s = ∪ n i=1 C i,s be a K Fs -chain on X s . Then there exists a neighborhood s ∈ U ⊂ T , hypersurfaces C 1 , . . . , C n ⊂ π −1 (U ), such that for each 1 ≤ i ≤ n, each s ∈ U , C i | Xs = C i,s . Moreover, if we let C i ∩ X t = C i,t for each i and each t ∈ U , then
Proof. Let C s = ∪ n i=1 C i,s be a K Fs -chain. Let 1 ≤ r 1 < r 2 · · · < r k ≤ n be all the numbers such that C 2 r i ,s = −1 for any 1 ≤ i ≤ k. By Lemma 2.16(1), there exists a neighborhood U of s, hypersurfaces C r i | k i=1 over U such that for every 1 ≤ i ≤ k, C r i ∩ X s = C r i ,s , and C r i ∩ X t = C r i ,t is a smooth rational curve.
First we assume that there are two different C r i that intersect. In this case, we may assume C r i ,s and C r i+1 ,s intersect, then because they are both part of an F s -chain, they only intersect at a unique point p. By Lemma 3.1(4), Lemma 2.4(2), and Lemma 2.5(2),
, thus CS(F s , C r i+1 ,s , p) = CS(F s , C r i ,s , p) = −1. By Lemma 2.5(1) we find that r i = 1 and r i+1 = 2, and C 2,s contains another singularity q = p of F , where the quotient of the eigenvalues at q is 0. Now let ν s : X s → X ′ s be the contraction of C 1,s , by Lemma 2.4(2) and Lemma 2.5(1) we find that (ν * C 2,s ) 2 = 0, which is not possible because from the definition of a K F -chain we know that K ν * F · ν * C 2,s < 0, thus K ν * F is not pseudoeffective, and the contraction of ν * C 2,s will not be a divisorial contraction, contradicts to the definition of a K F -chain.
Therefore, we can assume that two different C r i do not intersect. Then we can contract them together at once. Let ν 1 : X| π −1 (U ) → X 1 be the contraction of all the C r i given by Lemma 2.16(2), and let ν 1,t = ν 1 | Xt for every t ∈ U . Because each C r i ,t has self-intersection −1, X 1 is smooth. We define F 1 = (ν 1 ) * F , and let
For every (ν 1,s ) * C i,s ∈ A 1 , we define C 1,i,s = (ν 1,s ) * C i,s . Because F is tangent to the fibers of π, by Lemma 2.16(2), after possibly shrinking U more we may assume that (X 1 | π −1 (t) , F 1 | t )| t∈U is a smooth family of foliations.
If there exists an i such that C 2 1,i,s = −1, after possibly shrinking U more, we can substitute (X t , F t )| t∈T by (X 1 | π −1 (t) , F 1 | t )| t∈U and repeat our above process. Inductively we get maps ν j : X j−1 → X j contracting hypersurfaces, such that for each t ∈ U , ν t,j := ν j | Xt is a contraction of (−1)-curves for all t ∈ U , and ν s,j is a contraction of all self-intersection (−1) curves in A j−1 . Here we inductively define
After finitely many steps, we must stop at X m for some m, such that C 2 m,i,s ≤ −2, for every i ∈ A m .
Without loss of generality, we may assume A m = ∅. By Lemma 2.15, because ∪ i∈Am C m,i,s is a K Fm,s -chain, such that for every i ∈ A m , C 2 m,i,s ≤ −2, then after possibly shrinking U more, for every i ∈ A m , there exist a hypersurface C m,i such that C m,i | Xs = C m,i,s , and for every t ∈ U , C m,i | Xt = C m,i,t , ∪ i∈Am C m,i,t is an F m,t -chain, thus by Lemma 2.14 it is a K Fm,t -chain. We may assume that for every t ∈ U , C m,i 0 ,t is the initial curve of ∪ i∈Am C m,i,t . Then C m−1,i,t for every i ∈ A m−1 . For any irreducible curve C m−1,j,s contracted by ν m,s , C m−1,j,s deforms to C m−1,j,t ∈ X m−1,t for every t ∈ U , and
By Lemma 2.3, C m−1,j,t must be F m−1,t -invariant. Consider (ν m,t ) * C m−1,j,t , which is a point p j,t on ∪ i∈Am C m,i,t . If p j,t ∈ C m,i,t for some i = i 0 , and p j,t is a smooth point of F m,t , then by Lemma 2.11(1)(2), Z(F m−1,t , C m−1,i,t ) ≥ 3, which implies
That is not possible because C m−1,i,s is an irreducible component of an F m−1,s -chain. Thus either (ν m,t ) * C m−1,j,t is a reduced singularity p j,t of F m,t on ∪ i∈Am C m,i,t , or a smooth point of F m,t on C m,i 0 ,t . Let γ : X ′ m,t → X m,t be the blow-up of all the p j,t , then by Lemma 2.11(3)(4), the union of the strict transform of ∪ i∈Am C m,i,t and the exceptional curves form a γ * F m,t -chain. Using Lemma 2.7 for a computation of intersection numbers with K γ * Fm,t , it must be a K γ * Fm,t -chain. On the other hand, using Lemma 2.11(1)(2), because there are no two consecutive self-intersection (−1) curves contracted by ν m,t , ν m,t is the blow-down of all the self-intersection (−1) irreducible curves in ∪ i∈A m−1 C m−1,i,t to the set of all p j,t , we must have γ = ν m,t and X ′ m,t = X m−1,t . Thus ∪ i∈A m−1 C m−1,i,t is a K F m−1,t -chain. Inductively repeating the above process, after possibly shrinking U more we find that ∪ n i=1 C i,t is a K Ft -chain for every t ∈ U . From our construction, we can let C 1 , . . . , C n be the strict transform of the hypersurfaces we constructed in each step. Clearly they are all transverse to the fibers of π.
Lemma 3.10. Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most canonical singularities given by π : X → T . Let ∆ ≥ 0 be a Q-Cartier Q-divisor on X such that each component of ∆ is irreducible and reduced over every closed point of T . Assume there exists a closed fiber X s such that K Fs + ∆ s is pseudoeffective and
Then there exists a neighborhood U of s, hypersurfaces E 1 , . . . , E n in π −1 (U ) which are all transverse to the fibers of π, such that for every t ∈ U, E i ∩ X t = C i,t , and
By Lemma 3.2(4) and Lemma 3.9, there exists a neighborhood U of s, hypersurfaces E 1 , . . . , E n in π −1 (U ) such that for every t ∈ U, E i ∩X t = C i,t , and C t = ∪ n i=1 C i,t is a K Ft -chain. For each t ∈ U , each 1 ≤ i ≤ n, we define X 0,t = X t , C 0,i,t = C i,t , F 0,t = F t , ∆ 0,t = ∆ t , f 0,t = id Xt . For every 1 ≤ j ≤ n, we inductively define ν j,t : X j−1,t → X j,t to be the contraction of (f j−1,t ) * C 0,j,t , C j,i,t = (f j,t ) * C 0,i,t , f j,t = ν j,t • f j−1,t , F j,t = (f j,t ) * F t , and ∆ j,t = (f j,t ) * ∆ 0,t .
For every 0 ≤ j ≤ n − 1, by Lemma 2.7 (also see remarks after Lemma 3.4), because each component of ∆ is irreducible and reduced over every closed point of T , notice that (K F j,t + ∆ j,t ) · C j,j+1,t and ∆ j,t · C j,j+1,t only depend on the intersection numbers of K Ft , ∆ t and C 1,t , . . . , C j+1,t . After possibly shrinking U more, they are all constant in a small neighborhood of s, so we have Proof. We follow the proof in [Bru01, Proposition 1 and 2] which deals with the ∆ = 0 case. First we assume that X s is minimal with respect to (F s , ∆ s ).
By Lemma 3.10 and Lemma 3.4, after possibly shrinking T to a neighborhood U of s, we can pick an effective Q-divisor M on X/U , M t := M | Xt for every t ∈ U , such that M s = N s , and the irreducible components of M meet X t transversally in smooth rational curves. We only need to prove that N t = M t after possibly shrinking U .
First we prove that N t ≥ M t . For any maximal F t -chain C t = ∪ n i=1 C i,t in M t , by Lemma 3.10, C t is a (K Ft + ∆ t )-chain. Let C n+1,t be the tail of C t in X t if it exists, and let λ i,t be the coefficient of C i,t in N t , for ∀1 ≤ i ≤ n + 1. Because N t > 0, ∀1 ≤ i ≤ n + 1, λ i,t ≥ 0. Now we use similar computation as in Lemma 3.4: Define ν 0,t = id Xt , and ∀1 ≤ k ≤ n, define ν k,t : X t → X k,t to be the contraction of
Using Lemma 2.7 and the above assumptions, ∀1 ≤ k ≤ n, we have
R n,t = λ n−1,t + λ n,t a n,t + λ n+1,t .
Because S n,t < 0, λ n+1,t ≥ 0, inductively we find that λ i,t > 0, ∀1 ≤ i ≤ n. Thus all the coefficients of the irreducible components of C t are strictly greater than 0, which means SuppM t ⊂ SuppN t .
Before we continue our proof, notice that we can similarly define λ k,s , u k,s , a k,s , R k,s and S k,s on X s , where we have λ n+1,s = 0. Then for any 1
where if k = n, R n+1,t := ∆ t ·C n+1,t , and S n+1,t := (K Fn,t +∆ n,t )·C n+1,n,t . Notice that K Ft ·C k,t = 0 for every 2 ≤ k ≤ n and
This fact will be useful in the following part of the proof. After possibly shrinking U more, for any irreducible curve C t ∈ SuppM t , we have
Zariski decomposition of K f * Ft + f * ∆ t for each t to be N ′ t , then N ′ t = N ′ | Xt for some N ′ . Then by (2), Lemma 3.3 and Lemma 2.16, there is a neighborhood U of s where we can construct a Q-divisor N over U by adding divisors that supported on the exceptional locus of f , such that N | t = N t for each t ∈ U . Now N deforms to an effective divisor over T . Thus we have proved (1) .
Proof of Theorems
Proof of Theorem 1.5. To prove (1), pick any ample Q-divisor A over T , and 0 < ǫ ≪ 1 whose upper bound only depends on A. By Lemma 2.12 and Lemma 3.11, after possibly shrinking T to a neighborhood U of s, there is a birational contraction ν : X → X ′ contracting curves with negative self-intersection, such that (1) X ′ s is minimal respect to (ν * F s , ν * (∆ s + ǫA s )); (2) h 0 (X ′ t , m(K ν * Ft + ν * (∆ t + ǫA t ))) = h 0 (X t , m(K Ft + ∆ t + ǫA t )) for every t ∈ U and m sufficiently divisible.
Replacing X by X ′ , we may assume X s is minimal respect to (F s , ∆ s + ǫA s ). By Lemma 3.12, after possibly shrinking U more, we may pick P A and N A on X such that K F + ∆ + ǫA = P A + N A , where K Ft + ∆ t + A t = P A t + N A t is the Zariski decomposition for every t ∈ U . Here P A | Xt = P A t is the positive part and N A | Xt = N A t is the negative part. Because K F + ∆ is π-pseudoeffective, K Ft + ∆ t + ǫA t is big for every t ∈ U . By Lemma 3.8, for m sufficiently divisible, we have h 0 (X s , m(K Fs + ∆ s + ǫA s )) = h 0 (X s , mP A s ) = χ(X s , mP A s ) = χ(X t , mP A t ).
Because P A t is nef and big, by Serre duality and noticing that K Xt · A t and P A t · A t are constants for any t ∈ U after possibly shrinking U , we have h 2 (X t , mP A t ) = 0 for every m > K X t ·At P A t ·At and sufficiently divisible. Thus χ(X t , mP A t ) ≤ h 0 (X t , mP A t ) = h 0 (X t , m(K Ft + ∆ t + ǫA t )). So h 0 (X t , m(K Ft + ∆ t + ǫA t )) ≥ h 0 (X s , m(K Fs + ∆ s + ǫA s )), then because h 0 (X t , m(K Ft + ∆ t + ǫA t )) is an upper semicontinuous function for t, after possibly shrinking U , h 0 (X t , m(K Ft + ∆ t + ǫA t )) = const.
The proof of (2) is similar: notice that for any (K Fs + ∆ s )-chain C s , if det(−||C s ||) = 2, then either C s is a smooth rational curve such that C 2 s = −2, or there exists an irreducible component C 0,s of C s such that C 2 0,s = −1. By Lemma 2.12 and Lemma 3.11, we can pick a birational contraction ν : X → X ′ which keeps the cohomology of each h 0 (X t , m(K Ft + ∆ t )), and X ′ satisfies the assumptions of 3.8(2). Let the Zariski decomposition of K Ft + ∆ t be P t + N t for each t, where P t is the positive part and N t is the negative part, then by Lemma 3.12 and Lemma 3.8(2), h 0 (X s , m(K Fs + ∆ s )) = h 0 (X s , mP s ) = χ(X s , mP s ) = χ(X t , mP t ). Now use the Serre duality and the upper semicontinuity of cohomology as above, h 0 (X t , m(K Ft + ∆ t )) = const.
Theorem 4.1. Let (X t , F t )| t∈T be a smooth family of foliations of surfaces with at most canonical singularities. Let ∆ ≥ 0 be Q-Cartier Q-divisor on X such that K F + ∆ is π-pseudoeffective, each component of ∆ is irreducible and reduced over every closed point of T , then for any Q-divisor A on X which is ample over T , there exists 0 < ǫ ≪ 1, such that for sufficiently divisible integer m > 0, h 0 (X t , m(K Ft + ∆ t + ǫA t )) = const.
Proof. For any t ∈ T , let K Ft + ∆ t = P t + N t be the Zariski decomposition of K Ft + ∆ t , where N t is the negative part. Pick a closed fiber X s , and let Θ s = ∆ s − ∆ s ∧ N s . Pick the unique divisor Θ on X such that Θ| s = Θ s .
Without loss of generality we may assume A is a general element in |A| Q . Pick 0 < ǫ ≪ 1 whose upper bound only depends on A. By Lemma 3.12, possibly shrinking T to an open neighborhood U of s, we can write K F + Θ + ǫA = P A ′ + N A ′ , where P Thus |m(K Fs + ∆ s + ǫA s )| ⊂ |m(K F + ∆ + ǫA)| s , so |m(K Fs + ∆ s + ǫA s )| = |m(K F + ∆ + ǫA)| s , which means h 0 (X t , m(K Ft + ∆ t + ǫA t )) = h 0 (X s , m(K Fs + ∆ s + ǫA s )) = const, for every t ∈ U . Thus h 0 (X t , m(K Ft + ∆ t + ǫA t )) = const, for every t ∈ T .
Proof of Theorem 1.2. We pick any fiber X s , a general ample Q-divisor A over T . Pick 0 < ǫ ≪ 1 such that K F + ∆ − ǫA is pseudoeffective over T .
For every t ∈ T , let the positive and negative part of the Zariski decomposition of K Ft +∆ t −ǫA t be P t,ǫ and N t,ǫ . Now we define Thus |m(K Fs + ∆ s )| = |m(K F + ∆)| s , so h 0 (X t , m(K Ft + ∆ t )) = const, for every t ∈ T .QED.
Proof of Corollary 1.3. First we additionally assume that K F + ∆ is π-pseudoeffective. Pick a general ample divisor A ≥ 0 over T on X, and let X s be a fixed fiber.
Then by Theorem 4. which is constant. Now assume K F + ∆ is not π-pseudoeffective. We may pick s ∈ T such that K Fs + ∆ s is pseudoeffective, otherwise the statements are trivial. Pick an ample divisor A over T . We consider the π-pseudoeffective threshold of K F + ∆ with respect of A, i.e. we consider λ =inf{r ∈ R|K F + ∆ + rA is π-pseudoeffective}.
Because we assume K F + ∆ is not π-pseudoeffective, λ > 0. Pick a sequence λ i | ∞ i=1 such that λ i > λ i+1 > λ for every i and lim However, because vol(K Ft + ∆ t + rA t ) is a continuous function of (r, t) ∈ R × T , K > 0, we may pick λ ′ < λ such that 0 ∈ {vol(K Ft + ∆ t + λ ′ A t )|t ∈ T }, and hence λ cannot be the π-pseudoeffective threshold of K F + ∆ with respect of A. A contradiction.
