Let g be a complex simple Lie algebra and let mod U(g) be the category of finite dimensional U(g) modules. The relative Yangian Y V (g) with respect to the pair g, V : V ∈ mod U(g) is defined to be the g invariant subalgebra of End V ⊗ U(g) with respect to the natural "diagonal" action. According to recent work (see [12, Sect. 5] and references therein) the finite dimensional simple modules of the Yangians for g = sl(n) or the twisted Yangians for g = sp(2n), so(n) are described by the simple modules of relative Yangians Y V (g) : V ∈ mod U(g).
Introductory Preliminaries
The ground field is assumed to be the complex field C throughout. Generally speaking if a set is denote by X, then elements of X are denoted by x, x ′ , x ′′ , . . .. If M, N are C vector spaces, then we write simply write Hom C (M, N) as Hom(M, N). above and then consider End V ⊗ U(g) as a left (resp. right) U(g) module via the coproduct on U(g). This is not the same as the previous bimodule structure. However the resulting k module structures coincide. (Of course this is well-known; but some more details can be found in 5.1.) Thus the invariant subalgebra Y V (g) = (End V ⊗ U(g)) k is the same in both cases. In Theorem 1.7 we classify the set of simple Y V (g) modules determining also (6.8) their dimensions (in terms of Kazhdan-Lusztig polynomials). As a bonus we show that certain of their extension groups with respect to analogues of Verma modules are determined by and determine these polynomials (Corollary 7.5).
The above results reinterpret and notably extend to exceptional Lie algebras some results of Khoroshkin and Nazarov (see Remarks and references in 2.1). Here we mention that the present notion of a relative Yangian is fairly explicit in their work as is also the study of finite dimensional simple modules of Yangians and of twisted Yangians through relative Yangians. Earlier work on the study of such representations can be found in the book of Molev [16] .
The way the results on simple modules for relative Yangians can be used to describe finite dimensional representations of the Yangians Y (g) for g = sl(n) or of the twisted Yangians Y (g) for g = sp(2n), so(n) is discussed in [12] . We summarize this briefly below. In this g is assumed to be of classical type.
Let V be a locally finite g module. Since g is reductive, V is a direct sum of finite dimensional modules and as a consequence we may for our purposes assume that V is finite dimensional. Now let H(V ) denote either the Clifford algebra C(V ) of V or the Weyl algebra D(V ) of V . As is well-known C(V ) is at most the sum of two endomorphisms rings of finite dimensional g modules (which can be explicitly constructed from V ). However the stucture of D(V ) is quite different and in particular it has no finite dimensional modules. Similar to the case when H(V ) = End V consider the algebra H(V ) ⊗ U(g) as a left and a right U(g) module under diagonal action (that is via the coproduct) on both factors and then as a k module. For one of the two possible choices of H(V ) (determined by a parameter θ specified in [12, 0.2] ) there exists [12, Props. 
4.1, 4.2] an Olshanski homomorphism of Y (g) onto (H(V ) ⊗ U(g))
k . In this it is not asserted that every homomorphism of Y (g) to a finite dimensional matrix ring factors through some Olshanski homomorphism. Consequently it is not immediate that every finite dimensional module Y (g) obtains as a finite dimensional module for some (H(V )⊗U(g)) k . However the version of Theorem 1.7 given by Khoroshkhin and Nazaraov [12] (see also 2.1, Remarks) gave a list of simple finite dimensional modules for Y (g) which the authors showed to coincide with list obtained (by several groups of authors [16, Chaps. 3, 4] and references therein) using highest weights and Drinfeld polynomials. (Here only the case H(V ) = C(V ) is needed to describe the finite dimensional simple modules.) The reader may consult [12, Sect. 5] for the details of this analysis.
Some of the theory developed here for H(V ) = End V (which immediately applies to the case H(V ) = C(V )) goes through for H(V ) = D(V ). However unlike the conclusion of Theorem 1.7(i) we cannot expect that every simple (D(V ) ⊗ U(g)) k λ (with as before λ ∈ h * a dominant element defining the central character) takes the form Hom U (g) (M(λ), S(V ) ⊗ L(µ)). Nor can one expect the remaining parts of Theorem 1.7 to hold. Indeed already the representation theory of D(V ) is highly pathological. At the very least it will be necessary to restrict to a subcategory of (D(V ) ⊗ U(g)) k modules. Besides this, the natural analogue of Lemma 5.1 fails. Thus whilst End V (for V finite dimensional) is isomorphic to V ⊗ V * as an End V bimodule, D(V ) is only isomorphic to S(V ) ⊗ S(V * ) as a vector space but not as a D(V ) bimodule using the natural action of D(V ) on the two factors. The former result is an essential part of our analysis and plays a role in several steps, for example in 2.4 and in 5.1.
We may conclude from the above discussion that there is still much more to be done especially in the context of studying representations of Yangians. However the present theory discussing the representation theory of relative Yangians is fairly complete.
In the sequel we shall fix V and simply write
Since End V is a U(g) module under adjoint action we may also form the semidirect (also called smash) product A ⋉ := End V ⋉ U(g). It is A as a vector space but with multiplication given by (e ⊗ u).(e
One checks that the map ζ : e ⊗ u → eu 1 ⊗ u 2 extends to an algebra isomorphism of
Take e ′ ⊗ u ′ ∈ B, using also the convention that this may represent a finite sum. Then with respect to smash product multiplication (e ⊗ u)
by the ad-invariance of e ′ ⊗u ′ . (Of course a little familiarity with Hopf algebra calculations is needed here. For this the reader may consult [11, 1.1.8] or indeed any text on Hopf algebras.) Through the principal antiautomorphism of U(g) it follows that the algebra structure of B is independent of whether its algebra structure is derived from taking invariants in A or in A ⋉ . One may note also that the left (resp. right) action of U(g) on A defined in 1.2 is just that given by left (resp. right) multiplication by Id V ⊗U(g) with respect to the smash product. This is the first reason for our choice of bimodule structure in 1.1.
If
M is a (left) U(g) module then we shall always consider V ⊗ M as an A module under, component-wise action φ and as a A ⋉ module through the action , it follows that every simple B module has dimension ≤ n.
is easily verified that the diagram
1.5. Fix a Cartan subalgebra h of g and let W be the Weyl group corresponding to the pair (g, h). Let ∆ denote the set of non-zero roots. Given α ∈ ∆, let α ∨ ∈ h be the corresponding coroot and s α the corresponding reflection. Let W denote the (Weyl) group that the s α : α ∈ ∆ generate. Fix a set π ⊂ ∆ of simple roots and set ∆ ± := ∆ ∩ ±Nπ. Let ρ denote the half sum of the roots in ∆ + . Recall that we have a translated action of W on h * defined by w.λ = w(λ + ρ) − ρ, for all λ ∈ h. Fix λ ∈ h * . Set ∆ λ := {α ∈ ∆|α ∨ (λ) ∈ Z} and W λ := {w ∈ W |wλ − λ ∈ Zπ}. As noted by Jantzen [9, Satz 1.3] ∆ λ is a root system with Weyl group W λ .
Call λ ∈ h * dominant when α ∨ (λ + ρ) ∈ N, for all α ∈ ∆ + λ . Call λ ∈ h * regular if Stab W. λ := {w ∈ W |w.λ = λ} is reduced to the identity. Let P (resp. P + ) denote the set of weights (resp. dominant weights).
Set
We say that λ is in general position when W λ is reduced to the identity. Let M(λ) denote the Verma module with highest weight λ. Let L(λ) denote its unique simple quotient.
1.6. Let S be a simple (and hence finite dimensional) B module. By Schur's lemma, Z(B) acts by scalars on S and hence by 1.4 defines a maximal ideal of Z(g). As noted in [5, 7.4.7] , any such maximal ideal is given as Ann Z(g) M(λ), for some unique dominant element λ ∈ h * .
In the sequel we shall fix λ ∈ h * dominant and consider only B modules annihilated by Id V ⊗ Ann Z(g) M(λ).
Recall [5, 8.4.3] 
The U(g) bimodule structure of A descends to A λ . Through its definition A λ is annihilated by the right action of Id V ⊗ Ann Z(g) M(λ) but not by its left action. On the other hand B λ is annihilated by both the left and the right action of Id V ⊗ Ann Z(g) M(λ).
Clearly a B module M is a B λ module if and only if it is annihilated Id V ⊗ Ann Z(g) M(λ).
1.7. We shall prove the following theorem which describes all simple B λ modules. In this we consider V ⊗ L(µ) : µ ∈ Λ as a U(g) module through the coproduct on
is an A module, hence an A ⋉ module, through the action on the second factor. It is also a right U λ module by the action on the first factor. Thus
, is a B λ module by restriction.
Theorem.
(i) Every simple B λ module takes the form S(µ), for some µ ∈ Λ.
(ii) If S(µ) = 0, then it is a simple B λ module.
Remark. The possible non-vanishing of S(µ) is discussed below and in Section 7.
1.8. The proof of the above theorem is basically an advanced exercise in Frobenius reciprocity. However there are some delicate points, particularly with respect to actions and because of this our analysis may seem to be a little over-pedantic. In the Section 2 we introduce the main characters and note (Proposition 2.6) a fairly standard equivalence of categories. In Section 3 we describe the Bernstein-Gelfand [2] equivalence of categories. This had been developed to give a more algebraic proof of results of Zhelobenko (the latter having been carefully worked over by Duflo [6] ). Yet the Bernstein-Gelfand analysis has the special advantage of using projective covers of simple highest weight modules. These are better behaved than Verma modules as they occur as direct summands, a fact particularly used in Section 5. Moreover the magic of projective covers is used several times in the text, for example in the proof of Proposition 3.7 and Lemma 7.4. Thus in Sections 2, 3 we have given enough details of proofs so that the reader may easily reconstruct the full details alone. Some may find this useful, others superfluous. In any case similar techniques are used in Section 7. For our own convenience we follow partly the treatment in [11, 8.4] , which shows, for what it is worth, that the analysis goes over to the quantum case. Section 4 establishes a key result relating induction to "restriction". The main new ideas are contained in Section 5 giving a proof of the main theorem. In Section 6 we give a necessary condition for S(µ) to be non-zero and more generally calculate its dimension in terms of values of KazhdanLusztig polynomials. As a bonus we also compute the projective cover Q(µ) of the simple B λ module S(µ) and show that B λ is a direct sum of the Q(µ) with multiplicity dim S(µ).
In Section 7, we summarize our results through a further equivalence of categories. This shows in particular that the Kazhdan-Lusztig polynomials can be expressed in terms of dimensions of extension groups involving modules for the relative Yangians B λ which we recall are finite dimensional algebras and can in principle be described explicitly in terms of generators and relations. One may remark that when λ is in general position, B λ is a finite direct sum of full matrix algebras (Lemma 6.6).
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2. The Bernstein-Gelfand-Gelfand and Harish-Chandra Categories 2.1. Let M be a U(g) module. We say that M is a weight module if U(h) acts locally finitely and reductively. Then M is a direct sum of its h weight subspaces M λ : λ ∈ h * . We say that M is admissible if these subspaces are finite dimensional. Let b be the Borel subalgebra of g defined by the choice of h and of π. The Bernstein-Gelfand-Gelfand O category introduced in [3] consists of all finitely generated U(g) admissible weight modules on which U(b) acts locally finitely. It is an abelian category in which all modules have finite length. The O category is stable under tensoring by a finite dimensional U(g) module V ′ . Moreover the functor
O is covariant and exact, with adjoint functor V ′ * ⊗ ·. From this one easily checks that it takes projectives to projectives (as is well-known).
Take λ ∈ h * and let C λ be the one-dimensional U(b) module of weight λ. Recall that M(λ) := U(g) ⊗ U (b) C λ is the Verma module of highest weight λ. It belongs to the O category and is projective in O if and only if λ is dominant. In this latter case it is the projective cover of L(λ). In general the projective cover P (µ) of L(µ) can be obtained by taking a suitable direct summand of the tensor product of some finite dimensional U(g) module with M(λ), for λ ∈ µ + P dominant and regular. This last fact is noted in [2] and extended significantly there.
Remarks. Take M ∈ O. Let g = n − ⊕ h ⊕ n + , be the triangular decomposition of g associated to the choices made in 1.5. Then both H 0 (n + , M) and H 0 (n − , M) are admissible weight modules. Moreover they are isomorphic if M admits a nondegenerate contravariant form (via transport of structure). In particular this is
This allows one to compare Theorem 1.7 with the results of Khoroshkin and Nazarov ( [12] , and references therein). They have obtained (i) and (ii) for g classical; but their proofs are far longer, needing to appeal to the explicit description of Yangians as well as results of Drinfeld. They also obtain (iii) in general; but their proofs are again more complicated using in particular a surjectivity result for the generalized Harish-Chandra map [13] which we do not need. Since we need nothing from the theory of Yangians we shall drop all further reference to them treating the present problem "for its own sake".
Let
H be a U(g) bimodule, equivalently a U(g×g) module. We say that H is a (g × g, K) module if U(k) acts locally finitely (and hence reductively). (Note that the "maximal compact" subgroup, viewed as a real form of K, of the "complex group" G is connected, so we are just following the long-established practice of "Unitarians".) As is well-known such a module H is a direct sum of its k isotypical components. We say that H is admissible if these occur with finite multiplicity. The Harish-Chandra category H consists of all admissible (g × g, K) modules for which both the left and right action of Z(g) is finite. It is an abelian category stable under tensoring with finite dimensional modules on the left and on the right.
Take λ ∈ h * dominant. The subcategory H λ of H consists of all modules whose right annihilator contains Ann Z(g) M(λ). It is an abelian category stable under tensoring with finite dimensional modules on the left, which is an exact covariant functor on H λ taking projectives to projectives.
Let M, N be left U(g) modules. Then Hom(M, N) is a U(k) module and we set
is an admissible (g×g, K) module, as is well-known. (Indeed since objects in O have finite length, one can assume M, N simple, so of highest weight and in this case multiplicity estimates are easy to make.) Moreover the action of Z(g) on M and on N is finite and so F (M, N) belongs to H . Finally if we take M = M(λ) with λ dominant, then this module further belongs to H λ .
Notice that the manner we have defined the U(g) bimodule structure of A, gives A λ = End V ⊗ U λ , the structure of a A ⋉ − U λ bimodule.
2.3. The following result is standard but we shall give a proof for completeness. Adopt the conventions of 1.3.
Lemma.
(i) Every A module takes the form N = V ⊗ M, for some U(g) module M.
(ii) M is simple ⇔ N is simple.
Proof. Take n ∈ N non-zero. Since (End V )n is finite dimensional, it admits a simple submodule which is necessarily isomorphic to V and which we again denote by V . Set M = Hom End V (V, N). It has the structure of a U(g) module, via the action of U(g) on N which commutes with the action of End V . Frobenius reciprocity is the isomorphism
given by
Take n ∈ N. Then (End V )n is a finite direct sum of copies of V . Each direct summand may be expressed as some m(V ) : m ∈ M. Thus we may write n ∈ (End V )n in the form of a finite sum The simplicity of M implies via the Jacobson density theorem the simplicity of V ⊗ M, whilst the converse is obvious. Hence (ii).
Retain the conventions of 1.3.
Corollary.
(i) Every A ⋉ module takes the form N = V ⊗ M, for some U(g) module M.
With respect to the diagonal action of U(g) on V ⊗ M,
Proof. (i) and (ii) are immediate from the above lemma using the commutative diagram in 1.3. One may also give a direct proof in a similar fashion to the proof of the lemma based on the following observations. Recall that N is now viewed as an A ⋉ module. One checks (x.S)(v) = xS(v)−Sxv, for all S ∈ Hom End V (V, N)), defines an action of U(g) on Hom End V (V, N). Then with the same formula for T as in ( * ) one further checks that
but now with the action of
The proof of (iv) is similar.
Recall 2.1 and let O
V denote the category of U(g) modules of the form V ⊗ M with M ∈ O, given the diagonal action of U(g). By the above corollary this is just the category of A ⋉ modules which as U(g) modules belong to O. With respect to just U(g) action, O V is a subcategory O. Take λ ∈ h * dominant. Recall 2.2 and let H V λ denote the subcategory of H λ of modules of the form V ⊗ H : H ∈ H λ . By the above corollary this is just the subcategory of H λ modules which are also left A ⋉ modules.
2.6. The above results may be expressed more formally as follows. As noted in 2.4 we obtain a covariant functor T ′ = Hom End V (V, ·) from the category of A ⋉ modules to the category of U(g) modules and a covariant functor T = V ⊗ · from the category of U(g) modules to the category of A ⋉ modules, which by ( * * ) is adjoint to T ′ . Moreover let N be an A ⋉ module. Then the proof of Lemma 2.3 shows that the identity map on T ′ N induces an isomorphism of T T ′ N onto N. Moreover by Corollary 2.3(ii) simple modules are translated to simple modules.
We conclude that T with inverse T ′ is an equivalence of categories. More specifically in view of (iii) and (iv) of Corollary 2.4 we obtain the following Proposition. The functor T restricts to an equivalence of categories of O (resp.
The Bernstein-Gelfand Equivalence of Categories
In this section we extend very slightly results of Bernstein and Gelfand [2] . This extension can be obtained by applying Proposition 2.6 to the results in [2] . Most of the stated results will be used in the subsequent sections. Our proofs may be skipped by the reader who prefers to follow [2] .
3.1. Recall 2.2 and let M, N, V ′ be U(g) modules. One checks that the canonical injection
is an isomorphism of A ⋉ − U(g) bimodules. In this we take V ′ to be the fixed finite dimensional U(g) module V used 1.2 in defining A. Then one may check (cf [10, 3.2] ) that the above map restricts to an isomorphism
of A ⋉ − U(g) bimodules, in which we have identified Hom(C, V ) with V . (For ( * ) to hold it is enough that V be a direct sum of finite dimensional U(g) modules.)
Fix
, it commutes with tensoring by finite dimensional U(g) modules on the left.
Conversely take
It clearly commutes with tensoring by finite dimensional U(g) modules on the left. Because it is defined by tensor product, the functor F ′ is right exact; but can fail to be exact [2, 5.9] .
Lemma.
where Hom means homomorphism in the category.
Proof. When V is the trivial U(g) module this result is due to Bernstein and Gelfand [2] , see also [7, Thm. 1.16] . The general case is practically immediate from this special case using Corollary 2.4. In a little more detail: (i) is just a consequence of λ being dominant [11, 8.4.8] .
For (ii) observe that Frobenius reciprocity is the isomorphism of vector spaces
given by F ψ (h⊗m) = ψ(h)(m). Finally since H is locally finite under k action we can replace Hom(M(λ), N) in the above by its k locally finite part namely F (M(λ), N).
3.2. By 3.1(ii) we obtain isomorphisms
Proof. When V is the trivial U(g) module this result is due to Bernstein and Gelfand [2] . It uses the crucial fact originating in work of Kostant and Duflo (see for example
A second crucial fact is that a finitely generated module H ∈ H λ can be expressed as a quotient of some V ′ ⊗ U λ , for some finite dimensional U(g) module V
′ . This follows rather easily from the definition of H λ . The proof of the general case is similar. In a little more detail, take
On the other hand F and F ′ commute with tensoring by finite dimensional U(g) on the left. It follows by a standard computation, say as in [11, 8.4.4] 
Lemma. Take L ∈ O V simple. Then either F L = 0 or F L is simple. Moreover every simple object in H V λ is so obtained. Proof. When V is the trivial U(g) module this result is due to Bernstein and Gelfand [2] . The last part is an older result of Zhelobenko for which a careful proof was given by Duflo [6, Section I, 4.5], using [7, 1.12 ] to relate the presentation in this last reference with that given here.
The general case then follows easily from Corollary 2.4. Alternatively one may proceed as follows.
Suppose F L = 0 and let ι : H ֒→ F L be a proper embedding. Then Θ(ι) : F ′ H → L is non-zero, hence surjective. By exactness of F and Lemma 3.2, the
։ F L, is surjective. One checks that it is given by h → (m → ι(h)m)), which is just the original embedding ι. This gives the required contradiction.
3.4. A consequence of Lemma 3.3 is that every module in H V λ has finite length. This is an immediate consequence of the result for V being the trivial module and also has the same proof (see [11, 8.4.7] for example).
Let O V Λ be the subcategory of O V modules with weights in Λ = λ + P . It is clear
We thus obtain the following improvement to Lemma 3.2.
Remark. Notice this also means that the multiplicity of a simple k module in a Harish-Chandra module H ∈ H λ (so in H V λ ) is finite. Of course this is well-known. 3.5. Recall that we fixed a dominant element λ ∈ h * . Take L ∈ O simple and let P denote its projective cover in O. The following is elementary but we indicate the proof anyway as this observation is rather crucial in Section 5.
Lemma. The following two assertions are equivalent.
(ii) There exists a simple finite dimensional U(g) module S such that P is a direct summand of S * ⊗ M(λ).
Proof. Assume (ii) holds. Then we have U(g) module surjections S * ⊗ M(λ) ։ P ։L. Applying Frobenius reciprocity gives Hom U (g) (S * , Hom(M(λ), L)) = 0. A fortiori (i) holds. Conversely suppose F L = 0 and let S * be a simple submodule of F L = F (M(λ), L). Then by Frobenius reciprocity there is a surjective map
is projective hence a direct sum of projective indecomposables in which P being the projective cover of L must appear.
3.6. In the conventions and notation of 3.5, let P be an indecomposable direct summand of S * ⊗ M(λ).
Lemma. F P is projective in H λ .
Proof. Through tensor product with finite dimensional modules and direct sum decomposition, it is enough to show that F M(λ) = U λ is projective in H λ . Suppose H ։ H ′ is a surjective map of objects in H λ . Since k acts locally finitely and is semisimple, hence acts reductively, we obtain a surjection
which is just a finite number, namely dim H k , of copies of U λ . Of course a similar assertion holds for H ′ . On the other hand an element ψ ′ ∈ Hom U (g)−U (g) (U λ , H ′ ) is completely determined by h ′ := ψ ′ (1) ∈ H ′ k , which by the first paragraph above generates a quotient
which surjects to U λ /I ′ . Then the canonical projection ψ : U λ ։ U λ /I is the required inverse image of ψ ′ to establish the projectivity of U λ .
Take H ∈ H λ simple. By Lemma 3.3 we may write
Recall that λ ∈ h * is assumed dominant, so then M(λ) is projective in O. Let {P i } i∈I be the set of indecomposable direct summands of V * ⊗ M(λ). Then P i : i ∈ I is an indecomposable projective module, hence the projective cover of some simple highest weight module L i . By Lemma 3.5 the simples in O which so arise are exactly those for which F L = 0. We remark, though we do not use these facts, that this can be at most the simples in O whose weights lie in λ + P and only exactly those if λ is regular (see proof of 3.9).
The following result can be read off from [2, Sect. 5.4]. We give the proof for completeness.
(ii) θ
Assume F L and F L ′ are non-zero and isomorphic. Then L and L ′ are isomorphic.
Proof. (i) follows from Lemma 3.5.
Recall that there is a surjective map φ : P i → L i . Then through the covariant functors F ′ and F which are both right exact, we obtain a surjective map
Yet L i is the unique quotient of P i , so commutativity forces θ
to be surjective. One checks easily that θ M (λ) is an isomorphism of F ′ F M(λ) onto M(λ). Since these functors commute with tensor product, θ
Then direct sum decomposition and comparison of weight space multiplicities (which are finite) forces θ
to be also injective. Hence (ii). Let K i be a simple quotient of F P i . Since K i ∈ H λ , we obtain F ′ K i = 0, by the first paragraph in 3.7. The covariant functor F ′ is right exact, so using the inverse of the isomorphism established in (ii) we obtain a composed map
, which is surjective. Thus the non-zero module F ′ K i has a non-zero simple quotient which is necessarily the unique simple quotient L i of P i . Since F is right exact, we obtain using Lemma 3.2 that
, hence simple by Lemma 3.3. We conclude that F L i is the unique simple quotient of F P i . Yet F P i is projective by Lemma 3.6. Hence (iii).
The isomorphism F L ∼ → F L ′ of simple modules lifts (as always) to an isomorphism of their projective covers F P ∼ → F P ′ . The assumption that F L is non-zero implies by Lemma 3.5 that its projective cover P is some P i as defined above and occurring in (ii). The same holds for L ′ . Applying the functor F ′ and using (ii) gives the isomorphism P ∼ → P ′ , hence (iv).
3.8. Retain the above notation and take V to be the finite dimensional U(g) module we have fixed.
Proof. Exactly the same proof as that of the first part of Proposition 3.7(iii) applies. Alternatively one may apply Proposition 2.6 to Lemma 3.7.
3.9. We note the following extension of the Bernstein-Gelfand [2] equivalence of categories. It will not be used. 
Further Consequences of Frobenius Reciprocity
4.1. Let N be a finite dimensional B λ module. Then A ⊗ B N is a left A module and hence a left A ⋉ module. We claim that it also admits a right U(g) module structure obtained via right multiplication on the first factor. Indeed for all x ∈ g the map (a ⊗ bn, x) → (ax, bn) is well defined since (ab ⊗ n, x) is mapped to (abx ⊗ n) = (axb ⊗ n) = (ax ⊗ bn), by the invariance of b ∈ B. Note that this right action is compatible with right action of U(g) on A introduced in 1.1.
Since N is finite dimensional it follows from the above that A ⊗ B N = A λ ⊗ B N has finite multiplicities for the diagonal action of U(g). Moreover under the right action of Z(g), the ideal Ann Z(g) M(λ) annihilates A ⊗ B N, whilst the left action of Z(g) is finite. Thus A ⊗ B N ∈ H V λ .
4.2.
Recall that the standard form of Frobenius reciprocity asserts the following. Let R, R ′ be rings, let M be a R ′ − R bimodule, N a left R module and P a left R ′ module. Then Frobenius reciprocity is the isomorphism of additive groups
given by F ψ (n)(m) = ψ(m ⊗ n). Let N be a finite dimensional B λ module. Note that A ⊗ B N identifies with A λ ⊗ B N. Again A can be viewed as a left R ′ := A ⋉ ⊗ U(g) op module and a right R := B module as these two actions commute (because B consists of k invariants).
Proposition. For all M
′ ∈ O V , Frobenius reciprocity gives a vector space isomorphism
where
. Then by ( * ) the left hand factor maps isomorphically to Hom B (N, N ′′ ). Now A λ ∈ H V λ and so by Lemma 3.1(ii), Frobenius reciprocity gives an isomorphism of
. In this we may replace A λ ⊗ U (g) M(λ), by End V ⊗ C M(λ). Then by 2.4 ( * * ), Frobenius reciprocity gives an isomorphism of N ′′ onto Hom U (g) (M(λ), Hom End V (End V, M ′ )), which is just N ′ , as required.
Proof of Main Theorem
5.1. We start this section with a few remarks which explain yet another reason why we took a rather asymmetric definition of the U(g) bimodule structure of A in 1.1. Let M, N, V ′ be U(g) modules with V ′ finite dimensional. Given ξ ∈ V ′ * define a map ξ : V ′ ⊗ N → N, by evaluation on the first factor. Then Frobenius reciprocity gives an isomorphism F :
′ is finite dimensional, we may interchange V ′ and V ′ * in the above. On the other hand although both sides are U(g) bimodules, this is not an isomorphism of U(g) bimodules. Indeed let us write ψ(m) = v ′ ⊗ n, with the convention that the right hand side may be a sum. Then for all x ∈ g, one has
On the other hand
Thus F is an isomorphism of U(k) modules, as is well-known. Now replace N by V ⊗ N in the above.
is an isomorphism of U(k) modules (but not an isomorphism of U(g) bimodules).
On the other hand our definition of the U(g) bimodule structure of A means that it is the left hand side of ( * ) which is isomorphic to A λ as a U(g) bimodule. In particular it is the left hand side of ( * ) which is isomorphic to A λ as a left U(g) module.
Taking k invariants we conclude that
) is isomorphic to B λ as a left B module.
Let P be an indecomposable direct summand V * ⊗ M(λ).
Since the latter is projective in O, it follows that P is an indecomposable projective in O and hence the projective cover P (µ) of a simple highest weight module L(µ). Thus we have surjective U(g) module maps
is a B λ module and we obtain by restriction a B λ module surjection of M onto S.
Consider M as a B λ submodule of the A ⋉ − U λ module H. We write AM for the subspace of H generated by the left action of A or equivalently of A ⋉ on M. It is a non-zero A ⋉ − U λ bisubmodule of H, and just the image of A ⊗ B M in H, under the multiplication map µ : a ⊗ m → am. A similar result holds replacing the pair (H, M) by the pair (K, S).
Lemma. The multiplication map µ is an
Proof. The non-zero A ⋉ − U λ bimodule map µ : A ⊗ B S → K is surjective by the simplicity K. Recalling the B λ module surjection M ։ S we obtain an A module surjection A ⊗ B M ։ A ⊗ B S, since tensor product is right exact. Thus we obtain a commutative diagram
The above conclusion holds for every direct summand
Comparison of multiplicity of simple k submodules (which are finite by 3.4) forces injectivity in ( * ).
5.3.
We now turn to a proof of Theorem 1.7.
Let N be a simple B λ module. Then A ⊗ B N ∈ H 
By definition of the U(g) bimodule structure of A ⊗ B N given in 4.1, one has
On the other hand (A ⊗ B N)
, is a non-zero B subquotient of N, hence equal to N by the simiplicity of the latter. (Since M(λ) is projective in O, there is just one such simple subquotient in a given composition series for M.) Finally by Proposition 2.6, we can write K = V ⊗ L(µ) for some simple highest weight module L(µ) ∈ O. This proves (i) of Theorem 1.7.
Assume N := Hom U (g) (M(λ), V ⊗ L(µ)) non-zero and let N ′ be a simple B quotient. By (i) of Theorem 1.7 we can write
Then by Proposition 4.2, we conclude that
Recall Lemmas 5.2 and 3.3 and the above notation. Since tensor product is right exact we obtain
. On the other hand by Corollary 3.8,
By Proposition 3.7(iv), we conclude that µ = µ ′ , as required.
5.4. Let {P i } denote the set of pairwise non-isomorphic indecomposable direct summands of V * ⊗ M(λ). Recall that P i is the projective cover of some simple
. By Frobenius reciprocity (as we have already seen above) the
Lemma. Q i is the projective cover of S i .
Proof. Since Q i is a direct summand of B λ as a left B λ module, it is projective. We remark that its projectivity may also be verified by the following argument.
Let R ։ S be a surjection of B λ modules. Since tensor product is right exact we obtain a surjection A ⊗ B R ։ A ⊗ B S of A ⋉ − U λ bimodules. By Corollary 3.4, we may write
. Taking invariants and using 5.3( * ) gives
Thus we obtain a surjection V ⊗N) ). This translates via Proposition 4.2 and ( * ) to a surjection Hom B (Q i , R) ։ Hom B (Q i , S), as required for projectivity.
Finally suppose that there is a non-zero map of Q i to the simple module S j . Then by Proposition 4.2, there is non-zero A ⋉ −U λ bimodule map of A⊗ B Q i onto the simple module F (M(λ), V ⊗ L j ). Yet by Lemma 5.2, the former is just F (M(λ), V ⊗ P i ), which by Proposition 3.7(iii) is the projective cover of F (M(λ), V ⊗ L i ). Moreover i = j, as required.
Non-Vanishing and Dimensions of the Simple B λ Modules
Most of the statements in this section are well-known. We repeat details for completeness.
Recall that λ ∈ h * is assumed dominant. Let V (ν) : ν ∈ P be the unique simple finite dimensional U(g) module with extremal weight ν, that is to say there exists w ∈ W such that wν ∈ P + and V (ν) has highest weight wν.
In the first two sections, let V be an arbitrary finite dimensional U(g) module.
6.1.
Proof. As noted in say [11, 8.1.7] ), V ⊗ M(µ) admits a Verma flag with M(ν) occurring dim V ν−µ times. Since M(λ) is projective in O one has dim Hom U (g) (M(λ), M(ν)) ≤ 1, with equality if and only if λ = ν (for example see [11, Prop. 8 
.2.2(i)])
. Then through the above flag, again using projectivity, the assertion of the lemma obtains.
Remark. As far as we know this observation (using projectivity) was first made in [2] . An extension of this result which the above authors missed (and originally thought to be untrue) is given in [7, Prop. 3.4] , being partly derived from earlier work of the present author (see references in loc. cit.).
Define an order relation on h
* by µ ≥ ν given µ − ν ∈ P + . Recall 1.5, the translated action (w, λ) → w.λ := w(λ + ρ) − ρ of W on h * . We call µ ∈ λ + P minimal if it is the unique minimal element in its Stab W λ . λ orbit, that is to say minimal in the orbit given by the translated action {w ∈ W λ |w.λ = λ}. Let ( , ) be the Cartan inner product on h * . Given M ∈ O, let [M] be its representative in the Grothendieck group.
Lemma. F L(µ) = 0 ⇔ µ ∈ λ + P and is minimal.
Proof. For ⇒ suppose that µ is not minimal. Then there exists s α ∈ Stab W λ . λ, such that µ−s α .µ is a positive (and necessarily integer) multiple of α. Then (see [11, 8.2 .1], for example) M(s α .µ) is a proper submodule of M(µ) and so by the projectivity of M(λ), we obtain from ( * ) that dim Hom
For ⇐, set S µ := {γ ∈ ∆ λ ∩ ∆ + |s γ .µ < µ}. Take γ ∈ S µ . By the minimality of µ we obtain (λ + ρ, γ) > 0. One checks that (λ − s γ .µ, λ − s γ .µ) = (λ − µ, λ − µ) + 2γ ∨ (µ+ρ)(λ+ρ, γ) > (λ−µ, λ−µ). By 6.1( * ), this means that the "minimal k-type" 
From this formula and the projectivity of M(λ), it follows from the previous obser-
Remark. This result is contained in [2, 5.4] . It is related to results of Zhelobenko as carefully worked out in [6, Sect. I, 4.1, 4.7].
6.3.
Corollary. Suppose S(µ) = 0, then V λ−µ = 0 and µ is minimal.
Remark. Unlike Lemma 6.2 it is not obvious if the converse holds.
6.4. By 6.1( * ) we obtain.
Lemma. For all λ ∈ h * one has dim B λ = dim(End V ) 0 .
6.5. Recall the discussion in the beginning of Section 3.7 and let [M(λ) ⊗V * : P (µ)] denote the number of direct summands of M(λ) ⊗ V * isomorphic to P (µ). Since dim Hom U (g) (P (µ), L(ν)) ≤ 1 with equality if and only if ν = µ, we obtain the
Remark. Combined with Lemma 5.2, recalling the definition of Q i given in 5.4, we obtain
( * ) At first it seemed to the author that this was a surprising result; but it turns out to be a general fact (as I learnt from correspondence with J.T. Stafford and L. W. Small) for a finite dimensional algebra A over (an algebraically closed field k). Thus the lecture notes of R. Vale assert [19, Thm. 4.14] that every simple A module has a projective cover and A is a direct sum of its indecomposable projectives. Earlier and in more generality this result is proved in [1, Chap. I, Cor. 4.5] for Artinian rings. Neither reference describes their multiplicities (which seemed to me to be the surprising fact) but these can be recovered by an argument of Stafford which he kindly allowed me to reproduce below.
Let us recall some facts which can be found in 
Of course if A is a k algebra with k algebraically closed, then each D i is just k. Let P i denote the projective cover of S i .
Lemma. One has an isomorphism
i which is projective and surjects to A/J(A). Since A is itself a projective left A module, this factors to a map ϕ : A → P . If ϕ is not surjective, then its image must be contained in a maximal submodule M. By definition of J(A) one has M ⊃ J(A) and so the image of M in A/J(A) is the proper submodule M/J(A), which is a contradiction. (In brief, ϕ is surjective by Nakayama's lemma.) Finally since P is projective, ϕ admits a section σ giving an isomorphism A ∼ → Im σ ⊕ ker ϕ = P ⊕ N, with N the left A module ker ϕ. Yet if N = 0, it would have a simple factor which is not already a factor of P , contradicting the choice of P . Hence the assertion of the lemma.
Remark. In this strange case there are far fewer simple modules than in the generic case; but their dimensions are given by a similar formula, namely dim S(ν) = dim V −(ν+ρ) , where −(ν + ρ) runs over the dominant weights of V . 6.8. We remark that Lemma 6.5 gives a way to calculate the dimensions of the simple B λ modules using the values at q = 1 of the Kazhdan-Lusztig polynomials. Indeed the latter determine the multiplicity [M(µ) : L(ν)] of the simple module L(ν) in the Jordan-Holder series of the Verma module M(µ). On the other hand every projective module P ∈ O admits a Verma flag, and we denote by [P : M(µ)], the number of occurrences of M(µ) in a Verma flag for P , which through formal character is independent of the choice of the flag. Moreover by BGG reciprocity ( [3] and [4] ) one has [P (ν) :
, for all µ, ν ∈ h * and as is well-known that with respect to the order relation <, the matrix with these entries is triangular with ones on the diagonal, hence invertible. On the other hand it is clear that
from which the right hand side in Lemma 6.5 may be computed. Alternatively one may use the Kazhdan-Lusztig polynomials and BGG reciprocity to calculate the formal characters of P (ν) and combine this information with the easily calculated formal character of M(λ) ⊗ V * .
A Further Equivalence of Categories
In the following section we express the conclusions of our main theorem in a stronger and more formal manner. 7.1. Recall Remark 3.4. Let G denote the covariant functor from the HarishChandra category H V λ of A ⋉ − U λ modules to the category B λ of finite dimensional B λ modules by taking k invariants. Since k acts locally finitely and is semisimple (so its action is reductive) it follows that G is an exact functor. Combining Theorem 1.7 and Lemma 5.4 we obtain a result which is very analogous to the combination of Lemma 3.3 and Proposition 3.7. The proof is also similar. Theorem. Take H ∈ H V λ simple and let P denote its projective cover. (ii) If G H = 0, then its projective cover is G P . where Hom means homomorphism in the category. Remark. As is well-know the information on the left hand side is given by the Kazhdan-Lusztig polynomials and conversely determines these polynomials. Thus the Corollary gives a second interpretation of these polynomials via the representations of relative Yangians, which we recall are finite dimensional algebras.
7.6. Of course I is not an equivalence of categories because it can happen that I L(ν) = 0.
We may obtain an equivalence of categories by resorting to direct sums. Let us replace V by possibly infinite direct sum ⊕ i∈I V i of finite dimensional U(g) modules and End V by ⊕ i∈I End V i throughout the above. It is practically immediate that the previous theory goes through without significant change. For example the simple B λ modules take the form Hom U (g) (M(λ), V i ⊗L(ν)) and those modules which are non-zero, are pairwise non-isomorphic. Now let V i : i ∈ I be the set of all finite dimensional simple U(g) modules, up to isomorphism. Suppose that F (M(λ), L(ν)) = 0. This means that there is a simple finite dimensional U(g) module V such that 0 = Hom U (g) (V, Hom(M(λ), L(ν)). Yet by a well-known version of Frobenius reciprocity in the context of enveloping algebras (or more generally algebras with a coproduct) the latter is isomorphic to Hom U (g) (V ⊗ M(λ), L(ν)), where the coproduct is used to define the action on Hom and on ⊗. Similarly (but now also using that the coproduct is cocommutative) the latter is isomorphic to Hom U (g) (M(λ), Hom(V, L(ν)), which since V is finite dimensional is in turn isomorphic to Hom U (g) (M(λ), V * ⊗ L(ν)). Finally since V is finite dimensional we may replave V by V * in the above to conclude that Hom U (g) (M(λ), V ⊗ L(ν)) = 0 for some finite dimensional U(g) module V . Hence we obtain Theorem. Under the above replacement, I : O Λ → B λ is an equivalence of categories with inverse functor I ′ .
