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Abstract
We introduce a novel kernel that upgrades the
Weisfeiler-Lehman and other graph kernels to ef-
fectively exploit high-dimensional and continu-
ous vertex attributes. Graphs are first decom-
posed into subgraphs. Vertices of the subgraphs
are then compared by a kernel that combines the
similarity of their labels and the similarity of
their structural role, using a suitable vertex in-
variant. By changing this invariant we obtain
a family of graph kernels which includes gen-
eralizations of Weisfeiler-Lehman, NSPDK, and
propagation kernels. We demonstrate empiri-
cally that these kernels obtain state-of-the-art re-
sults on relational data sets.
Renewed interest has been manifested in recent years on
graph kernels which can handle continuous (possibly high
dimensional) attributes. A vast body of literature on Graph
kernels is devoted to symbolic only structure. Which
means that vertices (and possibly edges) are labeled by
a number of discrete attributes. Graphs with continu-
ous attributes have been much less investigated. In our
work (Orsini et al., 2015) we upgrade existing graph ker-
nels to continuous attributes by using graph and vertex
invariants. Vertex invariants are functions that color ver-
tices of a graph in a way that is not affected by isomor-
phism. They form the basis for several practical isomor-
phism checking algorithms (McKay & Piperno, 2014). We
consider the commonalities between graph kernels like the
Weisfeiler-Lehman graph kernel (WLGK) (Shervashidze
et al., 2011), the neighborhood subgraph pairwise distance
kernel (NSPDK) (Costa & De Grave, 2010), the propagation
kernels (Neumann et al., 2012) and GRAPHHOPPER (Fer-
agen et al., 2013) and summarize them in a general formu-
lation which we call Graph Invariant Kernels (GIK, pro-
nounce “Geek”) (Orsini et al., 2015). GIKs decompose
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graphs into sets of vertices which are compared by a ker-
nel that measures both their attribute and their structural
similarity. The structural similarity indicates to which ex-
tent vertices play the same role in the graph they belong
to. Our formulation allows arbitrary patterns (e.g. other
than the shortest paths used by GRAPHHOPPER) and arbi-
trary graph and vertex invariants that can be obtained with
color propagation schemas (e.g. Weisfeiler-Lehman, Prop-
agation kernel). We also propose spectral coloring which
exploits eigen-decompositions. We show that GIKs per-
form very well on a number of new and existing bench-
marks. We experiment with different types of vertex in-
variants, including Weisfeiler-Lehman and spectral colors
and compare the shortest paths used by GRAPHHOPPER
with neighborhood subgraphs.
Several graph-kernel instances were then empirically eval-
uated on a number of new and existing benchmark datasets.
The results showed that some combinations of graph and
vertex invariants with continuous attributes lead to excel-
lent performance.
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