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ABSTRACT
This thesis describes an analysis of the process e+ e~ —>  /+ /~ (where I = e, fi, r) at centre- 
of-mass energies between 88 GeV and 94 GeV, using the data collected by the DELPHI detector 
between the years 1991 and 1993. The leptonic decays of the Z° boson are selected without 
attempting to separate the three lepton types, thus making it an inclusive lepton analysis.
The theory behind lepton pair production is introduced and the extraction of various elec- 
troweak parameters from the experimental observables is discussed. The LEP collider and the 
DELPHI detector are described, with special emphasis being given to the sub-detectors used in 
the analysis. The criteria used to select a high purity leptonic sample are described along with 
calculations of various backgrounds and efficiencies. The sample of selected leptonic events is then 
used to measure the cross-sections and forward-backward asymmetries.
Finally, a fit to these cross-sections and asymmetries, together with the hadronic (e+ e~ —> qq) 
cross-sections, is carried out. Various Z° parameters are obtained: the mass and total width 
Mz - 91.1876 ± 0.0052 GeV/c2 , Tz = 2.4971 ± 0.0061 GeV, the ratio of the hadronic to leptonic 
partial widths R\ = 20.73 ± 0.09, and the pole leptonic asymmetry (A°FB ) 1 = 0.0195 ± 0.0042. 
Using these results and the value of the strong coupling constant (a»), determined by the DELPHI 
collaboration, the number of light neutrino species is determined to be Nv = 3.045 ± 0.035. 
The leptonic partial width is found to be: Fj = 83.82 ± 0.29 MeV. Using the measured leptonic 
forward-backward asymmetries, the squared vector and axial-vector couplings of the Z° to charged 
leptons are found to be (gv 1 ) 2 = (1.65 ± 0.36) x 10~ 3 and (ga 1 ) 2 = 0.2505 ± 0.0009. These 
values can be used to determine the effective rho parameter and the effective weak mixing angle: 
p = 1.0020 ± 0.0036, and sin2 0g* t = 0.2297 ± 0.0024.
A full Standard Model fit to the data gives the values of the strong coupling constant, e*s , and 
the mass of the top quark, mtop, as being:
as = 0.123 ±0.010, 
mtop = 178t2 25 (expt)±;i(Higgs)GeV/c2 ,
where 60 < mniggs (GeV/c2 ) < 1000 with a central value of 300 GeV/c2 . All the results obtained 
agree with the results from the lepton-identified analyses (analyses in which leptonic events are 




I knew this would happen. There would finally come a day when it was all over and 
I would not know what to say. Let me try to show my appreciation to the hundreds 
of people involved directly or indirectly with this thesis. Please bear with me.
First and foremost, I would like to thank my supervisor Peter Renton for his consis- 
tently good advise and encouragement, Simon Hodgson who was instrumental in my 
decision to do the analysis reported in this thesis and for his patience in replying to 
my thousand and one questions and Gerald Myatt for providing me with invaluable 
help and motivation all the way to the end. I sincerely thank you all.
I am grateful to the Nuclear Physics Laboratory for financial support on various 
occasions.
Special mention has to go for Stevie 'poo' Bosworth who has been a wonderful friend 
and office mate, be it in Oxford or in Geneva. I advise him to see a doctor who 
can tell him how to improve his swift movements on a squash court. Simon 'its 
triviaaal' Blyth has to be thanked for having put up with my, as he so aptly put it, 
"spurious emissions" in the last few weeks. I wish him all the best in his Oriental 
endeavours. The two 'peeegs' Paul 'llpd' Dauncey and Gary 'not bad for a woman 
from Ipswich' Barker have to be thanked simply for being themselves ! Thanks also 
go to, Christine 'aunty' Beeston for all her help with the muon analysis, Guy 'mogul' 
Wilkinson for all the useful discussions, Martin 'not mister' Bates for showing me 
how to appreciate the University Parks, Tim 'I am a vegetarian but a baby would 
be fine' Adye for all his help, Paulage 'great' Collins for simply being a nice person, 
and to John 'boy wonder' Holt for being be able to cook really 'awesome' curries. 
I thank you all for allowing me to be part of such a highly intellectual group of 
people !
My time at CERN was one of the most enjoyable parts of the whole experience. I 
made some very good friends all of whom deserve a mention. I would like to thank, 
Davide 'I am on a diet' Vite who is an extremely nice person and always has 'very 
nice' things to say about me, Bruna 'oy oy' Bertucci and Giovanni Ambrosi for 
all their hospitality, Antonella 'ma no' Del Rosso for all the dinners she organized, 
Francesco 'o sole mio' Marchetti-Stasi and Anna 'catalan' Pascual for helping me 
through some difficult times, and Erhan 'what are you talking about' Pesen who is 
a good friend. Special thanks go to Maria-Grazia 'grazie' Setzu for all the 'outings 
to the lago' and for being such a sympathetic listener.
in
On the academic side at CERN, I want to thank Teddy Todorov, Pete Ratoff, Paolo 
Checchia, Oreste Nicrosini, and Sasha Olshevsky for countless fruitful discussions.
I would like to thank Louis Lyons for all his help with 'errors', and Bill Williams 
who can argue on anything from Particle Physics to religion to politics. I would like 
to specially thank Bill for all the help he has given to me over the last 3 years.
I had some great times in London, thanks to, Aun 'int' and Sajjad 'sayandad' 
Habib, Alia 'Ali's cousin' Ali, Kanval 'behans' Mehta, Masood 'bil' Khan, Shariq 
and Samira Abdullah, and Ali 'joo' Jameel. The last person has to be mentioned 
especially for putting up with me on many occasions. Special thanks to Ali Haider 
who was certainly a friend in need and has always stood by me.
Coming on to a very important person in my life, I want to say that without the 
constant support and love from Nilofar this thesis would not have been possible. As 
we say 2 months and counting !
I would like to thank all my family, my brother (Abid) his wife (Shazia B.), my 
sister (Raheela) and her husband (Mansoor) and the kiddies, Saad, Nadia and Ali 
for their continuous support. Heads and shoulders above the rest, I want to thank 
Amma and Abba, without whom I would not be where I am today.





1 The Standard Model of Particle Physics 1
1.1 Introduction ................................ 1
1.2 The Principle of Gauge Theories .................... 4
1.3 The Standard Model ........................... 6
1.3.1 Electroweak Interactions ..................... 8
1.3.2 Mass Generation and Renormalizability ............. 11
1.4 The Reaction e+e~ —> l+l~ at Tree Level.............. 13
1.4.1 Lowest Order Predictions : Cross-Sections ........... 15
1.4.2 Lowest Order Predictions : Asymmetries ............ 17
1.4.3 Radiative Corrections ....................... 18
1.5 The Improved Born Approximation (IBA) ............... 21
1.6 The t-channel Scattering ......................... 24
1.7 ZFITTER ................................. 24
1.8 Chapter Summary ............................ 28
2 The DELPHI Experiment at the LEP collider 30
2.1 LEP, the Large Electron Positron Collider ............... 30
2.2 The LEP Energy Measurement ..................... 33
2.3 The DELPHI Detector .......................... 34
2.3.1 Tracking Detectors ........................ 38
2.3.2 Scintillation Counters ....................... 40
2.3.3 Calorimeters............................ 40
2.3.4 Ring Imaging CHerenkov counters (RICH) ........... 42
2.4 Analysis Related Sub-detectors ..................... 42
2.4.1 The Time Projection Chamber ................. 43
2.4.2 The Microvertex Detector .................... 45
2.4.3 The Small Angle Tagger ..................... 47
2.5 The Data Acquisition System ...................... 49
2.6 The Trigger System ............................ 50
2.7 Chapter Summary ............................ 52
3 Data Analysis and Event Selection 53
3.1 The DELPHI Data Management .................... 53
3.2 Tagging and the Micro-DST ....................... 55
3.2.1 Leptonic Tagging ......................... 55
3.2.2 The Leptonic Micro-DST ..................... 56
3.3 Data Analysis ............................... 57
3.3.1 Simulated Data .......................... 57
3.3.2 LEP Data Taking Strategy .................... 58
3.4 The Inclusive Lepton Analysis ...................... 59
3.5 Selection Criteria ............................. 60
3.5.1 Quality of Data from Detectors (Rl, R2, R3) ......... 61
3.5.2 Track Multiplicity and Momentum Cut (Cl, C2) ....... 62
3.5.3 Two-Jet Topology Cut (C3, C4, C5) ............. 62
3.5.4 The Missing Momentum (P?iss ) Cut (C6) ........... 64
3.5.5 Cosmic Vertex Cut (C7) ..................... 66
3.5.6 Cross-Section Data Sample .................... 67
3.6 Selection Criteria for the Asymmetry Calculation ........... 67
3.6.1 Asymmetry Data Sample ..................... 70
3.6.2 A<£ Like-Sign Reclaim ...................... 70
3.7 Chapter Summary ............................ 72
4 Background and Efficiency Calculations 75
4.1 Backgrounds ................................ 75
4.1.1 The Two-Photon Background .................. 76
4.1.2 The Hadronic Background .................... 84
4.1.3 The Cosmic Muon Background ................. 86
4.2 Efficiencies ................................. 92
4.3 The TPC Inefficiencies .......................... 94
4.3.1 The 0 Inefficiency ......................... 95
4.3.2 The <£ Inefficiency ........................ 97
4.4 Combined TPC 8/(/> Inefficiencies .................... 99
4.5 The TPC Live-Space Efficiencies ..................... 101
4.6 The Tau Efficiency ............................ 104
4.7 Data and Monte Carlo Comparison for T+T~ ............. 106
4.8 The Trigger Efficiency .......................... Ill
4.9 Chapter Summary ............................ Ill
5 Cross-Sections and For ward-Back ward Asymmetries 113
5.1 Cross-Section Computation ....................... 113
5.2 Uncertainties on the Cross-Sections ................... 126
5.2.1 Statistical Errors ......................... 126
5.2.2 Systematic Errors ......................... 128
5.3 Asymmetry Computation ........................ 136
5.4 Uncertainties on the Asymmetries .................... 148
5.4.1 Statistical Errors ......................... 148
5.4.2 Systematic Errors ......................... 148
5.5 Chapter Summary ............................ 154
6 Fits and Discussion of Results 155
6.1 Comparison with Lepton-Identified Analyses .............. 155
6.1.1 Comparison of Cross-sections .................. 155
6.1.2 Comparison of Forward-Backward Asymmetries ........ 160
6.2 Fits to Cross-Sections and Asymmetries ................ 165
6.3 Interpretation of Results ......................... 169
6.4 Summary and Conclusions ........................ 173
References 177
vi
A DELPHI Members 182
B The Contents of a Leptonic Micro-DST 185




The Standard Model of Particle
Physics
Chapter Abstract
The Standard Model of Particle Physics is briefly described in this chapter. Before 
summarizing the Standard Model, the principle of gauge theories and the invariance of 
the Lagrangians under a local transformation are discussed. Calculations of the cross- 
section and the forward-backward asymmetry for the the electron-positron annihilations 
into charged lepton pairs, e+ e~ -> Z° —> /+/" (1= e, //, r) are shown, along with higher 
order corrections. A brief introduction is also given to the t-channel Bhabha scattering 
process which is relevant to the analysis detailed in this thesis.
1.1 Introduction
The fundamental particles in nature consist of:
  Spin | fermions. These consist of quarks with fractional electric charges 
(-|e and |e) and leptons with integral charges.
  Spin 1 bosons. These are the propagators of the forces of nature and consist 
of 7, W± , Z° and g (see table 1.1).
These particles together form all structures from atoms to galaxies, under the 
influence of four forces : the electromagnetic force, the strong and weak forces, and 
gravity (see table 1.2). There exist, three generations of particles, table 1.3, each 
containing two leptons and two quarks, with the top quark1 still undiscovered. The 
understanding that exists today of the Standard Model is that, it is the theory which 
encompasses all these leptons and quarks and the interactions between them.
J The CDF collaboration have recently published a paper [1] in which they report observing a 





















Table 1.1: The bosons which are the carriers of the fundamental forces along with the Higgs 
boson which may underlie the mechanism through which all particles acquire mass.
• Gravity, within the context of particle physics, is by far the least important 
force due to the mass and scales involved and its effects are many orders of 
magnitude smaller then the other forces. It is postulated that the carrier of 
the gravity force is the graviton which is so far undiscovered.
• The electromagnetic force is mediated by the massless photon and is respon- 
sible for the bound states of atoms and molecules. Both the electromagnetic 
force and gravity have an infinite range.
• The strong force is a short-range force and accounts for the interaction be- 
tween quarks. Quarks are manifest in two kinds of bound states (no free quarks 
have been observed), the mesons, qq state, and the baryons, qqq state, both 
states known as hadrons. The q stands for the anti-quark. The existence of 
anti-fermions is implicit in our description. The strong force is mediated by 
eight massless vector particles called gluons.
  The weak force is a short-range force felt by all fermions and has as its me- 
diators the two massive charged bosons W+ and W~ and the massive neutral 
boson Z°.
The nature of these forces is investigated through the use of high energy par- 
ticle accelerators. 2 The use of high energies being imperative, firstly, because of 
the masses of the matter constituents and secondly, because of the small scales of
distances involved. ____


































































Table 1.3: The six type of leptons and quarks which make up all matter according to the Standard
Model.
1.2 The Principle of Gauge Theories
The leptons, quarks and the bosons acquire a mass through a mechanism, called 
the Higgs Mechanism [2], according to which all particles interact via a spin-0 
boson, called the Higgs boson. As it stands this mechanism has not been verified 
experimentally, as this boson still eludes the particle physicists.
The Standard Model is well documented in various places, see for example [3], 
and only a brief description is given here. To understand this gauge theory it is 
necessary to begin with the gauge principle.
1.2 The Principle of Gauge Theories
To understand the principle of gauge theories one has to understand the principles 
of global and local invariances. A global invariance is one in which the same trans- 
formation is carried out at all space-time points, and in contrast a local invariance 
is one in which different transformations are carried out at all space-time points. In 
general, a theory which is globally invariant will not be invariant under locally vary- 
ing transformations. But through the introduction of new force fields that interact 
with the original particles in the theory in a specific way, and which also transform 
in a particular way under local transformations, local invariance can be restored.
For a field ^ invariance under a constant change in phase, a global invariance, 
has the form
^ -> 0' = eia i>, (1.1)
where a is a constant and the same for all space-time points. Equation 1.1 expresses 
the fact that once a phase convention (choice of a) has been made at one space-time 
point, the same convention must be adopted at all other points. For a local phase 
invariance the transformation becomes:
, t) -» ^(x, t) = exp [-ia(x, t)] ^(x, t). (1.2) 
In the case of a Dirac Lagrangian, describing a free particle of mass m,
(1-3)
demanding an invariance under a local phase transformation, equation 1.2, leads to 
the re-definition of
(1.4)
1.2 The Principle of Gauge Theories
where AM is a 4-vector potential which should transform as
A" -> A'" = A" + #*<*, (1.5)
where equation 1.4 is referred to as the 'minimal coupling'. Thus it can be seen that 
demanding a local phase invariance of the Dirac lagrangian, equation 1.3, has lead 
to the addition of an interaction term
CD + £int , (1.6) 
where the interaction term is
Ant - -e^WAM , (1.7)
where e represents the strength with which the quanta of excitation of the field A^ 
interact with particles of the matter field ip. Equation 1.2 can be rewritten as
y>(M) = £ty(M), (1.8)
where U is a unitary operator that is a representation of gauge group U(l). As 
a(x, i) is a continuous variable it has an infinite number of elements all of which 
commute making U(l) an abelian group.
The quantum of excitation of the AM field is a vector particle (photon in QED) 
which must be massless, as the addition of a term such as
(1.9)
£
to the Dirac lagrangian in equation 1.6
int + £mass , (1.10)
would destroy the gauge invariance.
Thus gauge theories represent a local symmetry, in which the physical equations 
are invariant under transformations applied independently at each space-time point. 
One such well known gauge theory is the Standard Model of particle physics.
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1.3 The Standard Model
The Standard Model of particle physics is the most successful achievement of modern 
day particle physics, because it has been able to explain many3 observed experimen- 
tal particle physics results. It is a gauge theory which describes the unification of the 
electromagnetic and weak forces into one single electroweak force and is based on 
the gauge theories postulated by Glashow, Salam, and Weinberg and hence referred 
to as the GSW model. More recently, the Standard Model has been extended to 
encompass QCD the gauge theory which describes the interactions between quarks.
As QCD is not directly relevant to the subject matter of this thesis, that is the 
process e+ e~  >  /+ /~, it will not be further discussed. The Standard Model from 
now on will refer to the Standard Model of Electroweak interactions.
The GSW model is gauge invariant under the symmetry group SU(2)L x U(l}y 
of weak isospin and hypercharge.
Gauge group SU(2)i, : This represents a unitary group, non-abelian as its 
generators do not commute, of 2 x 2 matrices with the special condition that their 
determinant is one. In the GSW model, demanding a local phase invariance on 
SU(2)i, under rotations in a weak isospin space, entails the introduction of three 
gauge fields, with three corresponding massless vector bosons W^(i = 1,2,3). These 
bosons couple with strength g to all left-handed fermions4 with a weak isospin of t. 
Two of the bosons are charged ± 1 and one is neutral. See equations 1.13, and 1.14. 
Gauge Group U(l)y : Demanding local phase invariance on U(l)y under trans- 
formations in the weak hypercharge (Y) space, introduces one gauge field with an 
associated massless vector boson B^ which is neutral. This boson couples with 
strength g to all particles with a weak hypercharge, Y. 5
The invariance of the GSW gauge group SU(2)L x U(l)y leads to four massless 
fields, which can be associated with 'physical' fields through the following relations:
wBll (7), (1.12)
3Among other things, it has not been able to explain particle masses. 
4The L of SU(2)i denoting left-handedness.
5 Where the weak hypercharge is defined in terms of the electric charge Q, and the third com- 
ponent of weak isospin t3 , as being
Y = 2(Q-t3). (1.11)





where Ow is the 'weak mixing angle' formerly known as the 'Weinberg angle'. It can 
be seen in the above relations, that the field A^ represents the neutral photon field 
7, the W^ fields represent the charged W^ boson fields, and the field Zp represents 
the neutral Z° boson field. All the above bosons, along with the Higgs boson and 
the leptons and quarks, are the fundamental constituents of the Standard Model. 
Their quantum number assignments in terms of the electric charge (<?), the weak 
hypercharge (K), the weak isospin (t) and its third component (t3 ) are shown in 


















































Table 1.4: Table showing the quantum number assignments for the standard model leptons and
quarks.


























Table 1.5: Table showing the quantum number assignments for the standard model bosons.
Through the use of these new fields it can be seen that the electroweak La- 
grangian,
is made up of
  a charged current part which represents the W± bosons coupling to all left- 
handed fermions and conserving the charge at the vertices;
  a neutral current part representing the 7 and Z° bosons also coupling to all 
fermions and conserving the flavour at the vertices.6
Thus, the Standard Model of Electroweak interactions is a gauge theory which en- 
compasses all known fermions (leptons and quarks), and describes their interactions 
via the W^, Z°, and 7 gauge bosons.
1.3.1 Electroweak Interactions
The electroweak couplings of the bosons W± 1 Z°, and 7 are a mixture of pure vector 
and axial-vector couplings. The 'mediators' of the charged current interactions, the 
W± bosons, are of a pure V-A (vector - axial vector) nature. The neutral current 
interactions mediated by 7 are of a pure vector type, and the ones mediated by 
the Z° are a mixture of V-A and V+A. The vertex factors for these couplings are 
displayed in figure 1.1.
  The V-A interactions of the W± can be parameterized [4] by the charged 
current
l-\ ~,5\
(1.16)- A) = ^
6 No Flavour Changing Neutral Currents (FCNC) have been discovered to date.
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W± (1 - 75)
Figure 1.1: The interactions of gauge bosons with leptons.
As these bosons are said to couple to left-handed fermions only, the field ^ 
can be written as ^L
V-Z, = (1 - 75 )V>, (1.17)
where |(1 ± 75 ) are termed 'projection operators' because acting on a field, 
|(1 — 75 ) projects out only the left-handed components of the wave-function 
and |(1 + 75 ) the right-handed components only. Thus the choice in equa­ 
tion 1.17 ensures that the W± couple to left-handed particles and so the 
charged current can be re-written as
• The Z° has a mixture of V-A and V+A interactions. The argument here is 
the same as before but the only difference is that the Z° also couples to right- 
handed particles and so the current has a V-A part as above and also a V+A




• For the neutral couplings with the photon as the mediator, the current which 
is purely vector, can be written as
j-NC/y\ __ ~T / (1.21)
The basic QED interaction, mediated by the photon, is
(1.22)
where (jem)M , is the electromagnetic current which couples to the electromagnetic 
field:
CTT = Q/?7"0, (1-23)
where Qf is the electric charge. It is — e in the case of electrons and +e in the case 
of positrons. Now, just as the electromagnetic current is coupled to the photon, 
it is assumed that the electroweak current is coupled to the vector bosons. Hence, 
using the isotriplet of vector fields W^ coupled with a strength g to the weak isospin
current (jf ) M ? together with a single vector field B^ coupled to the weak hypercharge
/ 
current (JYY with a strength conventionally taken to be ^-, the basic electroweak
interaction becomes: /
- P(J?)M»? - |(/)"SM , (1.24)
and using the equations 1.12, 1.13, and 1.14 the electroweak neutral current inter­ 
action can be written as
Y/ / (iYY\ ( / (iYY\ - (g sin Ow(j?T + 9 cos 0W~^- UM - [g cos 9w(fiY ~ 9 sin Ow^- ZM .
V z / \ z /
(1.25)
The first term in this expression is just the electromagnetic interaction, equa­ 
tion 1.22, and hence the following relation can be written
g sin Ow = 9 cos Ow = e. (1.26)
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Using equation 1.26 the weak neutral current interaction can be written in the form
cos 0w sin Ow
-7s
-Qf sm2 0w 0, (1.27)
or
-NC
M 2 cos Ow sin 
where gv and ga are the vector and axial-vector couplings respectively, and using
equation 1.27 and equation 1.28 their definitions become
(1.29)
sin2 Ow)'\/p<) (1.30)
where is represents the third component of weak isopspin, Qf the 'physical' charge 
of the fermion in units of e, and p has been introduced as a measure of the relative 
strengths of the neutral and charged currents. The values of ga and gv for different 

























Table 1.6: The axial-vector (ga ) and vector (gv ) coupling constants for elementary fermions.
1.3.2 Mass Generation and Renormalizability
In the Standard Model it is assumed that the underlying local gauge symmetry 
is spontaneously broken through a process known as the Higgs mechanism. 
It is required that the SU(2) ® U(l) symmetry be broken spontaneously in such 
a way that that the photon remains massless, that is, there must be a residual 
U(l) symmetry for the electromagnetic interaction. The remaining three bosons 
must acquire masses in this process. This can be achieved via the introduction of
1.3 The Standard Model ______________________________ 12
four independent scalar fields, the simplest choice7 being a weak isospin doublet of 




The symmetry is said to be a spontaneously broken symmetry, or a Hidden sym­ 
metry, if the the choice of the ground state vacuum-expectation-value (VEV) of the 
Higgs field <j)(x) is non-zero. That is
, (1.34) 
where (J>Q(X) transforms as
o = exp[—ia(x)]</)o(x) 9 (1.35)
for any value of a(x). Thus, invoking this mechanism with a non-zero VEV, gives 
mass to the W^ and Z° bosons, whilst the photon remains massless and as a con­ 
sequence the following relationship is obtained8 :
a ( . ocxcos Vw = ,- , r • (l.oo)
This mechanism, called the Higgs mechanism, must not only generate the 
masses of all the elementary particles but also lead to a renormalizable theory. 
This is a theory in which the observables can be calculated to any order of pertur­ 
bation theory in terms of a finite number of input parameters. Thus the choice of 
these input parameters has to be such that the theory remains renormalizable9.
The Standard Model Lagrangian has in its manifest SU(2)i, ®U(l)y symmetric 
form the input parameters [5]:
• Basic parameters : g,g ,//, A
7This choice is valid within the framework of the Minimal Standard Model (MSM). 
8Where p is the Veltman parameter which is 1 at Tree level in the Standard Model, see sec­ 
tion 1.4.3.
9 It has been shown that all gauge theories are renormalizable [6].
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• Relation to experiment
/ 
e = —— ^  —— r = v^Tra, (1.37)/9,/9\i ' \ /
9
Mw = g-=, (1.39) 
vA
MH = Ai2, (1.40)
where g and g' represents the coupling constants, the coefficients fj 2 and A describe 
the Higgs potential. Direct measurement of these is not possible, hence an alterna­ 
tive but common choice is
a, Mz , Mw , MH , m/. (1.41)
The choice in equation 1.41 is defined as the 'on-shell renormalization scheme [7] 
and the values of these parameters are known except for the Higgs boson, MH , and 
top quark, mt0p masses. M^ and MW are defined on-mass shell, that is the pole posi­ 
tion of their corresponding propagators and the fine structure constant a is defined 
at q2 = O10 . Once these input parameters are defined then the Standard Model 
can be tested, that is to say the parameters can be related to the experimental 
observables.
1.4 The Reaction e+e~ — > l+/~ at Tree Level
All is now in place for the calculations of the cross-section and forward-backward 
asymmetry. Figure 1.2 shows the production of charged leptons from the annihi­ 
lations of an electron-positron pair, through the exchange of a Z° and a 7. There 
is a third diagram which is specific to the final-state being an electron pair, this is 
discussed later.
The matrix element, which is the sum of the individual matrix elements, for the 
reaction is:
M = Mz + M7 . (1.42)
10Where q denotes the momentum transfer.
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Figure 1.2: Feynman diagram for electron positron annihilation into a /+ /~ via a 7 or Z particle
Now defining the electron (positron) spinor(s) as ua (U&) and the lepton (antilepton) 







fc2 -Af| - iMzTz
(1.44)
where TZ is the width of the Z°, k is the four momentum transfer and gejl and gejl 
are the vector and axial-vector couplings to the initial-state electron (positron) or 
the final-state lepton (antilepton).
Now, the differential cross-section for the interaction of two particles 1 and 2 to 
a final-state containing n/ particles (fermions or bosons) [8], is
I 1 -45) 
4[(pi -Pi) 2 -mlmffi jl*
where pi and p/ are the total initial and final-state four-momenta respectively and 
mi and mi are the masses of particles 1 and 2. Thus it can be seen that the 
differential cross-section is directly proportional to |M| , where M is the amplitude, 
which for the process in question becomes
\M | 2 = |M, \Mzf (1.46)
Therefore, there are terms with pure Z° exchange, pure 7 exchange, and Z° — 7 
interference. Using equation 1.45 and summing over the spin states of the spinors, 
the resulting differential cross-section can be written as:
= F(s)(l + cos2 0) + G(s) cos 0, (1.47)
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4 sin2 Bw cos2 0
where y/s is the centre-of-mass energy, 7£e(x) denotes the real part of function x, 0 
is the polar angle as defined in figure 1.3. Terms with |x| 2 are due to Z° exchange, 
terms independent of x are due to 7 exchange, and the ones with 7£e(x) are due 
to the Z° — 7 interference. These equations are not valid for the top quark as they 
assume negligible fermion mass compared to the Z° but the top quark has a mass 
known to be greater than the Z°.n
1.4.1 Lowest Order Predictions : Cross-Sections
The total cross-section is:
(1-51) 




/o fa — dcos6. (1.53) • 1 Uu L
11 Note that the b quark mass of c± 5 GeV is also not negligible compared to that of the Z°.
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Integrating over the whole 0 distribution by substituting equation 1.52 and equa­ 
tion 1.53 into equation 1.47 the following is obtained
(1-54)
In the vicinity of >/s = MZ the cross-section is dominated by Z° exchange as 
0 the interference and the pure electromagnetic terms can be neglected12 
thus
(1.55) 
At Born level the cross-section can therefore be written as
<?r2
where of represents the cross-section for the process e+ e —>• /+/ at 
'7' and '7^°' the small contributions from the pure photon exchange and the 
interference, and TZ the decay width13 of the Z°. The pole cross-section of can be 
written in terms of the Z° partial decay widths into e+ e~ and /+ /~ states, Fe , F/
o 127rFe r, 
°\ = ;/v/2-~f2~- v 1 - 58)
In the Standard Model the partial widths of the Z° are not free parameters but 




where GF is the Fermi coupling constant and a is the QED coupling constant. In the 
Minimal Standard Model (MSM), which is assumed when referring to the Standard
12At the Z° peak the contribution to the total cross-section from the 7 and Z° — 7 terms is of 
0(1%). However, this is fully accounted for in the programs used in the analysis, but is omitted 
here for simplicity.
13The total decay width of the Z° is defined as the sum for all the partial widths for leptons and 
quarks.
TZ = 5] r(z->/7). (1.5?)
leptons,quarks
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Model with only one Higgs doublet, p = 1 at the tree level. This parameter can 
differ from unity at tree level if Higgs structures beyond doublets are chosen or in 
the MSM when higher-order corrections (such as radiative corrections) are taken 
into account.
The p parameter can be determined from a measurement of the cross-section. 
Assuming lepton universality, the cross-section is related to the leptonic width (see 
equations 1.56 and 1.58) as:
<7«rf. (1.61)
Now, using equation 1.59
r, * [(si)2 + (fli) 2] , (i.62)
and the fact that g% <C g* (see table 1.6), it can be seen that the leptonic width is 
related to p as:
Tfwp2 . (1.63)
Thus, the cross-section is a measure of the leptonic width which itself is a measure 
of the p parameter.
1.4.2 Lowest Order Predictions : Asymmetries
The forward-backward asymmetry in e+e~ -> /+ /~ is also an important quantity 
as it is sensitive to the weak mixing angle which is also a prediction of the MSM. 
The forward-backward asymmetry is:
/! CA ^ AFB = — - —— , (1.64)
where <JF/.B are the forward/backward cross-sections defined in equations 1.52 and 
1.53. Substituting VFIB in equation 1.64 and using the differential cross-section, 
equation 1.47 gives :
A 3G(s) AFB =
At the Z° pole when s ~ Mf and neglecting any fermion masses and the 7 and 7 — Z 
contributions, substituting equations 1.48, 1.49, and 1.50 into equation 1.65 gives:
A _ _____ v a _____ _ 3 . A (^ ca\FB ~ 2 ) 2 + to-) 2 ] ~ * AeAl ' (L66)
where
( l\(glv )
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photonic corrections:
non - photonic corrections:
QCD corrections:
Figure 1.4: The different classes of electroweak radiative corrections which modify the Born level
relations.
Thus the peak asymmetry is proportional to AeAi and it is determined by gv /ga 
(assuming that g* <C g%)- In general the AFB is a rapidly varying function of \/s, 
the centre-of-mass energy, around the Z° resonance and switches sign close to the 
Z° pole.
1.4.3 Radiative Corrections
The relationships given above are strictly valid at the Born Level (or Tree level) 
and have to be re-defined in order to take into account the radiative corrections. 
For both cross-sections -and forward-backward asymmetries these corrections are 
separated into three classes14 , as shown in figure 1.4, QED (photonic) corrections, 
Weak (non-photonic) corrections, and QCD corrections.
QED (photonic) corrections : These encompass all diagrams with real or vir­ 
tual photon loops added to the Born diagram, are the dominant ones (0(30%)) 
14See for example [9] or [10].
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Figure 1.5: The effect of initial-state radiation for the process (s-channel only) e+ e —>• e+ e . 
The solid line represents the Born cross-sections and the circles represent the cross-sections after 
the O(a2 ) QED corrections, both sets calculated using the ALIBABA program. For a definition
of the acollinearity (acol.) please see section 3.5.3.
of the three kinds mentioned above and depend on experimental cuts. They 
can be divided into:
• Initial-state corrections. These provide the dominant contribution 
and arise when a photon(s) is emitted by one or both of the incoming 
electron or positron, thus modifying the effective centre-of-mass energy, 
and causing a substantial effect on the cross-section close to the Z° res­ 
onance (see figure 1.5).
• Final-state corrections. Final-state radiation takes place when the 
photon(s) is emitted by the final-state, outgoing lepton pair. At O(a), 
the correction factor to the total cross-section is (1 + £QED) where
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defined in terms of the coupling constant a and fermion charge Q/, is
Q^Y&QED = -Q}. (1.68)
For leptons this turns out to be approximately 0.17 %.
• Initial-final state corrections. These include box-diagrams (diagrams 
containing virtual photons between the initial and final-state e+e~ pair) 
and interference in the initial and final-state diagrams. They provide a 
correction to the cross-section of the order of 0.2 % for leptons.
For the asymmetries the required precision [11] of SApB — ±0.001 is achieved 
via the computation of the O(a) and leading O(a2 ) corrections with the ex­ 
ponentiation of multiple soft photons in the intial state. Corrections due to 
final-state radiation and initial-final state corrections are negligible if no tight 
cuts are applied to the photon phase space.
Weak (non-photonic) Corrections : These represent all the rest of the correc­ 
tions. They can be divided into three sub-classes:
• Vertex corrections. These consist of loop corrections to the vertices.
• Box corrections. Consist of diagrams with multiple boson interchange 
between the initial e+ e~ pair and the outgoing fermion pair.
• Vacuum polarization corrections. They consist of loop corrections 
to the boson propagators.
These corrections have all been evaluated to at least one-loop level. A famil­ 
iar example of the weak corrections is the vacuum-polarization of the photon, 
which leads to an s-dependent (energy dependent) correction of the electro­ 
magnetic coupling constant a15 :
where a(M|) is 1/128.82 and the dominant uncertainty on Ao;(s) is due to 
the contributions of the light quarks to the vacuum-polarization of the photon 
and amounts to £Aa(s) = 0.0009 [13].
15Where a = 1/137.035989 (at q2 = m2e ), see [12].
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As in the case of the cross-sections, the weak corrections to the asymmetries are 
small but theoretically interesting as they depend on the unknown parameters 
of the MSM: the Higgs boson and top quark masses. They are independent 
of the experimental cuts applied and the main contributions are due to the 
Z° propagator corrections, including the 7/Z° mixing diagrams, which are 
independent of the final-state fermion flavour. The corrections due to the 
remaining vertex and box diagrams are small and fermion flavour dependent. 
At the resonance the Born-level asymmetry, equation 1.66, can be rewritten 
as:
4s(Mf ) = \AeAf + AA£^, (1.70)
where the AApg0 is the extra final-state fermion flavour-dependent term.
QCD corrections : Involve corrections to take into account gluon radiation from 
quarks. They can lead to the modification of the qq partial decay width, F9g, 
of the forward-backward asymmetry, AqpB , and loop diagrams. They will not 
be further discussed as they are not directly relevant to this thesis.
1.5 The Improved Born Approximation (IB A)
This is a parameterization of the corrected cross-section written in a form where the 
Born relations are left almost unmodified. The corrections due to the O(OL) diagrams, 
except for the initial-state radiation, are absorbed into the coupling constants and 
widths. The predictions of such parameters depend on the Standard Model and its 
unknown parameters, which are the Higgs and top masses and the uncertainty in 
the strong coupling constant as . 
The corrections taken into account in this formulation are:
• One loop weak corrections such as the self-energies and vertex corrections. 
These are absorbed in the re-definition of the couplings, gv and ga , equa­ 
tions 1.73 and 1.74, which exhibit an energy dependence that is negligible 
around the Z° peak.
• QED corrections on the initial-state up to O(a2 ).
• QED corrections on the final-state up to all orders of a in the Z° exchange 
term only.
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In this approach the physical width of the Z°, equation 1.59, can be written as
or
a(s)Mz [ /A/X2 , ,,^21 /i i r \ n T/ = ——-—— [(flfj + (gv) \ (1 + <>QED), (1-
where
• $QED is the QED correction given in equation 1.68.
• gv and ga are the effective vector and axial-vector couplings:
(1-73) 
sin2 ^)A (1.74)
• a(s) is the effective value of the QED coupling constant, as shown in equa­ 
tion 1.69.
The introductions of the effective couplings gv and gv also motivates the definition 
of an effective p parameter and an effective weak mixing angle, 0$. These are shown 
in equation 1.75, which represents the modified mass relationship of the bosons 
(equation 1.36)
(1.75)l z
where p can be defined from the ratio of the neutral to charged current amplitudes
at low energies
with the A/3 parameter depending on the top mass quadratically (oc m2op) and 
logarithmically on the Higgs mass (oc lnMHiggs).
A frequently used definition of the effective weak mixing angle in terms of the
effective couplings is:
1 / "i \
sl^fleff _ifl_^v) /-, 77\sm %>t- 4 I 1 £/") • v 1 - 77 )
\ "ffl /
The IBA is implemented by convoluting the photon radiation spectrum with the 
Born level expressions for the cross-sections and forward- asymmetries. The observed 
cross-sections can be rewritten as:
Ws, s) + Aint] <fc', (1.78)
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where o~w is the Born level cross-section with full O(OL) corrections, Fi is the initial- 
state pure QED radiative correction, Aint represents QED box-diagrams and the 
interference of the initial and final-state radiation, and s is the square of the invari­ 
ant mass of the final-state fermions. The dominant initial-state 'radiator' function 
Fi is
/ '\0e~l
Fi(s, s) = {3e 1 - - (1 + 8S+V ) + 6h (s), (1.79) 
V s )
where the first term takes into account all the exponentiated leading contributions 
of soft and hard photons multiplied by the remaining soft and virtual corrections up 
to O(a2 ). The second term absorbs the remaining hard photon contributions. The 
expressions for /3e , 5S+V and Sh can be found in [14].




where HI and HI are the radiator functions similar to the one above, Zs = s and
m2
ZQ = -f- which is ~ 0 in the case of leptons. 16 To account for the introduction of 
the effective weak mixing angle in the IB A, equation 1.70 becomes
(1.81)
A
where Ae//, see equation 1.67, contain the effective vector and axial-vector couplings, 
and AA;p£ S represents a flavour-dependent residual term which contains the weak 
corrections (box diagrams and imaginary part of the propagator). This residual 
term for leptonic asymmetries is 0.0021 ±0.0002 [10] for 100 < mtop < 250 GeV and 
50 < ^Higgs < 1000 GeV and the main contribution comes from the imaginary part 
of the Z° propagator.
Thus, in the Improved Born Approximation, the dominant weak corrections are 
taken into account through the introduction of a new effective weak mixing angle 
(0$) and a new effective p parameter, and then the IBA relations are convoluted 
with a photon radiator function to account for the initial-state radiation. 
16In fact, this is not strictly valid for the r-lepton.
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1.6 The t-channel Scattering
When the final-state leptons are electrons then the initial-state is indistinguishable 
from the final-state, and there are extra diagrams and physical processes which 
contribute to the total cross-section for e+ e~ —>• /+ /~. One of these extra diagrams 
(see figure 1.6) is known as the t-channel. In terms of the contribution to the cross- 
section (see figure 1.7(a)) the fraction of the cross-section due to the t-channel and 
s-t interference varies from about 64 % at lowest energies17 (around 88 GeV), to 
about 14 % at the peak (around 92 GeV) and only a few percent on the high energy 
side (around 94 GeV) of the resonance. Similarly for the asymmetries the difference 
between the s-channel and the full (s+t) channel is very significant for energies below 
below the Z° pole (see figure 1.7(b)). This process is important in the context of 
this thesis and further discussed in Chapter 5.
Figure 1.6: The t-channel diagram for Bhabha scattering, which contributes to the process
e+ e-
1.7 ZFITTER
In the previous sections, it has been shown that: 
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Figure 1.7: (a) shows the various contributions to cross-section for the process e+ e~ —> e+ e~ and 
(b) shows the contributions to the forward-backward asymmetries. The cross-sections and asym­ 
metries were calculated using ALIBABA which incorporates O(a2 ) QED and weak corrections. In 
both figures the solid lines represent the Standard Model full s+t channel predictions.
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• a measurement of the cross-section, for the process e+e~ —> /+ /~, is a measure 
of the leptonic width, F/. Now, using the IBA expressions and equations 1.56- 
1.63, the following is obtained:
a * (F,)2 * (p)\ (1.82)
Thus, a measurement of the cross-section, <7, is a measurement of 
the effective rho, p, parameter.
• the asymmetry is a function of the effective vector and axial-vector couplings 
(using the IBA expressions and equation 1.67):
AFB w ?f, (1-83)
ffa
and using equation 1.77
*sin2<t. (1.84)
Thus, a measurement of the forward-backward asymmetry, AFB, is 
a measurement of the effective weak mixing angle, sin2
To extract these parameters, p and sin2 0j!£t , a comparison of the experimentally 
determined cross-sections and asymmetries is made with the corresponding Standard 
Model values as calculated using ZFITTER [15]. This program employs a semi- 
analytical approach to the fermion pair production in e+ e~ annihilation and Bhabha 
scattering. The theoretical formalism used, allows an almost model independent 
interpretation of the cross-sections and asymmetries, taking into account the most 
up-to-date knowledge of the initial and final-state QED effects, weak, and QCD 
corrections.
The following quantities are used to model the experimental cuts employed in 
an analysis:
• The minimum polar angle, 0, of the final-state anti-fermion.
• The maximum acollinearity angle (for a definition see section 3.5.3), ?7max , of 
the // (fermion and anti-fermion) pair.
• The minimum energy, Efm , of the fermion and anti-fermion.
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The experimentally determined cross-sections and asymmetries are fitted with 
the theoretical formulae using a x2 minimization procedure including a full covari- 




• The sum is taken over all the centre-of-mass energies represented by N.
• cr?xp represents the experimentally determined cross-section at energy point i.
ofxp) is the error (statistical and systematic added in quadrature) on the 
experimentally determined cross-section at energy point i.
• crjhe is the Standard Model cross-section (determined by ZFITTER) at energy 
point i.
Similarly for the asymmetries the x2 is defined as:
2 _Aasym ~~
N ( A exp 
\ FBi ~
• The sum is taken over all the centre-of-mass energies represented by N.
represents the experimentally determined forward-backward asymmetry 
at energy point i.
i) 1S ^ne error (statistical and systematic added in quadrature) on the 
experimentally determined forward-backward asymmetry at energy point i.
*he is the Standard Model asymmetry (determined by ZFITTER) at energy 
point i.
In the fit to the experimental data, these two x2 's are minimized using the MIGRAD 
algorithm in the CERN function minimization program MINUIT [16].
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Leptonic and hadronic lineshape and lepton asymmetry fit
Leptonic asymmetries in conjunction with the leptonic and hadronic cross-sections 
are used and a 5 parameter fit is carried out. ZFITTER is used to calculate the 
cross-sections and asymmetries at different centre-of-mass energies as a function of:
(1.87) 
where
• cr® represents the peak hadronic cross-section, same as equation 1.58 but with 
Thad rather than IV
• RI represents the ratios of the hadronic to the leptonic widths:
p _ *• had /-. Q Q \ 
HI = -p— • (1.00)
• A*FB is the peak leptonic asymmetry (see equation 1.66).
Amongst other quantities, the effective vector and axial- vector couplings, (glv ) 2 
and (gla ) 2 or sin2 Of p^t and p can be derived from this fit. Note that, the fit parameters 
of equation 1.87 are chosen in particular as there is minimal correlation between 
them.
1.8 Chapter Summary
At the beginning an introduction was given to modern particle physics. The principle 
of gauge theories was then discussed and the Standard Model of Electroweak interac­ 
tions was described within the context of this principle. Relations for the Born level 
cross-sections and forward-backward asymmetries, for the process e+ e~ — > /+ /~, 
were calculated and extended to account for the electroweak radiative (QED and 
weak) corrections. It was shown that the peak cross-section was proportional to 
the leptonic partial width and so to the p parameter. It was also shown that the 
peak forward-backward asymmetry was proportional to the ratio of the vector and 
axial-vector couplings and so it represented a measure of the weak mixing angle 
(0W ). The Improved Born Approximation (IBA) was then introduced. In the IBA 
the dominant weak corrections are taken into account through the re-definition of
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the weak mixing angle (Ow — > @w) an(^ ^ne P parameter (p -> p). The resulting 
IBA expressions are then convoluted with the photon radiator function which in­ 
cludes the dominant QED corrections. The concept of an extra Feynman diagram 
to be included in the Bhabha scattering was introduced. Finally, the extraction of 




The DELPHI Experiment at the
LEP collider
Chapter Abstract
This chapter contains the description of the DELPHI detector at LEP. After a brief look 
at LEP, the LEP energy measurement is discussed. The various sub-detectors which 
make up DELPHI are described. Due to the complexity of the DELPHI apparatus, only 
a brief summary is given of the components of the detector but with special emphasis on 
the sub-detectors used directly for the analysis described in this thesis. Finally, the data 
acquisition system and the trigger system are described.
2.1 LEP, the Large Electron Positron Collider
The Large Electron Positron collider, LEP, is a circular accelerator and storage 
ring operating at the Z° resonance energy of approximately 2 x 45.6 GeV, the first 
phase of the operation. The next phase, LEP200, has an intended energy upgrade 
to around 200 GeV sufficient to produce W bosons, to be achieved around the year 
1996.
It is situated 100 m underground between Geneva and the foothills of the Jura 
mountains (see figure 2.1). The complex is not entirely circular as there are eight 
straight sections, four of which have experimental halls called 'pits' housing the 
four experiments : ALEPH, DELPHI, L3 and OPAL [17] and the other four points 
are intended for the RF accelerating cavities, beam dump and for beam cleaning. 
The circumference of the ring is 26.658 km1 , so that energy loss due to synchrotron
x This is the minimum size at which synchrotron radiation losses maybe replaced when the 
upgrade to 200 GeV is made.
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Figure 2.1: The LEP ring.
radiation2 maybe kept to a minimum. The four experiments are housed in the middle 
of the straight sections so that beams have finite straight lines to traverse before the 
interaction point, leading to the reduction the synchrotron radiation density at the 
experiments.
The design luminosity 3 is of the order of 1.6 x 1031 cm"2^" 1 and at present LEP 
provides each crossing point 2 pb" 1 per week, which at the Z° peak corresponds 
to 60 000 Z°'s decaying hadronically. The number of bunches in each beam was 
four from the start of LEP operations until mid-1992 when it was increased to eight 
bunches.
The beam dimensions depend on the equilibrium between the damping of the 
oscillations and the noise excitation from quantum emission due to the synchrotron 
radiation. The current beam dimensions at LEP are:
crx ~ 200 //m
2The energy radiated, A£", by an electron of energy E, in a radius of curvature p, circulating
in LEP is:
E4(GeV}AE = 0.0885—\ . ; per turn. (2 1) 
p(m) v • '
This loss is of the order of 130 MeV at the Z° increasing up to 2.3 GeV at LEP200. 
3The luminosity is
^y bunch jy bunch
£ = frevK^t-———-———, (2 2) 
47T<7.r <7y v ' '
where /rev is the LEP revolution frequency of the order of 11 KHz, K is the number of bunches in 
each beam and <rx and <ry are the beam dimensions. For a process of collision cross-section cr, the 
yield is Cff events per second.
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az ~ 20000 urn (2.3)
(2.4)
To achieve the nominal beam energies at LEP I there exists a whole injector 




Figure 2.2: The LEP injector complex. Also shown are the positions of the two experiments L3
and DELPHI.
• A 200 MeV LINAC which supplies an intense electron beam on to a tungsten 
target to produce positrons.
• A second LINAC to accelerate both the electrons and the positrons to 600 
MeV.
• The EPA, the Electron Positron Accumulator, which accumulates electrons 
and positrons at 600 MeV.
• The PS, the Proton Synchrotron, to accelerate the beams to 3.5 GeV.
• The beams are transferred from the PS to the SPS, the Super Proton Syn­ 
chrotron, where they are accelerated to 20 GeV.
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• From the SPS the beams at 20 GeV are transferred into LEP for the accumu­ 
lation of sufficient luminosity.
• In the final phase of the whole process, the beams are accelerated to 45 GeV 
and 'squeezed' until the luminosity is optimized.
2.2 The LEP Energy Measurement
For the precision test of the standard model a precision measurement of the mass of 
the Z°, MZ, is imperative. The error on this mass is dominated by the uncertainty 
in the absolute energy scale and hence the beam energy [19] at LEP has to be 
measured to a very high degree of accuracy.
Initially, until 1990, the energy was calculated from the physical dimensions of 
the LEP ring, and a knowledge of the magnetic fields in the bending magnets, and 
was determined with an error of approximately 20 MeV. The three methods used 
were:
• The field display method. Use was made of flip coil measurements in a 
reference dipole magnet connected with the dipole magnets in the LEP ring.
• The flux loop method. This involved the calibration of the magnetic field 
by flux loops mounted on the pole faces of all the LEP dipole magnets.
• Proton calibration method. In this, measurements were made of the rev­ 
olution frequency of 20 GeV protons circulating on the same orbit as the 
positrons.
Starting from 1991, the technique of resonant depolarization [20] has been 
used and a much higher precision achieved. As electrons circulate around the LEP 
ring they acquire a natural transverse polarization. The spins then precess about 
the vertical direction with a frequency which is expressed as the spin tune4 . In LEP 
the spin tune is approximately 105 and is related to the beam energy according to 
the following relation:
4The number of rotations of the spin for one complete passage around the LEP ring, is known 
as the spin tune.
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where #beam is the beam energy, me is the mass of the electron, and the term in the 
bracket represents the anomalous magnetic moment.
Circularly polarized laser light is shone on to the beam and the asymmetry in 
the scattering of the light is a measure of the degree of polarization. Resonant depo­ 
larization occurs if an oscillating transverse magnetic field is applied to the beams, 
the frequency of which is adjusted to equal the fractional part of the spin tune. In 
1991, the precision achieved on the centre-of-mass energy, using this method, was 6 
MeV. The preliminary value for 1994 is 4 MeV.
2.3 The DELPHI Detector
DELPHI5 , DEtector with Lepton, Photon and Hadron Identification, figures 2.3 
and 2.4 , is one of the four detectors at the LEP collider situated at interaction point 
8. It is a general purpose detector with an emphasis on good particle identification, 
three-dimensional information and very accurate vertex reconstruction. It consists 
of a cylindrical section known as the barrel and two end-caps which can be removed 
to access the different sub-detectors.
DELPHI is in the breed of modern day particle detectors [21] in the sense that 
it consists of:
• Tracking devices to measure the momentum of charged particles in a solenoidal 
field of 1.2 T.
• An electromagnetic calorimeter for energy measurements of electrons and pho­ 
tons.
• A hadron calorimeter for measuring hadronic energy deposition and Muon 
detection chambers.
It has to be mentioned that out of the four detectors on the LEP ring DELPHI
is the only one which identifies charged hadrons by directly detecting the photons
emitted by Cherenkov radiation in the RICH (Ring Imaging CHerenkov) detectors.
Before going into a detailed description of the sub-detectors, which make up
DELPHI, it is necessary to define the coordinate system used. The x direction is
5 A list of DELPHI members is given in Appendix A.
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Figure 2.3: The DELPHI detector at LEP.
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Figure 2.4: A longitudinal view, parallel to the beam pipe, of the DELPHI detector.
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Figure 2.5: The DELPHI coordinate system.
towards the centre of the LEP ring and y is in the vertical direction. The electron 
beam travels in the positive z direction and the positron beam in the negative z 
direction. The polar angle 0 is the angle from the positive z axis and the azimuthal 
angle (f> is measured clockwise in the x — y plane, as seen in the direction of positive 
z, from the positive x axis. The coordinate r is the cylindrical radius associated 
with a point, and r(j> refers to a distance measurement made at constant r. This 
coordinate system is shown in figure 2.5.
DELPHI comprises a solenoid and 16 sub-detectors, which are described only 
briefly here. For a detailed description, see [22]. Particular emphasis has been given 
to sub-detectors which are directly relevant to the analysis in this thesis.
The DELPHI superconducting solenoid has a length of 7.4 m and an inner 
diameter of 5.2 m. This magnet, one of the largest of its kind in the world, has a field 
of 1.2 T. The coil is cooled to 4.5 K and the current required is 5000 A. Correcting
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coils placed at the ends of this coil enable the magnetic field to be trimmed to be 
parallel to the electron direction, the direction of positive z. The use of such a high 
field (1.2 T) is imperative to the accurate determination of particle momenta.
The ensemble of sub-detectors are divided into tracking detectors, calorimeters, 
and scintillation counters.
2.3.1 Tracking Detectors
A summary of the principal parameters and the performance of the tracking detec­ 
tors is given in table 2.1.
Microvertex Detector, (VD) : see section 2.4.2
Inner Detector, (ID) : provides high redundancy for vertex reconstruction and 
trigger information. It covers a polar angle range of 29° < 0 < 151° and 
consists of:
• an inner drift chamber giving 24 r — (f> points per track and
• 5 cylindrical MWPC (Multi Wire Proportional Chambers), each layer 
with 192 sense wires and 192 circular cathode strips with a variable pitch, 
proportional to r, and averaging 5 mm. The wires provide fast triggering 
signals and resolve left/right ambiguities from the inner drift chamber 
section. The strips also give z information for the trigger.
During LEP operations the average single wire resolution was determined to 
be <jr0 = 90 //m in the inner drift chamber layer and crz < 1 mm in the outer 
layers.
Time Projection Chamber, (TPC) : see section 2.4.1.
Outer Detector, (OD) : has the purpose of providing fast triggering information 
in both rcj) and z, and to enhance the momentum resolution by a factor of 5 for 
fast particles reconstructed in conjunction with the TPC. This sub-detector, 
comprising 24 modules divided into 5 layers, is mounted on the outside of the 
BRICH (see below). Full azimuthal coverage is achieved by having staggered 
layers which are overlapped with adjacent modules. Resolution results are: 
o-r<t> = 110 fim and crz = 4.4 cm.
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Barrel Muon Chambers, (MUB) : were built by the Nuclear Physics Labora­ 
tory at Oxford University. They consist of inner, outer, and peripheral mod­ 
ules made up of a total of seven overlapping layers of drift chambers. The 
inner module, is inserted in a gap in the magnet return yoke, and has 3 layers, 
two of which are fully read out and the third is to compensate for any dead 
chambers. Both the outer and peripheral planes have two layers. All the drift 
chambers operate in proportional mode with a Ar/CH4 /C02 by volume mix­ 
ture of 85.5/8.5/6 % . The resolution in r<£, crr0 is of the order of 1 mm and 
the resolution in z is about 10 mm.
As mentioned before DELPHI is divided into a barrel and end-cap regions. The 
sub-detectors mentioned so far exist in the barrel region, the corresponding tracking 
detectors in the end-cap regions are described below.
Forward Chambers (FCA, FCB) : are the equivalent of the barrel OD in DEL- 
PHI's endcaps. They cover the polar angles of 11° < 0 < 33° and consist of 
layers of drift chambers which provide powerful tracking and triggering infor­ 
mation. The FCA chambers are mounted on both ends of the TPC whereas 
the FCB chambers are placed between the FRICH and the FEMC (see below). 
For FCA the resolution is approximately 300 /urn and for FCB both ax and cry 
are approximately 130 //m.
Forward Muon Chambers, (MUF) : These consist of two planes of MWPC , 
one inside the yoke and the other 30 cm further out, outside the yoke. Both 
planes contain two layers of chambers operating in limited streamer mode. 
The resolutions obtained are, &x/y ~ 3 mm.
Small Angle Tagger, (SAT) : See section 2.4.3.
Very Small Angle Tagger, (VSAT) : This is used as a tool for fast monitor­ 
ing of both luminosity and machine operation, and for the determination of 
the relative luminosity (see section 2.4.3). The detector in each arm (for­ 
ward/backward) is composed of two rectangular Tungsten-Silicon (W-Si) calorime­ 
ter stacks, 24 radiation lengths deep, 5 cm high, 3 cm wide, and 10 cm long, 
and mounted on the support of the superconducting beam quadrupoles. Their
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polar angle coverage is between 5 and 7 mrad and 45° in azimuth. It is also de­ 
signed to measure the background of single electrons and X-rays. The energy 
resolution is of the order of 5 % at 45 GeV.
2.3.2 Scintillation Counters
The scintillation counters are made up of the TOF and the HOF.
Time-Of-Flight counter, (TOF) : It is made up of 172 scintillation counters 
arranged in 24 sectors and mounted in the barrel between the solenoid and 
the iron return yoke. The polar angle coverage is 41° < 0 < 139°. The purpose 
of this detector is to serve as a fast trigger for beam events and cosmics and 
maybe used to veto cosmic muons in time with the BCO's (Beam Cross Overs). 
The time resolution for cosmic muons is crt = 1.2 ns which corresponds to a 
crz of 20 cm.
Forward Hodoscope, (HOF) : These scintillation counters are mounted between 
the end-cap yoke and the second layer of MUF chambers. They improve the 
muon detection and trigger system efficiencies for beam events and cosmics. 
More importantly, they are the only trigger for beam related halo muons6 . 
The time resolution measured with halo muons is 5 ns.
2.3.3 Calorimeters
There are two types of calorimeters in DELPHI, electromagnetic and hadronic. A 
summary of the specifications and performance of the calorimeters is shown in ta­ 
ble 2.2.
High density Projection Chamber, (HPC) : uses the time-projection princi­ 
ple to measure the three-dimensional charge distribution induced by electro­ 
magnetic showers, achieving high granularity in all coordinates with an ac­ 
ceptable number of readout channels. The detector has 144 modules, 24 in 
azimuth and 6 in z, mounted inside the solenoid, covering the polar angles 
43° < 0 < 137°. Each module has 41 planes of lead converters separated
6At LEP halo muons accompanying the beams are used to investigate the detector performance 
and alignment.













































































Table 2.1: Specifications and performance of the DELPHI tracking detectors [22].
by gas gaps, which act as time projection chambers. The ionization charge 
of tracks in electromagnetic showers drift onto a single multi-wire plane at 
the end of each module. It has a read-out precision of 4 mm along z, 1° in 
azimuth, a nine-fold radial sampling over 18 XQ (radiation lengths), and an 
energy resolution of ]^jj- = -% 0 1.1 1 %, E being the energy in GeV.
Forward Electromagnetic Calorimeter, (FEMC) : is the equivalent of the 
barrel HPC in the DELPHI end-caps. It consists of two 5 metre diameter 
discs, one in each end-cap, covering polar angles 10° < 0 < 36°. Each of 
the discs contains lead-glass blocks 20 X0 's deep and in the shape of trun­ 
cated pyramids pointing back to the interaction region. The read-out gran­ 
ularity is of the order of 1° in <j> and 0 and the shower resolution is ^ = 
[(0.35 + 5/\/£)2 + (6/£)2]' %, E in GeV.
Hadron Calorimeter, (HCAL) : is a sampling gas detector incorporated in the 
return yoke of the superconducting magnet. It consists of a barrel part covering 
the polar range 42.6° < 0 < 137.4° and two end-caps between polar ranges 
11.2° < 9 < 48.5° and 131.5° < 0 < 168.8°. There are 24 sectors in the barrel,
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with 20 layers of limited streamer mode detectors inserted into 2 cm slots 
between 5 cm iron plates in each sector. The chambers operate stably with 
relatively low iso-butane content : Ar/CC>2/i-butane in a 1/6/3 ratio. This 
small i-butane level is important as the HCAL contains a large volume of gas 









r(cm) \z\ (cm) 9 (degrees)
208 - 260 < 254 43 - 137
46 - 240 284 - 340 10 - 36.5
10 - 36 233 - 285 2.5 - 7.7
~ 6 - 9 770 5-7 mrad
320 - 479 < 380 10 - 170 







Table 2.2: Specifications and performance of calorimeters.
2.3.4 Ring Imaging CHerenkov counters (RICH)
The aim of the novel RICH detectors, the BRICH and FRICH, is to have good 
hadron identification over most of the momentum range by Cherenkov angle recon­ 
struction from both gas and liquid radiators. The BRICH (Barrel RICH) detector 
is situated between the TPC and the OD, whereas the FRICH (Forward RICH) is 
situated between the FCA and FCB.
The drift volume between the liquid radiator (Ce-F^) and the gas radiator (65F^} 
contains methane (CH±), ethane (C^Ho) and TMAE, a photo-ionising substance.
Due to the complexity of the RICH systems, it has taken some time for them 
to become operational. For the 1992 LEP running period only the BRICH was 
partially functional with both the liquid and gas radiators. In 1993, due to a leak 
the BRICH was operated only with the gas radiator, and the FRICH was used for 
the first time.
2.4 Analysis Related Sub-detectors
There are three sub-detectors which were used for the analysis reported in this thesis. 
The Time Projection Chamber (TPC), which is the main tracking detector, the
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Small Angle Tagger (SAT), which is the DELPHI 'luminometer' and the microvertex 
detector, (VD).
2.4.1 The Time Projection Chamber
The TPC [23] is the principal tracking device of DELPHI. It is relatively small in 
size, radius of 120 cm and a length of 2 x 150 cm, restricted due to the inclusion of 
the RICH's in the design of DELPHI. The detector contains Ar/CH4 (ratio 80 : 20) 
at 1 atm. pressure resulting in a lower radiation thickness but the reduced dE/dx 
information is still sufficient to separate electrons from pions below 8 GeV.
Figure 2.6: A view of the 6 sector plates of a TPC end-cap, with the 16 circular pad rows.
The chamber is split into two halves along the z = 0 plane and both halves have 
a uniform and homogeneous electric field of strength 150 V cm" 1 pointing inwards 
from the end planes. As the name itself suggests, the TPC uses the time projection 
principle in which ionized tracks in the gaseous volume of the TPC are drifted under 
the influence of a uniform electric field to the sensitive walls of the detector. The 
electric and magnetic fields are parallel to one another with the intense magnetic 
field bending the drift electrons in to a helical trajectory around the field lines and 
hence attenuating any transverse diffusion. The longitudinal diffusion is not affected 
by the presence of the magnetic field.
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Figure 2.7: A detailed view of one of the 6 sector plates. Dimensions in mm.
When a charged particle traverses the TPC it creates, through ionization, electron- 
ion pairs at the rate of approximately 70 primary pairs per cm. Under the influence 
of the electric field these electrons drift at a constant rate (6.7 cm //s" 1 ) parallel to 
the magnetic field until they reach either of the two end-planes. The final detection 
of the drift electrons is carried out by anode sense wires operating in the propor­ 
tional mode. Both ends of the TPC, the end-planes, are equipped with 6 sectors 
of wire arrays, each consisting of 192 sense wires and 16 pad rows. See figures 2.6 
and 2.7. Each sector covers 60° in the azimuth with the first sector boundary being 
at </> = 30°. The drifting electrons avalanche near the anode sense wires and hence 
induce a pulse on the cathode back plane (pad rows), which are about 7.5 mm long 
and 8 mm wide. The centre-of-gravity of the charges is used in the determination 
of the azimuth, </>. The sense wires are aligned perpendicularly to a line running 
through the centre of each plane and the information on the radial coordinate, r, is 
determined essentially from the wire number hit. The time-of-arrival of the drifted 
electrons is used to determine the z coordinate and the energy deposited by the 
charges is used to estimate the dE/dx along the length of tracks.
The positive ions from the avalanches can feed back into the drift region of the 
TPC and distort the field lines and hence degrade the track reconstruction. To avoid 
this problem of 'space charge' build-up a gating grid is placed 4 mm in front of the
2.4 Analysis Related Sub-detectors 45
anode wires. It is made up of wires at 1 mm interval and alternately biassed at ± 
100 V.
The current TPC resolutions are:
• <jr<£ = 180 to 200 //m (depending on </> and z).
• az < 0.9 mm.
• a two-track separation of 1.5 cm.
2.4.2 The Microvertex Detector
The aim of the microvertex detector [24], VD, is to provide high precision mea­ 
surements of the position of particles close to the primary collision point, allowing 
accurate track reconstruction and precise extrapolations to the interaction region. 
This aids in the reconstruction of any decay chain through the identification of 
primary and secondary vertices.
Three concentric shells of silicon microstrip detectors at average radii of 6.3, 9, 
and 11 cm, see figure 2.8, cover the polar angular region of 43° < 0 < 137° and 
surround the beam pipe. The two shells at the larger radii, called the Inner and 
the Outer, were completed for the LEP running period of 1990 while the one at the 
smallest radius, the Closer, was added in 1991. The closer shell is 22 cm long, while 
the Inner and the Outer are 24 cm long. Each shell has 24 modules with about 10 
% overlap in 4> between the modules and each module consists of 4 silicon detectors, 
with strips parallel to the beam.
The impact parameter which is defined as the distance of closest approach of a 
given track to the primary interaction point, should be zero for a charged particle 
produced at that point, but resolution effects smear this. There are two types of 
smearing effects:
• Multiple scattering for low momentum tracks.
• Track reconstruction uncertainties due to the intrinsic resolution of the sub- 
detectors used in the track fit. This limits the precision of the measurement of 
high momentum tracks. Note, these also include finite errors on the alignment 
of the detector (VD).
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Figure 2.8: The DELPHI three layer microvertex detector (VD). Dimensions in cm.




where the first term on the right represents the high momentum track resolution 
uncertainties and the second term represents the multiple scattering effects; pt is the 
transverse momentum in GeV/c. The impact parameter uncertainty is determined 
using tracks from hadronic Z° decays and is well described in equation 2.7:
\ (69\ — P*J (2.7)
For 45 GeV/c tracks from Z° ->• /^+ //+ decays, the impact parameter resolution, 
ay^, is 21 /wm, which corresponds to a precision per point of 8 //m. This includes an 
error due to the uncertainty in the absolute alignment of the microvertex detector. 
For minimum ionizing particles (m.i.p) the signal to noise ratio is 15:1.
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2.4.3 The Small Angle Tagger
The small angle tagger, SAT, is the principal DELPHI luminometer which is opti­ 
mized for the detection of small angle Bhabha scattering events. It is mounted close 
to the beam pipe with both arms containing a calorimeter.
The calorimeter, covering the polar angles from 43 mrad to 135 mrad from 
the ± Z axis, consists of alternating layers of lead sheets and plastic scintillating 
fibres, aligned parallel to the beam. Scintillating fibres were chosen because of their 
radiation hardness and because they can be easily fitted into a cylindrical geometry. 
The fibres and the lead layers provide a total thickness of 28 radiation lengths. 
Behind the calorimeters the fibres are collected in bundles and coupled via conical 
light-guides to circular photodiodes. A typical energy resolution, from a prototype, 
is given in equation 2.8
AE 11.4' ®2.3 %, (2.8)
where the energy E is in GeV.
The fiducial region is accurately defined by a precisely machined mask, lead for 
1991 and tungsten from 1992, in front of one of the calorimeters. The position of 
this mask and the SAT read-out segmentation are shown in figure 2.9. An additional 
'<£ mask' covers ±15° around the vertical junction between the two calorimeter half- 
barrels.
In 1991, a two-plane silicon tracker with a radial pitch of 1 mm and an azimuthal 
segmentation of 5° was introduced and operated for one third of the beam crossings 
during the first 65 % of the data taking. Distortions in the calorimeter position 
reconstruction were measured by the tracker in events in which there were unam­ 
biguous 2-hit tracks pointing to the impact point reconstructed by the calorimeter. 
This tracker was also used in 1992.
The SAT is used to calculate the total integrated luminosity L, which is given 
by the relation in equation 2.9:
(2.9)
where Nev and Nbk are the number of selected Bhabha events and the number 
of background events and <TB is the visible Bhabha cross-section within the SAT
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Figure 2.9: The read-out segmentation of the SAT, (a), and the position of the lead mask which
tightly defines the acceptance of the tagger, (b).
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angular acceptance. Possible background events to small-angle Bhabha scattering 
include both e+ e~ interactions, accidentally coincident off-momentum particles from 
beam-gas interactions and backgrounds from two-photon processes (found to be 
negligible). The visible Bhabha cross-section is calculated using detector simulation 
of Bhabha events generated by the event generators BABAMC [25] (which takes into 
account O(a) corrections) and BHLUMI [26] (which takes into account higher-order 
corrections).
The VSAT is used to measure the relative luminosity at the off-peak7 points. The 
VSAT has a much smaller statistical error on the identification of small-angle Bhabha 
events (the VSAT modules are closer to the beam-pipe) but a larger systematic error 
(the VSAT modules are placed after the superconducting quadrupoles). Hence, the 
luminosity calculated using the VSAT at the Z° resonance energy (peak point) is 
normalized to the luminosity at that point determined using the SAT, which results 
in a smaller statistical error.
2.5 The Data Acquisition System
To provide a high degree of independence to the individual sub-detectors, the DEL­ 
PHI Data Acquisition System (DAS) [27] has been divided in to several individual 
partitions.8 The principal components of a partition are:
• The Fastbus readout system, which works under the control of a pyramid hier­ 
archy of FASTBUS Intersegment Processors (FIP's), in each of which data is 
moved from the detector front-end electronics and then formatted and trans­ 
ported to detector partition buffers.
• The monitor and control system for technical aspects (i.e gas, volts, pressure, 
temperature also called the Slow Control System).
• The handling of data flow in the on-line computers.
• The overall partition control.
7For definitions of the on-peak and the off-peak points, see the glossary (Appendix D). 
8Each sub-detector has its own partition, but note, that there is not necessarily a one to one 
correspondence between partitions and sub-detectors.
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This modular system allows malfunctioning sub-detectors to be taken out from 
the readout and hence allow normal data taking for the rest of DELPHI. Embedded 
in this system is the trigger system which controls whether an event is written on 
to the recording medium and hence minimize the dead-time.
2.6 The Trigger System
The DELPHI trigger system [28] is organised in four levels:
• The first and second level triggers, Tl and T2, are hardware triggers syn­ 
chronous with respect to the BCO (Beam Cross Over). The trigger decisions 
are taken at 3 //s for Tl and 39 fis for T2, after the BCO. During the first 
BCO, following a positive Tl, the apparatus has a 'deadtime' of about 1 % 
for a typical Tl rate of 400 Hz. The typical T2 rate is of the order of a few 
Hz. The Tl behaves as a pre-trigger and only minimal information such as 
energy or transverse momentum thresholds, satisfying certain criteria in terms 
of multiplicities, are considered in this decision. At the T2 level a combination 
of signals arising from different sub-detectors is used to refine the data.
• The third and fourth level triggers, T3 and T4, are software filters performed 
asynchronously with respect to the BCO. Thus there is no deadtime as long as 
the T2 rate does not exceed the rate at which T3 and T4 process events, and 
there is sufficient storage space for events which are waiting to be processed. 
The T2 decision is validated by the T3 implying that the same logical structure 
is used for both. But, more detailed information is used at T3 since the data 
has already been processed by the sub-detectors and a higher reliability is 
achieved in the decision. The T4 tags the events and rejects those regarded 
as empty.
Even though the T3 was commissioned towards the end of 1991, it was first 
included for the 1992 data taking. The T4 has been in use since 1993 to reject 
empty events.
Each detector taking part in the trigger has a subtrigger module which provides 
information to PYTHIA, the central trigger supervisor module. This information is
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in the form of tracks from tracking detectors and energy clusters from the calorime­ 
ters.
The components of the trigger are divided into two types: 'single-majority' 
triggers, and 'majority-2' triggers.
Single majority triggers : Any combination of these is sufficient to trigger DEL­ 
PHI. The prefix 4 i' denotes the charge multiplicity, i = 1 for 1 track and i = 2 
for > 2 tracks. The symbol * refers to a logical .AND. function.
• The Bl trigger, the original DELPHI trigger, was used for the last time 
in 1991 to increase redundancy.9 It has the following combination of hits 
in the ID, OD and TOF sectors. The IDOD (> 1 ID sector * > 2 OD 
sectors), the TOMJ (> 2 TOF octants10 ), and the SCOD (> 1 TOF 
octant * > 1 OD sector).
• The iCTO and iCTl : a barrel single track trigger which uses the TPC 
pad information to trigger on tracks with a transverse momentum with 
respect to the beam axis, p*, > 1 GeV/c.
• The ilDOD : is again a single barrel track trigger which uses correlations 
between an OD sector and any one of the corresponding 3 sectors of the 
ID.
• The OD_MJ2_GEO : two OD sectors triggering which are 'back-to-back' 
through the interaction point in the x — y plane.
• The TOFJVIJ2 : > 2 TOF octants hit.
Majority-2 triggers : For these triggers at least two signals are needed prior to 
the event being read out:
• The MUB_LLC_MJ1 : > 2 hits in the any MUB sector, but not allowed 
with OD and HCAL.
• The TOF_MJ1 : > 1 TOF octant firing.
• The IDJVIJ1 : > 1 ID sector firing, but only allowed with the MUB.
9Redundancy refers to events of the same class providing several triggers. 
10An octant divides the detector into eight equal parts, with a horizontal plane at y = 0 and a 
vertical plane at x = 0 and z = 0
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• The ODJV1J1 : > 1 OD sector firing, not allowed with the HCAL or the 
ID_AND_OD.
• The ID_AND_OD : > 1 ID sector * > 1 OD sector.
• The HAMU-BL.MJ1 : a low energy deposit in the HCAL consistent with 
a muon.
To trigger on Bhabha events the SAT and the VSAT are used:
The SAT trigger : requires high energy (30 GeV) or low energy (11 GeV) copla- 
nar deposits in each of the calorimeters.
The VSAT trigger : requires coincidences between opposite modules with en­ 
ergy depositions exceeding 25 GeV.
The different detector combinations in the triggers described are relevant for 
the current analysis and the list does not include various forward triggers, and a 
combination of forward and backward triggers.
Almost all sub-detectors participate in the trigger system, but ones with longer 
drift times (the TPC and MUF) take part only at the second-level. Some of the 
trigger combinations given above are trigger components loosely grouped into classes 
which trigger on tracks, muon pair events, electromagnetic energy and hadronic 
energy depositions, and Bhabha events. The emphasis in the trigger system is on 
high efficiency and high redundancy.
2.7 Chapter Summary
This chapter started with a general description of the Large Electron Positron Col- 
lider (LEP), and various steps performed to achieve the intersection of electron and 
positron beam energies each with a nominal energy of 45 GeV. The different meth­ 
ods of measuring the beam energy were described, with particular emphasis on the 
latest and most accurate technique of resonant depolarization. An overview was 
given of the sub-detectors which make up the DELPHI detector, with a more de­ 
tailed look at the analysis related sub-detectors, the main tracking detector (TPC), 
the microvertex detector (VD), and the luminometer (SAT). Finally, a description 
was given of the data acquisition system (DAS) followed by a description of the 
DELPHI trigger system, which is part of the central DAS.
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Chapter 3 
Data Analysis and Event Selection
Chapter Abstract
This chapter describes the event selection criteria used for the determination of cross- 
sections and forward-backward asymmetries for the process e+ e~ —tl+ l~. After a de­ 
scription of data processing and reduction to produce data in a Micro-DST format, the 
run-selection criteria (selection of runs via the use of sub-detector operational efficiencies) 
are described. The selection cuts include cuts on track multiplicity and momentum, on 
the event topology, and vertex cuts. The last section further describes the changes in 
the event selection criteria to select a data sample for the forward-backward asymmetries 
calculation.
3.1 The DELPHI Data Management
During a typical LEP data-taking period, DELPHI accumulates a large amount of 
data. For the analysis described in this thesis a reduced data set which contains only 
relevant event information is used. This is achieved by applying very loose selection 
criteria to ensure that events of physics interests are not rejected, a process which 
leads to the final sample containing a considerable number of cosmic ray events and 
beam-gas interactions. The procedure of data reduction is known as the DELPHI 
data management and it is a three level process:
Raw Data : Raw data1 is collected at the DELPHI pit on IBM cassettes in the 
ZEBRA [29] structure, which allows the efficient handling of large amounts 
of data. From the pit these cassettes are transported to the CERN main 
site where they are processed by a group of workstations operating in parallel 
called DELFARM [30].
L RAW data refers to data which originates from the various sub-detectors and trigger data.
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TANAGRA Data : The raw data is processed by an offline analysis program 
called DELANA (DELphi ANAlysis) [31] which has a highly modular struc­ 
ture to ensure software development in a safe and manageable way. DE­ 
LANA produces data in a TANAGRA (Track ANAlysis and GRAphics pack­ 
age) [32] data structure. The purpose of TANAGRA is to provide a coherent 
way of handling the basic event information from large detectors. It has a well 
defined data structure called VETBAS (VErtex and Track BAsic Structure) 
which contains the track and vertex information independent of the particular 
detector component(s) from which it originated. Several kinds of data exist 
in the VETBAS structure and they are organised in correspondingly different 
levels.
• Detector data (TD) : The first stage of DELANA event reconstruction 
involves detector data, TD, that is space points, energy deposits, and the 
corresponding pulse heights or times in the sub-detectors. This stage 
includes only data from the individual sub-detectors.
• Track elements (TE) : Pattern recognition is made locally by software 
modules for the various detector components. This is first of all made as 
a local pattern recognition, with track reconstruction in the individual 
tracking detectors and clustering of energy deposits in the calorimeters, 
results in the combination of various elements of the tracks into track 
elements, TEs. In a second stage the information from the other sub- 
detectors is used to improve local pattern recognition.
• Track strings (TS) : The next step involves the gathering of the TE's 
to build up strings of track elements called track strings, TSs.
• Tracks (TK) : One or more strings can be put together to build up a 
track by means of a track fitting procedure which resolves the ambiguities 
and contradictions that are allowed at the level of strings and produce a 
clean and consistent set of tracks TKs.
• Bundle of tracks (TB) : After establishing tracks, a vertex search 
combines the tracks into vertices. A list of tracks, possibly originating 
from the same vertex is stored, as a track bundle, TB. Any track is allowed 
to be included in more than one bundle.
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• Vertices (TV) : From one or several bundles a global vertex fit results 
in the determination of a secondary vertex position and track parameters 
at the vertex. This is only useful for secondary vertices as a full vertex fit 
for high momentum and highly collinear leptonic events is not accurate.
In the final stage of processing the tracks are extrapolated out to the calorime­ 
ters and muon chambers and an attempt is made to associate them with energy 
clusters and muon chamber hits.
DST data : Further data reduction takes place at the end of DELANA recon­ 
struction when a package called the PXDST package strips down the TANA- 
GRA data to produce Data Summary Tapes (DSTs) which contain only in­ 
formation relevant to the physics analysis and occupy considerably less storage 
space than the TANAGRA data. The DSTs contain events which have been 
'filtered' or 'tagged' as triggers of interest.
3.2 Tagging and the Micro-DST 
3.2.1 Leptonic Tagging
The data that has been written onto the DSTs have gone through either the general 
DELANA tags [33] or the more specific 'Team' tags [34].
DELANA tags : These classify events as hadronic, leptonic, or ambiguous and 
involve three triggers2 : the track trigger (TT) the calorimeter (CT), and the 
vertex track trigger (VTT). For tracks to filter through the TT they must 
have an impact parameter, -Rimp , that is less than 8 cm, and a corresponding 
distance of closest approach in the Z plane, Z-mp less than 50 cm. For the CT 
to be satisfied there should be an energy deposit in the barrel electromagnetic 
calorimeter (HPC), > 5 GeV, or an energy deposit in the forward electromag­ 
netic calorimeter, FEMC > 4 GeV. The VTT is similar to the TT but has a 
tighter cut of .Rimp < 6 cm and Z-imp < 10 cm. Figure 3.1 shows the event 
classification under the general DELANA tags.
2Note that, these are not on-line triggers.
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Team tags : DELPHI consists of many different physics analysis groups (teams) 
working on topics in leptonic and hadronic physics. The team tags are the 
selection criteria provided by the various teams as a means of identifying lep­ 
tonic and hadronic candidates. Again the emphasis is on tagging via a loose 
selection. This is because DELPHI data is reprocessed many times and in 
view of the different alignment at different times of data taking, events which 
have been accepted with the loose selection criteria might become good lepton 
pair candidates (when they are not previously).
As an example, Team 2 in DELPHI is the physics analysis team working on 
muon pair physics. It uses tagging criteria which involve simple tags on charge 
multiplicities and more sophisticated tags for //+ /^~ pair detection within the 
TPC sector boundaries and in the forward region where the track reconstruc­ 
tion efficiency can be low. In detail these criteria are:
• A simple topology tag which requires at least one and not more than 6 
charged tracks each with a momentum p > 5 GeV/c, an impact parameter 
of Rimp < 8 cm, and Z-mp < 10 cm.
• For identification within the TPC sector boundaries, it is required that 
there are not more than 2 TK's with least one having no TPC information, 
and that there are signal(s) in the outer detector (OD) in line with two 
back-to-back TPC sector boundaries.
• For the forward region 'muons' are associated to 'tracks'. The 'tracks' 
are track candidates with TK's and TE's from the FCA, FCB, and the 
TPC. The 'muons' are muon candidates determined using calorimeter 
and muon chamber information.
3.2.2 The Leptonic Micro-DST
To achieve a reduction in the data processing time for the analysis, the DST data 
was further 'stripped' to make the micro-DST, which contained all the leptonic DST 
in a compact form. This contained event information for < 8 reconstructed charged 
tracks and no further cuts were applied when making the micro-DST to make sure 
no genuine leptonic events were rejected. The contents of the micro-DST can be 
found in Appendix B.
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Figure 3.1: A flow chart of showing the classification of the hadronic, leptonic , and ambiguous
events under the DELANA tags. From 1993, an event was classified as a leptonic event if it had
< 6 charged tracks (TKR) and as a hadronic event if it had > 9 charged tracks (TKR).
3.3 Data Analysis
The previous section described the collection and reduction, to a manageable size, 
of 'real' data from e+e~ annihilations. Like other analyses, the analysis described 
in this thesis uses simulated or Monte Carlo data in conjunction with real data.
3.3.1 Simulated Data
Monte Carlos of e+ e~,/u+//~,r+r~, and e+ e~ -» e+ e~X3 events were used. The 
production chain for the real data Micro-DSTs is RAW data —>• TANAGRA data —>• 
DST data ->• Micro-DST. Similarly for the production of Monte Carlo Micro-DSTs 
the chain is DELSIM ->• DST data -> Micro-DST.
3This is a so called two-photon process, which is further discussed in detail in Chapter 4.
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The DELSIM (DELPHI SIMulation) [35] package produces simulated data with 
comprehensive tracking of the generated particles through the various sub-detector 
modules. It includes:
• Physics simulation. Different physics routines are used to generate the 
various possible physics interactions at LEP. For the leptons; BABAMC is 
used for e+ e~ generation, DYMU3 [36] for //+>-', KORALZ [37] for T+T~, 
and [38] for e+e~X (two-photon) generation.
• Detector description. These are various sets of physics routines which track 
the particles through the detector and produce secondary interactions and 
electromagnetic interactions as the particles traverse the material.
• Detector simulation. This simulates the behaviour, in detail, of different 
detector components and produces space points and electronics signals. Those 
people responsible for the different sub-detectors provide the necessary sub- 
detector simulation software.
• Output routines. The output from the various detector dependent software 
is written out in the TANAGRA format.
3.3.2 LEP Data Taking Strategy
The data, processed and written on to micro-DSTs, from the LEP runs in the years 
1991, 1992, and 1993 forms the basis of the analysis described in this thesis. For 
the years 1991 and 1993 LEP performed a 'line-scan' (cross-section as a function of 
energy) with operations at various centre-of-mass energies compared to 1992 when 
LEP ran at a single centre-of-mass energy point.
In 1991 there were 8 centre-of-mass energy points around the Z° peak. Out of 
these 8 points 7 were scan points, and for the first half of 1991 there was only 1 
point close to the Z° pole. A similar scheme was adopted in 1993 but this time 
there were only 4 points, 1 pre-scan point and 3 scan points all close to the Z° pole. 
Table 3.1 shows the different centre-of-mass energies for the different years at LEP.
In 1992, the primary reason for running on-peak only was the fact that the 
method of resonant depolarization, to accurately determine the LEP energy, proved


















Table 3.1: The various energies LEP operated at in the years 1991, 1992, and 1993. The energies, 
around 91.2 GeV, are referred to as the peak (or on-peak) energy (P) and the others as P-l, P-2,
and so on.
to be difficult with the beam optics used. Hence, it was thought the gain from a 
scan would not be significant.
Carrying out a 3 point scan (1993), compared to a 7 point scan (1991) was to 
obtain the best possible accuracy on the determination of the mass (Mz) and width 
(r^) of the Z°. The 3 points were chosen over a 5 or 7 point strategy to give the most 
efficient use of running time, that is the smallest error on TZ versus the loss of overall 
statistics for other physics. The optimum energies for the accurate determination 
of Mz are essentially P ± 1 GeV and P ± 2 GeV for Tz , where P is the peak Z° 
resonance energy. The drawback for 3 points is that there are no degrees of freedom 
in the fit, at least for hadrons (i.e 3 points and 3 parameters). Thus, the choice of 
the 7 point scan was to check the predicted shape of the Z° resonance. However, it 
was felt in 1993 that the constraints on the shape would be too loose to check any 
new physics and the loss on the precision of TZ would be significant.
3.4 The Inclusive Lepton Analysis
In the inclusive lepton analysis, sometimes referred to as the flavour-independent 
analysis, the leptonic decays Z° —>• /+ /~ (where / = e,/u, r) are selected without an 
attempt being made to separate the three flavours. This assumption of universality 
leads to many advantages.
• The selection efficiency of leptonic events is high compared to other leptonic 
analysis as no tight cuts are required to separate the three flavours.
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• The clean signature of leptonic events, low-multiplicity, back-to-back topology, 
and high visible momentum, allows easy separation from their potential back­ 
grounds (hadronic events, two-photon events, cosmic events, etc.) and thus 
low levels of contamination are expected. Note, that the leptonic channels are 
the main backgrounds to one another.
• As the analysis is independent of flavour it can be based primarily on recon­ 
structed charged particle tracks4 .
• As the event selection criteria for this analysis and the other leptonic analyses 
are relatively independent, entailing different systematic errors, they provide 
a good consistency check to each other.
Thus, the main motivation for the inclusive lepton analysis is that it provides a 
tight cross-check to the flavour separated (or lepton-identified) analyses. 
But there are some disadvantages:
• There is an inherent assumption of lepton universality. This is defined as the 
equality of the gauge couplings of the three lepton doublets.
• The analysis can never truly be flavour independent as the fractions of e+e~ , /u+ / 
and r+r~ have to be computed in order to determine the e+ e~ t-channel con­ 
tribution. As the tracking detectors are used to select the leptons, the elec­ 
tromagnetic and hadron calorimeters can be used to select a very pure sample 
of e+ e~ and //+ //~ events. The situation for T+T~ events is different (see 
Chapter 4).
3.5 Selection Criteria
Various cuts were imposed, on the raw data set to select leptonic events in a manner 
which is independent to the lepton flavour.
4Hereafter reconstructed charged particle tracks will be referred to as tracks.
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3.5.1 Quality of Data from Detectors (Rl, R2, R3)
It is impossible for the sub-detectors within DELPHI to be 100% functional due 
to problems such as high voltage failures, gas failures, etc. Hence it is necessary 
to have information on the various sub-detectors in terms of their data taking or 
data acquisition abilities. Such information is stored in files called 'Run Quality' 
files which flag the status of individual sub-detectors in terms of their operational 













Percentage of detector being nominal
unusable data
<65% 
50 - 65 % 
65 - 80 % 
80 - 90 % 
90 - 95 % 
95 - 99 % 
>99%
detector efficiency varies during run 
status in unknown
Table 3.2: The flags for the various sub-detector operating efficiencies in DELPHI
For the cross-section5 analysis it was required that both the SAT and the TPC 
were fully functional and that there were a certain number of low angle Bhabha 
events corresponding to a luminosity of at least 0.1 (nb)" 1 per run. These cuts are 









Table 3.3: The requirements on the SAT flag, TPC flag, and the minimum luminosity which 
constitute to define a good run for the inclusive lepton analysis.
In order to obtain a high purity sample of leptonic events a set of cuts has been 
used to reduce all backgrounds to a low level. The cuts essentially require a low
5 As the calculation of the forward-backward asymmetries do not require a knowledge of the 
luminosity, these run selection criteria are relaxed when determining the asymmetries.
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multiplicity, back-to-back topology and some cuts especially designed to reduce the 
backgrounds due to two-photon, hadron, and cosmic ray events.
3.5.2 Track Multiplicity and Momentum Cut (Cl, C2)
An event was selected if it had between 2 and 6 'good' charged tracks reconstructed 
in the TPC. To be considered as a good track, a track has to
• Have a reconstructed momentum greater than 0.2 GeV/c.
• Originate near the interaction region, i.e with impact parameters of Z\mp less 
than 4.5 cm, and .Rimp less than 3.0 cm.
The charged-multiplicity cut itself is enough to suppress most of the hadronic 
background, as illustrated in figure 3.2, where the charged-multiplicity distribution 
is shown for the data sample used for the hadronic analysis using similar selection 
criteria [39].
To suppress the low-energy background events arising from beam-gas, beam-wall, 
and two-photon interactions, it was demanded that at least one track in the event 
have a reconstructed momentum greater than 3.0 GeV/c (see figure 3.3 [40]). To 
ensure a constant lepton selection efficiency, both on-peak (around the Z° resonance 
energy) and off-peak, this cut was changed in 1993 to scale with the different centre- 
of-mass energies:
P1 (GeV/c) = 3x^|^, (3.1)
where 91.187 represents the ZQ resonance energy and Ecm is the centre-of-mass 
energy.
3.5.3 Two-Jet Topology Cut (C3, C4, C5)
The emphasis was on identifying an isolated track nearly back-to-back with a well 
collimated jet.
• The event was divided into two hemispheres by a plane perpendicular to the 
thrust axis6 . It was required that one of the hemispheres have a single track 
and the other between 1 and 5 tracks. The 1 to 5 tracks are hereafter referred 
to as the jet although no jet-finding algorithm was used.
6See Appendix C for a definition of the thrust axis.










70 75 20 25 30
Charged mult, after Ech cut
35
Figure 3.2: The charged multiplicity distribution in a Z° decay for Monte Carlo and real data. 
The choice of the multiplicity cut is so that the best possible separation between hadronic and 
leptonic decays is achieved. The ECh is a minimum energy requirement of the physics team working
on the process e+ e~ —} qq in DELPHI.
• The resultant momentum of the jet was calculated and it was demanded that 
there be a less than 20° deviation between the resultant momentum vector 
and the backwards projection of the isolated track (i.e an acollinearity of less 
than 20° was demanded for any topology). For two particles with momentum 
vectors p** and </**, the acollinearity ^acoi is defined as
= 180.0 — arccos \p\ \i\ (3.2)
• It was required that the opening angle, the angle between any track in the jet 
and the resultant momentum of the jet, be less than 30°. This corresponds to 
an isolation angle of 150° between the isolated track and the jet.
The topology cut results in the rejection of tau 3-3 prong decays. This loss is 
negligible compared to the increase in the hadronic background events, had this cut
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Figure 3.3: Momentum distribution for the highest momentum charged particle in low multiplicity 
events selected in the inclusive lepton analysis. All cuts of table 3.5 are applied. The peak around 
45 GeV/c is due to the high momentum electrons and muons, whereas the low momentum region
is occupied mainly by r decays.
not been applied.
3.5.4 The Missing Momentum (P^88 ) Cut (C6)
The two-photon background is further reduced with the use of a cut on the missing 
transverse momentum (Ptmiss ) in an event, which is defined as the vector sum of 
the transverse momenta and shown below:
n
rnss _ (3.3)
where P* is the transverse momentum of the i'th track, and n is the total number 
of tracks in the event.
When a low invariant mass lepton or quark pair is produced in a two-photon 
process, the total transverse momentum with respect to the beam axis is generally


















Figure 3.4: The distribution of the missing transverse momentum, all cuts except C6 of table 3.5 
are applied. This plot shows only two track events where both tracks have a momentum less than 
10 GeV/c. The solid line is the data and the dots represent the tau Monte Carlo. The Monte
Carlo has been normalized to the data.
small, implying that the two-photon events are highly back-to-back in the rc/> plane. 
But e+e~ and //4'yT from Z° decays are also back-to-back in the r</> plane, hence a 
cut has to be applied which ensures effective removal of the two-photon events and 
no loss of genuine leptons pairs. Thus a P™lss cut greater than 0.4 GeV/c is only 
applied when both tracks in the event have a momentum of less than 10 GeV/c. In 
the case of tau pairs, from Z° decays, the total transverse momentum is large and 
not compensated, due to the emission of neutrinos. To ensure that this cut does not 
reject genuine tau pairs, it was tested on a tau Monte Carlo and the loss was found 
to be approximately 0.1 % (see figure 3.4).










Table 3.4: The percentages for both tracks in 1-1 topology registering vertex detector hits for
various years.
3.5.5 Cosmic Vertex Cut (C7)
A clean rejection of cosmic ray muons from the data sample is achieved via the 
requirement (tight), that in an event with two tracks in a 1-1 topology7 , both the 
particles should originate from close to the beamspot (i.e a tighter vertex require­ 
ment is imposed).
Beamspot Position
The beamspot is defined as the position of the interaction of the two beams. Electron- 
positron collisions within the DELPHI beam pipe occur in a small region which can 
be described by a two-dimensional Gaussian in the x-y plane. The widths of these 
two Gaussians are determined by the size and shape of the electron and positron 
bunches within LEP. These bunches produce an interaction region that is wider in 
the x (horizontal) plane than in the y (vertical) plane. The size of the interaction re­ 
gion (beamspot) was estimated8 to be: crxbea.m = 142 ± 5 //m and cr^beam = 7 1? //m. 
The typical errors on #beam and t/beam are 8 //m and 15 //m respectively. For a 
detailed description of the beamspot determination see [41].
Once the beamspot position has been calculated, it is used to define the R\mp 
(VD) and Z\mp (VD) impact parameter cuts. Figures 3.5 (a) and (b) show the #imp 
(VD) and Z-imp (VD) distributions in leptonic events.
• If there were VD hits associated with both the tracks and there was a well 
reconstructed beamspot, then it was demanded that \R\mp (VD)\ < 0.15 cm 
and \Z-mp (VD)\ < 4.5 cm.
7A 1-1 topology is one in which the two tracks are back-to-back, with one track being in the 
opposite hemisphere to the other.
8This determination was carried out on a run-by-run basis, where a run is defined as a typical 
data-taking period (approximately 10 runs make up a fill in LEP).
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• If either track did not have an associated VD hit or the beamspot was not well 
reconstructed, then the |^jmp (no VD)| was relaxed to 1.5 cm.
This cut depends heavily on the tracks giving hits in the microvertex detector 
(VD). The percentages, for different years, of tracks which registered hits in the VD 
are very high, table 3.4, and it is this information which is used to define the tight 
vertex cuts for 1-1 events. There is a fall in the 1992 percentage due to the fact that 
the VD had 4 dead modules which were replaced for the 1993 run.
The leptonic event selection criteria are summarized in table 3.5.
3.5.6 Cross-Section Data Sample
Using the event selection criteria described in the previous section, the number of 
events selected in 1991 were 23169 events at an integrated luminosity of 10.7 pb" 1 , 
65200 events at an integrated luminosity 24.0 pb" 1 in 1992, and 67035 events at an 
integrated luminosity 36.1 pb" 1 in 1993. The total integrated luminosity for each 
of the years was calculated from files provided by the SAT and VSAT groups, on a 
run-by-run basis (i.e the luminosity at one particular energy point is the sum of all 
the luminosities associated with the different runs at that particular energy point). 
The luminosities and the associated errors are further discussed in Chapter 5.
3.6 Selection Criteria for the Asymmetry Calcu­ 
lation
Some more consideration has to be given when selecting events for the asymmetry 
determination. The event selection is the same as in the previous section (table 3.5) 
but with the following changes:
• As the luminosity is not used in the asymmetry calculation the run-selection 
cut, table 3.3, is relaxed, i.e there is no requirement for the luminosity to be 
greater than 0.1 (nb)" 1 per run.
• To avoid systematic errors associated with the track superposition and 'bad' 
charge determination in r decays to more than one charged particle, only 1-1 
topology events with oppositely-charged tracks are used.


















Figure 3.5: The impact parameter distribution for event with two charged tracks, (a) shows the
r$ impact parameter distribution and (b) shows the z coordinate at the point of closest approach
to the beam spot in the r<j> plane. All cuts except Cl and C7 of table 3.5.
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Cut Description
Rl Fully functioning SAT
R2 Fully functioning TPC
R3 Luminosity per run > 0.1 (nb) -i
Cl > 2 charged tracks in the barrel, 43° < 0 < 137° 
2-6 'good' charged tracks, good : 
< 3.0 cm 
< 4.5 cm 
P > 0.2 GeV
C2 The momentum of the fastest track, PI > 3.0 GeV/c.
C3 Event topology : 1 vs jet or jet vs 1 where jet is 
1-5 charged tracks.
C4 The acollinearity was required to 
be, 77acoi < 20°.
C5 The opening angle < 30° 
or the isolation angle > 150°.
C6 If P! and P2 < 10 GeV, then,
C7 If 2 charged tracks, 1-1 topology, then 
< 0.15 (VD) or 1.5 (no VD).
Table 3.5: The run and event selection criteria for the inclusive, /+ /~, analysis.




















Table 3.6: The selected asymmetry events after passing all the cuts in table 3.5 except Rl, R2, 
and R3. A comparison of column 1 and column 2 shows the increase in the number of events after
relaxing the R3 cut.
3.6.1 Asymmetry Data Sample
After relaxing the 0.1 (nb)" 1 per run cut on the luminosity, the asymmetry event 
sample contains slightly more events than the cross-section sample (see table 3.6). 
Some 1-1 topology events have a mis-measured charge which results in both tracks 
in the 1-1 events having the same charge. Events which have tracks reconstructed as 
having the same charge9 occur in DELPHI when their momentum is mis-measured. 
This mis-measurement can occur due to bad track reconstruction in the TPC when 
the track(s) is either close to one of the TPC sector boundaries or has a very high 
momentum and thus minimal track curvature10 . Figure 3.6 shows the distribution 
of the electric charge multiplied by the inverse momentum of the charged particles 
of events with two tracks. The entries around 0 (GeV/c)" 1 represent very high 
momentum tracks (very high radius of curvature) and hence are very likely to be 
like-sign events.
To reclaim these like-sign events, a method has been devised which uses the 
positioning of energy deposits in the HPC (barrel electromagnetic calorimeter).
3.6.2 A</> Like-Sign Reclaim
In order to understand charge determination with use of energy deposits in the 
HPC, one has to understand how charged particles are influenced under the DELPHI
9These events are called like-sign events. 
10The radius of curvature, RT (m), of a track is defined as
PT 
Q.WZe (3.4)
where PT is the momentum (GeV/c) of the track transverse to the magnetic field B (Tesla) and 
Ze is the charge. Thus, for a 45 GeV/c track in DELPHI (B=1.2 T) the radius of curvature is ~ 
125m.














Figure 3.6: Distribution of the electric charge multiplied by the inverse momentum of the charged
particles for events with two tracks. All cuts of table 3.5. The overlap around 0 (GeV/c)" 1
represents very high momentum tracks which can be a possible source of like-sign events.
magnetic field. Figure 3.7 shows that the negatively charged tracks are bent in the 
direction of increasing </> (from x to y) and the positively charged tracks in the 
direction of decreasing </>. The magnetic field is along the direction of the electron 
beam (+z).
Events were selected if there was an energy deposit, associated with the 1-1 
topology tracks, of greater than 1 GeV. The quantity A<£ was defined as the differ­ 
ence in the 011 angle of the second fastest (c/>2 ) and the fastest (<^i) tracks. That
is
= fa - fa - 180° (3.5)
It can be seen from figure 3.7, that under this scheme a negative (positive) 
would mean that the fastest track is negative (positive). Once, the fastest track 
11 The azimuth of the energy deposit in the HPC is defined as the angle <£.
































Table 3.7: Table showing the number of like-sign events, both tracks having a negative (positive)
charge. Columns 4 and 5 represents the number reclaimed using the A<j> reclaim method and
columns 6 and 7 represents the number which fail this method.
was identified as being negative (positive) the other was taken to be positive (nega­ 
tive). Table 3.7 shows the number of like-signs and the number reclaimed under this 
scheme, for the different years. To check the efficiency of this reclaim method, it was 
tested on 1-1 topology events that were oppositely charged. Figure 3.8(a) shows the 
A</> in the case of the fastest track being positive, and figure 3.8(b) shows the A<j6 for 
a negative fastest track. In figure 3.8(a) the hatched area represents the case when 
the A</> reclaim method has failed and identified the fastest positive track as being 
negative. Similarly, the hatched area in figure 3.8(b) shows the mis-identification 
of the fastest negative track as being positive. Through the use of such checks it 
was determined that the A$ reclaim method failed approximately 24 % of the time. 
This is further discussed in Chapter 5.
3.7 Chapter Summary
This chapter began with a description of the DELPHI data management system, 
the aim of which is to reduce the large volume of DELPHI data to a compact size 
for efficient data analysis. The general output was onto DSTs (Data Summary 
Tapes) which contain information only relevant to physics analysis. To reduce data 
processing time, the DSTs were written onto more compact Micro-DSTs. Next, 
there was a section on the data analysis which mentioned the production of various 
Monte Carlos and the data taking strategy adopted by LEP in the years 1991 
1992, and 1993. These years being the ones which form the basis of the analysis 
described in this thesis. The advantages and disadvantages of the inclusive lepton 
analysis were given along with a comparison with the more conventional leptonic 
analyses. The last two sections discussed the various cuts used to select a pure





Figure 3.7: The direction positively and negatively charged tracks are bent under the influence 
of the DELPHI magnetic field. Negative tracks are bent in the direction of increasing <j> and the
positive tracks in the opposite direction.
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Figure 3.8: The A<£ distribution for two oppositely charged tracks, all cuts of table 3.5 applied. 
The hatched areas represent the mis-identification of tracks using the A0 reclaim method.
sample of leptonic events (distinct signatures being the low multiplicity, back-to- 
back topology, and the high visible momentum) for the determination of the cross- 
sections and forward-backward asymmetries for the process e+ e~ —> l+ l~ (where 
/ = e,/it, r). The last section also included the technique through which 1-1 topology 
events having the same charge (like-sign events) were reclaimed into the data sample 






The backgrounds to the inclusive lepton analysis (two-photon events, hadronic events, 
and cosmic muon events) are dealt with in detail. The individual lepton selection effi­ 
ciencies are calculated. As there is heavy reliance on the TPC, the selection efficiencies 
are divided into the TPC inefficiencies (due to the design of the TPC there are areas in 
6 and <j> which are insensitive to the passage of charged tracks) and the TPC live-space 
efficiencies (these are the reconstruction efficiencies in the regions outside the TPC dead 
areas). The e+ e~ and //+ //~ TPC inefficiencies and live-space inefficiencies are calcu­ 
lated from the real data whereas the T+T~ contributions are calculated using Monte 
Carlo simulations. The tau efficiencies were corrected for the discrepancies between the 
simulated and real data T+ T~ events. The determination of the trigger efficiency is also 
discussed.
4.1 Backgrounds
The backgrounds to the inclusive lepton analysis are the ones which can produce 
low topology events which can contribute to the final-state in the process:
e+e~ —> rr, (4.1)
where / = e,//,or r and the exchange is via a photon (7) or a Z° boson. These low 
topology events can contaminate the leptonic final-state in the process above and 
hence they contribute as backgrounds to the inclusive lepton analysis. Consideration 
is only given to the main contributors (backgrounds), namely : two-photon (77) 
events, hadronic events, and cosmic muon events.
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4.1.1 The Two-Photon Background
It can be seen from Chapter 3 that the low-energy background due to the beam-gas 
and beam-wall interactions is reduced via a cut on the fastest track in an event (a 
momentum of greater than 3 GeV/c). The majority of the two-photon background 
(which is also a low-energy background) can be reduced using this cut and also the 
cut on the missing transverse momentum. In this section the residual two-photon 
background, after the application of all the cuts, is quantified using two different 
methods. Before going on to describe the methods of the background determination, 
a brief overview is given of the two-photon process.
A two-photon (77) process is one in which the 'clouds' of virtual photons accom­ 
panying the electron and positron beams interact to give a four-fermion final-state 
(equation 4.2 and figure 4.1):
e+ e- _> e+ e~X, (4.2)
where X represents a leptonic (//) or hadronic (qq) final-state. The actual mechanism 
which describes the production of the four-fermion final-state is complicated and 
only the essential details are described below.
The cross-section for the two-photon process (for a fixed mass of X) varies as
, x , (4.3)
where E is the beam energy and me is the mass of the electron. It increases with the 
energy, but most of the events from this process have low invariant masses of the 
produced system due to the typical bremsstrahlung spectrum (~ l/£7 ) of the virtual 
photons. The lowest order diagrams which contribute to a four-fermion final-state 
are1 shown in figure 4.2. The photon propagators in figure 4.2 (a) cause the majority 
of the photons to be radiated nearly on-mass-shell and hence at small angles relative 
to the beam. Thus, the e+ e~ in the final-state carries a large fraction of the initial 
momentum, suffering minimal deflection due to the magnetic field, and hence travel 
down the beam-pipe. But there exists a finite probability for the particles in the 
fermionic final-state X to enter the barrel region.
In order to calculate this background a generator was used to simulate the two- 
photon events corresponding to the data for the years 1991 and 1992. Standard 
^ee for example [42].
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Figure 4.1: The two-photon process in which two virtual photons, each from the e+ jand e~ 
beams, interact to form a final-state X, where X could be hadrons (qq) or leptons (II).
Monte Carlos were not used in these years due to statistical limitations and also 
the unavailability of Monte Carlo simulations for electron final-states (ie e+ e~ —t 
e+ e~e+e~). However a standard Monte Carlo simulation was used for the evaluation 
of the two-photon background in 1993.
As the two-photon generator [38] was the only source of the calculation for the 
two-photon background (in 1991 and 1992), a brief description on its usage is given. 
The different stages in the generator are:
Generation method : The cross-section for the various 77 processes can be ex­ 
pressed [43] as the product of the cross-section for the process:
7*7* —>• final system, (4.4)
and a two-photon luminosity function. This function represents the dimension- 
less flux of photons which, when multiplied by the collider luminosity gives the
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a) Multiperipheral b) Bremsstrahlung
c) Annihilation d) Conversion
Figure 4.2: Lowest order diagrams contributing to a four-fermion final-state in e+ e~ interactions.
luminosity of the colliding virtual beams. The generation is then a two part 
process:
• A pair of photons is generated with a probability density approximating 
the luminosity function.
• Then a pair of fermions, with an invariant mass equal to the invariant 
mass of the pair of photons, is generated in the centre-of-mass frame and 
transformed to the lab frame. It is this pair of fermions which in the lab 
frame forms the leptonic final-state.
Hadronization : In the case of a hadronic final-state there are three models of 
fragmentation available:
• A Quark Parton Model (QPM) (see figure 4.3 (b)) in which the pair 
of photons are assumed to have a point-like QED coupling to a quark
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pair which subsequently fragments (using the LUND [44] package) into 
hadrons. This model describes the situation accurately when there is a 
high momentum transfer involved, as in interactions at small distances.
• The Vector Meson Dominance Model (VDM) (see figure 4.3 (a)) in which 
the photons transform into virtual vector mesons (/o,cj, <^, ...) which then 
interact strongly to produce real hadrons. This model takes over from 
the QPM when the momentum transfer becomes smaller. In this regime 
the interaction is spread over larger distances and longer times.
• A model which involves the summation of the singly (see figure 4.3 (c)) 
and doubly resolved (see figure 4.3 (d)) QCD processes. These are pro­ 
cesses where one or both of the photons are resolved into their hadronic 
constituents and can give rise to events with three or four jets. Since 
the spectator jets coming from the fragments of the resolved photons will 
tend to go down the beam-pipe, they might escape detection, in which 
case the QCD processes and the QPM process will give rise to events 
with similar topologies.
The VDM model is applicable in the regime of low four-momentum transfer 
(Q2 } of the photons and low transverse momenta (less than 1 GeV/c) of the 
produced hadrons. In the event selection only events with a momentum greater 
than 3 GeV/c are selected and hence it is justified not to use the VDM model 
but the QPM or the QCD model in the case of hadronic final-states.
Usage : There are user-defined inputs for the generator; these are cuts on the 
different final-states, beam energy, and the square of the invariant mass of the 
final fermion system. These cuts (set to be loose) are shown in table 4.1.
Different number of events, corresponding to the same integrated luminosities 
for the different two-photon processes, were generated. After the generation stage, 
the events were subjected to the event selection criteria of table 3.5 (Chapter 3). 
Table 4.2 shows the results of the generation of various two-photon final-states (with 
user defined loose cuts) before and after applying the inclusive lepton analysis cuts. 
The last column in table 4.2 shows the final cross-sections for different two-photon
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a) Nonperturbative contribution (VDM)
b) Direct photon contribution (QPM)
c) QCD singly resolved photon contribution
9
d) QCD doubly resolved photon contribution





Polar angle range 





0° < 0 < 180°
e+e-,n+ fj,-,T+r-,qq
0.1 GeV2
Table 4.1: The user defined inputs to the two-photon generator [38].
processes. The error on these cross-sections are of a statistical nature2 due to the 





























Table 4.2: The results from the two-photon generator, [38]. The number of events generated,
selected after applying the inclusive lepton analysis cuts, and the corresponding cross-section for
the various final-states are shown. The errors on the cross-sections are statistical.
out to determine the final cross-section dependence on varying the beam energy 
and on using the QPM or the QCD models for the hadronic final-states. The only 
significant contribution to the cross-section from the hadronic final-states was from 
the uu quark pair. The cross-section for the process e+ e— -> e+ e~uu was determined 
using the QPM and QCD models. The result shown in table 4.2 is an average of 
the two models, with a variation of approximately 0.1 pb between the models.
The beam energy was also varied to match the range of energies available at 
LEP. Using the results in table 4.3, it can be estimated that the average change in 
the cross-sections, as a function of a change in energy, is around 0.2 pb.
Summing up all the cross-sections in table 4.2 (errors added in quadrature) and 
also adding in quadrature the errors due to the beam energy variations (0.2 pb) 
and due to the variations in using the QPM or QCD models (0.1 pb), the total 
two-photon background (as a cross-section) is:
2This is not correct strictly speaking, as there are also errors associated with the treatment of 




















Table 4.3: The cross-sections at different energies for a //+// two-photon final-state. The varia­ 
tion of the cross-section with the beam energy can be estimated to be approximately 0.2 pb.
(5.9 ± 0.3) pb.
Now, to observe how this contributes at the various scan energies, this cross- 
section was multiplied by the total integrated luminosity (see Chapter 5) at each 
energy point. Table 4.4 shows the two-photon background at each energy point for 
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Table 4.4: The number of two-photon background events for the years 1991 and 1992 calculated 
using a generator. Whereas the background for 1993 was calculated using Monte Carlo data. The 
last column shows the two-photon background as a fraction of the total number of detected events
(see Chapter 5).
For the year 1993, the calculation of the two-photon background was carried 
out using different Monte Carlos for the different two-photon final-states. Micro-
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DSTs were made of the available Monte Carlo DSTs and the event selection criteria 
(table 3.5, Chapter 3) applied to them. The two-photon background was calculated
as the cross-section:
AP7'VY "W ^Pl^TY _ _77 x _sel_
where
is the two-photon background cross-section.
represents the visible cross-section of the generated events in the MC.
is the generated number of two-photon events.
the number of events passing the cuts.
The error on this cross-section value is again statistical due to the finite number 
of events selected. Table 4.5 shows the final cross-sections after the event selection, 
for the various two-photon final-states.
It can be seen, table 4.5, that the visible cross-section for the two-photon electron 
final-state is larger in comparison with the other channels. This is because the Monte 
Carlo had been produced (by the people involved in the simulated event production) 
with weighted events. This meant that each event had to be taken with its proper 
weight before being used in the analysis.
In order to compute the cross-section for the electron two-photon final-state, the 
sum of the weights of the events which pass the selection criteria was calculated. 
Then the cross-section is computed as:
"ZW*+0 = 58.1 x SUm -WeightS H (4.6) 
bkgV ; 500000 x ^^ V ;
where
• crj^ (e+ e~) is the two-photon background for e+ e~e+ e~.
• sum .weights is the sum of the weights of the events which passed the inclusive 
lepton selection cuts.
• nev _all is the total number of generated (e+ e~e+ e~) events.
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Summing up all the cross-sections in table 4.5 (with errors added in quadrature) 
the total two-photon background using 1993 Monte Carlos is:
(6.3 ± 0.6) pb.
Within errors this agrees with the cross-section calculated previously (using the 
generator). To obtain the number of events, as before the two-photon background 
cross-section was multiplied by the total integrated luminosity at each energy point. 
Table 4.4 shows the two-photon background number of events for the year 1993 (as 































Table 4.5: Table showing the two-photon background calculated using different Monte Carlos
(1993).
4.1.2 The Hadronic Background
Even though a cut on the charged multiplicity is effective in removing most of the 
hadronic background, it can be seen from figure 3.2 (Chapter 3) that there is a low- 
multiplicity tail for the hadronic distribution. This means that a finite number of 
hadronic events can pass into the final event sample as leptonic events. To calculate 
this contamination, qq Monte Carlos were used. These were produced by generating 
the qq (and gluons), using the Lund Parton Shower (PS) generator [44] and then 
passing them through DELSIM. As these DSTs contained a large number of events, 
micro-DSTs were made selecting events with less than 8 charged multiplicity, and 
no other cuts. Applying the selection criteria, the number of events passing these 
cuts were recorded for each year (1991, 1992, and 1993). The hadronic background 
at each energy point was evaluated as:




represents the cross-section for the process e+ e~ —> qq [39].
• A/2J is the number of hadronic events which passed the cuts.
• C is the total integrated luminosity determined at each energy point (see Chap­ 
ter 5).
• N n^ is the total number of hadronic events on the Monte Carlo.ocl1
Table 4.6 shows the number of qq generated and written on to Monte Carlo 
DSTs, the number selected on to the micro-DSTs, and the number passing the 




















Table 4.6: Table showing the micro-DSTs made for the qq Monte Carlo (with < 8 charged 
multiplicity). Column 4 shows the number of hadronic events passing the event selection.
Using the N™n and N™\ in table 4.6, the hadronic cross-section and integrated 
luminosities, and equation 4.7, the number of hadronic background events can be 
evaluated (see table 4.7). The total number of hadronic events in each year were:
• In 1991 : 26.8 hadronic events which as a fraction of the total number of 
detected events (Chapter 5) is (0.12 ± 0.03) %.
• In 1992 : 89.4 hadronic events which is (0.14 ± 0.02) % of the total number 
of events.
• In 1993 : 88.2 hadronic events which is (0.13 ± 0.01) % of the total number 
of events.
There is a question as to the behaviour of the qq background with energy. With 
increasing centre-of-mass energy there is more phase-space available, an effect which 
leads to an increase in the charged track multiplicities. But, due to the low statistics 
involved in the background calculation, the increase in the qq charged multiplicities 




































Table 4.7: The number of background hadronic (qq) events for the years 1991,1992, and 1993
calculated using simulated events.
4.1.3 The Cosmic Muon Background
Cosmic rays in the DELPHI detector are characterised by tracks traversing the 
whole of the detector, generally not crossing the interaction region (but some do 
come into the interaction region). The cosmic muon events are generally 'softer' 
than the muons from Z° —>• /^"V", in that they have a large momentum spread 
peaked towards low momenta (see figure 4.4). Under the influence of the magnetic 
field, these tracks can be bent and, if crossing the interaction region, fake genuine 
fj,+ fj,~ events. The cosmic background is proportional to the data taking time and 
it has been evaluated from real data by counting the cosmic density (number of 
background events per unit area) in a region close (but different) to the interaction
region.
Figure 4.5 shows the impact parameter distributions (Z\mp vs. ,Rimp) for two 
charged track events with all the event selection criteria being met except for the 
vertex cuts (Cl and C7 of table 3.5 Chapter 3). The interaction region can be 
identified as being the densely populated area and the remaining entries in the 
figure are the cosmic muon events which are uniformly (see figure 4.6) distributed 
in the figure. The first step in the determination of the cosmic background involves 
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Figure 4.4: The momentum distribution of the fastest track in cosmic events. These were selected 
by demanding that the events lie well outside the interaction region.
box which includes the smaller box and the interaction region. The reason for using 
two boxes is that the subtraction of the entries in the two boxes allows the exclusion 
of the interaction region (that is the exclusion of genuine lepton pair candidates), 
and hence the determination of the cosmic muon density. This density is given by
A N'—»•*'' COSH! c 1 _ /ybox 2 cosm cosm
1 _ ^box 2 ' (4.8)
where
Abox 1/2 is the area of box 1/2.
cos in1/2 - g fae number of cosmic muon events in box 1/2.*
Once these quantities have been determined using the real data, then the cos­ 
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Figure 4.5: The impact parameter distribution. All cuts except the vertex cuts Cl and C7 
of table 3.5. The real data can be seen as the densely populated centre of the figure and the 
cosmic muon background is uniformly distributed inside and outside this region. The cosmic muon 
density is determined by subtracting the number of entries in the two boxes (hence excluding the 
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Figure 4.6: The impact parameter distributions of figure 4.5 projected onto the x-axis and the y- 
axis.(a) shows the projected r<}> impact parameter and (b) and (c) show the same impact parameter 
excluding the interaction region, (d) shows the projected Z coordinate of the impact parameter 
and (e) and (f) show the same excluding the interaction region. From these figures it can be seen
that the cosmic events are uniformly distributed.
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of the acceptance region. The acceptance region is the area defined by the impact 
parameter cuts on R\mp and Z-imp .
There is subtlety involved in this argument, in that the vertex cuts vary depend­ 
ing on loose cuts if the two tracks in a 1-1 topology have no VD hits and a badly 
reconstructed beam spot or tight cuts if there are VD hits and a well reconstructed 
beam spot (meaning different vertex acceptances for different classes of events). 
There are also two classes of cosmic muon events; 2 track cosmic muons and > 3 
track cosmic muons.
Cosmic background (2 tracks) : In Chapter 3 it was established that there 
would be different vertex acceptances for 1-1 topology events, if there were 
VD hits (and a well reconstructed beam spot) associated with the tracks. 
From table 3.4 it can be seen that for 1991, 94% of the events had VD + BS3 , 
in 1992 this number was 91% and in 1993 it was 96%. The quantity
the cosmic muon density (equation 4.8), was calculated from the real data for 
each year. Using this quantity the number of cosmic background events is 
given by:
= kvB1 x 4(Zimp (VD) x #imp (VD)) x AA J
4(Zimp (no VD) x flimp(no VD)) x ^H , (4.9)
where
is the fraction of tracks with VD -f BS. See above or table 3.4. 
is the fraction of tracks with no VD + BS and is the same as (1
is the cosmic background density.
• 4(Zimp (VD/no VD) x #imp (VD/no VD)) is the area defined by the vertex 
acceptances with/without VD + BS. The values of Z\mp and .Rimp for 
different classes of events are given in table 3.5.
Using equation 4.9 the number of cosmic background events can be determined 
for 1-1 topology events (see table 4.8).







AATcogm /0, ronf c /rrrt^\
22.3 ± 1.4 
52.9 ± 3.3 
69.9 ± 3.5
Cosmic bkg. (1-1) topology 
N^ (events)
92.7 ± 5.9 




0.40 ± 0.03 
0.39 ± 0.02 
0.35 ± 0.02
Table 4.8: The number of cosmic background events for 1-1 topology events (column 3). The error 
on the cosmic background density is statistical and translates into a statistical error on the final 
cosmic background The last column represents the number of 1-1 topology cosmics as a fraction
of the total events detected in each year (see Chapter 5).
Cosmic background (> 3 tracks) When a high momentum cosmic muon tra­ 
verses the length of DELPHI there exists a finite probability for it to produce 
additional tracks through electromagnetic interactions . That is to say, not all 
cosmic muons appear as 2 track 1-1 topology events, and there can be more 
than 2 tracks (in an event). Hence, there is a probability for the particles from 
such secondary interactions to pass through the interaction region. To account 
for the cosmic background for such a class of events, a similar technique to the 
one above is employed.
For the two track cosmics, the vertex acceptance could be changed depending 
on the VD + BS criteria. In the final-states which have more than two tracks 
it is difficult to apply tight vertex acceptance as the impact parameter distri­ 
bution for tau pairs has a sizeable spread (see figure 4.7). Thus the cosmic 
background for > 3 tracks events is simply given by:
x R[mp) x cosrn (4.10)
where
(3+) is the cosmic background density (defined per event) for > 3 
tracks events.
• 4(Zimp x R\mp) is the acceptance region defined by the loose vertex cuts 
of table 3.5.








AJVeo3m /o I \ /'pvpnfq/rm 2^^,4 V*5 ' / ^cvcnts/ cm )
2.7 ± 0.3 
3.0 ± 0.3 
3.1 ± 0.4
Cosmic bkg. (3+) 
A£ksgm (events)
72.4 ± 8.1 




0.31 ± 0.03 
0.12 ± 0.01 
0.12 ± 0.01
Table 4.9: The number of cosmic background events in the case of >3 charged tracks in the 
final-state. Column 4 shows the > 3 track cosmic background as a fraction of the total number of
events detected.
The cosmic background has been evaluated in the two classes; 2 track cosmic 
events and >3 track cosmic events. Using the final numbers in table 4.8 and 4.9 the 
total number of background events due to cosmic muons were calculated as being:
• For 1991 : 165.1 ± 10.0 cosmic events which as a fraction of the total number 
of events, is (0.71 ± 0.04 %).
• For 1992 : 337.0 ± 17.0 cosmic events or (0.52 ± 0.03 %).
• For 1993 : 320.0 ± 16.0 cosmic events or (0.48 ± 0.02 %).






• N9osm and d are the number of cosmic muon events and luminosity respec­ 
tively at energy point i.
• yvcosm is the total number of cosmic muons events (both 2 track and > 3 track 
classes) for each year.
The total number of cosmic background events for the years 1991, 1992, and 1993 
are shown in table 4.10.
4.2 Efficiencies
In order to compute the e+e~, /^+ /u~, and T+T~ selection efficiencies, it is necessary 
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Figure 4.7: The impact parameter distribution for T+T~ Monte Carlo events. All cuts except the
vertex cuts Cl and C7 of table 3.5. It can be seen that there are sizeable tails in the distribution
thus making it difficult to impose tight vertex cuts for high multiplicity (> 2 tracks) events.
the only tracking detector which is required to be fully functional (by this analysis) 
during data taking, it plays a major part in the track reconstruction and hence a 
detailed study of the TPC is necessary. The selection efficiency calculation depends 
on two different efficiency calculations:
• The TPC inefficiencies e^. These are due to the dead zones of the TPC in 9 
and <j> intervals.
• The live-space efficiencies £Hve (TPC). This is the efficiency of detecting tracks 
outside the TPC 0 and <f> cracks.
The initial event selection relied heavily on charged particle tracking and in 
particular the TPC. Thus, calorimetry can be used to obtain e+ e~ and //+ //~ pairs


















































Table 4.10: The number of cosmic background events as distributed by luminosity for the different 
years. Column 3 shows the total background whereas column 4 shows the background due to the
2 track 1-1 topology events.
from a sample of leptons. For the case of T+T~ pairs a Monte Carlo has to be used. 
Real data cannot be used to select a sample of taus because the separation of taus 
from other leptons requires cuts on the charged tracks and the event topologies (i.e 
the TPC has to be used). The TPC has already been used once and cannot be used 
again to select taus.
A tau selection based on calorimeters is difficult. Tracking detectors have to 
be used to remove the two potentially large backgrounds; cosmic muon events (the 
microvertex detector has to be used), and hadronic events (cuts on the charged 
multiplicities and isolation angle, both requiring the presence of tracking detectors 
have to be used). Also, there is a large amount of material present between the TPC 
and the calorimeters which can influence4 the passage of charged tracks. Hence for 
taus, which have a large momentum spread, the purity of a sample selected using 
the calorimeters will be rather low.
4.3 The TPC Inefficiencies
Due to the design of the TPC there exists a finite probability for tracks to pass 
through regions which are unable to provide proper track reconstruction. There 
4For example, only 40 % (approximately) of electrons are seen as single showers in the HPC.
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are two such regions in the TPC where events can be lost; the 0 'crack' and the </> 
'crack'5 .
4.3.1 The 9 Inefficiency
The TPC has two equal length halves which are joined at 0 = 90° that is the z =0 
plane. To study the loss of tracks in this region of the TPC the 0 distribution of 
tracks was used. Events were pre-selected (selection before the main event selection 
of table 3.5) if:
• The fastest track in the event had a momentum > 40 GeV/c.
• The second fastest track in the event had a momentum > 20 GeV/c.
This pre-selection was sufficient to separate the e+e~ and /w+//~ events from the 
rest of the leptonic sample with reasonable purity. The cos# distribution of the 
fastest track, folded around cos0 = 0, was then plotted and a fit to a (1 + cos2 9) 
distribution was made. The reason for having a folded distribution (0 < cos# < 1), 
rather than a full distribution (— 1 < cos0 < 1), was to cancel out the asymmetry 
implicit in the full distribution. Figure 4.8 shows the folded distribution with the 
fitted (1 + cos2 0) distribution.
The fit, (1 -f cos2 0), was carried out away from the loss region in order not to 
bias the outcome of the fit. The calculation of the number of expected events in the 
region outside the crack region ('good' region) was then done using the following 
method:
/cos 6=0. 7 (l + cos2 0)d0 = AUod , (4.12) 080=0.1
where
• K is the constant determined from the (1 -f cos2 0) fit.
is the number of entries in the histogram in the range 0.1 < cos0 < 0.7.
The variation in the x2 fr°m the (1 + cos2 9) fit was also used to define the 9 crack 
region as being 0.0 < cos 0 < 0.06. A similar approach (to the one above) was used
5The use of the word 'crack' is just to imply a region where there is little or no track recon­ 
struction in the TPC.
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Figure 4.8: The distribution of the cosine of the polar angle 6 for tracks in the event samples 
described in section 4.3.1. The fitted (1 + cos2 6) distribution is also shown. The shaded area 
represents the extent and the number of entries in the 6 crack. This plot is for the LEP data
taking period of 1993.
to predict the number of events (A p^red) in the crack assuming the distribution to be 
the same in that region, that is (1 + cos2 0):
rcos 0=0.06
080=0
cos2 0)d(cos0) = (4.13)
where the cos# = 0.06 is the extent of the 0 'crack'. The fractional loss of events in 




Na red is the number of events predicted using a 1 + cos2 9 distribution.
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is the number of events which are detected even though they have passed 
down the crack (see section 4.4).
• ATtotal is total number of entries in the histogram, which represents the number 
of events observed over the barrel region.
Two quantities are determined by looking into the TPC 0 inefficiencies.
• ej?088 which is the inefficiency in the TPC due to the 0 crack (equation 4.14). 
It represents the fraction of the number of events lost in the TPC central 9 
region.
• £0_in which is the efficiency for the detection of a track once it has passed down 
the crack. This is calculated using
TV robs
(4.15)







(1.8 ± 0.1) % 
(2.0 ± 0.1) % 
(1.9 ± 0.1) %
Detection 
efficiency eo--m
(73.3 ± 1.5) % 
(70.7 ± 1.7) % 
(71.6 ± 0.9) %
Table 4.11: The inefficiency caused in the TPC due to the 'crack' at 0 = 90° (column 2). Column 
3 shows the efficiency for the detection of events which have tracks passing down the central 6
region.
4.3.2 The </> Inefficiency
The TPC end-plates are divided into 6 symmetric sectors in the r</> plane. These 
regions between sectors are insensitive to the passage of a charged track as the read­ 
out pads are divided here. As before e+ e~ and fjt+ fj,~ events were pre-selected and 
the </> distribution of the tracks in the event plotted (see figure 4.9(a)). To further 
emphasize the effect of the 4> cracks the symmetry of the cracks was used and a 
distribution folded with a modulo of 60° was plotted (figure 4.9(b)). Horizontal 
lines were fitted to figure 4.9 on either side of the crack region, which is defined as
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Figure 4.9: The <j> distribution of tracks in events (a) clearly showing the cracks starting at 30° 
and recurring at intervals of 60°. (b) shows the same plot with the cracks superimposed on top of 
each other. These distributions are for a 0 cut of 43° < 0 < 137°. The shaded area represents the 
extent and the number of events in the <j> crack region. These plots correspond to the LEP data
taking period of 1993.
(30 ± 3°), to calculate the number of events per bin. This figure was then used to 
predict the number of events in the central crack region. The (f> loss is quantified 
(equation 4.16) in exactly the same way as equation 4.14. The loss of events due to 




N%Ted is the predicted number of events.
N$bs is the actual number of events in the <j> 'crack'.







(3.23 ± 0.10) % 
(3.55 ± 0.10) % 
(3.65 ± 0.10) %
Table 4.12: The loss of events in the TPC end-plate sector boundaries (0 cracks). These values
were calculated using 'fast' e+ e~ and //+ p~ events.
• Artotal is total number of events observed over the whole of the azimuth <f>.
In these last two sections the effects on the loss of tracks and hence events in 
the TPC cracks (or areas which are insensitive to passage of charged tracks) have 
been investigated and quantified. It has to be noted that an entry was made to 
each of the histograms in figures 4.8, 4.9(a), and 4.9(b) once per event and hence 
the losses in 0 and <£ represent a loss in the total number of events rather than in 
tracks. The need for the study of correlations between loss of events and loss of 
tracks is excluded due to the fact that events which have either one or both of the 
tracks passing through the cracks will be lost (ie these events will not be present in 
these figures).
The next step involves the combination of the track losses due to the 0 and </> 
cracks to obtain a total TPC 0/cj) inefficiency.
4.4 Combined TPC 0/</> Inefficiencies
To combine the effects of the 0 and <j> cracks in the TPC, the following equation is
used:
£64> (TPC) = [Pe~out x e'-°ut (</>)] + [P6-'m x ee~'m } , (4.17)
where
• £00(TPC) is the efficiency which takes into account the loss of events due to 
the TPC 0 and </> cracks.
• p0-in/out -ls fae probability of a track lying inside/outside the 0 crack.
• ee~'m is the efficiency of detecting an event which has track(s) inside the central 
0 region (crack).
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• ee out (<f>) is the </> efficiency for events outside the 0 crack and hence under the 
influence of the </> cracks.
Note that, the way the efficiencies have been combined in equation 4.17, follows 
from the assumption that the 9 and </> cracks are independent. That is, once a track 
has passed down the (f) cracks it will not be affected by the presence of the 0 crack 
and vice-versa. This is discussed below.
The probability for tracks to lie inside a TPC 9 crack is given (assuming a 
1 + cos2 9 distribution) by:
(4.18)
where the numerator represents an integration over the 0 crack region and the de­ 
nominator an integration over the whole of the 0 range available. Consequently
£0~m , which is the detection efficiency for tracks passing down the central 9 re­ 
gion, has been evaluated and the values for the different years are shown in table 4.11. 
A simple approach cannot be used for e6~°^t (^>} (which represents the effects due to 
the 4> cracks on events which are outside the 0 crack) as the loss of tracks in the </> 
cracks is over the entire 0 range available. Hence the (j> loss is defined as:
.total = [P0-OUt X £6-out + IP0— in .. 6— inX c (4.19)
where efotai is the loss of tracks in the (f> cracks (see table 4.12) that is the total TPC 
inefficiency calculated from the data. Using the equations and quantities calculated 
(such as 4> and 0 inefficiencies) the TPC efficiency (which takes into account the 0 





Total TPC efficiency 
e^(TPC) (%)
95.62 ± 0.16 
95.13 ± 0.14 
95.07 ± 0.14
Table 4.13: The final TPC efficiency after the losses due to the cracks in 0 and (j> have been taken
into account.
Two tests were carried out to study the degree of correlation between the 
inefficiencies.
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• Events were selected if they were inside the 0 loss region (88° < 9 < 92°). 
Studying the </> modulo 60 distributions it was determined that once a track 
had passed down the theta crack it was not affected by the inefficiencies due 
to the (j> cracks (see figure 4.10(a)).
• Similarly, events were selected inside the </> crack (27° < \(j>\ < 33°) and the 
0 distribution for these events was studied. As before, it was found that once 
a track had passed through a </> crack it was not affected by the presence of 
the inefficiencies due to the 0 crack (see figure 4.10(b)).
Hence, these tests have proved that the two sources of losses in the TPC, the 6 
and <j) cracks, are anti-correlated. An explanation for these anti-correlated losses is 
based on the definition of ee~m (the efficiency for the detection of events once they 
passed down the 9 crack), see section 4.3.1. The tracking detectors, the ID and the 
OD, are aligned with the TPC in such a manner that tracks passing down the TPC 
cracks have a finite probability of reconstruction with the use of these two detectors. 
As these detectors do not have cracks in line with the TPC 9 and (j) cracks, they 
are not affected by the TPC inefficiencies. The shaded areas in figures 4.8 and 4.9 
represent the number of events which had tracks passing down the 9 and cf> crack 
regions, but were still reconstructed using the ID and OD.
4.5 The TPC Live-Space Efficiencies
Now that the inefficiencies in the TPC due to the dead or insensitive regions have 
been dealt with, a comprehensive study has to be made of the live-space efficiencies. 
These are the efficiencies for TPC track reconstruction within the regions outside 
(live regions) the 9 and <j> cracks. In the case of e+ e~ and ^+^~ this was determined 
by searching for tracks in the hemisphere opposite to the one in which a positive 
identification had been made. To calculate these efficiencies, events with 1 or 2 
charged tracks were selected after the run-selection (table 3.5) and the following 
cuts were imposed on the tracks:
• Required to be within 43° < 9 < 137°, but outside 88° < 9 < 92° (that is 
excluding the 9 crack of 90° ± 2°).
D < 27° or |</>| 60 > 33° (excluding the <j) cracks).












xVndf 80.85 / 59
TJ
10 20 30 40 50 60
tp degrees 













lyVndf 134.0 / 64
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
COST* 
The Cos 1? distribution for tracks which are in the <p cracks
Figure 4.10: (a) : The distribution in <j> for tracks which are in the 0 crack, (b) : The distribution
in cos 0 for tracks which are in the <j> cracks. These figures validate the assumption that the losses
in 0 and <£ are independent. That is to say, that once a track has gone down the 0 crack it does
not get affected by the presence of the 0 cracks and vice-versa.
• The impact parameter in rcj) and the Z coordinate (-Rimp and Zimp) to be within 
1.5 cm and 3.0 cm of the beamspot, respectively.
Now, to positively identify one of the tracks as either being an electron or a muon, 
tighter cuts were applied. For electrons:
• A deposit of > 30 GeV in the barrel electromagnetic calorimeter (HPC).
• No associated muon chamber hits.
• A momentum greater than 25 GeV/c. 
For muons:
Minimal energy deposition in the HPC (< 1 GeV).
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• One or more muon chamber hits.
• Associated energy of < 10 GeV, in the hadron calorimeter (HCAL).
• Momentum greater than 25 Gev/c.
When a track had been positively identified as an electron or a muon, then it was 
demanded for the other track (this would be the track in the hemisphere opposite to 
the one in which a positive identification was made) in the event to have a momentum 
greater than 5 GeV/c and an acollinearity of less than 20°. But it has to be noted 
that this is not a true estimate of the efficiency, as there is an inherent loss of tracks 
due to the effects of the momentum and acollinearity requirements on the second 
track. Thus, the live-space efficiencies were scaled up by the equivalent efficiencies 
determined from the electron and muon Monte Carlos, in which this loss (i.e the 
loss due to these cuts) is negligible. Table 4.14 shows the final live-space efficiencies 














96.49 ± 0.26 
98.89 ± 0.27
95.34 ± 0.17 
96.30 ± 0.15




97.51 ± 0.22 
98.85 ± 0.24
96.19 ± 0.12 
96.58 ± 0.15
97.18 ± 0.10 
98.51 ± 0.06
Combined Live-space 
efficiency £Hve (TPC) (%)
99.00 ± 0.39 
100.00 - 0.36
99.10 ± 0.20 
99.70 ± 0.20
99.46 ± 0.17 
100.00 - 0.13
Table 4.14: The TPC live-space efficiencies as determined using the data (column 3) and Monte 
Carlo (column 4). Column 5 shows the combined live-space efficiencies.
(corrected for 0 and </> cracks) and the TPC live-space efficiencies (corrected for the 
reconstruction inefficiencies outside the cracks and in the 'good' regions of the TPC). 
Using table 4.14 and table 4.13 and equation 4.20
£selec = e0(t> (TPC) X £live (TPC), (4.20)
the final selection efficiencies (£seiec) are calculated and shown in table 4.15.
A check was carried out on the energy dependence of the live-space efficiencies. 
The TPC live-space efficiencies (determined from the data) were re-calculated in














94.60 ± 0.45 
95.60 ± 0.36
94.27 ± 0.24 
94.84 ± 0.24
94.56 ± 0.22 
95.07 ± 0.19
Table 4.15: The final electron and muon pair efficiencies taking into account the TPC 0 and <j)
cracks and the live-space losses.
the same way as above but at different centre-of-mass energies6 . The re-calculated 
live-space efficiencies at the different energies (1993), shown in table 4.16, are in 
good agreement with the values of table 4.14 (e^~ = 96.66 ±0.14 % and e}JveM = 
98.55 db 0.11 %) justifying the assumption of energy independence (of the live-space 
efficiencies).
As the Monte Carlos available were for peak energies only, a check similar to the 
one above was not possible. Hence, the DYMU3 [36] generator was used to perform 
the check. Events were generated with:
• One track, with a momentum greater than 25 GeV/c, was constrained to be 
in the barrel region.
• The other track was required to have a momentum greater than 5 GeV/c and 
a maximum acollinearity of 20°.
The number of events lost due to the cuts on the second track was observed not to 
vary with the energy, hence justifying the assumption of energy independence.
4.6 The Tau Efficiency
As mentioned earlier the T+T~ efficiency was determined using a Monte Carlo. A 
micro-DST was made of the DST Monte Carlo and the event selection applied to 
the real data was applied to the micro-DST. The tau pair efficiency is given by:
(4.21)
gen
6This was done for 1993 only where statistics were sufficient to perform such a check.









97.94 ± 0.34 
98.65 ± 0.15 




96.26 ± 0.34 
96.77 ± 0.21 
96.64 ± 0.31 
96.77 ± 0.35
Table 4.16: The live-space efficiencies for electron and muon pair events (1993) as a function of
energy. Comparing these with ef*ee ~ = 96.66 ±0.14 % and e£f~ = 98.55 ±0.11 %, it can be seen 
that the assumption of energy independence of live-space efficiencies is a valid one.
where A e^nT is the number of simulated tau pairs (on the Monte Carlo) and N£e] T 
is the number selected (from the simulated events) using the inclusive lepton analysis 







56.16 ± 0.44 
58.05 ± 0.35 
59.17 ± 0.17
Table 4.17: The tau selection efficiencies as determined using a Monte Carlo. Note, that these 
efficiencies are over the whole of the solid angular range of ATT.
As can be seen from table 4.17 the tau pair efficiencies are much lower than the 
electron or muon pair efficiencies (see table 4.15). This is due to the fact that the 
tau pair efficiencies have been calculated over the whole solid angle (4?r) whereas 
the electron and muon pair efficiencies were calculated over the barrel region. It can 
be seen later on (Chapter 5) that it is not necessary to know the tau pair efficiencies 
over the barrel region alone, nonetheless for completeness and comparison (to the 
electron and muon pair efficiencies) the r+r~ selection efficiency over the barrel 
region was evaluated.
A bin-by-bin comparison was made of the T+T~ generated in the Monte Carlo 
before and after the event selection. Two cos 0 distributions were plotted:
• A cos0 distribution of T+T~ before (see figure 4.11 (a)) the event selection, 
that is over 4;r.
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• A cos 0 distribution of T+T~ after (see figure 4.11 (b)) the event selection, that 
is over the barrel region.
Dividing these two distributions, the resulting distribution (see figure 4.11 (c)) 
represents the probability of detecting, over the barrel region, r+r~ events which 
were generated with their initial momentum vectors within -0.73 < cos0 < 0.73.
A straight line fit was made to this distribution taking into account the central 
crack region, and the resulting efficiencies are shown in table 4.18. Note that the 
acceptance in 0 for T+T~ events is not a well defined quantity due to the fact that 
events having initial momentum vectors outside the barrel region can decay into 
the barrel leading to their acceptance. Thus, the tau barrel selection efficiencies are 






over barrel region (%)
83.30 ± 0.77 
86.60 ± 0.65 
88.37 ± 0.45
Table 4.18: The T+T selection efficiencies as determined using a Monte Carlo. These were 
determined using the method of requiring the initial momentum vector of the tau pair to fall
inside the barrel region.
4.7 Data and Monte Carlo Comparison for T+T
Any discrepancy between the Monte Carlo simulation of tau pair events and the 
events in the data, can result in the r+r~ efficiency, calculated from the Monte Carlo 
(see table 4.17), to be an over-estimate or under-estimate of the true efficiency. Two 
areas of possible disagreement were studied; the modelling of the TPC cracks and 
topology migration in the r+r~ events.
Modelling of TPC cracks. The imperfect modelling (see figure 4.12) of the track 
reconstruction efficiency in the area around the azimuthal TPC sector bound­ 
aries (<t> cracks) and the B crack leads to the calculation of a correction factor 
which has to be applied to the raw efficiencies (table 4.17). The combined
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Figure 4.11: The T+T~ selection efficiency as a function of theta. (a) shows a distribution of 
the T+T~ over the whole solid angle before any cuts were applied and (b) shows the distribution 
after the event selection. Dividing (b) by (a) gives (c) which represents the probability of T+ T~
detection over the barrel region.
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TPC efficiency (e/rpc) ? which takes into account the 0 and <f> cracks, was 
calculated in exactly the same manner as in section 4.4 from the data7 and 
from the Monte Carlo simulation of tau pair events. The correction factor is 
the ratio of the CTPC'S determined from the data and from the Monte Carlo. 
Table 4.19 gives this correction factor for the different years. The errors on the 
corrections factors are statistical due to the finite number of events involved. 







0.9930 ± 0.0025 
0.9964 ± 0.0021 
0.9940 ± 0.0019
Table 4.19: Table showing the correction factors for the discrepancy between data and Monte 
Carlo (for r+ r~ events) for the modelling of the TPC 9 and <f) cracks.
Topology migration. This occurs when radiated photons convert in e+ e~ or 
//+ //~ events8 which increase the charged track multiplicity and hence change 
the topology of an event. A study was carried out to check the level of agree­ 
ment between the Monte Carlo simulation and the data. Relatively pure sam­ 
ples of electron and muon pair events were selected using the cuts:
• Between 2 and 6 charged tracks in the final-state and
• if there were 2 charged tracks then same cuts as in section 4.5 were 
applied.
At the initial stage of generation, the Monte Carlo simulation of e+ e~ and 
//+ //~ events are 1-1 topology events. The charged multiplicity distributions 
of the events selected (using the cuts given above) were checked to calculate 
the number of events not in the 1-1 topology class (and hence representing 
a topology migration). The same procedure was repeated for the simulated 
events. The ratio of these numbers (from Monte Carlo and data) gives the
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Figure 4.12: The azimuthal angular distribution of tracks in the vicinity of the TPC sector 
boundaries for real data (black circles) and simulation (solid line) for e+ e~ —)• T+T~ events. Due 
to the momentum spread of the tau events the central crack region is broader than the one for the
electrons and muons (see figure 4.9(b)).
level of agreement/disagreement (see table 4.20).
Topology migration, due to photon conversions, can change 1-3 or l-l 9 topol­ 
ogy events into 3-3 topology events, which are rejected in this analysis. This 
migration is an underestimate in the Monte Carlo (see table 4.20) meaning that 
more 3-3 events are likely to be lost in the data then in the Monte Carlo10 
(meaning that the raw tau selection efficiency is higher then expected).
7Note that, it has been mentioned that a selection of taus independent of the initial event 
selection is not possible. Hence, for this data and tau Monte Carlo comparison only 1-3 topology 
events were selected.
8The conversion of radiated photons into p,+ fi~ events is negligible compared to the conversion 
into e+ e~ events.
9The probability of 1-1 topologies migrating to 3-3 topologies is much smaller then 1-3 migrating 
to 3-3 topologies.
10A possible explanation is a discrepancy, between data and Monte Carlo, in the modelling of 
the material in DELPHI before the HPC.

















1.40 ± 0.02 
1.30 ± 0.04
Table 4.20: The correction factors for the disagreement between the data and Monte Carlo for 
e+ e~ and /i+ /z~ events. The overall correction factor is the average of the two numbers in column
4, that is 1.35 ± 0.02.
From a tau Monte Carlo sample of 91083 events, 1218 events of the rejected 
3-3 topology were actually from converted photons. Thus this number, which 
is (1.34 ± 0.04) %, was scaled up to (1.81 ± 0.06) % using the ratio in ta­ 
ble 4.20. This number represents the expected loss (in data) of events which 
had migrated from 1-1 or 1-3 topologies to a 3-3 topology. Thus the correction 
factor which takes into account the topology migration is
100-(1.81 ±0.06)
100-(1.34 ±0.04) 
= 0.9952 ± 0.0007 (4.22)
At the level of precision in this analysis the uncertainty on the tau topological 
ratios (w 1 %) should not affect the tau selection efficiency. This is because, once a 
selection based on topologies, 1 vs. 1-N (where N=l-5), is made no further attempt is 
made to separate the different topologies and hence the uncertainty is not propagated 
through to the selection efficiency calculation.
All that remains now is to correct the raw tau selection efficiencies by the cor­ 
rection factors calculated in this section. The corrected tau efficiency is given by 
equation 4.23 and shown in table 4.21.
"(final) = SMC" x £TF>c~(corr) x e^L (4.23)
where
• e^p£~ (corr) is the correction factor which takes into account the data and 
Monte Carlo disagreement for the modelling of the TPC sector boundaries.
'migra (corr) is the correction which accounts for the discrepancy in the data
and Monte Carlo for the T+T~ topology migration effects.







55.51 ± 0.51 
57.40 ± 0.43 
58.52 ± 0.30
Table 4.21: The corrected tau selection efficiency. The effects of the disagreement between data 
and Monte Carlo for the modelling of the TPC cracks and the topology migration have been taken
into account.
4.8 The Trigger Efficiency
The lepton trigger efficiency is defined as the average of the e+ e~, ^+ //~, and r+r~ 
trigger efficiencies, which are calculated by the groups working on the relevant 
lepton-identified analyses [47]. The individual trigger efficiencies are calculated by 
comparing independent sets of trigger components 11 . Table 4.22 shows the trigger 
efficiencies for the individual channels along with the average which is defined as 


















Average trigger efficiency (%)
QQ Q7 +°-°3 
—0 06
QQ QK. +0.05 ^/^/•\y^j _ Q 04
QQ Qf^ +°-05 
t/t/»t/tj . _ Q O4
Table 4.22: The individual trigger efficiencies for the three leptons families as determined by 
the groups working on the lepton-identified analyses. Column 5 shows the average lepton trigger 
efficiency used for the inclusive lepton analysis. Note, the fact that muons being the least ionizing 
of the three leptons gives them a smaller trigger efficiency in comparison to the other trigger
efficiencies.
4.9 Chapter Summary
This chapter started off with a description and calculation of the various backgrounds 
which contribute to the inclusive lepton analysis. These backgrounds are: the two- 
photon background, the hadronic background, and the cosmic muon background. 
11 For a complete calculation of these efficiencies using various sub-triggers see [48].
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The e+ e~ and fJ-+ fi~ efficiencies were calculated from the data. In order to do so, the 
TPC inefficiencies (i.e the inefficiencies due to the dead-zones in 6 and (j> and the live- 
space inefficiencies) were evaluated in detail. In contrast, the T+T~ efficiencies were 
calculated using Monte Carlo simulations as it was difficult to select a sample of taus 
from the data in a manner independent of the event selection described in Chapter 3. 
These efficiencies were corrected for the data and Monte Carlo discrepancies in the 
TPC dead-zones modelling and topology migration. Finally, the trigger efficiencies 
were calculated as an average of the individual lepton trigger efficiencies.These had 





For ward-Back ward Asymmetries
Chapter Abstract
This chapter describes the methods used to calculate the leptonic cross-sections and 
forward-backward asymmetries. A detailed description is given of the various steps taken 
to obtain the final cross-sections and asymmetries. The associated statistical and sys­ 
tematic errors are also discussed and quantified.
5.1 Cross-Section Computation
In a hermetic detector (with full 4?r coverage) the cross-sections can be determined 
using only the number of events and luminosities at each centre-of-mass energy. 1 
In order to take into account the leptonic selection efficiencies, backgrounds and 
detector inefficiencies, the experimental cross-sections (crexp ) are computed at each 
energy point (\/s) using the following expression [50]:
where
• Nf represents the number of leptons selected from the real data sample.
is the number of background events, which includes two-photon events, 
hadronic events, and cosmic muon events.
[ From here onwards the centre-of-mass energy will be referred to as the energy.
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is the estimated contribution from the t-channel Bhabha scattering 
evaluated using a semi- analytical calculation.
is the overall efficiency. This comprises the trigger efficiency and the lep- 
tonic selection efficiencies.
• C is the integrated luminosity at each energy.
• fss is an unfolding function accounting for the energy spread of the beams.
To evaluate equation 5.1, each of the quantities was determined in a step-by-step 
manner.
Step 1
This involved the subtraction of the background hadronic and cosmic events accord­ 
ing to equation 5.2:
yvrobserved -/Vf — ^VCosmic ~ ^hadronic /- n\
^trigger
where
represents the number of cosmic background events.
ls the number of hadronic background events. 
is the leptomc trigger efficiency.
The cosmic and hadronic backgrounds have already been calculated and are 
shown in tables 4.10 and 4.7. Correcting for these backgrounds and taking into 
account the trigger efficiency (section 4.8), the number of leptonic events remaining 
are shown in table 5.1.
Step 2
The e+ e~ events due to the t-channel have to be subtracted. The decay of the Z° 
into fi+^~ pairs and T+T~ pairs is via a s-channel annihilation process, whereas for 
the e+ e~, as well as having the s-channel annihilation there exists the t-channel 
Bhabha scattering. The assumption of lepton universality in this analysis requires

































































Table 5.1: Table showing the number of leptonic events passing the event selection (column 4) 
and the corresponding luminosities (column 3) and energies (column 2). The last column shows 
the number of leptonic events corrected for the cosmic and hadronic backgrounds and the trigger
efficiency.
only s-channel processes and so the t-channel Bhabha scattering is classified as a 
background and has to be subtracted.









• Ne+ e- represents the total number of electrons (t-channel , s-channel , and s-t 
channel interference).
• N^+^-fr+r- is the total number of s-channel muons and taus3 .
• <j(s + t) and cr(s) are the total s+t and s-channel cross-sections for e+ e~ —> 
e+ e~. The ratio represented by /C takes into account the extra e+ e~ events,
2 See for example [51].
3Due to mass effects, the Z° -> n+ (i~ and Z° ->• T+ T~ cross-sections are not exactly the same. 
This is dealt with later on.
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due to the t-channel, in the leptonic sample. Note that, these cross-sections 
are determined in the barrel region only.
The fraction of electrons in the sample can be denoted by equation 5.5:
ATobserved
-J- —• __ C'C~ / C K \
frac yy observed _i_ ATobserved _j_ yyobserved' \ ' '
^observed represents the number of muons as seen in DELPHI and hence this depends 
on the selection efficiency (see section 4.2) of the muons. Similarly N°+%Tred and 
^observed represent the numbers of electrons and taus. Hence equation 5.5 can be 
written as:
e+ ef~ac = ^£ + _ +£ e* G_ +£ + _> (5.6)
where £e+ e-/M+ M-/T+ T- represents the e+ e~//^+ //~/r+r~ selection efficiency.
To determine this ratio, use was made of two generators; ALIBABA [52], and 
TOPAZO [53]. These programs use a semi-analytical approach to the calculation 
of the cross-sections and forward-backward asymmetries for e+ e~ annihilations into 
fermion pairs and Bhabha scattering around the Z° pole.
The programs have as inputs two sets of parameters; theoretical parameters and 
experimental parameters, which the user can modify. The choices for the theoretical 












Table 5.2: The theoretical input parameters for ALIBABA and TOPAZO.
Both programs give as their output the total cross-section cr(s + t) and the s- 
channel cross-section cr(s) for the process e+ e~ — > e+ e~. Using these, the t-channel 
and the s-t channel interference can be parameterized in the form of the ratio ^"v . 
Table 5.4 shows the average value of this ratio4 for 1991, 1992, and 1993. Special
4These values are used again for the subtraction of the t-channel electrons from the asymmetry 
sample, which will be discussed later on.













Table 5.3: The experimental input parameters for ALIBABA and TOPAZO chosen to resemble
the ones in the event selection described in Chapter 3. The minimum lepton angle refers to the































































Table 5.4: The average values for the ratio 2^Jp- (£) using ALIBABA and TOPAZO for the
years 1991, 1992, and 1993. This ratio is used to estimate the t-channel e+ e~ contribution to the
leptonic event sample.
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attention has to be given to the individual leptons efficiencies of equation 5.6. It can 
be noted from Chapter 4 that the electron and muon efficiencies as determined from 
the data were done so over the barrel region. That is to say, it was required that 
both the lepton and the anti-lepton be in the barrel region of 43° < 0 < 137°. But 
the tau efficiency calculated from the Monte Carlo was over the whole solid angle, 
47T. Thus the electron fraction (equation 5.6) should be written as:
c cfrac -
In order to make the efficiencies correspond to the same polar angle range, two 
methods can be used.
• using a geometrical approach, the electron and muon efficiencies can be scaled 
to 4?r by using the ratio defined in equation 5.8:
Dgeom _ Jcos43" V^ ' ~~" »jd(c,OSV) .^ .
f*r*f\G 154OO /^. f\ f\\ t / /\\* \ " /
That is to say, the electron and muon efficiencies of equation 5.7 can be scaled 
to 4?r according to:
_ Dgeom_barr
where eJ+7-/ + - are the barrel electron/muon selection efficiencies (see sec­ 
tion 4.2). As it was required that there be at least two tracks in the barrel 
region, such a tightly defined acceptance region could be heavily influenced by 
final state radiative effects. The emission of photons through radiation by one 
or more of the tracks in an event can cause the event to be rejected, or even if 
the tracks are outside the barrel region they can fall into the acceptance region 
(through radiation). There are many permutations in this scenario and as the 
geometrical approach does not account for these, it was rejected.
A more realistic approach is one in which the experimental cuts are taken into 
account. The ratio R&eom is redefined to be R&en as in equation 5.10:
^barrel, 3GeV, 20°)
^, 3GeV, 200) >
where the numerator and the denominator represent the s-channel cross-sections 




































Table 5.5: Table showing the ratios used to extrapolate the barrel electron and muon efficiencies
to 47T.
lepton energy, and the maximum acollinearity. This ratio was determined 
using TOPAZO and the values are shown in table 5.5.
Now, the electron and muon efficiencies of equation 5.7 can be rewritten as:
_47T _ Dgen barr 
- ~ "- £ +-




Thus, the expression for the fraction of electrons in the leptonic event sample is 
now complete including efficiencies which are over the same polar angle range. This 
can be used, as shown in equation 5.13, to determine the total number of electrons 
in the sample,
Ne+e- = AT°bserved x e+ ef;ac . (5.13)
Hence, the total number of 't-channel and s-t channel' electrons in the sample is:
yvrt-chan _ lyobserved y p+ p- v 1 _ J_ (x 1 A\
•< v e+e- ~ '/V X C Cfrac JT ' V0 ' 1^/
and the number of leptonic events corrected for the (t,s-t) channel (see table 5.6) is:
yvrcorr _ jyobserved -i _ p+ p- ( 1 _ _
•i » ^~ * * I J. O Of„.->,« I X ^ ^
where
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• Ncorr represents the total number of leptonic events corrected for the back­ 
ground events, the trigger efficiency, and the t-channel and the s-t channel 
interference.
• JVobserved is the leptonic sample corrected for the hadronic and cosmic back­ 
grounds and the trigger efficiency (see table 5.1).
• e+ e^ac is the fraction of electrons in the sample.

































































Table 5.6: Table showing the number of leptonic events after the correction for the t-channel
events.
Step 3
The background due to two-photon events has to be subtracted. As there is an 
inherent assumption of lepton universality, this background is also assumed to be 
equally divided into electron, muon, and tau parts, that is to say only a third, 
is subtracted.
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M- represents the number of e+ e~ / //"*>" after the correction for the 
two-photon background.
• Afcorr is the same as above (see Step 2).
• The efficiency fraction represents the fraction of electrons or muons in the event 
sample. Note that, this is different to the electron fraction (equation 5.12) in 
that it does not have tC because the t-channel has already been accounted for.
• N-n is the number of two-photon events (see table 4.4).
Similarly, the total number of r+ r~ events is:
/=-4T N
/ycorr _ yycorr ___________ CT+T~ _________ _ 1121 (5T+T- b lr 4 ' l
Thus, these represent the electrons, muons, and taus which have been corrected for 
all the backgrounds, the trigger efficiency, and the electron t-channel. Now, they 
have to be corrected for the individual selection efficiencies,
_ e+ e~ (K 1 Q\ 
~ -barr Dgen ' V5 ' 18 ) c --tt
/corr
barr Dgen 'G At+/i-
yucorr
- = -ir^- (5-20)
£r+r~
And assuming universality, the number of leptons for one generation is:
Step 4
The emission of synchrotron radiation leads to a spread in the energy of the beams 
and this has to be corrected for. The spread at each energy can be approximated 
by a gaussian of width 51.5 ± 5 MeV [19], and is taken into account by the factor 
(1 + fss) in. equation 5.1.
The measured cross-section can be written as:
<7 (meas) = J [cr(E)G(E - E0 )} dE, (5.22)
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where E is the beam energy, G(E) is the gaussian distribution with a mean EQ. 




where VE is the beam energy spread and a is the Breit-Wigner lineshape. The values 
of (1 + fss ) are calculated using ZFITTER, and are shown in table 5.7. This factor 
changes the number of leptonic events as:



































Table 5.7: The correction factor applied to the cross-sections, to account for the gaussian spread
in the beam energy.
Step 5
There is an inherent loss of leptonic events through the application of the 3 Gev/c 
momentum cut on the fastest track and the 20° acollinearity cut. The final number 
of events can be corrected for this loss. Firstly, ZFITTER was used to calculate:
I 0.ZFIT
—-^ (5.25).ZFIT
/ H I I / \<7theo (no cuts) =
_.ZFIT c/_j.__
5.1 Cross-Section Computation 123
where of^^no cuts) represents the theoretical cross-section as calculated by ZFIT­ 
TER, for leptons (e+ e~ — » /+ /~) without any cuts imposed and an assumption of 
lepton universality. <rJfeII/M+M_ /T+T_ is the ZFITTER cross-section for the process 
e+ e~ — > e+ e~/(j,+ p,~ /T+T~. Now, to take into account the acollinearity and momen­ 
tum cuts imposed in the analysis, equation 5.26 is calculated:
-.(cuts) =
where <7 T^ (cuts) is the ZFITTER theoretical cross-section for leptons with momen­ 
tum (3 GeV/c) and acollinearity (20°) cuts. Thus, the correction factor accounting
for these cuts is:
cuts)
Note, that the cross-sections have already been corrected up to the full solid an­ 
gle, 4?r. Hence, the number of leptonic events corrected for the momentum and 
acollinearity cuts is:
Nffi? x (1 + ffa ) x R™. (5.28)
The values of cr^ T^ (no cuts) and cr^jT (cuts) and -R^uts are giyen in table 5.8. The 
theoretical input parameters supplied to ZFITTER for the cross-section calculation 
are the same as the ones supplied to ALIBABA and TOPAZO (see table 5.2).
Step 6
One final correction factor has to be applied. When using ZFITTER to correct 
for the acollinearity and momentum cuts, one also has to account for the fact that 
ZFITTER only constrains the anti-lepton, whereas the analysis constrains both the 
lepton and the anti-lepton to be in the barrel region. TOPAZO was used to generate 
cross-sections for s-channel e+ e~, //+ //~, and r+r~ events and the following ratio
was determined:
track a (1 track in barrel)
where
• a (1 track in barrel) represents the cross-section for generated events which 
had one track in the barrel region of 43° < 0 < 137°, and


































































Table 5.8: The correction factors (column 5) used to scale up the number of leptonic events so
that the momentum and acollmearity cuts have been accounted for. Column 3 shows the ZFITTER
cross-section predictions with no cuts applied and an assumption of universality. Column 4 shows
the cross-sections with cuts on the momentum (3 GeV/c) and acollinearity (20°).
• a (2 tracks in barrel) represents the cross-section for generated events which 
had two tracks in the barrel region.
The leptonic sample is corrected by scaling up the number of events using this 
correction factor (see table 5.9). The final numbers of leptons in the sample, after the 
correction for the two-photon background (Step 3), the LEP beam energy spread 
(Step 4), the momentum and acollinearity cuts (Step 5), and the one/two track 
constraint, are shown in table 5.10.
tcorr v pcorr v »track * ^cuts A '-'constr- (5.30)
In summary the various steps used to calculate final lepton cross-sections are:
• The backgrounds due to the cosmic and hadronic events have been subtracted 
and the resulting number of leptons corrected for the trigger efficiencies;
• the t-channel has been quantified, using the programs ALIBABA and TOPAZO, 
and subtracted;




















Constraining one or two tracks 














Table 5.9: The correction factor applied to the cross-sections, to account for the effect of con­ 



































Table 5.10: Table showing the final number of fully corrected leptons. These are to be divided 
by the corresponding luminosities at each energy point to give final inclusive lepton cross-sections.
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• the e+ e~ and //"*>" efficiencies have been scaled to 4?r (note that the T+T~ 
efficiencies were determined over 4?r).
• the background due to the two-photon events has been subtracted;
• the effect of the beam energy-spread has been calculated and applied;
• ZFITTER has been used to correct for the 3 GeV/c momentum and 20° 
acollinearity cuts;
• and a final correction has been applied to account for the fact that ZFITTER 
constrains only one track and not two as required in the analysis.
The final cross-sections, shown in table 5.11, have been calculated by dividing the 
final number of leptonic events (table 5.10) at each energy point by the corresponding 
integrated luminosities (table 5.1). Figure 5.1 shows these cross-sections plotted 
against the center-of-mass energies for the various years.
To complete the cross-section calculation, it has to be mentioned that these 
cross-sections assume the leptons to be massless (not a valid approximation for the 
taus). When fitting these measured cross-sections with the theoretical expectation, 
ZFITTER takes into account the small but finite correction to the cross-sections due 
to the mass of the tau. This factor in the cross-section to account for the masses of 
the fermions is:
.1-4 -t, (5.31)
> \ S I
where m/ is the mass of the fermion and s is the centre-of-mass energy squared. 
Using the mass of the tau [12], this factor is approximately 0.9992. That is to say, 
that the r+ r~ cross-sections are scaled down by this amount to take into account 
the large tau mass.
5.2 Uncertainties on the Cross-Sections
5.2.1 Statistical Errors
The cross-sections at each energy point have an associated statistical error depending 
on the number of selected events at that point:
\/Nt (s) x X__, (5.32)
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Figure 5.1: The s-channel cross-sections for leptons. These have been corrected to the full solid 
angle and for the cuts on the momentum and acollinearity. The curve represents the Standard 
Model prediction as determined using ZFITTER with mt0p = 170 GeV, mHiggs = 300 GeV and
Mz = 91.187 GeV.


















































Table 5.11: The final inclusive lepton cross-sections measured in the years 1991, 1992, and 1993. 
The results are for one generation and are corrected to the full solid angle and for the cuts on the
momentum and acollinearity.
which is
= <7corr(s) x 1 (5.33)
where crcorr (s) represents the final cross-section (table 5.11) at energy point s and 
Nf(s) the number of selected leptons as in equation 5.1.
5.2.2 Systematic Errors
The possible sources of systematic errors include:
• uncertainties arising from the selection and trigger efficiencies;
• errors on the various backgrounds, that is cosmic, hadronic, and two-photon;
• various errors associated with subtraction of the t-channel events;
• an error on the absolute value of the polar angle 0;
• and errors on the total integrated luminosity.
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Efficiency systematics
The trigger efficiencies shown in table 4.22 enter as an average, that is:
trig | trig , trig
C -L _ ~T~ C _L//^// ' TTT- —.trig _ le­
aver
and in the cross-section this value enters as:
F = 1
£«ver





Using equation 5.36 and the trigger efficiencies of table 4.22 , the systematic errors 
propagating to the final cross-sections (due to the errors on the trigger efficiencies) 










Table 5.12: The systematic errors on the cross-sections due to the errors on the trigger efficiencies.
The electron, muon, and tau efficiencies were used to scale the cross-sections to 
the full solid angle. The way these enter the cross-section calculation is shown at 
the end of Step 3 (see equations 5.18 - 5.21). The final number of leptons for one 
generation (assuming universality) can be written as:
1 1 1r/corr _
RHSe+ e-
where R represents the barrel to 4?r extrapolation ratio (see table 5.5) and the e's 
represent the selection efficiencies (see tables 4.15 and 4.21). The fractional error 
on the cross-section due to the fractional error on JV/+°-r is:
orr (5.38)
where the <fe's represents the errors on the selection efficiencies. This equation was 
used to evaluate the systematic error on the cross-sections due to the errors on the 
selection efficiencies. The results are shown in table 5.13.










Table 5.13: The systematic errors on the cross-sections due to the errors on the selection efficien­ 
cies.
Background systematics
The cosmic, hadronic, and two-photon backgrounds are statistics limited and this 
translates into each one having a systematic uncertainty. Consider the following:
•Wbkg i ^ (Nbkg), (5.39)
where A^bkg is either of three backgrounds and ^(A^bkg) is the statistical error on the 
background. Now the corresponding systematic error due to the $(A/bkg) is:
(5.40)
where Nf represents the number of detected leptonic events, that is the number 
passing the event selection criteria.
• The two-photon background for 1991 and 1992 was determined using a gen­ 
erator and the error on this background was found to be, see section 4.1.1, 
± 0.3 pb. Now, using the total integrated luminosities this corresponds to an 
uncertainty of 3 events for 1991 and 7 events for 1992. The total number of 
detected leptonic events for 1991 is 23169 and 65200 for 1992, and so, using 
equation 5.40 these translate into systematics of 0.013 % and 0.011 %.
For 1993 a two-photon Monte Carlo was used and the error on the background 
was found to be ± 0.63 pb. This value being higher then the value for 1991 
and 1992 because the Monte Carlo was statistics limited. The total number of 
events for 1993 was 67035 and ± 0.63 pb translates, using the total integrated 
luminosity, to be 23 events and hence the systematic error is 0.034 %.
• The hadronic background was calculated, as mentioned in section 4.1.2, by 
applying the leptonic event selection criteria to a sample of simulated qq events.
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The error on this background arises from the low qq statistics at low charged 
multiplicities.
For 1991, there were a total of 151895 qq events of which 16 passed the selection 
criteria giving an error of ± 4 events or 25 %. The total number of hadronic 
events in the sample was determined to be 26.8 which gives an error of ± 6.7 
events, and so using equation 5.40 the final error is J^, which is 0.029 %.
In 1992, due to the availability of a large number of generated events this error 
was lowered. Out of 341751 generated events, 42 passed the selection criteria 
meaning that the error is -i=, that is 15.4 %. Therefore, for the total of 89.4 
hadronic background events in 1992 the error is 13.8 events and hence the 
systematic uncertainty is ^^, which is 0.021 %.
In 1993, at the time of writing of this thesis only 288103 qq had been processed 
to make a micro-DST of 2325 events, of which 36 events passed the event 
selection. Thus, on 88.9 background events the error is 16.67 % or 14.8 events. 
Hence the systematic error is g^jfjp which is 0.022 %.
Note that, at some level there will be an additional systematic error due to 
the modelling of the low charged multiplicities by the qq generator (LUND 
Parton Shower), but this is assumed to be much smaller than the systematic 
errors (due to the low statistics) on the qq Monte Carlo.
• The cosmic background has been calculated in section 4.1.3. In 1991 it was 
found to be (165.6 ± 10.0) events which were distributed by luminosity at each 
energy point. The total error of ± 10 events translates into a systematic error 
of 23U&1 which is 0.043 %. For the peak points distributing the ± 10 events 
gives ± 2.3 (scan peak point) and ± 4.0 (pre-scan peak point), which results 
in a systematic error on the peak points of 0.035 %.
In 1992 the cosmic background was determined to be (337.0 ± 17.0) events. 
Using equation 5.40 the cosmic background systematic is calculated to be ^^5, 
which is 0.026 %.
Like 1991, in 1993 in view of the scan, the cosmic background of (320.0 ± 16.0) 
events was distributed by luminosity. On peak the systematic uncertainty was 
found to be 0.016 % and the overall error of ± 16 events means a systematic 
error of 0.024 %.
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The systematic errors due to the two-photon, hadronic, and cosmic backgrounds 




















Table 5.14: The systematic errors on the background events for the different years. Note that
the cosmic background errors refer to the peak points.
Errors related to the t-channel subtraction
The ratio ^ .' was determined using two different generators, and it enters the 
cross-section calculation (see equation 5.15) as:
Tycorr _ yyobserved i _ + - -,1 ~" L e efrac _ _ ]1ic)\ ' (5.41)
where 7Vcorr represents the number of leptonic events corrected for the background 
events, 7Vobserved represents the number of leptonic events passing the event selection 
and e+ e^ac is the electron fraction. Now, the systematic error on the cross-sections 
due to an error on /C is the fractional error on Ncorr :
SNcorr (5.42)
There are two sources of error on /C; an error due to the intrinsic accuracy of 
the generators (that is the theoretical errors on the cross-sections predicted by the 
generators), and an error due to the difference in the cross-sections determined using 
the generators.
The two different generators gave different values of 1C due to the different the­ 
oretical approaches adopted (by the generators) for the calculation of the cross- 
sections for the process e+ e~ —>• e+ e~. Evaluating the error on the difference (be­ 
tween the two generators), $/C, and substituting it into equation 5.42 gives an esti­ 
mate of the systematic error. The systematic error evaluated in this way was found 
to be 0.03 % on the peak energy points, with a maximum value of approximately 
0.07 % off-peak points.
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The incomplete treatment of the higher order effects for the process e+ e —>• e+ e 
lead to theoretical errors on the cross-sections determined using ALIBABA and 
TOPAZO. In order to take these into account, the error on the ratio ^S| has to 
be computed. The fractional error on this ratio can be written [54] as:
6)C




-- represents the fractional error on /C.
J/s+t) represents the fractional error on the s+t channel cross-sections as 
quoted by the authors of ALIBABA and TOPAZO.
represents the error on the s-channel cross-sections.~ \~/
• The last term represents the correlation between the errors on the cross- 
sections cr(s + t) and cr(s) and p is the correlation coefficient.
Theoretical error : TOPAZO. The theoretical errors on the cross-sections of 













Table 5.15: The theoretical errors assigned to the on-peak and off-peak cross-sections calculated
using TOPAZO.
The correlation coefficient, />, can have values of-1 (errors are anti-correlated), 
0 (errors are uncorrelated) and 1 (errors are fully correlated). Assuming that the 
correlation is positive, i.e 0 < p < 1, the most conservative assumption (i.e the 
one which gives the largest errors) for p would be p = 0. Using this value of p 
and the values in table 5.15 and substituting them into equation 5.42, the error 
propagated to the final cross-section due to the theoretical errors (on the TOPAZO 
cross-sections) can be calculated. These values were estimated to be:
• for the peak points: 0.12 %.
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Source of 
of error
ALIBABA and TOPAZO 
difference in cross-sections
Theoretical error on TOPAZO











Table 5.16: The systematic errors on the final cross-sections due to the theoretical errors on the
cross-sections calculated using ALIBABA and TOPAZO. Note that, the authors of ALIBABA do
not quote theoretical errors associated with the off-peak cross-sections.
• for the off-peak points: a maximum value of 0.22 %.
Theoretical error : ALIBABA. The theoretical error on the cross-sections pre­ 







where both these errors are for the cross-sections predicted by ALIBABA on-peak5 . 
Using a similar approach as above and p = 0.2, the error propagated to the final 
cross-sections due to the theoretical errors (on the cross-sections determined using 
ALIBABA) was estimated to be 0.19 %.
The errors related to the t-channel subtraction are shown in table 5.16.
It has to be noted that all these errors are correlated to some degree as they orig­ 
inate from the same source, this source being the incomplete treatment of higher 
order effects in the cross-sections computation in ALIBABA and TOPAZO. Adopt­ 
ing a conservative approach, it was decided to assign a systematic error of 0.19 % 
to the final cross-section.
Uncertainties due to variations in mtop and mHiggs
Various corrections were made using ALIBABA, TOPAZO and ZFITTER. A study 
was made of the dependence of the cross-sections predicted by these programs (and 
hence the corrections made to the inclusive lepton analysis cross-sections) on the
5The authors only quote theoretical errors, with the associated correlations, for the cross- 
sections on the peak energy points.
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theoretical input parameters of table 5.2. The masses of the top quark and the Higgs 
boson were varied as shown below:
• The values used for mHiggs were: 60 GeV/c2 and 1000 GeV/c2 .
• The values used for mt0p were: 140 GeV/c2 and 270 GeV/c2 .
Negligible deviations were observed, hence no systematic error was assigned the 
final cross-sections.
Uncertainties on the polar angle
The polar angle 0 is determined using a full vertex fit to each track. If there is 
an uncertainty in the determination of 0 then it will appear as an error in the 
extrapolation of the cross-sections from the barrel region to the full solid angle.
Using a geometrical approach the cross-section with an angular cut at &i is given 
by:
Scut = I™6 ' t 1 + cos2 9)d(cos 9), (5.46)
J cos 6_i
and the cross-section with no angular cuts is given by:
Siot*i= ( (l + cos2 0)d(cos0), (5.47) J-i
Now, these two cross-sections enter the analysis as the ratio:
Y = £*-, (5.48)
for the barrel to 4?r extrapolation. Now, if #1 varies then the change in the ratio Y 
due to a change in 9\ is:
8(Y] = -(1 + cos 02 )d(cos 0i). (5.49)
Now, for a polar angle cut of 43° (0.75 rad) and a shift in 0 of < 0.3 mrad [57], gives 
a geometrical uncertainty on the ratio Y of 0.020 %.
In an experimental approach, the cut on the polar angle was changed by ± 0.3 
mrad and the change in the number of selected events was observed to be approxi­ 
mately 0.022 %
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Error on the integrated luminosity
The total integrated luminosities for the years 1991, 1992, and 1993 were determined 
using a combination of the SAT and VSAT detectors. The errors on the luminosity 
measurements using these detectors arise from:
• the limited number of small angle Bhabha events leading to finite statistical 
errors;
• and various systematic errors (see table 5.17). The theoretical error comes from 
the generators used6 to simulate small angle Bhabha events. The experimental 
error has various sources [39] but the largest errors come from the uncertainty 
on the definition of the acceptance regions of the SAT and VSAT and the cut 




















Table 5.17: The errors associated with the luminosity measurements in the various years. 
The systematic errors on the final cross-sections are shown in table 5.18.
5.3 Asymmetry Computation
To select a sample of leptonic events for a forward-backward asymmetry analysis, 
the same event selection criteria, shown in table 3.5, are used. The only difference 
is that for an asymmetry analysis no knowledge of the integrated luminosities is 
required and hence the cut on the luminosity (cut R3) is relaxed. 
The asymmetry can be determined using two methods:
Counting method In this method, counting the number of events gives the asym­ 
metry in a restricted angular range
corr
.corr I —corr -T °B
(5.50)
6 In 1991 two generators were used; BHLUMI [26] and BABAMC [25]. For 1992 and 1993 
BHLUMI was used.
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Variations in mt0p and mHiggs

































Table 5.18: The systematic errors on the final inclusive lepton cross-sections.
where <JF(CTB) represents the cross-section corrected for inefficiencies and back­ 
grounds with cos0 > 0(< 0). And so in terms of the number of events
rcorr
(5.51)
Maximum likelihood fit It can be noted from Chapter 1 that the differential 
cross-section for the process e+ e~ —> l+ l~ is given by:
da
dtl
= F(s)(l + cos2 9) + G(s) cos 0, (5.52)
where the cos 0 term represents the asymmetry in the production of leptons 
between the forward and backward hemispheres. In this method, at each 
energy point, a fit is made to the theoretical angular distributions of the lep­ 
tons, equation 5.52, and compared against the observed distribution. Thus 
the probability of an event having a particular value of cos 6 is represented by
Pi:
Pi(r) = N(l + cos2 0t + r(s) cos 0;), (5 - 53)
where i is the i'th event, s is the centre-of-mass energy, N is a normalization 
constant and r is the ratio
r(s) = F(s)' (5.54)
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where for any specific value of r, C is the probability density for obtaining the 
particular set of cos 0 that are observed experimentally. In the final step, C is 
maximized as a function of r in order to find the best value of r:
n
= log £ = £>g Pi (5.56) 
t=i
Even though this method is more accurate than the counting method, the 
counting method was preferred. This is because, with the use of the likelihood 
method there will be complications when the t-channel asymmetry has to be 
subtracted.
Similar to the cross-section calculation a step-by-step method was adopted for 
the asymmetry determination.
Step 1
Following the asymmetry event selection7 the 0 at each energy for both positive 
(see figure 5.2(a)) and negative tracks (see figure 5.2(b))was plotted. Taking into 
account the fact that there is a 'crack' at 0 = 90°, the number of events in the 
forward hemisphere and the backward hemisphere were calculated leading to 'raw' 
values of asymmetries. An average was taken of the uncorrected asymmetries from 
positive tracks and negative tracks and this was repeated at each energy point. 
The raw negative track asymmetry is given by:
"* , (5.57)
Ni 
and the raw positive track asymmetry is:
- A£B (uncorr) = * » , (5.58)
F ' B
The number of events in the forward(backward) hemispheres, Np(N&), the uncor­ 
rected positive and negative asymmetries, and the average uncorrected asymmetries 
are shown in table 5.19
7This is exactly the same as the cross-section event selection (table 3.5) except that there is no 
requirement for a minimum luminosity and only events with two charged tracks are selected.










0 _L Jl I I I I I I I I——I——L I I I II I I I I I I I
0 20 40 60 80 100 120
Events which have a fast track with a positive charge
























i i i i i i i i i h i i i i i i i
0 20 40 60 80 100 120
Events which have a fast track with a negative charge
140 160 180 
Polar angle
Figure 5.2: The polar angle distributions for the fastest positive and fastest negative tracks in 
the leptonic sample selected for the asymmetry analysis. Both figures are for 1-1 topology events
and correspond to the on-peak data of 1992.



























































































































Table 5.19: Columns 3-6 show the number of tracks in the forward and backward hemisphere for 
leptons and anti-leptons, columns 7-8 the corresponding asymmetries and column 9 the average
asymmetry, no corrections have been applied.
Step 2
A correction for the backgrounds has to be made. The hadronic background is 
negligible as it is of high (> 2) charged multiplicities, but the two-photon and 
cosmic background have to be subtracted. It has to be noted that both the cosmic 
and two-photon backgrounds have no asymmetries and this has an effect of lowering 
the asymmetry. To account for the decrease in the asymmetry values due to these 
backgrounds, the asymmetries were scaled up using the scale factor:
yu — N — N•*• ™ 3,SV 'W c^osmic
N, (5.59)asy
where N^ and Ncosm[c are the two-photon and cosmic backgrounds and ATasy rep­ 




The t-channel events have to be subtracted. This is a similar procedure to that 
of the t-channel subtraction in the cross-section computation but a new electron
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fraction has to be calculated as only 1 vs. 1 events make up the final event sample. 
The fraction of the final events sample which was 1 vs. 1 events was calculated using 



























Table 5.20: The fraction of 1 vs 1 events in the final event sample for the leptonic channels.
this case is defined as:
1-1




ee+e-//*+M~/T+T- represent the electron/muon/tau efficiencies. 
1C is the ratio ^r^-, #gen is the barrel to 4?r extrapolation ratio.
/ j. - represent the fractions shown in table 5.20.~ T^ T r
Now, the barrel asymmetry is given by:




where Afg(corr) is the asymmetry as in equation 5.60 and AFBchan is the asymmetry 
due to the t-channel effects.
ALIBABA and TOPAZO were used to calculate the t-channel asymmetry. This
is defined as:
= AFB (s +1) - AFB(S) (5.63)
where
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• AFB(S + t) and AFB(S) are the asymmetries for the s+t channel and the s- 
channel.
" C an is the asymmetry due to the t and the s-t channel interference for the
process e+e~ — >• e+e~.
To take into account the 9 = 90° crack, the forward and backward regions 





43° < 6 < 88°
92° < 0 < 137°
Table 5.21: The forward and backward regions for the asymmetry analysis taking into account
the ±2° crack at 6 - 90°.
these programs a direct calculation of equation 5.63 was not possible and a method 
was devised [58] to calculate the t-channel asymmetry in the polar angle ranges 
given in table 5.21.
Both programs can be used to calculate the cross-sections, <r, and the asymme­ 
tries, AFB- Then using the fact that:
a = <7F + <TB, (5.64) 
and , N (5.65)
cr 
where:
^F = if (I + AFB), (5.66)
OB = i«r(l - AFB ). (5.67)
Now, the forward and backward cross-sections, equation 5.66 and equation 5.67, can 
be calculated using the two programs in the polar ranges 43° - 90° and 90° - 137°. 
These can then be subtracted by their analogous quantities in the ranges 88° - 90° 
and 90° - 92° to give the asymmetries in the required ranges 43° - 88° and 92° - 137° 
as shown in equation 5.68:
(43-9°(s + 1) - <rr9°(s + t)) - (<r|°-'37(s + 1) - <-92 (s + t)) 
FB(S
(5.68)
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A similar approach (equation 5.68) is used to determine the s-channel asymmetry. 
Table 5.22 shows the measured asymmetries corrected for the backgrounds (Step 2) 














































































Table 5.22: Column 3 shows the asymmetry corrected for the backgrounds, column 4 shows the 
electron fraction, column 5 the t-channel asymmetry, and column 6 shows the barrel s-channel
asymmetry.
Step 4
The fact that ZFITTER constrains only one track has to be taken into account. The 
s-channel asymmetries calculated in Step 4 have been done so for the case where 
both the lepton and anti-lepton are in the barrel region. In order to correct for the 
case when one lepton is constrained to be in the barrel region, TOPAZO was used 
to calculate






_ js-chan— /1FB jltrk A/IFB — /IFB (5.70)
• AFgrk represents the asymmetries as calculated using TOPAZO with one of the 
two tracks constrained to be in the barrel. Cuts of 3 GeV/c on the momentum 
and 20° on the acollinearity were also applied.
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• ^FBF s is the same as A^ except that it represents the asymmetries for events 
with two tracks constrained to be in the barrel region.
• AF"gc an represents the measured s-channel asymmetries of table 5.22.
• Ap'e0 an(l trk) are the s-channel asymmetries corresponding to events which 
have one track in the barrel region.






























































Table 5.23: The s-channel asymmetries (column 5) corrected for the effect of constraining one 
track or two tracks in the barrel region. Columns 3 and 4 show the one and two track asymmetries
as calculated using TOPAZO.
Step 6
The asymmetries shown in table 5.23 are fully corrected s-channel asymmetries over 
the barrel region. It is worthwhile noting the fact that the asymmetry analysis is over 
the barrel region only and not over 4?r, again due to the t-channel for the electrons 
which diverges in the forward region. In this final step the s-channel asymmetries 
are corrected to the full solid angle.
Using the differential cross-section, equation 5.52, the asymmetry can be defined
as:
AFB =
fba [F(l + x2 ) + Gx] dx - }cd (F(l + x2 ) + Gx] dx
/a6 [F(l + z2 ) + Gx} dx + /cd [F(l + x2 ) + Gx} dx'
(5.71)
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where F and G are energy dependent factors, x is cos 0, a = cos 43° and b = cos 88°, 
and c = cos 92° and d = cos 137° (the polar angle ranges in which the asymmetries 
are determined). Using the conditions that d = -a and c = -6, equation 5.71 can 
be solved to be:
*- (5.72)
2[(a+f)-(6+f)]F
Now, the asymmetry for 4?r can be obtained from equation 5.72 imposing the con­ 
ditions that 6 = 0 and a = cos 2?r:
^FB — g -p • (5.73)
Using equation 5.72 and equation 5.73, the expression for the 4?r asymmetry in terms 
of the barrel asymmetry is:
d - 6) + (<Z3 - 63 )47T _ x 2 ^ ^2 .
Substituting the values of a and b into equation 5.74 the barrel to 4?r extrapolation 
factor for the asymmetries was determined to be 1.162.
A better approach would be to determine the barrel to 4?r extrapolation ratio 
at the different energy points. ZFITTER was used to calculate this ratio and then 
extrapolate the barrel s-channel asymmetries:
trk) x . (5.75) 
where
• Ape(meas) represents the final asymmetry corrected to the full solid angle but 
not for the cuts on the momentum and acollinearity.
• Ap" c^han (l trk) are the barrel s-channel asymmetries (see table 5.23).
are the asymmetries calculated over the full solid angle (using 
ZFITTER) with a 3 GeV/c cut on the momentum and 20° on the acollinearity.
• Apgrr(ZFIT) is the same as Apg(ZFIT) except that it represents asymmetries 
with one of the two tracks constrained to be in the barrel region.
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Figure 5.3: The s-channel forward-backward asymmetries for leptons. These have been corrected 
to the full solid angle but not for the cuts on the momentum and acollinearity. The curve represents 
the Standard Model prediction as determined using ZFITTER with mtop = 170 GeV, mHiggs =
300 GeV and Mz = 91.187 GeV.

































































Table 5.24: Table showing the final fully corrected asymmetries over the whole solid angle. Note,
no correction due to the 20° acollinearity cut and 3 GeV/c momentum cut has been made. Column
3 shows the barrel to 4?r extrapolation factor calculated using ZFITTER.
Table 5.24 shows the barrel to 4?r extrapolation along with the final s-channel 
forward-backward asymmetries over the full solid angle. Figure 5.3 shows the final 
asymmetries plotted against the centre-of-mass energies for the various years.
In summary, the steps used to calculate the asymmetries are:
• Obtaining an average asymmetry using the counting method, where the aver­ 
age is of the asymmetries due to the positive and negative tracks separately;
• applying a correction for the cosmic and two-photon backgrounds;
• accounting for the t-channel asymmetry and the selection inefficiencies;
• correcting the asymmetries to take into account the fact that ZFITTER con­ 
strains only one track;
and finally, extrapolating the s-channel asymmetries to the full solid angle.
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5.4 Uncertainties on the Asymmetries
5.4.1 Statistical Errors
The asymmetry has been determined using the counting method according to which
-Afe
If n = NF and N = NF + ATB one obtains
47r 2n-N AFB = —jj—- (5.77)
Thus the error on A^ translates as an error on n and this is taken to be the standard 
deviation of the binomial distribution, which in this case gives:
l -Jj- (5 - 78) 
Hence the statistical error on the asymmetry is:
•MFB) = £ x *(•>). (5-79) 
These statistical errors on the asymmetries are shown in table 5.24.
5.4.2 Systematic Errors
The possible sources of systematic errors on the forward-backward asymmetries 
determination are:
• errors associated with the background subtraction;
• errors due the failure of the A0 like-sign reclaim;
• an error due to both tracks in an event having wrongly assigned charges;
• errors due to the difference in the t-channel asymmetry calculated using AL- 
IBABA and TOPAZO;
• errors on the electron fraction;
• errors on the t-channel asymmetries (as calculated using ALIBABA and TOPAZO) 
due to variations in the masses of the top quark and the Higgs boson;
• an error due to the difference in the asymmetries determined using positive 
tracks and negative tracks;
• and an error due to the uncertainty on the polar angle 9.
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Uncertainties on the background subtraction
The cosmic muon and two-photon backgrounds were used to scale up the asymme­ 
tries (Step 2). The errors associated with these backgrounds were determined to 
make a negligible effect to the asymmetries.
Uncertainty on the like-sign reclaim
It was determined in section 3.6.2 that the HPC A(/> reclaim method failed approxi­ 
mately 24 % of the time. It failed in the sense that even when 2 tracks were found to 
be of opposite charges, it classified them as like-signs and changed their signs8 . Thus 
there will be a certain number of events (which were reclaimed using this method) 
which will have tracks whose signs have been swapped. The number of swapped-sign 
events in the reclaimed sample is given by:
Swapped = 0.24 x Arreclaimed . (5.80)
• In 1991, Acclaimed was 92 events and Afswapped was determined to be 22 events. 
These were distributed by luminosity and the effect of changing TVp and N& 
according to:
, / ix (Np ± Swapped) - C/VB T Arswapped) / KQ1 \ 
^(swapped) = (jVF±AUapped) + (JVBTAUpped) > (5 '81)
was studied. This 'swapping' of charges produced an error on the asymmetry 
of 0.0020 (absolute value).
• Similarly in 1992, Acclaimed was 365 events and A^wapped was determined to be 
91 events. This gave an error of 0.0036 on the asymmetry.
• In 1993, A r^eciaimed was 357 events and Arswapped was determined to be 86 events. 
The observed error on the asymmetry was 0.0021.
Uncertainty on the like-sign events
There is also a probability that both tracks in an event have a wrong charge as­ 
signment. The like-sign events discussed so far have been ones in which only one of
8 As an example, if a 'good' event had a fastest track which was positive and the other track 
was negative, the A<£ method changed the positive track to have a negative sign and vice-versa.
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the tracks in a 2 track event has had a wrong charge assigned to it. If both tracks 
have a wrongly assigned charge and assuming that the correlation (of wrong charge 
assignment) between the two tracks is negligible, then the probability that an event 
has 2 tracks with wrong signs is:
p2 track _ 
swapped
like—sign (5.82)
where A^ke-sign is the number of like-sign events and Aftotai is the total number of 
events in the sample. This quantity was found to be negligible.
Difference in the t-channel asymmetry
The t-channel asymmetry is determined by averaging the values calculated using 
ALIBABA and TOPAZO. The difference between the values obtained from AL- 
IBABA and TOPAZO translates as an error at each energy point. The absolute 
error due to the difference at each energy point is calculated and scaled up by the 
electron fraction at that point to give the systematic error.
Table 5.25 shows the systematic error at each energy point due to the difference 

































































Table 5.25: Table showing the systematic error due to the difference in the t-channel asymmetry
as determined using ALIBABA and TOPAZO.
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Variations in mt0p and mHigg8
The t-channel asymmetries were calculated using ALIBABA and TOPAZO. By 
varying the masses of the top quark and the Higgs boson it was found there was a 
negligible effect on the final t-channel asymmetry. Note, that the same variation in 
and mHiggs were made as in the section on the cross-section systematics.
Uncertainty on the electron fraction
The asymmetry electron fraction (equation 5.61) has errors associated with the e+ e~, 
/u+ //~, and r+ r~ efficiencies and the ratio 1C. The error on the electron fraction can 
be written as:
r/ 4- — \ r fK oo\ 0\G 6frac J = -——————OX, ^O.OoJ
where
This equation can be re- written as:
(5.85)
where Sx represents the error on equation 5.84. Now, this error on the electron 
fraction enters the asymmetry analysis scaled by the actual value of the t-channel 
asymmetry and so the error can be written as :
*(e+e£j = AJS*" x (e+«w)2 x Sx, (5.86)
where Ap~ c^han is the t-channel asymmetry (see table 5.22). Taking into account all 
the fractional errors on the efficiencies and on /C (which are all uncorrelated) and 
using the above equation the error on the electron fraction was calculated and is 
shown in table 5.26.
Difference in the positive and negative track asymmetries
The asymmetries determined using positive tracks and the asymmetries determined 
using negative tracks should in principle be the same. The reason that they are 
different is the fact that the forward and backward hemispheres of the TPC do not 
measure exactly the same 0. Hence, in the asymmetries determination an average

























Table 5.26: The errors on the asymmetries (column 4) due to the errors on the electron fraction.
Column 3 represents the error on x (see equation 5.84).
was taken of the two asymmetries and now a systematic error due to the difference 
(in the asymmetries) has to be assigned to the final asymmetries. The error due to 
this difference is given by:
8(AJ£) = AFB ~ AFB (5.87)
where
• Ascaie is the factor by which the asymmetries are scaled to take into account 
the backgrounds.
are the positive/negative track asymmetries.
Using the asymmetry values from table 5.19 and substituting them into equa­ 
tion 5.87 the resulting error on the final asymmetries are shown in table 5.27.
Uncertainties on the polar angle
It was shown previously that there was a shift of < 0.3 mrad in the polar angle 0. 
The polar angle cuts were changed by ± 0.3 mrad and the effects on the absolute 
values of the asymmetries were observed. It was found that this change made a 
negligible effect (a change of 8.5 x 10~5 on the peak asymmetry value for 1993) on 
the measured forward-backward asymmetries.
The systematic errors on the final forward-backward asymmetries are given in 
table 5.28.

































Table 5.27: The error on the final asymmetries due to the error on the difference between the
positive and negative track asymmetries.
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reclaim method
Events in which both tracks have 
wrongly assigned charges
ALIBABA and TOPAZO 
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Table 5.28: The systematic errors on the final inclusive lepton forward-backward asymmetries.
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5.5 Chapter Summary
This chapter described the various steps involved in the determination of the inclu­ 
sive lepton cross-sections and forward-backwards asymmetries. The cross-sections 
were corrected for the backgrounds, the trigger and selection efficiencies, the t- 
channel e+e~ events (using ALIBABA and TOPAZO) and extrapolated to the full 
solid angle using TOPAZO. Further corrections were made for the LEP beam energy 
spread, the momentum and acollinearity cuts, and the final cross-sections correspond 
to events in which one track was constrained to be in the barrel region (this cor­ 
rection was made in light of the fact that ZFITTER constrains only one track). A 
similar approach was adopted for the forward-backward asymmetries. The same 
corrections were applied except the corrections for the momentum and acollinearity 
cuts and the LEP beam energy spread.
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Chapter 6 
Fits and Discussion of Results
Chapter Abstract
This chapter is divided into two sections. In the first section, the inclusive lepton analysis 
cross-sections and forward-backward asymmetries are compared with the corresponding 
results from the lepton-identified analyses. In the second section, the results of the fits 
(using ZFITTER) to the experimental data, are presented. Various quantities are derived 
(from the results of the fits) and discussed within the framework of the Standard Model.
6.1 Comparison with Lepton-identified Analyses
All is now in place to compare the cross-sections and forward-backward asymmetries 
measured using the inclusive lepton analysis and the lepton-identified channels. The 
results used for the lepton-identified channels are the ones presented by the DELPHI 
collaboration at the International Conference on High Energy Physics (ICHEP) in 
Glasgow (1994). Note that, the results given for 1993 are of a preliminary nature 
and hence subject to possible change. For comparison purposes, the combined LEP 
results (average of the four LEP experiments) are also shown.
6.1.1 Comparison of Cross-sections
In order to do a comparison of the inclusive lepton cross-sections with the standard 
leptonic analyses, ZFITTER was used. This involved:
• correcting (where appropriate) the lepton-identified cross-sections to 4?r ac­ 
ceptance and for the cuts on the momenta and acollinearity;
• determining the weighted mean of these at the different energy points;
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• and calculating the ratio of the weighted mean (cross-sections) to those mea­ 
sured for the inclusive lepton analysis.
Figure 6.1 shows the cross-sections for the different lepton-identified channels. 
Note that, the electron and muon cross-sections have not been corrected for cuts on 
the polar angle acceptance, momenta, and acollinearity. The cuts used by the physics 


























Table 6.1: The cuts used by the physics teams working on the lepton-identified cross-sections and 
asymmetries. The same cuts were used for the years 1991, 1992, and 1993. The tau cross-sections 
and asymmetries are fully corrected to the full solid angle and for cuts on the momentum and 
acollinearity. Note that, in the muon channel the cut on the acollinearity was 20° in 1992 and 1993
and 10° in 1991.
ZFITTER was used to determine, at each energy point, the following quantities:
(jft-(ZFIT)






• <Jg+ e_/ + _ (corr) are the electron/muon cross-sections corrected to the full 
solid angle and for the cuts on the momenta and acollinearity.
• <7e+e-/M+M~ (meas) represent the measured electron/muon cross-sections as shown 
in figure 6.1.
• cre+ e-/At+ M-(ZFIT) are the electron/muon cross-sections determined with the 
cuts in table 6.1 using ZFITTER.
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Figure 6.1: Cross-sections in the (a) e+ e~, (b) fi+n~ and (c) r+ r~ channels. Note, the different
scales. The electron and muon cross-sections have not been corrected for cuts on the polar angle
acceptance, momenta, and acollinearity. The curves represent the Standard Model predictions as
calculated using ZFITTER with Mz = 91.187 GeV, mtop = 170 GeV, mHigg3 = 300 GeV.
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are the lepton cross-sections calculated using ZFITTER with no 
cuts imposed. These are the averages of the electron, muon, and tau cross- 
sections (that is cross-sections calculated assuming lepton universality).
The errors on the cross-sections are also scaled up using the fractions in equations 6.1 
and 6.2. The fully corrected cross-sections are shown in figure 6.2.
The next step involved the determination of the weighted mean for the lepton- 
identified cross-sections. The expression used to calculate the weighted mean is:
_wm ~~
and the error on crw ism
(~ \ ~T~ ~\ (6-4)
where (11/2/3 represent the electron/muon/tau cross-sections and the 6(01/2/3) the 
corresponding errors.
In order to compare the weighted mean cross-sections and the inclusive lepton 
cross-sections, both the statistical and systematic errors have to be used. By com­ 
paring event lists it was determined that there was a non-complete overlap (approx­ 
imately 73 % of the events were common) between the inclusive lepton event sample 
and the lepton-identified samples. This was due, in part (there are also differences 
in the event selection criteria and the run selection criteria), to the fact that the 
polar angle acceptances in the analyses were different. Using the systematic errors 
on the separate channels (see table 6.2) and the non-complete statistical overlap, the 
weighted mean cross-sections were re-evaluated and the following ratio determined:
^inclusive
where
• Identified represents the weighted mean of the lepton-identified cross-sections. 
These were calculated using equation 6.3.
• ^inclusive represents the inclusive lepton cross-sections (see table 5.11).
is the ratio of the two sets of cross-sections, which should be unity.
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Figure 6.2: Cross-sections in the (a) e+ e~, (b) p+p~ channels. The cross-section have been
extrapolated to the full solid angle and corrected for cuts on the momenta and acollinearity. Only
statistical errors are shown. The curves represent the Standard Model predictions as calculated
using ZFITTER with Mz = 91.187 GeV, mtop = 170 GeV, mHiggs = 300 GeV.


































Table 6.2: The systematic errors given for the lepton-identified cross-sections and asymmetries
for the various years. Note, the errors associated with the electron channel are for the s-channel
only. The errors for 1993 are given as preliminary values and are subject to change.
• 6(Rcomp) is the error on the ratio. This was calculated by adding the systematic 
errors and the uncorrelated statistical errors in quadrature.
The ratios of the cross-sections (equation 6.5) were computed for each energy 
point and the results are shown in figure 6.3. The level of agreement (disagreement) 
between the weighted mean of the lepton-identified cross-sections and the inclusive 
lepton cross-sections is:
• In 1991, taking a weighted mean (over the different energy points), RCOmp was 
calculated to be 0.9991 ± 0.0048. The uncertainty on the ratio takes into 
account the systematic errors and the uncorrelated statistical errors.
• In 1992, Rcomp was calculated to be 1.0032 ± 0.0050.
• In 1993, was determined to be 0.9946 ± 0.0034.
6.1.2 Comparison of For ward-Back ward Asymmetries
To compare the asymmetries, an approach similar to the one above was used. ZFIT- 
TER was used to correct (where appropriate) the lepton-identified asymmetries and 
the inclusive lepton asymmetries to the full solid angle and for the cuts on the mo­ 
menta and acollinearity. A weighted mean was calculated for the lepton-identified 
asymmetries. The difference between these mean values and the corrected inclu­ 
sive lepton asymmetries at various energy points represents a test of the level of 
agreement (disagreement) between the analyses.
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Figure 6.3: The ratio of the cross-sections from the lepton-identified channels and the inclusive
lepton channel. For clarity, the peak cross-sections in (a) are shown in (b). The uncertainty on
the ratio takes into account the systematic errors and the uncorrelated statistical errors.
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Figure 6.4 shows the forward-backward asymmetries for the different lepton- 
identified channels. Note that, the asymmetries in the electron and muon channels 
have not been corrected for the polar angle acceptance and for the cuts on the 
momenta and acollinearity.
The forward-backward asymmetries in the e+ e~ and jU+ //~ lepton-identified chan­ 
nels and the inclusive lepton channel have to be corrected. In order to do this 
correction, ZFITTER was used to calculate at each energy point:
= AFB (no cuts) - AFB (cuts), (6.6) 
and hence the corrected asymmetries are
AFB (47r) = AFB (measured) + A|5T , (6.7) 
where
O cuts) represents the asymmetries calculated using ZFITTER (in the 
e+ e~, jW+ jU~, or the inclusive lepton channel) with no cuts imposed. In the 
case of the inclusive lepton asymmetries, assuming universality, an average 
was taken of the e+ e~, //+ /w~, and T+T~ asymmetries.
(cuts) represents the asymmetries which are the same as AFB (no cuts) 
except that they were determined taking into account the cuts used by the 
various analyses.
} represents the asymmetries for the lepton-identified channels (e+ e~ 
or //+^~) or the inclusive lepton channel. These have been corrected to the 
full solid angle and for the cuts on the momenta and acollinearity.
• AFB (measured) represents the asymmetries measured by the various analyses.
The asymmetries corrected using this method are shown in figure 6.5.
Once corrected, a weighted mean was determined for the lepton-identified asym­ 
metries and the difference between these and the inclusive lepton asymmetries was 
calculated at each energy point. A comparison of the asymmetry event lists showed 
that there was approximately 64 % correlation1 between the inclusive lepton sample
1 This is lower than correlation in the cross-section event samples due to the fact that the muon 
asymmetries are determined over a larger 0 range.
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Figure 6.4: Forward-backward asymmetries in the (a) e+e~, (b) //+//" and (c) T+T~ channels. 
The asymmetries in the electron and muon channels have not been corrected for the polar angle 
acceptance and for the cuts on the momenta and acollinearity. The curves represent the Standard 
Model predictions as calculated using ZFITTER with Mz = 91.187 GeV, mt0p = 170 GeV, mHiggs
= 300 GeV.
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Figure 6.5: Forward-backward asymmetries in the (a) e+ e~, (b) ju+ //~ and (c) inclusive lepton
(/+ /~) channels. The asymmetries have been extrapolated to the full solid angle and corrected for
the cuts on the momenta and acollinearity. The curves represent the Standard Model predictions
as calculated using ZFITTER with Mz = 91.187 GeV, mt0p = 170 GeV, mHiggs = 300 GeV.
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and the lepton-identified samples. The uncertainty on the difference between the 
weighted mean asymmetries and the inclusive lepton asymmetries took into account 
the systematic errors and the uncorrelated statistical errors.
The difference in the asymmetries mentioned above is given by:
AAFB (comp) = A n^tified - A l^usive ± £(AFB (comp)), (6.8)
where A n^tlfied represents the weighted mean of the lepton-identified asymmetries, 
^mdusive represents the inclusive lepton asymmetries, and <S(AFB(comp)) represents 
the uncertainty on the difference which takes into account the uncorrelated statistical 
errors and the systematic errors. The values of AAp£(comp) (which should be 0) 
represent the degree of compatibility between the lepton-identified asymmetries and 
the inclusive lepton asymmetries. Figure 6.6 shows AAp^comp) for the years 1991, 
1992 and 1993. The level of agreement (disagreement) between the lepton-identified 
asymmetries and the inclusive lepton asymmetries is:
• In 1991, taking a weighted mean (over the different energy points),
was calculated to be -0.0066 ± 0.0096. The uncertainty on the difference takes 
into account the systematic errors and the uncorrelated statistical errors.
• In 1992, AAFB (comp) was calculated to be -0.0071 ± 0.0069.
• In 1993, &AFB (comp) was determined to be 0.0019 ± 0.0059.
In summary, comparing the lepton-identified cross-sections and forward-backward 
asymmetries with the ones measured using the inclusive lepton analysis, it was found 
that there was good agreement between the two sets of data.
6.2 Fits to Cross-Sections and Asymmetries
This section describes how the Z° resonance parameters and the couplings of the 
Z° to charged leptons were extracted from the data by fitting the experimental line- 
shapes and leptonic asymmetries. The fit to the inclusive lepton cross-sections and 
asymmetries in conjunction with the hadronic cross-sections2 were carried out using
2 The fact that Z° decays into hadrons 70 % of the time compared to 10 % for the leptons, 
allows a fit using hadronic data to give MZ and TZ with a much better statistical accuracy.























Figure 6.6: The difference between the weighted mean of the lepton-identified asymmetries and 
the inclusive lepton asymmetries. For clarity, the peak asymmetries in (a) are shown in (b). 
The uncertainty on the difference takes into account the systematic errors and the uncorrelated
statistical errors.
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ZFITTER (version 4.6). The theoretical formalism of the ZFITTER calculations 
allows an almost model independent interpretation of the observed quantities, in­ 
volving an up-to-date treatment of initial and final-state QED effects, electroweak 
and QCD corrections. A \2 minimization procedure (See section 1.7) was used to fit 
the theoretical expressions to the measured lineshapes and asymmetries, including 
a full covariance matrix treatment of the errors. The errors on the LEP energies 
and their point-to-point correlations were also taken into account.
The correlation (if any) between the systematic errors on the cross-sections and 
asymmetries for the years 1991, 1992, and 1993 have to be accounted for as well. 
The approach used involved taking the lowest of the three values of the systematic 
errors3 as the common error between the years.
A standard 5 parameter fit was carried out to the inclusive lepton cross-sections 
and forward-backward asymmetries and the hadronic cross-sections. These param­ 
eters are convenient for fitting and averaging as they have minimal correlations 
between them:
• The mass and total width of the Z°, MZ and F^, where these quantities are 
defined on the basis of the denominator of the Breit Wigner Z° propagator:
1 (6.9)
• The hadronic pole/peak cross-section:
o
where Fe and Fhad are the partial widths of the Z° for decays into electrons 
and hadrons.
• The ratio:
ft = %*, (6.11)
M
where FI is the partial width of the Z° for the decays Z° -> /+ /~. Under 
the assumption of universality the expected [59] difference between the values 
for Fe and FM and the value for FT is approximately 0.2 % due to the mass
3See table 5.18 and table 5.28 for the systematic errors on the inclusive lepton cross-sections 
and forward-backward asymmetries.
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correction term in FT . The leptonic partial4 can be written in terms of the 
effective vector and axial-vector couplings, g\ and $,, as:
_,r = (6.12)
where GF is the Fermi coupling constant, a is the QED fine structure constant, 
and the last factor takes into account the final-state radiation.
• The pole/peak leptonic asymmetry, (A^)1 . In terms of the effective vector 
and axial-vector neutral current couplings, glv and gla , this asymmetry can be 
written as:
(A° By = -AeA,, (6.13)
where
Note that, in this choice of parameters there is an inherent assumption of lepton 
universality. The results of the 5 parameter fit are shown in table 6.3 and the 
correlations between the parameters are shown in table 6.4. Also shown in table 6.3 









91.1876 ± 0.0052 GeV 
2.4971 ± 0.0061 GeV 
41.23 ± 0.17 nb 




91.1869 ± 0.0052 GeV 
2.4951 ± 0.0059 GeV 
41.26 ± 0.17 nb 




91.1889 ± 0.0044 GeV 
2.4974 ± 0.0038 GeV 
41.49 ± 0.12 nb 
20.795 ± 0.040 
0.0170 ± 0.0016
18.4/15
Table 6.3: The results of the 5 parameter fits to the inclusive lepton data (column 2) and the 
hadronic data. For comparison the corresponding DELPHI results, column 3 (5 parameter fit 
to the lepton-identified and hadronic data), and the LEP results (same as column 2 and 3 but 
averages over the LEP experiments) are shown. The method of LEP averaging is discussed below.
LEP Average
The electroweak parameters derived by the LEP experiments were combined [60] 
taking a weighted mean of the fit variables. For the calculation of the derived quan­ 
tities an average correlation matrix, or the matrix of any one of the experiments, 
4 For massless leptons.

































Table 6.4: The correlation coefficients between the Z° resonance parameters used in the 5 param­
eter fit.
can be used. Common errors (common amongst the experiments) arise from the 
absolute LEP energy scale, the relative energies of the different scan points and the 
theoretical uncertainty in the Bhabha cross-section used in the luminosity calcula­ 
tions.
Each of the experiments provided5 a correlation matrix for their parameters, and 
also a matrix including only the uncertainties introduced by the LEP energy cali­ 
brations. The theoretical uncertainty for the calculation of the small angle Bhabha 
cross-section, which is assumed to be fully correlated amongst the experiments, was 
taken into account. Using all this information a full covariance matrix of the input 
parameters was constructed and a x2 minimization procedure was used to obtain a 
combined parameter set (this is the set shown in table 6.3).
6.3 Interpretation of Results
Using the results of table 6.3 and the relations in equations 6.10 - 6.13, the param­ 
eters shown in table 6.5 were derived. Various other parameters can be determined 
from all the results obtained so far.
The values of p and sin
It was established in Chapter 1, that:
• a measurement of the cross-section leads to the determination of the effective 
rho (p) parameter,
5The responsibility of averaging the results from the four LEP experiments lies with the LEP 
Electroweak Working Group.
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83.82 ± 0.29 MeV 
(1.65 ±0.36)xlO-3
0.2505 ± 0.0009
1.7375 ± 0.0066 GeV
508.4 ± 5.8 MeV
6.065 ± 0.069
83.86 ± 0.28 MeV 
(1.35 ±0.25)xlO-3
0.2510 ± 0.0009
1.7351 ± 0.0064 GeV
508.7 ± 5.7 MeV
6.066 ± 0.069
83.96 ± 0.18 MeV 
(1.44 ± 0.14) xlO~3
0.2512 ± 0.0006
1.7459 ± 0.0040 GeV
499.8 ± 3.5 MeV
5.953 ± 0.046
Table 6.5: The quantities derived from the results (table 6.3) of the ZFITTER fit to the inclusive 
lepton data and the hadronic data. Note, that Tinv is the partial width for Z° decays into invisible
final states.
• and a measurement of the forward-backward asymmetry leads to the determi­ 
nation of the effective weak mixing angle, sin2
Using the relations for the vector and axial-vector couplings:
(6.15)
and
ieff _ 1 (6.16)
the values of the effective rho parameter and the effective weak mixing angle were 




1.0020 ± 0.0036 
0.2297 ± 0.0024
DELPHI
1.0040 ± 0.0036 
0.2317 ± 0.0017
LEP average
1.0047 ± 0.0022 
0.2311 ± 0.0009
Table 6.6: The values of the effective rho parameter and the effective weak mixing angle as 
determined using the inclusive lepton data and the DELPHI lepton-identified data. The combined
LEP values are also shown.
The number of light neutrino families
From the measurements of the total width and the partial decay widths into hadrons 
and leptons, the width of the Z° decaying into invisible particles can be derived:
~ 3Fl, (6.17)
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which can be written as:
(6.18)









is the Standard Model [39] value of:
SM
inv •
= 1.992 ±0.002, (6.20)
and using the value of r^v/Fi (table 6.5) the number of neutrino families was de­ 








Table 6.7: The number of neutrino families determined using the inclusive lepton data.
The values of aa and mtop
Using the cross-sections and asymmetries and the results derived from the 5 param­ 
eter fit, the values of the strong coupling constant as and the mass of the top quark 
can be obtained.
The QED coupling constant, a, represents the strength of the interaction be­ 
tween charged particles and photons. In direct analogy to this, the strong coupling 
constant, as , represents the coupling of the strong charges (colour) of the quarks, 
via an appropriate mediating boson (gluon).
To obtain a value for as the quantity R\ (among other quantities) may be used. 
In fits to the Standard Model this quantity is practically independent of the top and 
Higgs masses, because in the ratio (which R\ represents) of the two partial widths
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the main contributions to the weak radiative corrections cancel. Through QCD 
corrections in the hadronic final states R\ depends on as as:
R} = »aa=0 (6.21)
where #fs=0 is the value of R\ in the absence of QCD corrections, and the QCD 




For the extraction of as a Standard Model fit to all the data (which includes the 
R\ result) was carried out in which the number of neutrino families was constrained 








Table 6.8: The value of the strong coupling constant determined by fixing the number of neutrino
families to be 3.
It was mentioned in Chapter 1 that the effective rho parameter, p, depended 
quadratically on the mass of the top and logarithmically on the mass of the Higgs. 
This dependence [62] is shown below:
51~ sn , (6.23)
where GM is the Fermi coupling constant, MW is the mass of the W boson, and Ow 
is the weak mixing angle.
A Standard Model fit to the inclusive lepton data (and the hadronic data) was 
carried out, constraining the value of as to be6 :
as = 0.123 ± 0.005,
yielding the following value for the mass of the top quark:
(6.24)
mtop = 178 Ig(expt) iS(Higgs), (6.25)
6This value was determined by the DELPHI collaboration (see [63]).
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where (Higgs) represents the variation due to the Higgs boson masses in the range 
60 GeV to 1000 GeV, with a central value of 300 GeV. The values given by the 
DELPHI collaboration and the combined LEP average are:
mtop (DELPHI) - 170 ^l(expt) IJS(Higgs), (6.26)
and
mtop (LEP) = 173 Ig(expt) ^(Higgs). (6.27)
One final comparison was done. Recall that, the two quantities directly deter­ 
mined by this analysis are the peak asymmetry, (Ape) 1 , and the leptonic width, FI 
(which is implicit in the definition of R\). Figure 6.7 shows these values in com­ 
parison to the corresponding values predicted by the Standard Model. It shows 
the probability contour of fixed x2 ? corresponding to 68 % confidence level, in the
6.4 Summary and Conclusions
This thesis described an inclusive analysis of the lepton pairs produced by the e+ e~ 
annihilations at LEP. The cross-sections and forward-backward asymmetries for the 
process e+ e~ — > l+ l~ for the years 1991, 1992 and 1993 were experimentally deter­ 
mined at centre-of-mass energies in the range |\/s — MZ\ < 3 GeV. The results are 
shown in tables 5.11 and 5.24.
These cross-section and asymmetry results were compared with the weighted 
averages (assuming lepton universality) of the lepton-identified results. The lepton- 
identified results were in the channels Z° -> e+ e~, Z° — > /u+^~, and Z° — >• T+T~. 
Table 6.9 shows the results of the comparison. The primary aim of this analysis was 
to provide a cross-check to the lepton-identified analyses. This has been done, and 
it can be seen (table 6.9) that there is a high degree of compatibility between the 
two sets of analyses.
The cross-sections and asymmetries were also fit together with the hadronic 
cross-sections measured by DELPHI for the same data samples. A 5 parameter fit 
was carried out. The parameters used were the mass, Mz, and total width, Tz , of 
the Z°, the ratio of the hadronic partial width, rhad, to the leptonic partial width,
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Figure 6.7: The shaded area is enclosed by a contour of constant x2 (68 % confidence 
level) 
for the peak leptonic asymmetry versus the ratio of the hadronic to leptonic partial widths
 The 
arrowed lines correspond to the variation of the Standard Model prediction when mto mH 
or a 
are varied in the intervals 70 < mt0p(GeV) < 270, 60 < mH(GeV) < 1000, aM2 = 0°123 ± 
0 006* 
respectively. The point of intersection of the arrowed lines is the Standard Model predictio
n for 
MZ = 91.1876 GeV, mtop = 170 GeV, mH = 300 GeV, and <*s = 0.123. The arrows point 
in the 
direction of increasing values of mtop , mH and c*s . The star represents the value determined
 from 
the 5 parameter fit to the inclusive lepton data and the hadronic data (see table 6.3).








0.9991 ± 0.0048 





-0.0066 ± 0.0096 
-0.0071 ± 0.0069 
0.0019 ± 0.0059
Table 6.9: Comparison of the results from the inclusive lepton analysis and the lepton-identified 
analyses. The expected values of -RComp and &.AFB (comp) are 1 and 0 respectively.
I, and the leptonic peak asymmetry, (A^B ) . The results of the fit were:
Mz = 91.1876 ± 0.0052 GeV
Fz = 2.4971 ± 0.0061 GeV
aj = 41.23 ± 0.17 nb
Ri = 20.73 ±0.09
= 0.0195 ± 0.0042
= 34/35
Using the results of the 5 parameter fit and the correlations between the fitted 
parameters, the values of various parameters can be derived, table 6.10. For com­ 
parison purposes, also shown are the Standard Model predictions. The values of 
MZ, o:s , and mt0p, which were obtained by fitting to the inclusive lepton data (and 
the hadronic data), were used as input to ZFITTER (which was used to calculate 
the Standard Model predictions).
In the previous sections it has been shown that the experimental results obtained 
are in agreement with the corresponding current values from the DELPHI collab­ 
oration and the combined LEP results. Now, using table 6.10, the conclusion can 
be drawn that the results from the inclusive lepton analysis are consistent with the 
corresponding Standard Model predictions which were determined using a value of 
178 GeV for the mass of the top quark and assuming a value of 300 GeV for the 
Higgs boson mass.






































Table 6.10: Various parameters derived from the 5 parameter fit results. Also shown are the cor­ 
responding Standard Model predictions which were calculated using ZFITTER. 'Input' represents 
the fact these parameters were used as input to ZFITTER when calculating the Standard Model 
predictions. In additions to these inputs a value of 300 GeV was used for the Higgs boson mass.
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Appendix B
The Contents of a Leptonic
Micro-DST
In the micro-DST, all angles are given in degrees, distances are given in cm, energies 





3) LEP fill number
4) File sequence number
5) Centre of mass energy
6) Magnetic field
7) Number of charged tracks
8) Number of neutral tracks
9) Number of unassociated muon chamber TERs
10) Acollinearity (of two tracks with highest momentum)
11) Word containing Bl trigger bits




16) Number of data blocklets following ( = number of charged tracks + number of 
neutral pas -f 1 for extra muon hits
then 1 word per blocklet: 
17 - 17+blocklets-l) blocklet identifier and word-count, packed in 1 word
For the two tracks with greatest momentum:
1) Blocklet identifier - 50 for charged tracks
2) Quality flag - bits flagging useful points of information about the track
bit 1: ID used in track fit
bit 2: TPC used in track fit
bit 3: OD used in track fit
bit 4: FCA used in track fit
bit 5: FCB used in track fit
3) Momentum
4) Theta of the track at the perigee
5) Phi of the track at the perigee
6) Charge





11) x2 of the fitted track
12) Isolation angle
13) DELANA mass code assigned to the track
14) Impact parameter (signed) - closest approach in rcj)
15) Z at closest approach in rcf>
16) Time of flight from TOF
17) Error on time of flight
18) Word for outer detector timing information - not yet available
19) Total energy associated with the track by the Combined Calorimetry code
20) Total energy in the electromagnetic calorimeters associated with the track
21) Total energy in the hadron calorimeters associated with the track
22) Number of muon chamber hits associated with the track
23) TOF information (TDC-f 256*ADC) external
24) TOF extra blocklet word 8 (TDC-f 256*ADC) internal
Calorimeter information:
1) Blocklet identifier for Combined Calorimetry (CCA)
2) Total associated energy (E) in CCA
3) S(E)
4) x coordinate of the start of the shower
5) y coordinate of the start of the shower
6) z coordinate of the start of the shower
7) 0 direction of the shower
8) cf> direction of the shower
9) DELANA mass identifier of the shower
10) dummy words to make
11) cca blocklet
12) standard
13) Blocklet id for electromagnetic calorimetry
14) Total associated energy (E) in FEMC and HPC
15) 6(E)
16) x coordinate of the start of the shower
17) y coordinate of the start of the shower
18) z coordinate of the start of the shower
19) 0 direction of the shower
20) (/> direction of the shower
21) DELANA mass identifier of the shower
22) Layer information: number of layers hit
23) Layer pattern - if layer n is hit then bit n — 1 is set
24) Detector identifier, so that FEMC can be distinguished from HPC
25) Blocklet id for hadron calorimetry
26) Total associated energy (E) in HCAL
27) 6(E)
28) x coordinate of the start of the shower
29) y coordinate of the start of the shower
30) z coordinate of the start of the shower
31) 0 direction of the shower
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32) <t> direction of the shower
33) DELANA mass identifier of the shower
34) Layer information: number of layers hit
35) Layer pattern - if layer n is hit then bit n — 1 is set
36) Detector identifier
Muon chamber information
1) Blocklet identifier = 52
2) Number of layers in muon chambers associated with the track by EMMASS
3) Global chi**2
4) Expected number of missed layers
5) Hit information - information for each TER associated (up to 7)
1) Detector id*10 + submodule id*1000 + and doublet /triplet flag*10000 + 
whether TER is active(l)/deactive(0) after EMMASS
2) layer chi**2
Other tracks (up to 6)
1) Blocklet identifier = 50




7) S(p)/p 8) 8(0)
9) S(phi)
10) Track length
11) x2 °f the fitted track
12) Isolation angle
13) DELANA mass code
14) Impact param (signed) - closest approach in rphi.
15) Z at closest approach in rcj)
16) Time of flight from TOF, 9999 if there is no information
17) Error on TOF
18) Word for outer detector timing information (not yet available)
19) Total energy associated with the track by the Combined Calorimetry code
20) Total energy in the electromagnetic calorimeters associated with the track
21) Total energy in the hadron calorimeters associated with the track
22) Number of muon chamber hits associated with the track
Neutral tracks - up to 10
1) Blocklet identifier = 51
2) Detector identifier (bitted word - bit 1 CCA, bit 2 HPC/FEMC, bit 3 HCAL)
3) Shower energy in CCA )
4) shower energy in HPC/FEMC )if there is cca data then the emcal/hcal data
5) shower energy in HCAL)will have been used to produce it
6) a?)
7) y )these values are for the first shower found on the DST -
8) z )MAKE_DST looks first at CCA, then at HPC/FEMC, then at HCAL
9)0)
11) DELANA mass id
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Unassociated muon chamber hits
1) Blocklet identifier = 52
2) Number of TERs for which information is recorded below






i) Doublet /triplet flag
Simulation information (if any)
1) Blocklet identifier = 53
2) Number of charged particles for which information is recorded below (max 10)
3) Total number of charged particles that were present
4) Number of neutral particles for which information is recorded below (max 10)
5) Total number of neutral particles that were present
For each simulated particle - charged particles first then neutrals
1) Momentum
2) Energy
3) 0 at production
4) (j> at production
5) Charge
6) Mass identifier
7) Number of generations
8) Number of generations recorded (max 10, if word 7 > 10 then the 10 earliest 
generations will be recorded)
9).... 18) Mass ids of particles. The first one is the initial state particle, the last one 
will usually be the final state particle.








8) Mass code 1
9) Mass code 2
Information on the VD refit
1) Blocklet identifier = 54
2) Number of charged tracks for which refit has been attempted (NCHVD)
3) Beamspot quality - 0 is good
For each track:
4 - 4+NCHVD-l) Number of vertex detector hits associated with the track
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For each track, the track perigee parameters before and after the refit, with re­ 
spect to the beamspot.
a) Signed impact parameter before refit
b) z before refit
c) 0 before refit
d) (j> before refit
e) l/p (signed) before refit
a) Signed impact parameter after refit
b) z after refit
c) 6 after refit
d) <j> after refit




Event shape variables are useful in describing the geometries found in e+ e~ annihi­ 
lations. In this appendix the thrust is described. It is an interesting quantity as it 
provides an approximation to the initial direction of motion of the lepton pair, in 
particular for r+ r~.
By definition the thrust is :
- n \Pi • n\
2_^=i Pt\
where the sum is taken over all particles i of the event and where the axis n for 
which the maximum is obtained is called the thrust axis. For ideal two-jet events 
one obtains T = 1 while perfectly spherical events lead to T = 1/2. The thrust 
major axis (Tmajor), which is defined in analogy to T, is orthogonal to the thrust 





BARREL - The barrel region, in the analysis presented in this thesis, is the polar
angle acceptance of 43° < 0 < 137°
BCO - Beam Cross Over
Blocklet - a piece of DELPHI data, beginning and ending with a word count, and
having two words set aside for identifiers and error flags
BRICH - Barrel Ring Imaging CHerenkov detector
Cosmics - Muons from cosmic rays that traverse DELPHI
DAS - Data Acquisition System
DELANA - the DELPHI software for event reconstruction
DELFARM - the cluster of workstations where the DELPHI data is processed
DELPHI - the DEtector with Lepton, Photon and Hadron Identification
DELSIM - DELPHI SIMulation program
DST - Data Summary Tape
Energy - Throughout refers to the centre-of-mass energy
EPA - The Electron Positron Accumulator
FASTBUS - A crate based electronics system used in DELPHI read-out
FCA - Forward Chamber A
FCB - Forward Chamber B
FEMC - Forward Electromagnetic Calorimeter
FIP - Fastbus Intersegment Processor
FRICH - Forward Ring Imaging CHerenkov detector
FSR - Final-State Radiation
HCAL - Hadron Calorimeter
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HOF - Forward Hodoscope (scintillators)
HPC - High density Projection Chamber - the barrel electromagnetic calorimeter
IB A - Improved Born Approximation
ID - Inner Detector
ISR - Initial-State Radiation
LEP - the Large Electron Positron collider
Lineshape - The cross-section for the process e+e~ —> f+ f~ (f = fermion) as a
function of the centre-of-mass energy
rn.i.p - Minimum Ionizing Particle
MSM - Minimal Standard Model
MUB - Barrel Muon Chambers
MUF - Forward Muon Chambers
MWPC - MultiWire Proportional Chamber
Octant - The DELPHI barrel region is divided into eight octants for triggering
purposes
On-Peak - Refers to the peak energy point of 91.2 GeV
Off-peak - Refers to the energy points within ± 3 Gev of the peak energy point
OD - Outer Detector
PS - Proton Synchrotron
PXDST - software which strips TANAGRA data down to DST data
Quadrant - The DELPHI barrel region is divided into four quadrants for triggering
purposes
RF - Radio Frequency
RICH - Ring Imaging CHerenkov detector
SAT - Small Angle Tagger - the DELPHI luminometer
SPS - Super Proton Synchrotron
TANAGRA - data structure for DELPHI data, containing information from all
levels of the event reconstruction (TD to TV)
TB - Track Bundle
TD - Track Data
TE - Track Element
TK - TracK
TV - Track Vertex
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TOF - Time Of Flight scintillators
TPC - Time Projection Chamber
Tl-4 - the first, second, third and fourth level triggers
VD - micro Vertex Detector
VSAT - the second DELPHI luminometer positioned close to the beam pipe.

