Since viruses are able to influence the trophic status and community structure they should be accessed and accounted in ecosystem functioning and management models. So, this work met a set of biological, chemical and physical time series in order to explore the correlations with marine virioplankton community across different trophic gradients. The case studied is the Arraial do Cabo upwelling system, northeast of Rio de Janeiro State in Southeast coast of Brazil. The main goal is to evolve three type of artificial neural network (ANN) by genetic algorithm (GA) optimization to predict virioplankton abundance and dynamic. The input variables range from the abundance of phytoplankton, bacterioplankton and its ratios acquired by one in situ and another ex situ flow cytometers. These data were collected with weekly frequency from August 2006 to June 2007. Our results show viruses being highly correlated to their host, and that GA provided an efficient method of optimizing ANN architectures to predict the virioplankton abundance. The RBF-NN model presented the best performance to an accuracy of 97% for any period in the year. A discussion and ecological interpretations about the system behavior is also provided.
Introduction
Nowadays, viruses are considered ubiquitous, active and ecologically important members of microbial communities influencing biogeochemical cycles, community composition and horizontal gene transfer [1] [2] [3] . Many reports have described them along several environments [4] [5] [6] [7] . The use of transmission electron microscopy (TEM) for aquatic virus investigation [8] was followed by the epifluorescence microscopy (EFM) along with the development of a variety of highly fluorescent nucleic acid dyes [9] . More recently, flow cytometry (FCM) emerged as a new method, because it is a faster technology for direct counts [10] [11] [12] . Since then, FCM has been applied successfully to analyze microbial communities [13] [14] [15] [16] . Recently, new instruments were designed to be operated in real-time applications [17, 18] but still unable to access the viral community in this mode. High viral concentrations (10 6 -10 10 ) have also been found in marine sediments [19, 20] . Most of them are phages that infect prokaryotes [21, 22] but there is a diverse community infecting phytoplankton and any other organism [23] [24] [25] [26] . There are two major pathways of viral replication; lysogenic and lytic cycles. In the lytic cycle for instance, the phage genome replicates immediately after infection and release progeny during lysis of the host cell. In the lysogenic cycle, a temperate phage genome is integrated into the host chromosome where it is carried in a dormant form (prophage) for several generations until induction of the lytic cycle, which happens due to environmental factors. In nature, both cycles happen simultaneously [27, 28] , turning infection and viral production a nonlinear process and its distribution strongly reflects in hosts [29] .
Therefore, viruses should be monitored and accounted into ecosystem functioning models. [30] has developed a conceptual model to explain the maintenance of host diversity by viruses and depicts changes in abundance in situ of four phage-host systems. [31] used a mathematical model to simulate the temporal dynamics of a viral-host system in chemostat culture. However, viruses have to be assessed in near real time to be considered in environmental management and simulation models since they influence the trophic status and the community structure.
On the other hand, Artificial Neural Networks-ANN [32] has been successfully applied in ecological data. These data-driven modelling tools can be useful in dynamic ecosystems where changing trophic conditions and complex non-linear interactions are expected. Such mo-dels have been used to predict aquatic community abundances [33] [34] [35] [36] or biological pattern recognition [37] [38] [39] . However, if a neural network is too small, it may never be able to learn the desired function and thus produces unacceptably larger errors. But, if a neural network is too large, it may learn the training samples too well and not be able to generate the appropriate output for the inputs not included in the training set (this phenomenon is known as over-fitting). So, the ANN architectures should be optimized. In this context, GA has proved to be useful tool for generating hybrid models in many areas of its application [40] [41] [42] [43] . The objective in use a design of ANN with GA is to capture the complex relationship that exists in non-standard feature shapes. GA is a very effective approach, especially for the evaluation of the weights and the architecture to improve the convergence speed of the neural network [44] . This model can be applied in several multidisciplinary areas with fuzzy logic and neural network [45] [46] [47] . So, the aim of this work is to test three types of ANNs (Multilayer Perceptron-MLP, Radial Basis Function-RBF, and General Regression Neural Network-GRNN) to forecast the virioplankton abundance considering the amount of phytoplankton, bacterioplankton and their ratios as input variables under genetic optimization since viruses can not be detected in situ by cytometric acquisitions. This research is part of the Postdoctoral National Program (PNPD)-Brazilian Research Agency (Capes) project developed at the Federal University of Rio de Janeiro-Civil Engineering Program and it has as main goal to obtain on line data set for real-time trophodynamic simulations.
Materials and Methods

Study Area
The Southwest Atlantic Ocean off Brazil is known by its oligotrophy due to the prevailing Brazil Current (BC) that runs southwards, carrying Tropical Water (TW) from the vicinity of the Equator [48] . Moving in the bottom on the opposite direction, there is the cold South Atlantic Central Water (SACW) mass. In Arraial do Cabo, Northeast of Rio de Janeiro state (Figure 1) , the positioning of the Cabo Frio island (23˚S, 42˚W) in relation to the coastline forms the small (45 Km 2 ) and narrow (~10 m depth) Anjos embayment. The hydrologic conditions are strongly influenced by the winds that determine the distribution of water masses. The action of E-NE winds results in a shunting of the nutrient-depleted (<1 µM·L −1 NO 3 -N) surface TW of Brazil Current to offshore followed by the up-flow of the deeper (~300 meters) and nutrient-rich (~12 µM·L −1 NO 3 -N) SACW. The inverse pattern comes with the S-SW winds when cold fronts bring the oligotrophic TW back to the coast [49] . According [50] these processes have a direct impact on the quantity and composition of the plankton communities, shifting the trophic structure.
Sampling Procedure
The physical and chemical data were provided by the oceanographic department of the Admiral Paulo Moreira Institute of Sea Studies (IEAPM) that maintain a seawater monitoring program with sampling once a week at the studied location. Samples are collected at surface (0.5 m depth) with a Nansen bottle and a coupled reverse thermometer outside. Salinity, oxygen and nutrients (PO 4 , NO 2 , NO 3 , NH 4 ) are determined as described in [51] while meroplankton larvae (organism/m 
Flow Cytometry
Phytoplankton enumerations were performed in situ with the CytoBuoy flow cytometer (Cytobuoy b.v. Nieuwerbrug, The Netherlands). It is equipped with a solid blue laser providing 20 mW at 488 nm, one side scatter (SSC, 446/500 nm) detector and three others to detect red (chlorophyll-a) fluorescence (FL-1, 669/725 nm); orange/yellow (FL-2, 601/651) and green/yellow (FL-3, 515/585 nm) fluorescence respectively. The cytometer was left to run for 3 minute at a fixed flow rate of 2 m/s 59 and the discriminator was set on SSC. Parameters were collected on a log scale using the CytoSift software and analyzed in the Cytowave software, both provided by the manufacturer.
Prokaryote enumeration were performed with a FACScan flow cytometer (Becton Dickson, San Jose, California) equipped with an air-cooled laser providing 15 mW at 488 nm and with the standard filter setup. To avoid clogging due to the small internal diameter of the sampling tube, all samples were primary filtered in 0.8 μm filters (Millipore). Yellow-green 0.92-µm beads (Fluoresbrite Microparticles, Polysciences) were added in the samples as internal standard. Bacterial samples were stained with SYBR-Green-1 at a final concentration of 0.5 × 10 -4 of the commercial stock solution [10] . The samples were incubated for 15 min in the dark, the discriminator was set on green fluorescence, and the samples were analyzed for 1 min at a rate of 50 µL·min -1 . For viral counts, we performed dilutions from 1:10 to 1:200 in TE buffer (10 mM Tris, 1 mM EDTA [pH 8.0]) to avoid coincidence and minimize the error due to lowvolume pipeting. These dilutions were heated at 80˚C for 10 min in the dark in the presence of SYBR-Green-1 at a final concentration of 0.5 × 10 -4 and left to cool for 5 min according to [52] . The samples were analyzed in the FACScan flow cytometer at a delivery rate of 50 µL·min -1 . The cytometer was triggered to green fluorescence and the detection threshold was progressively decreased until viruses could be detected. All cytometric data were collected on a log scale and analyzed in the CellQuest™ Pro software provided by the manufacturer.
Artificial Neural Network
ANN is a data-driven model essentially composed of three interconnected layers of nodes called neurons: one "input layer" containing as many nodes as the analyzed parameters (in our case from FCM), a "hidden layer", and one "output layer". The input patterns (vectors) are presented to the input layer, which distributes this information to the hidden layer and the latter to the subsequent layer. In this study we were used, as ANN input, the cytometric data set related to counting of phytoplankton, bacterioplankton and their ratios. These data are not pre-processed. The data inputs were randomly split into 70% training, 20% testing and 10% validation [32, 53] .
The MLP-NN is a fully connected feedforward-type model that maps a set of input data onto a set of appropriate output. It was trained by the backpropagation learning technique [54] through the gradient descendent algorithm. In short, the training process involves the following basics steps:
1) The connection weights are assigned small, arbitrary values.
2) A training sample is presented to the network, producing a network output.
3) The global error function is calculated.
4) The connection weights (w) are adjusted using the gradient descent rule as:
where  is the learning rate;  is the momentum value.
In RBF-NN [55] , each node at the hidden layer represents a kernel or a separate basis function-a function for which the value depends solely on the distance between the input data and a fixed point, the center of the function, so that     
where the approximating function y(x) is represented as a sum of N radial basis functions, each associated with a different center C i , and weighted by an appropriate coefficient w i . The weights w i are estimated using the matrix methods of linear least squares, because the approximating function is linear in the weights. The GRNN [56] can only be used for regression problems based on nonparametric estimation [57] . It is closely related to a probabilistic neural network. Regression can be thought as the least-mean-square estimation of the value of a variable based on available data. This type of ANN is based on the estimation of a probability density function. It utilizes a probabilistic model between the independent vector random variable X with dimension D, and dependent scalar random variable Y, assuming that x and y are the measured values for the X and Y variables respectively. If f (x,Y) the known joint continuous probability density function, and if f (x,Y) is known, the expected value of Y given x (the regression of Y on x) can be estimated as:
The first hidden layer in the GRNN contains radial units. A second hidden layer contains units that help to estimate the weighted average. This is a specialized procedure. Each output has a special unit assigned in this layer that forms the weighted sum for the corresponding output. To get the weighted average from the weighted sum, the weighted sum must be divided through by the sum of the weighting factors. A single special unit in the second layer calculates the latter value. The output layer then performs the actual divisions. In regression problems, typically only a single output is estimated, and so the second hidden layer usually has two units.
Finally, to measure the network performance, we used the typical root mean-square error (RMSE) expressed as:
where m denotes the number of testing patterns.
Genetic Algorithm Optimization
A GA [58] is a search heuristic belonging to a class of evolutionary algorithms used for optimization problems whose techniques are inspired by natural evolution, such as inheritance, mutation, selection, and crossover [59] . Basically, a population of strings (called chromosomes) which encode candidate solutions (individual networks) to an optimization problem, evolve toward better solution. Figure 2 illustrates the simplest form of a GA that is usually implemented as the following algorithm: 1) Construct a random initial population. Individual solutions (called chromosomes);
2) Calculate and evaluate the fitness of each individual in the population;
3) Select the best ranking chromosomes for reproduce based on their fitness (higher); 4) Breed new generation applying crossover and/or mutation (genetic operators) and give birth the offspring; 5) Repeat from step two until a termination condition is reached (time limit or sufficient fitness achieved.
The power of GA derives largely from the concept of "implicit parallelism", the simultaneous allocation of trials to many regions of the search space. The objective is the minimization of the error function with respect to the structure of the network the hidden node center and weights between hidden layer and output layer. The ANN configuration may then be formed as a multiobjective minimization problem whose objective function becomes a vector where J is defined as: 
where N t is the number of data samples in the training set, y i , x i are the output in the training and test set. The final product of GA is to obtain a neural architecture optimized to the subject studied. 
Results and Discussion
Each dot depicted in Figure 3 is a suspended particle detected by the two cytometers. Figure 3(a) , for example, presents the clusters of real time data of phytoplankton cells acquired by the CytoBuoy instrument since the red fluorescence signals are the results of chlorophyll-a response to the laser excitation and the side scatter (SSC) is proportional to cytoplasmic granularity of a cell or internal complexity measurement [60] . Individuals of these groups were better characterized by [39] at a single cell and species level. During the studied period, the total phytoplankton concentration varied from 3.30 × 10 2 cells/ml in the winter to 8.66 × 10 2 cells/ml in the summer.
On the other hand, Figure 3(b) shows the picoplankton particle distribution accessed by the FACScan flow cytometer. Three prokaryote clusters (HDNA-high DNA, LDNA-low DNA and G3 with different green fluorescence intensities are noted indicating different nucleic acid content. This distribution seems to be general and was found by other authors [4, 5] .
A recent study, in Arraial do Cabo upwelling region, characterized these communities as being dominated by Bacteroidetes phyla, Alphaproteobacteria class [61] . However, the three groups were quantified together to the purpose of this work and the total heterotrophs varied from 1.51 × 10 3 cells/ml in the winter to 1.24 × 10 6 cells/ml in the summer. Figure 3(b) show two viral populations which, according [2] are considered the major causes of mortality and therefore the primary regulators of organismal abundance. While V-1 is a diverse group that infects the eukaryotic phytoplankton [10] , V-2 are bacteriophages infecting prokaryotes. The total virus abundance varied from 6.21 × 10 5 to 2.86 × 10 6 during the studied period. Viruses were by far the most abundant biological entities, followed by heterotrophic prokaryotes, phytoplankton and meroplankton larvae. The latter category, collected by trawling plankton net, ranged in abundance from 9 to 1076.33 organisms/m 3 . With a total of 39 field data acquisitions, the correlations among all studied variables are present in Table 1 .
In short the virioplankton community is highly correlated to heterotrophic prokaryotes (Het Prok) and phytoplankton (Phyto) cells but uncorrelated to the abiotic factors with exception to oxygen. However, the virus to bacterial ratio (VBR) indicates a negative correlation to heterotrophic prokaryotes (−0.33) and temperature (−0.36) while positive to NH 4 (0.35), see Table 1 . We call attention to the fact that VBR, which contain the prokaryotes as one of its components, can be related statistically to an autocorrelation. Together, these results led us to speculate at large we are looking to nitrifying process where virus could be involved indirectly. On the other hand, the prokaryote to phytoplankton ratio, the heterotrophs/ autotrophs balance, was found positive to heterotrophic prokaryotes and temperature what suggest that this system can be, at long term, a sink of carbon. An unexpected result is the meroplankton larvae that present a negative correlation to V-2 and positive to heterotrophic prokaryotes.
As previously reported by [7] , the highest mean value of virioplankton occurred in SACW while the highest mean values of prokaryotes, phytoplankton and meroplankton larvae occurred in the mixing of coastal and tropical waters. The cold water of SACW showed the smallest Het Prok/Phyto ratio and the highest virus/bacterial ratio (VBR) indicating a great viral activity. Figure 4 presents the temporal distribution of vireoplankton and temperature. It is possible to see a great variability the total virioplankton presenting the two higher values in the middle of the period. These peaks are coincident with low temperatures due to upwelling events. Although the lack of correlation between these two variables a seasonal behavior of virioplankton seems to emerge. Seasonality in virioplankton has been previously reported [62, 63] but our data suggest a close relationship with upwelling process. The lack of correlation may be explained by the low sampling frequency or due to the sample size.
The solution obtained from the genetic algorithm to achieve the optimal ANN model followed the parameters below throughout the simulations:
 population size = 1500;  crossover probability = 0.5 -method: roulette wheel selection;  mutation probability = 0.1 -method of single point mutation and with bit string mutation technique;
 the networks were generated with a learning rate = 0.1, momentum = 0.3 and 500 cycles. Figure 5 shows the behavior of the best three ANN models to estimate the abundance of viruses. In general all the three models are able to follow the behavior of this function however; the Multilayer Perceptron (MLP) neural network seems to be closer while Radial Basis Function (RBF) has a better estimation for higher values 
Conclusions
(peaks) and the General Regression neural network (GRNN) for smaller ones. In our problem, we would like to get an optimized neural network architecture and minimum data set. This has been accomplished within 500 training cycles.
According [65] , in lakes, and [66] , in sea water, suggested that the quantity of viruses may reflect the trophic status of the ecosystem. It has also been proposed on several occasions that sediments can constitute a potentially important reservoir of infectious bacteriophages [67] , cyanophages [68] or algal viruses [69] . However, no processes involving the recruitment of viruses into or their release from sediments had so far been clearly demonstrated. Previous studies have shown that viruses can be absorbed onto sinking particles, and thus carried down to the sea-floor [20] so that sediments receiving a high
The Table 2 presents the RMSE of the training, test and validation data sets and the correlation coefficients (R 2 ) to validation of the models. The RBF is the more fitted model (0.97) to perform this prediction but these results should be viewed with care due to RMSE penalize the error in the highest values. A detailed description of a RBF-NN generation and training is found in [64] . influx of particles might also receive large inputs of viruses from the water column. However, our data indicates that the upwelling process is likely to play a key role by producing the resuspension of virus like particles and organic matter through out the water column. During the up flow, environmental factors [70] such as temperature, and host biochemical features [71] may act as viral activation factors. In this way, the higher temperature and oligotrophic conditions of the coastal and tropical waters of the Arraial do Cabo upwelling system could be considered as ecological refuges resulting in a steady state that allows the co-existence of all populations. The main goal was to free the network design process from constrains the humans biases, and discover better forms architectures. The automated search by GA method seems to be a good way to achieve this goal.
There are species of virus that can be predicted from their hosts. However, there are viruses of long spectrum that have multiple host and how we are working with all of them, we can not require a very accurate and precise results due to the uncertainties of the virus and host community. The neural networks model, in this work, proved to be capable of modeling a viral abundance in a water column. They are known as active biological agents and very important in marine food web. Thus, the main application of these models is the estimate of the virus to form more complex simulation models the dynamics of the energy flow between the various compartments planktonic, since the virus can not be accessed online.
Therefore, due to the complexity of the studied problem, we tried to develop a methodology that although with some limitations, it could to achieve satisfactory results to predict virioplankton abundance from cytometric data set.
Acknowledgements
The authors are grateful to Admiral Paulo Moreira Institute of Sea Studies experts for physical, chemical and meroplankton data and to the Brazilian Research Agencies (CAPES, CNPQ) for the financial support. Appreciation and thanks are also given to the anonymous reviewer for the constructive comments and suggestions to improve the manuscript.
