We introduce a new simultaneously diagonalizable real algebra A of symmetrical centrosymmetrical matrices having a Toeplitzplus-Hankel structure. We give the corresponding orthonormal basis of eigenvectors which are alternately symmetrical and skewsymmetrical vectors. An application is the construction of a symmetrical Toeplitz-plus-centrosymmetrical Hankel matrix of equal row sums having a prescribed real spectrum. This matrix can be used as the starting matrix for symmetrical centrosymmetrical isospectral flows. In particular, for the isospectral flow corresponding to the construction of a regular Toeplitz matrix having prescribed eigenvalues. Moreover, if A is a noise representation of an unknown matrix in A of rank k then we give a procedure to approximate A by a matrix in A of rank k.
Preliminaries
An n × n Toeplitz matrix T is a matrix of the form
An important subclass of Toeplitz matrices is the class of the circulant matrices. An n × n circulant matrix is a matrix of the form 
We see that in a circulant matrix each row is a cyclic shift of the row above to right and thus C c T is totally defined by its first row c T = c 0 c 1 · · · c n−2 c n−1 .
Let ω = exp 2πi n , i 2 = −1. It is known [1] that the columns of the n × n matrix F n = f k, j n k, j=1 = ω (k−1)( j−1)
form an orthogonal basis of eigenvectors of any n ×n complex circulant matrix and that the corresponding eigenvalues of C c T are λ j = c 0 + c 1 ω ( j−1) + c 2 ω 2( j−1) + · · · + c n−2 ω 2( j−1) + c n−1 ω ( j−1) , (1) j = 1, 2, . . . , n. It follows that if C c T is a real circulant matrix then λ 1 ∈ R and λ j = λ n− j+2 , j = 2, . . . ,
where n+1 2 is the largest integer not exceeding n+1 2 . A vector λ = [λ 1 , λ 2 , λ 3 , . . . , λ n ] T ∈ C n is called a conjugate-even vector if and only if (2) holds. This property gives a necessary condition for a set of complex numbers be the spectrum of a real circulant matrix. We observe that if [λ 1 , λ 2 , . . . , λ n ] T is a conjugate-even vector and n = 2m + 2 then λ m+2 ∈ R. We have λ = F n c and c = 1 n F n λ,
where λ = λ 1 λ 2 · · · λ n−1 λ n T . The eigenvalues of C c T can be computed in a fast and stable way using the Fast Fourier Transform (FFT) [2] and the inverse problem of finding a circulant matrix with a prescribed spectrum may be easily solved by the use of the inverse FFT. A Hankel matrix is a matrix that is constant across the anti-diagonals. One can easily see that any Hankel matrix is a symmetrical matrix. An example of a Hankel matrix is the permutation matrix J with ones across the main antidiagonal and zeros elsewhere. Clearly J 2 = I . The matrix J reverses the order of the rows (columns) of any matrix under premultiplication (postmultiplication).
A matrix A is said to be centrosymmetrical if and only if JAJ = A. One can easily prove that if A and B are centrosymmetrical matrices and α is a scalar then A + α B and AB are also centrosymmetrical matrices.
Any n×n symmetrical Toeplitz matrix T (t) is a symmetrical centrosymmetrical matrix and it is completely defined by the entries in the first column t = t 0 t 1 · · · t n−2 t n−1 T . In fact
Also any centrosymmetric Hankel matrix H (h) = Hankel h T is completely defined by the entries in its first column h = h 0 h 1 · · · h n−2 h n−1 T and it holds J H (h) = T (J h) .
A structured inverse eigenvalue problems asks for the construction of a matrix having a specific structure from a prescribed spectral data. They arise in a remarkable variety of applications. For instance, symmetrical centrosymmetrical matrices arises in information theory [3] , Linear System Theory [4] , in the numerical solution of some Differential Equations [5] , in some Markov processes [6] , and in physics and engineering problems [7] . Important examples of symmetrical centrosymmetrical matrices are the symmetrical Toeplitz matrices, the centrosymmetrical Hankel matrices and the symmetrical circulant matrices. In [8] an overview of structured inverse eigenvalue problems is provided.
In [9] two structured inverse eigenvalue problems are studied. The first one is the construction of a symmetrical Toeplitz-plus-centrosymmetrical Hankel matrix with prescribed real spectrum and the second one is the construction of a symmetrical Toeplitz matrix with prescribed double real eigenvalues. It was shown in [10] that for the first problem there are n! different matrices having the given real eigenvalues
In Section 2 of [9] , by exploiting the properties of the Chebyshev polynomials, n idempotent matrices C 0 , C 1 , . . . , C n−1 of rank one, C T k C j = 0 whenever k = j, and having a symmetrical Toeplitz-pluscentrosymmetrical Hankel structure, are constructed. Thus the matrix
where p is any one of the n! permutations on {1, 2, . . . , n}, solves the first problem. In Section 3 of [9] , the authors show how to construct a symmetrical Toeplitz matrix with prescribed real double eigenvalues. Incidently, we observe that this problem has an immediate solution. In fact, if n = 2m and λ 1 , λ 2 , . . . , λ m−1 , λ m are the prescribed double real eigenvalues and
where p is any permutation on {1, 2, . . . , m}, it follows from [11, Corollary 3] that the solution of 
The associated eigenvalue of a symmetrical (skewsymmetrical) eigenvector is said to be even (odd) eigenvalue.
Let T be an n ×n real symmetrical Toeplitz matrix. Let T k , k = 1, 2, . . . , n, be the k ×k leading principal submatrix of T . The matrix T is said to be regular iff each T k has distinct eigenvalues and, if arranged in descending order, they alternate in parity with the largest eigenvalue even.
In this paper we introduce a new simultaneously diagonalizable real algebra A of symmetrical centrosymmetrical matrices having a Toeplitz-plus-Hankel structure. We give the corresponding orthogonal basis of eigenvectors which are alternately symmetrical and skewsymmetrical vectors. An application is the construction of a symmetrical Toeplitz-plus-centrosymmetric Hankel matrix of equal row sums having a prescribed real spectrum. This matrix can be used as the starting matrix for symmetrical centrosymmetrical isospectral flows. In particular, for the isospectral flow corresponding to the construction of a regular Toeplitz matrix having prescribed eigenvalues. Moreover, if A is a noise representation of an unknown matrix in A of rank k then we find a procedure to approximate A by a matrix in A of rank k
A new simultaneously diagonalizable algebra
In [11] , we prove that any set of real numbers
is the spectrum of real symmetrical centrosymmetrical matrices S 1 and S 2 such that for S 1 an eigenvector corresponding to λ 1 is the all ones vector e = [1, 1, . . . , 1] T and for S 2 an eigenvector corresponding to λ 1 is the vector
We arrived to
where T is a real symmetrical Toeplitz and H is a real centrosymmetrical Hankel matrix. These matrices are related as follows:
where t 0 t 1 · · · t n−2 t n−1 is the first row of T and
We define the set
where T is an n × n real symmetrical Toeplitz and H is an n × n real centrosymmetrical Hankel matrix with T and H related as in (3).
Our purpose is to prove that A is a simultaneously diagonalizable algebra of symmetrical centrosymmetrical matrices in which the corresponding basis of ortonormal eigenvectors is given by alternately symmetrical and skewsymmetrical vectors.
Let A ∈ A. Then
where T and H are as in (3). This decomposition is not unique. For instance, Since the first row of A is
the equation
We see that C is the (2n) × (2n) real symmetrical circulant matrix defined by C = circul t 0 t 1 . . . t n−2 t n−1 t n t n−1 · · · t 2 t 1 .
Let Q be the matrix
Q is an orthogonal matrix and
Let (α, x) be an eigenpair of C. Then Cx = αx, x = 0. Let x = Qy. Hence Q T C Qy = αy. Consequently
Then
and
We know that the columns of F 2n are eigenvectors of any (2n) × (2n) circulant matrix. The (2n)-dimensional vector x = 1 1 · · · 1 1 T , the first column of F 2n , is an eigenvector corresponding to the eigenvalue
of the matrix C. For this eigenpair, we have
This shows that the n-dimensional vector e = 1 · · · · · · 1 T is an eigenvector corresponding to the eigenvalue
of C. For this eigenpair, we obtain
Thus, the n-dimensional vector f = 1, −1, 1, −1, . . . , (−1) n−1 T is an eigenvector corresponding to the eigenvalue µ of T − H . For any other column of F 2n , we obtain y 1 = 0 and y 2 = 0. It follows from (5) and (6) that α = λ j for j = 2, 3, . . . , n is also an eigenvalue of T − H . Hence
Next, we prove that a necessary and sufficient condition for µ = λ 1 is
Suppose that µ = λ 1 . Then
Hence tr(C) = 2nt 0 = 2tr(T + H ).
This gives (9) . Conversely, if (9) holds then
if n is odd. Hence 2t 1 + 2t 3 + · · · + 2t n−1 = 0 if n is even (10) or 2t 1 + 2t 3 + · · · + 2t n−2 + t n = 0 if n is odd.
From (7), (8) and (10) or (11), it follows that µ = λ 1 .
We have proved the following lemma: Lemma 1. If A ∈ A with eigenvalues λ 1 , λ 2 , . . . , λ n then there exists an (2n) × (2n) symmetrical circulant matrix C with eigenvalues λ 1 , λ 2 , . . . , λ n each of them of multiplicity 2.
Algorithm 1. Let A ∈ A be given. This algorithm constructs the matrix of Lemma 1. 1. Compute
3. Define C = circul (t 0 , t 1 , t 2 , . . . , t n−2 , t n−1 , t n , t n−1 , . . . , t 2 , t 1 ) .
Let C be the symmetrical circulant matrix of Lemma 1. We know that
where T is the real symmetrical Toeplitz matrix defined by
H is the real centrosymmetrical Hankel matrix defined by
and e is the all ones vector. We search for the other eigenvectors of A = T + H . We have
where Λ = Λ 1 0 0 Λ 2 with Λ 1 = diag {λ 1 , λ 2 , λ 3 , λ 4 , . . . λ n−1 , λ n } and Λ 2 = diag {λ 1 , λ n , λ n−1 , . . . , λ 4 , λ 3 , λ 2 } .
Since C is a real matrix, after complex conjugation,
From (12) and (13)
Clearly
.
Hence
We may write
where
Using (16) in the Eq. (15) and taking in consideration (4), we obtain
It follows
The (k, j)-entry of (G 1 + J G 2 ) is given by
Let
The columns q 1 , q 2 , . . . , q n of Q 1 are orthonormal vectors. In fact
Therefore the matrix
is an orthogonal matrix. The entries u k, j of the matrix U are given by
From (17), we see that the columns of U are eigenvectors corresponding to the eigenvalues of any A ∈ A. Next, we prove that these columns are alternately symmetrical and skewsymmetrical vectors. Clearly, the first column of U is a symmetrical vector. Fix 2 ≤ j ≤ n. We have
Consequently, A is an algebra of symmetrical centrosymmetrical matrices which are simultaneously diagonalized by the orthogonal matrix U with the property that its columns are alternately symmetrical and skewsymmetrical vectors.
Some applications

A Toeplitz-plus-Hankel inverse eigenvalue problem
From the results in Section 2, the construction of a symmetrical Toeplitz-plus-centrosymmetrical Hankel matrix of equal row sums having a prescribed real spectrum is immediate. In fact, if
is the prescribed real spectrum and
where p is any permutation on {1, 2, . . . , n}, then the matrix A p = U Λ p U T is a symmetrical Toeplitz-plus-centrosymmetrical Hankel matrix with eigenvalues λ 1 , λ 2 , . . . , λ n−1 , λ n . Moreover, since
T is the first column of U , we have A p u 1 = λ p(1) u 1 . Then X p has equal row sums. Therefore A p is a symmetrical Toeplitz-plus-centrosymmetrical Hankel matrix of equal row sums having the prescribed spectrum. It is special interesting the matrix constructed when p is the identity permutation on {1, 2, . . . , n}, that is, the matrix
This matrix has the eigenvalues arranged in descending order and alternating in parity, starting with even. We emphasize this matrix can be computed in a fast and stable way by the use of the inverse FFT as we show below.
Algorithm 2. This algorithm constructs the matrix in (19).
via the inverse FFT. From [11, Corollary 3] , c is a real conjugate-even vector, that is, c = c 0 c 1 . . . c n−2 c n−1 c n c n−1 · · · c 2 c 1 T .
2. Construct the matrix T + H where T is the symmetrical Toeplitz matrix whose first row is c 0 c 1 · · · c n−2 c n−1 and H is the centrosymmetrical Hankel matrix whose first row is c 1 c 2 · · · c n−1 c n .
A starting matrix for centrosymmetrical isospectral flows
Let [A, B] = AB − B A be the Lie bracket of A and B. Let S n be the set of the real symmetrical matrices of order n.
A linear operator F : R n×n → R n×n is a Toda-like operator if (F(A)) T = −F(A) for all A ∈ S n . If F is a Toda-like operator on S n then the solution X (t) of
is an isospectral flow, that is, X (t) has the same eigenvalues as X 0 . In fact, a direct calculation proves that the solution to (20) is
where Q (t) is the orthogonal matrix satisfying
The interest in solving isospectral flows is motivated by their relevance in many applications. For instance, they can be used in some inverse eigenvalue problems. One of them is the construction of a symmetrical Toeplitz matrix from a prescribed spectrum. In [12] Landau proves the existence of a regular real symmetrical Toeplitz matrix T if the prescribed eigenvalues are real and distinct. Unfortunately, his proof is non-constructive and the problem of the construction of T is an active area of research.
In [13] , a paper due to Diele and Sgura, isospectral flows evolving in the space of centrosymmetrical matrices are considered to construct a regular real symmetrical Toeplitz matrix from prescribed eigenvalues. They use the Toda-like operator Chu [8] . This operator has the property that k (X ) = 0 if and only if X is a symmetrical Toeplitz matrix. They prove that if the initial matrix X 0 is a symmetrical centrosymmetrical matrix then the isospectral matrix X (t) is a symmetrical centrosymmetrical matrix for all t. They choose the starting matrix X 0 in the Algebra T of the n × n symmetrical centrosymmetrical matrices which are simultaneously diagonalized by the discrete sine transform [14] . That is
where Λ is the diagonal matrix of the given eigenvalues arranged in descending order and S = s i, j , s i, j = 2 n + 1 sin i jπ n + 1 .
We have proved that A is an algebra of matrices which are simultaneously diagonalized by the orthogonal matrix U defined in (18) with the property that its columns are alternately symmetrical and skewsymmetrical vectors. Thus, if λ 1 ≥ λ 2 ≥ · · · ≥ λ n then the symmetrical centrosymmetrical matrix defined in (19),
has eigenvalues alternating in parity starting with even. This gives another election for the starting matrix X 0 for the isospectral flow corresponding to the construction of a real regular symmetrical Toeplitz matrix with eigenvalues λ 1 , λ 2 , . . . , λ n .
A special low-rank approximation
Rank-deficient problems are characterized by the matrix A having a cluster of small singular values and a welldetermined gap between the small and large singular values of A. Numerically rank-deficient matrices arise in many applications. The key to the numerical treatment of such problems is to consider the given matrix A as a noisy representation of a mathematically rank-deficient matrix, and to approximate A by a matrix that is close to A and mathematically rank deficient. In many applications, together with the rank deficiency, the matrices that arise are structured matrices.
A general structured low-rank approximation problem is [15] : Given a matrix A ∈ R m×n , an integer k, 1 ≤ k < rank(A), a class of matrices Ω , and a fixed matrix norm · , find a matrix B ∈ Ω of rank k such that
In [16] , a procedure for approximating A when
is derived. The procedure uses the FFT and consists of the following steps: 1. Find the nearest circulant matrix approximation C of A = a i, j measured in the Frobenius norm [17] . That is, compute C = circul c 0 c 1 · · · c n−2 c n−1 T c 0 = tr(A) n c j = 1 n n− j k=1 a k,k+ j + j k=1 a n+k− j,k for 2 ≤ j ≤ n − 1.
2. Apply the FFT to compute the vector λ of eigenvalues of C. 3. In this step, the procedure gives a conjugate-even vector λ of n components containing n − k zeros. This is the main step of the procedure and it is not as straightforward as the usual truncated singular value decomposition because a conjugate-even vector of eigenvalues has to be selected to guarantee a real-valued approximation.
4. Apply the inverse FFT to λ to compute real-valued circulant approximation C of rank k of the given matrix A.
Here we search for a procedure for a real-valued Toeplitz-plus-Hankel approximation of rank k of a given matrix
The following procedure constructs a real symmetrical centrosymmetrical B from a given real matrix A.
Algorithm 3. Let A ∈ R n×n be a given matrix. This algorithm constructs a real symmetrical centrosymmetrical matrix B.
4 a i, j + a j,i + a n−i+1,n− j+1 + a n− j+1,n−i+1 b j,i = b i, j b n−i+1,n− j+1 = b i, j b n− j+1,n−i+1 = b i, j .
An interesting property of the matrix B is Lemma 2. Let A ∈ R n×n be given. Let
that is, Ω is the set of all n × n real symmetrical centrosymmetrical matrices. Let B be the matrix constructed by Algorithm 3. Then
where · F is the Frobenius matrix norm.
Proof. By construction B is a real symmetrical centrosymmetrical matrix of order n × n. Let S = s i, j be any real symmetrical centrosymmetrical matrix of order n × n. Let f (S) = S − A 2 F . We easily see that if n = 2 p then f depends on p ( p + 1) entries of S and if n = 2 p + 1 then f depends on ( p + 1) 2 entries of S. Minimizing f by setting to zero its partial derivatives with respect to the mentioned entries of S, we obtain that B is the matrix which minimizes the function f.
The following procedure constructs a matrix B ∈ A of rank k to solve the low rank approximation problem when Ω = A. Algorithm 4. Let A = a i j of order n × n be a noise representation of an unknown matrix in A of rank k. This algorithm constructs a B ∈ A of rank k to approximate the matrix A.
1. Construct a real symmetrical centrosymmetrical matrix B = b i j using the Algorithm 3. We observe that λ is an even-conjugate vector, that is, λ = λ 1 λ 2 . . . λ n−1 λ n λ n+1 λ n λ n−1 . . . λ 2 T .
4. Zero-out the 2 (n − k) smallest components in magnitude of λ to obtain the vector λ.
An important point to observe is that λ is also an even-conjugate vector. 5. Apply the inverse FFT to compute the even-conjugate vector c = 1 2n F 2n λ and then define the matrix C = circul c T . C is a real symmetrical circulant of rank 2k. 6. Define B = U + V , where
Since U is a symmetrical Toeplitz whose first row is of the form c 1 c 2 · · · c n−1 c n and V is a centrosymmetrical Hankel whose first row is of the form c 2 c 3 · · · c n c n+1 the matrix B belongs to A and it has a rank k.
