Due to the limited generation, finite inertia, and distributed structure, microgrid suffers from large frequency and voltage deviation which can lead to system collapse. Thus, reliable load shedding method to keep frequency stable is required. Wireless network, benefiting from high flexibility and low deployment cost, is considered as the promising technology for microgrid management. In this paper, for maintaining the supply-demand balance and reducing the load-shedding amount, a distributed load shedding solution via wireless network is proposed. Firstly, the active power coordination of different priority loads is formulated as an optimization problem. To solve it, a distributed load shedding algorithm based on subgradient method (DLSS) is developed to shed the loads gradually.
the rate of frequency drop is alleviated. The generators have more time to compensate power deficiency so as to reduce the load-shedding amount. Lastly, due to that the response rate of DLSS method affects the performance of load shedding, the convergence of the global information discovery process needs to be guaranteed and speeded up.
Thus, a multicast metropolis schedule based on TDMA (MMST) is developed. Optimal slot allocation, which is transformed to a vertex coloring problem, can increase the concurrent transmission and time slot efficiency. Since vertex coloring problem has been proven to be NP-hard problem, a heuristic algorithm is designed to solve the problem. The packet loss caused by interference affects the communication reliability and decreases the performance of load shedding. So a checking and retransmission scheme is designed to improve the communication reliability, which piggybacks the checking information of packets received from neighbor agents in the data frame. The main contributions of this paper are as follows:
• Considering the distributed management of microgrid and different priorities of loads, the active power of loads are coordinated by utilization level. Thus, a load priority association optimization problem aims at maximizing the weight sum of the remained loads and balancing the supply and demand is formulated, which has a non-smooth objective.
• For reducing the impact of load shedding on customer's experience, a DLSS method is proposed to shed load dynamically by the frequency deviation rather than at fixed number of steps and fixed load-shedding amount.
Hence, generator compensation can be utilized to to reduce the amount of disconnected loads. Moreover, the relevant analysis on convergence is presented.
• To increase the response rate and guarantee the reliability of DLSS method, a multicast metropolis schedule based on TDMA (MMST) is developed. In this protocol, a time slot allocation algorithm is designed to increase the concurrent transmission between agents, and a data frame structure piggybacks the checking information of packets received from neighbor agents.
The paper is organized as follows. In Section II, the system structure of microgrid is introduced. Section III presents in detail the distributed load shedding solution. In Section IV, the proposed protocol for the DLSS method is elaborated. The performance of the proposed methods are evaluated and compared with existing method in Section V. Finally, the conclusion is drawn in Section VI.
II. SYSTEM STRUCTURE
In this paper, the microgrid network is denoted by a graph (N , E). N denotes the set of buses which is defined as N = {1, · · · , n} = N CG ∪ N IG , where N CG and N IG are the sets of buses with conventional distributed generators (CG) and inverter-based generators (IG) respectively. E ⊆ N × N denotes the set of transmission line interconnecting the buses. We make the following assumptions:
• Each bus in microgrid is managed by an agent which can be regarded as a regional controller. The agents communicate with each other via wireless networks.
• Each agent has the information of global maximum generation. But they do not have direct access to the real-time global generation and load information. 4 • The communication range of each agent only covers its neighbor agents, since communication networks of microgrid have low density.
• Each agent is equipped with a global position system (GPS) receiver which is used to synchronize the local system time.
The total power generation P G in the microgrid can be obtained by
where P Gi denotes the power generation at the i-th bus, n denotes the number of buses (agents) in the microgrid.
The total active power demand P D can be expressed as
where P Li denotes the active power of loads at the i-th bus, P loss is the active power loss in transmission line.
The active power of the total loads P max L of microgrid at present can be calculated as
where P max Li denotes the active power of the total loads at the i-th bus. For the load shedding problem, P Li is the adjustable variable. For the coordination of power of loads at each bus, the utilization level u i is defined as
The loads are divided into G grades according to the economic and social influence caused by load interruption.
G denotes the maximum load grade, and G = 3 in most cases. The vital load is the uninterruptible power-supplied load, which would cause great economic losses, and even casualty if interrupted. The second grade load would cause certain economic losses if interrupted. The nonvital load is the third grade load which can be adjusted. Hence
can also be represented by
where ρ g is the ratio of the g-th grade loads in the active power of the total loads P max L , and ρ g,i denotes the ratio of the g-th grade loads in the total active power at the i-th bus .
For the different priority loads, w Vg denotes the weight factor of the g-th loads, which is used to set a measurable indicator of load shedding and ensure that the lower priority loads are shed first. The smaller g is, the higher priority the loads have. So the weighted sum of all the loads can be calculated as
where w Vg decreases with the increase of load priority. If initial power deficit ∆P caused by the fault is in the range as follow
5 the corresponding total weighted sum of loads that need to be shed P W∆ can be expressed as
Similarly, the weighted sum of the remained loads at each bus P Wi can be calculated as
The left side of Fig. 1 shows the relationship between different priority loads of microgrid, P Wt and P W∆ in (6) and (8) . 1 and 2 represent the two terms of (8) respectively. The right side illustrates the relationship between different priority loads and utilization level u i at the i-th bus in (9). 3 and 4 represent the two terms of (9) respectively. 
III. DISTRIBUTED LOAD SHEDDING SOLUTION
In this section, the distributed load shedding solution is introduced in detail. When fault causes overload, such as islanding and generation loss, the system starts up load shedding process. Due to the load shedding method depending on the microgrid state, the global information for DLSS method is discovered in the first step, such as power deficit ∆P , current magnitude value of the weighted sum of loads P Wt and so on. In normal condition, this operation runs periodically for system management. In fault condition, it is triggered by the fault event. The consumed time T gi for global information discovery is shown in Fig. 2 . Once the global information is obtained by each agent, the DLSS method is carried out, which disconnects loads gradually with consideration of load priority.
This process is ended until the power balance is achieved, which consumes time T ls . To reduce the load-shedding amount, generator compensation is utilized with the load shedding process. 
A. Global Information Discovery
When power imbalance occurs, the global information is necessary for load shedding algorithm. In this paper, the global information of microgrid that needs to be discovered includes the power deficit ∆P , the total current power of loads P L , and so on. Agents obtain the global information X by average consensus method which only needs each agent exchanges data with directly connected agents. The average consensus of local information x i will converge to the common valueX which is expressed as
The power of loads P max Li at each bus i can be measured directly, and the ratio of the g-th grade ρ g,i can be calculated by the local information of loads. Estimation of power deficit ∆P is the key point to determine the magnitude of shedding loads in microgrid. Due to the two types of generators, the estimate of ∆P i are different.
∆P i denotes the active power deficit of the generator at the i-th bus. For conventional DGs without inverters, the magnitude of the power deficit can be estimated by
where the inertia constant H CGi of conventional DGs are deterministic. The rate of change of frequency (ROCOF)
∆f CGi /∆t is measured when the imbalance of the active power occurs. f no is the normal frequency.
The energy sources which are connected to the microgrid system with inverters have little contribute to the system inertia, such as photovoltaics (PV). Hence, the power deficit of inverter-based generator is estimated by droop control characteristic. The relationship of active power and frequency is similar to conventional synchronous generator. The magnitude of the power deficit of the IGs can be calculated by:
where ∆f IGi is the ROCOF of inverter based generator and ξ i is the droop coefficient. The rated frequency and voltage of all the DGs must be same to avoid the voltage oscillation of droop control.
In order to improve the response of load shedding process, the MMST protocol is designed to speed up the process of global information discovery, which is introduced in section IV.
B. Distributed Load Shedding Algorithm Based on Subgradient Method
The active power deficit is decreased by load shedding and generator compensation together. Generator gradually increases the active power to compensate the power deficiency. The speed of the generator compensation depends on the generating unit type and is usually unchangeable. Thus, to slow the frequency drop to unsafe range can prolong the time for the generator compensation. The more power the generators compensate, the less loads the system disconnects. A DLSS method is proposed for collaborative operation with generator compensation.
For better quality of customer experience, the objective is to maximize the weighted sum of loads. To make the problem tractable, the objective is transformed into minimizing deviation between the current weighted sum of loads n i=1 P Wi and the prediction weighted sum of loads after compensation (P Wt − P W∆ ). For the autonomous management of microgrid, the balance between power supply and demand is the basic requirement. The problem is formulated as follows
where u = (u 1 , · · · , u N ) T ∈ U, U denotes the utilization level set, (13b) is the power balance constraint between supply and demand, and ε is the maximum error between power supply and demand.
It is noted that problem (13) is a convex optimization problem. In this paper, a distributed load shedding algorithm based on subgradient method is used to solve it, which is referred to [15] , [16] . We consider the Lagrange dual problem of (13):
where λ is the dual variable associated with the inequality constraint (13b), which is non-negative. The Lagrange function is expressed as:
where
) with respect to u and λ respectively, which are given by
. . .
Since
i ) can be calculated by using (9) and (13a), i.e.,
The ∇J(u (k) i ) can be calculated by using (13b), and they can be expressed as
The four steps of the proposed DLSS is described in detail as follows:
1) Global variable estimation: Each agent i has two auxiliary variables which are denoted by
is the updating index. The two auxiliary variables represent respectively the average estimates of the weighted sum
is the utilization level of agent i at updating index k. Due to the distributed feature of our algorithm, each agent has a copy of the dual variable λ
to all the neighbor agents j satisfying j ∈ N i . N i denotes the neighbor set of agent i. Each agent i also receives
from its neighbor agents, and estimates the global variable based on the those datã
where a ij is the information exchange coefficient between agent i and j. When (i, j) ∈ E, then a ij > 0 and a ij = 0 otherwise. Hence each agent updates its variables only by the information of its neighbor agents. The n dimensional transition matrix A is composed of a ij s. The transition matrix A is a doubly stochastic matrix, which satisfies that n j=1 a ij = 1 for all i and n i=1 a ij = 1 for all j.
2) Perturbation point computation:
It was shown in [17] that, with carefully chosen some perturbation points α (k) , β (k) and the step size, the primal-dual iterates can converge without strict convexity requirement on L and special step size for primal and dual updates. In addition, perturbition point based subgradient method has better performance than conventional primal-dual subgradient method. Because function F (u) is no-smooth, we update
where η 1 and η 2 are positive constants.
are given by
3) Primal-dual variable update: Each agent i updates its primal and dual variables (u
where τ k is the step size.
4) Local variable update:
Each agent i updates variable W i (k) and D i (k) with the changes of the local argument
In order to reduce the jitter of utilization level, the initial value of W i (0) and D i (0) can be set to P Wt /n and n i=1 ∆P i /n based on the obtained data in global information discovery.
can be estimated by P loss +α
, which is the same as the updating of the auxiliary variablesW i andD i . The process of DLSS method is summarized in Algorithm 1.
Algorithm 1 Distributed Load Shedding Algorithm Based on Subgradient Method
Input: Initial variables u
, and ∆P (0) .
Output: variables u.
1: Set k = 1.
Estimate the average local variablesW
by (20) .
4:
Calculate perturbation point α
by (21) and (22).
5:
Update primal and dual variables u i (k) and λ
by (24) and (25).
6:
Update the local variables (26) and (27).
7:
8: until Satisfy power balance constraint (13b)
C. Load Shedding Amount Correction
The synchronous generator (SG) is controlled to generate active power to compensate for the deficiency in the process of load shedding. The compensation rate is determined by generator specification, which is a relatively slower than load shedding. The total loads that need to be shed ∆P is updated as follow:
whereũ (k) i denotes the estimated global utilization level of loads at agent i. The first term of (29) is the current power deficit, and the second term is the sum of loads that have been shed. Thus the weighted sum of loads that need to be shed P W∆ can be updated based on (6) and (29). Due to this correction mechanism, a dynamic load shedding method is realized and the precise of load-shedding amount can be improved to avoid blackout.
D. Convergence Analysis of DLSS Method
In this subsection, the convergence of Algorithm 1 in our problem is analyzed.
It can be known that the convexity of function J(u) implies that it has uniformly bounded subgradient, which is equivalent to J(u) being Lipschitz continuous. Thus, based on (18), we have
whereP Li = max
Similarly, the convexity of function F (u) implies that it has uniformly bounded subgradient. Based on (19), we have
Proposition 1: Assume that the step size sequence τ k is non-increasing such that τ k > 0 for all k 1. Let
i , i = 1, · · · , n, generated by the algorithm of DLSS can converge to an optimal primal solution u * ∈ U and an optimal dual solution λ * , respectively. C λ denotes the upper bound of λ .
Proof : Please refer to the Appendix.
IV. MULTICAST METROPOLIS SCHEDULE BASED ON TDMA FOR LOAD SHEDDING
The response time of DLSS method is determined by the convergence of global information discovery, which is also related to communication protocol. Equation (10) can be expressed in the time based update format as follow
where t one denotes the updating time period of each iteration. Thus, the convergence time can be represented by Since the TDMA scheme does not need to exchange information frequently among agents and is a collision-free protocol, it is adopted to improve the convergence speed and guarantee the stability of the proposed load shedding method. Thus, a multicast metropolis schedule based on TDMA (MMST) for load shedding is proposed here. The IEEE 802.11 protocol is employed for analysis without loss of generality.
A. Time Slot Allocation for Multicast Metropolis Schedule
The slot assignment to improve the channel utilization is the main problem of this protocol design. In each update process of the proposed solution, each agent needs to exchange data with all the neighbor agents. If unicast mode is adopted, each updating process needs 2|E| slots. |E| is the number of transmission link which can be set similar to power network. In order to reduce the used time slots S of each update, multicast mode is adopted that each agent sends information to all his neighbor agents in the same slot. So the used time slots S is reduced from 2|E|
to n. Due to the distributed nature of microgrid, we can use the sparsity characteristic of physical distribution to increase the number of concurrent transmission. Thus, S can be further reduced. However, concurrent transmission may have hidden terminal problem which causes the packet collision. In general, the objective is to obtain the optimal transmission schedule to minimize the used time slot S. There are two constraints that need to be satisfied:
first, each agent has one non-private slot to transmit information. Second, the two-hop neighbors N 2 (i) of agent i cannot transmit in the same slot, whereN 2 (i) is the 2-hop close neighbor set of agent i.
The issue is a vertex coloring problem by graph theory which has been proved to be NP-hard problem. Thus we design a heuristic algorithm to obtain the sub-optimal slot assignment inspired by [21] . This algorithm has two loops to find the optimal transmission schedule. The outer loop generates slot and allocates it to a maximum degree agent firstly in this slot until all agents have transmission slot. The inner loop is to find the maximum number of concurrent transmission and the corresponding agent group in this slot. The stop condition is that all the residual agents are in the sum 2-hop close neighbor set of the agents that have been allocated in this slot.
B. Frame Design of Multicast Metropolis Schedule
Since the slot allocation algorithm limits the concurrent transmission of two-hop agents in MMST, the packet loss caused by hidden terminal problem is avoided. However, once link quality becomes poor, packet loss cannot be avoided. Thus data frame is defined in Fig. 3 for reliable packet delivery.
The Index_DATA includes the consensus indexes of the current transmitted data, which is used for consensus operation in global information discovery and utilization level update. Index_NEIG and Bitmap are inserted into data frame, which are used to indicate whether the data of neighbor agents have been received successfully. Index_NEIG contains the neighbor indexes of the agent who transmits the data frame. The Status_NEIG-i in Bitmap is the status of the received data from the i-th neighbor agent. If the previous data frame from the i-th neighbor agent has been received successfully, Status_NEIG-i is set to 1, otherwise set to 0. If the previous data frame fails to be received, the neighbor agent will add it in history data part of data frame and retransmit with the new data at the next allocated slot. Thus, retransmission of loss packet is realized to improve the transmission reliability. The status i ← extract a maximal degree agent in N * 5:
while N ′ = N do 7: j ← extract a maximal degree agent in N − N 
end while 11 : end while data of system include two parts: current status data and history status data. Current status data are the update data of each agent, and history status data are the previous data which have not been received correctly. The length of data can be adjusted by the system requirement. In our method, the data that need to be updated include load information P Li , ρ g,i , power deficit ∆P i , and utilization level u i ,ũ i .
For example, agents 1, 3, and 6 are the neighbors of agent 2. Hence, we set the Index_NEIG of agent 2 as 1, 3, and 6. The process of checking and retransmission is described as follow. First, the agents 1, 3 and 6 send their data to agent 2 in their arranged time slots; Second, agent 2 judges whether the data have been received successfully.
If the data are received successfully, the corresponding Status_NEIG-i in the Bitmap is set to 1. Otherwise set to 0. After finishing the checking process, agent 2 sends the update data with the checking information as the DATA frame structure. Third, agents 1, 3 and 6 receive the data frame and identify whether the previous data have been received successfully by corresponding Status_NEIG-i. If not, the previous data are added into the history data part of the data frame which is transmitted in his next arranged time slot. 
V. SIMULATIONS
In this section, the proposed distributed load shedding solution is tested with a case using NS3-Matlab co-simulator which is implemented based on the co-simulation structure [22] . The microgrid is modeled in Matlab/Simulink, the network communication is simulated in NS3, and the interactive interface part is used to coordinate the two The topology of the 6-bus system is illustrated in Fig. 4(a) . The microgrid system contains different types of DGs, such as SG, PV, wind turbine (WT). The information of generators and loads are shown in Table I . There are multi-priority loads in each bus. The active power and ratio of the g-th loads is shown in Table II . The weight factor w Vg are set to 1, 2 and 4. The SG in the microgrid is used to guarantee the stability. In normal condition, SG is just used for voltage regulation and generates active power at a low level. Once fault condition happens, the SG generates active power to compensate the deficit. The ramp-up and ramp-down rates of the SG are both set to Fig. 4(b) . Each agent only communicates and exchanges information with its directly connected neighbor agents. An improved Metropolis method [23] is employed to guarantee the convergence, and the transition matrix A is defined as:
where n i denotes the number of neighbor agent i.
The management operation of each agent is shown in Fig. 4(c) . When t = 2s, the distributed microgrid is disconnected from the main grid. The power generation cannot restore system frequency immediately. As a result, the system frequency starts to drop rapidly after this disturbance.
A. Global Information Discovery
The process of global information discovery is always carried out periodically in normal operation mode. When power imbalance occurs, this process is triggered by the drop of system frequency. The global information that contains power deficit ∆P i , total active power of loads P max L
, and ratio of the g-th loads ρ g . The iteration processes of global information discovery are shown in Fig. 5(a) . P V1 can be obtained from Fig. 5(a) , so ρ 1 is calculated by Table I .
The process of power deficit discovery is used for the convergence analysis between the proposed MMST protocol and two existed protocols (round-robin polling mechanism and deterministic scheduling [6] ). We choose the Nakagami model as the transmission loss model and NistErrorRateMode as the physical error rate model in NS3. Four conditions with different packet loss rate r are considered for the analysis. The results are shown in Fig.   5 (b) and Table III .
In this simulation, the time slot of communication protocol is set to 5 ms, which can meet the per-hop latency in sub-6 GHz wireless technology. From the results we can observe that the convergence time T gi increases and the relative error e becomes larger with the increase of packet loss rate. The average coordination error e avg is defined as
where x * is the true value which can be obtained by (10) . Packet loss has less impact on the performance of MMST and MMST has a faster convergence time than the other two protocols. The convergence time of global information discovery is important for load shedding, because it is a time-sensitive process. Therefore, MMST is more suitable for load shedding method.
B. Load Shedding Process
The power imbalance occurs at t = 2s, the unused capacity of all the DGs cannot immediately eliminate the power deficiency. Thus, load shedding is the appropriate solution. In order to maintain the system frequency stability and reduce the load-shedding amount, DLSS method is carried out immediately based on the power deficit ∆P estimated by the global information discovery. Meanwhile, SG generates active power to compensate the deficiency. Once the global information is obtained by all the agents, the DLSS method is carried out to shed loads. Depending on the DLSS method, the amounts of load shedding at each bus can be derived, and cooperative load shedding process can be achieved. The utilization levels and objective value at each bus are calculated locally by each agent. The utilization levels are asymptotically converged, and the objective value converges to 0 with It can be observed from Fig. 7(a) , the system frequency of microgrid system drops closely to 48.00 Hz, and then gradually recovers to the rated value 50 Hz. Due to the gradually shedding load, the drop speed of frequency df /dt is reduced. In the process of load shedding, the voltage fluctuates. The voltage response of SG in Fig. 7 (b) shows that the proposed DLSS method will not cause under voltage during the process of the whole control. Obviously, the frequency will drop below 47.5 Hz and be unsafe with the round-robin polling and determining schedule in this scenario, because its response time of global information discovery is larger than the drop time to be unsafe in table III. Additionally, the amount of loads after load shedding at each bus is depicted in Fig. 8 . The yellow bars filled with dots and the brown bars filled with hatched lines shown in Fig. 8 indicate the amounts of loads that are disconnected during the proposed DLSS. It can be observed that, the first grade loads remain unchanged, part of the the second grade loads and all the third loads are disconnected during the process of the DLSS method. In this case, it is obvious that the proposed DLSS can implement stable load shedding according to the estimated power deficit magnitude. Simulation results demonstrate the effectiveness of the proposed scheme to maintain frequency stability during a large disturbance.
C. Load-shedding Amount Analysis
The compensation power amount of distributed SG is related to the adjusting time, which is impacted by step size τ k . The more time the SG has for compensation, the less of loads should be shed. The simulation is carried out with different parameters τ k and power deficiency ∆P . The results are shown in Table. IV. The five parameters of τ k are
. We can observed that, the number of shedding steps is reduced and the load-shedding amount of each step is increased with the increase of τ k . Due to the feature of the proposed method, the load-shedding amount is concentrated in former shedding steps. Larger shedding amount can realize the supply-demand balance faster, but there is not enough time for generator compensation. Thus, load-shedding amount isn't reduced significantly. Because the smaller parameters τ k have little impact on the reduction of frequency derivative, it cannot avoid the frequency dropping to the unsafe range. From table IV, it can be seen that the system frequency drops to the unsafe range when the power deficits are 160 and 200 kW with the first adjustive parameter. With the same τ k , load-shedding amount at each step and the number of shedding step are affected by the power deficit ∆P . A rapid frequency decline can be decreased after executing the steps with large load-shedding amount. Consequently, the frequency would not drop too fast to reach the unsafe range. When the power deficit is relatively small, the initial steps have small load-shedding amount to avoid shedding loads too fast. Hence, the generator has enough time to compensate the deficit. Therefore, our method can realize dynamic load shedding process. We can observe that our method can reduce the load-shedding amount compared with the single step load shedding method. With a reasonable parameter, it can fix the power imbalance with different deficits. shedding, which can maintain the supply-demand balance and can also be utilized with generator compensation to reduce the load-shedding amount. The third is the fast response of DLSS method, which can reduce the system collapse and improve the reliability of load shedding with our method.
APPENDIX
The major steps for proving Theorem 1 is presented here. One key theorem and lemma that used in proof are presented first. The first theorem is Saddle-Point Theorem [19] . 
The lemma 11 of chapter 2.2 in [20] is used, which is described as follow.
k and e k are non-negative sequences and satisfy the condition as follow:
the sequence b k converges and ∞ k=1 e k < ∞. The transition matrix A satisfies that n j=1 a ij = 1 for all i, k and n i=1 a ij = 1 for all j, which is a doubly stochastic matrix. There exists a scalar 0 < γ < 1 such that a ii > γ for all i and a ij > γ if a ij > 0. The communication graph can be set as similar as power network, so it is strongly connected.
In each iteration of global variable estimation, since τ k is positive and non-increasing sequence, it holds that
Based on (21), (22), (31) and (33), we can know that
∆P , and D (k−1) ∆P /n.α (k) andβ (k) are calculated by (21) and (22) based on the consensus variableŴ (k) ,D (k) andλ (k) . Thus, from the result of (39), α (k) and β (k) converge to the common pointsα (k) andβ (k) , respectively.
Similarly, based on (24), (25), and (30)-(33), we can obtain that
We let u * and λ * represent the saddle point. By combining (41)-(44), we obtain the inequality as follow
+ 8τ k nP Li (n + 1)η 2 ∆P 2 + 2nη
From the Theorem 1, the point (u * , λ * ) is a primal-dual solution pair, which satisfies that
Hence, we can know that L α
0. Consequently inequality (45) can be deduced as follow
.
Referring to Lemma 5 in [16] , it can be known that
It can be known that the terms inc k are summable over k. Thus 
0, which can meet the condition of e k−1 in Lemma 1. Thus, it can be known that (48) satisfies Lemma 1. Finally, the sequence
converges for the saddle point (u * , λ * ).
In the process of load shedding, the generation compensation is employed to reduce the power deficit ∆P .
Obviously it will improve the convergence of load shedding process. After the generation compensation, the saddle point is changed to (ū * ,λ * ). The saddle point satisfies that u (0) −ū * < u (0) −u * and λ (0) −λ * < λ (0) −λ * .
It can be obtained that
It can be seen that (50a) also satisfies the Lemma 1. Thus, u (k) also converges to theū * , and the supply-demand balance of the microgrid system can be achieved by the proposed DLSS method.
