Abstract:Feature selection is the method of reducing the size of data without degrading their accuracy. In this study, we propose a novel feature selection approach, based on extreme learning machines (ELMs) and the coefficient of variation (CV). In the proposed approach, the most relevant features are identified by ranking each feature with the coefficient obtained through ELM divided by CV. The achieved accuracies and computational costs, obtained with the use of features selected via the proposed approach in 9 classification and 26 regression benchmark data sets, were compared to those obtained with all features, as well as those obtained with the features selected by a wrapper and a filtering method. The achieved accuracy values obtained with the proposed approach were generally higher than when using all features. Furthermore, high feature reduction ratios were obtained with the proposed approach, including the achieved feature reduction ratios in epilepsy, liver, EMG, shuttle, and abalone. Stock data sets were 90.48%, 90%, 70.59%, 66.67%, 75%, and 77.78%, respectively. This approach is an extremely fast process that is independent of the employed machine-learning methods.
Introduction
Today's modern systems are equipped with processors involving a high level of computation, storage, and communication capacity, besides the systems' low cost and weight. These characteristics facilitate the modeling of various efficient systems that are very similar to the real world. However, in real life, because of their incomplete or insufficient information, all system parameters may not be well-defined to perfectly model a realistic system. Machine learning (ML) algorithms, in this sense, are developed to model successful systems with deficient data. Employing only relevant features, instead of the whole data set (i.e. the irrelevant, redundant, or noisy features in the data set are eliminated), is generally a solution for increasing the accuracy and speed of applied ML algorithms. Thus, the computational cost of the ML stage may be decreased, and, in some cases, the accuracy of ML may be increased [1] [2] [3] . Additionally, after the feature selection process, the system can be better optimized owing to the use of less equipment and computational work such as electrode reduction [4] . It was also used to reduce instrumental costs and processes involving huge data sets such as gene classification [5, 6] . The ambition for feature selection is to identify the best descriptive feature or feature subset to improve computational and storage costs, while retaining almost the same or higher classification accuracy [1] [2] [3] [7] [8] [9] [10] . Therefore, the selection of the most definitive features can be defined as an important step in the ML process. * Correspondence: omerfarukertugrul@gmail.com Feature selection methods are classified into filtering, wrapping, and embedding methods, according to the employed feature ranking scheme. Filtering-based methods attempt to measure the qualities of each feature from the given data set by utilizing a discriminating criterion, and all features in the data set are ranked based on the obtained score. One thing to bear in mind is that the filtering feature selection process is fast enough, scalable, and independent of ML methods [2, 3] . On the other hand, Guyon and Elisseeff suggested that a variable, which is useless or has a minor effect when employed alone, may provide a significant improvement when used together with other variables [1] . Hence, feature ranks obtained by filtering methods may not always provide the best feature subset.
Wrapping-based methods put into practice each particular subset according to their effectiveness on a given predictor to determine the best feature subset. Despite wrapping-based methods providing a selection of the best relevant features, they lead to a high computational cost, depending on the rate of trials (that is: 2 N trial for N feature) [2, 3] . To reduce the computational cost, some future selection schemes, such as forward and backward selection, have been proposed [2] . Such search methods may make the system faster than traditional wrapper methods, because they do not try certain subsets. Nonetheless, these search strategies may cause an overfitting problem and/or add irrelevant features, which can make prediction worse or more complex [11] . In embedded methods, features in a data set are selected automatically with a learning method. Therefore, the produced results are suitable for this particular ML method. Embedded methods, such as decision tree and weighted Naïve Bayes, require lower computational cost compared to wrapper methods. However, the accuracy of these algorithms depends on ML methods [2, 3, 7] .
From the literature, it can be understood that developing a fast, consistent, and independent feature selection algorithm with higher accuracy is still desirable. It has been thought that the extreme learning machine (ELM), which has an extremely fast training stage with a high generalization capacity, is a good candidate for a feature selection process [12] [13] [14] . Several studies investigating the applicability of ELM to feature selection have been published [15] [16] [17] [18] . One of these studies, which employs the wrapper process, computes the impact of a feature by the difference between achieved accuracies with and without that feature in the data set [15] . Additionally, a relatively new embedded method, which offers an additional feature selection layer to standard ELM, has been proposed [16] . In the literature, ELM has been generally employed as an ML method, and the relevant features were selected based on the wrapper method [17] or the filter method [18] . Although extensive research has been carried out on feature selection by means of ELM to obtain the most relevant subset of features with a high speed, accuracy, and compression ratio, no single study exists that entirely overcomes the disadvantages of filtering, wrapping, and embedded methods, mentioned above.
The coefficient of variation (CV ), which shows the ratio of standard deviation of data to its mean value, measures the variability of the data (or feature), independent of the unit of measurement used for the data [19] . The CV alone has been used in previous studies for feature selection [20] and feature extraction [21, 22] .
A small value of CV means that the data has small variations or scattering between samples in the data [20] . Therefore, the best feature was defined in accordance with the minimum value of CV [20] .
In view of this information, an efficient approach based on ELM and CV values was proposed for feature selection. CV values that were calculated from data sets and coefficients, which were determined from trained ELM, were used as feature ranks. The results achieved from the given examples showed that the proposed approach is simple to employ and possesses very high speed, high accuracy, and a high feature reduction ratio.
Materials and methods
In order to evaluate and validate the proposed approach, 9 classification benchmark data sets and 26 different regression data sets were employed. Details of each of these data sets are given in Table 1 . 
Extreme learning machine
In ELM, weights and biases in the hidden layer are assigned arbitrarily, and weights in the output layer are calculated analytically through generalized Moore-Penrose pseudoinverse matrix [31, 32] . Therefore, ELM has an extremely fast training stage and high generation capacity [12] [13] [14] , and, unlike gradient-based learning algorithms, there is no risk of falling into any local minima in ELM [33, 34] . In general, the output of a neural network that has a single hidden layer can be expressed as
where x i denotes the input of the system and y k denotes the k ′ th output of the system. n, m , and k indicate the number of neurons in the input, hidden, and output layers, respectively.w i,j and β j,k denote the weights assigned to input and output neurons, respectively. b j denotes the bias values that are applied to the neurons in the hidden layer. g (.) is the activation function implemented for every single neuron [35] . Eq. (1) can be rewritten as
Here H is the hidden layer output matrix [12] . The weights of output neurons, β 1···m,1···k , can be computed with the generalized Moore-Penrose pseudoinverse matrix aŝ
where H + denotes the generalized Moore-Penrose pseudoinverse matrix of H , as given in [33] , and y is the desired output of the system.
Proposed feature selection approach
Referring to Eq. (1), it has been reported that any infinitely differentiable function can be chosen as a transfer function (g (.)) in the hidden layer [12] [13] [14] . In this study, in the framework of linear mathematics, let us say a linear separable function, which complies with (a x + b) = ag (x) + g (b) , can be chosen for g (.) . In this case,
Eq. (1) may be rewritten as
where w i,j and b j are randomly assigned constants. The term β j,k is the weight calculated to go between the j ′ th neuron and the k ′ th output of the system. This equation may be unwrapped as
For simplicity, since b 1 , b 2 , . . . b j b m are constants, the constant terms can be replaced by a single constant value,
. Therefore, Eq. (5) can be reformed such that
Then Eq. (7) may be put in compact form as
Or, equivalently,
are employed in ranking the j 'th feature of the desired k 'th output of the system. The entire process can also be expressed in matrix form as
. . .
The set of coefficients defined in this way for the particular k th output of the system can be expressed in matrix form as
Finally, the system equation becomes
The coefficients α 1,k ,...α n,k , obtained in this way, are the coefficients ranking the input elements of the network.
For a multi-input multioutput (MIMO) system, the global equation then becomes y = Ag
A denotes the coefficients' matrix, [X] denotes the vector of elements fed to the input of the system, and ψ is a scalar obtained by β , obtained through ELM multiplied by the transpose of the bias vector employed for the hidden layer of the neural network. Then we minimize the risk of these coefficients (α 1,k ,...,α n,k ) by adjusting them by a meaningful quantity such as unitized risk factor so-called variation coefficient [36] . The variation coefficient or CV, which is sometimes called relative standard deviation, is defined as a standardized measure of dispersion of a probability distribution in probability theory. The reason for adjusting the coefficients with CV (CV = σ / µ ) can be explained as follows:
Let the CV calculated over data set x i fed to the i th input of the system be denoted by CV (x i ) . By dividing α i,k coefficients by CV (x i ) , it is revealed that if the probabilistic risk with input x i in identifying decision boundary is high, i.e. CV (x i ) is high, then the rank of x i must be lower as compared to x i with low CV (x i ). In other words, in the example of feature data, any x i that has a high CV (x i ) will have a minimum effect on the decision boundary and vice versa. From this information, in a feature selection process, feature ranking (FR) for y k can be designed as
In this work, we consider a multi-input but single output (MISO) system, such that k = 1. The number of elements in x i was equal to the number of observations in the data set, taken into account for the training of ELM. For example, in this study, the data sizes of the butterfly, EMG, epilepsy, diabetes, and liver data sets were 190, 80, 86, 768, and 583, respectively.
Employed procedure
To comparatively evaluate the proposed approach, FM and WM were performed on real world data sets of different specifications [23] [24] [25] [26] [27] [28] [29] [30] , and were analyzed in terms of both accuracy and computational cost. The motivation behind the use of WM was the success of the best accuracy [17] . The use of FM was in being fast and providing the relevance of each individual feature one-by-one [15] . In the wrapper method, the most relevant feature subsets were constructed by determining the most relevant feature, then the two most relevant features, then the three most relevant features, and so on. In these methods, the ranking was achieved in accordance with the success rate, whereas in the proposed approach, the ranking was achieved.
Firstly, data sets were classified/estimated with kNN, taking into account all the features. Then filter, wrapper, and the proposed approach were conducted on the data sets for feature selection, and the obtained ranked feature sets were classified/estimated by kNN. In this study, k nearest neighbor (kNN) (with 10-fold cross-validation) was employed as the classifier/estimator in the system, due to its simplicity and being a nonparametric algorithm [37] . Another reason for choosing kNN was to certify that the obtained results did not depend on the classification system. The optimum value of k was determined by the value (in the range of 1 to 10) that yields the highest accuracy.
Results and discussion
The most relevant features that were selected from the butterfly data set with the three methods (the proposed approach, FM, and WM) are provided in Table 2 . In this table, µ , σ , and H show the mean, standard deviation, and entropy of the images that were filtered with TEM filters. A TEM filter is formed by multiplying a TEM vector by the transpose of a TEM vector, e.g., S T 7 E 7 . Each TEM vector is characterized in accordance with a mission to extract the targeted configuration in the image, e.g., the average energy level (L), edge (E), and spot (S) [23] .
As seen from this table, among the extracted features, spots of images were dominantly involved in selecting the most relevant features in the proposed approach and WM. Additionally, in WM, as mentioned earlier, the accuracies of all possible feature subsets were calculated. In this case, the relation order was equal to the number of features in the subset that had the highest accuracy. In FM, features were established by 
utilizing the edge and level of 1-D TEM vectors. Then this data set was classified into 19 species by way of kNN using these ranked features. The accuracies of the FM, WM, and proposed approaches were obtained in association with the number of features employed and comparatively plotted in Figure 1 , where the dashed line shows the obtained accuracy level when all the features were used. As seen in Figure 1 , the performances of the proposed, FM, and WM approaches are quite similar. Furthermore, the accuracies obtained with the proposed, FM, and WM approaches in the other employed data sets were calculated and plotted in Figure 2 as a function of the most relevant feature numbers. From this figure, it is obvious that the accuracies obtained with the selected features are larger than the accuracies obtained with the use of all features. This means that the same or higher accuracies can be achieved by using a lower number of features. In the proposed approach, the feature ranks were determined by utilizing the output weights of the trained ELM, multiplied by the inverse of the coefficient of variation calculated over features. The features selected in this way are assumed as eventually influenced by all the features in the data set. Hence, besides being simple and easily applicable, the proposed approach overcomes some of the disadvantages of FM and WM, such as computational cost and the effect of removed features. This can be understood as the relevant order or accuracy with respect to the number of employed features obtained with the proposed approach, given in Figures 1 and 2 . The total number of features, the selected number of the most relevant features, and their accuracies are summarized in Table 3 . It is obvious from Table 3 that the classification accuracies achieved by using the selected features in diabetes, liver, EMG, shuttle, segmentation, and hepatitis data sets via the proposed approach are higher than those obtained by using all the features. The accuracies obtained in the epilepsy and butterfly data sets were 100% and 99.47%, respectively, when employing the selected features and all the features. The results obtained with regression data sets are given in Table 4 . As seen in Table 4 , when all the features were used, the RMSEs obtained for 21 data sets are quite low. However, when the selected features were used, the RMSEs obtained for 23 data sets were generally at the same level, or even less. Differences in feature reduction ratios in both classification and regression data sets can be explained with the complexity of the employed data sets and the significance of the features. The feature reduction ratio does not only show the decrease in computational cost of the employed ML, but also shows lower memory requirement and the pertinent grade of the features.
In order to make clear that the ranking method is independent from ELM, since the latter was employed in the formulation of the proposed approach, kNN was used in the classification/estimations stage. To demonstrate this idea and to show that the proposed approach can go with other linear and nonlinear machine learning algorithms as a preprocess, the features selected by the proposed approach (for the liver data set) were classified/estimated by the nearest mean (NM), Naïve Bayes (NB), iteration-based artificial neural network (ANN), support vector machine (SVM), and instance-based kNN classifiers. The classification accuracy levels achieved with the use of ranked features, obtained through the proposed approach, and all other features are given in Table 5 .
The data given in Table 5 suggest that the proposed approach is independent of the ML method and can be employed as a preprocess before any ML method. In general, as mentioned earlier, the ML method can obtain higher accuracies with less computational cost and storage capacity when using selected features of the proposed approach. With this approach, the requirement for storage capacity and computation time is decreased due to using less features. For example, the mean processing times of the proposed method, when NB was used for classification, were 0.0466 s, 0.0835 s, and 0.0944 s when using 1, 5, and 10 features, respectively. Some minor accuracy differences may have been caused by cross-validation errors. Additionally, the required time lengths of the employed feature selection processes, which show the computational costs of the feature selection process, are summarized in Table 6 . The simulations were conducted with a personal computer with an Intel Core i7-2600 CPU, 3.4 GHz, and 4 GB RAM. The feature selection process with the proposed approach takes less time compared to other employed feature selection approaches, as shown in Table 6 . It is obvious that the proposed approach is almost ten times faster than FM and much faster than WM. This may be because FM requires selecting and applying the optimum discriminating criteria, and WM requires 2 N trials in determining the most relevant feature, whereas the proposed approach requires only one trial in which the solution of the ELM matrix is calculated. Additionally, a positive correlation was found between the required times for feature selection in the proposed approach, FM, and WM with the number of features. This means that a data set with a high number of features requires more time to select relevant features. Therefore, the increase in processing time in the epileptic data set (compared to the other data sets), as seen in Table 6 , can be due to the increase in the number of features employed in the process. The required time for feature selection by WM took nearly 17 hours for this data set, which shows that WM is a time-consuming process.
Conclusion
In this study, a new feature selection algorithm was proposed and demonstrated for a variety of data sets. The results obtained by the proposed approach and the FM and WM methods were analyzed according to their accuracies and processing speed. From the obtained results it can be concluded that the proposed approach is superior to the existing methods, because it possesses a significant feature reduction ratio and faster processing time. Although under some conditions the accuracies can be similar to those of the epilepsy and butterfly data sets, under other conditions, the classification accuracy achieved by using selected features of the proposed approach is better than that achieved by all the features. For example, for the diabetes, liver, and EMG data sets, the accuracy obtained with the selected features was better than that obtained with all the features.
Besides generality, the proposed approach was proven to be adequately selective, extremely fast, and possessing a high classification accuracy. Since the presented approach uses ELM, it takes into account the effect of all features and reflects onto the mechanism of ranking. Moreover, via CV values, the method selects the most stable features to better standardize the ranking scheme. Such important characteristics result in the superiority of the method in feature selection. Most importantly, the proposed approach is simple to design and easily applicable to various problems.
