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NONDEGENERACY OF THE TRAVELING LUMP SOLUTION
TO THE 2 + 1 TODA LATTICE
YONG LIU AND JUNCHENG WEI
Abstract. We consider the 2 + 1 Toda system
1
4
∆qn = e
qn−1−qn − eqn−qn+1 in R2, n ∈ Z.
It has a traveling wave type solution {Qn} satisfying Qn+1(x, y) = Qn(x +
1
2
√
2
, y), and is explicitly given by
Qn (x, y) = ln
1
4
+
(
n− 1 + 2√2x
)2
+ 4y2
1
4
+
(
n+ 2
√
2x
)2
+ 4y2
.
In this paper we prove that {Qn} is nondegenerate.
1. Introduction and statement of main results
Toda lattice equation is a classical integrable system appearing in various differ-
ent areas of mathematics, mechanics and physics. In this paper, we are interested
in the lump solution to the following 2 + 1 Toda lattice equation:
1
4
∆qn = e
qn−1−qn − eqn−qn+1 in R2, n ∈ Z. (1.1)
Equation (1.1) has been studied in [18–21], using the inverse scattering trans-
form(IST). A family of lump solution to (1.1) has been found in [18] (see equation
(3.6) there). Let us consider one of these lumps:
Qn (x, y) = ln
1
4 +
(
n− 1 + 2√2x)2 + 4y2
1
4 +
(
n+ 2
√
2x
)2
+ 4y2
. (1.2)
Then Qn decays at the rate O
(
r−1
)
, as r2 = x2 + y2 → +∞. We also point out
that in [14], families of rational and N -breather solutions to (1.1) , including Qn,
have been found using Hirota’s direct method. It turns out that Qn is actually an
analogy of the classical lump solution to the KP-I equation. As a matter of fact,
the KP-I equation can be regarded as a continuum limit of a family of generalized
Toda lattice, with (1.1) being in this family. We refer to [15] for more details on
this correspondence.
It is worth noting that the hyperbolic version of (1.1) :
1
4
(
∂2x − ∂2y
)
qn = e
qn−1−qn − eqn−qn+1 , (x, y) ∈ R2, n ∈ Z, (1.3)
has also been investigated in [18–21]. From the IST point of view, (1.3) is quite
different from (1.1) . More precisely, the associated Cauchy problem in the IST
formulation is well posed in (1.3) , but ill-posed in (1.1) .
1
2 Y. LIU AND J. WEI
The system (1.1) is a generalization of following 1 + 1 Toda lattice
1
4
q′′n = e
qn−1−qn − eqn−qn+1 , n ∈ Z. (1.4)
This is a classical integrable system. Compared to the 2+ 1 Toda lattice (1.1) , the
system (1.4) has been extensively studied in the literature. We refer to [4, 17] and
the reference therein for more discussion on this equation and related topics.
It is worth mentioning that there is another class of Toda equation, which we
call finite Toda system (It is also called Toda molecule equation in [5]):(
∂2x − ∂2y
)
qn = 4e
qn−1−qn − 4eqn−qn+1 , (x, y) ∈ R2, n ∈ 1, ..., N, (1.5)
with q0 = −∞, qN+1 = +∞. This is also an integrable system. The elliptic version
of (1.5): (
∂2x + ∂
2
y
)
qn = 4e
qn−1−qn − 4eqn−qn+1 , (x, y) ∈ R2, n ∈ 1, ..., N, (1.6)
has been studied in [9], where classification and nondegeneracy of solutions have
been proved, by analyzing various explicit conserved quantities of this system.
One of the motivations of studying Toda system comes from the following unex-
pected connection: the solutions of (1.1) , (1.4) , (1.6) , actually describe the interface
motion of the solutions of the Allen-Cahn equation
−∆u = u− u3.
The general principle is the following: For each “regular” enough solution of the
Toda system in R1 or R2, one should be able to construct an entire solution to the
Allen-Cahn equation in R2 or R3 whose nodal sets resemble the solutions to the
Toda system. This type of results has been obtained in [1, 3, 8], using the method
of infinite dimensional Lyapunov-Schmidt reduction. The bounded domain case is
considered in [2]. A key element in these constructions is the nondegeneracy of
solutions to the Toda system. See [3, 8].
In this paper, we prove that {Qn} is nondegenerate. Our main result is
Theorem 1. Let {Un} be a solution of the linearized equation
∆Un = e
Qn−1−Qn (Un−1 − Un)− eQn−Qn+1 (Un − Un+1) . (1.7)
Suppose Un+1 (x, y) = Un
(
x+ 1
2
√
2
, y
)
and
Un (x, y)→ 0 as x2 + y2 → +∞.
Then
Un = c1∂xQn + c2∂yQn,
for some constants c1, c2.
Theorem 1, combined with gluing arguments similar to those in [1,8], yields the
following result for Allen-Cahn equation
Corollary 2. The Allen-Cahn equation
−∆u = u− u3 in R3 (1.8)
has a family of singly periodic solutions whose zero level set {u = 0} is approxi-
mately given by ∪n{z = Qn(x, y)}.
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The main idea of the proofs of Theorem 1 is to consider the Ba¨cklund trans-
formation at the linearized level. More precisely we use the linearized Ba¨cklund
transformation to transform a kernel Un of (1.7) to a kernel of the linearized equa-
tion with respect to the trivial solution, which is an operator of constant coefficient.
This type of arguments has been used in [11,13] for the analysis of spectral property
of some soliton solutions to 1 + 1 Toda lattice and KdV equation. In this respect,
we also refer to [12], where the stability of line solitons of the KP-II equation has
been proved using Miura transformation. In [10] similar idea is used to prove the
nondegeneracy of the lump solution to the KP-I equation.
Acknowledgement 3. The research of J. Wei is partially supported by NSERC
of Canada. Y. Liu is partially supported by the Fundamental Research Funds for
the Central Universities 13MS39.
2. Preliminaries on the Ba¨cklund transformation of the 2+1 Toda
lattice
Ba¨cklund transformation has been used to study soliton solutions for many in-
tegrable systems. We refer to [5, 16] for a general introduction this topic.
In this paper, we use D to denote the bilinear derivative operator. That is,
Dms D
n
t f · g = [(∂s − ∂s′)m (∂t − ∂t′)n] (f (s, t) g (s′, t′)) |s′=s,t′=t.
We already know that the lump Qn can be obtained via the inverse scattering
transform. It turns out that we can also find Qn by Ba¨cklund transformation. Let
us explain this in the sequel.
To use the form of the Ba¨cklund transformation as studied in [5], we introduce
the complex variables s = x+iy, t = x−iy. Then ∆ = 4∂s∂t. Setting rn = qn−1−qn,
we transform (1.1) into
∂s∂trn = e
rn+1 + ern−1 − 2ern , n ∈ Z. (2.1)
Let us define Vn by
1 + Vn = e
rn .
Equation (2.1) then becomes
∂s∂t ln (1 + Vn) = Vn+1 + Vn−1 − 2Vn.
Introducing the so-called τ -function τn by Vn = ∂s∂t ln τn, we get the following
bilinear form for the Toda lattice (2.1):
DsDtτn · τn = 2
(
τn+1τn−1 − τ2n
)
, n ∈ N. (2.2)
For n ∈ N, we define
κn = 1,
ωn =
√
2 (s+ t) + n+ (s− t) +
√
2− 1
2
,
and
θn =
(√
2 (s+ t) + n
)2
− (s− t)2 + 1
4
. (2.3)
Then {κn} , {ωn} , {θn} are solutions of (2.2) . The lump solution Qn is correspond-
ing to θn.
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We are interested in the transformation from {qn} to {τn} at the linearized level.
Let us define the linearized operator Tθ of (2.2):
(Tθη)n := ∂s∂tηnθn − ∂sηn∂tθn − ∂tηn∂sθn
+ ηn∂s∂tθn − (ηn+1θn−1 + θn+1ηn−1 − 2θnηn) .
Similarly, we have Tω and Tκ. Note that
(Tκη)n =
1
4
∆ηn + 2ηn − ηn+1 − ηn−1.
Lemma 4. Suppose {Un} satisfies the linearized equation
1
4
∆Un = e
Qn−1−Qn (Un−1 − Un)− eQn−Qn+1 (Un − Un+1) , n ∈ Z. (2.4)
Assume
Un+1 (x, y) = Un
(
x+
1
2
√
2
, y
)
and
Un (x, y)→ 0, as x2 + y2 → +∞.
Then the equation
1
4
∆η˜n = e
Qn−1−Qn (Un−1 − Un) , (2.5)
has a solution {η˜n} with η˜n+1 (x, y) = η˜n
(
x+ 1
2
√
2
, y
)
and
|η˜0| ≤ C√
1 + x2 + y2
.
Moreover, ηn := θnη˜n solves the linearized equation Tθη = 0.
Proof. Let us denote the function Un−1 − Un by vn. We deduce from (2.4) that
1
4
∆vn = e
Qn−2−Qn−1vn−1 + eQn−Qn+1vn+1 − 2eQn−1−Qnvn. (2.6)
Setting fn =
(
eQn−1−Qn − 1) vn, we can write (2.6) as
1
4
∆vn − vn+1 − vn−1 + 2vn = fn+1 + fn−1 − 2fn. (2.7)
We use F (f) to denote the Fourier transform(in R2) of the function f. Taking
Fourier transform in (2.7) , we obtain
F (vn) =
−
(
2− 2 cos piξ1√
2
)
F (fn)
−pi2 (ξ21 + ξ22) + 2− 2 cos piξ1√2
. (2.8)
Observe that
−pi2 (ξ21 + ξ22)+ 2− 2 cos piξ1√
2
≤ 0,
and it equals zero if and only if ξ1 = ξ2 = 0. Then using (2.8) and the estimate
Qn −Qn+1 = O
((
1 + x2 + y2
)−1)
,
we can show that
vn = O
((
1 + x2 + y2
)−1)
.
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This implies
fn = O
((
1 + x2 + y2
)−2)
.
The equation (2.5) has a solution η˜n with
F (η˜n) = − 1
pi2 (ξ21 + ξ
2
2)
F (eQn−1−Qnvn) = −F (fn + vn)
pi2 (ξ21 + ξ
2
2)
.
In view of (2.8) , we get
F (η˜n) = F (fn)−pi2 (ξ21 + ξ22) + 2− 2 cos piξ1√2
. (2.9)
On the other hand, using equation (2.4), we obtain∫
R2
fn (x, y) dxdy =
∫
R2
vn (x, y) dxdy = 0.
Hence by (2.9) ,
|η˜0| ≤ C√
1 + x2 + y2
. (2.10)
The derivatives of η˜0 can also be estimated.
Under the transformation
rn = qn−1 − qn, Vn = ern − 1, ∂s∂t ln τn = Vn,
the original Toda lattice (1.1) becomes
∂s∂t ln
(
∂s∂tτnτn − ∂sτn∂tτn + τ2n
τ2n
)
= ∂s∂t ln
τn+1τn−1
τ2n
. (2.11)
Linearizing these relations at θn, we find that the function ηn = η˜nθn satisfies
∂s∂t
(Tθη)n
θn+1θn−1
= 0.
This together with the estimate (2.10) tells us Tθη = 0. 
Let
P = [DtDsτn · τn − 2τn+1τn−1 + 2τ2n] τ ′2n − [DtDsτ ′n · τ ′n − 2τ ′n+1τ ′n−1 + 2τ ′2n ] τ2n.
Then we have the identity(Page 179, [5])
1
2
P = Dt
[
Dsτn · τ ′n − λτn+1 · τ ′n−1 + λτnτ ′n
] · (τ ′nτn)
+ λ
[
Dtτn+1 · τ ′n + λ−1τnτ ′n+1 − λ−1τn+1τ ′n
]
τ ′n−1τn
− λ [Dtτn · τ ′n−1 + λ−1τn−1τ ′n − λ−1τnτ ′n−1] τ ′nτn+1.
Here λ is a free parameter. From this, we get the following Ba¨cklund transformation
between {τn} and {τ ′n} :{
Dsτn · τ ′n − λτn+1 · τ ′n−1 + λτnτ ′n = 0,
Dtτn+1 · τ ′n + λ−1τnτ ′n+1 − λ−1τn+1τ ′n = 0. (2.12)
If {τn} is a solution of (2.2) and {τn} , {τ ′n} satisfy (2.12) , then {τ ′n} is also a
solution of (2.2) .
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In the rest of the paper, we choose λ =
√
2 + 1. The Ba¨cklund transformation
from κn to ωn is given by{
Dsκn · ωn = λ (κn+1ωn−1 − κnωn) ,
Dtκn+1 · ωn = −λ−1 (κnωn+1 − κn+1ωn) . (2.13)
The Ba¨cklund transformation from ωn to θn is{
Dsωn · θn = λ−1 (ωn+1θn−1 − ωnθn) ,
Dtωn+1 · θn = −λ (ωnθn+1 − ωn+1θn) . (2.14)
We refer to [16] for related results on the Ba¨cklund transformation of 1+1 Toda
lattice and other integrable systems.
3. The linearized Ba¨cklund transformation between ω and θ
In this section, we study the linearized Ba¨cklund transformation between ω and
θ. The linearization of the system (2.14) is

∂sφnθn − φn∂sθn − λ−1 (φn+1θn−1 − φnθn)
= −∂sωnηn + ωn∂sηn + λ−1 (ωn+1ηn−1 − ωnηn) ,
∂tφnθn−1 − φn∂tθn−1 + λ (φn−1θn − φnθn−1)
= −∂tωnηn−1 + ωn∂tηn−1 − λ (ωn−1ηn − ωnηn−1) .
(3.1)
Dividing the first equation by θn and the second one by θn−1, (3.1) can be rewritten
as {
(F1φ)n = (G1η)n ,
(M1φ)n = (N1η)n ,
(3.2)
where
(F1φ)n = ∂xφn −
(
∂sθn
θn
+
∂tθn−1
θn−1
+ 2
)
φn − λ−1 θn−1
θn
φn+1 + λ
θn
θn−1
φn−1,
(M1φ)n =
1
i
∂yφn −
(
∂sθn
θn
− ∂tθn−1
θn−1
− 2
√
2
)
φn − λ−1φn+1 θn−1
θn
− λφn−1 θn
θn−1
,
and
(G1η)n =
ωn
θn
∂sηn +
ωn
θn−1
∂tηn−1 +
(
−∂sωn
θn
− λ−1ωn
θn
− λωn−1
θn−1
)
ηn
+
(
λ
ωn+1
θn
− ∂tωn
θn−1
+
λωn
θn−1
)
ηn−1,
(N1η)n =
ωn
θn
∂sηn − ωn
θn−1
∂tηn−1 +
(
−∂sωn
θn
− λ−1ωn
θn
+ λ
ωn−1
θn−1
)
ηn
+
(
λ
ωn+1
θn
+
∂tωn
θn−1
− λωn
θn−1
)
ηn−1.
In this section, we would like to prove the following
Proposition 5. Let {ηn} be given by Lemma 4. Then (3.2) has a solution {φn}
with φn+1 (x, y) = φn
(
x+ 1
2
√
2
, y
)
and
|φ0 (x, y)| ≤ C
(
1 + x2 + y2
) 5
8 . (3.3)
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We remark that the exponent 58 is not optimal, but it is suffice for our use in the
proof of Theorem 1.
To prove Proposition 5, we will use the Fourier transform. Let us use φˆ to
denote the Fourier transform of a generalized function φ = φ (x, y) with respect to
the x variable. In particular, if φ is a regular function, then
φˆ (ξ, y) =
∫
R
e−2piixξφ (x, y) dx.
The Heaviside step function will be denoted by u. That is,
u (x) :=
{
0, x < 0,
1, x ≥ 0.
We will frequently use the following formulas for the Fourier transform(See Appen-
dix 2 of the book [7]).
Lemma 6. Let a1 ∈ R, a2 > 0. Then(
1
x+ a1 − a2i
)ˆ
= 2piie2pii(a1−a2i)ξu (−ξ) ,
and (
1
x+ a1 + a2i
)ˆ
= (−2pii) e2pii(a1+a2i)ξu (ξ) .
Lemma 7. Let a1 ∈ R. Then(
1
x+ a1
)ˆ
= −piie2piia1ξSgnξ.
Remark 8. From Lemma 6 and Lemma 7, we see that formally,(
1
x
)ˆ
= lim
ε→0
1
2
(
1
x+ εi
+
1
x− εi
)
.
Here the distribution 1
x
is defined to be the derivative of ln |x| .
Lemma 9. Suppose a1 ∈ R, a2 > 0, and a3 ∈ C. Then(
(x+ a1) + a3
(x+ a1)
2 + a22
)ˆ
=
(
1
2
− a3
2a2i
)
(−2pii) e2pii(a1+a2i)ξu (ξ)
+
(
1
2
+
a3
2a2i
)
(2pii) e2pii(a1−a2i)ξu (−ξ) .
Proof. We have
(x+ a1) + a3
(x+ a1)
2
+ a22
=
1
2
1
x+ a1 + a2i
+
1
2
1
x+ a1 − a2i
+
a3
2a2i
(
1
x+ a1 − a2i −
1
x+ a1 + a2i
)
=
(
1
2
− a3
2a2i
)
1
x+ a1 + a2i
+
(
1
2
+
a3
2a2i
)
1
x+ a1 − a2i .
The result then follows from Lemma 6. 
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We define
α =
n
2
√
2
, β =
√
y2
2
+
1
32
, b = −y
2
,
and
c =
1
2
√
2
, α1 = α− c.
Set
A1 =
1
2
− b
2β
,A2 = − λ√
2
(
1
2
−
√
2
16βi
)
,
A3 = −
(
1
2
+
b
2β
)
, A4 =
λ√
2
(
1
2
+
√
2
16βi
)
.
Lemma 10. Let θn be defined by (2.3) . Then[
∂sθn
θn
]ˆ
= −2piiA1e2pii(α+βi)ξu (ξ)− 2piiA3e2pii(α−βi)ξu (−ξ) ,
[
∂tθn−1
θn−1
]ˆ
= 2piiA3e
2pii(α1+βi)ξu (ξ) + 2piiA1e
2pii(α1−βi)ξu (−ξ) ,
and [
θn−1
θn
]ˆ
= δ + 2pii
A4
λ
e2pii(α+βi)ξu (ξ) + 2pii
A2
λ
e2pii(α−βi)ξu (−ξ) ,
and [
θn
θn−1
]ˆ
= δ + 2pii
A2
λ
e2pii(α1+βi)ξu (ξ) + 2pii
A4
λ
e2pii(α1−βi)ξu (−ξ) .
Proof. We compute
∂sθn
θn
=
2
√
2
(
2
√
2x+ n
)− 4yi(
2
√
2x+ n
)2
+ 4y2 + 14
=
x+ n
2
√
2
− yi2(
x+ n
2
√
2
)2
+ y
2
2 +
1
32
.
Similarly,
∂tθn
θn
=
2
√
2
(
2
√
2x+ n
)
+ 4yi(
2
√
2x+ n
)2
+ 4y2 + 14
=
x+ n
2
√
2
+ yi2(
x+ n
2
√
2
)2
+ 2y2 + 132
.
Moreover,
θn−1
θn
=
θn −
[
2
(
2
√
2x+ n
)− 1]
θn
= 1− 2
(
2
√
2x+ n
)− 1(
2
√
2x+ n
)2
+ 4y2 + 14
= 1− 1√
2
(
x+ n
2
√
2
)
−
√
2
8(
x+ n
2
√
2
)2
+ y
2
2 +
1
32
.
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We also have
θn
θn−1
= 1 +
2
(
2
√
2x+ n
)− 1
τ ′n−1
= 1 +
1√
2
(
x+ n−1
2
√
2
)
+
√
2
8(
x+ n−1
2
√
2
)2
+ y
2
2 +
1
32
.
The desired results then follow from direct application of Lemma 9. 
To proceed, we need to introduce some notations. We define
γ∗ :=
A2
A3λ2
=
A1
A4
,
and
γ :=
A4
A1λ2
=
A3
A2
.
Then γγ∗ = λ−2. Note that |γ| < 1, and |γ| → 1 as y → +∞.
We introduce the functions
2piiP (ξ) = 2piiξ − 2− λ−1e piiξ√2 + λe−piiξ√2 ,
Q (ξ) =
(
1− γe piiξ√2
)(
A1 +A2e
−piiξ√
2
)
−
(
1− γ∗e piiξ√2
)(
A3 +A4e
−piiξ√
2
)
,
and
J (ξ) =
(
1− γ∗e piiξ√2
1− γe piiξ√2
e−4piβξ
)′
,
R (ξ) =
(
1− γe piiξ√2
)(
A3 +A4e
−piiξ√
2
)
e4piβξ.
We then define
h (ξ) =
∫ ξ
−∞
(
1− γe piis√2
)
e2pii(α+βi)(−s)φˆn (s) ds. (3.4)
Let
g (ξ) =
∫ +∞
ξ
h (s)J (s) ds. (3.5)
Proposition 11.
[(F1φ)n]
ˆ
= −2piie
2pii(α+βi)ξ
J
(
Pg′′ +
(
Q − P J
′
J
)
g′ +RJg
)
. (3.6)
Proof. Using Lemma 10, we find that the Fourier transform of (F1φ)n is equal to
2piiξφˆn − 2φˆn − λ−1φˆn+1 + λφˆn−1
− φˆn ∗
[
−2piiA1e2pii(α+βi)ξu (ξ)− 2piiA3e2pii(α−βi)ξu (−ξ)
]
− φˆn ∗
[
2piiA3e
2pii(α1+βi)ξu (ξ) + 2piiA1e
2pii(α1−βi)ξu (−ξ)
]
− λ−1φˆn+1 ∗
[
2pii
A4
λ
e2pii(α+βi)ξu (ξ) + 2pii
A2
λ
e2pii(α−βi)ξu (−ξ)
]
+ λφˆn−1 ∗
[
2pii
A2
λ
e2pii(α1+βi)ξu (ξ) + 2pii
A4
λ
e2pii(α1−βi)ξu (−ξ)
]
.
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We calculate
φˆn−1 ∗
[
e2pii(α1+βi)ξu (ξ)
]
=
∫ ξ
−∞
e2pii(α1+βi)(ξ−s)e−2piicsφˆn (s) ds.
Using the fact that α1 = α− c, we obtain
φˆn−1 ∗
[
e2pii(α1+βi)ξu (ξ)
]
= e2pii(α1+βi)ξ
∫ ξ
−∞
e2pii(α+βi)(−s)φˆn (s) ds.
Similarly,
φˆn+1 ∗
[
e2pii(α+βi)ξu (ξ)
]
=
∫ ξ
−∞
e2pii(α+βi)(ξ−s)e2piicsφˆn (s) ds
= e2pii(α+βi)ξ
∫ ξ
−∞
e2pii(α1+βi)(−s)φˆn (s) ds.
It follows that 12pii [(F1φ)n]
ˆ
is equal to
P (ξ)φˆn +
(
A1 + A2e
−2piicξ) e2pii(α+βi)ξh
+
(
A3 +A4e
−2piicξ) e2pii(α−βi)ξ ∫ +∞
ξ
[
1− γ∗e2piics] e2pii(α−βi)(−s)φˆn (s) ds
= P (ξ)
e2pii(α+βi)ξ
1− γe2piicξ h
′ +
(
A1 +A2e
−2piicξ) e2pii(α+βi)ξh (3.7)
+
(
A3 +A4e
−2piicξ) e2pii(α−βi)ξ ∫ +∞
ξ
[
1− γ∗e2piics] e2pii(α−βi)(−s)φˆn (s) ds.
The last term is equal to
(
A3 +A4e
−2piicξ) e2pii(α−βi)ξ ∫ +∞
ξ
[
1− γ∗e2piics] e2pii(α−βi)(−s)φˆn (s) ds
=
(
A3 +A4e
−2piicξ) e2pii(α−βi)ξ ∫ +∞
ξ
[
1− γ∗e2piics] e2pii(α−βi)(−s) e2pii(α+βi)s
1− γe2piicsh
′ds
=
(
A3 +A4e
−2piicξ) e2pii(α−βi)ξ ∫ +∞
ξ
1− γ∗e2piics
1− γe2piics e
4pii(βi)sh′ds
= −1− γ
∗e2piicξ
1− γe2piicξ
(
A3 +A4e
−2piicξ) e2pii(α+βi)ξh (ξ)
− (A3 +A4e−2piicξ) e2pii(α−βi)ξ
∫ +∞
ξ
h (s)J (s) ds,
Insert this identity into (3.7) , we find that
1
2piie2pii(α+βi)ξ
[(F1φ)n]
ˆ
=
P (ξ)h′
1− γe2piicξ +
(
A1 +A2e
−2piicξ)h− (A3 +A4e−2piicξ) 1− γ∗e2piicξ
1− γe2piicξ h
− (A3 +A4e−2piicξ) e4piβξ
∫ +∞
ξ
h (s)J (ξ) ds.
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Inserting the relation g′ (ξ) = −h (ξ)J (ξ) into this equation, we get the identity
(3.6) . 
Since 1
P
has a singularity around 0, it will be important to understand the
behavior of Q and RJ around 0.
Lemma 12. For all y ∈ R, we have
Q (0) = 0 and Q′ (0) = pii.
Proof. Direct computation using the definition of γ and γ∗ shows that
Q (0) = (A1 +A2) (1− γ)− (A3 +A4) (1− γ∗)
= A1 +A2 − 1
λ2
A4 −A3 −A3 −A4 + 1
λ2
A2 +A1
= 0.
On the othe hand, since Ai does not depend on ξ, we calucate
Q′ (ξ) = A2 (−2piic) e−2piicξ −A1γ (2piic) e2piicξ
+A3γ
∗ (2piic) e2piicξ −A4 (−2piic) e−2piicξ.
Therefore,
Q′ (0)
2piic
= −A2 −A1γ +A3γ∗ +A4
= λ
1√
2
(
1
2
−
√
2
16βi
)
− λ−1 1√
2
(
1
2
+
√
2
16βi
)
− λ−1 1√
2
(
1
2
−
√
2
16βi
)
+ λ
1√
2
(
1
2
+
√
2
16βi
)
=
√
2.
The proof is completed. 
Lemma 13. For all y ∈ R, we have
J (0) = 0.
Proof. Since (
1− γ∗e2piics
1− γe2piics
)′
=
γ − γ∗
(1− γe2piics)2 2piice
2piics,
we have
J (s) =
γ − γ∗
(1− γe2piics)2
2piice2piicse−4piβs +
1− γ∗e2piics
1− γe2piics (−4piβ) e
−4piβs
=
2pie−4piβs
(1− γe2piics)2
[
(γ − γ∗) ice2piics + (1− γe2piics) (1− γ∗e2piics) (−2β)] .
Letting s = 0, it follows that
(1− γ)2
2pi
J (0) =
(γ − γ∗) i
2
√
2
− (1− γ) (1− γ∗) 2β.
Using software such as Mathematica, one can directly verify that J (0) = 0. 
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Consider the equation
Pg′′ +
(
Q− P J
′
J
)
g′ +RJg = 0.
Let us write it as
P1g
′′ +Q1g′ +R1g = 0. (3.8)
Here P1 = P, Q1 = Q − P J′J , and R1 = RJ. Note that under the transformation
φn → h→ g, the function φn = ωn corresponding to g = 0.
We are interested in the asymptotic behavior of the solutions to this equation.
At this point, it is worth pointing out that according to Lemma 13, the function
Q1 has singularities at ξ = 2
√
2pij, j ∈ N.
Lemma 14. The equation (3.8) has two solutions g1, g2, satisfying
g1 (ξ) = 1 +O (ξ) , as ξ → 0,
and
g2 (ξ) = ξ
−2 +O
(
ξ−1
)
, as ξ → 0.
Moreover, g1, g2 are smooth at ξ 6= 0.
Proof. For ξ close to 0,
P (ξ) =
pii
4
ξ2 +O
(
ξ3
)
, Q (ξ) = piiξ +O
(
ξ2
)
.
Hence
Q1 (ξ) =
3pii
4
ξ +O
(
ξ2
)
.
The existence of g1, g2 then follows from a perturbation argument.
Near the points ξj = 2
√
2pij, j ∈ N\ {0} , the equation (3.8) can be written as
g′′ +
(
(ξ − ξj)−1 +O (1)
)
g′ +O (ξ − ξj) g = 0.
We then can deduce the existence of two smooth linearly independent solutions us-
ing perturbation arguments again. Indeed, we can also find the asymptotic behavior
of these solutions. 
Taking Fourier transform for the equation (F1φ)n = (G1η)n , using Proposition
11, we obtain
P1g
′′ +Q1g′ +R1g = − J
2piie2pii(α+βi)ξ
[(G1η)n]
ˆ
:= B (ξ, y) . (3.9)
Variation of parameter formula tells us that equation (3.9) has a solution of the
form
g∗ (ξ, y) = g2 (ξ, y)
∫ ξ
+∞
g1 (s, y)
W (s, y)
B (s, y)
P1 (s, y)
ds− g1 (ξ, y)
∫ ξ
+∞
g2 (s, y)
W (s, y)
B (s, y)
P1 (s, y)
ds.
Here W (s, y) is the Wronskian of g1 and g2. Let
h∗ (ξ, y) = −g
′ (ξ, y)
J (ξ, y)
,
and we define φ∗n by
(φ∗n)
ˆ
=
h∗′
(1− γe2piicξ) e2pii(α+βi)(−ξ) .
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With these preparation, now we seek a solution φ = {φn} for the system{
(F1φ)n = (G1η)n ,
(M1φ)n = (N1η)n .
in the form
φn = φ
∗
n + ζ (y)ωn. (3.10)
Lemma 15. There exists a solution ζ to the equation
(M1φ)n (0, y) = (N1η)n (0, y) ,
with initial condition ζ (0) = 0.
Proof. We need to solve
[M1 (ζω)]n = (N1η)n − (M1φ∗)n , for x = 0. (3.11)
Since ωn satisfies (F1ω)n = (M1ω)n = 0, we find that the equation (3.11) has the
form
1
i
ζ′ (y)ωn = (N1η)n − (M1φ∗)n , x = 0.
This is a first order ODE for ζ and has a unique solution with the initial condition
ζ (0) = 0.
We remark that due to the condition ηn+1 (x, y) = ηn
(
x+ 1
2
√
2
, y
)
, the above
argument gives us same ζ for different n ∈ N. 
Lemma 16. Let {φn} be given by (3.10) . Define Φn = (M1φ)n− (N1η)n . Suppose
Tθη = 0 and (F1φ)n = (G1η)n . Then
∂xΦn = λ
−1 θn−1
θn
Φn+1 +
[(
∂sθn
θn
+
∂tθn−1
θn−1
)
+ λ+ λ−1
]
Φn − λ θn
θn−1
Φn−1.
Proof. We compute
∂x (M1φ)n = −i∂y∂xφn − ∂x
[(
∂sθn
θn
− ∂tθn−1
θn−1
)
φn
]
− λ−1∂x
(
φn+1
θn−1
θn
− φn
)
− λ∂x
(
φn−1
θn
θn−1
− φn
)
= −i∂y
[(
∂sθn
θn
+
∂tθn−1
θn−1
)
φn + λ
−1
(
φn+1
θn−1
θn
− φn
)]
− i∂y
[
−λ
(
φn−1
θn
θn−1
− φn
)
+ (G1η)n
]
− ∂x
[(
∂sθn
θn
− ∂tθn−1
θn−1
)
φn
]
− λ−1∂x
(
θn−1
θn
)
φn+1 − λ−1 θn−1
θn
∂xφn+1 + λ
−1∂xφn
− λ∂x
(
θn
θn−1
)
φn−1 − λ θn
θn−1
∂xφn−1 + λ∂xφn.
Plugging the identity
∂xφn =
(
∂sθn
θn
+
∂tθn−1
θn−1
)
φn + λ
−1
(
φn+1
θn−1
τ ′n
− φn
)
− λ
(
φn−1
θn
θn−1
− φn
)
+ (G1η)n ,
−i∂yφn =
(
∂sθn
θn
− ∂tθn−1
θn−1
)
φn + λ
−1
(
φn+1
θn−1
θn
− φn
)
+ λ
(
φn−1
θn
θn−1
− φn
)
+ (M1φ)n
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into ∂x (M1φ)n , we find that the coefficient before φn+1 is
− iλ−1∂y
(
θn−1
θn
)
− λ−1∂x
(
θn−1
θn
)
− iλ−1 θn−1
θn
[
i
(
∂sθn+1
θn+1
− ∂tθn
θn
)
− i (λ+ λ−1)]
−
(
∂sθn
θn
− ∂tθn−1
θn−1
)
λ−1
θn−1
θn
− i
[(
∂sθn
θn
+
∂tθn−1
θn−1
)
+
(
λ− λ−1)] iλ−1 θn−1
θn
− λ−1 θn−1
θn
[(
∂sθn+1
θn+1
+
∂tθn
θn
)
+
(
λ− λ−1)]
+
(
λ+ λ−1
)
λ−1
θn−1
θn
.
One could verify directly that this is equal to 0. Similarly the coefficient before
φn−1 and φn is equal to 0. Hence we get
∂x (M1φ)n = λ
−1 θn−1
θn
(M1φ)n+1 +
[(
∂sθn
θn
+
∂tθn−1
θn−1
)
+ λ+ λ−1
]
(M1φ)n
− λ θn
θn−1
(M1φ)n−1 − i∂y (G1η)n − λ−1
θn−1
θn
(G1η)n+1
− λ θn
θn−1
(G1η)n−1 +
(
λ+ λ−1
)
(G1η)n .
After some tedious computations(alternatively, we can use the software Mathemat-
ica to verify this), we find that
∂xΦn = λ
−1 θn−1
θn
Φn+1 +
[(
∂sθn
θn
+
∂tθn−1
θn−1
)
+ λ+ λ−1
]
Φn − λ θn
θn−1
Φn−1.

For y ∈ R, we define
k (y) :=
∫ 0
+∞
g1 (s, y)B (s, y)
W (s, y)P1 (s, y)
ds,
where B is defined in (3.9) .
Lemma 17. As y → +∞, k (y)→ 0.
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Proof. Recall that under the notation of Lemma 4, ηn = θnη˜n. We compute
(G1η)n =
ωn
θn
∂sηn +
ωn
θn−1
∂tηn−1 +
(
−∂sωn
θn
− λ−1ωn
θn
− λωn−1
θn−1
)
ηn
+
(
λ
ωn+1
θn
− ∂tωn
θn−1
+
λωn
θn−1
)
ηn−1
=
ωn
θn
(
1
2
∂x (θnη˜n) +
1
2i
∂y (θnη˜n)
)
+
ωn
θn−1
(
1
2
∂x (θn−1η˜n−1)− 1
2i
∂y (θn−1η˜n−1)
)
−
(
λ
θn
+ λ−1
ωn
θn
+ λ
ωn−1
θn−1
)
θnη˜n +
(
λ
ωn+1
θn
− λ
−1
θn−1
+
λωn
θn−1
)
θn−1η˜n−1
=
ωn
2
∂xη˜n +
1
2
ωn
∂xθn
θn
η˜n +
1
2i
ωn∂y η˜n +
1
2i
ωn∂yθn
θn
η˜n
+
ωn
2
∂xη˜n−1 +
1
2
ωn∂xθn−1
θn−1
η˜n−1 − 1
2i
ωn∂y η˜n−1 − 1
2i
ωn∂yθn−1
θn−1
η˜n−1
−
(
λ+ λ−1ωn + λ
ωn−1θn
θn−1
)
η˜n +
(
λ
ωn+1
θn
θn−1 − λ−1 + λωn
)
η˜n−1.
On the other hand, since η˜n satisfies (2.9) and F (fn) (0, 0) = 0, we infer that∣∣∣(G1η)ˆn∣∣∣ ≤ C.
From this estimate and the fact that W (s, y) = O
(
s3
)
, we get∣∣∣∣ g1 (s, y)B (s, y)W (s, y)P1 (s, y)
∣∣∣∣ ≤ Cs2, for s ∈ (0, 1) , (3.12)
and ∣∣∣∣ g2 (s, y)B (s, y)W (s, y)P1 (s, y)
∣∣∣∣ ≤ Ce−2piβs, for all s > 0. (3.13)
It follows that
|k (y)| ≤ C
∫ √ 1
y
0
s2ds+ C
∫ +∞
√
1
y
e−2piβsds→ 0, as y → +∞.

Proof of Proposition 5. For each fixed y, using Lemma 16, Φn (0, y) = 0, and the
Gronwall inequality, we deduce Φn (x, y) = 0 for all x. Hence {φn} solves the system
(3.2) . It remains to prove the growth estimate for φ0.
Let us define
χ (ξ, y) = − 1
(1− γe2piicξ) e2pii(α+βi)(−ξ)
(
g′1
J
)′
.
Note that by the asymptotic behavior of g1,
χ (ξ, y) = O
(
ξ−5
)
. (3.14)
Near ξ = 0, we can write
φˆn (ξ, y) = k (y)χ (ξ, y) +O
(
ξ−2
)
+ ζ (y)ωˆn.
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Inserting this into the equation [(M1φ)n]
ˆ
= [(N1η)n]
ˆ
, using the asymptotic be-
havior (3.14) of χ, we find that k′ (y) = 0. Applying Lemma 17, we then deduce
k (y) = 0. This in turn implies that
g∗ = −g2
∫ ξ
0
g1B
WP1
ds− g1
∫ ξ
+∞
g2B
WP1
ds.
This together with (3.12) and (3.13) in particular tells us that∣∣φˆ0 (ξ, y)− ζ (y)ωˆ0∣∣ ≤ Ce2piβ|ξ| (1 + ξ−2) . (3.15)
After some manipulation on the Fourier integral representation of φ0, we obtain
the desired estimate (3.3) for φ0. Indeed, the exponent
5
8 can be replaced by any
number larger than 12 (But in general can not be
1
2 ). 
4. The linearized Ba¨cklund transformation between κ and ω
Linearizing the Ba¨cklund transformation (2.13) at {κn} , {ωn} , we get

∂sσnωn − σn∂sωn − λ (σn+1ωn−1 − σnωn)
= −∂sκnφn + κn∂sφn + λ (κn+1φn−1 − κnφn) ,
∂tσn+1ωn − σn+1∂tωn + λ−1 (σnωn+1 − σn+1ωn)
= −∂tκn+1φn + κn+1∂tφn − λ−1 (κnφn+1 − κn+1φn) .
(4.1)
We write this system as {
(F0σ)n = (G0φ)n ,
(M0σ)n = (N0φ)n .
(4.2)
Here
(F0σ)n = ∂xσn − λ
ωn−1
ωn
(σn+1 − σn)− λ−1 ωn
ωn−1
(σn − σn−1) ,
(M0σ)n = −i∂yσn − λ
ωn−1
ωn
(σn+1 − σn) + λ−1 ωn
ωn−1
(σn − σn−1) ,
and
(G0φ)n =
−∂sκnφn + κn∂sφn + λ (κn+1φn−1 − κnφn)
ωn
+
−∂tκnφn−1 + κn∂tφn−1 − λ−1 (κn−1φn − κnφn−1)
ωn−1
,
(N0φ)n =
−∂sκnφn + κn∂sφn + λ (κn+1φn−1 − κnφn)
ωn
− −∂tκnφn−1 + κn∂tφn−1 − λ
−1 (κn−1φn − κnφn−1)
ωn−1
.
The main result of this section is the following
Proposition 18. Let {φn} be given by Proposition 5. Then the system (4.2) has
a solution {σn} with σn+1 (x, y) = σn
(
x+ 1
2
√
2
, y
)
and
|σ0 (x, y)| ≤ C
(
1 + x2 + y2
) 5
8 .
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Let us define
P0 (ξ) = 2piiξ − λ
(
e
pii√
2
ξ − 1
)
− λ−1
(
1− e− pii√2 ξ
)
, (4.3)
Q0 (ξ) = −λ pii√
2
(
e
pii√
2
ξ − 1
)
+ λ−1
pii√
2
(
1− e− pii√2 ξ
)
.
We see from Lemma 6 that the Fourier transform of 1
ωn
will depend on the sign of
y. Define
α0 =
n+
√
2−1
2
2
√
2
, β0 =
|y|√
2
,
and introduce a new function
h1 (ξ) =
∫ ξ
−∞
e2pii(α0+β0i)(−s)
(
e
pii√
2
s − 1
)
σˆn (s) ds.
Lemma 19. Suppose y > 0. Then
[(F0σ)n] ˆ =
e2pii(α0+β0i)ξ
e
pii√
2
ξ − 1
(P0 (ξ) h
′
1 (ξ) +Q0 (ξ)h1 (ξ)) . (4.4)
Proof. Using Lemma 6, we get
(
ωn−1
ωn
)ˆ
= 1ˆ −
[
1
2
√
2x+ n+
√
2−1
2 + 2yi
]ˆ
= δ − 1
2
√
2
(−2pii) e2pii(α0+β0i)ξu (ξ) .
Then we compute
[
ωn−1
ωn
(σn+1 − σn)
]ˆ
=
(
e
pii√
2
ξ − 1
)
σˆn +
pii√
2
[
e2pii(α0+β0i)ξu (ξ)
]
∗
[(
e
pii√
2
ξ − 1
)
σˆn
]
=
(
e
pii√
2
ξ − 1
)
σˆn +
pii√
2
∫ ξ
−∞
e2pii(α0+β0i)(ξ−s)
(
e
pii√
2
s − 1
)
σˆn (s) ds
Similarly, we have
[
ωn
ωn−1
(σn − σn−1)
]ˆ
=
(
1− e− pii√2 ξ
)
σˆn
+
1
2
√
2
(−2pii)
[
e2pii(α0+β0i)ξe
− pii√
2
ξ
u (ξ)
]
∗
[(
1− e− pii√2 ξ
)
σˆn
]
=
(
1− e− pii√2 ξ
)
σˆn
− pii√
2
∫ ξ
−∞
e2pii(α0+β0i)(ξ−s)e−
pii√
2
(ξ−s)
(
1− e− pii√2 s
)
σˆn (s) ds.
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Consequently,
[(F0σ)n] ˆ = 2piiξσ
ˆ
n − λ
(
e
pii√
2
ξ − 1
)
σˆn
− λ pii√
2
∫ ξ
−∞
e2pii(α0+β0i)(ξ−s)
(
e
pii√
2
s − 1
)
σˆn (s) ds
− λ−1
(
1− e− pii√2 ξ
)
σˆn
+ λ−1
pii√
2
∫ ξ
−∞
e2pii(α0+β0i)(ξ−s)e−
pii√
2
(ξ−s) (
1− e− pii√2 s
)
σˆn (s) ds
= 2piiξ
h′1 (ξ) e
2pii(α0+β0i)ξ(
e
pii√
2
ξ − 1
) − λh′1 (ξ) e2pii(α0+β0i)ξ − λ pii√
2
e2pii(α0+β0i)ξh1
− λ−1e− pii√2 ξh′1 (ξ) e2pii(α0+β0i)ξ + λ−1
pii√
2
e
− pii√
2
ξ
e2pii(α0+β0i)ξh1.
This is (4.4) . 
Now let us define
h2 (ξ) =
∫ +∞
ξ
e2pii(α0−β0i)(−s)
(
e
pii√
2
s − 1
)
σˆn (s) ds.
Lemma 20. Suppose y < 0. Then
[(F0σ)n] ˆ = −
e2pii(α0−β0i)ξ
e
pii√
2
ξ − 1
(P (ξ)h′2 (ξ) +Q (ξ)h2 (ξ)) .
Proof. The proof is similar to that in the previous lemma. By Lemma 7,(
ωn−1
ωn
)ˆ
= 1ˆ −
[
1
2
√
2x+ n+
√
2−1
2 − |y| i
]ˆ
= δ − 1
2
√
2
(2pii) e2pii(α0−β0i)ξu (−ξ) .
Then we compute[
ωn−1
ωn
(σn+1 − σn)
]ˆ
=
(
e
pii√
2
ξ − 1
)
σˆn −
pii√
2
[
e2pii(α0−β0i)ξu (−ξ)
]
∗
[(
e
pii√
2
ξ − 1
)
σˆn
]
=
(
e
pii√
2
ξ − 1
)
σˆn −
pii√
2
∫ +∞
ξ
e2pii(α0−β0i)(ξ−s)
(
e
pii√
2
s − 1
)
σˆn (s) ds.
We also have[
ωn
ωn−1
(σn − σn−1)
]ˆ
=
(
1− e− pii√2 ξ
)
σˆn
+
1
2
√
2
(2pii)
[
e2pii(α0−β0i)ξe−
pii√
2
ξ
u (−ξ)
]
∗
[(
1− e− pii√2 ξ
)
σˆn
]
=
(
1− e− pii√2 ξ
)
σˆn
+
pii√
2
∫ +∞
ξ
e2pii(α0−β0i)(ξ−s)e−
pii√
2
(ξ−s) (
1− e− pii√2 s
)
σˆn (s) ds.
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It follows that
[(F0σ)n] ˆ = 2piiξσ
ˆ
n − λ
(
e
pii√
2
ξ − 1
)
σˆn
+ λ
pii√
2
∫ ξ
−∞
e2pii(α0+β0i)(ξ−s)
(
e
pii√
2
s − 1
)
σˆn (s) ds− λ−1
(
1− e− pii√2 ξ
)
σˆn
− λ−1 pii√
2
∫ ξ
−∞
e2pii(α0+β0i)(ξ−s)e−
pii√
2
(ξ−s)
(
1− e− pii√2 s
)
σˆn (s) ds
= −2piiξ h
′
2e
2pii(α0−β0i)ξ(
e
pii√
2
ξ − 1
) + λh′2e2pii(α0−β0i)ξ
+ λ
pii√
2
e2pii(α0−β0i)ξh2 + λ−1e
− pii√
2
ξ
h′2e
2pii(α0−β0i)ξ − λ−1 pii√
2
e
− pii√
2
ξ
e2pii(α0−β0i)ξh2.
We conclude that
e−2pii(α0−β0i)ξ [(F0σ)n] ˆ =

 −2piiξ(
e
pii√
2
ξ − 1
) + λ+ λ−1e− pii√2 ξ

h′2
+
[
λ
pii√
2
− λ−1 pii√
2
e
− pii√
2
ξ
]
h2.
The proof is completed. 
Lemma 21. The functions P0 and Q0 have the following asymptotic behavior as
ξ → 0 :
P0 (ξ) =
pi2ξ2
2
+O
(
ξ3
)
,
Q0 (ξ) = pi
2ξ +O
(
ξ2
)
.
Moreover,
P0 (ξ) 6= 0, for ξ 6= 0.
Proof. This follows from direct computations. 
Lemma 22. The equation
P0 (ξ)h
′ (ξ) +Q0 (ξ)h (ξ) = 0
has a solution ρ such that
ρ (ξ) = ξ−2 +O
(
ξ−1
)
, as ξ → 0.
Proof. This follows from the asymptotic behavior of P0 and Q0 near 0. 
Having understood the Fourier transform of the (F0σ)n , we proceed to solve the
equation
(F0σ)n = (G0σ)n .
Taking Fourier transform, we get [(F0σ)n]
ˆ
= [(G0σ)n]
ˆ
. Using Lemma 19 and
Lemma 20, we arrive at a first order ODE. Let
A (ξ, y) =
e
pii√
2
ξ − 1
e
2pii
(
α0+
yi√
2
)
ξ
P0
[(G0φ)n]
ˆ
.
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For y > 0, we define
h∗ (ξ, y) = ρ (ξ)
∫ ξ
−∞
(ρ (s))
−1
A (ξ, y) ds,
and
σ∗ˆn (ξ, y) =
e
2pii
(
α0+
yi√
2
)
ξ
h∗′
e
pii√
2
ξ − 1
= −e
2pii
(
α0+
yi√
2
)
ξ
h∗Q0(
e
pii√
2
ξ − 1
)
P0
.
Similarly, if y < 0, we define
h∗ (ξ, y) = ρ (ξ)
∫ ξ
+∞
(ρ (s))
−1
A (ξ, y) ds,
and
σ∗ˆn (ξ, y) =
e
2pii
(
α0+
yi√
2
)
ξ
h∗′
e
pii√
2
ξ − 1
= −e
2pii
(
α0+
yi√
2
)
ξ
h∗Q0(
e
pii√
2
ξ − 1
)
P0
.
We would like to solve the equation (M0σ)n = (N0φ)n .
Lemma 23. The equation
(M0σ)n (0, y) = (N0φ)n (0, y) , y > 0.
has a solution of the form σ∗n + γ (y) , with the initial condition γ (0) = 0.
Proof. This is a first order ODE for the function γ, of the form
1
i
γ′ (y) = (N0φ)n (0, y)− (M0σ∗)n (0, y) .
Integrating this equation, we get the solution. 
Similarly, we have
Lemma 24. The equation
(M0σ)n (0, y) = (N0φ)n (0, y) , y < 0.
has a solution σn of the form σ
∗
n + γ (y) , with the initial condition γ (0) = 0.
To proceed, slightly abuse the notation with the previous section, we define
Φn = (M0σ)n − (N0φ)n .
Lemma 25. Assume y 6= 0. Suppose Tωφ = 0 and (F0σ)n = (G0φ)n , n ∈ N. Then
∂xΦn = λ
ωn−1
ωn
Φn+1 +
(
λ−1
ωn
ωn−1
− λωn−1
ωn
)
Φn − λ−1 ωn
ωn−1
Φn−1. (4.5)
Proof. We compute
∂x (M0σ)n = −i∂y∂xσn − λ∂x
[
ωn−1
ωn
(σn+1 − σn)
]
+ λ−1∂x
[
ωn
ωn−1
(σn − σn−1)
]
= −i∂y
[
λ
ωn−1
ωn
(σn+1 − σn) + λ−1 ωn
ωn−1
(σn − σn−1) + (G0φ)n
]
− λ∂x
(
ωn−1
ωn
)
(σn+1 − σn)− λωn−1
ωn
∂x (σn+1 − σn)
+ λ−1∂x
(
ωn
ωn−1
)
(σn − σn−1) + λ−1 ωn
ωn−1
∂x (σn − σn−1) .
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Inserting the identity
∂xσn = λ
ωn−1
ωn
(σn+1 − σn) + λ−1 ωn
ωn−1
(σn − σn−1) + (G0φ)n ,
∂yσn = i
[
−λωn−1
ωn
(σn+1 − σn) + λ−1 ωn
ωn−1
(σn − σn−1)
]
+ i (M0σ)n ,
into ∂x (M0σ)n , we find that
∂x (M0σ)n = λ
ωn−1
ωn
(M0σ)n+1 +
(
λ−1
ωn
ωn−1
− λωn−1
ωn
)
(M0σ)n
− λ−1 ωn
ωn−1
(M0σ)n−1 − i∂y (G0φ)n
− λωn−1
ωn
(
(G0φ)n+1 − (G0φ)n
)
+ λ−1
ωn
ωn−1
(
(G0φ)n − (G0φ)n−1
)
. (4.6)
On the other hand, we compute
−i∂y (G0φ)n − ∂x (N0φ)n = −2∂t
[
∂sφn + λ (φn−1 − φn)
ωn
]
+ 2∂s
[
∂tφn−1 − λ−1 (φn − φn−1)
ωn−1
]
.
Using the fact that Tωφ = 0, we get
− i∂y (G0φ)n − ∂x (N0φ)n
= −λωn−1
ωn
(N0φ)n+1 −
(
λ−1
ωn
ωn−1
− λωn−1
ωn
)
(N0φ)n + λ
−1 ωn
ωn−1
(N0φ)n−1
+ λ
ωn−1
ωn
(
(G0φ)n+1 − (G0φ)n
)− λ−1 ωn
ωn−1
(
(G0φ)n − (G0φ)n−1
)
.
This identity together with (4.6) yield (4.5) . 
Proof of Proposition 18. For each fixed y 6= 0, since Φn satisfies (4.5) and the initial
condition Φn (0, y) = 0, we deduce that Φn (x, y) = 0, for all x ∈ R. Observe that
σn may have a jump across the x axis.
We would like to show that actually σn is continuous at y = 0, that is,
lim
y→0+
σn (x, y) = lim
y→0−
σn (x, y) .
To see this, according to the definition of σ∗n, it will be suffice to prove∫ 0
−∞
ρ−1 (s)A (s, y) ds = 0, y > 0, (4.7)
and ∫ 0
+∞
ρ−1 (s)A (s, y) ds = 0, y < 0. (4.8)
Let k1 (y) =
∫ 0
−∞ ρ
−1 (s)A (s, y) ds, y > 0. Using the estimate of the Fourier trans-
form of φn(See (3.15)) and the asymptotic behavior of ρ, we can show that k1 (y)→
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0, as y → +∞. On the other hand, letting
w (ξ, y) = −e
2pii
(
α0+
yi√
2
)
ξ
ρ′Q0(
e
pii√
2
ξ − 1
)
P0
,
we have σ∗ˆn (ξ, y) = k1 (y)w (ξ, y) + O
(
ξ−2
)
, for ξ close to 0. Inserting this into
the second equation of (4.2) we conclude k′1 = 0. Hence k1 (y) = 0. Similarly,∫ 0
+∞ ρ
−1 (s)A (s, y)ds = 0 for y < 0.
Once (4.7) and (4.8) have been proved, we get∣∣σˆ0 (ξ, y)− γ (y) δ∣∣ ≤ Ce2piβ0|ξ|ξ−2, for ξ close to 0.
Analysis of the Fourier integral of σ0 then tells us that
|σ0 (x, y)| ≤ C
(
1 + x2 + y2
) 5
8 .
This finishes the proof. 
5. Proof of Theorem 1
We have analyzed the linear Ba¨cklund transformation in the previous sections.
Based on this, we will prove our main theorem in this section. Let us define
(F ∗0 σ)n = ∂sσnωn − σn∂sωn − λ (σn+1ωn−1 − σnωn)
and
(M∗0σ)n = ∂tσn+1ωn − σn+1∂tωn + λ−1 (σnωn+1 − σn+1ωn) .
Lemma 26. Suppose {σn} , {φn} satisfy the system (4.1). Then
∂xφn − 2φn + λφn−1 − λ−1n+1φ = (F ∗0 σ)n + (M∗0σ)n , (5.1)
and
1
i
∂yφn − 2
√
2φn + λφn−1 + λ−1n+1φ = (F
∗
0 σ)n − (M∗0σ)n . (5.2)
In particular, if F ∗0 σ = M
∗
0σ = 0, and
φn+1 (x, y) = φn
(
x+
1
2
√
2
, y
)
,
|φ0| ≤ C
(
1 + x2 + y2
) 5
8 , (5.3)
then φn = c1 + c2ωn for some constants c1, c2.
Proof. The equations (5.1) and (5.2) are obtained from adding and subtracting the
two equations in (4.1). If F ∗0 σ = M
∗
0σ = 0, then by (5.1), we have
∂xφn − 2φn + λφn−1 − λ−1φn+1 = 0.
Fourier transform tells us that φn = a1+a2x+b (y) . Inserting this into the equation
1
i
∂yφn − 2
√
2φn + λφn−1 + λ−1n+1φn−1 = 0,
using the estimate (5.3) , we find that φn = c1 + c2ωn for some constants c1, c2.
This finishes the proof. 
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Lemma 27.

F0
(
2
√
2x+ n
)
= G0
((
2
√
2x+ n
)2
+ 2yi
(
2
√
2x+ n
)
+
(
1−√2) yi) ,
M0
(
2
√
2x+ n
)
= N0
((
2
√
2x+ n
)2
+ 2yi
(
2
√
2x+ n
)
+
(
1−√2) yi) .

F0 (y) = G0
((
2
√
2x+ n
)
y +
√
2−1
2 y
)
,
M0 (y) = N0
((
2
√
2x+ n
)
y +
√
2−1
2 y
)
.
Proof. We compute[
F ∗0
(
2
√
2x+ n
)]
n
= −2
√
2x− 2iy − n+
√
2 + 3
2
,
[
M∗0
(
2
√
2x+ n
)]
n
= n+ 2iy + 2
√
2x− 1
2
√
2 +
1
2
.
Solving the equations{
∂xφn − 2φn + λφn−1 − λ−1n+1φn+1 =
[
F ∗0
(
2
√
2x+ n
)]
n
+
[
M∗0
(
2
√
2x+ n
)]
n
,
1
i
∂yφn − 2
√
2φn + λφn−1 + λ−1φn+1 =
[
F ∗0
(
2
√
2x+ n
)]
n
− [M∗0 (2√2x+ n)]n ,
we get a solution(
2
√
2x+ n
)2
+ 2yi
(
2
√
2x+ n
)
+
(
1−
√
2
)
yi.
Similarly,
F ∗0 (y) =
1
2i
(
2
√
2x+ n+ 2yi+
√
2− 1
2
)
,
M∗0 (y) = −
1
2i
(
2
√
2x+ n+ 2yi+
√
2− 1
2
)
.
Solving the system{
∂xφn − 2φn + λφn−1 − λ−1n+1φn+1 = 0,
1
i
∂yφn − 2
√
2φn + λφn−1 + λ−1φn+1 = −i
(
2
√
2x+ n+ 2yi+
√
2−1
2
)
,
we get a solution
(
2
√
2x+ n
)
y +
√
2−1
2 y. The proof is completed. 
We now define
(F ∗1 φ)n = ∂sφnθn − φn∂sθn − λ−1 (φn+1θn−1 − φnθn) ,
(M∗1φ)n = ∂tφn+1θn − φn+1∂tθn + λ (φnθn+1 − φn+1θn) .
Lemma 28. Suppose {φn} , {ηn} satisfy (3.1) . Then
∂xηn +
(
2− λ
ωn
− λ
−1
ωn+1
)
ηn +
ωn+1λ
−1
ωn
ηn−1 − ωnλ
ωn+1
ηn+1 =
(F ∗1 φ)n
ωn
+
(M∗1φ)n
ωn+1
,
and
1
i
∂yηn+
(
− λ
ωn
+
λ−1
ωn+1
− 2
√
2
)
ηn+
ωn+1λ
−1
ωn
ηn−1+
ωnλ
ωn+1
ηn+1 =
(F ∗1 φ)n
ωn
− (M
∗
1φ)n
ωn+1
.
In particular, if (F ∗1 φ)n = (M
∗
1φ)n = 0,
ηn+1 (x, y) = ηn
(
x+
1
2
√
2
, y
)
,
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and
|ηn| ≤ C
√
1 + x2 + y2,
then
ηn = c1
(
2
√
2x+ n+ 2yi
)
.
Proof. If (F ∗1 φ)n = (M
∗
1φ)n = 0, then
∂xηn +
(
2− λ
ωn
− λ
−1
ωn+1
)
ηn +
ωn+1λ
−1
ωn
ηn−1 − ωnλ
ωn+1
ηn+1 = 0.
Taking Fourier transform, we get(
2piiξ + 2 + λ−1e−
piiξ√
2 − λe piiξ√2
)
ηˆn
+
(
1− e pii√2 ξ
) pii√
2
e2pii(α+βi)ξ
∫ ξ
−∞
e−2pii(α+βi)s
(
λ− λ−1e− pii√2 s
)
ηˆn (s) ds
= 0, if y > 0,
and (
2piiξ + 2 + λ−1e−
piiξ√
2 − λe piiξ√2
)
ηˆn
+
(
1− e pii√2 ξ
) pii√
2
e2pii(α−βi)ξ
∫ ξ
+∞
e−2pii(α−βi)s
(
λ− λ−1e− pii√2 s
)
ηˆn (s) ds
= 0, if y < 0.
Then using the growth estimate of ηn, we find that ηn = c1
(
2
√
2x+ n+ 2yi
)
. 
We are in a position to prove our main theorem.
Proof of Theorem 1. Let {ηn} be the solution given by Lemma 4. If G1η = N1η =
0, then by Lemma 28, ηn = c1
(
2
√
2x+ n+ 2yi
)
. This implies that ηn = a1∂xθn +
a2∂yθn, for some constants a1, a2.
Now suppose G1η 6= 0 or N1η 6= 0. By Propositon 5, there exists {φn} such that
F1φ = G1η, M1φ = N1η, and |φn| ≤ C
(
1 + x2 + y2
) 5
8 . Moreover, Tωφ = 0.
Case 1. G0φ = N0φ = 0.
In this case, by Lemma 26, φn = c1+ c2ωn. From this, we deduce ηn = a1∂xθn+
a2∂yθn.
Case 2. G0φ 6= 0, or N0φ 6= 0.
In this case, by Proposition 18, we can find {σn} , such that
F0σ = G0φ, M0σ = N1φ.
Moreover, |σ0| ≤ C
(
1 + x2 + y2
) 5
8 , and Tκσ = 0. Taking Fourier transform in the
equation Tκσ = 0, we conclude that
σn = c1 + c2
(
2
√
2x+ n
)
+ c3y,
for some constants c1, c2, c3. However, in view of Lemma 27, after some computa-
tions, we find that η can not satisfy the growth control
|∂xη0|+ |∂yη0| ≤ C 1√
1 + x2 + y2
.
Hence this case is also excluded. This finishes the proof.
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