We provide a series of numerical experiments designed to test waveform tomography under (i) a reduction in the number of input data frequency components ('efficient' waveform tomography), (ii) sparse spatial subsampling of the input data and (iii) an increase in the minimum data frequency used. These results extend the waveform tomography results of a companion paper, using the same third-party, 2-D, wide-angle, synthetic viscoelastic seismic data, computed in a crustal geology model 250 km long and 40 km deep, with heterogeneous P-velocity, S-velocity, density and Q-factor structure.
I N T RO D U C T I O N
In a blind test (Hole et al. 2005) , waveform tomography was used to obtain P-wave velocity images from seismic data generated in a geological model (kept secret from participants) prior to the 12th International Workshop of the Working Group on Seismic Imaging of the Lithosphere (WGSIL), formerly known as the Commission on Controlled Source Seismology (CCSS, a division of IASPEI). The CCSS seismic data were wide angle and viscoelastic, generated via the finite-difference (FD) method of Robertsson et al. (1994) in a realistic crustal geology model representative of a section of continental lithosphere 250 km long and 40 km deep. During the CCSS workshop, the exact model was revealed. In a detailed comparison with our waveform tomography results (Brenders & Pratt 2006 , this journal, hereafter referred to as Paper I), it was evident we had recovered the crustal P-velocity model with an accuracy and resolution superior to that obtained by traveltime tomography alone. A significant near-surface low-velocity zone, invisible to traveltime methods, was imaged; the results also provided a high-resolution image of the complex structure of the upper crust, and the depth and nature of the crust-mantle transition. In this paper we seek to extend the results of Paper I by investigating questions of frequency sampling and spatial sampling.
During the blind test, the waveform tomography method was implemented by inverting multiple frequencies simultaneously, without consideration of the redundancy introduced. We refer to this as 'full' waveform tomography. If all frequencies present in the data are inverted simultaneously, such a strategy is analogous to timedomain waveform inversion (Sirgue & Pratt 2004) , which is prone to cycle-skip problems. Frequency-domain methods allow seismic data be deconstructed into their constituent frequencies. A frequencydomain approach allows the cycle-skip problem to be mitigated by initially inverting low-frequency data before progressing to the inversion of higher data frequencies. However, computational efficiency is diminished when a large number of redundant frequencies are inverted.
As Wu & Toksöz (1987) demonstrated, even a single monochromatic component of a finite-aperture survey will yield information on a finite portion of the model in the wavenumber domain. In a recent paper, Sirgue & Pratt (2004) outlined a strategy for choosing a subset of imaging frequencies, and successfully applied this strategy to waveform tomography of the Marmousi data set. We refer to the Sirgue and Pratt approach as 'efficient' waveform tomography. In a related development, Mulder & Plessix (2004) have also implemented FD migration using frequency-domain methods, and found, by using a small number of carefully chosen frequencies, a reduction of up to an order of magnitude in computational cost versus time-domain migration for a 2-D data set.
In this paper we describe a further series of experiments with the original CCSS workshop data used in the blind test described above. The results from Paper I suggest that reliable velocity models from elastic, wide-angle data are obtainable using waveform tomography within the acoustic approximation. Proceeding from this ex- Table 1 . List of mathematical symbols used in this paper.
Symbol
Unit Description periment, the efficient waveform tomography approach of Sirgue & Pratt (2004) is used here to achieve results nearly equivalent to those from full waveform tomography, by employing a carefully selected subset of input frequencies, at a fraction of the computational cost. Through the application of efficient frequency-domain waveform tomography to the CCSS data set, this paper also addresses two main issues in the design of a realistic, crustal-scale seismic survey for lithospheric imaging via waveform tomography:
(i) Acquiring seismic data with adequate spatial sampling to ensure unaliased data, while still employing feasible survey geometries, and
(ii) Acquiring seismic data with sufficiently low frequencies in order to avoid the associated non-linear problem.
In the first part of this paper, we present a short summary of Sirgue and Pratt's (2004) strategy for selection of a subset of the available frequencies for efficient waveform tomography. In the second part of this paper we apply this strategy to the CCSS seismic data, and evaluate the increase in computational efficiency achieved. In the third part of this paper, we present the results of efficient waveform tomography on this same data set with a variety of different survey geometries. Finally, we examine the result of increasing the starting frequency of the data used with waveform tomography when using an optimum survey geometry and an efficient frequency-selection strategy.
The mathematical symbols used in this paper are presented in Table 1 .
T H E O RY
Waveform tomography combines starting models obtained from traveltime tomography with selective waveform inversion to obtain a quantitative velocity image of the subsurface. During the inversion, a 'best-fit' model is recovered by iteratively minimizing the misfit between the observed waveform data, and the synthetic waveform data calculated from forward modelling. Due to the high computational cost of calculating the synthetic data, the inverse problem is solved by local methods (Tarantola 1984) . Some of these computational costs are further reduced by implementing the method in the frequency domain (Marfurt 1984; Pratt & Worthington 1990 ). In the frequency domain, a discrete set of the available frequencies present in the data may be inverted for the velocity model. A summary of the theory of waveform tomography, including frequency-domain modelling with the acoustic wave-equation and frequency-domain waveform inversion can be found in Paper I. For a more detailed explanation of the underlying theory, we refer readers to Pratt et al. (1998 ) or Pratt (1999 .
E F F I C I E N T WAV E F O R M T O M O G R A P H Y

Frequency selection strategy
Although frequency-domain methods of waveform inversion offer decreases in computational cost when compared to time-domain methods for multisource seismic data sets (see Pratt 1999) , redundancy and inefficiencies are still present in full waveform tomography. Just as Wu & Toksöz (1987) noted that a single frequency component of data for a given seismic survey geometry yields information from a finite range of model wavenumbers, Pratt & Worthington (1988) and Liao & McMechan (1996) , among others, have observed that frequency-domain waveform inversion can produce effective images using only a limited number of frequencies. By inverting only a small number of data frequencies, compared to the total available bandwidth, the method is computationally more efficient than time-domain waveform inversion. The decrease in computational cost is directly proportional to the reduction in the number of frequencies used; the selection of these frequencies for the inversion of surface data was addressed by Sirgue & Pratt (2004) this is the 'efficient' waveform tomography strategy referred to in the introduction.
The essence of the Sirgue & Pratt (2004) approach is as follows: in a seismic survey over a 1-D scatterer, using a source-receiver half-offset h max and a target depth of z, the vertical wavenumber coverage of the target is limited to an interval [k z min , k z max ], where
c 0 is the background velocity of the medium, f is the temporal frequency to be inverted for, and
is the cosine of the maximum incident angle for a scattered wavefield. Angular wavenumbers would include a factor of 2π, omitted for clarity. The factor α min is equivalent to the inverse NMO (normal moveout) stretch factor (Sirgue & Pratt 2004) . Eqs (1) and (2) illustrate that wavenumber coverage increases linearly with frequency, as previously noted by Wu & Toksöz (1987) , with the implication that wavenumber coverage is greater for high frequencies than for low ones. To achieve continuous wavenumber coverage, we can perform selective waveform inversion with a number of frequencies f 1 , f 2 , etc., such that
thus calculating each subsequent frequency for waveform inversion ( f n+1 ) from the previous one ( f n ) by
The frequency selection strategy outlined above assumes both a homogeneous velocity model and the presence of strong amplitude reflections over the entire offset range. For real wide-angle experiments, neither of these assumptions are correct: the velocity of the Earth generally increases with depth, near-offset data are corrupted by ground-roll and direct arrivals, and far-offset data contain reflection arrivals of larger amplitudes at near-critical angles of incidence. The effective value of k z max may be decreased in cases where the near-offset reflections are obscured by noise, or are too weak. Similarly, for larger values of α min , eq. (1) may underestimate the values of k z min due to the effects of ray curvature. These two effects compensate each other to some degree when calculating the interval between inversion frequencies. In addition, the preclusion of near-offset data by offset weighting, as described in Paper I, will contribute to the first of these effects by reducing the maximum vertical wavenumber considered.
For the CCSS data set generated in the velocity model depicted in Fig. 1(a) , numerical tests of waveform tomography were performed using only a subset of the available frequencies. The starting velocity model was derived via first arrival traveltime tomography, Fig. 1(b) , and is described in further detail in Paper I. The frequency discretization strategy applied depends upon the choices of h max , z, and f 1 . Examination of the image from full waveform tomography (Fig. 1c , discussed in detail in Paper I), calculated using 57 discrete data frequencies, shows that the central 150 km of the model is well imaged to the maximum model depth of 40 km. The edges of the survey are less well resolved because they are poorly sampled; this is a problem common to most seismic imaging methods.
Choosing z = 40 km, the depth of the model, h max = 75 km, or half of the maximum offset of the well resolved portion of the model, and keeping f 1 = 0.8 Hz, we used eq. (5) to calculate that a total of four frequencies are required to achieve full coverage over the wavenumber bandwidth between 0.8 and 7.0 Hz. Although eq. (5) predicts f 4 = 7.7 Hz, accurate modelling of wave propagation within the CCSS model, discretized on a grid with spacing x = z = 0.16 km, can only be achieved up to a maximum frequency of 6.25 Hz (see Paper I). Consequently, we chose f 4 = 7.0 Hz to maximize the recovered model resolution for a minimal increase in dispersion effects. The discretization sequence is illustrated in Fig. 2 . We then repeated the waveform tomography experiment described in Paper I using only these four frequency components of the CCSS data; i.e. f 1 = 0.8 Hz, f 2 = 1.7 Hz, f 3 = 3.6 Hz, and f 4 = 7.0 Hz.
Preconditioning of the data by subsampling, low-pass filtering, time damping, and offset weighting was identical to that used in the full waveform tomography strategy described in Paper I. Due to the decreased number of data frequencies, an increased amount of computation time was available, and the maximum number of iterations per frequency was increased from 5 to 30 in order to maximize reduction in the objective function. For inversion of 0.8 and 1.7 Hz, data from 51 sources and 278 receivers were used, on a finite-difference (FD) grid with x = z = 0.5 km, keeping the strategies of depth weighting of the gradient and source estimation after each velocity model update unchanged. Table 2 lists the different FD grids used in this paper, each of which has a cell spacing equivalent to a minimum of 4 grid points per smallest wavelength present in the data. For inversion of 3.6 Hz data, the recovered Figure 2 . The frequency discretization strategy for efficient waveform tomography, calculated after Sirgue & Pratt (2004) , using eq. (5) for h max = 75 km and z = 40 km, with f 1 = 0.8 Hz, f 2 = 1.7 Hz, f 3 = 3.6 Hz and f 4 = 7.0 Hz. f 4 was chosen less than the predicted value of 7.7 Hz due to the limitations of frequency-domain modelling. Redundant wavenumber coverage is eliminated by selecting frequencies such that the condition of continuous vertical wavenumber coverage is satisfied. velocities were interpolated onto a FD grid of x = z = 0.25 km, a new source signature was estimated, and data from 51 sources and 556 receivers were used. As in Paper I, to better match the later arrivals within the CCSS data waveforms, one pass of inversion with a 3 s time window of the data was followed by a second pass with a 6 s time window, with gradient depth weighting applied. Extrapolation of the velocity model onto a FD grid with x = z = 0.16 km was again followed by source estimation, in preparation for waveform inversion of 7.0 Hz data. The final 7.0 Hz inversion used data from 51 sources and 1390 receivers, with a time window of 6 s around the first arrival, followed by an additional pass with the same depth weighting applied.
To implement a multiscale strategy, during the inversion of each frequency, preconditioning of the wavenumber spectrum of the gradient by low-pass filtering was performed using the values determined from full waveform tomography (see Paper I). Some slight adjustments were required to keep the recovered image quality similar -our results using efficient waveform tomography appeared to cause the introduction of additional lateral instabilities in the images. We observed a larger increase in noise in the lateral direction (i.e. in the k x image) than in the vertical. As a result, more aggressive filtering was required in the lateral direction than in the vertical, and the minimum k x wavenumber passed was reduced by an average of 30 per cent, a figure arrived at by empirical testing.
The recovered velocity model from efficient waveform tomography is depicted in Fig. 1(d) . Except for some additional minor smearing of the near-surface velocity heterogeneities near the left and right edges of the model, all of the major features recovered in the full waveform tomography result, Fig. 1 (c), are also visible here. Intermediate-scale velocity perturbations within the sediment layer and the upper and lower crustal regions have been well resolved. The near-vertical feature located at 90 km along the true model is visible, and the low-velocity zone between 190 and 215 km has been correctly imaged. Velocity profiles through three surface locations are shown in Fig. 3(a) , comparing the starting model, the result from full waveform tomography, and the true model. 1-D profiles from identical surface locations are shown in Fig. 3(b) , in which we compare the efficient waveform tomography result to both the starting and true models.
Both full and efficient waveform tomography resolve the crustmantle transition (Moho) in the profiles at 79.7 and 140.5 km, albeit with some slight depth mismatch. We conclude that efficient waveform tomography of the data shown here is as effective as the original, full waveform tomography result. The velocity model recovered by either form of waveform tomography represents a significant improvement over the model derived by first arrival traveltime tomography, and validates the use of the acoustic approximation with elastic-wave seismic data.
These results, and all subsequent results presented in this paper, were performed using a single workstation equipped with a 2.8 GHz Pentium IV CPU and 4 Gb of RAM. On the finest sampled FD grid, consisting of 1585 × 272 nodes, for 51 sources and 1390 receivers, each iteration of 1 frequency took an average of 15.5 min, for a total of 7.28 h. The total computational time required to recover a velocity model nearly equivalent to that from full waveform tomography was reduced from 187.4 to 21.93 h, a savings in computational cost of 88.3 per cent. The multiscale approach, combined with a well designed strategy for frequency selection, allowed the true velocity model to be recovered at a fraction of the total computational cost required by full waveform tomography.
Sparse survey geometries and spatial aliasing
Acquiring an adequately sampled data set has proven to be a continual problem in active source crustal-scale seismology, given the large costs and limited budgets of field experiments (Levander 2003) . Over the past two decades, the 3-D seismic method has become widely accepted as an exploration-scale imaging technique which provides final images far superior to those obtained with strictly 2-D survey geometries. With the extra dimension 3-D seismic provides, however, the recorded data set is typically aliased in at least one domain, and undersampled in offset and azimuth as well, limiting the optimal resolution of the processed images. Although Vermeer (1998) has argued that symmetric sampling, where s = r , is the optimal solution to this problem, costs are prohibitive for both 2-D and 3-D surveys. Undersampling of seismic surveys in at least one domain (source or receiver) is a generally accepted limitation of controlled-source seismology, where cost and other logistical concerns are the limiting factors in spatial sampling. Many techniques have been developed to minimize the aliasing artefacts introduced by this undersampling, most of which take advantage of the sampling in the additional dimension that 3-D seismic provides.
The end product of an exploration-scale seismic survey is a migrated image, and studies of the associated spatial resolution of this image have been performed by many authors (Beylkin et al. 1985; Bleistein 1987; Chen & Schuster 1999) . In waveform inversion, the gradient of the data misfit vector relative to the model parameter vector is known to be closely related to seismic migration (Lailly 1983; Tarantola 1984) : Mora (1987) has stated that the first iteration of conjugate gradient inversion is equivalent to the application of a pre-stack depth-migration operator. Sparse survey geometries have been recognized as a source of aliasing in migration for a number of years (Spitz 1991) . Trace interpolation has been developed as a solution to this aliasing problem through a number of different methods, including differential offset continuation (Fomel 2003) , and minimum weighted norm interpolation (Liu & Sacchi 2004) . Wang (2002) has developed interpolation in the frequency-space domain for regular sampling, and in the frequency-wavenumber domain for irregular sampling (Wang 2003) .
In the frequency domain, Gray (1992) recognized that the migration operator can be modified for specific frequencies, allowing aliased data to be rejected as a function of frequency. He also demonstrated that low-frequency data permit nearly unaliased imaging of even steeply dipping structures when a large migration aperture is used. Wide-angle data have a very large aperture, much larger than a typical exploration-scale survey, and are generally recorded with lower frequencies as well. Pre-stack migration of wide-angle data has proven useful for both land (McMechan & Fuis 1987) and marine data (Fliedner & White 2003) . As Dessa et al. (2004a) note, the main limitation of this method is the sparse receiver geometry and low fold employed by most crustal-scale experiments. Zelt et al. (1998) describe pre-stack depth migration of dense, wideangle data in a synthetic, crustal-scale experiment, and conclude that aliasing effects increasingly affect the recovered images for receiver spacings larger than 2 km. For the seismic data described by Zelt et al. (1998) , bandpass filtered to between 4 and 12 Hz, receiver spacings larger than 2 km correspond to a minimum of between 6 and 19 wavelengths for surface velocities of 3 km s −1 . In their study of waveform inversion of wide-angle data, Sun & McMechan (1992) suggest that for spatially unaliased receivers, a minimum of two-fold data are required, corresponding to a maximum source spacing of half the aperture of the receiver array, although this seems too optimistic.
The requirements for fully unaliased surface sampling are as follows: for data of a specified temporal frequency, f , the spatial wavenumber of the data, defined as the number of wavelengths per unit horizontal distance, is given by
where c min is the minimum velocity of the medium in which the receivers are located, and θ is the emergence angle of a propagating wave. As θ approaches 90
• , sin θ approaches 1 and, therefore,
where k max is the maximum horizontal data wavenumber for a propagating, monochromatic plane wave with wavelength λ. According to sampling theory, to fully recover the wavenumber bandwidth of the wavefield we must sample the data in the source and receiver gathers with a spatial sampling less than
For a given source spacing s, no spatial aliasing occurs in common-receiver gathers (CRG's) if the wavefield is sampled with s ≤ samp . Similarly, if r ≤ samp no spatial aliasing occurs in common-source gathers (CSG's). Thus,
for completely unaliased spatial sampling. For c min = 4 km s −1 , the effective near-surface velocity of the CCSS model, Table 3 lists, for the data frequencies used in efficient waveform tomography, the maximum data wavenumbers, and the sampling intervals required to obtain unaliased data.
For example, an imaging experiment at 0.8 Hz conducted in a target with a velocity of c min = 4 km s −1 will generate energy with a wavelength λ = 5 km. To image this target without any aliasing, the data must be sampled at a sampling interval less than samp = λ/2 = 2.5 km (i.e. s and r must both be less than 2.5 km). Comparatively, for the f 4 = 7.0 Hz component of the data, the Table 3 . For a given frequency, f , and a minimum velocity, c min , energy propagates with a wavelength equal to λ. This energy propagates with wavenumbers k max along the surface. According to sampling theory, to sample in a completely unaliased fashion, data must be sampled with a spacing of less than samp = 1/2k max = λ/2. Table 5 . Realistic survey geometries, decimation in receiver gathers: we increase the average source spacing, s, while keeping the receiver spacing, r, equal to 0.9 km . At 0.8 Hz, data are properly sampled only if both s and r are less than samp = 2.5 km (see Table 3 wavelength has decreased to 0.57 km, and both s and r must be less than samp = λ/2 = 0.285 km for unaliased spatial sampling. For each of the survey geometries used in this paper, listed in Tables 4 and 5, CSG's are sampled with receiver spacings r ranging from 0.18 to 1.8 km, and CRG's with source spacings s ranging from 5 to 24.9 km. At 0.8 Hz, with c min = 4 km s −1 at the surface, λ/2 = 2.5 km and samp = 2.5 km, thus most of the surveys are adequately sampled in the CSG's, but none are adequately sampled in the CRG's. However, these limitations correspond to the case of completely unaliased sampling, and thus represent a conservative limit. The full and efficient waveform tomography results shown in Figs 1(c) and (d) demonstrate that adequate results can be obtained even where s ≈ 2 samp (double that required by eq. 9). As we shall show, waveform tomography can be performed even beyond this limit. However, at some limit this will be at the expense of the appearance of aliasing artefacts. Some aliasing in one sampling domain may be tolerable if aliasing in the other domain is avoided. We seek to constrain these limits with numerical experiments.
When aliasing is considered in only one spatial recording dimension, an f-k transform illustrates the effect of spatial aliasing on the data. When the maximum data wavenumbers present exceed k Nyq = 1/2 r in a CSG, or k Nyq = 1/2 s in a CRG, the data 'wrap-around' the wavenumber axis. Figs 4(a) and (b) depict the f-k spectra of a common-source gather located at 109.98 km within the velocity model, with s = 5 km and r equal to 0.9 and 1.8 km, respectively, for a maximum temporal frequency of 2.0 Hz. When r = 0.9 km, the energy from the direct arrivals begins to alias above a frequency of 2.0 Hz, whereas for r = 1.8 km, aliasing begins at approximately 1.1 Hz. In each case, the frequency at which spatial aliasing begins is larger than the minimum frequency, f 1 = 0.8 Hz, used in both full waveform tomography (Fig. 1c) and efficient waveform tomography (Fig. 1d) . Figs 4(c) and (d) illustrate the f-k spectra of a common-receiver gather located at 109.8 km within the velocity model, with r = 0.9 km and s equal to 9.9 and 24.9 km, respectively. The surface location of the CRG was chosen to be as close as possible to that of the CSG in Figs 4(a) and (b) such that each gather would cover a similar geological target. When s = 9.9 km, aliased energy appears at 0.35 Hz for the largest wavenumbers. For s = 24.9 km, aliasing begins below 0.2 Hz, (i.e. all significant energy is aliased in the recorded wavefield). In both CRG's, the wavefield is already aliased well below the minimum frequency used in waveform tomography, f 1 = 0.8 Hz.
Realistic survey geometries
In a real seismic experiment, a combination of budgetary, logistical, and terrain limitations make the design of seismic surveys using 51 evenly spaced sources and 2779 seismometers, each capable of high fidelity, low-frequency acquisition, and continuous recording over the full offset coverage 250 km, highly unlikely due to the prohibitive expense. We, therefore, investigated the effect of 'realistic' survey geometries on the efficient waveform tomography results. Each survey is progressively more representative of typical largescale crustal seismic experiments.
The next section of this paper describes the application of efficient waveform tomography to the CCSS data set using eight different survey geometries, generated (1) by increasing the receiver spacing for a constant source spacing of s = 5 km, and (2) by increasing the source spacing for a constant receiver spacing of r = 0.9 km. Tables 4 and 5 list the decimated survey geometries for the receiver and source domain, respectively. For self-consistency, new starting models were derived by first arrival traveltime tomography with the changing survey geometries. Again, χ 2 ≈ 1 was achieved for each traveltime result, with RMS traveltime error reducing to an average of approximately 26 ms for each survey. In each waveform tomography experiment, we used the frequency selection strategy depicted in Fig. 2 . Preconditioning of the data by low-pass filtering, offset weighting, and time damping was identical to that described above for the efficient waveform tomography strategy. Again, for each frequency, inversion with a shallow depth weighting of the gradient was followed by a pass with the deeper weighting of the gradient. The parameters used for low-pass wavenumber filtering of the gradient were also identical to those used during the efficient tomography strategy.
Increased receiver spacing
We began our study of the effect of spatial subsampling by changing the receiver spacing in the common-source gathers, as listed in Table 4 . All 51 source gathers were used, and the maximum receiver spacings ( r = 0.18, 0.45 and 0.90 km) for each common-source gather were chosen based upon the subsamplings used in the full waveform tomography strategy described in Paper I. An additional receiver spacing of r = 1.8 km was also chosen, twice the maximum value used previously.
The full waveform tomography strategy described in Paper I was implemented using a multiscale approach which included increasing the amount of data used during each inversion stage. We also followed this approach here: As the inversion progressed to the higher frequencies, the waveforms of each CSG were initially sampled with r = 0.9 km when inverting for 0.8 Hz data, decreasing to a minimum of r = 0.18 km during inversion of 7.0 Hz data. However, for the survey geometries in Table 4 only 'available' receivers were used during the inversion of each frequency. In Fig. 6(a) , calculated with r = 0.18 km, the profile at 79.7 km shows consistent recovery of the heterogeneous velocity structures of the upper and lower crust, the Moho, and the slightly heterogeneous upper mantle. Results from efficient waveform tomography demonstrate an ability to recover a good match to the full waveform tomography model for both the large, central portion of the model and the significant, smaller-scale features, such as the low-velocity zone within the upper crust. As r increases, shown in Fig. 6(b) -(d), oscillations of ±0.25 km s −1 begin to appear within the velocity structure of the upper mantle. Larger variations in the recovered velocity model may have been suppressed by the spatial smoothing introduced by low-pass wavenumber filtering of the gradient.
In spite of some minor discrepancies, efficient waveform tomography with an increased receiver spacing is still able to recover images nearly equivalent to the result from full waveform tomography, Fig. 1(c) . As the receiver spacing is increased, the results from efficient waveform tomography remain nearly equivalent. This comparison demonstrates the ability of efficient waveform tomography to obtain results comparable to both the true model and the full waveform tomography result, using only a subset of the available receivers with the 51 original source locations. This is perhaps not surprising, as in all cases r is less than samp = λ/2 = 2.5 km at the starting frequency of 0.8 Hz. The source spacing, s = 5 km, is exactly twice samp , unchanged from the earlier results from both full and efficient waveform tomography.
Increased source spacing
To investigate the effect of sparse source spacing on waveform tomography results with the CCSS data, survey geometries were chosen with a constant receiver spacing and increased source spacings. For each CSG, waveform data from 278 receivers were used, equivalent to a spacing of r = 0.9 km. This represents a feasible number of stations for a real, crustal-scale, seismic survey. Source spacings for each of the decimated survey geometries were chosen to retain maximal offset coverage along the CCSS model. Individual sources were occasionally included to provide consistently symmetric coverage about the central portion of the survey. As such, the nominal source spacings for each survey are an average value, and the actual spacing between each source occasionally has a small variability about this average. The survey geometries investigated below are listed in Table 5 .
As before, starting velocity models were recovered for each subsampled data set via first arrival traveltime tomography. A minimum of 3058 first arrivals were used to calculate a starting model for waveform tomography. This number represents only 2.16 per cent of the available first arrivals from the original CCSS data set. The frequency discretization strategy outlined in Fig. 2 was used in the calculation of each result. The efficient waveform tomography strategies of preconditioning of the data by low-pass filtering, offset weighting, and time damping described above were also repeated for each experiment.
Results
P-wave velocity models from efficient waveform tomography with four frequencies are shown for seismic data sampled with receiver spacing r = 0.9 km, and the nominal source spacing s varying from 7.57 km in Fig. 7(a) , to 9.9 km in Fig. 7(b) , to 14.7 km in Fig. 7(c) , to 24.9 km in Fig. 7(d) . These results indicate that the efficient waveform tomography result degrades significantly as the nominal s is increased beyond 7.57 km (while holding r constant at 0.9 km). Substantial differences are visible between the recovered models in Figs ) and (b) demonstrate the ability of efficient waveform tomography to calculate reasonably good matches to the full waveform tomography result, recovering features such as the near vertical feature at 90 km, the low-velocity zone, and the central, crust-mantle transition. Provided s is less than or equal to 14.7 km, the low-velocity zone is still imaged with a higher resolution than that provided by traveltime tomography (Fig. 1b) . Fig. 7(d) , when s = 24.9 km, bears almost no resemblance to either the true model or any of the previously discussed tomography models. In general, an increased s introduces spurious lateral artefacts within the recovered velocity models. The degree Fig. 7 . We compare the starting model, the final velocity model from full waveform tomography, and the final velocity model obtained by efficient waveform tomography using four frequencies, for the cases r = 0.9 km and nominal s equal to (a) 5.0 km, (b) 7.57 km, (c) 9.99 km and (d) 14.7 km. of distortion increases with larger source spacing, especially near the edges of the model. These experiments suggest that to successfully image the CCSS model with a starting frequency of 0.8 Hz, s must be less than 7.57 km when using efficient waveform tomography (provided that r 0.9 km). Thus, for r < samp (where samp = λ/2 = 2.5 km, for c min = 4 km s −1 at 0.8 Hz), s may be increased such that s 3 samp , i.e. approximately three times the maximum value required by sampling theory. Beyond this source spacing, efficient waveform tomography produces velocity models which are substantially degraded with respect to the velocity models produced by first arrival traveltime tomography.
Reduction in the number of sources also produced a significant reduction in the total computation time. For 51 sources and a maximum of 278 receivers, iterations of a single frequency on a grid of 1585 × 272 nodal points took approximately 11 min. When using waveform tomography with only 34 sources and 278 receivers, iterations of a single frequency on a grid of 1585 × 272 nodal points were reduced to just over 5 min on average, and the total computational time decreased from 22 to 14.5 h.
Increased starting frequencies
Although the use of low-frequency data is standard practice in passive source seismology, the trend in exploration seismology towards the acquisition of low-frequency data is a recent one. Low-frequency data are seemingly antithetical to the focus of exploration seismology: Imaging subsurface features at higher resolutions requires ever higher frequency data. Nevertheless, extending bandwidth to lower frequencies can also enhance resolution. Work by Ziolkowski et al. (2003) suggested a low-frequency acquisition strategy for transmission through basalts, and was recently implemented by Spitzer & White (2005) in the Faeroe-Shetland basin. Sirgue & Pratt (2004) suggested a low-frequency acquisition strategy due to the value of the recovered low-wavenumber model in mitigating the nonlinearity of the seismic inverse problem. Experiments for improved subsalt imaging in deepwater Gulf of Mexico, using low frequencies, have shown that these data offer more accurate velocity models, in turn allowing higher resolution images to be accurately produced when pre-stack depth-migration algorithms are applied (Egan & Moldoveanu 2005; Kapoor et al. 2005) .
The choice of 0.8 Hz as the starting frequency for waveform tomography was based upon an examination of the average amplitude spectrum of the available source gathers (i.e. Fig. 2b in Paper I). Although energy appears in the data below 0.8 Hz, we deliberately limited our starting frequency using an optimistic, yet reasonable, assumption of the limits of current recording technology. If an experiment on the scale of that suggested by the CCSS data were ever carried out, however, it is likely that some, if not all, stations would have band-limited instruments in place of broadband seismometers, physically limiting the lowest frequency of data available to tomographic analysis.
The recording geometry constrains the minimum frequency at which to begin waveform tomography before aliasing of the data occurs. For larger starting frequencies, the effects of spatial aliasing may become the critical factor in obtaining a good solution. As such, an investigation of the effect of using an increased starting frequency is desirable, and is illustrated in the results presented below.
Waveform tomography strategy
A survey geometry equivalent to that used to produce the model in Fig. 5(c) was used, with constant source and receiver spacings of 5 and 0.9 km, respectively. The starting model in Fig. 1(b) was used. Starting frequencies (f 1 ) of 1.7, 2.0, 3.0 and 3.5 Hz were chosen, and subsequent inversion frequencies were calculated using eq. (5). As before, the parameter α min in eq. (5) was calculated using a maximum half-offset, h max , of 75 km, and a target depth, z, of 40 km, as in the frequency discretization strategy illustrated in Fig. 2 . If f n+1 was larger than 7.0 Hz, 7.0 Hz was still used, due to the limitations of the FD grid used for waveform modelling (see Paper I for details). The full discretization strategy for each starting frequency is listed in Table 6 .
Preconditioning of the data by low-pass filtering, offset weighting, and time damping was identical to that used in arriving at the result in Fig. 5(c) . For each frequency, inversion with a shallow depth weighting of the gradient was followed by a pass with the deeper weighting of the gradient, and the parameters used for low-pass wavenumber filtering of the gradient were identical to those used in the earlier results.
Results
The velocity models from efficient waveform tomography for variable starting frequencies are shown in Fig. 9 , and selected vertical velocity profiles are shown in Fig. 10 . The results show a moderate decrease in quality as the starting frequency is increased. However, with the exception of the image of the low-velocity zone, results with starting frequencies up to 3.0 Hz (Figs 10a, b and c) compare well with the full waveform tomography results. When f 1 = 3.5 Hz, the waveform tomography results become significantly degraded (Fig. 10d) .
When efficient waveform tomography is initiated at 1.7 Hz (Figs 9a and 10a) , the Moho transition within the central portion of the model is well imaged, as are the complex structures within the upper crust and the sediment layer. Profiles at 79.7 and 140.5 km show very good agreement with all of the major intermediate-and large-scale features, including the sharp Moho transition at 25 km depth. Fig. 10(a) -(d) demonstrate that as f 1 is increased, the results from efficient waveform tomography progressively degrade when compared to the result from full waveform tomography. Significant (and clearly erroneous) high-frequency oscillations are present in the velocity model starting from 3.5 Hz, illustrated in Figs 9(d) and 10(d). These oscillations dominate, making interpretation of such a model nearly impossible. Although the profile at 199.8 km shows the low-velocity zone at a depth nearly equivalent to that in the full waveform tomography model, Fig. 9(d) indicates this is true for only a small lateral distance about this position. In general, only the 2. The starting model for these results is that illustrated in Fig. 1(b) .
central 150 km of the model appears well imaged with higher starting frequencies.
By increasing the starting frequency f 1 , we also increase the data wavelength, λ = c min / f 1 . There is a corresponding reduction in the maximum allowed spatial sampling according to sampling theory, since samp = λ/2. In a previous section we demonstrated that increasing the source spacing above approximately 3 samp resulted in corruption of the images due to aliasing effects. Table 7 presents f 1 , samp , s and r for each of the results shown in Figs 9 and 10. The receiver spacing, r, remains below samp for all tests except the final two ( f 1 = 3.0 Hz, and f 1 = 3.5 Hz). The source spacing, s, is greater than 3 samp for all results except the original result with f 1 = 0.8 Hz.
The results in Figs 9 and 10 indicate that accurate images were obtained in the central portion of the CCSS model for starting frequencies of 1.7, 2.0 and 3.0 Hz. Comparison of the spatial sampling ratios s/ samp and r / samp for these images, given in Table 7 , indicate that s is larger than seven times samp , and r is greater than 1.3 times samp . This indicates that the criteria s/ samp ≈ 3 for good quality waveform tomography results may be somewhat conservative. However, the images do suffer from some degradation once the sampling ratios increase beyond this limit (i.e. for all images except the original with f 1 = 0.8 Hz).
D I S C U S S I O N A N D C O N C L U S I O N S
In this paper we have provided a series of numerical experiments designed to test waveform tomography under the following conditions:
(i) A reduction in the number of input data frequency components ('efficient' waveform tomography),
(ii) An increase in the receiver sampling interval, r, or the source sampling interval, s, (iii) An increase in the minimum data frequency used.
We comment below on our major conclusions from each of these tests.
Efficient waveform tomography
By employing the strategy of Sirgue & Pratt (2004) in the selection of temporal frequencies, we have shown that efficient waveform tomography can be applied to the CCSS data set using a subset of carefully selected frequencies. The frequency selection strategy requires the estimation of effective minimum and maximum data offsets. Data from offsets below 25 km were precluded from waveform tomography by offset weighting. We chose a value of 150 km for our effective maximum data offset, representing the densely sampled central portion of the 250 km model. With this offset, four frequencies between 0.8 and 7.0 Hz are sufficient to obtain a theoretically continuous vertical wavenumber coverage of the target.
Our four-frequency, efficient waveform tomography result is nearly equivalent to the result from full waveform tomography (in which we used 57 frequencies). A comparison of 1-D velocity profiles reveals that the four-frequency result recovered the true model as well as the full waveform tomography result. The reduction in total computation time is 88.3 per cent.
Spatial subsampling
Previous applications of waveform tomography to real data set s have lead others to suggest that the increased resolution provided by waveform tomography is attainable only if both the source and receiver domains are densely sampled (Dessa et al. 2004b; Hole et al. 2005) . Operto et al. (2004) suggested that wide-angle surveys with multiple-fold data were required for waveform tomography, similar to the suggestion of Sun & McMechan (1992) for the case of time-domain waveform inversion, where a minimum of twofold coverage is suggested, provided the receiver domain is spatially unaliased. Both of these conditions imply limitations on only the coarsest recording dimension.
Sampling theory indicates that perfectly unaliased data must be sampled with samp = λ/2 or better in both the source and receiver gathers. However, the relationship between data aliasing and the appearance of aliasing artefacts in the recovered image is still somewhat unclear, and would benefit from further theoretical and numerical studies. Although Hole et al. (2005) suggested that waveform tomography requires unaliased data, the original numerical experiment described herein used s = 5 km, at which point even the lowest frequency (0.8 Hz) receiver gather data are in fact aliased. Nevertheless, good quality images were obtained with both full and efficient waveform tomography. By holding the source sampling at s = 5 km (≈ 2 samp ) and increasing the receiver sampling, we showed that the image quality remained acceptable as the receiver sampling approached samp .
In a further set of tests we fixed the receiver spacing below samp , and deliberately subsampled the data in the receiver gathers by using s larger than samp . Under these conditions the image quality remained acceptable provided the source sampling interval, s, was less than approximately 3 samp . We speculate that this effective sampling criterion is relaxed from the limitations of sampling theory because much of the data do not propagate near the limit of θ = 90
• assumed in eq. (7). While empirical in nature, this conclusion may provide guidance in the future design of wide-angle seismic experiments. However, the low signal-to-noise ratio and complex nature of real seismic data suggest that survey design for waveform tomography may benefit from source and receiver spacings smaller than the limits suggested here.
Uniform guidelines for designing seismic surveys for wide-angle, crustal-scale exploration would be of limited use due to the variety of crustal targets. More complex structures may require denser sampling over the central portion of the target, other structures may benefit from dense sampling near the flanks. Our results empirically demonstrate the effects of regular sampling in both receiver and source domains, with coarser sampling in the source domain. Although the amount of noise present in real data will have some adverse affect, sparse spatial sampling of the recorded wavefield in the source and receiver domains still allows waveform tomography to produce good results, even if the wavefield is sampled at intervals somewhat less than those required by sampling theory in one of the recording domains. If only the central portion of a crustal-scale target is considered, the spatial sampling of the wavefield may be further relaxed.
Minimum data frequencies
For the waveform inverse problem to avoid convergence to a local minimum, the traveltime misfit between the observed and calculated data must be less than a half a period for a given inversion frequency (i.e. Ravaut et al. 2004) . As the starting frequency is increased, the cycle-skipping problem is more likely to become a factor in the convergence of the inverse problem. The starting models for waveform tomography (e.g. Fig. 1b of approximately 25 ms, equivalent to a half-cycle at f = 1/2 × 25 ms = 20 Hz. This suggests the starting models avoid the cycleskipping problem for all frequencies within the total bandwidth used.
At the highest starting frequency of f 1 = 3.5 Hz the velocity model degrades to a point where it is arguably of less value than the starting model. The cause of the degradation is unlikely to be due to cycle skipping, as demonstrated by the traveltime misfit analysis above. The starting model may nevertheless have an inadequate resolution at these higher frequencies, leading to gaps in the wavenumber spectrum as a possible cause for the degradation of the result. However, undersampling is the more likely explanation. Table 7 reveals that the data gathers used are severely undersampled at 3.5 Hz: the source spacing is nearly an order of magnitude greater than that required by sampling theory. Given the experimental results demonstrating aliasing at f 1 = 0.8 Hz with s ≥ 3 samp , it seems reasonable to conclude that the observed degradation at f 1 = 3.5 Hz is caused by aliasing of the data due to insufficient source sampling. A more conclusive demonstration would require us to use data with s < 3 samp ; to do this we would require data from sources approximately every 1.5 km (more than 150 source gathers). This level of spatial sampling was not implemented in the original CCSS experiment, designed to be 'similar to those that could be funded by EarthScope to use the USArray' (Hole et al. 2005) .
A critical element of survey design for waveform tomography is the recovery of low-frequency data with good signal-to-noise ratios. Recovering the lowest frequency possible serves three purposes:
(i) mitigation of the non-linear problem (due to the avoidance of cycle skips between predicted and observed data),
(ii) covering potential gaps in the target wavenumber spectrum remaining from lower-resolution traveltime tomography and (iii) mitigation of aliasing effects.
In this paper we demonstrated that image quality falls off gradually with increasing starting frequencies; more significantly, we found the existence of a critical starting frequency for this experiment (approximately 3.0 Hz), beyond which image quality falls off dramatically. This minimum starting frequency also illustrates that acceptable image quality of the central portion of the CCSS model is achieved if the source spacing s was as large as seven times samp , with the receiver spacing times r was as large as 1.3 times times samp .
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