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ABSTRACT 
               
This work approaches the topic of modeling the atmospheric boundary layer in four research 
projects, which are summarized below.  
i) The diurnal cycles of near-surface meteorological parameters over Antarctic sea ice 
in six widely used atmospheric reanalyses were validated against observations from 
Ice Station Weddell. The station drifted from February through May 1992 and 
provided the most extensive set of meteorological observations ever collected in the 
Antarctic sea ice zone. For the radiative and turbulent surface fluxes, both the 
amplitude and shape of the diurnal cycles varied considerably among different 
reanalyses. Near-surface temperature, specific humidity, and wind speed in the 
reanalyses all featured small diurnal ranges, which, in most cases, fell within the 
uncertainties of the observed cycle. A skill score approach revealed the superiority of 
the ERA-Interim reanalysis in reproducing the observed diurnal cycles. An 
explanation for the shortcomings in the reanalyses is their failure to capture the 
diurnal cycle in cloud cover fraction, which leads to errors in other quantities as well. 
Apart from the diurnal cycles, NCEP-CFSR gave the best error statistics. 
ii) The accuracy of prediction of stable atmospheric boundary layers depends on the 
parameterization of the surface layer which is usually derived from the Monin-
Obukhov similarity theory. In this study, several surface-layer models in the format of 
velocity and potential temperature Deacon numbers were compared to observations 
	   	   	  viii	  
from CASES-99, Cardington, and Halley datasets. The comparisons were hindered by 
a large amount of scatter within and among datasets. Tests utilizing R2 demonstrated 
that the Quasi-Normal Scale Elimination (QNSE) theory exhibits the best overall 
performance. Further proof of this was provided by 1D simulations with the Weather 
Research and Forecasting (WRF) model. 
iii) The increasing number of physics parameterization schemes adopted in numerical 
weather forecasting models has resulted in a proliferation of inter-comparison studies 
in recent years. Many of these studies concentrated on determining which 
parameterization yields results closest to observations rather than analyzing the 
reasons underlying the differences. In this work, the performance of two 1.5-order 
boundary layer parameterizations was studied, the QNSE and Mellor-Yamada-Janjić 
(MYJ) schemes, in the Weather Research and Forecasting (WRF) model. The 
objectives were to isolate the effect of stability functions on the near-surface values 
and vertical profiles of virtual temperature, mixing ratio and wind speed. The results 
demonstrate that the QNSE stability functions yield better error statistics for 2-m 
virtual temperature but higher up the errors related to QNSE are slightly larger for 
virtual temperature and mixing ratio. A surprising finding is the sensitivity of the 
model results to the choice of the turbulent Prandtl number for neutral stratification 
(Prt0): in the Monin-Obukhov similarity function for heat, the choice of Prt0 is 
sometimes more important than the functional form of the similarity function itself. 
There is a stability-related dependence to this sensitivity: with increasing near-surface 
stability, the relative importance of the functional form increases. In near-neutral 
conditions, QNSE exhibits too strong vertical mixing attributed to the applied 
	   	   	  ix	  
turbulent kinetic energy subroutine and the stability functions including the effect of 
Prt0.  
iv) In recent years, many eddy-diffusivity mass flux (EDMF) planetary boundary layer 
(PBL) parameterizations have been introduced. Yet, most validations are based on 
idealized setups and/or single column models. To address this gap, this study focused 
on the effect the mass flux part has on the performance in the QNSE-EDMF PBL 
scheme in the WRF model by comparing the results to observations from the CASES-
97 field campaign. In addition, two refined versions, one introducing the 
parameterized clouds to the WRF radiation scheme, and the second adding a different 
entrainment formulation, were evaluated. The introduction of mass flux reduced 
errors in the average moisture profile but virtual temperature and wind speed profiles 
did not change as much. The turbulent flux profiles for modeled virtual potential 
temperature were little affected, with consistent reasonable agreement with 
observations, if one allows for biases in the observed data and modeled surface 
fluxes. However, the water vapor flux divergences from QNSE tend to be more 
negative than observed, while including the mass flux part tends to make the 
divergences more positive, the latter at least partially due to deeper model PBLs 
resulting from excessive model surface virtual temperature fluxes. Further, both 
virtual potential temperature and water vapor flux profiles display spurious spikes 
attributed to the way the non-local and local terms interact in the model. The 
influence of the mass flux schemes extends to 60 – 100-km scale circulation features, 
which were greatly modified by both the inclusion of mass flux and the new 
entrainment formulation. Adding mass flux based clouds to the radiation calculation 
	   	   	  x	  
improved the time and space averaged modeled incoming shortwave flux. The choice 
of the representation for entrainment/detrainment often affected the results to the 
same extent as adding mass flux did. 
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CHAPTER ONE: 
INTRODUCTION 
 
The past three decades have witnessed successively warmer mean global surface 
temperature than any of the preceding decades since the beginning of instrumental weather 
records (IPCC, 2014). Nowhere have the changes been more pronounced than in the Arctic 
region (Serreze and Barry 2011): the Arctic time series of variables such as sea ice cover and 
surface temperature feature statistically significant trends supporting a hypothesis of a warming 
climate. Several uncertainties remain, however, related to clouds (Hartmann et al. in IPCC 2014) 
and aerosols (Collaud Coen et al. 2013) in particular. With the increased need of gaining a better 
understanding of the processes and feedback mechanisms within the climate system, experiments 
with climate models and numerical weather prediction (NWP) systems serve as essential tools in 
unlocking the associated mysteries. One of the most crucial components in such models is the 
representation of the planetary boundary layer (PBL) (Petrosyan et al. 2011). The layer, via the 
subgrid fluxes of momentum, heat and moisture, communicates the influence of the underlying 
surface to the entire air column above.  
From the standpoint of the convective stability, the types of PBL can be divided to 
convective and stable, depending on the prevailing potential temperature lapse rate in the PBL. 
The representation of each is of crucial importance to successful weather simulations. Stable 
conditions typically persist during cold time periods when radiative cooling dominates or when 
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warm air flows over a cold surface. Convective conditions are observed, for instance, during a 
warm summer day over a land surface or over open water where cold air mass flows over much 
warmer ocean surface.  
Stable and unstable boundary layers exhibit very different physics, and consequently, 
their parameterization in NWP models is different as well. Challenges are abundant: the 
convective case features the problems of non-local transport (e.g. Hong et al. 2006; Pleim 2007), 
the representation of shallow cumuli (e.g. Pergaud et al. 2009; Angevine 2005) and the gray-
zone limitation (Shin and Hong 2013). In stable conditions, observations demonstrate non-
stationarity in the flow structures, turbulence intermittency, and flow anisotropization (Mahrt 
2010, 2014). The effects of the surface heterogeneity and terrain topography are also most 
pronounced. 
The limited understanding of atmospheric turbulence lies at the heart of the 
aforementioned PBL-related problems.  A significant portion of the related research has focused 
on the closure problem: the parameterization of higher moments appearing in lower-order 
equations (Keller and Friedman 1924; Stull 1988).  These moments, also known as Reynolds 
stresses, originate from the Reynolds averaging of the Navier-Stokes equations. The most 
popular approach to the closure problem is to draw an analogy with the Fickian transport law of 
the molecular dynamics and assume that the fluxlike moments always transport their respective 
properties down the gradient in the mean field. This is commonly referred to as “K-theory”. 
Convective conditions present an obstacle for this theory in that the PBL eddies are often deep, 
and consequently, the turbulent fluxes may point up the gradient (Deardoff 1966; Wyngaard and 
Coté 1974).  To overcome these problems, many studies have introduced countergradient terms 
(e.g. Deardoff 1966, Holtslag and Moeng 1991) while some have applied the transilience 
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turbulence theory, which allows simultaneous mixing between any vertical levels (Stull 1988). 
Another approach is to employ a mass-flux based representation of subgrid-scale convection, as 
first pioneered for cumulus convection by e.g. Arakawa (1969) and Betts (1973).  
This dissertation addresses the important topic of the numerical modeling of turbulence in 
stable and unstable PBL from several different perspectives. First, model products entitled 
atmospheric reanalyses are scrutinized in their ability to reproduce the diurnal cycles of near-
surface variables over the Antarctic sea ice. Second, the surface layer observations and several 
Monin-Obukhov similarity functions are investigated using a rarely applied validation technique 
involving Deacon numbers. Third, vertical exchange coefficients in two different PBL 
parameterizations are compared, and the effect of the so-called stability functions on the model 
results is assessed.  
The last two of the aforementioned studies make use of a relatively new spectral 
turbulence theory, QNSE (Quasi-Normal Scale Elimination; Sukoriansky et al. 2005), which is 
derived from the Navier-Stokes equations to account for stably stratified turbulence. Among 
other scientific objectives, this work serves to validate the efficacy of QNSE and document its 
implementation in the Weather Research and Forecasting (WRF) model. 
The last part of this work concentrates on the representation of convective conditions. An 
Eddy-Diffusivity Mass Flux (EDMF) approach, combining a local TKE-based turbulence closure 
with a mass flux model, is investigated to see how the model performance depends on the 
inclusion of the mass flux part; and how different components related to the mass flux scheme - 
such as entrainment and detrainment - affect the model results.  
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CHAPTER TWO: 
MODEL PRODUCTS 
Atmospheric reanalyses 
 
The Arctic and Antarctic have always been troublesome when trying to establish trends 
in the current climate. In these regions, both the spatial and temporal lack of observations have 
made it difficult to properly establish the scale of any change observed in the records: a major 
obstacle in the way of creating reliable climate reconstructions. It was this problem that inspired 
the development of global atmospheric reanalyses (Bromwich et al. 2007), a relatively recent 
addition to the plethora of meteorological research tools.  
  A global atmospheric reanalysis contains a spatially complete, multivariate and spatially 
coherent record of the history of the atmospheric circulation on the global scale (Uppala et al. 
2005). The fact that a reanalysis is run with a fixed data assimilation system and forecasting 
model sets it apart from archived weather analyses, which are based on operational forecasting 
systems that frequently undergo major changes. To be more precise, a reanalysis is carried out by 
assimilating observations into a NWP system at a predetermined interval, typically every 6 
hours. The purpose of this process, known as meteorological data assimilation, is to come up 
with a representation of the atmospheric state as accurate as possible (Ghil and Malanotte-
Rizzoli 1991). The initial model field, the so-called “first guess”, originates from the model’s 
short-range forecast made at the previous time step (Walsh and Chapman 1998). With this logic 
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the data assimilation - model run cycle is repeated over the time period of interest.  The 
horizontal resolution and number of vertical levels are typically from 200km and 30 levels to 
slightly below 100km and 60 levels in the newer reanalysis products. 
The reanalysis approach offers several benefits. As mentioned, a reanalysis uses a fixed 
data assimilation - model system, which means there are no changes in the model physics or 
horizontal and vertical resolution. One can thus eliminate these as causes of any observed 
climate signals in the records. The 6 hourly availability is advantageous for the polar regions 
where typical observation interval might be much longer. In addition, being a gridded product, a 
reanalysis fills in large data voids. Lastly, the assimilated observations are quality-controlled, 
which makes reanalyses much better tools in assessing climate variability in sparsely sampled 
areas such as the Arctic than any other available analyses (Bromwich et al. 2007).         
Atmospheric reanalyses are currently broadly applied in Earth sciences. For example, the 
atmospheric forcing for ocean, sea ice, lake, and discharge hydrology models are often taken 
from reanalyses. Other applications include studies of the climate variability and trends as well 
as occurrence of extreme values. Typically for a young field, reanalysis products have undergone 
many changes due to improvements in models, data assimilation systems and input data (Dee et 
al. 2011) and still include errors (Walsh and Chapman 1998; Bromwich et al. 2007; Lüpkes et al. 
2010; Bromwich et al. 2011; Screen and Simmonds 2011; Bracegirdle and Marshall 2012; 
Jakobson et al. 2012). To improve the situation, major NWP centers have been active in 
producing new reanalyses. These include the European Centre for Medium-Range Weather 
Forecasts (ECMWF) Reanalysis (ERA-Interim; Dee et al. 2011), the Japanese Meteorological 
Agency Reanalysis (JRA-25; Onogi et al. 2007), the National Centers for Environmental 
Prediction (NCEP) Climate Forecast System Reanalysis (CFSR; Saha et al. 2010), and the 
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National Aeronautics and Space and Administration (NASA) Modern Era Retrospective-
Analysis for Research and Applications (MERRA; Cullather and Bosilovich 2011).  
 
Weather Research and Forecasting (WRF) model 
 
The WRF model is a state-of-the-art NWP system used for both research and operational 
applications. It is a community-based model developed in collaboration among several U.S. 
institutions. The WRF software framework (WSF) includes dynamic solvers, physics packages, 
initialization programs, and the WRF variational data assimilation system. The two dynamics 
solvers are the Advanced Research WRF solver (ARW) and the Nonhydrostatic Mesoscale 
Model (NMM) solver. The ARW is discussed below in more detail, as it is the solver utilized in 
the studies presented in this work. 
The ARW solver features fully compressible, Euler nonhydrostatic equations, which are 
conservative for scalar variables. The top of the model domain is a constant pressure surface, and 
the applied vertical coordinate is based on a terrain following hybrid level approach. In the 
horizontal regime, Arakawa C-grid staggering is used. The time integration part of the model 
currently employs a 2nd or 3rd order Runge-Kutta scheme with a smaller time step for acoustic 
and gravity wave modes. A full description of the solver is presented in Skamarock and Klemp 
(2008). 
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CHAPTER THREE: 
THEORETICAL BACKGROUND 
Monin-Obukhov similarity theory 
 
Assuming that the fluxes of momentum and heat in the near-surface region of 
atmospheric boundary layers are nearly constant with height and using dimensional arguments, 
Monin and Obukhov (1954) derived the following relationships for the vertical profiles of the 
mean velocity, U, and mean potential temperature, Θ, within this region: 
 𝜅𝑧𝑢∗ 𝜕𝑈𝜕𝑧 = 𝐾!𝐾! = 𝜙! 𝜁 ,        (3.1) 𝜅𝑧𝜃∗ 𝜕Θ𝜕𝑧 = 𝐾!𝐾! = 𝜙! 𝜁 .        (3.2) 
 
Here, 𝜙! 𝜁  and 𝜙! 𝜁   are the MOST (Monin-Obukhov Similarity Theory) functions; u* is the 
friction velocity defined as 𝑢∗ = (𝜏!/𝜌)!/!; 𝜌 is the air reference density; 𝜏! is the surface stress; 𝜃∗ = 𝐻!/(𝜌𝐶!𝑢∗) is the temperature equivalent of the friction velocity; 𝐻! is the surface virtual 
sensible heat flux (negative downwards); 𝐶! is the specific heat of air at constant pressure; z is 
the vertical coordinate; 𝜅 (=0.4) is the von Kármán constant; 𝐾! = 𝜅𝑧𝑢∗ is the vertical eddy 
viscosity at neutral stratification; 𝐾! = 𝑢∗! !"!" !! and  𝐾! = 𝑢∗𝜃∗ !!!" !!are the vertical eddy 
viscosity and eddy diffusivity, respectively, in stratified flows; 𝜁 = 𝑧/𝐿; L is the Monin-
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Obukhov length scale 
 𝐿 = −𝑢∗!/[𝜅 𝑔/Θ! 𝑤𝜃!],   (3.3) 
  −𝑤𝜃! = 𝑢∗𝜃∗ = −𝐻!/(𝜌𝐶!)  is the kinematic surface heat flux; w and 𝜃 denote the fluctuations 
of vertical velocity and potential temperature, respectively; g is the acceleration due to gravity, 
and Θ! is the reference potential temperature. The flux-profile 
relationship for humidity is taken to be identical to that for temperature. This representation is 
valid in the constant flux layer approximation and is known as the MOST (Monin and Yaglom 
1965; Monin and Obukhov 1954) 
The MOST is known for a spurious self-correlation problem, which arises from the fact 
that there is an insufficient number of independent scaling parameters to build completely 
independent dimensionless groups (Andreas and Hicks 2002). An example is plotting 𝜙! as a 
function of ζ in which case both variables contain 𝑢∗. Consequently, even random data can yield 
nonzero correlation (Kim 1999). A randomization method described by e.g. Klipp and Mahrt 
(2004) can be used to quantify these correlations. 
 
Quasi-Normal Scale Elimination (QNSE) theory 
 
QNSE is a relatively new spectral theory for stably stratified turbulence. Among its many 
results, this theory gives analytical expressions for the eddy viscosity and eddy diffusivity and, in 
the constant flux layer approximation, for the MOST functions. Turbulence spectra, flow 
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anisotropization and the dispersion relation of internal waves in the presence of turbulence can 
also be obtained using QNSE (Sukoriansky et al. 2005, 2006; Galperin and Sukoriansky 2010).  
The starting point for the theory is the representation of the equations of momentum, 
temperature and continuity in the Boussinesq approximation. These equations describe a 3-D 
flow field with a stabilizing temperature gradient in the vertical direction: 
 
!"!" + 𝑈 ∙ ∇𝑈 − 𝛼𝑔𝑇𝑧 = 𝜈!∇!𝑈 − ∇!! + 𝑓!,   (3.4) 𝜕𝑇𝜕𝑡 + 𝑈 ∙ ∇𝑇 + 𝑤 𝑑𝜃𝑑𝑧 = 𝜅!∇!𝑇,      (3.5) ∇ ∙ 𝑈 = 0.      (3.6) 
 
In Eqs. 3.4-3.6 U is the three-dimensional velocity vector, 𝛼 is the thermal expansion coefficient, 
g is gravitational acceleration, 𝑇 is temperature, 𝑧 is unit vector in the vertical direction, 𝜈! is the 
molecular viscosity, 𝑃 is pressure, 𝜌 is density, w is the vertical velocity component, 𝜃 is 
potential temperature and 𝜅! is the molecular diffusivity. The last term in Eq. 3.4, 𝑓!, stands for 
the effect of external forcing on the largest scales that ensures that turbulence stays in a 
statistically steady state. In the QNSE theory, a Fourier transform of these equations is taken to 
move to the spectral space.  
The main problems with Eqs. 3.4-3.6 are nonlinearity and the coupling between velocity 
and temperature equations; these make the problem difficult for analytical treatment. The non-
linear terms exceed the viscous ones by a scale-dependent factor that is the Reynolds number 
(Re). Therefore, on large scales, where Re is large, analytical tools cease to be useful. However, 
if one only considers the smallest scales, on the order the Kolmogorov scale, Re is on the order 
one. The smallness of Re allows one to employ tools of renormalized perturbation theory. 
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The essence of QNSE is the scale elimination process schematically represented in Figure 
3.1. The diffusive terms of the Fourier transformed momentum and temperature equations are 
given by υ0k2 and κ0k2 in the upper left hand corner of the figure. Because QNSE takes into 
account flow anisotropy, it is anticipated that renormalized viscosity and diffusivity will be 
different in the vertical and horizontal directions, though initially the molecular values are 
isotropic. This is why the renormalized viscosity and diffusivity are split to vertical and 
horizontal components for the scale elimination process. Having made these preparations, the 
process of scale elimination is started from the Kolmogorov scale kd-1, kd being the Kolmogorov 
wave number, kd=(ε/υ03)1/4 where ε denotes the rate of viscous dissipation. In the Fourier space, 
the domain is subdivided into two parts: from 0 to kd- ΔΛ and from kd – ΔΛ to kd where ΔΛ is an 
infinitesimally thin spectral shell. Every Fourier-transformed variable in the equations is 
accordingly decomposed into “fast” and “slow” components; the fast component is defined over 
the shell ΔΛ, and the slow is given over the rest of the domain. The next step is to derive 
equations for the “slow” and “fast” modes. The problem is, again, that these equations are 
coupled due to nonlinearity. The goal is to obtain self-contained equations for the slow modes 
meaning that the equations should no longer contain the fast modes. This is achieved by 
ensemble-averaging the equations over the fast modes; hence the name “scale elimination”. The 
process can be done because the Reynolds number is small in the shell ΔΛ. This procedure 
coarsens the spectral domain from 0 to kd to 0 to kc where kc = kd – ΔΛ is referred to as the 
dynamic dissipation cutoff. The averaging gives us corrections to viscosity and diffusivity, which 
account for the processes on the scales that were just eliminated from the spectral domain. These 
corrections are different in the vertical and horizontal directions. Other than that, the equations 
governing the coarse-grained variables are the same as the original equations. Then the 
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procedure of the coarse-graining is repeated: the domain is divided again: from 0 to kc - ΔΛ, and 
from kc - ΔΛ to kc. The ensemble averaging is carried out again and new corrections are obtained 
to the viscosities and diffusivities. By taking the limit of ΔΛ -> 0, a system of four differential 
equations for viscosity and diffusivity in the horizontal and vertical directions is obtained (the 
bottom-most box in Figure 3.1). These equations can be solved analytically for weak 
stratification and numerically for arbitrary stratification. The integration is extended to a 
predefined wave number. If only a part of the fluctuating scales is eliminated, the eddy 
diffusivities and viscosities for Large-Eddy Simulations (LES) are obtained. A complete scale 
elimination leads to the Reynolds averaged Navier-Stokes (RANS) equations.  
Figure 3.2 presents the analytical expressions for vertical and horizontal viscosities and 
diffusivities normalized with the corresponding eddy viscosity in neutral stratification as 
functions of a wavenumber normalized by the Ozmidov wave number. This wave number is the 
inverse of the Ozmidov length scale, a scale above which the vertical overturning of waves is 
inhibited by stratification. On scales below this turbulence is more or less isotropic. Based on 
Figure 3.2, the normalized horizontal and vertical viscosities and diffusivities start to move apart 
with increasing stability: the horizontal ones increase whereas the vertical ones decrease. To see 
what happens at the very stable limit, the right-hand panel shows the results from the numerically 
solved equations. The very stable limit in Figure 3.3 shows the normalized horizontal diffusivity 
growing considerably whereas the normalized vertical diffusivity decreases. It is also important 
to note that while vertical diffusivity becomes very small, vertical viscosity remains larger than 
its molecular value. This is due to the internal wave breaking that produces small-scale 
turbulence (on scales smaller than the Ozmidov scale). Such results are a demonstration of the 
fact that waves mix momentum but they do not mix a scalar. The dashed line in Figure 3.3 shows 
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the threshold below which internal waves can exist in the presence of turbulence. These results 
are not attainable for Reynolds stress models. 
The important practical application of the QNSE theory is that the obtained vertical and 
horizontal eddy viscosities and eddy diffusivities can be implemented in numerical weather 
prediction applications. In the constant flux layer approximation, the QNSE expressions become 
MOST similarity functions, which lend themselves to validation against data and comparison 
with other models. 
 
Eddy-Diffusivity Mass Flux (EDMF) approach and the QNSE-EDMF scheme 
 
NWP needs a good prediction of both stable and unstable flow regimes. While QNSE 
model is applied to the former, many possibilities exist for the latter. The ones addressing non-
locality are usually based on a counter-gradient approach first introduced by Ertel (1942). A 
counter-gradient term is added to the turbulent flux equations to enable the transport counter to 
the mean gradient. This formulation has been adapted by Deardorff (1972) and Holtslag and 
Moeng (1991) in their attempts to use the second-order turbulent transport equations to justify 
the inclusion of the non-local term.  
Recently a new solution to the problem, the eddy-diffusivity mass-flux (EDMF) 
approach, has surfaced. The idea was first brought forward by Siebesma and Teixeira (2000), 
and it was developed further by Soares et al. (2004). This approach involves combining local 
turbulence closure with a non-local mass flux scheme, which results in the turbulent flux 
equation of a conservative variable ϕ taking the following form 
 
	   	   	  13	  
𝑤!𝜙! = −𝐾 !!!" + !!! (𝜙! − 𝜙),   (3.7) 
  
where K is the turbulent exchange coefficient, ρ is air density and Mu denotes the mass flux 
defined as Mu=ρauwu, au being the updraft area fraction and w the vertical velocity in the updraft. 𝜙 stands for the variable under consideration in the environment, and ϕu refers to the value of the 
same variable within the updraft. The assumptions made with this formulation are that the 
updraft area is very small compared to the horizontal grid size (au << 1) and that the mean values 
of variables are equal to the environmental values (Pergaud et al. 2009). The described 
parameterization is suited for PBL processes ranging from stably stratified turbulence to shallow 
convection in the unstable regime.  
The QNSE-EDMF PBL scheme in the WRF model consists of two separate subroutines. 
One includes the local turbulence scheme (the first term on the rhs of Eq.3.7) and the other one 
handles the mass flux component (the second term on the rhs of Eq.3.7).  Both subroutines 
calculate their own tendencies for potential temperature, mixing ratio and wind speed. The 
tendencies are then added to get the total tendencies from the PBL scheme. As such the local and 
non-local part only interact through the mean profiles in the model.  
 
The heart of the local turbulence subroutine lies in the exchange coefficient K which differs for 
momentum and heat and is a function of the turbulence length scale, stability function and 
turbulence kinetic energy (TKE). The crux of the QNSE-based local turbulence closure is the 
representation of the stability functions, which, in the case of the WRF model, are fraction-
polynomial fits based on the results of the analytical QNSE theory (Sukoriansky et al. 2005). The 
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effect of these stability functions on model results is discussed in Chapters 5 and 6 (Tastula et al. 
2014, 2015). 
While QNSE brings improvements to the modeling of the stable boundary layer, a mass 
flux scheme can be used for cases with unstable stratification and stable-unstable transitions. The 
QNSE-EDMF scheme adopts a mass flux scheme by Pergaud et al. (2009) that is designed for 
shallow cumuli.  The mass flux approach has been a popular way of modeling of both shallow 
and deep convection. It was first introduced for studies of cumulus convection (e.g. Ooyama 
1971; Betts 1973). Although many of the later investigations (e.g. Gregory and Rowntree 1990; 
Kain and Fritsch 1990; Emanuel 2001) differ from the original ones in details, the basic 
assumptions remain the same. In these schemes, the updraft vertical velocity of convective 
structures is described using a top-hat distribution that divides the grid box into an updraft zone 
and its surrounding environment (e.g. Arakawa and Schubert 1974). The featured equations for 
shallow convective updrafts are specified in the following manner:    
     
,   (3.8) 
 
.   (3.9) 
 
In Eqs. 3.8 and 3.9, the rates of mass entrainment and detrainment per unit length are given by Eu 
and Du. These variables are linked to entrainment ε and detrainment δ by Eu=Muε and Du=Muδ.  
The definitions of entrainment and detrainment in mass flux schemes are of crucial 
importance. The formulation currently used in the QNSE-EDMF scheme arises from the physical 
∂Mu
∂z = Eu −Du
∂
∂z Muφu = Euφ −Duφu
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characteristics of the convective boundary layer (Pergaud et al. 2009). In the dry portion of the 
boundary layer, the mass flux scheme of QNSE-EDMF calculates entrainment and detrainment 
as: 
 
,   (3.10) 
 
   (3.11) 
  
where z is height above ground level, Bu  is the buoyancy in the updraft, wu is the updraft vertical 
velocity, and Lup is the Bougeault and Lacarrère (1989) upward mixing length, which is a 
function of buoyancy and TKE. At each level, the upward mixing length is defined as the 
distance an air parcel having initially the TKE equal to the mean TKE of the layer would travel 
before being stopped by buoyancy effects. Constants Cε and Cδ have been tuned to fit the one-
dimensional entrainment and detrainment to LES results (Pergaud et al. 2009). Above the lifting 
condensation level, the applied lateral exchange formulations originate from Kain and Fritsch 
(1990). 
           The expression for the vertical velocity in the updraft is given by 
 𝑤! !!!!" = 𝑎𝐵! − 𝑏𝜀𝑤!!,   (3.12) 
 
where a and b are coefficients given the value of 1 in the parameterization. Because Mu and wu 
have been computed independently, au can vary in the vertical direction: 
 
εdry =Max 0,Cε
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wu2
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𝑎! = !!!!!   (3.13) 
 
where 𝜌 denotes the air density. The mass-flux-based cloud fraction MFCLDFR, a variable of 
interest for the present study, is linked to au via MFCLDFR=2.5au where the 2.5 value originates 
from tuning the 1D cloud fraction to LES results. Another important variable is the cloud water 
mixing ratio from the mass flux scheme defined as MFQC=rc_upMFCLDFR where rc_up stands 
for liquid water mixing ratio in the updraft. 
The mass flux scheme is initialized at the surface where Mu is calculated using the 
following closure: 
 
𝑀!! = 𝐶!!𝜌 !!!"#$𝑤′𝜃′!"𝐿!" ! !   (3.14) 
 
where 𝑤′𝜃′!" is the surface buoyancy flux , 𝜃!"#$ is mean reference virtual potential temperature 
(θv interpolated to the first flux level), and 𝐶!! is a constant of 0.065 based on LES results 
(Pergaud et al. 2009). Vertical velocity at the surface is initialized using TKE from the local 
closure.  
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Figure 
3.1. QNSE schematics. 
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Figure 3.2.  Normalized QNSE-based eddy viscosities and diffusivities for weak stratification. 
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Figure 3.3. Normalized QNSE-based eddy viscosities and diffusivities for arbitrary stratification. 
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CHAPTER FOUR: 
VALIDATION OF THE DIURNAL CYCLES IN ATMOSPHERIC 
REANALYSES OVER ANTARCTIC SEA ICE 
Introduction 
 
The diurnal cycle in surface and boundary layer variables is important for the global 
climate system (Dai and Trenberth 2004), weather forecasting (Atlaskin and Vihma 2012), 
dispersion and transport of pollutants (Panday et al. 2009), and production of wind energy (He et 
al. 2012). The importance of accurately modeling the diurnal cycle is also well recognized by the 
NWP and climate modeling communities, which have carried out extensive model inter-
comparisons, in particular, under the Global Energy and Water Cycle Experiment (GEWEX) of 
the World Climate Research Programme (Svensson et al. 2011). In the previous validation 
studies of reanalyses, however, the diurnal cycle has not received much attention; the validation 
results have been mostly presented as annual, seasonal, monthly, or daily error statistics.  
Modeling the diurnal cycle of the Earth’s surface temperature and the near-surface air 
temperature, humidity, and wind speed is a major challenge. Stratification in the atmospheric 
boundary layer (ABL) typically varies between daytime convective and nighttime stably 
stratified conditions. Hence, the model should be able to reproduce the morning and evening 
transitions in the state of the ABL. In addition to the transitions, modeling the stable boundary 
layer (SBL) is problematic because of its shallowness and small heat capacity; the complex 
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interaction between turbulence and gravity waves; and, in very stable conditions, the 
intermittency of the turbulence (Mahrt, 1999). All these reasons reduce the validity of the 
Monin-Obukhov similarity theory (Monin and Obukhov, 1954) that NWP and climate models 
use as the basis for parameterizing the turbulent surface fluxes. Hence, it is not surprising that 
NWP and climate models are not particularly successful in reproducing the diurnal cycle of 
surface and near-surface variables (Steeneveld et al. 2008; Svensson et al. 2011).  
A particular challenge is to simulate the diurnal cycle at high latitudes, where the diurnal 
range of the solar zenith angle is small. Furthermore, the high surface albedo of snow and sea ice 
reduces the net shortwave radiation, the principle forcing behind the diurnal cycle. The variables 
directly affected are outgoing shortwave radiation and surface temperature. These further affect 
outgoing longwave radiation, surface albedo, and the turbulent fluxes of sensible and latent heat. 
The diurnal cycles of other meteorological variables in the ABL are mostly generated via the 
surface fluxes. Over sea ice, the heat flux from the ocean, via open leads and conduction through 
the ice, tends to keep the diurnal cycle of such variables small compared to that over snow-
covered land (Niros et al. 2002).  
Detailed studies on the diurnal cycle over sea ice have been rare. At Ice Station Polarstern 
(ISPOL) over the Antarctic sea ice at 68°S in early summer, Vihma et al. (2009) observed 
diurnal cycles in the incoming and outgoing shortwave and longwave radiation, net radiation, 
surface temperature and albedo, turbulent fluxes of sensible and latent heat, air temperature, air 
specific and relative humidity, wind speed, and base height of low clouds. Other observations 
over Antarctic sea ice include those from Wendler (2005) who mentions a smaller amplitude for 
incoming shortwave radiation (due to a more southern latitude of 78°S) but a larger one in the 
incoming longwave radiation. Even very small variations in the solar zenith angle may generate 
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diurnal cycles: over the Arctic sea ice in summer, as far north as 88-89°N, Tjernström (2005; 
2007) observed diurnal cycles in incoming shortwave and net radiation, wind speed, cloud base 
height, and visibility. 
There is a crucial need for validating reanalyses over the Antarctic sea ice zone because 
the sea ice extent has increased during the latest decades, and the reasons for this are complex 
and not fully understood (Stammerjohn et al. 2012). The author is aware of only two papers on 
validating reanalyses over Antarctic sea ice, Vihma et al. (2002) and Vancappanoulle et al. 
(2012); and these studies addressed only the old NCEP-NCAR reanalysis (Kalnay et al. 1996). In 
addition, King (2003) and Vihma et al. (2002) have validated the ECMWF operational analyses 
over Antarctic sea ice, and Pavelsky et al. (2011) have compared satellite-based temperature 
inversion climatology against ERA-40 and NCEP-NCAR reanalyses. Pavelsky et al. (2011) was, 
however, not a validation study, as it was not clearly concluded in their work whether reanalyses 
or satellite data are more reliable, and the years with satellite data did not match with the ERA-
40 period.  
In the Antarctic sea ice zone, the most extensive data set on ABL structure and processes 
is that collected on the U.S.–Russian Ice Station Weddell (ISW), which drifted in the western 
Weddell Sea from February through May 1992 (Figure 4.1). ISW has provided, by far, the 
longest data record in the Antarctic sea ice zone, and much of the knowledge of the ABL over 
the Antarctic sea ice zone originates from ISW (Andreas et al. 2000, 2002, 2004, 2005; Tastula 
et al. 2012). 
In this study, the first seasonal-scale validation of the second generation of reanalyses 
with respect to the surface fluxes over Antarctic sea ice is presented. The objectives are (a) to 
quantify the accuracy of the most widely used reanalyses in representing the diurnal cycle in the 
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Antarctic sea ice zone, (b) to identify reasons for the errors, and (c) to find out which of the 
reanalyses performs best. The NCEP-DOE, NCEP-CFSR, ERA-40, ERA-Interim, JRA-25, and 
NASA-MERRA reanalyses are validated against observations on ISW. The somewhat older 
NCEP-DOE (Kanamitsu et al. 2002) and ERA-40 (Uppala et al. 2005) reanalyses are included in 
the study to quantify the progress made in recent years by NCEP-CFSR and ERA-Interim. Large 
discrepancies are demonstrated among the six reanalyses, all of which deviate from observations. 
Potential reasons for the errors detected are discussed as well.  
 
Observations, data processing and uncertainties 
 
The ISW measurement period, which ran from 26 February 00 UTC to 28 May 18 UTC 
(Figure 4.1), provides hourly time series for incoming and outgoing longwave and shortwave 
radiation, sensible and latent heat fluxes, cloud cover fraction, near-surface temperature, specific 
humidity, and wind speed. In this paper, due to the 6-hour temporal resolution of the reanalyses, 
only every sixth measurement from ISW was used for the validation of the instantaneous 
reanalysis values. In ERA-Interim and ERA-40, however, the flux variables are not 
instantaneous but, rather, are averages over a 6-hour accumulation period. Hence, to obtain a 
proper comparison with observations, we built an accumulated observational dataset mimicking 
the ERA-Interim and ERA-40 flux data.  
The gaps in the observational data were filled using linear interpolation. The number of 
missing values was always less than 7% for all parameters except for sensible and latent heat 
fluxes. For these two parameters, roughly half of the points were missing and the diurnal cycles 
could not be determined. 
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For the reanalyses, the value corresponding to the grid point closest to the Ice Station 
Weddell site was used. Because of the horizontally homogenous surface, no interpolation was 
necessary. For all the considered quantities, tests confirmed that the difference between the value 
at the nearest grid point and the value linearly interpolated to the observation site was 
insignificant.  
The average diurnal cycles were calculated by taking the average over all the 00 UTC, 06 
UTC, 12 UTC, and 18 UTC values within the 93-day span. To get an idea how these cycles 
evolve in time, the cycles were also averaged separately for days 1-31, 32-62, and 63-93.  
Based on the runs test (Bendat and Piersol 1986), the data points are not independent. A 
Monte Carlo approach was therefore applied when determining uncertainties for the ranges of 
average diurnal cycles in the reanalyses and observations. To determine these uncertainties, a 
first-order autoregressive (AR1) model was fitted to the spectra of the residuals (Press et al. 
1988, pp. 656–706). A randomly generated 93-day red noise time series with the same variance 
as in the residuals and with a spectral slope given by the AR1 model was then combined with a 
time series of the same length, made of 93 duplicates of the average cycle. Next, the range of the 
average diurnal cycle for this new time series was calculated. This process was then repeated 
10,000 times. The resulting histogram for the range of the (artificial) diurnal cycles is a quasi-
Gaussian probability density function from which the uncertainties for the 95% confidence level 
were calculated directly.   
Because the diurnal cycle for incoming and outgoing shortwave radiation exhibits large 
changes during the period of interest, NASA Surface Meteorology and Solar Energy satellite 
data (Chandler et al. 2004), instead of the average cycles, were used as a model to calculate the 
residuals for these two quantities. This method allows the estimation of a sinusoid with a 
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decreasing amplitude over the 93-day period. The accuracy of the satellite measurements is not 
the key point here; they were merely used as an approximation for the way the diurnal cycle 
changes on a seasonal scale. By subtracting the satellite-based shortwave time series instead of 
the average diurnal cycle from the observed time series, we eliminate the influence of the 
decreasing daily range on the spectra of the residuals.  
 
Diurnal cycle by parameter 
Limitations and main scientific questions 
 
Because in most reanalyses the temporal resolution is 6-hourly (00, 06, 12, 18 UTC), any 
implied diurnal cycle will be a crude approximation. Even more importantly, because the local 
solar time (LST) of the ISW observation site is 4 hours behind UTC, the method described above 
does not give the true amplitude of the diurnal variation because local noon falls between 12 and 
18 UTC. Thus, the amplitude obtained does not represent the true amplitude of the diurnal cycle 
but, rather, is the amplitude of the cycle based on the available 6-hourly data. Keeping this in 
mind is important when interpreting the data. For instance, the incoming shortwave radiation in 
NASA-MERRA (Figure 4.2) appears to reach a maximum at 12 UTC (08 LST) even though this 
is just an indication that the 08 LST value in NASA-MERRA is higher than the values before 
and after it (02 and 14 LST). 
To begin with the analysis we pose two questions: 1. At the 95% confidence level, does 
the reanalysis/observational dataset produce a diurnal cycle? 2. If there is a diurnal cycle, in the 
reanalysis, is it, at the same confidence level, different from the observed cycle? The answers are 
presented in Table 4.1 for the entire ISW period. The observations feature a diurnal cycle for all 
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the parameters considered. JRA-25 is the only one of the reanalyses that produces this result. 
There is no diurnal cycle for incoming longwave radiation in ERA-Interim, ERA-40 and NASA-
MERRA. The other problematic quantities are cloud cover fraction and near-surface wind speed. 
Considering all variables, however, when there is a diurnal cycle in the reanalysis data, the 
cycles are in a vast majority of cases not different from the observed ones. Only in three cases 
(ERA-40, cloud cover fraction; NASA-MERRA and NCEP-DOE, outgoing shortwave radiation) 
is the difference is statistically significant at the 95% confidence level.       
 
Incoming and outgoing shortwave radiation 
 
Over the whole period, the incoming shortwave radiation is most problematic for JRA-25 
and NCEP-DOE. The diurnal cycles are larger than those observed. The same problem persists 
separately for each of the three subperiods. For NCEP-CFSR and NASA-MERRA, days 32-93 is 
the problematic period; both reanalyses yield too small a cycle (Figure 4.3). Moreover, the 
shapes of the cycle given by NASA-MERRA, NCEP-DOE, and JRA-25 are erroneous. The first 
two yield values at 08 LST that are too high compared to values at 14 LST, and the last one 
underestimates the 08 LST value (Figure 4.2). Because the fluxes in ERA-Interim and ERA-40 
are made of accumulated values, they cannot represent the observed instantaneous peak values. 
Therefore, the comparison is carried out against the accumulated observational dataset, which 
also yields a substantially better fit (Figure 4.2).  
With the exception of ERA-Interim and ERA-40, days 1-31 is a particularly difficult 
period for modeling outgoing shortwave radiation; JRA-25, NASA-MERRA and NCEP-CFSR 
all underestimate the range of the diurnal cycle whereas NCEP-DOE overestimates it (Figure 
	   	   	  27	  
4.3). The agreement with the observed amplitude of the outgoing shortwave radiation in the last 
third of the ISW period is better, though JRA-25 and NCEP-DOE still overestimate the 
amplitude whereas NCEP-CFSR and NASA-MERRA underestimate it. The problems 
concerning the shape of the cycle (involving NASA-MERRA, NCEP-DOE, JRA-25) are 
identical to those observed with incoming shortwave radiation (Figure 4.2).      
 
Incoming and outgoing longwave radiation 
 
Even though three reanalyses (JRA-25, NCEP-CFSR, and NCEP-DOE) produce a 
statistically significant diurnal cycle for incoming longwave radiation, none of the reanalyses 
manage to capture the average shape of the cycle (Figure 4.2). The observations reach their 
minimum value at 14 LST, while the maximum occurs at 08 LST. Moreover, the observations 
yield a statistically significant cycle for days 1-31 (not shown), which is missing in ERA-Interim 
and NASA-MERRA. Outgoing longwave radiation turns out to be less problematic: there is an 
overall agreement among the reanalyses on the shape of the diurnal cycle. NCEP-DOE is an 
outlier. It yields a maximum value for outgoing longwave radiation at 08 LST, whereas the 
observations and all other reanalyses give it at 14 LST. 
 
Sensible and latent heat fluxes 
 
The number of missing observations of sensible and latent heat fluxes inhibited the 
calculation of average observed diurnal cycles for these two quantities. Based on the time series 
for the respective quantities, it is, however, possible to see fragments of observed diurnal cycles 
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(not shown). The amplitude of these fragmented cycles compares well with the cycles produced 
by NASA-MERRA and NCEP-CFSR.   
The presence of observed cycles in the heat fluxes is also suggested by the average 
diurnal cycles in the differences in observed temperature and specific humidity between the 
snow surface and air (5 m height), 0.4 oC and 0.04 gkg-1, respectively. The small amplitude (~2 
Wm-2) for the diurnal cycles of sensible and latent heat fluxes in ERA-Interim and ERA-40 is, at 
least partly, explained by the averaging of the accumulated fluxes (Figure 4.4). The variability in 
the amplitude, as given by the different reanalyses, decreases from summer to fall (Figure 4.5).  
 
Other considered quantities 
 
The diurnal cycles were also calculated for cloud cover fraction, near-surface temperature 
and specific humidity, and wind speed (Figure 4.6). The cycles for these quantities are 
characterized by a small amplitude; and, in most cases, the cycles given by the reanalyses fall 
within the uncertainties of the observed cycle. Cloud cover fraction is an exception. Observations 
feature a statistically significant, albeit weak, cycle, especially for the first third of the 93-day 
period of interest. Unsurprisingly, the reanalyses rarely manage to capture such a cycle. For near-
surface temperature, humidity and wind speed, the cycles for NASA-MERRA could not be 
obtained due to a large number of missing values. NASA-MERRA assigns a missing value to a 
grid point when the pressure at a model level is greater than the surface pressure and does not 
carry out extrapolation beneath the Earth’s surface like other reanalyses. 
The diurnal cycle of wind speed has a daytime maximum, presumably due to the 
enhanced downward turbulent transport of momentum in conditions of less stable stratification 
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(Figure 4.6). ERA-Interim is the only reanalysis that correctly reproduces the observed 
characteristics of the cycle. Most reanalyses underestimate the amplitude, which is in accordance 
with the results of Svensson et al. (2011) from an extensive model validation study for a clear-
sky night in Kansas, USA.  
 
Trends in the diurnal cycles 
 
As expected, incoming and outgoing shortwave radiation feature a decreasing trend for 
the diurnal cycle, which is well captured by the reanalyses (Figure 4.3).  All model products also 
feature a diminishing amplitude for latent and sensible heat fluxes (Figure 4.5) as well as for the 
outgoing longwave radiation (Figure 4.3) though the suggested rates vary. For incoming 
longwave radiation, however, none of the reanalyses agree with the observed decreasing trend. 
Other problematic quantities include cloud cover fraction, near-surface wind speed and near-
surface specific humidity (Figure 4.7). The variations in the amplitude of near-surface 
temperature are better captured. In the observations, however, the amplitude decreases only from 
days 32-62 to 63-93; whereas, in the reanalyses, the amplitude gets smaller throughout the 93-
day period.  
The diurnal amplitudes of snow surface temperature (∼1.5°C) and near-surface air 
temperature (∼1°C) observed at ISW during days 1-62 are of the same order of magnitude as 
observed at ISPOL in December 2004–January 2005 (Vihma et al. 2009). Interestingly, the 
amplitude of incoming shortwave radiation is much larger at ISPOL (320 Wm-2) than at ISW 
(130 and 50 Wm-2 on days 1-31 and 32-62, respectively; Figure 4.5; ISW). Although the ISW 
diurnal cycles are underestimates due to the 6-hourly resolution, such large differences in 
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radiation but approximately similar cycles in temperature at both stations may demonstrate the 
reduction of the diurnal cycle of surface temperature when the snow surface is melting.  
However, the differences between ISPOL and ISW cannot be fully explained by melting; 
only in a few cases at ISPOL did the snow surface temperature reach the melting point. One 
should, instead, look at the overall snow characteristics: at ISW, the snow was dry (Andreas et al. 
2004), whereas at ISPOL the snow just a few centimeters below the surface was wet most of the 
time (Vihma et al. 2009). The extinction coefficient for shortwave radiation is much larger for 
dry than wet snow (Cheng et al. 2003). Hence, at ISPOL, a larger part of the solar radiation 
penetrated into the snow pack, reducing the diurnal cycle of snow surface temperature, and, 
indirectly, the corresponding cycle for near-surface air temperature.  
The reanalyses validated here do not take into account the penetration of solar radiation 
into the snow pack. This may have contributed to the excessive diurnal cycle of snow surface 
temperature (as diagnosed from the outgoing longwave radiation in Figure 4.3) in all reanalyses 
during the period of most intense radiation (days 1-31; note that the ERA-Interim and ERA-40 
results should be compared against the accumulated observations in Figure 4.3). This problem 
practically vanishes when the solar radiation decreases in autumn, but another problem emerges 
during days 32-62 when all reanalyses strongly underestimate the diurnal cycle of near-surface 
air temperature (Figure 4.7). During this period, the observed temperature inversions were 
strongest (Tastula et al. 2012), but reanalyses yield less stable stratification with more clouds and 
higher near-surface temperatures (Figure 4.8 presents a sample of the period). This result 
suggests an overestimation of the ABL height in the reanalyses. A higher ABL has a larger heat 
capacity, which reduces the diurnal temperature cycle.   
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General error statistics 
 
The root-mean square errors (RMSEs), biases, and correlation coefficients were 
calculated for all variables over the ISW period (Figure 4.9). The following general observations 
can be made. Incoming shortwave and outgoing longwave radiation are, in most cases, 
overestimated. There is more scatter among the biases from different reanalyses for outgoing 
shortwave and incoming longwave radiation. NCEP-CFSR stands out by yielding the best or 
shared-best RMSEs for six quantities out of 10 and the best or shared-best correlation 
coefficients for five out of the six flux quantities. JRA-25 performs poorly, with near-surface 
specific humidity, temperature, and wind speed each featuring a significant positive bias. 
 
Skill scores 
 
To rank different reanalyses with respect to their ability to yield diurnal cycles close to 
the observed ones, a skill score approach in which a reanalysis is awarded points based on how 
well it predicts the range and shape of the cycle was used. To evaluate the range of the predicted 
diurnal cycle, the following criterion was defined: if the 95% confidence level showed a diurnal 
cycle in the observations, a reanalysis was awarded one point if, at the same 95% confidence 
level, it was possible that the reanalysis gave the same range for the diurnal cycle as was 
observed. To evaluate the shape of the cycle, a reanalysis was awarded one point if the shape of 
its diurnal cycle, based on the 02, 08, 14, and 20 LST values, was consistent with the shape of 
the cycle in the observations. All the quantities studied were considered except the sensible and 
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latent heat fluxes, for which the observed diurnal cycle could not be determined. The results 
point out the superiority of ERA-Interim and ERA-40 (Table 4.2). NCEP-CFSR is the third best.    
The skill score approach was also applied to general error statistics. RMSEs, biases, and 
correlation coefficients of all 10 quantities were considered. A reanalysis was awarded one point 
if it gave the lowest RMSE or bias. In the case of the correlation coefficient, one point went to 
the reanalysis yielding the highest value. If two analyses were equally good, both were awarded 
half a point. If more than two shared the best result, no points were given. NCEP-CFSR ends up 
getting 9 points, almost twice as many as the next best score by NCEP-DOE (Table 4.2). 
 
Challenging conditions for reanalyses 
 
Cloud cover fraction is poorly simulated by reanalyses (RMSE typically 0.5 and 
correlation coefficient 0.2 to 0.4). Therefore, a particularly challenging set-up occurs when cloud 
cover fraction features a strong diurnal signal with variability from overcast to nearly clear skies 
and back. This bimodal cloud distribution was a hallmark of Ice Station Weddell (Makshtas et al. 
1999). The failure to capture such a cycle has a direct effect on the modeled cycles of other 
quantities. The event we use as an example is from 5 to 8 April (Figure 4.8). On 5 April, at 14 
LST, the sky, according to observations, was overcast. Then a rapid clearing occurred; and 12 
hours later, the cloud cover fraction was only 0.1. After another 12 hours, the cloud cover 
fraction was back at 0.9.  
As demonstrated by Figure 4.8, none of the reanalyses capture this rapid transition. This 
failure is immediately reflected in incoming longwave radiation: with decreasing cloud cover, 
the observed longwave flux decreases drastically. In the reanalyses, however, the flux either 
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starts to decrease too late (NCEP-CFSR, NCEP-DOE, ERA-Interim, and ERA-40) or even 
features an increase instead (JRA-25 and NASA-MERRA). The failure with cloud cover fraction 
is also seen in the near-surface temperature time series, where all the reanalyses become 
positively biased towards the night between 5 and 6 April.  
Subsequently, another similar cycle follows in cloud cover fraction. This time, though, 
NCEP-CFSR succeeds perfectly in simulating cloud cover fraction between 7 April 2 LST and 7 
April 14 LST. This results in a much better representation for incoming longwave radiation and 
near-surface temperature for 7 April while the other reanalyses are still clearly erroneous.   
The close relationship between cloud cover fraction and incoming longwave radiation is 
also apparent during other periods. On 22-26 April, overcast conditions are captured by all 
reanalyses, and the modeled incoming longwave radiation is close to observations. The same 
situation occurs on 30-31 March, but for clear conditions. Of course, the relationship between 
cloud cover fraction and incoming longwave radiation is not straightforward. For instance, on 
21-25 May, the best cloud cover fraction is given by JRA-25, while the incoming longwave 
radiation by the same reanalysis has the largest error of all, demonstrating that radiative transfer 
is not controlled by cloud cover only.  
 
Advances made and remaining challenges 
 
One of the objectives of this study was to address the progress made by ECMWF and 
NCEP, in the transition from ERA-40 and NCEP-DOE to ERA-Interim and NCEP-CFSR. ERA-
40 and ERA-Interim are remarkably similar in reproducing the diurnal cycle. The shape and 
amplitude of the cycles of incoming and outgoing shortwave radiation compare well with the 
	   	   	  34	  
observed cycles calculated from on the accumulated dataset. However, neither ERA-Interim nor 
ERA-40 managed to reproduce a statistically significant cycle for incoming longwave radiation. 
Both reanalyses also feature amplitudes for the diurnal cycles of sensible and latent heat flux that 
are too small; but these shortcomings are, at least partly, due to the averaging procedure for the 
accumulated fluxes. When it comes to the shape of the diurnal cycle, however, these two 
reanalyses give the best performance. In the shape section of the skill score test (Table 4.2), 
ERA-Interim gets 14 points; and ERA-40, 11 points. Only NCEP-CFSR was almost equally 
good with 10 points. The other three analyses received only 1-2 points. In the overall 
comparison, ERA-Interim and ERA-40 yielded the two top scores with respect to the diurnal 
cycle. In the test related to general error statistics ERA-Interim proved to have more skill than its 
predecessor. 
In contrast to ERA-40 and ERA-Interim, NCEP-DOE and NCEP-CFSR are not the least 
bit similar in their reproduction of the diurnal cycle. The most severe problem with NCEP-DOE 
is the grossly erroneous cycles of incoming and outgoing shortwave radiation with respect to 
both the amplitude and the shapes of the cycles over the whole 93-day period. On top of this, the 
amplitude is too high in both incoming and outgoing shortwave radiation during the last subset 
(days 63–93) when the amount of incoming solar radiation is small. Though NCEP-CFSR is a 
much improved version compared to NCEP-DOE, it also fails during the last subset by giving a 
range that is too small. Other than that, NCEP-CFSR has a substantial advantage over the other 
renalyses in the case of general error statistics.  
JRA-25 is successful in reproducing the ranges for the diurnal cycles (30 points in the 
range section of the skill score comparison—the shared first place of this section with NCEP-
CFSR (Table 4.2). JRA-25, however, had problems with the shape of the cycle and obtained only 
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one point for skill here. The problem is the 08 LST value, which is, in most cases, too low. Even 
more serious shortcomings lie within the general error statistics: JRA-25 exhibits a strong 
positive bias for near-surface specific humidity, temperature, and wind speed. 
The skill scores for NASA-MERRA could not be properly evaluated because of the large 
number of missing values that precluded our calculating diurnal cycles for the near-surface 
specific humidity, temperature, and wind speed. For incoming and outgoing shortwave radiation, 
NASA-MERRA features the same kind of distorted shape of the cycle as was observed with 
NCEP-DOE, though the 08 LST peak is not as pronounced. Another shortcoming lies in the 
radiative fluxes during days 1-31: NASA-MERRA significantly underestimates outgoing 
shortwave radiation and overestimates outgoing longwave radiation. A possible explanation for 
this is a value for the sea ice albedo that is too low during the summer months.   
 
Summary 
 
This study presented the first attempt to evaluate how six reanalyses compare in 
representing the diurnal cycle of surface-level meteorological variables observed over Antarctic 
sea ice.  The reanalyses we evaluated are ERA-Interim, ERA-40, JRA-25, NASA-MERRA, 
NCEP-CFSR, and NCEP-DOE.  As validation data, the Ice Station Weddell was used. This 
station provided 93 consecutive days of data from the western Weddell Sea between late 
February and late May 1992.  The variables considered were surface temperature; surface-level 
values of air temperature, specific humidity, and wind speed; cloud fraction; the four radiation 
components, incoming and outgoing longwave and shortwave radiation; and the turbulent 
surface fluxes of sensible and latent heat. 
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All the renalyses exhibited large errors related to the amplitude and shape of the diurnal 
cycle of these variables in the Antarctic sea ice zone. The most striking errors were related to the 
cloud cover fraction and incoming longwave radiation. Apart from the diurnal cycles, many 
reanalyses also had large biases and root-mean square errors and low correlations when 
compared with the Ice Station Weddell observations. The largest biases were related to the 
common overestimation of snow surface temperature as well as near-surface air temperature, 
specific humidity, and wind speed.  
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Table 4.1. Diurnal cycles for the 93-day period. 	   Era-­‐Interim	   	  	  	  	  	  	  	  	  ERA-­‐40	   	  	  	  JRA-­‐25	   	  	  NASA-­‐MERRA	   NCEP-­‐CFSR	   	  	  	  	  	  NCEP-­‐DOE	   OBS	  Variable	   	  	  1.	  	  	  	  	  	  	  	  	  2.	   	  	  1.	  	  	  	  	  	  	  	  	  	  	  	  	  2.	   	  	  1.	  	  	  	  	  	  	  	  2.	   	  	  1.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.	   	  	  1.	  	  	  	  	  	  	  	  	  	  2.	  	  	  	  	  	  	  	   	  	  	  1.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.	   	  	  	  1.	  SW	  in	   Yes	   No	   Yes	   	  	  	  	  	  No	   Yes	   No	   Yes	   	  	  	  	  	  	  No	   Yes	   No	   Yes	   	  	  	  	  	  	  No	   Yes	  SW	  out	   Yes	   No	   Yes	   	  	  	  	  	  No	   Yes	   No	   Yes	   Yes	  (-­‐14%)	   Yes	   No	   Yes	   Yes	  (+0.3%)	   Yes	  LW	  in	   No	   	  -­‐	   No	   	  	  	  	  	  	  	  -­‐	   Yes	   No	   No	   	  	  	  	  	  	  	  	  	  -­‐	   Yes	   No	   Yes	   	  	  	  	  	  	  No	   Yes	  LW	  out	   Yes	   No	   	  No	   	  	  	  	  	  	  	  -­‐	   Yes	   No	   Yes	   	  	  	  	  	  	  No	   Yes	   No	   Yes	   	  	  	  	  	  	  No	   Yes	  CF	   No	   	  -­‐	   Yes	   Yes	  (-­‐13%)	   Yes	   No	   No	   	  	  	  	  	  	  -­‐	   	  No	   	  -­‐	   	  No	   	  	  	  	  	  	  	  -­‐	   Yes	  q	   Yes	   No	   Yes	   	  	  	  	  	  No	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  -­‐*	   	  	  	  	  	  	  	  	  -­‐*	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  T	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  No	   	  -­‐	   	  No	   	  	  	  	  	  	  	  -­‐	   Yes	  
 
1. At the 95% confidence level, is there a diurnal cycle? 
2. If there is a diurnal cycle, is it, at the same confidence level, different from the observed 
cycle? 
If the modeled and observed cycles are different, the percentage in parenthesis gives the 
difference with respect to the observations 
          *too many missing values to determine diurnal cycles for near-surface specific humidity, 
temperature and wind speed 
 
 
 
 
 
 
Table 4.2. Skill score points awarded.  
 ERA-
Interim 
ERA-
40 
JRA
-25 
NASA-
MERRA 
NCEP-
CFSR 
NCEP-
DOE 
 
 
 
 
Diurnal  
cycles 
ran
ge 
93 days 8 8 8 3 8 7 
Days 1-31 7 7 6 2 6 7 
Days 32-62 9 9 8 4 8 7 
Days 63-93 9 9 7 5 7 5 
sha
pe 
93 days 5 4 0 0 4 0 
Days 1-31 4 4 0 0 3 1 
Days 32-62 4 3 1 1 2 1 
Days 63-93 1 0 0 0 1 0 
Total  47 44 30 15* 39 28 
Rank 1. 2. 4. 6. 3. 5. 
General 
error 
statistics 
Total 5 2 2.5 3 9 5.5 
Rank 3. 5. 4. 3. 1. 2. 
*too many missing values to determine diurnal cycles for near-surface specific humidity, 
temperature and wind speed 
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Figure 4.1. The drift track of Ice Station Weddell. The numbers indicate the Julian day in 1992 
(Andreas et al. 2000).   
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Figure 4.2. The diurnal cycles for the radiative fluxes averaged for the entire Ice Station Weddell 
period based on observations and reanalysis values at 02, 08, 14, and 20 LST values.  
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Figure 4.3. As in Figure 4.2, but featuring the variability of the amplitude of the diurnal cycle 
based on the three 31-day subsets. 
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Figure 4.4. The diurnal cycles for the latent and sensible heat fluxes averaged for the entire Ice 
Station Weddell period based on observed and reanalysis values at 02, 08, 14, and 20 LST 
values.  
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Figure 4.5. As in Figure 4.4, but featuring the variability of the amplitude of the diurnal cycle 
based on the three 31-day subsets. 
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Figure 4.6. The diurnal cycles for cloud cover fraction, near-surface temperature, wind speed and 
specific humidity averaged for the entire Ice Station Weddell period based on observations and 
reanalysis values 02, 08, 14, and 20 LST values.  
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Figure 4.7. As in Figure 4.6, but featuring the variability of the amplitude of the diurnal cycle 
based on the three 31-day subsets. 
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Figure 4.8. Observed and reanalyses cloud cover fraction, incoming longwave radiation, and 
near-surface air temperature on Ice Station Weddell on 5-8 April 1992. 
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Figure 4.9. General error statistics for the 93-day period for each reanalysis. The left panels are 
root-mean square errors, biases, and correlation coefficients for incoming (SW in) and outgoing 
(SW in) shortwave, incoming (LW in) and outgoing (LW in) longwave, and sensible (H) and 
latent (LE) heat fluxes.  The right panels are the same statistics for cloud fraction (CF), near-
surface specific humidity (q), temperature (T), and wind speed (W). 
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CHAPTER FIVE: 
THE IMPORTANCE OF SURFACE LAYER PARAMETERIZATION IN 
MODELING OF STABLE ATMOSPHERIC BOUNDARY LAYERS 
Introduction 
 
As stated earlier, modeling of atmospheric flows during diurnal transitions requires a 
model that is capable of reliable replication of both stable and unstable PBLs. These two types 
feature different challenges for a modeler. In this chapter, the focus is on the stably stratified 
conditions.  
Models of the stable atmospheric boundary layer (SABL), including those used in NWP, 
require a surface layer (SL) parameterization that links them to the near-surface fluxes of 
momentum, heat and moisture. Most existing parameterizations rely upon the Monin-Obukhov 
similarity theory (MOST), which relates the mean profiles of meteorological quantities to their 
respective surface fluxes (Monin and Obukhov 1954). MOST pertains to a relatively thin layer, 
about the lowest 10% of the boundary-layer depth, in which these fluxes are nearly constant, i.e., 
the constant flux layer. Effects of stratification are represented by non-dimensional gradient 
functions, also known as similarity or MOST functions. These functions have been scrutinized in 
a voluminous body of literature; see Högström (1996), Mahrt (2014), and Foken (2006) for 
appropriate references. The shape of the similarity functions has traditionally been determined 
from experiments. The extent to which empirical curves differ from each other depends on the 
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prevailing stability: in unstable conditions, all functions are reasonably similar (e.g., Businger et 
al. 1971) whereas in stable conditions, considerable scatter between different expressions is 
rather typical (Grachev et al. 2007). These difficulties result from the complicated structure of 
turbulence in SABL. The unsteadiness of SABL and the weakness of turbulence have been 
posing multiple problems (Mahrt 2010, 2014). Slope flows, low-level jets and gravity waves 
further complicate the picture. Yet, the ability to properly account for and quantify SABL’s 
physics is of great practical importance (e.g., Mahrt 1999). 
Among all studies dealing with the flux-gradient relationships in SL, a clear minority 
concentrates on stable conditions (Grachev et al. 2007). The most commonly used relationships 
in the stable regime are approximations calculated as a linear interpolation between the neutral 
and very stable limits (Zilitinkevich and Esau 2007). However, the applicability of these 
functions is likely to be limited only to the weakly stable regime as they are potentially incapable 
of representing surface fluxes under strong stratification (Louis 1979). Possible strategies to 
overcome these difficulties were suggested, among others, by Holtslag and DeBruin (1988); 
Cheng and Brutsaert (2005); Zilitinkevich et al. (2013) who proposed to use nonlinear 
expressions for the stability functions. These models will be abbreviated as HDB88, CB05 and 
ZI13, respectively. 
Another approach emerged from the QNSE theory of stably stratified turbulence 
(Sukoriansky et al. 2005) where, as mentioned earlier, the MOST similarity functions are derived 
from first principles in the limit of constant fluxes. Unlike other approaches this approaches 
ensures the consistency between turbulent fluxes in the near-surface layer and the rest of the 
PBL. 
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In this chapter, an assessment for HDB88, CB05, ZI13 and QNSE predictions in the 
constant flux layer is carried out. The performance of these MOST functions is validated against 
the data from the Cooperative Atmosphere-Surface Exchange Study in 1999 (CASES-99; Poulos 
and Coauthors 2002), the Cardington dataset (http://badc.nerc.ac.uk/data/cardington/) and the 
Halley station in Antarctica. The assessment utilizes a stiff test based upon the Deacon numbers 
(Viswanadham 1979; Andreas 2002; Guo and Zhang 2007) that involve the second derivatives of 
the velocity and temperature profiles and are thus quite sensitive to the profiles’ curvatures. The 
ensuing difficulties as well as the biases related to the well-known problem of self-correlation are 
discussed. Finally, the importance of the surface layer parameterization in NWP systems is 
underscored using 1D simulations utilizing the Weather Research and Forecasting (WRF) model. 
 
Applied MOST functions 
 
The MOST functions considered in this study are 
 
HDB88: 𝜙!,! = 1+ 0.7𝜁 + 0.75𝜁 6− 0.35𝜁 𝑒!!.!"! ,   (5.1) 
CB05: 𝜙!,! = 1+ 𝑎 !!!![!!!!](!!!)/!!!(!!!!)!/! ,   (5.2) 
 
where a=6.1, b=2.5 for 𝜙!, a=5.3, b=1.1 for 𝜙!, and 
 
ZI13: 𝜙! = 1+ 1.6𝜁,   (5.3) ZI13:𝜙! = 1+ !.!"!!!.!"!!!!!.!"! 1+ 1.6𝜁 .   (5.4) 
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The employed QNSE 𝜙! and 𝜙! are based on tabulated values from the spectral theory. The 
functional forms via fraction-polynomial fits valid for 𝜁   ≤ 3 are 
 𝜙! = 1+ 2.25𝜁 − 0.4𝜁!,   (5.5) 𝜙! = 0.704[1+ 2𝜁 + 0.7𝜁 𝜁 − 0.5 !].   (5.6) 
 
The Deacon numbers 
 
The Deacon numbers for wind and potential temperature are nondimensional 
characteristics of the curvature of their respective profiles that provide a stiff test bed for SABL 
models. They are related to the von Kármán length scale (Tennekes and Lumley 
1972). In the constant flux layer approximation, the Deacon numbers can be expressed in terms 
of the MOST similarity functions: 
 𝐷! ≡   −𝑧 !!!!!! / !"!" =   1−    !!!(!) !!!(!)!"   =   1− !!"#!(!)!"#$   ,   (5.7)   𝐷! ≡   −𝑧 !!!!!! / !!!" =   1−    !!!(!) !!!(!)!"   =   1− !!"#!(!)!"#$  .   (5.8) 
 
Alternatively, the Deacon numbers can be cast as functions of the gradient Richardson number 
(Rig), which can also be expressed in terms of the MOST functions, 𝑅𝑖! ≡ !!! !!!" !"!" !! = !!! !!!! ! .   (5.9) 
The MOST functions and Deacon numbers are unity for neutral conditions. Due to the presence 
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of second derivatives, measuring Deacon numbers is very difficult. One cannot, however, refute 
the importance of these numbers: the shapes of the potential temperature  
and wind speed profiles are of crucial importance for the surface layer representation in NWP 
systems. 
 
WRF 1D tests 
 
To assess the impact of the QNSE model on the performance of WRF, single column 
model simulations employing two different vertical resolutions (with a total of 31 and 101 levels) 
were carried out. Apart from the boundary and surface layer schemes, the only applied physics 
option was Purdue Lin microphysics (Lin et al. 1983). The test 
case corresponds to the Beaufort Arctic Stratus Experiment (BASE) described in Kosovic and 
Curry (2000). The data from BASE was successfully simulated via Large Eddy  
Simulation (LES) (e.g., Stoll and Porte-Agel 2008), which are used in this study for comparison 
with the WRF results. 
 
Results 
 
The Deacon numbers were computed using data processing and a profile fitting function 
from Luhar et al. (2009). Figure 5.1 shows Dm and Dh as functions of Rig. For the MOST 
functions considered in this study, no analytical expressions exist for Dm and Dh in terms of Rig. 
Rather, the curves presented in Fig. 5.1 are obtained by calculating Dm,h(ζ) and Rig(ζ) for a wide 
range of ζs and then plotting the results. Although there is considerable amount of scatter in the 
	   	   	  52	  
data in Figure 5.1, some qualitative trends are discernible. The observations have Dm decreasing 
up to Rig ≃ 0.2 − 0.3 beyond which it increases. While all similarity functions agree on the 
decreasing trend in the weakly stable regime, QNSE is the only one yielding a general increase 
in the very stable regime. The analytical approximation of the QNSE functions yields Dm ≃ 0.9 at 
large Rig which indeed is reflected in the figure and supported by the data. HDB88 and CB05 
both increase for Rig between 0.15 and 0.2. HDB88 reaches its peak value at Rig ≃ 0.6 and then 
falls off sharply, whereas CB05 attains the limit Dm = 1 at Rig ≃ 0.3. In ZI13,        Dm→0 
monotonously at large Rig. 
The observations show a general decrease in Dh from approximately 1 at Rig = 0.01 to 
zero for Rig = 0.3 − 0.5. The QNSE curve follows this decrease though there is a pronounced 
bias towards weaker stabilities. The rest of the similarity functions show relatively poor fit to the 
observations. Though decreasing when 0.01 < Rig < 0.1, the curves for HDB88, CB05 are both 
situated below the QNSE curve and the cluster of observations. 
For stronger stratification, Rig ≥ 0.1, the CB05 quickly returns to the limit of Dh = 1, 
whereas HDB88 approaches Dh = 1 at Rig = 0.6 and then falls to zero. ZI13 is closest to the 
observations when Rig < 0.25 and increases rapidly thereafter. To quantify the accuracy of the 
MOST similarity functions against observations, we calculate R2 (coefficient of determination) 
for each function with demeaned observations and residuals. The R2 values are then multiplied 
by 100% to get the percentage of variance explained (pve). Table 5.1 lists the results of the test 
for 1) all Rig, 2) Rig ≤ 0.2, and 3) Rig > 0.2. Negative pve (denoted by minuses in Table 5.1) 
means that the model has no predictive skills. The results of the pve test for the Deacon numbers 
are listed in Table 5.1. When all stabilities are considered, QNSE is the only model featuring 
positive (albeit small) values for Dm. We split Figure 5.1 into two parts and first consider pve for 
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the regime Rig ≤ 0.2. For this weakly stable regime, the pve values for QNSE, HDB88 and ZI13 
all display moderate skill (34, 25, and 33%) whereas CB05 yields the smallest explained 
variance (2%). For Dh, all the similarity functions give pve values between 23-27%. For Rig > 
0.2, the situation is more problematic. QNSE demonstrates weak skill for Dm with pve about 9%. 
Other similarity functions stay negative. For Dh, the agreement with the observations is even 
worse: none of the studied functions yielded 
a positive pve in this regime.  
Would such a seemingly small advantage of the QNSE-based MOST functions over other 
functions play any role in the accuracy of performance of NWP models? To address this 
question, we designed a test case comparing two different surface layer parameterizations in the 
WRF model that employed the QNSE option for the bulk of the boundary layer. One of the 
surface layer parameterizations utilized QNSE MOST functions and the other one used HDB88 
functions. The WRF model results are compared to LES by Stoll and Porte-Agel (2008) in 
Figure 5.2. After 9 hours of simulation, there was a significant warm bias of the 2-m temperature 
when the HDB88 MOST functions were used. Applying the QNSE MOST functions completely 
eliminated this bias. It is important to note that the choice of MOST functions 
has a significant effect on the temperature up to the height of 150m. The results were insensitive 
to the number of vertical levels employed in the model. 
 
Conclusions 
 
The results demonstrate the difficulties one faces when trying to validate MOST 
similarity functions. First, observations from different datasets feature significant scatter due to 
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e.g. data quality and self-correlation. This situation severely hinders the usage 
of traditional statistical tools such as pve as shown by Table 5.1. Second, observations from 
different datasets lack universality. This is demonstrated notably well by the Dh data shown in 
Figure 5.1. Yet, as demonstrated by Figure 5.2 and e.g. Sterk et al. (2013), the surface layer 
parameterizations are of fundamental importance for the accuracy of NWP systems. Good 
quality observations are therefore needed for an adequate validation of the surface layer models. 
The contradictory observational evidence shown in Figure 5.1 underscores the need for future 
efforts to acquire high-quality data for near-surface boundary layers. 
Since statistical methods appear problematic when applied to estimate the performance of 
the MOST functions in the cases under consideration, visual inspections should also be used. In 
the case at hand, such an inspection reveals that not only do the QNSE-based functions follow 
the tendencies of stability dependence for the Deacon numbers but the associated curves also 
coincide with the main cluster of observations quite closely quantitatively. Furthermore, the 
results from the WRF experiments point to the ameliorating effect that QNSE MOST functions 
may have on the warm biases in the potential temperature profile. The Deacon numbers present a 
stiff test bed for validating models of MOST similarity functions. One may question, however, 
the importance of replicating the Deacon numbers versus 𝜙! and 𝜙!  themselves. Recall that the 
latter functions determine vertical gradients of the mean profiles and advective terms in the 
Reynolds equations and the production – destruction terms in the turbulence equations. The 
diffusion terms in both the Reynolds and mean potential temperature equations depend on the 
curvatures of the U and θ profiles and are equally important. One concludes, therefore, that the 
tests based upon the Deacon numbers are as important as the validation of 𝜙!  and 𝜙!  themselves. Much work remains to be done, however, in order to bring the observational 
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tools needed for validation of the near-surface characteristics to the precision desired. 
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Table 5.1. Percentage variance explained for velocity and potential temperature Deacon 
numbers.  
 QNSE HDB88 CB05 ZI13 
all Rig pve Dm 17 - - - 
pve Dh  - - 14 - 
Rig ≤ 0.2 pve Dm 34 25 2 33 
pve Dh  25 27 24 23 
Rig> 0.2 pve Dm 9 - - - 
pve Dh  - - - - 
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Figure 5.1. Velocity and potential temperature Deacon numbers (left and right panel, 
respectively) as a function of the gradient Richardson number. Observations are from  
CASES-99, Cardington and Halley.   
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Figure 5.2. Potential temperature profile from LES and the WRF model using QNSE and HDB88 
surface layer parameterizations. The numbers at the end of the labels indicate the number of 
vertical levels.  
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CHAPTER SIX: 
METHODICAL ASSESSMENT OF THE DIFFERENCES BETWEEN THE 
QNSE AND MYJ PBL SCHEMES FOR STABLE CONDITIONS 
Introduction 
 
The last decade of development in numerical weather forecasting has witnessed 
numerous studies in which various physics parameterizations were compared to observations 
(e.g. Draxl et al. 2014; Tastula and Vihma 2011; Jankov et al. 2005; Zhang and Zheng 2004). In 
particular, the studies have been common for models that allow the choice of several different 
physics configurations, such as the WRF model (Skamarock and Klemp 2007). While studies of 
this kind have been valuable in determining optimal combinations for model physics options and 
possible incompatibilities among schemes, studies of the actual physics within the 
parameterizations are rare. Yet, understanding the role of various processes and their interaction 
is an essential prerequisite for model development and may shed more light than the outputs 
from the proverbial “black-box” model studies.  
A planetary boundary layer (PBL) parameterization provides estimates for turbulent 
fluxes of grid-scale variables.  The most common approach is the down-gradient one 
 
                                                         ,   (6.1)                                                                            
 
w 'φ ' = −K ∂φ
∂z
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where the turbulent flux of a quantity  is estimated via the vertical gradient of its mean profile 
and an exchange coefficient K. The K-formulation has a large effect on the model results. In 1.5-
level PBL schemes in the Mellor-Yamada hierarchy such as the Mellor-Yamada-Janjić (MYJ: 
Janjić 2001) and Quasi-Normal Scale Elimination (QNSE: Sukoriansky et al. 2005), K takes the 
following form: 
 𝐾 = 𝛼𝑙𝑆 𝑇𝐾𝐸,   (6.2) 
 
where  is a non-dimensional coefficient, S is the inverse of a stability function, l is a turbulence 
length scale, and TKE is the turbulence kinetic energy.  
Close to the surface, parameterizations of turbulent fluxes of momentum, heat and 
moisture are typically based on the Monin-Obukhov similarity theory (MOST), which relates 
mean profiles of meteorological quantities to their respective surface fluxes (Monin and 
Obukhov 1954).  Under the MOST assumptions, the stability functions in Eq. (6.2) become non-
dimensional gradient functions, also known as similarity functions, which are determined 
empirically. The validity of these log-linear expressions is supported by Direct Numerical 
Simulation (DNS) studies (e.g. Ansorge and Mellado 2014). There exists a substantial body of 
literature addressing similarity functions; reviews have been given by e.g. Högström (1996) and 
Foken (2006). The functional forms of these empirical expressions diverge strongly in stable 
conditions (Grachev et al. 2007), whereas unstable conditions feature much closer agreement 
(Businger et al. 1971). 
 
φ
α
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Turbulence in stable conditions is structurally complicated. The unsteadiness and 
intermittency of the stable PBL have been major obstacles in the way of gaining even qualitative 
advances (Mahrt 2014). Low-level jets, terrain slope flows and gravity waves, often found in 
stable conditions, further complicate the situation. Yet, an accurate prediction of the evolving 
stably stratified PBLs is essential in many practical applications such as, for instance, predictions 
related to air pollution (Mahrt 1999). 
A widely used formulation of the stability functions in stable conditions was developed 
by Mellor and Yamada (1982). The stability functions given therein depend on the Brunt-Väisälä 
frequency, vertical wind shear and several empirically determined coefficients. The original 
Mellor-Yamada 2.5-level model was found problematic in several studies and various 
corrections have been suggested (e.g. Galperin et al. 1988; Helfand and Labraga 1988; 
Deleersnijder 1992). The coefficients were revised in Janjić’s (2001) non-singular 
implementation. A revision of the closure constants and turbulence length scale formulation was 
also suggested by Nakanishi and Niino (2009).  
Analytical expressions for the stability functions originating in close proximity to first 
principles based upon the Navier-Stokes equations have been rare. The relatively recently 
developed Quasi-Normal Scale Elimination (QNSE) theory of stably stratified turbulence 
(Sukoriansky et al. 2005, 2006) yields such a set of analytical functions for the vertical eddy 
viscosity and eddy diffusivity. Close to the surface in the constant flux layer approximation, 
these functions constitute the MOST similarity functions. Although NWP systems such as the 
WRF model have adopted the QNSE-based turbulence parameterization, no previous studies 
have assessed the isolated effect of the analytical QNSE stability functions on model simulations. 
Such comparisons are critical, however, not only due to the usage of the QNSE stability 
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functions in NWP systems to compute near-surface turbulent exchange, but also due to the need 
for better theoretical understanding of turbulence in stably-stratified conditions. Moreover, such 
an approach would illuminate the impact of stability functions upon vertical profiles of different 
variables; an aspect usually missing in boundary layer scheme inter-comparisons.  Having 
explained the approach used in this study, it is important to point out that the lack of 
understanding of stably stratified turbulence is not the only factor limiting predictive SBL skills: 
radiative transport, representation of soil/vegetation, local topography/surface heterogeneity and 
wave-turbulence interactions are among other factors that challenge modelers.   
The purpose of this study is to compare the performance of the QNSE and MYJ models 
by scrutinizing their stability functions. To accomplish this goal, the MYJ PBL and surface layer 
codes in the WRF model have been modified in such a way that the only significant difference 
between the QNSE and MYJ approaches is the representation of stability functions. Other tests 
related to MOST functions are carried out as well. MYJ was selected as a reference, because it is 
a widely used scheme in WRF and its code structure is similar to that of QNSE. 
The study compares the performance of these stability functions from the modeling 
perspective. Theoretical tests for the QNSE approach are addressed in Tastula et al. (2014); 
Chapter 5. The model simulations test the model’s skill in reproducing observations of 1) near-
surface temperature, mixing ratio, and wind speed at 12 stations in southeastern Canada in 
winter; 2) vertical profiles of virtual temperature, mixing ratio, and wind speed during the 
CASES-97 and CASES-99 field campaigns in Kansas, USA, and 3) turbulence regimes during 
CASES-99. 
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TKE closure in MYJ and QNSE 
 
A turbulence closure module that uses either the MYJ or QNSE schemes invokes the 
prognostic equations for TKE; the remaining equations are reduced to algebraic relationships. 
With its three variables, Eq. (6.2) encapsulates the three differences between the QNSE and MYJ 
schemes, namely, the effect of the stability functions (S), turbulence length scale (l), and TKE. 
The formulations for the length scale in the QNSE scheme do not originate from the QNSE 
theory; rather, the length scale for stable stratification is based on Detering and Etling (1985) and 
Sukoriansky and Galperin (2008). The TKE production/dissipation is a basic implementation of 
the TKE equation that, nevertheless, employs the QNSE-based eddy viscosity and eddy 
diffusivity. MYJ uses a PBL height based expression for l. In addition to the traditional TKE 
balance equation, it uses an iterative approach to better adjust the turbulent fluxes to their values 
at the current computational step (Janjić 2001). Further details are given in Table 6.1. The 
stability functions in MYJ and QNSE are graphed as functions of Rig in Figure 6.1. The MYJ 
functions feature a critical Richardson number of 0.505 beyond which the flow becomes laminar. 
As the goal of the paper is to validate the analytical stability functions from the QNSE theory, 
isolating the effect of stability functions is of primary importance. To accomplish this, the QNSE 
formulations for the turbulence length scale and TKE are transferred to the MYJ scheme.  
As both MYJ and QNSE schemes employ MOST in the surface layer, the differences 
between the schemes in this layer are dictated by the similarity functions. The QNSE-based 
functions are compatible with the stability functions used in the boundary layer scheme and are 
derived from them in the constant flux layer approximation. Since the QNSE theory applies to 
stably stratified and weakly unstably stratified turbulence, its results cannot be used in strongly 
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unstable conditions. Therefore, the QNSE expressions for the weakly unstable regime are 
extended into the strongly unstable regime using Paulson’s (1970) similarity functions. 
Contrasting with the QNSE approach, the similarity functions in the MYJ surface layer scheme 
are not based on the stability functions in the MYJ boundary layer scheme. Instead, empirical 
formulations of Holtslag and de Bruin (1988) are used in stable conditions and the 
aforementioned Paulson functions are invoked in the case of unstable stratification. 
The integrated similarity functions are introduced in the MYJ and QNSE surface layer 
schemes as follows: 
 𝑆𝑓! = 𝑋!"#,!"#$ + log !!! ,   (6.3)   𝑆𝑓! = 𝑃𝑟!" 𝑌!"#,!"#$ + 𝑙𝑜𝑔 !!! ,   (6.4) 
 
where Sfm and Sfh are the integrated similarity functions for momentum and heat, respectively, 
and X and Y represent different expressions used in the QNSE and MYJ schemes. The roughness 
length is given by zo, the thermal roughness length is zT, and z denotes height above the ground 
level. The theoretically derived value of Prt0 in QNSE is 0.72 while in MYJ, it is increased to 1 
by modifying one of the original Mellor-Yamada constants (Janjić 2001).  
 
Model setup and experiments 
 
To study the issues presented in the introduction to this chapter, seven different types of 
WRF model experiments were carried out (Table 6.2) for three different time periods and two 
different domain setups (Table 6.3).  These include experiments with unmodified QNSE and 
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MYJ schemes, and the MYJ scheme with the QNSE turbulent length scale and TKE 
production/dissipation (labeled as MYJ_l_TKE). The comparison between MYJ_l_TKE and 
QNSE is the most important as the only differences between the two is the representation of the 
stability functions and MOST functions in the surface layer. In MYJ_l_TKE, Prt0 is 1 whereas 
QNSE uses the analytical result of 0.72 from the spectral theory. Next, two experiments test the 
relative significance of the functional form of the MOST functions and Prt0. Experiment 
MYJ_Pr072 uses its usual Holtslag and de Bruin and Paulson MOST functions, but with Prt0 
equal to the QNSE value of 0.72 whereas the experiment MYJ_Pr1_qnse_Sf utilizes QNSE-
based MOST functions along with Prt0 from MYJ.  These tests provide important information 
about the impact of the value of Prt0 upon the MOST-based surface layer results and predictions 
in the bulk of the PBL. Experiment MYJ_TKE refers to the MYJ scheme using the QNSE TKE 
subroutine. Finally, QNSE_Pr1 refers to a QNSE experiment in which Prt0 was assigned the 
value 1 in both surface and boundary layer schemes.  
Note that in the QNSE surface layer scheme zT is given a slightly different expression 
than in MYJ. Other differences are the computation of saturation mixing ratio at the surface over 
water and potential temperature. To isolate the effect of stability functions, the QNSE expression 
was employed for both of these variables in MYJ_l_TKE. For water points, the surface 
saturation mixing ratio in QNSE is related to surface moisture flux and the surface heat exchange 
coefficient (KHS), whereas MYJ employs an exponential formula based on surface temperature 
(Tsfc) and surface pressure (Psfc). 
The ability of the MYJ and QNSE schemes to reproduce the near-surface observations at 
12 stations in very cold conditions was tested in the model runs featuring a cold air outbreak in 
southeastern Canada (Figure 6.2; upper panel). During the period of the simulation there was 
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strong steady south-southeastward flow over the inner domain with no synoptic-scale fronts 
present to complicate the near-surface validation. The original QNSE implementation in WRF 
did not include the option for fractional sea ice. For the case study in question, however, this 
option was crucial as the Gulf of St. Lawrence was partially covered by sea ice during the 
simulation period. A sea ice wrapper was therefore added for the QNSE surface layer scheme in 
the surface driver module. 
Vertical profiles were examined in model runs for the CASES-97 and CASES-99 field 
campaigns in April and May 1997, and 5-29 October 1999 (Figure 6.2; lower panel). A total of 
46 radio soundings were used to evaluate the model performance in the lowest 1000m during 
stable conditions. The CASES-99 turbulence data from Sun et al. (2012) were used to validate 
the relationship between turbulence strength and wind speeds in the model. Further details of the 
model runs are listed in Table 6.3. 
The physics options used in all experiments are the WRF Single-Moment 3-class scheme 
for microphysics (Hong and Lim 2006), the Rapid Radiative Transfer Model (RRTM) for long-
wave radiation (Mlawer et al. 1997), the Dudhia (1989) scheme for shortwave radiation, and the 
Noah land surface model for land surface (Chen and Dudhia 2001a,b; Ek et al. 2003). The initial 
and boundary conditions are from the ERA-Interim reanalysis (Dee et al. 2011). 
 
Results 
Near-surface quantities 
 
The model experiments for southeastern (SE) Canada are from 12 February 2003 18UTC 
to 17 February 2003 00UTC.  At the end of the 24-hour model spin-up period, a surface low 
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pressure area was centered close to 51oN, 60oW and moved slowly eastward bringing a northerly 
flow from the Labrador Peninsula to the Gulf of St. Lawrence region before moving over the 
Atlantic.  To check the validity of the model simulation, surface observations from 12 weather 
stations (inside the nest in the upper panel of Figure 6.2) were used.   
Table 6.4 provides the error statistics for the SE Canada experiments. QNSE yields 
considerably smaller average bias (-0.9K) for the 2-m virtual temperature (T2) than MYJ (-
2.3K). For the MYJ_l_TKE experiment, the bias is close to that of MYJ       (-2.2K). The RMS 
error also features a slightly lower value for QNSE (3.4K) than for MYJ (3.7K) and MYJ_l_TKE 
(3.6K). The most surprising details were found, however, in the comparison of the experiments 
MYJ, MYJ_Pr072 and MYJ_Pr1_qnse_Sf. When Prt0 in the surface layer scheme is set to 0.72 
instead of 1 given in the original MYJ MOST function, both the bias and RMS error of T2 are 
reduced closer to the QNSE values. The bias drops to -1.7K and the RMS error becomes 3.4K. 
On the other hand, curiously, if the value Prt0 = 1 is used in tandem with the QNSE-based 
similarity functions (instead of the Holtslag and de Bruin and Paulson functions), then the results 
are almost identical to those from the MYJ experiment. The correlation coefficient between 
observations and model predictions for T2 decreases when Prandtl number is reduced from 1 to 
0.72: MYJ, MYJ_l_TKE and MYJ_Pr1_qnse_Sf all yield 0.7 whereas MYJ_Pr072 and QNSE 
give 0.6. 
The error statistics for 2-m mixing ratio (MR2) and 10-m wind speed reveal no advantage 
of QNSE over MYJ: the MR2 RMS error and bias in MYJ_l_TKE (0.21 and 0.07 gkg-1) are 
close to those for QNSE (0.20 and 0.09 gkg-1). For W10, QNSE yields a slightly smaller bias 
(2.7 ms-1) than MYJ_l_TKE (3.1 ms-1). The RMS error is higher for QNSE, however. The 
similarity between MYJ and MYJ_Pr1_qnse_Sf is also obvious for the MR2 and W10 results.  
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Vertical profiles 
 
The effect of stability functions on the vertical profiles of virtual temperature, mixing 
ratio, and wind speed is studied in the model experiments for CASES-97 and CASES-99 (Table 
6.3). Because of the focus on stably stratified conditions, only soundings exhibiting stable 
temperature profiles were selected. The layer bulk Richardson number (Rib) for the layer 2-150m 
was between 0 and 2 in a majority of the profiles. In only eight cases was Rib greater than 2. The 
local standard time (LST) for the used profiles ranges from 1800 LST to 0630 LST. For the error 
analysis, the sounding data were linearly interpolated to model levels.  
Figure 6.3 displays the RMS error and bias for the selected variables. The modeled 
profiles for the first five CASES-97 and CASES-99 experiments listed in Table 6.3 converge at 
the approximate height of 800m. The errors in the virtual temperature profile are characterized 
by slightly negative biases close to the surface and positive values higher aloft. QNSE features 
higher RMS errors than MYJ_l_TKE between 30 and 200m and larger biases in the layer 10-
50m. Unlike in the SE Canada experiments, QNSE and MYJ_l_TKE yield almost identical 2-m 
virtual temperature bias. Below 30m, the errors produced by MYJ_Pr072 are larger than those in 
any of the four other experiments. Consistent with Table 6.4, the differences between MYJ and 
MYJ_Pr1_qnse_Sf are very small.  
Both PBL schemes under investigation struggle to accurately reproduce the shapes and 
heights of the temperature inversions: out of the 46 profiles, the inversion top was placed at the 
same level as in observations in 13 (MYJ) and 12 (QNSE) cases. If only the times when the 
virtual temperature bias was less than or equal to 1K are counted at that level, the numbers are 
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reduced to 7 (MYJ) and 5 (QNSE). These failures reflect difficulties of simulating stable 
boundary layers. They stem from such phenomena as low-level jets (LLJ), the interaction of 
turbulence with internal gravity waves, turbulence intermittency and anisotropy (e.g. Mahrt 
2014). All these factors are poorly represented in numerical models yet they affect the virtual 
temperature profile.      
The mixing ratio error profiles in Figure 6.3 feature a very clear separation between three 
groups of experiments: 1) MYJ and MYJ_Pr1_qnse_Sf, 2) QNSE and MYJ_Pr072, and 3) 
MYJ_l_TKE. QNSE and MYJ_Pr072 show the largest bias and RMS error. It is significant that 
the slight modification in the value of Prt0 (from 1 to 0.72) in the surface layer scheme makes the 
MYJ_Pr072 experiment fall within the QNSE-group. This means that the moisture profile is 
sensitive to the value of Prt0 used in the surface layer scheme much more than the temperature 
profile. The applied stability functions have a profound effect on the mixing ratio bias up to 
500m. MYJ_l_TKE yields a smaller bias than QNSE between 80-500m. Below this the absolute 
biases are similar in magnitude. The RMS errors for the mixing ratio reflect the better 
performance of MYJ_l_TKE as well. The difference in the MR2 values between MYJ and 
MYJ_l_TKE in Table 6.3 are due to the different formulations for the saturation mixing ratio in 
MYJ and QNSE PBL schemes. (MYJ_l_TKE adopts the QNSE formulation.) Closer to the 
surface, the division into three groups in the RMS error becomes blurred. The mixing ratio bias, 
however, is clearly divided all the way from 2 to 400m.  
Wind speeds, on average, are underestimated below and slightly overestimated above 
200m. It is noteworthy that the profiles of the wind speed bias and RMS error both display a 
local maximum at the height of about 100m. This reflects the failure of the model to correctly 
capture the LLJ, which is higher than the observed one, with lower than observed shear from 50-
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100 m. 	  Problems in modeling LLJs are not rare and have been discussed by e.g. Tastula et al. 
(2012). The fact that all model configurations produce similar wind speed bias and RMS error 
profiles hints that the difficulties could be related rather to the initial conditions than the model 
parameterizations as suggested by the work of Van de Wiel et al. (2010). 	  
LeMone et al. (2014) found that during some near-neutral nights with high wind speed, 
the height of virtual temperature maxima in QNSE was too low, despite well-reproduced wind 
speed profiles. In this study, we scrutinize this finding in an attempt to understand what could 
cause such a behavior. This analysis utilizes profiles from CASES-97: 5 May 02, 05 and 08 UTC 
as shown in Figure 6.4.   
The night in question was characterized by strong shear in the boundary layer that was 
captured almost identically by both QNSE and MYJ (not shown).  The virtual temperature 
profiles from the two experiments were, however, drastically different (Figure 6.4). MYJ 
maintains a shape of temperature profile that is closer to that observed, although it exhibits too 
much mixing close to the surface by 08 UTC. On the other hand, QNSE develops a less stable 
layer from 50m to 300m. MYJ_l_TKE isolates the effect of stability functions for the observed 
differences in the profiles. Comparing the KH profiles from MYJ and MYJ_l_TKE reveals a 
significant part of the greater mixing observed in QNSE is due to the employed turbulence length 
scale and TKE subroutines. It will be shown that the remaining differences between QNSE and 
MYJ_l_TKE are due to the stability functions and Prt0.  
To assess the relative role of the turbulence length scale and TKE subroutines in the 
differences between the MYJ and MYJ_l_TKE KH profiles, a new experiment was carried out 
(entitled as MYJ_TKE), in which the TKE subroutine in the MYJ scheme was replaced with the 
one used in the QNSE scheme. The obtained KH profiles for 05 and 08 UTC (not shown) feature 
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MYJ_TKE yielding values much higher than MYJ and comparable to those from MYJ_l_TKE. 
This result is consistent with the TKE subroutine having a larger effect on the differences in KH 
than the length-scale subroutine. Plotting the TKE profiles at 08 UTC (Figure 6.5) shows higher 
TKE below 200m in QNSE and MYJ_l_TKE than in MYJ, MYJ_Pr072, or MYJ_Pr1_qnse_Sf. 
The largest TKE values are associated with MYJ_TKE, however, demonstrating that changing 
the TKE subroutine in MYJ has a profound effect on the TKE profile up to 750m.    
Table 6.1 and Eq. (6.2) provide a clue why such elevated levels in TKE can lead to large 
KH values: KH is not only affected by TKE via the TKE subroutine itself, but also via the 
turbulence length scale subroutine for which TKE is an input parameter. Therefore, the effect of 
overestimated TKE is amplified by the way KH is calculated. Further evaluations of TKE against 
observations are given later in the chapter.    
Based on the curves for QNSE and MYJ_l_TKE in Figure 6.4, the applied stability 
functions also significantly affect the vertical profiles of virtual temperature and KH. With a 
strong shear and near-neutral stratification (i.e., close to zero Rig: the left-hand side of Figure 
6.1), a faithful replication of the prevailing meteorological conditions during the night of 5 May 
depended on the choice of a value of Prt0. In conditions very close to neutral, MYJ-based SH 
approaches 1 whereas in QNSE, SH attains the value of 1.39. As a result, any mixing 
characteristic related to SH is affected by the choice of Prt0. We can therefore hypothesize that the 
low value of Prt0 in QNSE is also likely to contribute to the excessive mixing of temperature on 
4-5 May in CASES-97.  In order to quantify this hypothesis, Prt0 was changed to 1 in QNSE 
(labeled as QNSE_Pr1).  The corresponding curves in Figure 6.4 demonstrate that Prt0 indeed has 
a substantial effect on the virtual temperature and KH profiles. It must be mentioned that 
although Prt0 can be altered in the QNSE stability functions, the results obtained with this setup 
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do not represent the spectral theory anymore as the value of Prt0 in the stability functions is a 
fundamental result of the QNSE theory and is consistent with data collected in small-scale 
neutral boundary layers (e.g. Sukoriansky et al. 2005).  
The small difference between the results from MYJ and MYJ_Pr1_qnse_Sf observed in 
Figures 6.3 and 6.4 requires further analysis. To study the matter, the percentage differences in 
Sfhs (Eq. 6.4), denoted by ΔSfh% in Figure 6.6, were plotted for four nights during the CASES-
97 experiments. The percentage differences were carried out by subtracting MYJ Sfh from 
MYJ_Pr072 Sfh (dashed line) and MYJ Sfh from MYJ_Pr1_qnse_Sf Sfh (solid line), and dividing 
by MYJ	  Sfh. In addition, the Monin-Obukhov stability parameter ζ=z/L from MYJ_Pr072 and 
MYJ_Pr1_qnse_Sf at the first full model level (z) was plotted for the same four nights. The 
Obukhov length is defined as 𝐿 = −𝑢∗!/[𝜅( !Θ!!)𝑤𝜃!!] where −𝑤𝜃!! is the surface virtual 
temperature flux; 𝑢∗ is the friction velocity, κ is von Kármán constant, w and 𝜃!! stand for the 
fluctuations in vertical velocity and virtual potential temperature, respectively;  g is the 
gravitational acceleration, and Θ!! is the reference virtual potential temperature.  
The dominant effect of Prt0 on ΔSfh% is obvious in the upper panel of Figure 6.6: 
decreasing Prt0 from 1 to 0.72 decreases Sfh by approximately 28% when ζ stays below 0.3. At 
higher stabilities, the magnitude of ΔSfh% decreases for MYJ_Pr072. The behavior of ΔSfh% 
from MYJ_Pr1_qnse_Sf is different: the percentage change is at its largest -10%, and it is closely 
tied to the changes in ζ. With increasing stability, the functional form of Sfh becomes more 
important. However, within the range of stabilities present in the model grid point during the 
time period in question, the effect of Prt0 dominates over the functional form of Sfh. 
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The value of Sfh directly affects KHS as the two are related by 𝐾!" = 𝑢∗𝜅/𝑆!!. Therefore, 
the time series of KHS for the same four nights features the same characteristics between MYJ, 
MYJ_Pr072 and MYJ_Pr1_qnse_Sf (Figure 6.7; bottom-most panel): KHS from MYJ and 
MYJ_Pr1_qnse_Sf are similar whereas MYJ_Pr072 features higher values. An interesting 
feature is that the results are quite different for both the surface sensible and latent heat fluxes 
(the top two panels in Figure 6.7). There is no clear distinction between the behavior of 
MYJ_Pr072 and MYJ_Pr1_qnse_Sf in relation to MYJ even though KHS was used to determine 
both. To investigate the reason for this, the formulation for the heat fluxes in the model needed to 
be considered. As an example, the sensible heat flux is calculated as –KHSCpPsfc(T1-Tsfc)/(RdT1) 
where Cp is the specific heat of dry air at constant pressure, T1 is temperature at the first model 
level and Rd is gas constant for dry air. The similarity functions affect the sensible heat flux not 
only via KHS but also through the ratio (T1-Tsfc)/T1 which was influenced by the KHS at previous 
time steps. Based on Figure 6.3, an increase in KHS when changing from MYJ to MYJ_Pr072 
leads to colder temperatures at the first model level, implying that more cold air from the surface 
is brought up than warmer air from above is brought down. The surface flux results reveal that 
KHS does not have such a direct effect on the ratio (T1-Tsfc)/T1. Moreover, the facts that the 
vertical profile of mixing ratio exhibits similarity between MYJ and MYJ_Pr1_qnse_Sf but 
dissimilarity between MYJ and MYJ_Pr072 suggest that the effect of KHS dominates of over the 
surface latent heat flux when determining the lower boundary value of humidity in the MYJ PBL 
scheme.  
Because the representation of the turbulent fluxes in QNSE and MYJ schemes depends 
on both the vertical gradient of the quantity in question and the turbulent exchange coefficient, it 
is important to consider the fluxes obtained from the various model experiments as well. Figure 
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6.8 displays the turbulent fluxes for virtual temperature, water vapor mixing ratio, and 
momentum averaged over the same radio sounding times as in Figure 6.3. All experiments yield 
similar virtual temperature flux below 100m. Above this altitude QNSE features oscillating 
behavior, which is strongest around the height of 500m. The water vapor mixing ratio flux 
features more variability between different experiments.  The choice of length scale and TKE 
subroutines has a significant influence on the mixing ratio flux: MYJ_l_TKE features higher 
values than MYJ from 50 to 500m. QNSE also yields higher values than MYJ but the same type 
of oscillating effect as with the virtual temperature flux is also observed with the mixing ratio 
flux. Again, MYJ and MYJ_Pr1_qnse_Sf are more alike than MYJ and MYJ_Pr072.  
The momentum fluxes for the u and v wind components exhibit both QNSE and 
MYJ_l_TKE giving more negative fluxes than the rest of the experiments between 50 and 400m. 
The reason for this is likely to be the aforementioned overestimation of TKE by the QNSE TKE 
subroutine.   
In this study, it was shown that the choice of Prt0 can profoundly affect the vertical 
profiles of virtual temperature, mixing ratio, the respective fluxes profiles and the KH profile. But 
what is the observational record of the value of Prt0 that can be found in the literature? 
Observations of Prt feature a large amount of scatter under all conditions (Monti et al. 2002; 
Galperin et al. 2007), partially due to self-correlation (Anderson 2009). Esau and Grachev (2007) 
in their Figure 6.3 provide a summary of Prt0 from DNS, observations and several studies. They 
show that the values of Prt0 from various sources range from about 0.6 to about 1.1. There is thus 
no indisputable evidence on what the value of Prt0 should be in parameterization schemes of the 
PBL. However, getting this value right is important as demonstrated by the findings in this study: 
	   	   	  75	  
changes in Prt0 in the surface layer alone can result in substantial changes in the profiles high up 
in the boundary layer. 
Another possible factor affecting the performance of QNSE may be a strong vertical 
shear: QNSE theory does not include the direct dynamical effect of the shear on turbulent 
fluctuations (Sukoriansky et al. 2005; Galperin and Sukoriansky 2010) and so the model 
performance may suffer in conditions of strong shear.  
 
Turbulence regimes 
 
Figure 6.9 displays a turbulence velocity scale (defined as the square root of TKE) as a 
function of wind speed. The four lowest model levels are shown. Black lines denote a crude 
approximation for CASES-99 observations from Sun et al. (2012). The point where the slope of 
a black line changes designates the threshold between two turbulence regimes: weak turbulence 
generated by local shear (the region to the left of the threshold) and strong turbulence generated 
by the shear over the entire layer (the region to the right). The physical mechanism behind this 
regime transition was recently explored by Sun et al. (2012) and Van de Wiel et al. (2012). Any 
observations well above the black line are grouped as the third regime created by top-down 
turbulent events. The bin-averaged standard deviations of the observed turbulent velocity scale 
typically range from 0.1 to 0.5 ms-1 (Sun et al. 2012; the vertical error bars in their Figure 1.a). 
Keeping this in mind, three initial remarks can be made: 1) at heights of 10 meters, models 
overestimate the strength of turbulence; 2) for other heights, there is an overall agreement 
between models and observations except in the case of QNSE and MYJ_l_TKE, and 3) models 
often underestimate the weak turbulence regime near the threshold wind. 
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The difference between model results at 10m and the heights above is obvious: at 10m, 
models do not show the different turbulence regimes. Rather, a quasi-exponential relationship 
between wind speed and turbulence velocity scale is displayed. This could be interpreted as a 
failure of MOST to follow regime changes. At higher altitudes, however, the models appear to 
produce a threshold wind speed. Note that the MYJ turbulent velocity scale of 0.1 ms-1 
corresponds to its prescribed minimum value. 
Figure 6.9 provides evidence that the TKE subroutine used in the QNSE scheme 
overestimates TKE at high wind speeds as was already hinted by the findings for a night with 
strong winds in the section about the vertical profiles. What then is the fundamental difference 
between the two TKE production/dissipation approaches? In both subroutines the same equation 
is solved, and the dissipation terms are identical. The only difference is that the MYJ TKE 
subroutine applies an iterative procedure as described in detail in Janjić (2001). Future research 
should assess the need of implementing the iterative TKE approach into the QNSE PBL scheme.  
 
Conclusions 
 
This study concentrated on two turbulence closure schemes, MYJ and QNSE, with the 
purpose of elucidating the effect of the stability functions on the accuracy of temperature, 
moisture, wind speed, and turbulence predictions in the WRF model. The investigation utilized 
near-surface observations from 12 stations in SE Canada and sounding data from two field 
campaigns, CASES-97 and CASES-99. The main findings are:  
i) The QNSE stability functions provide the best near-surface results for virtual 
temperature.  
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ii) The QNSE functions yield on average slightly larger biases and RMS errors for 
virtual temperature between 30 and 200m and for mixing ratio between 80 and 500m. 
iii) The value of the neutral Prandtl number (Prt0) in the Monin-Obukhov similarity 
functions for heat and moisture appears more important than the functional form of 
the similarity function itself. However, when the near-surface stability increases, the 
relative importance of the functional form increases as well. Changing Prt0 in the 
surface layer scheme may affect the moisture profile up to 500m. Prt0 of 0.72 may 
lead to excessive scalar mixing in near-neutral conditions. 
iv) The TKE subroutine used in the QNSE scheme yields too high turbulent kinetic 
energy at high wind speeds; a feature that can significantly amplify KH. 
The results demonstrate that the stability functions, as well as the value of Prt0, may have a 
wide-ranging effect upon vertical profiles of many variables. The isolated influence of these 
functions is often camouflaged in PBL scheme validation studies when chosen parameterizations 
also employ different length scales, TKE production subroutines or surface layer representations. 
Other options may also play a role. This is well demonstrated in the present study by comparing 
the results from QNSE, MYJ_l_TKE and MYJ model configurations.  One of the most important 
findings is that combining the results for both the virtual temperature and mixing ratio in the 
altitude range between, approximately, 30 and 500 m, the MYJ stability functions perform better 
than those originating from the QNSE formulation. On the other hand, the performance of QNSE 
with respect to the near-surface virtual temperature is clearly superior. Similar results for near-
surface temperature were obtained by Dimitrova et al. (2014) (online at 
http://www3.nd.edu/~dynamics/materhorn/news.php) in their inter-comparison between different 
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boundary layer schemes employed in the WRF model and Tastula et al. (2014); Chapter 5 in 
their 1D WRF simulations.  
To the author’s knowledge, the relative importance of the Prt0 and the functional form of the 
MOST function for heat has not been addressed in previous studies. The results, however, point 
out to the fact that the choice of Prt0 in the surface layer may bear significant repercussions for 
the entire boundary layer, especially in the case of humidity. Moreover, the effect of Prt0 may 
overwhelm the effect of the actual function itself. This means that previous model validation 
studies that concentrated on the performance of different similarity functions and their 
combinations may, in fact, have been reporting about the choice of Prt0, in case Prt0 varied among 
the employed functions. Getting Prt0 right is therefore crucial. No consensus on the matter exists, 
however, due to the spread in observations. Most parameterization (such as MYJ, YSU, Boulac) 
employ Prt0=1, whereas QNSE and the original Mellor-Yamada model use 0.72. Values between 
these two are used as well: for instance, in the HARMONIE model (Termonia et al. 2012), Prt0 is 
approximately 0.88 (Carl Fortelius, personal communication, 2014). A future work on this topic 
includes looking into the possibility of using different mixing lengths for temperature and 
momentum as a way to control the neutral Prt0 without interfering with the stability functions. 
All in all, as also concluded by Sterk et al. (2013), the choice of the stability functions and the 
surface layer parameterization affect not just near-surface quantities but vertical profiles in the 
entire boundary layer. 
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Table 6.1. Formulations for the inverses of stability functions (S), length scale (l), and TKE 
production/dissipation in MYJ and QNSE. Ri = gradient Richardson number, k = von Kármán 
constant, hpbl = boundary layer height, KM = eddy viscosity, KH = eddy diffusivity, N = Brunt-
Väisälä frequency, f = Coriolis parameter, and 𝑢∗ = friction velocity.  The subscript loc refers to 
calculation on the basis differences between adjacent model levels.  
 
                           QNSE                              MYJ 
   S    Sm,h(Riloc) Sm,h 𝑇𝐾𝐸, 𝑙, !"!" ! , !"!" ! , !!!!"  
   l If 𝑁! ≥ 0, 𝑙 = !!!!!!!!!! 
 where 𝑙! = !"!!!"! , 𝑙! = 0.75 !"#! , and  𝜆 = 0.0063𝑢∗𝑓  
If 𝑁! < 0, l as in MYJ 
Preliminary 𝑙 = 𝑙!𝑘𝑧/(𝑘𝑧 + 𝑙!) 
𝑙! = 0.1 𝑧𝑞𝑑𝑧/!!"#! 𝑞𝑑𝑧!!"#!  
  𝑞 = (2𝑇𝐾𝐸)!.! 
  l adjusted to satisfy an equation for l/q 
TKE  𝑇𝐾𝐸 = 𝑇𝐾𝐸 𝑙,𝐾! !"!" ! ,𝐾!𝑁!  
 
   Iterative procedure 
𝑇𝐾𝐸 = 𝑇𝐾𝐸 𝑙,𝑇𝐾𝐸,𝐾! 𝜕𝑉𝜕𝑧 ! ,𝐾!𝑁!  
 
 
 
Table 6.2. Model configurations used in the experiments.  Q=QNSE, M=MYJ 
Abbreviation TKE Stability 
Function 
l Sfc Layer Prt0 
MYJ M M M M 1 
MYJ_Pr072 M M M M 0.72 
MYJ_Pr1_qnse_Sf M M M Q 1 
QNSE Q Q Q Q 0.72 
MYJ_l_TKE Q M Q M 1 
MYJ_TKE Q M M M 1 
QNSE_Pr1 Q Q Q Q 1 
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Table 6.3. Case studies. 
 Simulation period Horizontal 
resolution 
Vertical 
levels 
SE Canada 12 Feb 2003 18 UTC - 17 Feb 2003 00 UTC  
 
Parent 
domain 
30km 
 
Nest 
6km 
 
50 
 
CASES-97 
28 Apr 1997 00 UTC - 29 Apr 1997 18 UTC 
4 May 1997 00 UTC - 5 May 1997 18 UTC 
10 May 1997 00 UTC - 11 May 1997 18 UTC 
20 May 1997 00 UTC - 21 May 1997 18 UTC   
 
56 
 
 
 
CASES-99 
4 Oct 1999 00 UTC - 8 Oct 1999 00 UTC 
7 Oct 1999 00 UTC - 11 Oct 1999 00 UTC 
10 Oct 1999 00 UTC - 14 Oct 1999 00 UTC 
13 Oct 1999 00 UTC - 17 Oct 1999 00 UTC 
16 Oct 1999 00 UTC - 20 Oct 1999 00 UTC 
19 Oct 1999 00 UTC - 23 Oct 1999 00 UTC 
22 Oct 1999 00 UTC - 26 Oct 1999 00 UTC 
25 Oct 1999 00 UTC - 29 Oct 1999 00 UTC 
 
 
 
56 
 
 
 
Table 6.4. Near-surface error statistics from SE Canada experiments (13 Feb 2003 18 UTC - 17 
Feb 2003 00 UTC) averaged over 12 stations. 
            T2 [K]      MR2 [gkg-1]     W10 [ms-1] 
RMSE bias r RMSE bias r RMSE bias r 
MYJ 3.7 -2.3 0.7 0.21 0.07 0.6 4.6 3.0 0.5 
MYJ_Pr072 3.4 -1.7 0.6 0.21 0.04 0.5 4.9 3.0 0.5 
MYJ_Pr1_qnse_Sf 3.7 -2.3 0.7 0.21 0.07 0.6 4.6 3.0 0.5 
QNSE   3.4 -0.9 0.6 0.20 0.09 0.6 4.9 2.7 0.4 
MYJ_l_TKE 3.6 -2.2 0.7 0.21 0.07 0.6 4.6 3.1 0.5 
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Figure 6.1. The inverses of QNSE and MYJ stability functions SM and SH as a function of 
gradient Richardson number. 
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Figure 6.2. Domain setups for SE Canada experiments (upper panel) and CASES-97 and 
CASES-99 experiments (lower panel). 
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  Figure 6.3. Error statistics for virtual temperature, mixing ratio and wind speed based on 46 soundings from the CASES-97 and CASES-99 field campaigns. 
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Figure 6.4. Vertical profiles of virtual temperature and exchange coefficient for heat from 
CASES-97 on May 5 1997 02, 05 and 08 UTC. 
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Figure 6.5. Vertical profile of TKE from CASES-97 on May 5 1997 08 UTC. 
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Figure 6.6. Normalized differences in similarity functions and modeled ζ during four nights in 
CASES-97 experiments. 
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Figure 6.7. Time series of surface sensible and latent heat fluxes and the modeled surface heat 
exchange coefficient during four nights in CASES-97 experiments. The observed fluxes are 
averages over three grassland sites.  	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Figure 6.8. Averaged turbulent fluxes of virtual temperature, mixing ratio and momentum during 
the CASES-97 and CASES-99 field campaigns. The same averaging is applied as in Figure 6.3. 
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Figure 6.9. Turbulent velocity scale as a function of wind speed at four different vertical levels. 
The black lines are estimates from CASES-99 based on Sun et al. (2012). 
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CHAPTER SEVEN: 
THE IMPACT OF THE QNSE-EDMF SCHEME AND ITS 
MODIFICATIONS TO BOUNDARY LAYER PARAMETERIZATION IN 
WRF: MODELING OF CASES-97 
Introduction 
 
Turbulence parameterizations associated with the planetary boundary layer (PBL) in 
numerical weather prediction (NWP) systems must take into account a wide array of 
complicating factors that vary with changing vertical thermodynamic stability. Stable 
stratification, characterized by positive virtual potential temperature lapse rate, is problematic for 
NWP models, especially in the case of strong stratification when the near-surface flow exhibits 
non-stationarity and anisotropy and is strongly influenced by surface heterogeneity. The 
challenges posed by unstable conditions are different. One of the most notable ones is the non-
locality of thermal plumes, which traditional local down-gradient transport formulations struggle 
to deal with. An example of such non-local behavior is the dependency of the virtual temperature 
flux close to the top of the PBL on the buoyancy flux at the surface (Deardorff 1974; Moeng and 
Sullivan 1994). Additional problems are related to the representation of shallow cumuli in the 
model. A successful parameterization of these clouds is of great importance due to the major role 
they play in the atmospheric energy budget through their influence on the incoming shortwave 
radiation (Pergaud et al. 2009). 
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Adequate solutions to the aforementioned problems in both stability regimes are crucial 
for successful weather forecasts as demonstrated by a significant body of literature (e.g. Hong 
and Pan 1996; Braun and Tao 2000; Svensson and Holtslag 2006; Cuxart et al. 2008; Steeneveld 
et al. 2008). The EDMF parameterization described in Chapter 3 is a way of addressing this 
problem; it is suited for PBL processes ranging from stably stratified turbulence to shallow 
convection in the unstable regime. Deep convection is usually handled separately and hence 
downdrafts are neglected in the EDMF formulation. 
A few aspects of the EDMF approach deserve critical consideration. First, the assumption 
of the smallness of the updraft fraction area with respect to the grid size means that the mass flux 
component remains active irrespective of the ratio of the grid size to the updraft. Another 
shortcoming lies in the fact that variances of scalar quantities are based on a truncated scalar 
variance equation where only the dissipation and mean-gradient terms are retained; the third-
order transport term, mainly responsible for non-local transport, is thus neglected. Yet, several 
analyses of observational and LES data have demonstrated the significance of this third-order 
term in maintaining the scalar variance budget in the core of the convective boundary layer 
(Launder et al. 1975, Lenschow et al. 1980, Mironov et al. 2000).  
Despite these drawbacks, EDMF schemes enjoy growing popularity and in the past few 
years, many new schemes have emerged: TEMF (Angevine 2005), StEM (Sušelj et al. 2013), 
EDMF-CCAM (Hurley 2007), KFB (Bechtold et al. 2001), ARPE (Pergaud et al. 2009; Rio et al. 
2010), AROM (Pergaud et al. 2009, Hourdin et al. 2002), and QNSE-MF (Pergaud et al. 2009; 
Sukoriansky et al. 2006). The mass-flux formulations all share the EDMF logic presented above 
but differ in 1) the number of updrafts, 2) turbulence length scale, 3) updraft initialization and 4) 
representation of entrainment/detrainment. 
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Studies of EDMF demonstrating the advantages of these types of models have been 
previously mostly confined to short idealized simulations and 1D case studies (e.g. Soares et al. 
2004; Siebesma et al. 2007; Hurley 2007; Pergaud et al. 2009; Witek et al. 2011, Sušelj et al. 
2013). Comprehensive 3D tests assessing the benefits the EDMF approach might offer to 
operational weather forecasting have been rare. Most recently, such work was carried out by 
Sušelj et al. (2014), who presented the implementation of a stochastic EDMF scheme into the 
Navy Global Environmental model. They found that the EDMF scheme in question led to 
improvements in global forecasts.  
In this study, attention is directed to the Weather Research and Forecasting (WRF) model 
and a QNSE-EDMF (Quasi-Normal Scale Elimination – Eddy Diffusivity Mass Flux) scheme, a 
PBL parameterization that has not yet been adequately validated. The presented 3D model study 
strives to evaluate the importance of the mass flux part using a well-documented field campaign 
CASES-97 (LeMone et al. 2000), which extends over a period more than a month. Radiosonde 
data is used to validate vertical profiles of virtual potential temperature, mixing ratio and wind 
speed and the evolution of the PBL height based on a pre-selected criterion from LeMone et al. 
(2013). Surface measurements for radiative fluxes and 2-meter virtual temperature, 2-meter 
mixing ratio and 10-meter wind speed are used as well. A hemispheric cloud imager provides 
information about the cloud cover fraction and surface- and aircraft-based measurements are 
used to validate fluxes of virtual temperature and moisture. This comprehensive validation 
provides valuable insights to the role of the mass flux component of the QNSE-EDMF scheme in 
the late spring WRF simulations over Kansas. Sensitivity tests for entrainment and detrainment 
are carried out as well along with tests related to the possibility of including the effect of the 
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mass-flux based cloud cover fraction and cloud water mixing ratio in the model radiation 
module.   
 
CASES-97 observations and analysis 
 
CASES-97 (LeMone et al. 2000, LeMone et al. 2002) was conducted in April-May 1997 
to examine the behavior of the fair-weather boundary layer over the diurnal cycle, through 
complementary observations using surface-flux towers, radiosondes, aircraft, minisodars, and 
radar wind profilers (RWPs).  Radiosondes were released from the three RWP/minisodar sites at 
Beaumont (BEA), Oxford (OXF), and Whitewater (WHI, Figure 1).  Continuous wind profiles 
were provided by the minisodars (~5 m to 1500 m at 5-m intervals) and RWPS (60-m intervals at 
BEA and WHI, from ~1500 m through PBL top and above, 100 m at WHI). Hourly profiles are 
available at http://gonzalo.er.anl.gov/ABLE/.  Continuous half-hour eddy-correlation fluxes, 
downwelling shortwave radiation, net radiation, ground heat flux, and other meteorological data 
are available for eight surface eddy-correlation flux sites within the profiler triangle, which span 
the common land-use types. Radiosondes were released at least once each day.  Data are 
available at http://data.eol.ucar.edu/master_list/?project=CASES-97.  
During the six usually 24-h Intensive Observing Periods (IOPs) declared for fair weather 
and slowly-evolving synoptic situations, the National Science Foundation/ University of 
Wyoming King Air and the National Oceanic and Atmospheric Administration (NOAA) Twin 
Otter aircraft flew morning and afternoon patterns during which they sampled fluxes during 
straight-and-level flight legs at two or more altitudes, mostly along pre-determined flight tracks 
(LeMone et al. 2002, Figure 2). Additionally, both aircraft performed soundings at the ends of 
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some of the flux legs to determine convective mixed-layer depth.  We focus on fluxes from the 
King Air. Radiosondes during IOPs were released at 90-minute intervals for 24 h, typically 
starting at 11 UTC (5 a.m. LST). 
Uncertainties in radiosonde and profiler winds is of the order of 1 m s-1; radiosonde 
temperature and mixing-ratio instruments are considered accurate to about 0.2 K and 0.3 g kg-1 
respectively. Accounting for the effects of the sonde not always being in equilibrium with the 
environment and horizontal variability in the convective boundary layer (e.g., Weckwerth et al. 
1996) brings these uncertainties up to about 0.5 K and 0.8 g kg-1. It is difficult to assign accuracy 
to surface fluxes.  One method of doing this is seeing how well the surface energy budget closes.  
LeMone et al. (2002) follow Twine et al. (2000) in using the ratio (H+LE)/(Rnet+Gsfc), where the 
sensible heat flux H, the latent heat flux LE, and the net radiation Rnet are the four terms in the 
surface energy budget, as a measure of data quality.  If the surface energy budget is balanced, the 
ratio should be one. From LeMone et al. (2002), this ratio averages 0.91 for 29 April, 0.95 for 10 
May, and 0.85 for 20 May for sites 1-8; for the times of interest on 4 and 16 May, the ratios 
average to 0.91 and 0.85, respectively.  
Cloud observations during CASES-97 were carried out using Hemispheric Cloud Imager 
(Long and DeLuisi 1998), which was located at a winter-wheat site (site 7). This device used a 
camera that captured images of the sky during daylight hours. These “raw” sky images were then 
processed by pixel count algorithms to determine the fractional hemispheric cloud cover. The 
uncertainty estimates for this method are around ± 10% 95% of the time (Long et al. 2001). 
Simultaneous images of the sky at up to one-min intervals were invaluable in interpreting the 
data. 
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In evaluating aircraft fluxes, all of the wavelengths sampled were chosen to be included, 
since this is the closest approximation to the “total” boundary layer flux.  Using flux cutoffs at 
shorter wavelengths leads to underestimates of sensible and latent heat fluxes (e.g., Grossman 
1992, Kelly et al. 1992).  Furthermore, PBL schemes are designed to represent the ensemble of 
PBL fluxes, which extend to scales greater than the grid spacing (e.g., Ching et al. 2014, 
Wyngaard 2004, 2010).  Reducing this low bias increases the uncertainty, however (Mann and 
Lenschow 1994).  For the present work, uncertainty in aircraft fluxes is evaluated by calculating 
random error for each day and then combining the days. Subsequently, the technique from Mann 
and Lenschow (1994) is employed, as described in LeMone et al. (2007). 
 
WRF simulations 
 
 This study uses version 3.5 of the WRF model, a state-of-the-art numerical weather 
prediction system, which is used for research and operational weather forecasting purposes 
(Skamarock et al. 2008). The Advanced Research WRF solver (ARW), which we employ, 
features fully compressible, Euler nonhydrostatic equations conservative for scalar variables. A 
detailed description of the solver is given in Skamarock et al. (2008). 
The simulation strategy includes 13 WRF model runs spanning from 14 April 1997 to 24 
May 1997, each 4 days long, starting at 00 UTC with a one-day spin-up.  Figure 7.1 provides the 
geographical positioning of the model domains. The horizontal grid sizes are 30 km and 6 km for 
the parent domain and the nest, respectively. The following physics option were selected: 
microphysics from the WRF Single-Moment 3-class scheme (Hong and Lim, 2006), the Rapid 
Radiative Transfer Model (RRTM) for long-wave radiation (Mlawer et al. 1997), the Dudhia 
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(1989) scheme for shortwave radiation, and the Noah land surface model for land surface (Chen 
and Dudhia, 2001a,b; Ek et al. 2003). The ERA-Interim reanalysis (Dee et al. 2011) was used for 
the initial and boundary conditions. 
Table 7.1 summarizes the model experiments. One set of model runs is carried out 
without the mass flux part (QNSE), and another one with this part included (QNSE_MF).  At the 
current state of the WRF model, the cloud cover fraction and cloud water mixing ratio from the 
QNSE mass flux scheme (MFCLDFR and MFQC) are diagnostic tools within the scheme and 
are not propagated to the radiation driver where the influence of the 3D subgrid cloud cover 
fraction (CLDFR) and grid-scale cloud water mixing ratio (QC) on the longwave and shortwave 
radiation is determined. Therefore, the model code was modified to pass these two variables 
from the mass flux scheme to the radiation driver.  In this module, a new cloud cover fraction 
was determined on each level of the vertical column: if the MFCLDFR was greater than zero, it 
was used at a given level for CLDFR. Otherwise, CLDFR was used. Additionally, MFQC was 
(temporarily) added to QC during the radiation call the same way it is done for cumulus 
schemes. This experiment was labeled as QNSE_MF_rad. All cloud cover related variables have 
been listed in Table 7.2.  Note that with the radiation options chosen, CLDFR and QC are used 
by the longwave scheme, but only QC is used by the shortwave scheme. 
Finally, a different representation for the entrainment and detrainment in the mass flux 
scheme was tried out both in the cloudy and dry part of the convective PBL following the 
parameterization from Rio et al. (2010), which is being used e.g. in the French ARPEGE model 
(Yves Bouteloup, personal communication, 2014). This representation is given by 
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   (7.2) 
 
where β1, a1, b, c and d are tuning parameters.  The total water content in the updraft is denoted 
by rt and ∆𝑟! = 𝑟!" − 𝑟!. 
 
Results 
Vertical profiles 
 
The first question to address is to what extent the coupling of the local scheme (QNSE) 
and the nonlocal mass flux scheme affects the average vertical profiles of virtual temperature, 
moisture and wind speed. The answer is obtained via comparing QNSE and QNSE_MF.  
Figure 7.2 features the vertical profiles for the averaged RMS errors and biases of virtual 
temperature, mixing ratio and wind speed. The averaging is carried over the 46 radio soundings 
for which the nearby surface buoyancy flux was positive, meeting the criterion for an active mass 
flux in QNSE_MF. This occurred predominantly during the day. A comparison between 
QNSE_MF and QNSE reveals that the effect of the mass flux on the virtual temperature errors is 
small. Yet, the bias associated with QNSE is up to 0.3oC larger than that of QNSE_MF and the 
virtual temperature RMS error associated with QNSE is higher than that from QNSE_MF all the 
way to 1500m. More pronounced differences can be observed in the case of the water vapor 
mixing ratio: QNSE is more positively biased than QNSE_MF close to the surface (from 5-
900m) but above this, at a model level approximately at 1100m, QNSE is clearly negatively 
biased.  These results go to demonstrate the ineffectiveness of a local closure, such as QNSE, in 
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transporting moisture upwards efficiently enough in convective conditions. The inclusion of the 
mass flux part noticeably improves the situation. 
The wind speed errors do not feature such a clear distinction between QNSE and 
QNSE_MF. The RMS error of wind speed from QNSE is slightly higher than QNSE_MF all the 
way to 2200m but the bias from QNSE is lower by approximately 0.5ms-1 between 5 and 200m. 
The wind speed profile validation was also carried out using the hourly minisodar/RWP 
observations for the entire CASES-97 period. The obtained based bias profile (not shown) 
resembles the sounding based one in both magnitude and shape. The modeled wind speed RMS 
errors are higher in the case of minisodar/RWP data above 100 m, which is likely a result of the 
noise in the observations.  
 
Cloud cover 
 
Before proceeding to the comparisons between modeled and observed cloud fraction, a 
brief comment on the conceptual differences between observing and modeling this quantity is 
needed. The hemispheric cloud imager based total cloud fraction (TCLDFR) discussed in earlier 
in the chapter covers a large area of mildly varying elevation with several types of land cover 
whereas the model-based TCLDFR is for a single grid point with a single land cover type and 
elevation. Therefore, an average was taken over the chosen model grid point and the 8 adjacent 
points. The average then represents an area of 18x18 km corresponding better to the 
observations. The reader should also note that TCLDFR is a 2D variable in the horizontal 
direction, which includes low, middle, and high clouds.  
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NWP systems are known to suffer from large errors in the case of TCLDFR (Illingworth 
et al. 2007). Keeping this in mind, the first impression of Figure 7.3 is that TCLDFR is 
surprisingly well simulated: clear and overcast periods are rather faithfully reproduced. During 
partly cloudy conditions there is considerably more scatter in the model results. The averaged 
TCLDFR error statistics reveal, however, that differences between the different schemes are 
small. Next, we used the CASES-97 weather record to identify fair-weather days with the low 
(shallow cumulus) clouds EDMF schemes were specifically designed to handle. For the shallow 
convection periods (denoted by orange horizontal bars), the average observed TCLDFR is 0.1 
whereas the model features even clearer skies, from 0.02 (QNSE_MF) to 0.03 (QNSE). 
However, the mostly smooth observed net radiation curves suggest the periods of slightly 
elevated cloudiness in the observations result more from high clouds than shallow cumuli. 
Brightness due to scattering around the solar disk and imprints made by raindrops on the lens of 
the hemispheric sky imager after rain events are also associated with an overestimation of 
cloudiness (Chuck Long, personal communication, 2015). 
To better isolate the effect of the mass flux scheme on TCLDFR, we selected times when 
the mass flux part of the QNSE_MF scheme was active (628 cases out of 978) and then 
compared QNSE and QNSE_MF to see whether including the mass flux part in the model 
reduced the absolute TCLDFR bias. In 58 cases out of 628, the inclusion of the mass flux 
scheme resulted in differences in the absolute TCLDFR biases that were greater than 0.1 in favor 
of QNSE_MF, whereas, using the same criteria, in 40 cases the results were better using just the 
eddy diffusivity part (QNSE).  Considering the average TCLDFR over all observations, 
QNSE_MF and QNSE both yield 0.3. 
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As expected, the errors related to incoming shortwave radiation are related to the success 
of predicting TCLDFR. For instance, in the 58 cases for which QNSE_MF yielded a better 
TCLDFR than QNSE, the RMS error, average bias and correlation coefficient of incoming 
shortwave radiation were also notably better than in the rest of the cases. This is not, however, a 
direct dependency as it is not TCLDFR but QC that is used in the shortwave calculations in the 
Dudhia (1989) scheme. Rather, it is an indication of a correlation between the success with 
modeling QC and TCLDFR. 
As mentioned in Chapter 3, the mass flux scheme also provides a 3D cloud fraction 
MFCLDFR, which, however, is currently used only for diagnostic purposes. Our goal is to 
determine how the mass flux scheme would affect the model results, were MFCLDFR and the 
mass-flux-based grid-scale cloud water mixing ratio (MFQC) taken into account in the radiation 
calculations. Therefore, we carried out the modifications constituting experiment QNSE_MF_rad 
described earlier in the chapter.  
The results shown on Figure 7.2 reveal that including MFCLDFR and MFQC has a 
negligible effect on the vertical error profiles. More variability can be seen, as expected, in the 
case of the TCLDFR (Figure 7.3) when the modeled conditions are partly cloudy.  Within the 
limits of uncertainty of ±10% related to hemispheric cloud imager the general cloud cover 
fraction error statistics associated with QNSE_MF_rad do not change compared to QNSE_MF. 
To investigate the effect of MFQC, we turn to the near-surface shortwave radiation time series. 
QNSE_MF_rad and QNSE_MF exhibit slight differences in downward shortwave radiation in 
several occasions. However, there is one day during CASES-97 when the two configurations 
give significantly different results: 5 May. During that day overcast conditions gave away to 
clear skies resulting in a radiation maximum late in the afternoon (Figure 7.4). The shortwave 
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fluxes from QNSE_MF and QNSE_MF_rad are distinctively different: QNSE_MF yields a 
diurnal cycle resembling that during a cloudless day whereas QNSE_MF_rad is closer to 
observations in its prediction. Why is this effect not as strong on other days? In order for the 
mass flux plume to have a noticeable effect, the contribution of MFQC must be large enough in 
relation to QC. This can only occur when there is enough moisture close to the surface that the 
updraft in the mass flux scheme lift up until it condenses. Taking a look at the 2-m mixing ratio 
time series the highest near-surface humidity during the entire CASES-97 takes places during 5 
May when the near-surface water vapor mixing ratio reached values up to 15 g kg-1. In 
conclusion, adding the MFQC and MFCLDFR parameterizations can have an effect as long as 
there is enough moisture available to produce clouds. Moreover, note that on 5 May the observed 
clouds were debris from a convective system that produced rain early in the morning rather than 
locally PBL-induced. Thus, they were related to the timing, location and intensity of the model 
precipitating convection (and the resulting cold pool) as compared to observations, which is 
clearly sensitive to the PBL scheme used. 
To get a more comprehensive idea about the effect of the modifications in the radiation 
driver, we study the vertical structure of the 3D cloud fraction CLDFR and QC averaged over 
four vertical layers. Table 7.3 features statistics based on the time series of MFQC, QC, the 
CLDFR difference (QNSE_MF_rad – QNSE_MF), and MFQC percentage of total cloud water 
(QC+MFQC) denoted by MFQC%. Including MFCLDFR from QNSE_MF_rad instead of 
QNSE__MF in CLDFR can lead to either to an increase or decrease in CLDFR. This change can 
have absolute value up to 0.7. Such cases are rare, however, as indicated by the small average 
values of the CLDFR difference and its standard deviation. As expected, the influence of the 
mass flux part on CLDFR mainly concentrates on levels above 800 m. MFQC is present in very 
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small quantities most of the time; the average of MFQC% (Table 7.3) is small, but at rare 
occasions this percentage is high – up to 100%. 
 
Radiative fluxes at the surface 
 
Table 7.4 features the time averaged error statistics for the near-surface quantities and 
radiative fluxes. The values in bold designate the best results. Incoming shortwave and long 
wave fluxes are based on Site 7 while the rest are from Site 1 to keep the land-use type in the 
model consistent with that in the observations. The results for the incoming longwave radiation 
are similar for all schemes. Adding MFQC results in a slightly lower bias: -7.6 Wm-2 
(QNSE_MF) and -7.1 Wm-2 (QNSE_MF_rad). Incoming shortwave radiation features more 
variability. In this case, QNSE_MF_rad features improved error statistics: the RMS error from 
QNSE_MF is 230.4 Wm-2 whereas QNSE_MF_rad yields 224.6 Wm-2. The average bias is also 
reduced from 52.5 Wm-2 to 47.4 Wm-2. Studies of CASES-97 fair-weather data indicate that Site 
7 had lower daytime incoming shortwave radiation peak values than most of the other sites. To 
assess the impact of this on our results, we recalculated the related error statistics at all 8 sites 
and also as an average. The results therein show that the shortwave radiative flux from 
QNSE_MF_rad is superior to that of QNSE_MF at all sites. On average, the improvement is 3.9 
Wm-2 (average bias) and 7.1 Wm-2 (RMS error). To test whether the mass flux based 
improvements in the incoming shortwave radiation are solely tied to the applied shortwave and 
longwave parameterizations, we repeated the QNSE_MF and QNSE_MF_rad experiments with 
RRTMG shortwave and longwave schemes. Similar improvements (8 Wm-2 for RMS error and 6 
Wm-2 for the bias) were observed in the case of incoming shortwave radiation. It should be noted 
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that the slightly superior incoming shortwave radiative flux of QNSE_MF_rad is not necessarily 
always related to improved cloud simulation as revealed by the case of 5 May.     
 
Near-surface temperature, humidity and wind speed 
 
The time series for the 2-m virtual temperature, mixing ratio and 10-m wind speed all 
feature model experiments correlating well with the observations (correlation coefficients from 
0.74 to 0.95 in Table 7.4). The inability of QNSE to transport moisture away from the surface 
efficiently enough is reflected in generally higher near-surface mixing ratio than in the rest of the 
model runs.  
 
Sensitivity to entrainment/detrainment formulation 
 
Changing the entrainment/detrainment parameterization of the mass flux scheme 
(QNSE_MF_rad_Rio) has, in the case of most variables, a larger effect on the results than the 
cloud fraction based changes made to QNSE_MF_rad (although this could reflect the rather 
sparse cloudiness on the days examined). .QNSE_MF_rad_Rio features a virtual temperature 
bias that is 0.2 to 0.3oC more positive than in QNSE_MF_rad from 2-500 m (Figure 7.2). 
QNSE_MF_rad_Rio also features larger mixing-ratio RMS errors between 2 and 500 m, though 
not nearly as large as QNSE. For 700-1500 m, the bias from QNSE_MF_rad_Rio is in fact 
smaller than that from QNSE_MF_rad. Errors related to wind speed are slightly lower than in the 
case of QNSE_MF_rad up to 800 m (RMS error) and 1000m (bias). Yet, the wind speed RMS 
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errors related to QNSE_MF_rad_Rio are somewhat higher than the QNSE_MF_rad ones 
between 800 and 2200m.  
For shortwave radiation and latent heat flux QNSE_MF_rad_Rio succeeds better than 
QNSE_MF_rad: the incoming shortwave RMS error and average bias are reduced from 224.6 
Wm-2 and 47.4 Wm-2 to 219.3 Wm-2 and 45.8 Wm-2 (Table 7.4). The corresponding changes for 
the latent heat flux are from 60.2 Wm-2 and 26.0 Wm-2 to 58.4 Wm-2 and 25.6 Wm-2. Averaged 
over the vertical profiles and sounding times, the mass flux in QNSE_MF_rad_Rio is 32% 
weaker than that in QNSE_MF_rad. The choice of entrainment/detrainment formulation also 
significantly affects the turbulent flux profiles and PBL budgets, most notably in the case of the 
mixing ratio time tendency.  
 
PBL heights 
 
The modeled PBL heights were calculated using a criterion based on virtual potential 
temperature lapse rate: the model level where the aforementioned lapse rate becomes greater 
than 0.002Km-1 is taken to correspond the height of the PBL. LeMone et al. (2013) investigated 
different (convective) PBL height criteria and found this (0.002 Km-1) criterion to be the most 
successful for use in comparing model to observed PBLs. Observed PBL heights were calculated 
in a similar way. Comparisons (not shown) of observed radiosonde-based PBL depth at 
Beaumont to a five-point model average centered at Beaumont for the five IOPs analyzed (29 
April, and 4, 10, 16, and 20 May, yielded neither a systematic observation-model difference nor 
a superior version of QNSE. The ambiguous results could result from a combination of the 
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coarse grid spacing and the relatively complex terrain near Beaumont. PBL heights along the 
flight tracks, however, have more systematic behavior, as shown in the following section. 
 
Turbulent flux profiles 
 
In this section, the turbulent flux profiles of virtual potential temperature and mixing ratio 
in the WRF model and King-Air aircraft observations are considered using two different kinds of 
observed fluxes, labeled DC and no-DC. These refer to the output of the ncplot program 
(http://www.eol.ucar.edu/software/ncplot), which determines the fluxes by (a) removing the 
least-squares best-fit linear trends for w and virtual potential temperature θv or mixing ratio qv 
and then (b) computing and integrating the cospectrum between vertical velocity w and θv or qv. 
Fluxes found using this technique are referred to as DC.  For fluxes labeled no-DC, the means of 
the detrended variables were found and subtracted out before calculating the cospectrum.  
Figure 7.5 displays normalized turbulent flux profile composites for the two considered 
quantities. For the morning composites, data from five profiles  (29 April 16.5 UTC 4 May 16 
UTC, 10 May 17 UTC, 16 May 16 UTC, and 20 May 16.5 UTC), shown in Figure 6, were used. 
The afternoon composites are based on profiles from 4 May 22 UTC, 10 May 22.5 UTC and 16 
May 21.5 UTC. For the morning fluxes, we also include figures based on the four profiles for 
which no-DC fluxes were available in observations. The individual observed flux profiles were 
constructed from values based on least-squares best fit lines of the time series of average flight-
leg fluxes in 3 or 4 height ranges (number of averages is shown to the left of the profiles in 
Figure 7.6) for each day, using a method similar to that in LeMone et al. (2002).  For the model 
	   	   	  106	  
results, a 4-5 point spatial average along the flight leg was applied as well as a 3-point time 
average over one hour centered at the center time of the flight leg. 	  
The composite flux profiles are found after normalizing the individual profiles using the 
data in Table 7.5. Fluxes were normalized by surface values (observations) and the value at ~11 
m (model results). The height normalization for each profile was carried out using its PBL height 
(h1). The normalized fluxes were then interpolated to common normalized heights, and then 
averaged. The error bars in Figure 7.5 are based on the standard errors in Figure 7.6 using Eq. 3 
of LeMone et al. (2003); similar values were found for the four flux layers for the 5 combined 
morning profiles by applying the formula of Mann and Lenschow (1994) to the data from 29 
April, 10 May, and 20 May  
Before comparing the model to observations, it is important to consider observation bias. 
Comparisons in LeMone et al. (2002) suggest that King-Air virtual temperature fluxes are biased 
low in the lower half of the PBL. This conclusion was based on comparison of the King-Air 
fluxes extrapolated to the surface to the average surface-tower fluxes, the King-Air fluxes being 
consistently smaller than those of the NOAA Twin Otter in the lower half of the PBL, as 
illustrated in their Figure 10, and the departure of the composite profile from the expected linear 
decrease with height.  Fortunately, the fluxes from the two aircraft were similar in the upper half 
of the PBL.  Although no definite cause for this bias was determined, an increase in eddy size 
with height suggests the bias is due to slower response of either the King-Air vertical-velocity or 
temperature sensing system.  Large scatter in the mixing-ratio fluxes precluded identifying inter-
aircraft bias.  
Taking this bias into account, the modeled virtual-temperature flux profiles look good 
through most of the PBL. The entrainment fluxes at PBL top for QNSE_MF_rad_Rio are slightly 
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more negative than the -0.2 times surface value expected for PBLs with little shear at the top, a 
result of shear at PBL top on some days, as discussed below. 
In the case of the mixing ratio flux, there is considerable divergence between the two 
observed flux profiles, the larger values reflecting the contribution of mean values left over after 
a linear trend was subtracted out in the calculation of the eddy-correlation fluxes. Large 
differences are associated with very large eddies, or strong variations of temperature or mixing 
ratio, resulting from the aircraft either crossing entrained air or the inversion. While LeMone et 
al. (2002) chose to use the DC fluxes, in this study, both DC and no-DC are plotted in Figures 
7.5 and 7.6. The spread between the two flux estimates is sufficiently small for the morning (n = 
4) data to conclude that there is an overestimate in modeled mixing-ratio fluxes, which is greatest 
for QNSE_MF_rad_Rio. 
A distinctive feature in Figure 7.5 is the low-level spike present in the flux profiles of the 
experiments QNSE_MF, QNSE_MF_rad, QNSE_MF_rad_Rio. Inspecting all the components in 
Eq. 3.7 with the same temporal and spatial averaging as with the fluxes, it turns out that the heat 
exchange coefficient and the vertical gradient of virtual potential temperature and mixing ratio 
from the experiments involving the mass flux scheme have anomalously high values at the fifth 
model level leading to a local maximum in the flux profiles. It is important to note that even 
though the spurious spikes are observed in the experiments employing the mass flux scheme, the 
spikes are not a direct result of the mass flux scheme itself as the output fluxes from the mass 
flux scheme (!!! 𝜙! − 𝜙   in Eq. 3.7) have no such local maxima. Rather, it is the mass flux 
scheme modifying the mean profiles of potential temperature, mixing ratio and heat exchange 
coefficient. There is no direct interaction between the mass flux and QNSE PBL modules in 
WRF. The mass flux part is called first in the PBL driver and the obtained tendencies for 
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temperature, moisture and wind speed are then added to the corresponding tendencies from 
QNSE after the QNSE call. Therefore, the two components of the EDMF scheme interact only 
through the mean profiles. The above-mentioned findings reveal that this interaction might result 
in some unforeseen and unwanted consequences. Note that the grid size here is 6 km, and other 
evidence indicates that this spike is not seen in at least some other cases using smaller grid sizes 
(H. Shin, personal communication, 2015). 
To further assess the model’s ability to simulate expected flux profiles, we examine the 
individual cases, plotted in Figure 7.6. The observed profiles from the mornings of 29 April and 
10 and 20 May, as noted in LeMone et al. (2002), were “classical” PBLs, with little wind shear at 
the top of the PBL and lower mixing ratios above the PBL top.  Thus  profiles should 
follow those found from multiple LES studies, decreasing nearly linearly with height to a 
minimum of the order of -0.1 to -0.2 times the surface value (Lenschow 1974; Hong et al. 2006). 
On the other hand, the  profiles can vary significantly, as illustrated in observations 
extending back to LeMone and Pennell (1976) and Nicholls and LeMone (1980).  Not all the 
documented profiles fit the “classical” mold.  Early in the morning of 16 May, the mixing ratio 
actually increased with height at the top of the PBL, resulting in negative mixing-ratio fluxes in 
QNSE, QNSE_MF and QNSE_MF_rad as well as observations. The reason for the positive 
mixing ratio flux at PBL top from QNSE_MF_rad_Rio for this case can be traced its 
considerably higher PBL height compared to that originating from the other three or 
observations, which enabled this PBL to reach and entrain the dry air above the moist layer. 
Comparing the WRF profiles to the observed profiles in Figure 7.6, the model appears to 
succeed in replicating the shape of the  profile, as previously noted in Figure 7.5. The 
behavior of the ratio −(w 'θv ')min / (w 'θv ')sfc  for QNSE_MF_rad_Rio is consistent with shear 
w 'θv '
w 'qv '
w 'θv '
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through the PBL top, as defined by the minimum in w 'θv '( ) . For example, the ratios on 4 May 
(0.26) and 16 May (0.44) were greater than the “classical” 0.1 to 0.2, consistent with Conzemius 
and Fedorovich (2006). This ratio was also higher for 20 May (0.36), due to penetration of the 
model PBL into a shear layer.1 The apparent positive bias in the lower half of the PBL mostly 
results from the previously mentioned underestimate of the observed fluxes. Note, however, that 
the non-normalized data reflect differences in the surface fluxes (see also Table 7.5), which 
likely reflect biases in the land-surface model (LeMone et al. 2008) as well as differences in 
land-surface properties represented in the model and the observations. The spike at 55 meters in 
the three experiments using the mass flux scheme is also visible.  
The quality of the WRF simulation of the  profile is less clear.  In the afternoon, all 
four versions lie between the two flux estimates; however the modeled fluxes tend to increase 
with height in the morning, while the observed fluxes tend to decrease with height. It is 
encouraging to note, however, that the expected negative mixing-ratio fluxes of 16 May are 
captured by all the models except QNSE_MF_rad_Rio.   
Some of the departures of the model from the observed  profiles could be 
associated with a systematic overestimate in h1, which is in turn related to an overestimate of 
surface buoyancy flux (Table 7.5). This association is obvious for 16 May; for the other days, the 
deeper boundary layers could be associated with a larger qv jump across the PBL top.   
Keeping in mind that PBL depth roughly varies as the square root2 of the surface flux 
(e.g., LeMone et al. 2010), one can compare the ratios of model/observed h1 and compare it to 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 While it was noted that the QNSE_MF_rad_Rio PBL grew into the shear layer (h1 = 1015 m, 
the observed PBL did not. (h1 = 800 m)  
2 Here, the variation is closer to linear for the MF versions of QNSE, but the arguments here 
regarding relative size and scatter still hold. 
w 'qv '
w 'qv '
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the ratio of model/observed . If the ratios are the same, the h1 differences likely 
derive mostly from the land-surface model. For the morning data, resulting ratios scatter little for 
the light-wind days of 29 April, 10 May, and 20 May; but there is more scatter and larger ratios 
for the strong-wind days (4 and 16 May). We hypothesize that the larger ratios on the windy 
days are associated with less stable nocturnal boundary layers (NBLs) earlier the same morning. 
If these NBLs resulted from excessive mixing (Chapter 6), the impact should disappear once h1 
exceeds the NBL height.  Consistent with this, afternoon ratios are smaller; they also have less 
scatter.  The source of greater scatter with stronger winds is unknown. 
In the next section, it is investigated how well the model’s skill with the turbulent fluxes 
is reflected in the modeling of the PBL budgets of θ and qv. Choosing θ rather than θv enables a 
direct comparison to LeMone et al. (2002) 
 
Bulk PBL budgets 
 
The model PBL budgets of potential temperature and mixing ratio at 16, 17 and 18 UTC 
on 29 April, 4, 10, 16, and 20 May were compared to the corresponding budgets derived from 
the observations. The following budget equation was used in the calculations: 
 
!!!" + !!"𝑤′ψ′ ≈ 𝑅   (7.3) 
 
where 𝛹 = qv or θ and [] stands for a vertical average from about 5 m above the ground level to 
the PBL top. In Eq. 7.3, the budget for 𝛹 consists of (from left to right) the time-tendency term 
and the vertical flux divergence term. The residual represents the horizontal and vertical large-
w 'θv '( )sfc
0.5
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scale advection, radiative flux divergence and horizontal turbulent flux divergence, all assumed 
to be small. Negligible horizontal advection has been suggested by e.g. Santanello et al. (2009). 
Differing views have been presented as well, such as Trenberth et al. (2003) who pointed out the 
importance of the large-scale moisture transport. Obtaining the PBL budgets from the model 
results can be summarized as follows: 
1) For each of the five days, the PBL top was obtained along the average flight track for the 
4-5 grid points using the criterion. The lowest PBL height instead of an average for the 
considered points was selected for the budget calculations in order to confine the 
calculation to the PBL.  
2) The flux profiles were determined for each of the chosen points along the flight legs at 
16, 17, and 18 UTC. The first model level and the level just below the lowest PBL height 
was used to get the flux divergences. After this a horizontal average was taken.  
3) For the same flight legs and times, the time tendencies for potential temperature and 
mixing ratio were estimated using the model fields 30 min before and after the time of 
interest from the first model level to the level just below the lowest PBL top. A vertical 
average was then taken followed by a horizontal one. 
The observed PBL budgets were calculated in a similar fashion. In view of the apparent low bias 
for the aircraft fluxes in the lower PBL, vertical flux divergences were calculated using the flux 
at the highest level and the average of fluxes from the eight surface sites. Time tendencies were 
based on the sequential radiosondes (using mixed-layer data only) and time series of mean values 
from the lowest-level (30-45 m AGL) King-Air flux legs. We also include the time-tendency, 
vertical flux divergences and radiation-divergence terms from LeMone et al. (2002, Figure 12 
and 13); and, for completeness, the budget terms (flux-divergence, residual) using surface fluxes 
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“corrected” to closer the surface energy balance as discussed in section about CASES-97 
observations. 
For comparison to observations, the terms in Eq. 7.3 plotted as a function of time were 
subjected to a least-square linear fit, which was used to determine the value corresponding to the 
observed-profile time. The difference between the best-fit-line value and the hourly value was 
large only when the time evolution was not smooth, particularly for 16 UTC. When evident, the 
differences do not alter our interpretation, as illustrated for 4 May in Figure 7.7 (faded colors – 
hourly value, full colors – best-fit line). Thus we plot only the best-fit line values for the 
remaining days. 
Figure 7.7 displays the PBL budgets for Θ and qv. Adding the mass flux part (moving 
from QNSE to QNSE_MF) drastically changes the moisture budgets while the potential 
temperature budgets are affected to a lesser degree. Comparing the budget terms from QNSE, 
QNSE_MF and QNSE_MF_rad_Rio demonstrates that the mere choice of 
entrainment/detrainment formulation can bear as much as significance in the results as the mass 
flux scheme itself.  
The model manages to reproduce Θ-budgets rather faithfully, somewhat surprising given 
the overestimated surface fluxes. This follows from the fact that the two factors in the flux 
divergence calculation – the vertical virtual temperature flux difference and the PBL depth react 
similarly to the too-large model surface virtual temperature fluxes. As noted in the foregoing, the 
ratio ~0.1-0.2, where A increases (here, slightly) with vertical shear at 
the top of the PBL.  Since, , an overestimate in  
leads to a similar overestimate in the flux difference. And the PBL depth is overestimated by 
− w 'θv '( )min / w 'θv '( )sfc = A
w 'θv '( )sfc − w 'θv '( )min = (1+ A) w 'θv '( )sfc w 'θv '( )sfc
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about the same fractional amount making the modeled flux divergences similar to the observed 
ones. As seen in Table 7.5, the model-to-observed and h1 ratios for the five mornings 
are close to each other, differing by less than 5% for the 3 MF schemes, and by 20% for QNSE. 
How does this relate to the  profile?  To good approximation (using Θ = 300 K and  in 
units of g kg-1 m s-1),  
 ,	  	  	  (7.4)	  	  
meaning that  divergences will agree to within 20% or less for   . Conversely, 
small changes in  result in large changes in . 
Consistent with this, mixing ratio budgets display more variability in skill for the 
different model experiments: during four of the five studied days, QNSE underestimates the 
vertical mixing ratio divergence while adding the mass flux component improves the situation on 
some days. 
 LeMone et al. (2002) attributed the failure to close their budgets to surface-flux biases, 
aircraft related biases, uncertainty in horizontal advection, and radiative flux divergence related 
to the presence of soot aerosol..  In the present study, horizontal advection and radiative flux 
divergence are neglected.  Further, while use of best-fit line values mitigated random-looking 
hour-to-hour variations, it also reduces the chance for exact budget closure. And finally, PBL 
circulations 10s of km in extent could have contributed to mesoscale transports.  An example is 
discussed below. 
 
w 'θv '( )sfc
w 'θ ' w 'qv '
w 'θv ' ≈ w 'θ '+ 0.61Θw 'qv ' ≈ w 'θ '+ 0.18w 'qv '
w 'θ ' w 'qv ' < w 'θ '
w 'θ ' w 'qv '
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Mesoscale circulation 
 
On the morning of 10 May, CASES-97 observations indicated a well-defined mesoscale 
circulation with subsidence occurring over the center of the Walnut River watershed (the BEA-
OXF-WHI triangle) and rising motion to the east  (See Figures 15-19, LeMone et al. 2002). 
Figure 7.8 displays the horizontal mapping of the vertical velocity at the height of 520 m, where 
the vertical motions are the strongest in the model at 18 UTC. The CASES-97 profiler triangle 
from Figure 7.1 is superimposed. QNSE captures adequately this observed circulation pattern. 
Adding the mass flux part to the scheme clearly disrupts the mesoscale circulation in the model 
as seen in QNSE_MF; no apparent circulation is present in the proximity of the CASES-97 
domain. However, the formulation for entrainment and detrainment has a drastic effect: 
QNSE_MF_rad_Rio features results similar to QNSE with the mesoscale circulation pattern 
clearly visible, and with vertical velocities closer to those estimated.    
 
Comparisons with other QNSE-EDMF tests 
 
The QNSE-EDMF scheme was one of the participating schemes in the EDMF 
intercomparison study presented by Angevine et al. (2015). This study employed 1-D 
simulations for an idealized case study (Stevens 2007) and a real data one based on the 
Atmospheric Radiation Measurement (ARM) program (e.g. Lendererink et al. 2004) using LES 
and several state-of-the-art EDMF schemes. In this section, we relate some of the results of the 
intercomparison study to the findings made in this paper.  
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When compared to LES results of the ARM case, QNSE-EDMF was found to yield too 
cold and too moist vertical profiles. Our findings also support higher mixing ratio profiles 
(Figure 2) but the virtual potential temperature was found to have slightly positive bias in all 
experiments. Of course one needs to bear in mind that ARM simulations used in Angevine et al. 
(2015) were only 3 hours long whereas the error statistics given in Figure 2 are based on 13 four-
day simulations.  Given the resulting much wider variety of atmospheric conditions present in 
our simulations, differences between the error statistics for the two studies are not surprising. 
Negative temperature biases similar to those for the ARM case in Angevine et al. (2015) also 
occurred for some cases in our study: of the 46 soundings considered in Figure 7.2, 13 featured 
predominantly negative virtual temperature bias for the QNSE_MF experiment.  
Another noteworthy aspect of the QNSE-EDMF results in Angevine et al. (2015) is a 
reasonable agreement with the mass flux and LES based cloud heights in both the idealized study 
and ARM. The observational data at our disposal did not enable a direct validation of vertical 
cloud profiles. However, the fact that the experiments with the RRTMG scheme, which includes 
both QC and CLDFR in its shortwave flux calculations, yielded improvements in the incoming 
shortwave prediction when incorporating MFQC and MFCLDFR indicates the combined effect 
of these mass flux based cloud characteristics is advantageous.  
The importance of the lateral entrainment and detrainment formulation has been 
underlined by many EDMF studies (e.g. Pergaud et al. 2009; Rio et al. 2010; Angevine et al. 
2015). Our tests on the entrainment/detrainment demonstrate the sensitivity of the model results 
to this component of mass flux parameterization. Especially in the case of turbulent fluxes, the 
differences between QNSE_MF_rad and QNSE_MF_rad_Rio are often substantial. In their 
Figure 2 Angevine et al. (2015) give the turbulent fluxes of heat and moisture for six different 
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EDMF schemes largest differences being of the order of 0.02 Kms-1 for liquid potential 
temperature flux and 0.05 gkg-1ms-1 for total mixing ratio. Our results for virtual potential 
temperature and mixing ratio fluxes demonstrate that just by changing the 
entrainment/detrainment formulation (QNSE_MF_rad and QNSE_MF_rad_Rio) it is possible to 
reach differences of the same order of magnitude. More work is needed to isolate the effect of 
the entrainment/detrainment on the shallow cloud structure in 3D simulations. 
 
Conclusions 
 
In this paper, the effect of the non-local mass flux component in the QNSE-EDMF PBL 
scheme in the WRF model was looked into using observations from the CASES-97 field 
campaign. The key findings of the study are listed below.  
i)  Adding the mass flux component has a substantially ameliorating effect on the mixing 
ratio profiles. Slight improvement in virtual temperature was also observed. Wind 
speed was affected to a lesser degree. 
ii) The mass flux scheme did not significantly improve the cloud cover fraction 
prediction. 
iii) Introducing the mass-flux based cloud cover fraction and cloud-water mixing ratio in 
the radiation computations, noticeably improved downwelling shortwave radiation at 
the surface. 
iv)  None of the experiments yielded a clearly superior PBL height time series, although 
overestimated surface buoyancy fluxes led to a slightly too deep PBL. 
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v)  All experiments yielded reasonable-looking virtual-potential temperature flux 
profiles, reflecting their being strongly constrained in fair-weather conditions.  The 
mass-flux based experiments featured more positively biased mixing ratio fluxes for 
most cases, likely in part related to deeper-than-observed PBL depths as estimated 
from the top of the mixed layer (h1 %). The experiments using the mass flux 
formulation also included a spurious spike close to the surface, which is not present in 
the experiment employing the local closure alone.  
vi)  PBL budgets for potential temperature were adequately modeled. Mixing ratio 
budgets featured the local closure scheme yielding to negative biased vertical flux 
divergences for most cases. The introduction of the mass flux improved the 
divergence in some cases.  
vii)  The choice of entrainment/detrainment in the mass flux scheme can affect the model 
results as much as adding the mass flux closure itself.  
Even though some problematic features related to the mass flux component of the QNSE-
EDMF scheme were discovered, one should bear in mind that the extent to which these results 
apply to other EDMF schemes is still a topic of ongoing research; the formulations used for the 
mass flux component vary significantly among different schemes (Angevine et al. 2015). 
However, these results do underline the need of more real data based 3D validation studies for 
the EDMF approach of parameterization of the PBL. 
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Table 7.1. Model configuration in the experiments 
Abbreviation Description 
QNSE QNSE-EDMF with the mass flux part turned off 
QNSE_MF QNSE-EDMF as it is presently in the WRF model 
QNSE_MF_rad As QNSE_MF but with the effect of the cloud properties 
originating from the mass flux included in the radiation driver 
QNSE_MF_rad_Rio As QNSE_MF_rad but with entrainment/detrainment 
parameterization from Rio et al. (2010) 
 
 
Table 7.2. Cloud-related variables 
Variable name Description 
TCLDFR Total subgrid-scale cloud fraction (2D)  
CLDFR Subgrid-scale cloud fraction (3D) 
MFCLDFR Subgrid-scale cloud fraction (3D) from the mass flux scheme 
QC Grid-scale cloud water mixing ratio (3D) 
MFQC Grid-scale cloud water mixing ratio (3D) from the mass flux scheme 
 
 
 
Table 7.3. Averages (avg), minimum (min), maximum (max) value and standard deviation (std) 
based on 1) cloud fraction difference ΔCLDFR time series between QNSE_MF and 
QNSE_MF_rad, 2) MFQC percentage time series, 3) MFQC time series and 4) QC time series 
from QNSE_MF_rad.  
 
Layer 
(m) 
 ΔCLDFR (QNSE_MF_rad –
QNSE_MF ) 
MFQC(%) 10-4 x MFQC [g kg-1] 10-3 x QC [g kg-1] 
 avg (x10-3)  min/max std avg max avg max min avg max min 
      0- 
789 
0.50 -0.11/0.15 0.011 2.33   100 0.32 5.5 3 0.56 65 5.2 
790-
1499 
0.53 -0.70/0.56 0.053 3.32   100 2.80 310 18 1.40 190 11.0 
1500-
4199 
8.00 -0.37/0.40 0.051 4.51   100 1.80 260 13 4.70 270 20.0 
4200- 
13000  
-4.00 -0.17/0.25 0.026   0     0 0 0 0 2.80 60 8.6 
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Table 7.4. Error statistics for incoming longwave radiation (ILW), incoming shortwave radiation 
(ISW), surface latent heat flux (LH), surface sensible heat flux (HFX), 2-m virtual temperature 
(T2), 2-m mixing ratio (Q2) and 10-m wind speed (W10) based on observations at CASES-97 
Site 7 (ILW, ISW) and Site 1 (LH, HFX, T2, Q2, W10). 
 QNSE QNSE_MF QNSE_MF_rad QNSE_MF_rad_Rio 
ILW RMSE [Wm-2]     25.9      25.2         25.1             25.2 
Bias [Wm-2]  -7.5      -7.6         -7.1             -7.0 
r  0.74      0.75         0.76             0.76 
ISW RMSE [Wm-2]    239.0     230.4        224.6            219.3 
Bias [Wm-2]  54.9      52.5         47.4             45.8 
r  0.77      0.78         0.79             0.80 
LH RMSE [Wm-2]     60.1      60.9         60.2             58.4 
Bias [Wm-2]  25.2      26.2         26.0             25.6 
r  0.91      0.92         0.92             0.92 
HFX RMSE [Wm-2]     66.9      62.5         62.4             62.5 
Bias [Wm-2]  27.4      24.9         24.5             25.0 
r  0.92      0.91         0.92             0.92 
T2 RMSE [oC]     2.3       2.2          2.2              2.2 
Bias [oC]  0.9       0.8          0.8              0.8 
r  0.95      0.95         0.95             0.95 
Q2 RMSE [gkg-1]     1.1       0.9          0.9              1.0 
Bias [gkg-1]  0.4      -0.1         -0.1             0.0 
r  0.93      0.93         0.93             0.93 
W10 RMSE [ms-1]     1.8       1.9          1.9              1.8 
Bias [ms-1]  -0.3       -0.5          -0.5              -0.4 
r  0.77      0.74         0.74             0.75 
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Table 7.5. Variables used in normalizing heights and fluxes.  Model values are based on selected 
grid squares along the King-Air track.  Units:  h1:  m AGL; (w’θv’)sfc:  K m s-1; (w’qv’)sfc  : g kg-1 
m s-1. PBLH based on 2 K km-1 criterion; “surface” fluxes at lowest model level (11 m). Times 
are UTC. MF=QNSE_MF, rad=QNSE_MF_rad, Rio=QNSE_MF_rad_Rio. 
Day/time h1 QNSE h1 MF h1 rad h1 Rio  h1 obs 
29 Apr 16.5 956.0 982.5 982.5 955.8 750 
4 May 16 859.6 1008.8 1008.8 944.4 600 
4 May 22 1182.9 1283.0 1283 1083.1 1250 
10 May 17 1231.6 1279.7 1279.7 1280.2 1160 
10 May 22.5 1126.5 1388.3 1388.3 1304.2 1310 
16 May 16 876.2 824.1 824.0 995.8 700 
16 May 21.5 1117.8 1238.8 1259.1 1117.2 1400 
20 May 16.5 951.8 1036.0 1035.9 1015.3 800 
 
Day/time (w’θv’)sfc 
QNSE 
(w’θv’)sfc 
MF 
(w’θv’)sfc  
rad 
(w’θv’)sfc  
Rio 
(w’θv’)sfc 
obs 
29 Apr 16.5 0.22016 0.20129 0.2018 0.20242 0.1889 
4 May 16 0.19907 0.18757 0.18741 0.18621 0.1368 
4 May 22 0.13864 0.13539 0.13544 0.13522 0.0911 
10 May 17 0.24377 0.21796 0.21805 0.21017 0.1547 
10 May 22.5 0.09467 0.09281 0.09198 0.09134 0.0787 
16 May 16 0.2439 0.21874 0.21319 0.22368 0.1486 
16 May 21.5 0.17861 0.16534 0.16542 0.16486 0.1146 
20 May 16.5 0.23644 0.21184 0.20947 0.21691 0.1366 
 
Day/time (w’qv’)sfc 
QNSE 
(w’qv’)sfc 
MF 
(w’qv’)sfc  
rad 
(w’qv’)sfc  
Rio 
(w’qv’)sfc 
obs 
29 Apr 16.5 0.07585 0.07139 0.07173 0.07213 0.0529 
4 May 16 0.07295 0.06927 0.06891 0.06971 0.0624 
4 May 22 0.08297 0.07840 0.07840 0.07874 0.0624 
10 May 17 0.09925 0.08728 0.08722 0.08860 0.0847 
10 May 22.5 0.08405 0.07926 0.07868 0.07797 0.0530 
16 May 16 0.07169 0.06906 0.06736 0.06714 0.0597 
16 May 21.5 0.10196 0.09900 0.09876 0.09933 0.0696 
20 May 16.5 0.10198 0.09293 0.09402 0.08806 0.0818 
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Figure 7.1. WRF domain setup.	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Figure 7.2. Error statistics of the vertical profiles of virtual temperature, mixing ratio and wind 
speed based on 46 radio soundings.for times with positive surface buoyancy fluxes. 	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Figure 7.3. Cloud cover fraction from the model and observations. The reader should note that 
due to the nighttime absence and random gaps in the observed cloud data, the timeline is not 
evenly spaced in time. The dates denote the first given observation for a given day. The orange 
bar at the bottom of the figure denotes fair-weather days when conditions were favorable for 
shallow convection and middle and high clouds were not obvious based on CASES-97 weather 
records. 
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Figure 7.4. Observed and modeled incoming shortwave radiation at Site 7 on 5 May. 	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Figure 7.5.	  Grand-average fluxes, based on profiles in Figure 7.6. Error bars based on individual-
day standard errors as discussed in text. Since errors at lowest levels are difficult to see, they are 
included on the x = zero axis in red for DC fluxes (or surface fluxes) and orange for no-DC 
fluxes. For comparison, rough error estimates for both fluxes based on Mann and Lenschow 
(1994) range from 16% of the flux values at the top level to 5-6% at the lowest level.	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Figure 7.6. Virtual potential temperature and mixing ratio flux profiles based on observations 
(black) and  the WRF model (colors).  Heights of shaded rectangles represents range of average 
leg altitudes included; widths represent standard error.  The numbers on the left of the profiles 
for each day indicate the number of flight legs used in determining the flux at that level. 	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Figure 7.7. Potential temperature and mixing ratio budgets on mornings of 29 April, and 4, 10, 
16 and 20 May from observations and the WRF model. The colored bars represent the versions 
of QNSE.  The wide black bar is from LeMone et al. (2002) Figures 12 and 13; the thin black 
bars are from the present study.  Gray bars include fluxes corrected to force surface-energy 
balance, as described in text. The yellow represents the contribution of radiative flux divergence, !"!", including the effect of heating by soot aerosols. In the equations, capital letters refer to PBL 
averages. 	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Figure 7.8. Map of vertical velocity at the height of ~520m in the WRF model.  	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CHAPTER EIGHT: 
CLOSING REMARKS 
 
Limited area model simulations such as those described in Chapters 6 and 7 are always 
affected by boundary and initial conditions. The superior performance of ERA-Interim in the 
validation against the ISW measurements (Chapter 4) and other studies (e.g. Bromwich et al. 
2011) support the choice of this reanalysis product for the initialization and boundary conditions 
of the QNSE and QNSE-EDMF WRF model simulations. Moreover, as shown by the general 
error statistics for surface temperature from different reanalyses (Chapter 4), errors can be 
significant and vary among different products. Errors of this magnitude in the initial and 
boundary conditions can insidiously work their way into the model fields complicating the 
validation process as discussed in Chapters 6 and 7. Very stable conditions require the most 
caution, as near-surface errors tend to be high as shown by the ISW comparison.  
Cloud cover has a profound effect on the success of modeling the diurnal cycle of the 
radiative fluxes as demonstrated by both the reanalysis-based study in Chapter 4 and the QNSE-
EDMF WRF study in Chapter 7. Success with cloud cover prediction can drastically improve 
incoming longwave and shortwave radiation and near-surface temperature. These results 
underline the importance of cloud parameterizations and also how far from successful the present 
formulations still are. The proposed mass-flux based modifications to the way clouds affect 
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radiatiative flux calculations (Chapter 7) offer moderate improvements in the case of incoming 
shortwave fluxes, though not always for the right reasons. 
Comparing the QNSE validations studies considered in this work reveals interesting 
details. The QNSE MOST functions yield superior near-surface results in both the 1D simulation 
study in Chapter 5 and in the 3D study in Chapter 6. However, to what extent the QNSE 
formulation improves the model results higher up is less straightforward: in the 1D simulations, 
the QNSE MOST functions yielded better potential temperature than the Holtslag and de Bruin 
ones used in the MYJ scheme up to 150m. However, in the 3D study of the CASES-97 and 
CASES-99 periods, QNSE did not feature the best virtual potential temperature results. How can 
this conundrum be addressed? There are several factors making it difficult to compare directly 
the two studies in question. First, 1D simulations are always more or less idealized, which sets 
them apart from 3D test cases. Second, the 1D case does not deal with humidity, which is 
included in the virtual potential temperature error statistics in the 3D case. Third, validating the 
WRF model results against LES cannot be considered equivalent with doing the same using 
observations: both observations and LES have their own characteristic errors. And finally fourth, 
as revealed in the 3D study, Prt0 can affect the model results in the vertical profile more than the 
functional form of the similarity function itself. Therefore, it is likely that a part of the 
improvements shown in Figure 5.2 is due to the choice of Prt0 in the QNSE scheme. All in all, 
the 1D study gives a real-data based but simplified example of the effect of the surface layer 
parameterization on the vertical profile of potential temperature and wind speed. In the light of 
the results obtained in the stable boundary layer study in Chapter 6, it is likely that the increased 
complexities in a 3D case smear the clear signals observed in the 1D case study. Such results 
demonstrate that improvements, which, in idealized experiments yielded expected results, may 
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not always work as well in real data based 3D simulations due to the complex interactions within 
the model.  
It was shown both in Chapters 6 and 7 that the atmospheric moisture is often more easily 
affected by modifications to the model code than virtual temperature (changes in Prt0, inclusion 
of the mass flux module). These results underline the need for future studies concentrating on 
moisture. In particular, it would be essential to study the ways moisture enters the stability 
function formulation in different boundary layer parameterizations. This way possible reasons 
for this sensitivity could be isolated. Future work is also needed to consider the role of 
entrainment/detrainment formulations in EDMF schemes: the findings in Chapter 7 revealed the 
high sensitivity of the model results to this part of the parameterizations and in the recent EDMF 
inter-comparison (Angevine et al. 2015), determining the effect of this part of the 
parameterization on the results was problematic due to the various differences between the 
schemes tested. Therefore, a more isolated approach is needed. In such a study, several 
commonly applied entrainment/detrainment parameterizations should be tested in one single 
scheme and validated against a comprehensive observational dataset. 
As a whole, the outcomes of the projects included in this work demonstrate the present 
skill of several state-of-the-art model products and also the main deficiencies related to the 
studied topics. While the EDMF schemes have proven to be useful tools in unifying the 
representation of convective and stable boundary layers in various 1D studies (e.g. Pergaud et al. 
2009; Witek et al. 2011; Sušelj et al. 2013) the 3D real data case study reveals that there are still 
challenges to overcome. The discussed stable boundary layer projects stand out as the first 
studies in which the isolated effect of the QNSE stability functions was looked into. The 
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obtained results will be beneficial for further developments in the implementation of the QNSE 
theory in NWP systems.  
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