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Abstract
Let F be the field of real or complex numbers, and let G be a subgroup of the general linear
group GLn(F). If A is an m × n matrix over F, let ‖ · ‖A,∞ be the seminorm on Fn, defined by
‖x‖A,∞ = ‖Ax‖∞ for all x ∈ Fn.
In this paper we characterize the linear isometries for the seminorm ‖ · ‖A,∞ and study the
conditions on A for which ‖ · ‖A,∞ is G-invariant; that is, ‖Sx‖A,∞ = ‖x‖A,∞ for all x ∈
Fn and all S ∈ G. As a special case we describe all matrices A for which ‖ · ‖A,∞ is absolute
or a symmetric gauge function.
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1. Introduction
Let Fn be the real or complex vector space of column vectors x = (x1, . . . , xn)t,
and let Fm,n be the space of all m × n matrices over F, where F = R or C. Given a
matrix A ∈ Fm,n one can define a seminorm ‖ · ‖A,∞ on Fn by
‖x‖A,∞ = ‖Ax‖∞ for all x ∈ Fn,
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where ‖x‖∞ = max{|xi | : 1  i  n}. It is clear that the seminorm ‖ · ‖A,∞ is a
norm if and only if the rank of A is n.
A matrix S ∈ Fn,n is an isometry for the seminorm ‖ · ‖A,∞ if
‖Sx‖A,∞ = ‖x‖A,∞ for all x ∈ Fn.
In Section 2 we characterize the linear isometries for the seminorm ‖ · ‖A,∞ and
show that the group GA,∞ of isometries for the norm ‖ · ‖A,∞ can be embedded in
the group GPn(F) of general permutation matrices. Recall that a matrix is called a
general permutation matrix if it is unitary and each of its columns (and rows) con-
tains exactly one nonzero term. If m = n and A is nonsingular, then S ∈ GA,∞ if and
only if ASA−1 is an isometry for the norm ‖ · ‖∞, and hence a general permutation
matrix (see for example [4, pp. 266–267]). Thus in this case S → ASA−1 defines an
isomorphism of groups GA,∞ and GPm(F).
Let G be a subgroup of the general linear group GLn(F). A seminorm ‖ · ‖ on Fn
is said to be G-invariant if
‖Sx‖ = ‖x‖ for all S ∈ G, x ∈ Fn.
The concept of G-invariant norm was introduced and studied in [7] (see also [5,6]).
It specializes to many particular cases of wide research interest. In Section 3 we
characterize the matrices A ∈ Fm,n for which the seminorm ‖ · ‖A,∞ is G-invariant.
We study more precisely two special cases of G-invariant seminorms of the form
‖ · ‖A,∞, the absolute seminorms and the symmetric gauge functions. A seminorm
‖ · ‖ on Fn is absolute (or sign invariant in the case F = R) if ‖x‖ = ‖|x|‖ for
all x ∈ Fn, or equivalently, if it is n(F)-invariant, where n(F) is the group of
all diagonal matrices D ∈ Fn,n with diagonal entries of absolute value 1. A sym-
metric gauge function on Fn is a seminorm ‖ · ‖ that satisfies ‖(x1, . . . , xn)t‖ =
‖(λ1xπ(1), . . . , λnxπ(n))t‖ for every permutation π of order n and for every λ1, . . . ,
λn ∈ F such that |λi | = 1 for all i, or equivalently, if it is GPn(F)-invariant. It is
proved in Proposition 3.3 that a nonzero symmetric gauge function is a norm. Ab-
solute norms and symmetric gauge functions are widely known and well studied in
the literature (see for example [3–6]). We characterize the matrices A for which the
seminorm ‖ · ‖A,∞ is absolute or a symmetric gauge function. The results answer an
open question [2] of characterizing matrices A ∈ Rm,n for which the norm ‖ · ‖A,∞
on Rn is sign invariant.
If x ∈ Fn (or x ∈ F1,n), we define the normalization N(x) of x to be the scalar
multiple λx, where λ ∈ F is of absolute value 1 and such that the first nonzero com-
ponent of λx is positive in the case x /= 0, and N(0) = 0. If x = N(x), we shall say
that x is normalized. If X is a set of vectors, then N(X) = {N(x) : x ∈ X}. A matrix
is said to be normalized if its rows are normalized.
For each A ∈ Fm,n denote byR(A) the set of rows of A, and notice that ‖x‖A,∞ =
max{|vx| : v ∈ R(A)} for each x ∈ Fn. We shall say that a submatrix B ∈ Fl,n of A
is minimal for ‖ · ‖A,∞ if ‖ · ‖B,∞ = ‖ · ‖A,∞ and if there is no proper submatrix
C ∈ Fk,n of B such that ‖ · ‖C,∞ = ‖ · ‖A,∞. It follows from the definition that
for each A there exists a submatrix B that is minimal for ‖ · ‖A,∞. Observe that
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the rows of B have mutually different normalizations and that they are nonzero if
A /= 0. Moreover, any substitution of a row of A by its normalization preserves the
seminorm ‖ · ‖A,∞, therefore in the study of the seminorm ‖ · ‖A,∞ we shall some-
times first assume that A is normalized and minimal for ‖ · ‖A,∞. The extensions to
general matrices follow easily from this special case. In their formulations we use
the following notion of the dual function. If ‖ · ‖ is a seminorm on Fn, then its dual
function ‖ · ‖d : Fn −→ R ∪ {∞} is defined by ‖y‖d = sup{|y∗x| : ‖x‖  1}, where
y∗ denotes the conjugate transpose of y. If ‖ · ‖ is a norm, then ‖ · ‖d is the so called
dual norm of ‖ · ‖.
2. Isometries
To obtain a characterization of the isometries for the seminorm ‖ · ‖A,∞ we need
the following auxiliary result.
Lemma 2.1. Let u, v ∈ F1,n, and let V be an open subset of Fn. If |ux| = |vx| for
all x ∈ V, then N(u) = N(v).
Proof. Suppose |ux| = |vx| for all x ∈ V , fix some x0 ∈ V and take an arbitrary
y ∈ Fn. Then there exists a δ > 0 such that for every positive  < δ we have x0 +
y ∈ V , and therefore
|ux0 + uy| = |vx0 + vy|.
It is clear that |ux0| = |vx0|, and an easy calculation shows that
|uy|2 + 2Re{(ux)(uy)} = |vy|2 + 2Re{(vx)(vy)}
for all positive  < δ. This implies |uy| = |vy| for all y ∈ Fn. Now, it is routine to
show that v = λu for some λ ∈ F such that |λ| = 1. 
To clarify the notation, let us notice that for each A ∈ Fm,n, S ∈ Fn,n we have
R(A)S = {wS : w ∈ R(A)} = R(AS),
and that therefore N(R(A)S) = N(R(AS)).
Theorem 2.2. Let A ∈ Fm,n be minimal for the seminorm ‖ · ‖A,∞. Then for each
S ∈ Fn,n, the following conditions are equivalent:
(a) S is an isometry for ‖ · ‖A,∞;
(b) N(R(A)S) = N(R(A));
(c) There exists a general permutation matrix P ∈ GPm(F) such that AS = PA.
If S is nonsingular, the above conditions are equivalent to
(d) N(R(A)S) ⊆ N(R(A)).
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Proof. (a) ⇒ (b). Let R(A) = {w1, . . . , wm}, where wj is the j th row of A. The
continuity of the functionals x → wjx, j = 1, . . . , m, ensures that the sets
Fj =
{
x ∈ Fn : ‖x‖A,∞ = |wjx|
}
are closed. Since the union of all sets Fj equals Fn, this implies that the union of
their interiors
⋃m
j=1 Int(Fj ) is dense in Fn.
We claim that each Fj has a nonempty interior. Suppose that Int(Fj ) = ∅. Then
Fn\Fj is dense in Fn. Since
‖x‖A,∞ = max
{|wix| : 1  i  m, i /= j
}
for all x ∈ Fn\Fj , a continuity argument shows that the same equality holds for all
x ∈ Fn. This contradicts the minimality of A for ‖ · ‖A,∞, hence the claim follows.
Let S be an isometry for the seminorm ‖ · ‖A,∞. Take any j ∈ {1, . . . , m} and
note that for each x ∈ S−1(Fj ) we have
|wjSx| = ‖Sx‖A,∞ = ‖x‖A,∞.
Since S−1(Fj ) has a nonempty interior and since
⋃m
i=1 Int(Fi) is dense in Fn, there
exists a k ∈ {1, . . . , m} such that the interior V of the set S−1(Fj ) ∩ Fk is nonempty.
This implies that
|wjSx| = |wkx| for all x ∈ V,
hence Lemma 2.1 gives N(wjS) = N(wk). It follows that N(R(A)S) ⊆ N(R(A)).
To show the reverse inclusion we assume without loss of generality that A is
normalized. Suppose that N(R(A)S) is a proper subset of R(A), and denote by B
the submatrix of A consisting of the rows N(uS), u ∈ R(A). Then
‖Sx‖A,∞ = max
u∈R(A)
|uSx| = max
v∈R(B)
|vx| = ‖x‖B,∞
for all x ∈ Fn, and therefore by (a) ‖ · ‖B,∞ = ‖ · ‖A,∞. This contradicts the mini-
mality of A, hence (b) follows.
(b) ⇒ (c). The minimality of A combined with (b) ensures that for every j ∈
{1, . . . , m}, there exists a unique k = π(j) ∈ {1, . . . , m} and a unique λj ∈ F such
that |λj | = 1 and wjS = λjwk . It follows that the matrix P with the rows λj etπ(j),
j = 1, . . . , m, (where {e1, . . . , em} is the standard basis of Fm), is a general permu-
tation matrix satisfying (c).
(c) ⇒ (a). It is clear that (c) implies
‖Sx‖A,∞ = ‖ASx‖∞ = ‖PAx‖∞ = ‖Ax‖∞ = ‖x‖A,∞
for all x ∈ Fn, hence (a) follows.
(b) ⇒ (d). Obvious.
(d) ⇒ (b). Suppose that S is nonsingular. Then the mapping N(u) −→ N(uS),
u ∈ R(A), is a well defined injective function from N(R(A)) into N(R(A)S). Since
the set R(A) is finite, (d) implies (b). 
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Remark. An inspection of the proof of the implication (d) ⇒ (b) (when S is non-
singular) shows that it holds without the assumption that A is minimal for ‖ · ‖A,∞.
Also the implication (b) ⇒ (a) holds for every A ∈ Fm,n. Indeed, (b) implies that
‖Sx‖A,∞ = max
u∈R(A)
|N(uS)x| = max
v∈R(A)
|N(v)x| = ‖x‖A,∞
for all x ∈ Fn, hence (a) follows.
Let A ∈ Fm,n and let B ∈ Fl,n be a submatrix of A. Then ‖ · ‖A,∞ = ‖ · ‖B,∞ if
and only if for each v ∈ R(A)\R(B),
|vx|  ‖x‖B,∞ for all x ∈ Fn.
Since the latter is equivalent to ‖v∗‖dB,∞  1, a combination of Theorem 2.2 with
the above remark gives the following characterization of isometries:
Corollary 2.3. Let A ∈ Fm,n. A matrix S ∈ Fn,n is an isometry for the seminorm
‖ · ‖A,∞ if and only if there exists a submatrix B ∈ Fl,n of A such that N(R(B)S) =
N(R(B)) and ‖v∗‖dB,∞  1 for all v ∈ R(A)\R(B).
Denote by SA,∞ the (multiplicative) semigroup of all isometries for the semi-
norm ‖ · ‖A,∞. The group GA,∞ =SA,∞ ∩ GLn(F) of all invertible isometries will
be called the isometry group for the seminorm ‖ · ‖A,∞. Notice that if ‖ · ‖A,∞ is a
norm, then GA,∞ coincides withSA,∞.
Theorem 2.4. Let A ∈ Fm,n be nonzero and minimal for the seminorm ‖ · ‖A,∞.
Then there exists a unique semigroup homomorphism  :SA,∞ −→ GPm(F) such
that AS = (S)A for all S ∈SA,∞. The restriction  : GA,∞ −→ GPm(F) of is
a group homomorphism. If ‖ · ‖A,∞ is a norm, thenSA,∞ = GA,∞ and  =  is
an injective group homomorphism.
Proof. The proof of the implication (b) ⇒ (c) of Theorem 2.2 shows that the ma-
trix P ∈ GPm(F) satisfying AS = PA is uniquely determined by S ∈SA,∞. Put
(S) = P , and note that for each S1, S2 ∈SA,∞ we have
(S1S2)A = AS1S2 = (S1)AS2 = (S1)(S2)A.
The minimality of A ensures that (S1S2) = (S1)(S2), hence  is a homomor-
phism.
If ‖ · ‖A,∞ is a norm, then the rank of A is n and SA,∞ = GA,∞. It follows
easily that  =  is injective. 
It is interesting that a converse of the last statement of the above theorem holds as
well. Moreover, we have the following result.
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Proposition 2.5. Let A ∈ Fm,n be nonzero and minimal for the seminorm ‖ · ‖A,∞,
and let ,  be as in Theorem 2.4. Then ‖ · ‖A,∞ is a norm if and only if one of the
following mutually equivalent statements holds:
(a)  is injective;
(b)  is injective;
(c) SA,∞ = GA,∞.
Proof. Theorem 2.4 shows that the fact that ‖ · ‖A,∞ is a norm implies (a), (b) and (c).
To show the converse suppose that the seminorm ‖ · ‖A,∞ is not a norm, and
notice that therefore A has a nontrivial kernel ker A. Let P ∈ Fn,n be a projection
on ker A, and let In ∈ Fn,n be the identity matrix. Then the matrices Sα = In + αP ,
α ∈ F, are different, they belong to SA,∞, and (Sα) = Im for each α. It can be
seen easily that Sα ∈ GA,∞ for each α /= −1. Since also In − P ∈SA,∞\GA,∞,
none of the conditions (a), (b) and (c) is satisfied. 
LetA∈ Fm,n and letB∈ Fl,n be minimal for the seminorm ‖ · ‖A,∞. ThenSA,∞ =
SB,∞ and GA,∞ = GB,∞, hence by the above proposition ‖ · ‖A,∞ is a norm if
and only ifSA,∞ = GA,∞. The same argument gives the following consequence of
Theorem 2.4.
Proposition 2.6. For each A ∈ Fm,n with rank n the isometry group GA,∞ can be
embedded in the group GPm(F). In the special case F = R the group GA,∞ is finite.
If A ∈ Fn,n, and ‖ · ‖A,∞ is a norm, then A is invertible and minimal for ‖ · ‖A,∞.
Moreover,  : S −→ ASA−1 maps GA,∞ isomorphically onto GPn(F), hence we
get a well known result GA,∞ = A−1 GPn(F) A.
Let F = R, and suppose A ∈ Rm,n. Then a submatrix B of A that is minimal
for ‖ · ‖A,∞ can be obtained algorithmically using methods of linear programming
as described in [8]. More precisely, it can be shown easily that B is minimal for
‖ · ‖A,∞ if and only if the system of inequalities ±Bx  b = (1, . . . , 1)t is a min-
imal representation of the solution set (feasible region) K of the system ±Ax 
a = (1, . . . , 1)t [8, Definition 3.4.1]. Note that K is the unit ball of ‖ · ‖A,∞. An
algorithm to obtain a minimal representation is given in [8, 4.3]. Moreover, since K
has a nonempty interior, the system ±Ax  a does not contain implicit equalities,
hence by [8, Theorem 3.4.3] B is minimal for ‖ · ‖A,∞ if and only if the system
±Bx  b contains no redundant inequalities. An algorithm identifying redundant
inequalities is given in [8, 4.2].
3. G-invariance
Let us apply the results of the previous section to study the G-invariance of the
seminorms of the form ‖ · ‖A,∞.
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Theorem 3.1. Let A ∈ Fm,n be minimal for the seminorm ‖ · ‖A,∞ and let G be a
subgroup of GLn(F). Then the following statements are equivalent:
(a) ‖ · ‖A,∞ is G-invariant;
(b) N(R(A)G) ⊆ N(R(A)) or equivalently N(R(A)G) = N(R(A));
(c) N(R(A)) is a union of (pairwise disjoint) sets of the form N(vG) with v ∈ F1,n
normalized.
Proof. The obvious fact that the seminorm ‖ · ‖A,∞ is G-invariant if and only if
G ⊆ GA,∞ shows that the equivalence of (a) and (b) is an immediate consequence
of Theorem 2.2.
If u, v ∈ F1,n are normalized, let
u ∼ v if N(uS) = v for some S ∈ G.
It is easy to see that ∼ is an equivalence relation, and that for each normalized vector
v ∈ F1,n the set N(vG) is its equivalence class. It follows that (b) implies (c).
To complete the proof suppose (c), and take any u ∈ R(A). Then u ∈ N(vG)⊆
N(R(A)) for some normalized v ∈ F1,n. Thus N(u)∼ v, and consequently N(uG)=
N(vG)⊆N(R(A)), so (b) follows. 
Remark. An inspection of the proof of the above theorem shows that the statements
(b) and (c) are equivalent without assuming that A is minimal for ‖ · ‖A,∞. Moreover,
it follows from the remark after Theorem 2.2 that (b) implies (a) for every A ∈ Fm,n.
We are ready to present a characterization of a general G-invariant seminorm
of the form ‖ · ‖A,∞. It follows from Theorem 3.1 using the above remark and the
commentary that precedes Corollary 2.3.
Corollary 3.2. Let G be a subgroup of GLn(F), and let A ∈ Fm,n. A seminorm
‖ · ‖A,∞ is G-invariant if and only if there exists a submatrix B ∈ Fl,m of A such
that N(R(B)G) = N(R(B)) and ‖v∗‖dB,∞  1 for all v ∈ R(A)\R(B).
In the sequel we need the following general result on G-invariant seminorms,
which might be of independent interest.
Proposition 3.3. Let G be a subgroup of GLn(F) and let ‖ · ‖ be a nonzero
G-invariant seminorm. If G is irreducible, then ‖ · ‖ is a norm. In particular every
nonzero symmetric gauge function is a norm.
Proof. If ‖ · ‖ is not a norm, there exists a nonzero x ∈ Fn such that ‖x‖ = 0. Sup-
pose that G is irreducible and take any y ∈ Fn such that ‖y‖ /= 0. Then the linear
span of the orbit Gx equals Fn, and hence y =∑ki=1 αiPix for some αi ∈ F and
Pi ∈ G. The triangle inequality and the G-invariance of ‖ · ‖ give
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‖y‖ 
k∑
i=1
|αi | ‖Pix‖ =
k∑
i=1
|αi | ‖x‖ = 0,
a contradiction with ‖y‖ /= 0.
For the proof that GPn(F) is irreducible see for example [1], proof of Theorem
2.1. 
As a special case of G-invariant seminorms we study in more details the absolute
seminorms and the symmetric gauge functions of the form ‖ · ‖A,∞. The real and the
complex case will be treated separately.
Theorem 3.4. Let a nonzero A ∈ Rm,n be normalized and minimal for the seminorm
‖ · ‖A,∞.
(a) ‖ · ‖A,∞ is absolute if and only if R(A) is a finite union of pairwise disjoint
sets of the form N(vn(R)), where v = (v1, . . . , vn) ∈ R1,n\{0} and vj  0 for
all indices j. Each N(vn(R)) consists of all normalized vectors x ∈ Rn for
which |x| = v, and has 2σ(v)−1 elements, where σ(v) is the number of nonzero
components of v.
(b) ‖ · ‖A,∞ is a symmetric gauge function if and only if R(A) is a finite union
of pairwise disjoint sets of the form N(vGPn(R)), where v = (v1, . . . , vn) ∈
R1,n\{0} has nonnegative components. Each N(vGPn(R)) consists of all nor-
malized vectors x ∈ Rn for which |xP | = v for some permutation matrix P, and
has
n!∏
r∈R nr !
2n−n0−1
elements, where R = {vj : 1  j  n} and nr is the number of indices j for
which vj = r.
Proof. Since N(vG)=N(|v|G) for every v ∈ R1,n and for G=n(R), G= GPn(R),
the first part of (a) and the first part of (b) follow from Theorem 3.1.
For the remaining part of (a) it suffices to notice that N(vn(R)) consists of all
vectors (±v1, . . . ,±vn) for which the first nonzero component is positive.
To prove the second part of (b) observe that N(vGPn(R)) consists of all normal-
ized vectors of the form (±vπ(1), . . . ,±vπ(n)), where π is a permutation of order
n, and recall that the components vj of v are nonnegative. A simple combinatorial
argument gives the number of elements of the set N(vGPn(R)). 
The general case of A can be treated as a specialization of Corollary 3.2 to G =
n(R) or G = GPn(R). In the rest of the section we deal with the case F = C.
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Theorem 3.5. Let a nonzero A ∈ Cm,n be minimal for the seminorm ‖ · ‖A,∞.
(a) ‖ · ‖A,∞ is absolute if and only if A has rank m and exactly one nonzero entry
in each row.
(b) ‖ · ‖A,∞ is a symmetric gauge function if and only if m = n and A is a positive
multiple of a generalized permutation matrix.
Proof. (a) Let ‖ · ‖A,∞ be an absolute seminorm. Take any v ∈ R(A) and suppose
that its components vj , vk , j < k, are nonzero. For each φ ∈ R, let Dφ ∈ Cn,n be ob-
tained from the identity In by replacing its kth diagonal entry with eiφ . Since the kth
components of all vectors N(vDφ), 0  φ < 2π , are different, the set N(vn(C))
is infinite. It follows from Theorem 3.1 that the seminorm ‖ · ‖A,∞ is not absolute.
Thus, each row of A contains at most one nonzero entry. The minimality of A for
‖ · ‖A,∞ ensures that nonzero entries of A lies in different columns, hence the rank
of A is m.
The reverse implication of the equivalence in (a) is clear.
(b) Suppose that ‖ · ‖A,∞ is a symmetric gauge function. Then Proposition 3.3
ensures that ‖ · ‖A,∞ is a norm, hence by (a) m = n and A is of the form A = PD,
where P ∈ GPn(C) and D = diag(d1, . . . , dn), where dj > 0 for all j . Since the
group GA,∞ equals A−1GPn(C)A = D−1GPn(C)D and contains GPn(C), an easy
calculation shows that d1 = · · · = dn, and consequently A = dP , d > 0.
The reverse implication of the equivalence in (b) is clear. 
Corollary 3.6. Let A be a nonzero complex m × n matrix.
(a) A seminorm ‖ · ‖A,∞ is absolute if and only if there exists a submatrix B ∈
Fk,n of A such that B has rank k, exactly one nonzero entry in each row, and the
sum b = (b1, . . . , bn) of all rows of B satisfies the following conditions:
If J is the set of indices j ∈ {1, . . . , n} for which bj /= 0, and v ∈ R(A)\R(B),
then
vi = 0 for all i ∈ {1, . . . , n}\J (1)
and
∑
j∈J
∣∣∣∣
vj
bj
∣∣∣∣  1. (2)
(b) A seminorm ‖ · ‖A,∞ is a symmetric gauge function if and only if there exists
a submatrix B ∈ Fn,n of A such that B = dP for some P ∈ GPn(C), d > 0, and∑n
j=1 |vj |  d for all v ∈ R(A)\R(B).
Proof. (a) According to Corollary 3.2 it suffices to show that v ∈ F1,n satisfies
‖v∗‖dB,∞  1 if and only if v fulfils the conditions (1) and (2).
First, recall that ‖v∗‖dB,∞  1 is equivalent to
|vx|  1 for all x ∈ Cn such that ‖Bx‖∞  1. (3)
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It follows easily from (3) that vx = 0 for all x ∈ kerB. Since kerB is generated by
the standard basis vectors ei ∈ Cn with indices i /∈ J , (3) implies (1).
Let P be the matrix obtained from B by replacing its nonzero terms with 1, and
let D be the nonsingular diagonal k × k matrix such that B = DP .
Suppose that v satisfies (1). Then vx = vP ∗Px for all x ∈ Cn, hence ‖v∗‖dB,∞ 
1 if and only if |vP ∗Px|  1 for every x ∈ Cn such that ‖DPx‖∞  1. Since D is
invertible and P is a surjection on Ck , the latter holds if and only if
|vP ∗D−1y|  1 for every y ∈ Ck such that ‖y‖∞  1.
This is equivalent to ‖(vP ∗D−1)∗‖1  1, thus the proof of (a) will be complete by
showing that ‖(vP ∗D−1)∗‖1 =∑j∈J |vjb−1j |. The proof of this equality is easy and
is left to the reader.
(b) This is a special case of (a) with J = {1, . . . , n} and |bj | = d for every j . 
Corollary 3.7. Let G be a subgroup of GLn(C) containing n(C). If ‖ · ‖A,∞ is
a G-invariant norm for some nonzero A ∈ Cm,n, then each S ∈ G has exactly one
nonzero term in each row. If in addition G is a subgroup of the unitary group Un(C),
then G is contained in GPn(C).
Proof. Since G contains n(C), a G invariant norm ‖ · ‖A,∞ is absolute, hence A
is of the form A = PD, where P ∈ GPn(C) and D = diag(d1, . . . , dn) with dj > 0
for all j . The proof of part (b) of Theorem 3.5 shows that GA,∞ = D−1GPn(C)D.
Therefore G ⊆ D−1GPn(C)D, so the first part of the corollary follows.
To prove the remaining part it suffices to prove that
D−1GPn(C)D ∩ Un(C) ⊆ GPn(C).
To this end take any Q ∈ GPn(C), and notice that each row and each column of
R = D−1QD contains exactly one nonzero term. If R is unitary, then all its nonzero
terms have absolute value 1, and hence R ∈ GPn(C). 
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