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Solutions of the exam given on May 24, 2016 (total exam)
Linear algebra course
1) a) we have
detA = (k2 + 1)
∣∣∣∣ 2 k + 1k + 1 2
∣∣∣∣ = (k2 + 1)(−k2 − 2k + 3)
hence A is regular if and only if k 6= 1 and k 6= −3.
Set k = −1, then
A =
 2 0 00 2 0
0 0 2

The solution to Ax = (2, 2, 2)T is x = (1, 1, 1)T .
b) By Sylvester criteria the system that must be satisfied in order to
be positive definite is the following:
2 > 0
2(k2 + 1) > 0
detA = (k2 + 1)(−k2 − 2k + 3) > 0
and this condition is equivalent to −3 < k < 1.
For k = −1 A is diagonal so the canonical metric form is xAxT =
2x2 + 2y2 + 2z2.
c) The number 0 is an eigenvalue of a matrix if and only if the deter-
minant of this matrix is equal to 0. Hence, because k2+1 is always
different from 0, the possible answers are the roots of −k2−2k+3,
precisely k = −3, 1.
If we set k = −3 the matrix becomes 2 0 −20 10 0
−2 0 2
 ,
hence we get that pA = (10 − λ)(2 − λ)2 − 4(10 − λ) = λ(10 −
λ)(λ− 4). Moreover we have that
(0, 1, 0) ∈ ker
 −8 0 −20 0 0
−2 0 −8
 = S10
1
(1, 0,−1) ∈ ker
 −2 0 −20 6 0
−2 0 −2
 = S4
and
(1, 0, 1) ∈ ker
 2 0 −20 10 0
−2 0 2
 = S0
We can now write a multiplicative spectral decomposition of A: 2 0 −20 10 0
−2 0 2
 =
 0 1 11 0 0
0 −1 1
−1 10 0 00 4 0
0 0 0
 0 1 11 0 0
0 −1 1

d) Let’s set again k = −1, then A is diagonal and so
A6 =
 26 0 00 26 0
0 0 26
 =
 64 0 00 64 0
0 0 64
 .
e) We have
A
 10
1
 =
 k + 30
k + 3
 = (k + 3)
 10
1

Hence its eigenvalue is k + 3.
2) a) We have rank(A) = 1 since the second row is a multiple of the
first one, then dim C(A) = dimR(A) = 1, dimN (A) = 3− 1 = 2
and dimN (AT ) = 2− 1 = 1.
The basis for every space are the following
C(A) {(1,−1)}
R(A) {(1, 2, 3)}
N (A) {(−2, 1, 0), (−3, 0, 1)}
N (AT ) {(1, 1)}
where
N (A) = ker
(
1 2 3
−1 −2 −3
)
⇔ x = −2y − 3z,
2
and
N (AT ) = ker
 1 −12 −2
3 −3
⇔ x = y.
b) we have ∣∣∣∣ 1 x−1 y
∣∣∣∣ = 0 =⇒ y + x = 0.
c) rank(A|b) = 2 because adding this last column the two rows beco-
me independent, hence it is different from rank(A). This implies
that the system is impossible.
ATA =
 2 4 64 8 12
6 12 18
 ATb =
 00
0

this leads to the system
2x+ 4y + 6z = 0
4x+ 8y + 12z = 0
6x+ 12y + 18z = 0
Since the system is homogeneous the least square solution is (0, 0, 0).
d) Since 〈(1, 1), (1,−1)〉 = 0, we have that pC(A)((1, 1)) = (0, 0), whi-
le, since (1, 1) belongs to N (AT ), we have that pN (AT )((1, 1)) =
(1, 1).
e) The singular values of A are the square roots of the eigenvalues of
ATA. Hence
det(ATA− λI3) = det
 2− λ 4 64 8− λ 12
6 12 18− λ
 = −λ2(λ− 28)
. Hence σ2 = 0 and σ1 =
√
28
3
Solutions of the exam given on 24 May, 2016 (second part) whe-
re different.
1) a) TA is injective if and only if A is regular
2) a) kerTA = N (A) and ImTA = C(A)
b) Since F (1, 0) = F (0, 1) = (1, 1) the matrix associated to F is
B =
(
1 1
1 1
)
,
and we have BA = 0.
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Solutions of the exam given on June 27, 2016
Linear algebra course
1) a) TA is invertible if and only if A is regular, and this happens if and
only if detA 6= 0. Using Laplace over the third row of A we get
detA = (10− a)
( −1− a −1
−1 −1
)
= a(10− a).
Hence TA is invertible if and only if a 6= 0 and a 6= 10.
Let’s set a = −1, then 0 −1 0−1 −1 0
0 0 11
 xy
z
 =
 10
0

gives the following conditions:
−y = 1
−x− y = 0
11z = 0
⇒

y = −1
x = 1
z = 0
so T−1A (1, 0, 0) = (1,−1, 0).
b) Setting a = 10 we get  −11 −1 0−1 −1 0
0 0 0

This matrix has rank 2 since detA = 0 and R2 6= λR1 hence
dim(C(A)) = 2 and dim(kerA) = 3− 2 = 1.
c) Since the matrix is symmetric it is always diagonalizable for every
choice of a. For a = 0 the characteristic polynomial is given by∣∣∣∣∣∣
−1− λ −1 0
−1 −1− λ 0
0 0 10− λ
∣∣∣∣∣∣ = (10− λ)(λ2 + 2λ).
This vanishes if and only if λ = −2, 0, 10.
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d) Due to the Sylvester criteria A is negative definite if and only if
the following system is satisfied
−1− a < 0
1 + a− 1 > 0
detA < 0
⇐⇒

a > −1
a > 0
a > 10
Hence A is negative definite if and only if a > 10.
For a = 0 A is indefinite:
indeed, setting qA(x) = x
TAx, qA(1, 0, 0) = −1 and qA(0, 0, 1) =
10.
2) a)

1 2 3
2 4 7
3 6 10
3 6 10

R2 ← R2 − 2R1
R3 ← R3 − 3R1
R4 ← R4 − 3R1−→

1 2 3
0 0 1
0 0 1
0 0 1
 −→

1 2 3
0 0 1
0 0 0
0 0 0
 = C
b) Since C2 = 2C1 while C3 and C1 are linearly independent a basis
for C(A) is {(1, 2, 3, 3), (3, 7, 10, 10)}. This basis is not orthonor-
mal so we can apply Gram-Schmidt process:
b1 = (1, 2, 3, 3) ||b1|| =
√
23
b2 = (3, 7, 10, 10)−〈b1, (3, 7, 10, 10)〉〈b1,b1〉 b1 = (3, 7, 10, 10)−
77
23
(1, 2, 3, 3) =
=
1
23
(−8, 7,−1,−1) ||b2|| =
√
115
23
Hence an orthonormal basis is{
(
1√
23
,
2√
23
,
3√
23
,
3√
23
), (− 8√
115
,
7√
115
,− 1√
115
,− 1√
115
)
}
.
c) Bx = 0 if and only if Cx = 0, and this happens if
x = −2α
y = α
z = 0
, α ∈ R
A basis is given by {(−2, 1, 0)}.
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d) We have that (3, 6, 9, 9) = 3C1, so a particular solution is (3, 0, 0).
Furthermore by the structure theorem the general solution is (3, 0, 0)+
(−2α, α, 0) = (3 − 2α, α, 0) for α ∈ R. Since R(B) = R(C), a
basis for R(B) is {(1, 2, 3), (0, 0, 1)}. By Gram-Schmidt we get an
orthogonal basis:
b1 = (0, 0, 1)
b2 = (1, 2, 3)− 〈(1, 2, 3),b1〉〈b1,b1〉 b1 = (1, 2, 0)
Hence an orthogonal basis of R(B) is {(0, 0, 1), (1, 2, 0)}.
The least square solution is
pR(B)(3, 0, 0) =
〈(3, 0, 0),b1〉
〈b1,b1〉 b1+
〈(3, 0, 0),b2〉
〈b2,b2〉 b2 = 0+
3
5
(1, 2, 0) = (
3
5
,
6
5
, 0).
3) a) Since rank(A) = rank(AT ), it is impossible.
b) Let
A =
 1 10 1
0 1

then Ax = 0 has only the trivial solution since the rank is equal
to the numbers of unknowns. While ATx = 0 has infinite many
solutions since rank(AT ) = 2 which is less than the number of
unknowns.
c ) If A is orthogonal then AT = A−1. So by Binet Theorem we have
1 = det(In) = det(AA
−1) = det(A) det(A−1) = det(A) det(AT ) =
det(A)2. This implies that an orthogonal matrix can have deter-
minant equal only to −1 or 1. So the example doesn’t exist.
d) Let
A =
(
1 0
0 2
)
.
A projection matrix P has the property that P 2 = P . The matrix
A is symmetric but A2 6= A, hence it fits the request.
e) Let
A =
(
1 −1
1 −1
)
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then R(A) = span(1,−1) while C(A) = span(1, 1). Moreover
〈(1,−1), (1, 1)〉 = 0.
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Solutions of the exam given on July 12, 2016
Linear algebra course
1) a) If A is row equivalent to U then N (A) = N (U), so
Ux = 0⇐⇒
{
3x− y + t = 0
y + 4t = 0
⇐⇒
{
x = 5
3
t
y = −4t
Hence a basis is given by {(0, 0, 1, 0), (5,−12, 0, 3)}.
b) We have rank(A) = rank(U) = 2 since R1 6= λR2. This implies
that dim C(A) = 2, hence C(A) can’t coincide with R3.
c) We have{
3x− y + t = 3
y + 4t = −1 ⇔
{
x = 2−5t
3
y = −4t− 1 ⇒
⇒

x = 2
3
+ 5α
y = −1− 12α
z = β
t = 3α
α, β ∈ R.
d) No, indeed the matrices
A1 = U =
 3 −1 0 10 1 0 4
0 0 0 0
 , A2 =
 3 −1 0 10 1 0 4
0 1 0 4

are both row equivalent to U . But A1y = (3,−1, 0)T has solu-
tions (point (c)), while A2y = (3,−1, 0)T has no solutions because
rank(A2) = 2 (R2 = R3) and rank(A2|b) = 3 (det(C1C2b) 6= 0).
e) The vectors v1 = (3, 0, 0)
T and v2 = (−1, 1, 0)T are linearly in-
dependent hence they are a basis of C(U). We can proceed using
Gram-Schmidt or we can notice that (0, 1, 0) = v2 − 13v1. So an
orthonormal basis of C(U) can be {e1, e2} (we have divided v1 by
its norm).
Hence pC(U)((1, 1, 1)) = 〈(1, 0, 0), (1, 1, 1)〉(1, 0, 0)+〈(0, 1, 0), (1, 1, 1)〉(0, 1, 1) =
(1, 1, 0).
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2) a) For example
B =
 2 3 4 01 1 2 0
1 1 2 0
 or B =
 2 3 4 51 1 2 2
1 1 2 2

(since C4 = C1 + C2). So it is not unique.
b) If a matrix A is row equivalent to C this means that N (A) =
N (C) and that dimN (A) = 2. But this implies that rank(A) =
3− dimN (A) is not maximal, hence it is not invertible.
c) We know that the space of solutions can be given by a particular
solution plus any element of N (C), more precisely
S = {xp+v : v ∈ N (C)} =

x = 2a+ 3b+ 4c+ 0
y = a+ b+ 2c+ 0
z = a+ b+ 2c+ 1
a, b, c ∈ R.
So
x1 ∈ S ⇐⇒

2a+ 3b+ 4c = 0
a+ b+ 2c = 0
a+ b+ 2c = −1
IMP.
x2 ∈ S ⇐⇒

2a+ 3b+ 4c = 2
a+ b+ 2c = 1
a+ b+ 2c = 0
IMP.
x3 ∈ S ⇐⇒ rank
 2 3 41 1 2
1 1 2
 = rank
 2 3 4 21 1 2 1
1 1 2 1

and the last condition is satisfied because both the ranks are equal
to 2 (since in both matrices R1 6= λR2 and R2 = R3).
d) We have
R(C) = N (C)⊥ = 〈(3, 1, 1), (2, 1, 1)〉⊥
since (4, 2, 2) = 2(2, 1, 1).
Hence R(C) can be expressed in cartesian form by{
3x+ y + z = 0
2x+ y + z = 0
⇐⇒
{
x = 0
y = −z .
Furthermore a basis is given by {(0,−1, 1)}.
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3) a) We have
F
 11
1
 =
 33
3
 = 3
 11
1
 .
Moreover F has rank equal to one. This implies that dimN (F ) =
2, but N (F ) = U0, the eigenspace relative to 0. So 0 is an eigen-
value of multiplicity at least 2, hence exactly 2. In conclusion we
get that specF = {0, 3}.
b) Let’s find the projection matrix over U3 = 〈(1, 1, 1)〉 = 〈(
√
3
3
,
√
3
3
,
√
3
3
)〉.
pU3 =

√
3
3√
3
3√
3
3
( √33 √33 √33 ) =
 13 13 131
3
1
3
1
3
1
3
1
3
1
3
 .
c) From point (a) the signature is (1, 0, 2) and the only non zero
eigenvalue is 3, this implies that the canonical metric form is 3x2.
4) It is easy to see that (1, 0, 0) is solution of the system (the only solution
because the rank of the matrix is maximal), hence it is also the least
square solution. So, the error vector is the zero vector.
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Solutions of the exam given on August 30, 2016
Linear algebra course
1) a) The matrix form is
Ax = b
 1 1 −11 λ λ− 2
1 1 λ− 2
 xy
z
 =
 11
1

b) We have
 1 1 −1 11 λ λ− 2 1
1 1 λ− 2 1
 R2 ← R2 −R1R3 ← R3 −R1−→
 1 1 −1 10 λ− 1 λ− 1 0
0 0 λ− 1 0

If λ 6= −1 the rank of A is maximal hence it is equal to the rank
of the matrix (A|b), this implies that the system is solvable.
If λ = 1 then rank(A) = rank(A|b) = 1, also in this case the
system is solvable.
c) if λ = 1 the homogeneous system is equivalent to x + y − z = 0.
In a parametric form we get
x = β − α
y = α
z = β
so a basis is given by {(−1, 1, 0), (1, 0, 1)}.
d) A particular solution of the system is (1, 0, 0). We need to project
this solution over R(A) = span((1, 1,−1)).
x∗ = pR(A)(1, 0, 0) =
〈(1, 0, 0), (1, 1,−1)〉
〈(1, 1,−1), (1, 1,−1)〉(1, 1,−1) = (
1
3
,
1
3
,−1
3
).
e) If λ = 0 then rank(A) = 3. This means that both R(A) and C(A)
have dimension equal to 3. Hence we get R(A) = C(A) = R3,
which is also equal to their intersection. A basis of this space is
given by {e1, e2, e3}
2) a) Since H is lower triangular its eigenvalues are the elements on the
main diagonal. So specH = {1, 5}.
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b) Both the eigenvalues have algebraic multiplicity equal to two. But
the geometric multiplicity of the eigenvalue 1 is one: indeed it is
equal to
4− rank(H − I4) = 4− rank

0 0 0 0
1 4 0 0
1 1 0 0
1 1 1 0

and since ∣∣∣∣∣∣
1 4 0
1 1 0
1 1 1
∣∣∣∣∣∣ = −3
the geometric multiplicity is equal to one. So H is not diagonali-
zable.
c) Since detH 6= 0, H is invertible and this implies that TH is a bi-
jection. But TH is not an isometry because H is not an orthogonal
matrix (its determinant is not equal to 1 or −1).
3) (
1 0 1
0 1 0
) 1 00 1
1 0
 = ( 2 0
0 1
)
= GTG.
The eigenvalues of GTG are 1 and 2, so the singular values are 1,
√
2.
Moreover an orthonormal basis of R2 of eigenvectors is given by {(1, 0), (0, 1)}
which we call v1,v2 respectively.
Gv1 =
 1 00 1
1 0
( 1
0
)
=
 10
1

Gv2 =
 1 00 1
1 0
( 0
1
)
=
 01
0

Hence
u1 =
1√
2
 10
1
 u2 =
 01
0

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We’re now left to find u3 that must satisfy
〈u3,u1〉 = 0
〈u3,u2〉 = 0
||u3|| = 1
Substituting we get{ 〈(x, y, z), (1, 0, 1)〉 = 0
〈(x, y, z), (0, 1, 0)〉 = 0 =⇒
{
x = −z
y = 0
So u3 =
1√
2
(1, 0,−1).
The singular value decomposition of G is
G =
 1√2 0 1√20 1 0
1√
2
0 − 1√
2

︸ ︷︷ ︸
U
 √2 00 1
0 0

︸ ︷︷ ︸
Σ
(
1 0
0 1
)t
︸ ︷︷ ︸
V
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Solutions of the exam given on December 19, 2016
Linear algebra course
1) a) We have
det(A− λI) =
∣∣∣∣∣∣
−λ 0 0
0 1− λ 1
0 1 1− λ
∣∣∣∣∣∣ = −λ(λ2 − 2λ).
Hence the eigenvalues of A are 0 with algebraic multiplicity 2 and
2 with algebraic multiplicity 1.
b) We have q˜ : R3 → R q˜(X, Y, Z) = 2X2.
c) We have
U0 =
 0 0 00 1 1
0 1 1
 xy
z
 =
 00
0

Evaluating we get
y + z = 0

x = α
y = β
z = −β
α, β ∈ R.
Hence a basis for U0 is given by {(1, 0, 0), (0, 1,−1)}.
U2 =
 −2 0 00 −1 1
0 1 −1
 xy
z
 =
 00
0

getting {
x = 0
y = z
⇔

x = 0
y = α
z = α
α ∈ R.
Then a basis for U2 is {(0, 1, 1)}. Moreover an orthonormal basis
of eigenvectors is{
(1, 0, 0), (0,
1√
2
,− 1√
2
), (0,
1√
2
,
1√
2
)
}
.
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Setting
Q =
 1 0 00 1√
2
− 1√
2
0 1√
2
1√
2
 Ω =
 0 0 00 0 0
0 0 2

we get that the multiplicative spectral decomposition is A =
QΩQT .
pU0 =
 1 00 1√
2
0 0
( 1 0 0
0 1√
2
− 1√
2
)
=
 1 0 00 1
2
−1
2
0 −1
2
1
2

pU2 =
 01√
2
1√
2
( 0 1√
2
1√
2
)
=
 0 0 00 1
2
1
2
0 1
2
1
2

So the additive spectral decomposition of A is
A = 0
 1 0 00 1
2
−1
2
0 −1
2
1
2
+ 2
 0 0 00 1
2
1
2
0 1
2
1
2

d) Since kerTA = U0, its dimension is 2 and a basis is given by
{(1, 0, 0), (0, 1,−1)}. While dim Im(TA) = rankA = 1, and a basis
is given by a non zero column of A: {(0, 1, 1)}.
2) a) Setting
A =
 1 2 32 4 6
3 6 9
 C =
 1 2 3 12 4 6 1
3 6 9 λ

we get that rankA = 1 (both the second and the third row are
multiple of the first one) while rankC ≥ 2 indeed the first two
rows are linearly independent. This implies that the system is not
solvable.
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b) Set λ = 1.
ATA = A2 =
 1 2 32 4 6
3 6 9
2 =
 14 28 4228 56 84
42 84 126

ATb =
 612
18

Since rank(A) = rank(ATA) = 1
ATAx = ATb⇐⇒ 7x+ 14y + 21z = 3.
Hence a particular solution is given by (3
7
, 0, 0). Moreover R(A) =
span(1, 2, 3). Then
x∗ =
〈(3
7
, 0, 0), (1, 2, 3)〉
〈(1, 2, 3), (1, 2, 3)〉 (1, 2, 3) =
3
98
(1, 2, 3).
3) a) We have (1,−1, 0,−1) = (2, 0, 1, 0) − (1, 1, 1, 1) so dim(U) = 2
and a basis is given by {(2, 0, 1, 0), (1, 1, 1, 1)}.
b) We must impose
rank

2 1 x
0 1 y
1 1 z
0 1 t
 = 2
Observing that the determinant of the minor corresponding to the
third and fourth row and the first and second column is non zero,
the above condition is equivalent to
∣∣∣∣∣∣
0 1 y
1 1 z
0 1 t
∣∣∣∣∣∣ = 0∣∣∣∣∣∣
2 1 x
1 1 z
0 1 t
∣∣∣∣∣∣ = 0
⇔
{
y − t = 0
x− 2z + t = 0
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c) We can observe that
 2 0 1 01 1 1 1
−3 1 −1 1
 R2 ← 2R2 −R1R3 ← 2R3 + 3R2−→
 2 0 1 00 2 1 2
0 2 1 2

So v ∈ U , more precisely v = (1, 1, 1, 1)− 2(2, 0, 1, 0). Equivalen-
tly, it is enough to check that v satisfies the cartesian representa-
tion of U , that is {
1− 1 = 0
−3 + 2 + 1 = 0 .
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