A novel method using neural networks for translational invariant objects recognition is described in this paper. The objective is to enable the recognition of objects in any shifted position when the objects are presented to the network in only one standard location during the training procedure. With the presence of multiple or overlapped objects in the scene, translational invariant object recognition is a very difficult task. Noise corruption of the image creates another difficulty.
INTRODUCTION
Neural networks have been applied to some pattern recognition tasks successfully [1] . However, most of these examples have been restricted to be positionally dependent, i.e. the positions of the objects in the input have been assumed to be the same relative to the neural network during the learning and recognition stages.
If any of the target objects is moved to another position in the recognition process, the network will fail to recognize the shifted object.
Several attempts have been made to tackle this translational invariant problem [2] , [3] , [4] , [5] , [6] . One technique is to preprocess the image before the classification process takes place. The preprocessing stages include the separation of the object from the background and the use of an invariant filter, e.g. a Fourier-Mellin filter.
This filter is used to transform the isolated object into an output spectrum which is geometric invariant. Alternatively, all possible shifted images of the objects can be presented to the neural network in the training process so that the network treats objects in each location as different entities. However, this method takes a lot of time to converge during training because the number of training patterns in this case is substantially large. Another technique for invariant object recognition is to replicate the set of connection weights in every position of the input space. An integrator is then used to sum up the response from these sets of identical weights.
These studies have been successfully applied to the recognition of single objects in any shifted position. Often, we can isolate a single object in the scene from the background before the recognition process takes place. However, in some cases, we may have difficulties in isolating the objects, for examples, some objects may have been partially occluded or may have overlapped with other objects. In this paper, the emphasis is on the translational invariant recognition of objects. We do not assume that there is only at most one object in the scene or that the object has been successfully isolated from other objects. The term "multiple" objects in 2 this paper can be interpreted as the presence of more than one object in the input scene or as the presence of one object superimposed on some noise distortions or background scene. In other words, we are aiming at the design of a neural network based recognition system which has tolerance against geometric distortions without relying on perfect image segmentation and noise removal technique.
An invariant network is proposed in this paper with the above considerations.
The presence of multiple objects has been taken into account. The detection of the object types and their locations are carried out by two neural networks using a backpropagation algorithm. Further, the shifted version of the training patterns are not included in the training procedure so that the amount of training time is reduced.
LIMITATIONS OF EXISTING NEURAL NETWORK MODELS
Previous studies have demonstrated that backpropagation networks have the ability to classify static patterns in fixed locations [1] . This method is useful for high level information processing because the processing elements represent pieces of information which are bound in particular locations in the network [7] . However, when we deal with transformed images in intermediate level vision, backpropagation networks fail to recognise them. This is mainly because:
• The weights set up through the training process are localised to the positions in which the training patterns resided. When these weights are used to recognise translated objects, they cannot adapt themselves to locate the object.
• Each input unit in the network passes through its state to higher layers and there is no interaction between units within the same layer. In this respect, each input unit acts independently and local spatial information within an object is lost.
It has been proposed in the TC network [4] and the TDNN [5] that translational invariance can be obtained by replicating the connection weights in every position of the input space. Each set of weights, which serves as a feature detector, is used to detect a special feature in the input space in a particular position. Since identical feature detectors have been placed in all positions, a feature can be detected regardless of its position. It is essential to point out that the feature detector in the correct position gives the correct response but at the same time feature detectors at other locations may also be activated and produce some responses. When the input pattern shifts from one position to another, the overall pattern of the responses generated from all feature detectors will also shift accordingly. In order to detect the presence of an object in the input space, an integrator is required to sum up all the responses. If the total sum is greater than a certain threshold value, the presence of an object will then be acknowledged.
In this approach, the weights of the feature detectors are updated in a special way; this is equivalent to training all the input patterns in all shifted positions.
Consequently, a long training time is required for the network to converge. For examples, training three phonemes using TDNN with 15 detectors of the size of 3 frames times 16 coefficients per frame required several days on a 4-processor Alliant
Supercomputer and when the training set was extended to six phonemes, several weeks were needed [8] .
It has also been assumed in this approach that only one single object is in the input space and under this assumption the integrator can detect the presence or absence of the object. For example, in the TC problem [4] , the integrator was used to count the number of hidden units which were activated or deactivated in order to determine whether T or C was present. Obviously, this number is dependent upon the number of patterns in the input space. Therefore, this model would have difficulties if more than one object is present in the input space. In computer vision, the presence of multiple objects is commonly encountered and therefore we have to seek alternative ways to tackle this multiple object invariant problem.
PRINCIPLE OF THE PROPOSED INVARIANT NETWORK

THE TARGET RESPONSE AND THE SECONDARY RESPONSE
When we explore the outcome of the replication of connection weights, we observe two special responses from the network, namely target response and secondary response. The target response is the response from the set of connection weights which is replicated at the same location as the shifted object. The secondary response is the unexpected response produced by the sets of weights that are located at different positions from the shifted object. The presence of the secondary response can be explained by regarding the connection weights as a set of hyperplanes which separates the multidimensional space into distinct regions for each class type. If the input pattern shifts from one position to another, this pattern, viewed as a point in the N-dimensional input space will be projected into another point in the space. Very often, the projected image falls into a region that belongs to other class type, and in this case, the network will misclassify the projected image as another class type ( Fig. 1) .
After a successful training process, a backpropagation network should establish a set of connection weights which gives the correct target response for each of the training patterns. In the recognition process, if this set of weights is moved around and replicated in each position, each set will produce some output response; in the position where the object is actually shifted to, the weights produce a similar response (i.e. target response) to that in the training process. However, those sets of weights which are located in other positions will receive an input frame consisting of the projected image of the object (Fig. 2) . As a result, the network will misclassify the projected image and will produce some unintended responses. We call this type of response as secondary responses.
We have seen that the two types of response; target and secondary responses are generated together as the output response during the recognition process. The identification and location of the object is embraced in the target response but not in the secondary responses. Therefore, our objective is to retrieve the target response. However, if the identification of the object is unknown, it is difficult at this stage to identify which is the target response from a pool of output responses.
Actually, a considerable amount of these secondary responses have been found in most cases. When we analyzed the secondary responses, it was noticed that they were not randomly generated. They were related to the target response in a particular and unique manner. The secondary response can be used to identify the target response because any object of the same type should have similar secondary responses in spite of their locations. For this reason, a separate network can be used to examine the output response so that the target response can be distinguished from the secondary response.
THE INVARIANT NETWORK USING BACK PROPAGATION NETWORK
Based on the above finding, we propose an invariant pattern recognition model which is composed of two separate networks; the hypernetwork and the confirmative network. The structure of this model is shown in Fig. 3 . A preprocessor is included as a preliminary stage to normalise all input raw images to an acceptable range (i.e. 0 to 1) for the backpropagation networks in the later stages. The main processing body for identification and location of the objects is the hypernetwork.
After this step, a confirmative network is used to verify the results from the hypernetwork and to confirm the output responses. Both the hypernetwork and the 6 confirmative network have the same internal architecture and learning algorithm as a typical backpropagation network [4] .
THE HYPERNETWORK
The training of the hypernetwork is performed by placing the training patterns in one position, namely the reference position. The shifted versions of the objects are not considered in the training process. Supervised learning is used and the teacher signal for each object is assigned (Fig. 4(a) ).
To enable translational invariance during recognition, the weights are replicated in every position of the input space after they have been converged in the training process. Therefore, no matter where the object is located, there is always a set of weights which detects the presence of the object and produces the target response (i.e. a response close to the teacher signal for that particular object) (Fig. 4(b) ). Both the target response and the secondary response generated from the hypernetwork are passed to the confirmative network as inputs (Fig. 4(c) ).
THE CONFIRMATIVE NETWORK
This confirmative network is a network independent of the hypernetwork. The secondary responses generated by the hypernetwork are passed into the confirmative network to form its training data during the training process (Fig. 4(c) ). Only responses from a small region surrounding the reference position are used as inputs ( Fig. 5(a) ) because secondary responses from distant regions are more liable to interference from other objects and the background effect. The dimensions of this small region define the size of the input layer of the confirmative network.
In the recognition process, the confirmative network is in operation only when the output states of the hypernetwork in a location is greater than a threshold. In that case, the confirmative network examines the neighbouring secondary responses of that location in order to verify and confirm the target response (Fig. 5(b) ).
EXPERIMENTAL RESULTS
Some computational results are shown in this paper to illustrate the performance of the invariant network. A character recognition problem is used as an example. Fonts of binary digits from 0 to 9 were used as training patterns and the size of these digits was 5×7. A hypernetwork with three layers was used. It had an input layer of 5×7 units, a hidden layer of sixteen units and an output layer with ten output units in each location. All binary training digits were presented to the network in each iteration. The target response is a bit vector of size ten with the activation of each element symbolizing the presence of a digit. The confirmative network with no hidden layers was used. It detected locations which have input activities greater than 0.8 and examined the secondary responses of their neighbouring locations. The responses of the eight immediate neighbours were considered in this example. Therefore, the confirmative network had 8×10 input units and ten output units.
Although the weights of both the hypernetwork and the confirmative network can be obtained by using the generalized delta rule of the backpropagation network, the adaptive training algorithm [9] was used in this experiment. In the standard backpropagation algorithm, the values of the learning rate and the momentum term (i.e. η n and α n in equation 1) are two fixed constants. The convergence speed of this method is very slow and therefore, the adaptive training algorithm is used to speed up the training process. This training algorithm follows the steepest gradient descent method except that it adapts the learning rate and momentum using equations 2 and 3 so that the training speed is faster than the generalised delta rule.
where
i.e. θ n is the angle between the steepest downhill gradient and the previous weight updating vector, and
With the use of this adaptive training algorithm, the training process of the hypernetwork was completed in about two minutes on a 80386 based PC with 80387 coprocessor. The final error was reduced to 0.05% in 104 cycles.
After replicating the resulting set of weights over the input space, a considerable number of secondary responses were formed in addition to the target response.
These secondary responses were used as the training patterns for the secondary network. Again, the training of the confirmative network was performed on the same machine and the network converged within a few minutes. Similar experiments have also been repeated by using different training fonts of letters and alphabets on SunSPARC and MicroVax stations, and their results agree with the above.
To demonstrate the recognition ability of the network, we constructed testing images which consisted of some digits occurring simultaneously (Fig. 6 ). These digits were placed in arbitrary positions within the 16×16 input plane. Random noise was also injected in the testing images so as to simulate the effect of noise corruption. Table 1 shows the corresponding recognition results of these testing patterns. The first half of each table states the right identities and the locations of the input digits. The second half of each table tabulates the corresponding output response from the confirmative network with activities greater than 0.5.
It can be seen that the invariant network is able to recognise the digits in any position of the input plane in spite of the presence of the noise. The recognition ability of the proposed invariant object recognition neural network model has been demonstrated. The result is satisfactory except for two erroneous activities in Table 1 (c) and 1(d). These signals, though they had smaller output values than the correct ones, gave incorrect indication that the digit "4" were contained in the input images. This is due to the misinterpretation of part of the images as the digit "4" (Fig. 7) . This misinterpretation was caused by the insufficient use of the neighbours in the confirmative network. Eight neighbours were used in the confirmative network and this neighbourhood size is insufficient to distinguish between the digits. Therefore, it is suggested that more neighbours should be included in the confirmation network and more effort is needed to determine the optimal size of the neighbourhood.
We found that this misinterpretation could also be reduced if we included a few additional patterns in the training sets as counter examples, for example, the shifted versions of the character which were always misclassified as another character, such as "1" and "4", "2" and "7".
To further evaluate the performance of this invariant network, 50 testing images Previous studies showed that these objects may interfere with each other when the input scene consists of more than one object. Therefore, the technique of partial inhibitory weights is suggested to reduce the mutual interference between objects [10] . This technique suppresses part of the inhibitory effects of the weights in a backpropagation network by multiplying the updating weights with a deductive factor when the weights are exerting an inhibitory effect.
When a deductive factor of 0.5 was included in the hypernetwork, out of the 100 digits, 90 were correctly recalled (i.e. 90 %) with 48 incorrect signals.
If gaussian noise, with variance of 0.05 and mean of 0, was added to all testing patterns, the recognition result degraded to 85% with 71 incorrect responses. When the deductive factor of 0.5 was used, the recognition result was 82% with 48 incorrect signals.
From these results, we see that the deductive factor reduced some of the erroneous signals. Since both the number of input units and the number of training patters are small, the hypernetwork may be very sensitive to some of the input units.
With the inclusion of the deductive factor, the triggering of the output activities of the network is mainly determined by the "on" units rather than the "off" units.
CONCLUSIONS
In this paper, we presented an original neural network approach to tackle the translational invariant problem. This method is capable of identifying and locating multiple objects simultaneously and has been demonstrated by solving a 2-D character recognition problem.
Our method adopts a different viewpoint from other invariant neural network approaches. Instead of coping with the secondary responses by training each input pattern over all positions (this requires a considerable amount of training time) in the input space and detecting the overall response by using an integrator, we studied the relationship between the target and secondary responses. From this analysis we designed a confirmative network which could identify and locate the target object simultaneously. Unlike other methods in which an integrator is needed to obtain the overall response, our network discriminates the target response from the secondary response and therefore it is capable of recognising multiple objects.
It is necessary at this stage to point out some of the interesting features of our approach:
• Objects are trained at one position only and the network has the ability to recognise them in other positions. This type of training reduces the training time considerably when compared with other methods described in Section 2.
• Multiple object recognition can be achieved with relatively good performance.
Widely separated objects can be easily identified and located, although the performance deteriorates when objects are placed very close to each other. For overlapping and adjacent objects, the technique of partial inhibitory weights can enhance the network performance.
• This approach does not rely on any powerful image processing techniques to clean and isolate the input patterns because backpropagation networks are robust against noise and distortions. In fact, we have tested our network by deliberately injecting noise into the input pattern. Although the overall performance is a little less satisfactory, the network is still capable of accomplishing the task.
• As the time required for recognition only depends on the size of the network but not on the number of training objects stored, this connectionist approach can accommodate large amounts of data provided the network has enough storage capability.
A simple character recognition problem is used to illustrate the viability of our model for the translational invariant problem in this paper. Character recognition experiments using digitized characters obtained from scanners are being carried out to confirm the validity of this proposed model on real data. Future work in this area includes the study of the optimal size of the confirmation network so that less erroneous signals would be produced. The invariant pattern recogniser. The symbolic output responses of the hypernetwork. These response will be passed to the confirmative network. The misinterpretation of input images. The shaded parts are the area where the network has interpreted as the digit 4.
