We present the reach of the proposed INO-ICAL in measuring the atmospheric-neutrinooscillation parameters θ 23 and ∆m 2 32 using full event-by-event reconstruction for the first time.
I. INTRODUCTION
In the Standard Model (SM), neutrinos are massless fermions which interact only via the weak interaction through the exchange of W ± or Z 0 bosons. A series of experiments dedicated to neutrinos [1] [2] [3] [4] [5] [6] [7] [8] [9] have proved the existence of neutrino flavour oscillations, which implies that neutrinos are massive. The neutrino flavour states produced along with charged leptons are linear superpositions of the mass eigenstates. Due to the difference in phase between the wave packets of each of the mass eigenstates, neutrino oscillations occur [10, 11] .
In the case of three neutrino flavours, the mixing is described by a 3 × 3 unitary matrix called the PMNS (Pontecorvo-Maki-Nakagawa-Sakata) matrix [10, 11] , where the oscillations are governed by the following parameters: two mass-square difference terms (∆m ; i, j = 1, 2, 3; i = j), mixing angles (θ 12 , θ 13 , θ 23 ) and one (δ) or three (δ, α 21 , α 31 ) CP violating phases, depending on whether neutrinos are Dirac or Majorana [12, 13] particles, respectively. The mixing angle θ 13 , which determines the magnitude of CP -violation effects in neutrino oscillations, is found to be non-zero from reactor [6, 8, 9] and accelerator [14, 15] neutrino oscillation experiments probingν e disappearance and ν e appearance, respectively. Solar neutrino oscillation parameters θ 12 and ∆m 2 21 have been measured combining data from solar neutrinos (ν e ) and KamLAND reactor neutrinos (ν e ). The latest oscillation analysis of solar and KamLAND data [16] gives −0.016 . Existing data from SK (SuperKamiokande) [17] , T2K [18] , MINOS [19] and NOνA [20] experiments give constraints on atmospheric neutrino oscillation parameters |∆m 2 32 | and θ 23 . However, the sign of ∆m 2 32 and whether θ 23 results in maximal mixing θ 23 = 45
• or is in the upper (lower) quadrant
, is yet to be determined. The present information on these parameters can be found in Table I .
The relatively large value of θ 13 ∼ = 8.6
• has intensified the search for CP violation effects in neutrino oscillations, and also the determination of the sign of ∆m 2 32 via matter effects [22, 23] . Matter plays an important role in enhancing the effect of sin θ 13 via resonance, which is sensitive to the sign of ∆m 2 32 and is different for neutrinos and antineutrinos [24, 25] . Determination of the sign of ∆m have been proposed using accelerator, reactor and atmospheric neutrinos to determine the MH [26, 27] . The intermediate and long baseline, off-axis accelerator neutrino experiments T2K [5] and NOνA [28, 29] , search for the appearance of ν e in an intense beam of ν µ , wherein the appearance probability depends on the MH of the neutrino states. Liquid scintillator detectors proposed at RENO-50 [8] and JUNO [30] could unravel the MH using reactor neutrinos. Atmospheric neutrino experiments using water or ice Cherenkov detectors, such as Hyper-K [31, 32] , MEMPHYS [33] , ORCA and PINGU [34, 35] , make use of different cross-sections and different ν andν fluxes to study the MH.
The proposed magnetized Iron Calorimeter (ICAL), to be built at the India-based Neutrino Observatory (INO) [36] , will study interactions involving primarily atmospheric provides the target nuclei to achieve a statistically significant number of neutrino interactions within a reasonable time frame. One of the main goals of INO is to study the MH via earth matter effects, and to determine the octant of θ 23 . ICAL is designed to have very good muon detection efficiency of greater than 85% for muons greater than 2GeV (with incident angle cos θ ≥ 0.4), combined with excellent angular resolution. The most important property of the ICAL will be its ability to discriminate charge using the magnetic field. Thus, the ICAL can distinguish between ν µ andν µ events by observing the charge of the final state muons.
Hence the ICAL could study the MH by observing earth-matter effects independently on ν andν.
This paper shows the precision reach of ICAL in the sin 2 θ 23 − |∆m 2 32 | plane for a five year run of ICAL. Event-by-event reconstruction and fluctuations arising from low event statistics, using an analysis technique that will be suitable to be employed on the actual data. Previous studies [36] used parameterizations of the efficiency and resolution that do not reflect the tails of these distributions, as well as using very large sample sizes to negate the effect of low statistics. We also apply a few event selection criteria, as presented in Ref.
[37], but within the framework of low event statistics and present its effect on the outcome of this analysis. This paper also compares the results from simulated unfluctuated data, by simulating data sets corresponding to five-years of data. This paper is organized as follows. In Sec. II, we outline the methodology describing the event detection in the INO detector and the software framework used to simulate and reconstruct the events in the detector. In Sec. III, we describe the event generation and discuss the fluctuations in the data. We describe how the events are reconstructed as well as the event selection criteria applied to obtain a sample of events. We also describe the oscillation analysis including the Earth-matter effects and discuss how data collected by the ICAL are sensitive to the MH. We also describe the χ 2 analysis and the binning scheme used, and also discuss the types of systematic uncertainties used in this analysis.
In Sec. IV, we present the results of our simulated analysis, showing the reach of the ICAL for atmospheric oscillation parameters θ 23 and ∆m 2 32 . Event selection reduces the event statistics, hence we also present the results with and without event selection to see its effect. We also discuss the effect of fluctuations on the precision measurements and show the different possible outcomes resulting from the low event statistics. We also discuss the results on the MH of the neutrinos and the effects of fluctuations in determining it. Finally, in Sec. V we present the summary of our results and conclusions.
II. METHODOLOGY
The NUANCE [38] neutrino event generator, along with the Honda neutrino flux [39] at the Kamioka site, is used to generate neutrino interactions within the ICAL detector.
The proposed ICAL geometry, containing mainly iron and glass components of the detector, is given as input to NUANCE. It generates secondary particles from interactions with these materials, and calculates event rates integrated over the weighted flux and cross sections of all charged-current (CC) and neutral-current (NC) interactions, at each neutrino energy and angle. The output from NUANCE contains vertex and timing information, as well as energy and momentum of all initial and final state particles in each event.
In the ICAL, atmospheric neutrinos will interact with an iron nucleus, undergoing NC and CC interactions. The main CC interactions taking place in the detector are quasielastic (QE) and resonance (RS) at low energies and deep-inelastic scattering (DIS) at higher energies. All neutrinos interacting via CC interaction produce an associated lepton. The DIS events produce a number of hadrons along with the lepton, while RS interactions produce at most one hadron. In the QE process, no hadrons are produced and the final-state lepton takes away most of the energy of the incident neutrino.
A C++ code developed by the collaboration using the GEANT4-based [40] simulation toolkit, containing the full ICAL detector geometry, magnetic field map and RPC characteristics, is used to propagate the secondary particles. The signals induced by the events in the RPC are digitalized to form the position (x, z) or (y, z) and time t, referred to as hits. The hits are fit to form the tracks, and further details of which are discussed in section III B. Hence, the output from GEANT4 also contains the information on energy loss and momentum of the particle all along its path. This paper is based only on the CC neutrino events, where we consider the muon information alone. The information on the energy and direction of the muons is used to study the sensitivity to atmospheric neutrino oscillation parameters θ 23 and ∆m 2 32 at INO-ICAL and resolving the MH. Including hadron information is beyond the scope of this paper.
III. ANALYSIS PROCEDURE
The first step in the procedure is event generation. The generated events are reconstructed in the GEANT4-simulated ICAL and oscillations applied event-by-event after event selection. The oscillated events are binned and used in the χ 2 analysis to determine the oscillation parameters. Each of these procedures are described in detail in the subsections below.
A. Event generation
In this analysis, NUANCE data for an exposure of 50 kton × 1000 years is generated, out of which sub-samples corresponding to five years of data are used as the experimentally simulated sample and the remaining 995 years of data are used to construct probability distribution functions (PDF) that are used in the χ 2 fit. Hence the data are uncorrelated with the PDFs that are used to fit the data. This paper is based only on the CC neutrino events with energies less than 50 GeV which corresponds to 98.6% of the sample. The idealized case, where the NUANCE data is folded with detector efficiencies and smeared by the resolution functions obtained from GEANT-based studies of single muons with fixed direction and energy, has been presented previously [41] . In the earlier analysis, although the data was analysed for an exposure of 5 or 10 years, it was scaled down from the 1000 year sample. Hence, the reconstructed central value was always practically the same as the input value. Here we examine in detail the more realistic case, where the data size and central value are both subject to fluctuations.
B. Event reconstruction
The generated NUANCE data is simulated in GEANT4-based detector environment, and for the first time we have done this analysis using event-by-event reconstruction. The tails of the resolution functions, which have been approximated by single Gaussians and Vavilov [42] functions in the previous studies [36] , are also taken in to account in this analysis.
A charged particle passing through the detector leaves hits in the RPCs. The mutually orthogonal copper strips on the RPC give the x and y position of the hit in each layer, while the layer number gives the z position. Also the timing information from the RPCs, with a resolution of approximately 1 ns enables the distinction between upward and downward going particles.
The µ ± being minimum ionising charged particles, leave one or two hits per layer on average, forming a well-defined track, whereas the hadrons leave several hits per layer forming a shower of hits. Rarely (less than 1% of the time) a pion may also leave a welldefined track in the ICAL and may be misidentified as a muon. In this case the longest track is identified as the muon. The iron plates will be magnetised to produce a field upto 1.5 T and this will be used in the ICAL to probe the charge and momentum of the muon. The direction and the curvature of the muon trajectory, as it propagates through the magnetized detector, gives its charge and momentum, respectively. A recursive optimal state estimator -the Kalman Filter [43, 44] , uses the local geometry and magnetic field information to fit the muon hits, where the muons passing through a minimum of three layers are fit to form the track. The direction and the momentum of the muon is reconstructed from the best fit values of the track. More details can be found in Ref. [45] . Figure 1 shows the zenith angle (θ z ) distribution before (true) and after reconstruction. Note that in the current analysis cos θ z = +1 is the up-going direction. The energy of hadrons is obtained by calibrating the number of hits not associated with the muon track, in the event [46] . The incident neutrino energy (E ν ) can be reconstructed from the energies of the muons and hadrons produced in the detector. The poor energy resolution of hadrons [46] affects the reconstruction of the incident neutrino. Hence for ICAL physics analysis hadron and muon energies are used separately, without losing the good energy and angular resolution of muons [36, 41, 45, 47] .
The reconstruction of muons is badly affected by the non-uniform magnetic field and dead spaces such as coil slots and support structures. Also the horizontal events which pass through very few layers giving very few hits are reconstructed poorly. Partially contained events, where the µ ± leaves the detector volume, are typically harder to reconstruct, as most of the time they leave a short track within the detector. To remove these badly reconstructed events and obtain a better reconstructed sample of data, we investigated applying selection cuts as used in the previous Monte Carlo (MC) studies [37] . The reconstruction efficiency ( rec ) i.e., the fraction of events reconstructed from the total number of events, is shown in Fig. 3(a) as a function of true muon energy. For E µ < 6 GeV, the reconstruction efficiency increases with increase in muon energy, as the energetic muon pass through large number of layers. At higher energies the reconstruction efficiencies become almost a constant. The relative charge ID (CID) efficiency ( cid ) i.e., the fraction of events identified with correct muon charge among the total reconstructed events, is compared with (WS) and without (WOS) event selection in Fig. 3(a) . The CID efficiency increases after applying selection cuts, as most of the badly reconstructed events are discarded.
Approximately 40% of reconstructed events are lost with event selection. Figure 3(b) ,
shows the reconstructed cos θ z distribution and compares the reconstructed events with (WS) and without selection (WOS) criterion. The dip at cos θ z = 0 results from the difficulty to reconstruct horizontal events. This paper also studies the effect of the applied event selection on the sensitivity of oscillation parameters in ICAL. Hence, the parameter sensitivity is studied with and without applying any selection criterion.
D. Applying Oscillations
The muon signal in the ICAL will have contributions from the component of the ν e flux (Φ νe ) that has oscillated to ν µ and the component from ν µ flux (Φ νµ ) that has survived. As the five-year pseudo-data would have negligible contribution from Φ νe compared to Φ νµ , we have only used the Φ νµ events in our analysis. Hence, neglecting oscillations from Φ νe , the total number of events appearing in the detector for an exposure time T is obtained from
where N D is the number of targets in the detector and P µµ is the ν µ survival probability. Oscillation probabilities are calculated by numerically evolving the neutrino flavor eigenstates [24] using the equation,
where [ν α ] denotes the vector of flavor eigenstates, ν α , α = e, µ, τ , U is the PMNS mixing matrix, and M 2 is the mass squared matrix. Here, A is the diagonal matrix, diag(A, 0, 0), with matter term A given by
where the sign is positive for ν and negative forν. Here, G F is the Fermi coupling constant, E is the neutrino energy in GeV, and n e is the electron number density which is related to the matter density ρ in gcm −3 . The density profile of the Earth's matter, given by Preliminary
Reference Earth Model (PREM) [48] , is used to calculate oscillation probabilities for ν and ν. The difference in sign of A for ν andν leads to differing oscillation probabilities, which in turn are sensitive to the sign of ∆m 2 32 . The ICAL has an advantage because it can differentiate between ν andν events and observe the matter effects separately.
Oscillations are applied on the five-year data sample using the accept or reject method.
First, the survival probability P µµ is calculated for each ν orν with a given energy and direction. To decide whether an un-oscillated ν µ survives oscillations to be detected as ν µ , a uniform random number r is generated between 0 and 1. If P µµ > r, the event is accepted to have survived the oscillations. Otherwise it is considered to have oscillated into another flavor and is rejected. Here, we have used the true values of the oscillation parameters assuming NH, from Ref. [49] ; see Table III . The zenith angle distribution of muons before and after applying oscillations via the accept or reject method is shown in Fig. 4 based upon the charge identification from the curvature of the reconstructed track. The atmospheric neutrino flux falls rapidly at higher energies. Hence, wider bins were chosen in those energy regions to ensure adequate statistics. Also, within the frame work of low event statistics, increasing the number of high energy bins is not feasible due to the limited statistics. Table IV summarises the binning scheme used in the current analysis.
The effect of finer binning is studied previously [41] for energies less than 11 GeV, and is known to marginally improve the precision in both sin 2 θ 23 and |∆m 2 32 |. Also, increasing the range of energies beyond 11 GeV is known to improve the result [50] . Increasing the number of high energy bins can improve the precision. The optimization of bin widths at higher energies will be a part of the future work, and the current analysis will focus on the effects of fluctuations arising from the low event statistics. The pull approach [51] is used in defining the χ 2 such that systematic uncertainties are incorporated. The pull approach is equivalent to the covariance approach, but is computationally much faster. After binning the oscillated events, the five year simulated data set is fit by defining the following χ 2 [41, 52] :
where,
Here, N data ij and N pdf ij are the observed and the expected number of muon events respectively, in a given (cos θ i z , E j µ ) bin, while n cos θz and n Eµ are the total number of cos θ z and E µ bins respectively. N data ij is calculated for true values of oscillation parameters, summarised in In this analysis we have considered two systematic uncertainties, a 5% uncertainty on the zenith angle dependence of the flux and another 5% on the energy dependent tilt error, parametrized by ξ flux zenith and ξ flux tilt respectively. There is no systematic uncertainty related to the flux normalization as R and f are the fit parameters which fixes the overall and relative flux normalizations. To calculate the energy tilt error i.e., the possible deviation of the energy dependence of the atmospheric fluxes from the power law, we use the standard procedure as given in, for example Ref [52] , and define:
Neglecting the effect of oscillations, the expected number of events Φ 0 (E) is calculated for each (ij) th bin. Then we compute Φ δ (E), where δ is the 1σ tilt error taken to be 5% and E 0 = 2 Gev, and find the relative change in flux to obtain the coupling π tilt ij . The coupling π zenith ij in each bin is calculated in proportion to the zenith angle value of that particular bin.
The parameters in the fit are marginalized as given in Table V , where f and R are always marginalized over the given ranges. The parameters sin 2 θ 13 , sin 2 θ 12 and ∆m 2 21 had minimal effect when marginalized hence were kept constant in the fit without any prior constraint. 
IV. PARAMETER DETERMINATION
The fluctuated pseudo-data set is first fit to determine sin 2 θ 23 , marginalizing over |∆m event selection is shown as a function of sin 2 θ 23 in Fig. 6(a) , where the octant degeneracy in sin 2 θ 23 , which stems from the leading term sin 2 2θ 23 in the oscillation probability, is broken due to the relatively large value of θ 13 = 8.5
• . Hence, the asymmetrical curve in sin 2 θ 23
shows the effect of matter oscillations in breaking octant degeneracy. The significance of the fit, i.e., how far the observed value (best fit value) is away from the parameters true value (input value), is defined as
where ∆χ The comparison of ∆χ 2 with and without event selection is shown as a function of |∆m 2 32 | in Fig. 6(b) , where the data is fit to determine |∆m input value, whereas the fit with event selection converges within a significance of 2σ. The best-fit values of the parameters along with the 1σ asymmetrical errors are given in the , was observed not to make any difference in the fit results or in terms of the coverage in the sin 2 θ 23 − ∆m 2 32 plane. The fit with event selection shows larger coverage at 99% CL. Note that after event selection the sample size was reduced by 40%, which lead to larger statistical uncertainty resulting in worse precision in determining sin 2 θ 23 and ∆m 2 32 plane. Hence, the rest of the analysis in this paper mainly focus on the fits and the effects of fluctuations without event selection.
A. Effect of fluctuations
Earlier analyses [36] scaled the 1000 year sample to a size corresponding to 5 years to generate the pseudo-data set. The process of scaling nullifies the effect of fluctuations so that the best-fit is always close to the input value. Then the parameter sensitivities are to be Fig. 9 , where the fit with fluctuations (WF) shows different coverages in sin 2 θ 23 − ∆m 2 32 plane for each of the pseudo-data set.
The analysis was repeated for sixty different fluctuated data sets, performing separate (one parameter) and simultaneous (two parameter) fits to determine sin 2 θ 23 and |∆m Previous studies [36, 50] have obtained a better precision in sin 2 θ 23 and |∆m 2 32 |, and have quantified the precision on these parameters as precision = P max − P min P max + P min ,
where P max and P min are the maximum and minimum values of the concerned parameter determined at the given C.L. Figure 12 compares the ∆χ 2 obtained from the previous [50] and the current analysis methods. It is to be noted that we have used the same binning scheme and the same set of NUANCE data in both the analysis methods for comparison, but the previous method incorporates the smearing of resolution functions whereas the current method incorporates event-by-event reconstruction. The precision in sin 2 θ 23 for the previous method is 19.4% at 1σ, whereas for the current method it deteriorates to 23.8% for five year run of the experiment (see Fig 12(a) ). The parameter |∆m 2 32 | also shows a similar behavior, where the precision deteriorates from 5.9% to 12.9% at 1σ for the current method (see Fig   12(b) ). The drop in precision for the current method is more predominant in |∆m 2 32 | and is clearly seen with a 30% difference in precision at 3σ.
The noted difference in precision is due to the realistic approach of the event-by-event reconstruction, where the tails of the resolution functions, which were approximated in the previous studies, have been included. In the previous methods, the NUANCE data was folded with the detector efficiencies and were smeared by the resolution functions obtained from GEANT-based studies of single muons with fixed energy and direction [41] . 
B. Mass hierarchy determination
The five year pseudo-data set is oscillated via accept or reject method assuming NH (IH), which is then fit with true NH (IH) and false IH (NH) PDFs. The parameters in the fit are marginalized as given in Table V , and the ∆χ 2 resolution to differentiate the correct hierarchy from the wrong hierarchy is defined as:
where χ 2 true and χ 2 false are the minimum values of χ 2 from the true and false fits respectively. Fig. 13(a) shows the true and false hierarchical fit to sin 2 θ 23 for a particular pseudo-data set with fluctuations, wherein the resolution of ∆χ 2 MH = 7.2 rules out the wrong hierarchy with a significance greater than 2σ for this set.
The procedure was repeated for sixty independent five-year fluctuated data sets to see the effect of fluctuations on the mass hierarchy significance. Figure 13 shows the fit obtained from the current and previous methods respectively. Note that the fits are for the same set of NUANCE data using the same binning scheme. ICAL could attain within a period of five years.
Incorporating a realistic analysis procedure, it is for the first time we have applied event-by-event reconstruction and have considered the tails of angular and energy resolution which were approximated by single Gaussians and Vavilov functions in previous such studies [36] . We show that incorporating non-Gaussian resolutions are likely to effect the parameter sensitivities. Also for the first time we study the effect of low event statistics on the precision and MH measurements, by introducing fluctuations in the data. It is also for the first time within the framework of low event statistics, we show the effect of event selection criterion on the parameter sensitivities, and show that we can include all reconstructed muons to get better sensitivity of parameters. Hence within the framework of low event statistics, we show that the fit without any selection criterion (WOS), where we include all the reconstructed events, is the baseline to obtain a better constraints on the parameters.
We start by using five year fluctuated pseudo-data set for our analysis and apply oscillations via the accept or reject method. The oscillated data is binned in E µ and cos θ z for the χ 2 analysis, where we have used the energy and direction information of the muon from the CC ν µ events only. The constraints on sin 2 θ 23 and ∆m 2 32 are compared with and without event selection criterion. Statistically we loose 40% of events after selection, hence we find large uncertainty in parameter determination after applying event selection.
We use an ensemble of independent fluctuated data sets to study the effect of low event statistics on the precision measurements of the oscillation parameters. The constrains on sin 2 θ 23 and ∆m This paper presents an analysis procedure which can be used on the real ICAL data where the fluctuations are inbuilt as the PDFs are uncorrelated. However, in this analysis we have only used muon information from CC ν µ events and we have ignored the small contribution from ν e to ν µ oscillated events, that is known to slightly dilute the sensitivities [24] . The ICAL can also measure the hadron energy via proper calibration of hits, and including the hadron energy information in CC events is expected to improve the sensitivity of the detector towards the oscillation parameters and also improve the MH significance [47] .
Note that there are CC ν e as well as neutral current (NC) events in the detector. Separation of ν µ CC events from the others is quite robust for E µ 1GeV and has been discussed elsewhere [36] . Separation of low energy CC ν µ events from CC ν e and NC events is an ongoing effort of the INO-ICAL collaboration. A combined analysis including all the CC events along with the hadron information will give us the maximum sensitivity the ICAL can attain, and is likely to improve the results presented in this paper.
