In this paper, we will present a new approach of using link information to improve the accuracy and efficiency of Web Classification. However, different from others, we only use the mappings between linked documents and their own class or classes. In this case, we only need to add a few features called linked-class features into the datasets. We apply SVM and BoosTexter for classification.
Introduction
With the rapid development of World Wide Web (WWW), extremely huge amount of information is now online and accessible by users. Automated classification on Web pages became more and more important and critical. In this paper, therefore, we will focus the text classification problems only on Web pages. This is also known as Web Classification.
Web pages are basically hypertext documents. These documents contain not only text (words) but also other contents, such as tags. In this paper, we will only focus on the useful information which is provided by the anchor tag, i.e. hyperlinks. Because of this special property of hypertext documents, Web pages can provide much richer information to text classifiers for classification.
Most researchers have used the text components of Web pages as the primary information for Web Classification. Other non-text components, such as meta-data or anchorwords, have been used to improve the accuracy of text classification results [1, 2, 8, 17] . The classification techniques [12] , therefore, have been widely and successfully adopted and extended for Web Classification. There are many efforts have been done based on WebKB which is commonly used for Web Classification experiments [2, 6] . Study in [2, 13] showed that SVM based classification method produced better results than others.
Motivation
Web Classification has focused on text content of both target document and/or linked documents. The target document here means the document which is going to be classified. It is understandable that people are concentrating on text components of Web pages much more than the topological structure information which most Web pages provide naturally. Although some of them might consider the use of links or neighboring documents, they mainly concerned the text content of those linked documents. This kind of approach needs a huge amount of effort to extract all the text and special features of neighboring Web pages. The drawbacks of most of the current Web Classification methods are: 1) it needs a lot of extra storage space; 2) more computational power may be needed to cope with the much larger dimensions; 3) existing classification methods might need to be modified to satisfy the new requirements.
In this paper, we propose an approach which can improve the Web Classification accuracy without adding much effort, such as altering the existing classifiers or creating much larger databases for storing the external Web page information. Different from others, we only use the mappings between linked documents and their own class or classes. We call this kind of information linked-class. In this case, we only need to add a few features called linked-class features into datasets and apply different classification methods to them as usual.
Our approach for the use of link information for classifying Web pages was motivated by the following observations:
• Most Web pages usually contain URLs of Web pages (out-links) and are linked from external (in-links).
• People usually intend to link their Web pages to other Web pages that share similar or even the same topics, so these linked Web pages are likely in one or more common classes.
• All Web pages in a training dataset are assigned to one or more classes. We know the mappings between documents and classes. These pre-classified documents may be connected by a new document which needs to be classified. Therefore, we know about what kind of class or classes the target document is being liked or is linking to.
We can take advantage of linked-class information. By involving this information, Web Classification accuracy may be improved.
Dataset Preparation

Data Retrieval
In this work, we use the datasets generated from the intranet of the University of Ballarat. Using this allows us to have a dataset which has a relatively complete topological structure amongst the Web pages. Because we are trying to use the link information that exists in hypertext documents, only those hypertext documents within the university's intranet will be retrieved and stored.
Pre-processing
We randomly selected 2000 documents from the entire collection of 214,253 Web pages. Words in every document were extracted with the corresponding frequency. After stop-words removal [5, 15] and stemming [9] , we have 4720 unique words left in our datasets. The links among these Web pages were also extracted. In this process, we only extract those inter-connected links among the 2000 Web pages.
These 2000 Web pages are manually assigned to 11 predefined classes accordingly. They are Services, Resources, Help, Policies, Plans, Announcement, Research, Teaching & Learning, Personnel, Finance and Advertisements.
Document Indexing
The Vector Space Model (VSM) [10] has been widely used in traditional text classification. In VSM, a document d j is usually represented by a vector of feature weights
where |F| is the total number of features appear in the entire document collection, and 0 ≤ w i,j ≤ 1. w i,j is the weight of word i in document j. Hence, if w i,j > 0, it means that word i exists in document j. For a set of features F, there must be at least one feature i which has weight w i,j > 0 in document j. Assembling feature vectors of all documents produces a documents matrix W. The matrix is usually very sparse and the dimension of W could be very large.
There are four different ways to calculate weights for features, namely Binary Weights, Term Frequency (TF), Inverse Document Frequency (IDF) and TFIDF. We choose TFIDF [3] as the weighting system in this work. To limit a TFIDF value within the interval of 0 and 1, the value is usually normalized by cosine normalization [3] ,
Representing Link Information
Our approach is different from other Web Classification methods because we make use of linked-class information that exists in the topological structure of hypertext documents. In this case, therefore, we have to find a way to represent the link information in a document to make it ready for use.
As we mentioned earlier, every document is assigned to at least one class. Connected documents belong to some classes. These classes are called the linked-class. We count the number of neighboring documents, which belong to a particular linked-class, of a target document. The number is the frequency of the corresponding linked-class for the target document. The frequency of linked-class acts the same as TF.
• In-linked classes: Documents from outside point to the local document. We count the number of times a linked-class is used by in-linked documents.
• Out-linked classes: External documents are pointed by the local document. We count the number of outlinked documents that belong to each of these linkedclasses.
• Combined-linked classes: Add in-linked classes with corresponding out-linked classes together. It means that, we still have 11 linked-class features in the datasets, but the values of each linked-class features are the sum of both in-and out-linked classes.
After that, we apply TFIDF weighting procedure onto the datasets to calculate weights for both ordinary features and the linked-class features.
Generation of Datasets with Link Information
In this paper, we are concerned with 3 different cases regarding the use of link information. They are in-linkedclasses, out-linked-classes and combined-linked-classes.
Based on the original datasets that only contain the ordinary features, denoted as D, we put 11 extra linked-class features in to form new datasets. These extra 11 features represent the linked-classes information, the weights of each of them in different documents. We then name the new generated datasets DIn, DOut and DCom respectively.
For a given document d, we denote its class information by
For DIn, consider a document d and assume that,
For this in-linked-class information, we consider a vector
where
The value of in k (d) is the frequency of linked-class feature k in document d. In other words, this value can be considered the same as the TF value of linked-class feature k. As we mentioned, we use TFIDF to weight each of the words in a document. After we calculate the TF values of linked-class features, IDF, another basic element of TFIDF is obtained by using the following methods.
For IDF values of the linked-class features in a document d, we consider a vector
and
0 otherwise.
After we calculated both TF and IDF values, we obtain TFIDF value of every feature in different documents by using
and then normalize them. Each document d, therefore, will be represented by a vector of features
where w i represents the weight (TFIDF value) of ordinary word i in document d.
By putting all the documents together, we obtain a dataset DIn which contains both ordinary features and inlinked-class features for every document. To generate DOut and DCom we will apply the similar procedure. Moreover, for DCom, the in-linked and out-linked classes frequencies will be summed together, but the number of linked-class features should remain no change. Therefore, instead of having (1), we should have (4) .
Selecting Features Based on IG
Text datasets usually have large number of features. The dimensionality reduction, i.e. feature selection, is a necessary procedure in Text Classification. In this work, features were selected based on the Information Gain [16] values of every feature in different datasets. To achieve this, both ordinary and linked-class features, need to be ranked based on their IGs in different datasets. A list of the ranks of each linked-class features is given in Table 1 .
Based on the rank of each feature, we generate subdatasets of D, DIn, DOut and DCom that contain varying numbers of features from 100 to 1000 respectively by selecting the corresponding highest ranked features. This allows us to have more datasets for testing. Meanwhile, the number of linked-class features involved could vary. This gives us the chance to see how those linked-class features can affect the classification results.
Considering the 100-feature set, according to the ranks, DIn, DOut and DCom contain 93 ordinary features and 7 linked-class features. For example, in Din, linked-class feature 1, 2, 3, 4, 5, 9 and 10 will be selected into 100-feature set. This means that the 7 "least informative" ordinary features (i.e. the last 7 features in the 100-feature sub-datasets of D) will be pruned and be replaced with the 7 linked-class 
Experiments Settings
Folding
In the numerical experiments, we will use 4-fold crossvalidation. We note one fact which is related to linked-class features. That is, because all test sets are supposed to be unknown, we have to eliminate all links connected to the documents in test sets and keep only links connected to the training examples.
Classifiers
As mentioned, SVM is one of the most commonly used algorithms in Text Classification [14, 13] . In the experiments of ours, we use SVM light [7] as it provides high performance in many applications. We also applied BoosTexter [11] , another well-known and widely used algorithm, on our datasets.
Evaluation
In this paper, we will use the Average Precision measure considered in [11] . Note that, this measure allows us to achieve more complete evaluation in multi-label classification problems.
Because the text components have been considered as the primary information for Web pages, the simplest approach, also known as the Text Only approach, which is to use only text features in Web Classification [4] , has been implemented widely. This approach can supply a baseline of classification performance for other methods that consider also other non-text components. For this reason, we applied the two classifiers to the dataset D and then measure the results to set our baseline.
Results and Analysis
The SVM based text classification results for all datasets in our work are listed in Table 2 We put bold numbers when an average accuracy is the best. By observing the tables, therefore, we simply found that, for both training and test phases, DOut provides the best results for most cases; DCom and DIn provide no better results than DOut and sometimes the results are not as good as the results from original datasets D. To make it clearer, we also generated the overall average accuracy for each of the data types. It is shown in The results from BoosTexter are shown in Tables 5 and  6 . BoosTexter at the beginning, however, did not work with the datasets as well as SVM did. From the BoosTexter results, we can notice that, out-linked-class features worked very well in the training phase for all experiments. In the test phase, when the size of the feature set equals 100 or 200 and some others 600, 800, the out-linked-class features produced better results. This simply means that out-linkedclass features can improve the performance of BoosTexter. This means that out-linked-class features are informative and improved BoosTexter's accuracy. According to Table  1 , in 200-feature sets, 10 out of 11 out-linked-class features have been selected into the datasets, these out-linked-class features show no change until 500-feature sets. In the 300-and 400-feature sets' cases, BoosTexter did not work as well as it did with the 100-or 200-feature sets. This however would not be expected to happen, unless some of the newly added-in features are NOT informative. These features are ordinary features, rather than out-linked-class features.
With the above analysis in mind, we decided to implement another set of experiments to test our analysis. We notice that the out-linked-class features in the 200-feature sets are the same as those in the 300-and 400-feature sets. The difference between those datasets is that we newly added some ordinary features into the datasets. Because no linkedclass features were changed, this means that the newly added ordinary features had some possible side effect on the results. Therefore, we believe that the ten excluded (by 200-feature sets) ordinary features, namely sub-set A, may be less informative than the ten ordinary features, namely sub-set B, which were excluded by 300-feature sets. We then replaced the sub-set A with sub-set B. In other words, we replaced less informative features with potentially more informative features. We applied BoosTexter on the new datasets (300 features). We present the results in Table 7 . Table 7 . Results from BoosTexter for 300-feature DOut with sub-set A in it and with sub-set A replaced by B.
As you can easily discover, when BoosTexter worked with DOut which contains sub-set B instead of sub-set A, we obtained the best average precision out of other datasets. Our approach in the new implementation worked again.
Regarding to this issue, we note that IG measure is not a perfect method for choosing the "most" informative features. In other words, the rankings shown in Table 1 does not necessarily mean that, higher ranked features are more informative than lower ranked ones.
From observing the results that we obtained by using both SVM and BoosTexter algorithms, DOut obtains the best average accuracy in these 4 different types of datasets. This raised another question: Why does DOut gets the best results? To know the reason we must analyze the creation and use of out-links.
In-links are the links that point into a Web page from outside; reversely, out-links are the links point out to other Web pages in WWW networks. Therefore, the out-links are more controllable by a Web designers, but the in-links are different. This means that the purpose of an out-link is more specific than an in-link. When a Web designer points the target document to some other documents, this means that the topic or content of the base document is related or close to the out-linked documents. Therefore, the possibility that they belong to the same classes is higher. However, in-links can come from all kinds of sources, it is unpredictable. Although the in-linked documents may share some common topics as the local document, how much they are similar to each other is unsure.
One may think that an in-link must correspond to an outlink, so the in-links and out-links should give the same effects. However, this is not true. For example, look at the internal home page of the University of Ballarat, it out-links to so many other Web pages in various topics. It seems that the out-links should produce worse result. Yes, that is true. However, this is only for some particular kinds of Web pages and the number of such documents is tiny compared with the number of all Web pages in a network. A few wrong classification would make no big difference to classifications accuracy. Now, we think about this problem from those out-linked pages of the internal home page. We will see that the internal page adds 1 to every linked-class (which it belongs to) feature for its out-linked Web pages, so one document affects many other documents among the entire data collection. It is obvious that the bad effect from in-links on each of the documents is more likely greater than out-links. On the other hand, out-links from those documents may not point back to the internal home page at all. Therefore, out-linked-class information should be more accurate.
Thus, when we added those out-linked-class features into the datasets, we added some more informative features than most of the ordinary features existing in the datasets; when we added other types of linked-class features in, the situation is uncertain. According to the above analysis, DOut should get better results than others.
Conclusion
In this paper, we showed a simpler way to make use of link information to aid the Web Classification procedure. Unlike most other Web Classification approaches, our method does not use the text component of linked documents. Our approach is to use the mappings between linked document classes to give positive effects on Wext Classification. It is more effective in term of average precision. With this approach, we showed that using out-linkedclass features improves the classification accuracy. Meanwhile, out-linked-class features outperformed other types of linked-class features that we considered in this paper, inlinked and combined-linked.
