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THE FOURIER AND HILBERT TRANSFORMS
UNDER THE BARGMANN TRANSFORM
XING-TANG DONG AND KEHE ZHU
ABSTRACT. There is a canonical unitary transformation from L2(R)
onto the Fock space F 2, called the Bargmann transform. We study the
action of the Bargmann transform on several classical integral opera-
tors on L2(R), including the fractional Fourier transform, the fractional
Hilbert transform, and the wavelet transform.
1. INTRODUCTION
The Fock space F 2 is the Hilbert space of all entire functions f on the
complex plane C such that
‖f‖2 =
∫
C
|f(z)|2 dλ(z) <∞,
where
dλ(z) =
1
pi
e−|z|
2
dA(z)
is the Gaussian measure. Here dA is ordinary area measure. The inner
product on F 2 is inherited from L2(C, dλ). The Fock space is a convenient
setting for many problems in functional analysis, mathematical physics, and
engineering. See [12] for a recent survey of the mathematical theory of Fock
spaces.
Another Hilbert space we consider is L2(R) = L2(R, dx). We will study
the (fractional) Fourier transform, the (fractional) Hilbert transform, and
the wavelet transform as bounded linear operators on L2(R). The books
[6, 7, 8, 10] are excellent sources of information for these operators.
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The Bargmann transform B is the operator from L2(R)→ F 2 defined by
Bf(z) = c
∫
R
f(x)e2xz−x
2−(z2/2) dx,
where c = (2/pi)1/4. It is well known that B is a unitary operator from
L2(R) onto F 2. Furthermore, the inverse of B is also an integral operator,
namely,
B−1f(x) = c
∫
C
f(z)e2xz−x
2−(z2/2) dλ(z).
See [7, 8, 12].
The Bargmann transform is an old tool in mathematical analysis and
mathematical physics. See [1, 2, 3, 5, 7, 8] and references there. In this
article we study the action of the Bargmann transform on several classical
integral operators on L2(R). The unitarily equivalent version of these op-
erators on F 2 sometimes takes amazingly simple form, sometimes reveals
interesting properties, and sometimes suggests natural new questions. It is
our hope that this article will generate some new interest in this classical
area of mathematical analysis.
This paper was completed while the first author visited the Department of
Mathematics and Statistics at the State University of New York at Albany
for the 2015-2016 academic year. He wishes to thank SUNY-Albany for
hosting his visit.
2. PRELIMINARIES
The standard monomial orthonormal basis for F 2 is given by
en(z) =
√
1
n!
zn, n ≥ 0.
Thus the reproducing kernel of F 2 is
K(z, w) =
∞∑
n=0
en(z)en(w) =
∞∑
n=0
(zw)n
n!
= ezw.
The identity
f(z) =
∫
C
f(w)K(z, w) dλ(w) =
∫
C
f(w)ezw dλ(w), f ∈ F 2, z ∈ C,
is then called the reproducing formula for functions in the Fock space.
To exhibit an orthonormal basis for L2(R), recall that for any n ≥ 0 the
function
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
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is called the nth Hermite polynomial. It is well known that the functions
hn(x) =
c√
2nn!
e−x
2
Hn(
√
2x), n ≥ 0,
form an orthonormal basis for L2(R), where c = (2/pi)1/4 again. See [11,
12] for more information about the Hermite functions.
Lemma 1. For every n ≥ 0 we have Bhn = en.
Proof. See Theorem 6.8 of [12]. 
As a consequence of Lemma 1 we see that the Bargmann transform is a
unitary operator from L2(R) onto F 2.
The following elementary result along with some of its close relatives
will be used many times later in the paper.
Lemma 2. Let a, b ∈ R with a > 0. Then we have∫
R
e−(a+ib)(x+z)
2
dx =
√
pi√
a + ib
for every complex number z.
Proof. Write
I(z) =
∫
R
e−(a+ib)(x+z)
2
dx, z ∈ C.
It is clear that I(z) is an entire function. Moreover, if we write z = s + it
for real s and t, then∣∣∣e−(a+ib)(x+z)2∣∣∣ = exp(−ax2 · (x+ s)2 − t2 − 2tb(x+ s)/a
x2
)
→ 0
as x→ ±∞. Differentiating under the integral sign, we obtain
I ′(z) = −2(a + ib)
∫
R
(x+ z)e−(a+ib)(x+z)
2
dx = e−(a+ib)(x+z)
2
∣∣∣∣+∞
−∞
= 0
for any z ∈ C. It follows that
I(z) = I(0) =
∫
R
e−(a+ib)x
2
dx = 2
∫ +∞
0
e−(a+ib)x
2
dx.
Since a > 0, we can write
a+ ib =
√
a2 + b2 eiγ , γ ∈
(
−pi
2
,
pi
2
)
.
If γ = 0, then b = 0 and the desired result follows immediately. So we
assume γ 6= 0.
For large positive R we consider the sector
DR =
{
z = reiθ : 0 < r < R,min(0, γ/2) < θ < max(0, γ/2)
}
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in the right half-plane. The domain DR has boundary consisting of three
curves: the interval −→OA on the real axis, the line segment −−→BO on the ray
θ = γ/2, and the arc ÂB on the circle |z| = R. Since the function e−z2 is
analytic on DR, it follows form Cauchy’s theorem that∫
−−→
OB
e−z
2
dz =
∫
−→
OA
e−z
2
dz +
∫
ÂB
e−z
2
dz.
Since γ ∈ (−pi/2, pi/2), we have∣∣∣∣∫
ÂB
e−z
2
dz
∣∣∣∣ ≤ max
z∈ÂB
∣∣∣e−z2∣∣∣ · |γ|R
2
=
|γ|Re−R2cosγ
2
→ 0
as R→ +∞. Therefore,∫ +∞
0
e−(a+ib)x
2
dx = lim
R→+∞
∫ R/ 4√a2+b2
0
e−(a+ib)x
2
dx
= lim
R→+∞
1√
a+ ib
∫
−−→
OB
e−z
2
dz
= lim
R→+∞
1√
a+ ib
∫
−→
OA
e−z
2
dz
=
1√
a + ib
∫ +∞
0
e−x
2
dx =
√
pi
2
√
a+ ib
.
This proves the desired result. 
3. THE FOURIER TRANSFORM
There are several normalizations for the Fourier transform. We define the
Fourier transform by
F(f)(x) = 1√
pi
∫
R
e−2ixtf(t) dt.
It is well known that the Fourier transform is a unitary operator on L2(R),
and its inverse is given by
F−1(f)(x) = 1√
pi
∫
R
e2ixtf(t) dt.
More generally, the notion of fractional Fourier transforms in the form of
fractional powers of the Fourier transform was introduced as early as 1929
(see [11]), and it has become one of the most valuable and powerful tools in
mathematics, quantum mechanics, optics, and signal processing. Thus for
any real angle α we define the α-angle fractional Fourier transform by
Fα(f)(x) =
√
1− i cotα√
pi
eix
2 cotα
∫
R
e−2i(xt cscα−
cot α
2
t2)f(t) dt,
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where the square root
√
1− i cotα is defined such that
arg
√
1− i cotα ∈ (−pi/2, pi/2].
Obviously, the integral representation above is well defined if sinα 6= 0.
We define Fα(f)(x) = f(x) if α = 0 and Fα(f)(x) = f(−x) if α = ±pi.
This is consistent with the integral representation above in the sense that
lim
ε→0
Fα+ε = Fα
for these special values.
Since the trigonometric functions csc and cot are periodic with period
2pi, it suffices for us to consider the case α ∈ [−pi, pi]. Clearly, when α = pi
2
and α = −pi
2
, the α-angle fractional Fourier transform becomes the usual
Fourier transform and the inverse Fourier transform, respectively. See [4,
10] for more information about the fractional Fourier transforms.
It is not at all clear from the definition that Fα is bounded and invertible
on L2(R). There are also issues concerning convergence: it is not clear that
the integral defining Fα(f) converges in L2(R) for arbitrary f ∈ L2(R).
The situation will change dramatically once we translate Fα to an operator
on the Fock space. In other words, we will show that, under the Bargmann
transform, the operator Fα : L2(R) → L2(R) is unitarily equivalent to an
extremely simple operator on the Fock space F 2.
Theorem 3. The operator
T = BFαB−1 : F 2 → F 2
is given by Tf(z) = f(e−iαz) for all f ∈ F 2.
Proof. For the purpose of applying Fubini’s theorem in the calculations be-
low, we assume that f is any polynomial. Recall that the polynomials are
dense in F 2, and under the inverse Bargmann transform, they become the
Hermite polynomials times the Gauss function, which have very good inte-
grability properties on the real line. We still write c = (2/pi)1/4 and also
c′ =
√
1− i cotα√
pi
.
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It follows from Fubini’s theorem that
Fα(B−1f)(x)
= cc′eix
2 cotα
∫
R
e−2i(xt cscα−
cot α
2
t2) dt
∫
C
f(z)e2tz−t
2− z2
2 dλ(z)
= cc′eix
2 cotα
∫
C
f(z)e−
z
2
2 dλ(z)
∫
R
e2t(z−ix cscα)−(1−i cotα)t
2
dt
= cc′eix
2 cotα
∫
C
f(z)e−
z
2
2
+
(z−ix cscα)2
1−i cotα dλ(z)
∫
R
e−(1−i cotα)(t−
z−ix cscα
1−i cotα )
2
dt.
By Lemma 2, we have
Fα(B−1f)(x) = ceix2 cotα
∫
C
f(z)e−
z
2
2
+ (z−ix cscα)
2
1−i cotα dλ(z)
= ce(i cotα−
csc2 α
1−i cotα )x
2
∫
C
f(w)e
1+i cot α
2(1−i cotα)w
2− 2i cscα
1−i cotαxw dλ(w).
After simplification, the expression above becomes
Fα(B−1f)(x) = ce−x2
∫
C
f(w)e−e
−2iαw2/2+2e−iαxw dλ(w). (1)
Therefore,
BFαB−1f(z)
= c2
∫
R
e2xz−
z
2
2
−2x2 dx
∫
C
f(w)e−e
−2iαw2/2+2e−iαxw dλ(w)
= c2e−
z
2
2
∫
C
f(w)e−e
−2iαw2/2 dλ(w)
∫
R
e2x(z+e
−iαw)−2x2 dx
= c2e−
z
2
2
∫
C
f(w)e−
e
−2iα
w
2
2
+
(z+e−iαw)2
2 dλ(w)
∫
R
e
−2
(
x− z+e−iαw
2
)2
dx.
It follows from Lemma 2 again that∫
R
e
−2
(
x− z+e−iαw
2
)2
dx =
√
pi
2
=
1
c2
.
Therefore, we have
BFαB−1f(z) =
∫
C
f(w)ee
−iαzw dλ(w).
This together with the reproducing formula for functions in F 2 gives
BFαB−1f(z) = f(e−iαz),
which completes the proof of the theorem. 
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Since the classical Fourier transform F is just Fα with α = pi2 , we see
that the Fourier transform on L2(R) is unitarily equivalent to the operator
f(z) → f(−iz) on F 2. This is well known to experts in the field and can
be found in [1, 2].
As a consequence of Theorem 3, we immediately derive a number of
basic properties for the fractional Fourier transform Fα. In particular, we
obtain an alternative proof of the fractional Fourier inversion formula and
the associated Plancherel’s formula.
Corollary 4. The α-angle fractional Fourier transform Fα is a unitary op-
erator on L2(R), so that∫
R
|Fα(f)|2 dx =
∫
R
|f |2 dx
for all f ∈ L2(R). Furthermore, (Fα)−1 = F−α.
Proof. This is obvious from the unitarily equivalent form of Fα on the Fock
space. 
The following result is also clear from our new representation of the
fractional Fourier transform on the Fock space, because an entire function
uniquely determines its Taylor coefficients.
Corollary 5. For each n ≥ 0 the Hermite function hn is an eigenvector
of the fractional Fourier transform Fα and the corresponding eigenvalue is
e−inα.
The corollary above actually gives the complete spectral picture for the
unitary operator Fα on L2(R). More specifically, if α is a rational multiple
of pi, then the spectrum of Fα : L2(R)→ L2(R) is given by
σ(Fα) =
{
e−inα : n = 0, 1, 2, · · ·} ,
which consists of only finitely many points on the unit circle. If α is an
irrational multiple of pi, then σ(Fα) is the entire unit circle. In particular,
if we specialize to the case α = pi/2, we obtain the following spectral
decomposition for the classical Fourier transform F .
Corollary 6. For each 0 ≤ k ≤ 3 let Xk denote the closed subspace
of L2(R) spanned by the Hermite functions hk+4m, m ≥ 0, and let Pk :
L2(R)→ Xk be the orthogonal projection. Then
L2(R) =
3⊕
k=0
Xk,
and the corresponding spectral decomposition for the unitary operator F :
L2(R) → L2(R) is given by F = P0 − iP1 − P2 + iP3. In particular, the
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fixed points of the Fourier transform F are exactly functions of the form
f(x) =
∞∑
n=0
cnh4n(x), {cn} ∈ l2.
Each Xk is nothing but the eigenspace of the Fourier transform F corre-
sponding to the eigenvalue (−i)k. If we write α = api/2, then the eigenval-
ues of Fα and F for eigenfunctions hn have the following relation:
e−inα =
(
e−in
pi
2
)a
, n ≥ 0.
Since the functions hn(x) form an orthonormal basis for L2(R), it is then
clear that we can naturally think of the fractional Fourier transform Fα as a
fractional power of the Fourier transform F .
4. THE HILBERT TRANSFORM
The Hilbert transform is the singular integral operator defined by
Hf(x) =
1
pi
∫
R
f(t)dt
x− t ,
where the improper integral is taken in the sense of principal value. It is well
known that the Fourier transform of Hf(x) is −i sgn(x)F(f)(x). Thus H
is a unitary operator on L2(R) and
Hf(x) = F−1 [−i sgn(x)F(f)(x)] .
Observe that
−i sgn(x) = e−ipi/2h(x) + eipi/2h(−x),
where h(x) is the Heaviside step function: h(x) = 1 for x ≥ 0 and h(x) = 0
for x < 0. So it is natural to define fractional Hilbert transforms as follows.
Hαφ f(x) = F−1α
[(
e−iφh(x) + eiφh(−x))Fα(f)(x)] ,
where α and φ are real parameters. For φ = pi/2 and α = pi/2 we recover
the classical Hilbert transform.
Since each fractional Fourier transformFα is a unitary operator onL2(R),
the fractional Hilbert transformHαφ is also a unitary operator on L2(R). The
operators Hαφ play an important role in optics and signal processing. See
[4, 9] for more information about fractional Hilbert transforms.
In order to identify the operator on the Fock space that corresponds to
the fractional Hilbert transform Hαφ : L2(R) → L2(R), we need the entire
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function
Aφ(z) =
√
pi
2
(
e−iφ + eiφ
)
+
∫ z
0
(
e−iφ − eiφ) e−u2 du
=
√
pi cosφ− 2i sinφ
∫ z
0
e−u
2
du.
Theorem 7. The operator
T = BHαφB
−1 : F 2 → F 2
is given by
Tf(z) =
1√
pi
∫
C
f(w)ezwAφ
(
eiαz + e−iαw√
2
)
dλ(w)
for all f ∈ F 2.
Proof. For c = (2/pi)1/4 again and f ∈ F 2 (we may start out with a poly-
nomial in order to justify the use of Fubini’s theorem), it follows from (1)
that
B
[(
e−iφh(x) + eiφh(−x))Fα (B−1f) (x)]
= c2
∫
R
e2xz−
z
2
2
−2x2 (e−iφh(x) + eiφh(−x)) dx∫
C
f(w)e−
(e−iαw)2
2
+2e−iαxw dλ(w)
= c2
∫
C
f(w)ee
−iαzwdλ(w)
∫
R
e
−2
(
x− z+e−iαw
2
)2 (
e−iφh(x) + eiφh(−x)) dx.
By Theorem3, we have
BF−1α B−1f(z) = f(eiαz).
Combining this with the integral formula above, we obtain
Tf(z)
= BF−1α B−1B
[(
e−iφh(x) + eiφh(−x))Fα (B−1f) (x)]
= c2
∫
C
f(w)ezw dλ(w)
∫
R
e
−2
(
x− eiαz+e−iαw
2
)2 (
e−iφh(x) + eiφh(−x)) dx
=
1√
pi
∫
C
f(w)ezw dλ(w)
∫
R
e
−
(
x− eiαz+e−iαw√
2
)2 (
e−iφh(x) + eiφh(−x)) dx.
Consider the entire function
J(z) =
∫
R
e−(x+z)
2 (
e−iφh(x) + eiφh(−x)) dx.
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By the same argument used in the proof of Lemma 2, we have
J ′(z) =
d
dz
[
e−iφ
∫ +∞
0
e−(x+z)
2
dx+ eiφ
∫ 0
−∞
e−(x+z)
2
dx
]
= −2e−iφ
∫ +∞
0
(x+ z) e−(x+z)
2
dx− 2eiφ
∫ 0
−∞
(x+ z) e−(x+z)
2
dx
= e−iφe−(x+z)
2
∣∣∣∣+∞
0
+ eiφe−(x+z)
2
∣∣∣∣0
−∞
= −e−iφe−z2 + eiφe−z2 ,
and
J(0) = e−iφ
∫ +∞
0
e−x
2
dx+ eiφ
∫ 0
−∞
e−x
2
dx =
√
pi
2
(
e−iφ + eiφ
)
.
Therefore,
J(z) =
∫ z
0
(−e−iφ + eiφ) e−u2du+ √pi
2
(
e−iφ + eiφ
)
= Aφ(−z).
Thus
Tf(z) =
1√
pi
∫
C
f(w)ezwJ
(
−e
iαz + e−iαw√
2
)
dλ(w)
=
1√
pi
∫
C
f(w)ezwAφ
(
eiαz + e−iαw√
2
)
dλ(w).
This proves the desired result. 
The operator T above appears to be a very interesting integral opera-
tor on the Fock space, although we are unable to verify directly that T is
bounded on F 2. A natural problem here is to study the spectral proper-
ties of the integral operator T above on F 2, or equivalently, the fractional
Hilbert transform as an operator on L2(R). Not much seems to be known,
which is in sharp contrast to the case of the fractional Fourier transform.
Corollary 8. For any real α and φ we have
Hαφ = (cos φ)I + (sin φ)H
α
pi/2
and
H
pi/2
φ = (cosφ)I + (sinφ)H,
where I is the identity operator.
Proof. The desired results follow easily from the decomposition
Aφ(z) =
√
pi cosφ+ (sinφ)Api/2(z)
and the reproducing formula for functions in the Fock space. 
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As a generalization of the Hilbert transform, the second formula in the
corollary above was actually used as one of the definitions for the fractional
Hilbert transform in [9].
Corollary 8 also shows clearly how Hαφ depends on φ. It appears that
introducing an extra angle φ (other than pi/2) does not really produce some-
thing new. In particular, for any φ ∈ (0, pi/2) the operator Hpi/2φ is a convex
combination of the identity operator I and the ordinary Hilbert transform
H .
As a consequence of Theorem 7 we also obtain the following result which
can be found in [13, Theorem 1].
Corollary 9. Suppose A(z) is the anti-derivative of ez2 with A(0) = 0 and
S = BHB−1. Then
Sf(z) =
2√
pi
∫
C
f(w)ezwA
(
z − w√
2
)
dλ(w)
for all f ∈ F 2 and z ∈ C.
Proof. Since H = Hαφ with φ = pi2 and α = pi2 , and
Api/2(z) = −2i
∫ z
0
e−u
2
du = 2
∫ −iz
0
eu
2
du = 2A(−iz),
it follows from Theorem 7 that
Sf(z) =
1√
pi
∫
C
f(w)ezwApi/2
(
iz − iw√
2
)
dλ(w)
=
2√
pi
∫
C
f(w)ezwA
(
z − w√
2
)
dλ(w),
as desired. 
5. SINGULAR INTEGRAL OPERATORS ON F 2
Motivated by Corollary 9, the second author in [13] proposed to study
the boundedness of more general “singular integral operators” on F 2 of the
form
Sϕf(z) =
∫
C
f(w)ezwϕ (z − w) dλ(w),
where ϕ is any function in F 2. In view of Theorem 7, it is also natural for
us to consider integral operators on F 2 of the form
Sαϕf(z) =
∫
C
f(w)ezwϕ
(
eiαz − e−iαw) dλ(w),
where α is a real parameter. Note that we have made an adjustment here so
that Sαϕ becomes Sϕ when α = 0.
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The most fundamental problem in this direction is to characterize those
ϕ ∈ F 2 such that Sϕ is bounded on F 2. The extra parameter α in Sαϕ does
not yield additional difficulty, because Sαϕ is unitarily equivalent to Sϕ via
the Fock space version of the fractional Fourier transform Fα. In fact, if we
write Uα = BFαB−1, so that Uαf(z) = f(e−iαz) for f ∈ F 2, then Uα is a
unitary operator on F 2 and by the simple change of variables w = e−iαu,
Sαϕf(z) =
∫
C
f(e−iαu)eze
iαuϕ(eiαz − u) dλ(u) = U−αSϕUαf(z).
Thus Sαϕ and Sϕ are unitarily equivalent as operators on F 2.
Several non-trivial examples of Sϕ were considered in [13]. It is still an
open question to characterize the boundedness of Sϕ in terms of properties
of ϕ. In this section we will construct additional examples of bounded
operators Sϕ on F 2. Our construction is based on the wavelet transform as
an operator on L2(R).
Fix g ∈ L2(R) and s ∈ R with s 6= 0, the continuous wavelet transform
of f with respect to the “wavelet” g is defined to be
Wg(f)(x) =
1√|s|pi
∫
R
f(t)g(s−1(t− x)) dt, f ∈ L2(R).
It is well known that the Fourier transform of Wg(f) is given by
|s|1/2F(g)(sx)F (f) (x).
See [8] for more information about the wavelet transform. So the corre-
sponding operator on the Fock space is defined by
BWgB
−1f(z) = BF−1
[
DsF(g)F
(
B−1f
)]
(z), f ∈ F 2,
where Ds : L2(R)→ L2(R) is the dilation operator defined by
Dsg(x) = |s|1/2g(sx).
Lemma 10. The operator
T = BWgB
−1 : F 2 → F 2
is given by
Tf(z) =
√
|s|
pi
∫
C
f(w)ezw dλ(w)
∫
R
g(t)e−
s
2
2
t2−st(z−w) dt
for all f ∈ F 2.
Proof. For c = (2/pi)1/4 and any polynomial f in F 2, it follows from (1)
that
F (B−1f) (x) = ce−x2 ∫
C
f(w)e
w
2
2
−2ixw dλ(w).
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Therefore,
B
[
DsF(g)F
(
B−1f
)]
(z)
=
c2
√|s|√
pi
∫
R
e2xz−
z
2
2
−2x2 dx
∫
C
f(w)e
w
2
2
−2ixwdλ(w)
∫
R
g(t)e2ixst dt
=
c2
√|s|√
pi
∫
C
f(w)dλ(w)
∫
R
g(t) dt
∫
R
e2x(z−iw+ist)−2x
2− z2
2
+w
2
2 dx
=
c2
√|s|√
pi
∫
C
f(w)e−izw dλ(w)
∫
R
g(t)e−
s
2
2
t2+ist(z−iw)dt
∫
R
e−2(x−
z−iw+ist
2 )
2
dx
=
√|s|√
pi
∫
C
f(w)e−izw dλ(w)
∫
R
g(t)e−
s
2
2
t2+ist(z−iw) dt.
Recall from Theorem 3 that
BF−1B−1f(z) = f(iz).
Thus we have
T (f)(z) = BF−1B−1B
[
DsF(g)F
(
B−1f
)]
(z)
=
√|s|√
pi
∫
C
f(w)ezw dλ(w)
∫
R
g(t)e−
s
2
2
t2−st(z−w) dt.
This proves the desired result. 
As a consequence of Lemma 10 we obtain a class of functions ϕ ∈ F 2
such that the associated singular integral operator Sϕ is bounded on F 2.
Corollary 11. For any g ∈ L1(R) ∩ L2(R) and s 6= 0 the function
ϕ(z) =
√
|s|
pi
∫
R
g(t)e−
s
2
2
t2−tsz dt
belongs to the Fock spaceF 2 and the corresponding operator Sϕ is bounded
on F 2.
Proof. By an obvious change of variables, there is a constant C1 such that
ϕ(z) = C1
∫
R
g
(
−
√
2
s
x
)
e−x
2+
√
2xz dx.
The function
h(x) = g
(
−
√
2
s
x
)
is still in L2(R) and there is another constant C2 such that
ϕ(z) = C2e
1
4
z2Bh(z/
√
2),
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where B is the Bargmann transform. Since the function Bh is in F 2, we
have ∫
C
|ϕ(z)|2 dλ(z) = |C2|2
∫
C
∣∣∣∣e 14z2Bh( z√2
)∣∣∣∣2 dλ(z)
= 2|C2|2
∫
C
|Bh(w)|2|ew2|e−|w|2 dλ(w)
≤ 2|C2|2
∫
C
|Bh(w)|2 dλ(w) <∞.
This shows that the function ϕ is in F 2.
By Lemma 10, the wavelet transform Wg is unitarily equivalent to Sϕ.
Since g ∈ L1(R), it is clear from Young’s inequality for the convolution
operator that Wg is bounded on L2(R). This proves the desired result. 
We will consider two special cases of ϕ ∈ F 2 that arise from Corol-
lary 11.
First, for any nonnegative integer n, let gn be the monomial xn times the
Gauss function e−x2 , and let ϕn denote the corresponding function from
Corollary 11. We have g0(x) = e−x
2
and g1(x) = xe−x
2
. It follows that
ϕ0(z) =
√
|s|
pi
∫
R
e−
(s2+2)
2
t2−tsz dt =
√
2|s|
s2 + 2
e
s
2
2(s2+2)
z2
and
ϕ1(z) =
√
|s|
pi
∫
R
te−
(s2+2)
2
t2−tsz dt = − sz
s2 + 2
ϕ0(z).
For gn(x) = xne−x
2
with n ≥ 2 we have
ϕn(z) =
√
|s|
pi
∫
R
tne−
(s2+2)
2
t2−tsz dt
=
√
|s|
pi
∫
R
[(
t+
sz
s2 + 2
)
tn−1 − sz
s2 + 2
tn−1
]
e−
(s2+2)
2
t2−tsz dt
= − sz
s2 + 2
ϕn−1(z) +
n− 1
s2 + 2
ϕn−2(z).
Therefore, by induction on n, we obtain
ϕn(z) = (anz
n + · · ·+ a1z + a0) e
s
2
2(s2+2)
z2
,
where
an =
√
2|s|
s2 + 2
(−1)nsn
(s2 + 2)n
6= 0.
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Second, we consider s = 1 and
g(x) = e−
ε
2
x2+bx, ε > 0, b ∈ R.
It is easy to check that the corresponding function ϕ in Corollary 11 is given
by
ϕ(z) =
1√
pi
∫
R
e−
1+ε
2
t2−t(z−b) dt =
√
2
1 + ε
e
1
2(1+ε)
(z−b)2 .
It follows that the operator Sϕ induced by ϕ(z) = ea(z−b)
2 ∈ F 2, where
0 < a < 1/2 and b ∈ R, is bounded on F 2. Furthermore, the range for a is
best possible. The case b = 0 was proved in [13].
It is natural to wonder whether Corollary 11 might suggest a characteri-
zation for the boundedness of Sϕ on F 2, namely, is it true that Sϕ is bounded
on F 2 if and only if ϕ came from a function g ∈ L1(R) ∩ L2(R) via the
integral transform in Corollary 11. Unfortunately, the answer is negative.
In fact, if we take s = −1 and g(x) = 1√
pix
, then g is not in L1(R)∩L2(R),
Wg(f)(x) =
1
pi
∫
R
f(t)
x− t dt = H(f)(x),
and the corresponding function ϕ is given by
ϕ(z) =
1
pi
∫
R
e−
t
2
2
+tz
t
dt =
1
pi
∫
R
e−t
2+
√
2tz
t
dt,
where the integral above is a “principle value” integral. We can rewrite this
PV-integral in the form of an ordinary integral as follows:
ϕ(z) =
1
pi
∫
R
e−t
2
(e
√
2tz − 1)
t
dt.
The singularity at t = 0 and the singularity at infinity are both gone. Thus
we can differentiate inside the integral sign to get
ϕ′(z) =
√
2
pi
∫
R
e−t
2+
√
2tz dt =
√
2
pi
e
z
2
2
∫
R
e−(t−z/
√
2)2 dt =
√
2
pi
e
z
2
2 .
Recall thatA(z) is the anti-derivative of ez2 withA(0) = 0. Since ϕ(0) = 0,
we must have
ϕ(z) =
2√
pi
A
(
z√
2
)
.
It follows from the Taylor expansion of ϕ, the standard orthonormal ba-
sis of F 2, and Stirling’s formula that ϕ ∈ F 2. Moreover, it follows from
Lemma 10 that BHB−1 = Sϕ. Recall that the Hilbert transform H is a
unitary operator on L2(R), so Sϕ is also bounded on F 2. This gives an
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alternative proof of Corollary 9 and shows that the functions ϕ in Corol-
lary 11 generated by g ∈ L1(R) ∩ L2(R) cannot characterize all bounded
operators Sϕ on F 2.
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