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Abst ract - -We use fixed-point theory for multivalued maps to obtain general existence principles 
for nonlinear operator inclusions. Our maps are either of upper semicontinuous or lower semicontin- 
uous type. (~) 1999 Elsevier Science Ltd. All rights reserved. 
1. INTRODUCTION 
Many applications in the physical sciences give rise to neutral functional differential equations [1] 
of the form 
d 
d-~ (y(t) - Voy(t)) = Vly(t), t E [0, T), (1.1) 
y(0)  = y0; 
here y : [0, T) ~ R n, T _< co, and usually V0 (which has the fixed initial value property) and 
1/1 are causal (Volterra) operators acting on some convenient function space. Equations of the 
type considered in (1.1) arise when we do not know the rate of change of each component of the 
solution, but rather we know the rate of change of some combination of the components of the 
solution. 
This paper is concerned with a more general version of (1.1), namely 
f0 t y(t) E Vy(t) + Wy(s) ds, for t e [0, T); (1.2) 
here V and W are multivalued operators of upper semicontinuous (u.s.c.) or lower semicontinuous 
(1.s.c.) type. Recall a multifunction F : X --* Y (here X and Y are topological spaces) is a point 
to set function such that for each x E X,  F(x) is a nonempty subset of Y. The function F is 
u.s.c. (respectively, 1.s.c.) if the set F- I (B )  = {x E X : F(x) N B ~ 9} is closed (respectively, 
open) for any closed (respectively, open) set B in Y. The goal of this paper is to use fixed-point 
methods, in particular, a nonlinear alternative of Leray-Schauder type for multivalued maps, to 
obtain a variety of existence principles for (1.2). The theory presented in Section 2 extends, 
unifies, and complements previously known results in the literature [2-6]. We remark here that 
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we only consider solutions in the space C[0, T) in this paper. Minor adjustments are only needed 
in the proofs if we wish to discuss solutions in say LP[0, T), p _> 1. Also, in Section 2, we discuss 
the operator inclusions 
and 
T 
y(t) • Vy(t) + Wy(s) ds, for t • [0, T], T < oo (1.3) 
oo  
y(t) • Vy(t) + Wy(s) ds, for t • [0, oo). (1.4) 
2. EX ISTENCE 
In the first part of this section, we present a variety of existence principles for the abstract 
t 
y(t) • Vy(t) + Wy(s) ds, for t • [0,T] (2.1) 
T 
y(t) • Vy(t) + / Wy(s) ds, for t • [0, T]; (2.2) 
operator inclusions 
and 
here 0 < T < oo and y : [0, T] ~ R n. There are two cases to consider, namely 
(i) when the operators are of u.s.c, type, and 
(ii) when the operators are of 1.s.c. type. 
The second part of this section will be devoted to 
for t • [O, T), T_<oo (2.3) 
and 
for t • [0, (2.4) 
O, independent of A, with lY]0 = suP[0,T] 
oo  
y(t) • Vy(t) + Wy(s) ds, 
THEOREM 2.1. Suppose there is a constant M > 
[y(t)[ ~ M for any solution y • C[O,T] to 
y(t) E A (Vy(t) + / tWy(s )ds )  , 
for each A • (0, 1). Let 
U = {u • C[0, T]: lul0 < M} 
and assume the following conditions are satisfied: 
i 
f 
y(t) • vy(t) + wy(s) ds, 
V:  U --* CK(C[O, T]) is u.s.c, and compact; here CK(C[O, T]) denotes (2.6) 
the family of 411 nonempty, convex, compact subsets of C[0, T], 
W : ff  --* CK(LI[O,T]) is integrably bounded (i.e., there exists h E 
LI[0, T] such that for y E "U, we have IWy(t)[ < h(t) a.e. on [0, T]), (2.7) 
for t E [0, T], (2.5)~ 
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and 
for any sequence {y,~} converging to y in C[0, T] and for any un • W (yn) 
t'or n = 1,2, . . . ,  then (u,,) has a Ll[0, T]-weakly convergent subsequence (2.8) 
U = {u • C[0, T]: lul0 <: M} 
A o W : U -~ CK(C[O,T]) is u.s.c. 
hold; here A:  L 1 [0, T] -~ C[0, T] is given by 
fo T Aw(t) = w(s) ds. 
m 
Then (2.2) has a solution in U. 
for each A • (0, 1). Let 
and suppose (2.6), (2.7), and 
(2.13) 
which converges to u with u E W(y).  
Then (2.1) has a solution in U. 
PROOF. Let S : L 1[0, T] ~ C[0, T] be given by 
/o' Sw(t) = w(s) ds. (2.9) 
It is immediate that S : LI[0,T] ~ C[0,T] is continuous. Next consider the map ~ : U 
CK(C[O,T]) given by fl = S o W. We first show f} : U --~ CK(C[O,T]) has closed graph. Let 
the sequence (Yn) converge to y in C[0, T] and let vn c ~(Yn) be such that (vn) converges to v 
in C[0,T]. We must show v E fl(y). For each n = 1,2, . . . ,  there exists un E W(y,~) with 
vn = S (un). From (2.8), we have that (u~) has a Ll-weakly convergent subsequence (without 
loss of generality, assume its the original sequence) which converges to u and also u C W(y) .  
Also, since S is linear and S(un) = vn ~ v and un ~ u (here ~ denotes weak convergence), 
we have v = S(u). Consequently, v • ~(y), so ~ : U ~ CK(C[O,T]) has closed graph. Now 
the Arzela-Ascoli Theorem guarantees (note W :U ~ CK(L  1 [0, T]) is integrably bounded) that 
~:-U  --~ CK(C[O, T]) is compact. In addition, [7, p. 465] implies ~:  U --~ cg(c [o ,  T]) is u.s.c. 
Let N:  U -~ CK(C[O, T]) be defined by 
/o' Ny(t)  = Vy(t) + Wy(s)  ds. (2.10) 
Notice (2.6) and the previous paragraph implies N : U -~ CK(C[O, T]) is u.s.c, and compact. 
The nonlinear alternative for multivalued maps [5, p. 2393] will now guarantee that N has a fixed 
point in U. I 
REMARK 2.1. Notice (2.8) could be replaced by 
So W : U --~ CK(C[O,T]) is u.s.a. (2.11) 
in Theorem 2.1; here S is as given in (2.9). 
REMARK 2.2. It is easy to see that the usual results for differential inclusions (see [3, pp. 118-126] 
and [4, p. 57]) follow immediately from Theorem 2.1. 
Essentially the same reasoning as in Theorem 2.1 establishes the following result for the oper- 
ator inclusion (2.2). 
THEOREM 2.2. Suppose there is a constant M > O, independent of A, with [Y[o 7 ~ M for any 
solution y • C[0, T] to 
( Jo ' )  y(t) • uy(t) + wy(s )  ds , rot t • [0, T], (2.12)  
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For our next result, we will suppose 
V : C[0,T] --~ C[0,T] is a single valued, linear, continuous, and 
completely continuous map (2.14) 
holds. 
REMARK 2.3. V : C[0, T] ~ C[0, T] is completely continuous if V(B) is bounded for all bounded 
sets B C C[0, 7']. 
From [2, p. 395], we know I -V :  el0, T] ~ C[0, T] is a one-to-one, onto mapping and ( I -V )  -1 
is continuous from C[0, TI onto C[0, T]. Define the resolvent operator R :  C[0, T] ~ C[0, T] by 
R = ( I -  L) -1 - I = L (L -  I) -1 (2.15) 
and notice R is continuous and completely continuous. 
THEOREM 2.3. Suppose (2.14) holds. In addition, assume there is a constant M > O, independent 
of,k, with [Y[0 ~ M for any solution y E C[0,T] to 
(/0' (/0 )) y(t) E A Wy(s) ds + R Wy(s) ds , for t E [0, T], (2.16)~ 
for each A E (0, 1); here R is as in (2.15). Let 
U = {u e c[0, T]: lul0 < M} 
and assume (2.7) and (2.8) hold. Then (2.1) has a solution in U. 
REMARK 2.4. Notice solving (2.16)~ is equivalent to solving y(t) E Vy(t i + A fo Wy(s)ds  for 
t e [0, T]. 
PROOF. Let S be as in (2.9) and let ~ : U ~ CK(C[O, T]) and e : U ~ CK(C[O, T]) be defined 
by ~ = S o W and e = R o f~. As in Theorem 2.1, we have ~ : U --* CK(C[O, T]) u.s.c, and 
compact. In addition, since R : C[0, T] --* C[0, T] is continuous and completely continuous, we 
have O : U ~ CK(C[O, T]) u.s.c, and compact. 
Let N : U ~ CK(C[O,T]) be defined by 
/0 (/0 ) Ny(t) -= Wy(s) ds + R Wy(s) ds . 
Now N : U --~ CK(C[O, T]) is u.s.c, and compact, so the nonlinear alternative for multivalued 
maps [5, p. 2393] guarantees that N has a fixed point in U. | 
To get the analogue of Theorem 2.3 for (2.2), assume 
V : C[0, T] --* C[0, T] is a single valued, linear, completely continuous 
map and Vy = 0 has only the trivial solution y -- 0 (2.17) 
is satisfied. From the Fredholm alternative [8, p. 111], we have that I - V : C[0,T] --~ C[0,T] 
has a bounded, linear inverse. 
THEOREM 2.4. Suppose (2.17) holds and, in addition, assume there is a constant M > O, inde- 
pendent of A, with ]Y[0 ~ M for any solution y ~ C[0,T] to 
(/: ) y(t) E ,~(I - -  V )  -1  Wy(8) ds , for t C [0, T], (2.18)A 
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for each A • (0, 1). Let 
U = {u • C[0,T]: lul0 < M} 
and assume (2.7) and (2.13) (with A given as in the statement of Theorem 2.2) hold. Then (2.2) 
has a solution in U. 
REMARK 2.5. Notice solving (2.18)~ is equivalent to solving y(t) • Vy(t) + A f [  Wy(s)  ds for 
t • [0, T]. This equation arises naturally in the study of nonresonance problems (see [8]). 
PROOF. Let P : U --~ CK(C[O,T]) be defined by 
Py( t )=( I -V ) - I  ( foTWy(s )ds ) .  
It is easy to check, using (2.7), (2.13), and the fact that I - V : C[0, T] ~ C[0, T] has a bounded, 
linear inverse, that P : U --* CK(C[O,T]) is u.s.c, and compact. Now apply the nonlinear 
alternative [5, p. 2393] for multivalued maps. I 
We next formulate some existence principles for both (2.1) and (2.2) based on selection theo- 
rems. To indicate the ideas involved, we will obtain the analogue of Theorems 2.3 and 2.4. 
THEOREM 2.5. Suppose (2.14) holds. In addition, assume there is a constant M > O, independent 
of A, with lYlo ~ M for any solution y • C[0, T] to (2.16)~ for each A • (0, 1). Let 
U = {u • C[0, r ] :  lu[0 < M} 
and assume 
W : f f  --~ 2 LI[0'T] is l.s.c, with nonempty, closed, and decomposable (2.19) 
values (here 2 L1 [0,T] denotes the family of nonempty subsets of L 1 [0, T]) 
and 
W : U --* 2 LI[°'T] is integrably bounded (2.20) 
are satisfied. Then (2.1) has a solution in U. 
PROOF. The Bressan-Colombo Theorem [5, p. 2393] guarantees that W has a continuous selection 
f : U ~ LI[0,T]. Consider the problem 
/0 ( f )  y(t) = fy(s)  ds + R fy(s)  ds , for t e [0, T]; (2.21) 
here R is as in (2.15). Define H : U --* C[0, T] by 
Hy(t) = fy(s)  ds + R fy(s)  ds . 
It is easy to see that H : U --* C[0, T] is continuous and compact (notice f~ = S o W : U --* 
2 C[°'T] is compact from the Arzela-Ascoli Theorem since W : U --* 2 L~ [0,T] is integrably bounded 
from (2.20)). The nonlinear alternative for single valued maps [5, p. 2393] guarantees that H has 
a fixed point (i.e., (2.21) has a solution). Consequently, (2.1) has a solution. I 
THEOREM 2.6. Suppose (2.17) holds. In addition, assume there is a constant M > 0, independent 
of A, with lYlo ~ M for any solution y E C[0, T] to (2.18)~ for each A E (0, 1). Let 
U = {u C C[0, T]: lul0 < M} 
and assume (2.19) and (2.20) hold. Then (2.2) has a solution in U. 
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Our next result shows how the existence principles derived above can be applied in practice. 
THEOREM 2.7. Suppose (2.8) holds and, in addition, assume the following conditions are satis- 
fied: 
V : [0, T] ~ C[0, T] is a single valued, continuous, and completely continuous map, (2.22) 
W:  C[0, T] --* CK (L 1 [0, T]), (2.23) 
there exists a • Ll[0, T] and ¢ : [0, co) --+ (0, o0) a nondecreasing con- 
tinuous function such that for a.e. t • [0, T] and a11 y • C[0, T] we have 
IWy(t)l <_ a(t)¢(ly(t)l), 
(2.24) 
and 
there exists a strictly increasing function r from [0, c~) onto [0, oo) such 
that for a.e. t • [0, T] and ali y • C[0,T], we have ly(t) - Vy(t)l >_ 
r(ly(t)t), 
(2.25) 
~0 T ~0 °° du (2.26) a(s) ds < (b (r -1 (u))" 
Then (2.1) has a solution in C[0, T]. 
REMARK 2.6. Notice (2.24) implies W : C[0,T] --~ CK(LI[O,T]) is integrably bounded on 
bounded sets (i.e., for any A > 0, there exists hA 6 LI[0,T] such that for any y 6 C[0,T] with 
[Yl0 -< A, we have [Wy(t)[ <_ hA(t) a.e. on [0, T]). 
REMARK 2.7. Notice (2.8) can be replaced by 
S o W : C[0, T] --+ CK(C[O, T]) is u.s.c. 
in Theorem 2.7; here S is given as in (2.9). 
PROOF. Let J : [0, c~) --* [0, co) be given by 
and let 
fo z du J(z) = ¢(r_ l (u)  ) 
((J0")) M =r  -1 j -1 a(s) ds +1. 
The idea is to apply Theorem 2.1 with 
(2.27) 
U = {u e C[0, T]: lul0 < M}.  
Notice (2.6), (2.7), and (2.8) are satisfied. Let y be any solution of (2.5)~. Then for a.e. t E [0, T], 
we have 
r(ly(t)l ) <_ a(s)¢(ly(s)l ) ds, 
i.e., 
Let 
ly(t)l <_ r- l  ( fott~(s)¢(ly(s)l)ds) . (2.28) 
~0 t w(t) = 
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and so (2.28) implies 
w'(t) = a(t)¢(ly(t)l) <_ (x(t)¢p (r-~(w(t))),  for a.e. t e [O,T]. 
Integration from 0 to t, t C [0, T], gives 
/0 /0 /0 w(t) du < a(s) ds < ¢ ( r - l (u ) )  - a(s) ds 
and so 
(/o / w(t) <_ j -1  c~(s) ds , for t e [0, r l .  (2.29) 
Now (2.28) and (2.29) guarantee lY(t)l ___ r-~(J-l(f~a(s)ds)) for t E [0, T] and so lYl0 < M 
(here M is as in (2.27)) for any solution y to (2.5)x. The result follows from Theorem 2.1. | 
REMARK 2.8. In the above results, we concentrate our study on C[0, T] solutions. Minor ad- 
justments in the assumptions will guarantee existence in other spaces, for example, the LP[0, T] 
spaces with p >_ 1. It is possible also to discuss solutions y : [0, T] ~ E where E is a Banach 
space. The reasoning here involves minor modifications of the arguments above together with 
the ideas in [6]. 
Next we present an existence principle for (2.3). 
THEOREM 2.8. Let 0 < tl < t2 < ... < tn < . . . ,  with tn T T. Suppose the following conditions 
are satisfied: 
V: C[0,T) -+ CK(C[O,T)) and W:  C[0,T) ~ CK(L~oc[O,T)) , (2.30) 
for each n = 1, 2 , . . . ,  V : C[0, tn] --+ CK(C[O, tn]) is u.s.c, and completely continuous, (2.31) 
for any constant Ak > 0 (k E {1,2, . . . ,}  fixed), there exists hAk E 
Ll[O, tk] such that for any y E C[0,tk] with suP[0,tk ] [y(t)l <_ Ak, we have 
IWy(t)l <_ hAk(t) for a.e. t e [O, tk], 
(2.32) 
and 
for each n = 1 ,2 , . . . ,S  o W : C[0, tnl -+ CK(C[O, tn]) is u.s.c.; here 
S:  L~oc[0,T ) -~ C[0,T) is given by Sw(t) = foW(S)ds, 
(2.33) 
suppose for each n = 1,2, . . . ,  there exists Yn E C[O, tn] that solves 
yn(t) E Vyn(t) + fo Wy~(s) ds and that there are bounded sets Bk C_ R n (2.34) 
for k = 1, 2 , . . . ,  such that n >_ k implies yn(t) E Bk for t E [0, tk]. 
Then (2.3) has a solution y E C[0, T) with y(t) C Bk on [0, tk] for each k. 
PROOF. Let y,~ be as in (2.34). It is easy to see from (2.31), (2.32), (2.34), and the Arzela-Ascoli 
Theorem that 
for each k e {1, 2, . . .  }, the sequence {y,~}n>k is relatively compact in C[0, tk]. (2.35) 
Then there exists a subsequence N1 of N + = {1, 2,. . .  } and a function zl E C[0, tl] such that 
Yn ~ zl uniformly on [0,Q] as n --* c~ in N1. Let N~ = NI\{1}. Then (2.35) guarantees a 
subsequence N2 of N~ and a function z2 E C[0, t2] such that Yn -+ z2 uniformly on [0, t2] as 
n --+ c~ in N2. Proceed inductively to obtain subsequences of integers, 
NI ~_ N2 D_ ... 2 Nk D_ ... , Nk C_ { k,k + l . . . .  } 
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and functions zk E C[0, tk] with 
Yn --* Zk uniformly on [0, tk] as n --~ c~ in Nk 
and Zk+l = Zk on [0, tk] for k = 1, 2 , . . . .  
Define a function y : [0,T) --* R n by y(t) = zk(t) for t E [0, tk]. Now y is well defined and 
y E C[0, tk] with y(t) E Bk for t E [0, tk]. Fix t E [0, T) and choose and fix k with t E [0, tk]. Now 
/o' yn(t) E Vyn(t) + Wyn(s) ds - Nyn(t); (2.36) 
here N : C[O, tk] ---* CK([O, tk]). Notice we have yn E N(yn) in C[O, tk] for n E Nk and also 
Yn ~ zk uniformly on [0, tk] as n ~ co in Nk. This together with a standard result for u.s.c. 
maps (see [91) gives zk E Nzk. Thus, 
// y(x) e Vy(x) + Wy(s) ds, for z e [0, tk]. 
We can do this for each k = 1, 2 , . . . .  I 
Finally, we present an existence principle for (2.4). 
THEOREM 2.9. Suppose the following conditions axe satisfied: 
V:  C[0, co) ~ CK(C[O, oo)) and W: C[0, oo) ~ CK (L~oc[0 , cv)),  (2.37) 
for each n = 1,2, . . . ,  V :  el0, n] --~ CK ( C[O, n]) is completely continuous, (2.38) 
for any A > O, there exists hA E L 1[0, c~) such that for any y E 
BC[0, oo) with suP[0,oo ) ly(t)[ <_ A, we have [Wy(t)[ <_ hA(t) for a.e. 
t E [0, ~) ,  
Vy E CK(BC[O, c~)), for any y E BC[O, oo), 
(2.39) 
(2.40) 
and 
for each n = 1,2 , . . . ,  there exists Yn E C[0, n] that solves yn(t) E 
Vyn(t) + fo  Wyn(s) ds and there is a bounded set B C_ R n such that 
y.(t) e B ~or t e [0, n], 
(2.41) 
if there exists a y E BC[0, co) and for every k E {1, 2 , . . .  }, there exists 
a subsequence S C_ {k, k + 1,.. .  } of {1, 2 , . . .  } with Yn --+ Y in C[0, k] as (2.42) 
n -~ oo in s (here y~ is as in (2.41)), then y(t) e Vy(t) + fo  Wy(s) ds, 
for t E [0, oo). 
Then (2.4) has a solution y E BC[O, oo) ) with y(t) E B on [0, oc). 
PROOf. Let yn be as in (2.41). It is easy to see from (2.38), (2.39), (2.41), and the Arzela-Ascoli 
Theorem that 
for each k E {1, 2 , . . .  }, the sequence {Yn},~>_k is relatively compact in C[0, k]. (2.43) 
As in Theorem 2.8, we can construct subsequences of integers, 
N12 N2 2 ... D_ Nk D_ ... , Nk C { k,k + l , . . .  } 
and functions zk e C[0, k] with 
yn --* Zk uniformly on [0, k] as n -~ co in Nk 
and Zk+l = zk on [0, k] for k = 1, 2 , . . . .  
Define a function y : [0, co) --~ R n by y(t) = zk(t) for t E [0, k]. Now y E C[0, oo) and y(t) E -B 
for t E [0, c~), so y E BC[O, oo). Also Yn --* Y uniformly on [0, k] as n --* co in Ark. This together 
with (2.42) gives y(t) E Yy(t) + fo  Wy(s) ds. I 
REMARK 2.9. For an example where (2.42) holds, see [8, pp. 78-80]. 
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