Let A be a symmetrizable generalized Cartan matrix, and ! a diagram automorphism of the Dynkin diagram of A. First we deÿne a canonical action of ! on the crystal Z ∞ , and then prove that its ÿxed point subset can be identiÿed with the crystalẐ ∞ associated to the generalized Cartan matrixÂ obtained by "folding" A according to !. Second we introduce a natural rationalization Q ∞ of Z ∞ , and equip it with a crystal-like structure, which we call a rational crystal structure. Finally, we prove that the ÿxed point subset of the rational crystal Q ∞ under the action of ! can be identiÿed with the rational crystalQ ∞ associated toÂ.
Introduction
Let A = (a ij ) i; j∈I be a symmetrizable generalized Cartan matrix with I the (ÿnite) index set of simple roots. We denote by U q (g) the quantized universal enveloping algebra of the Kac-Moody algebra g associated to A, and U − q (g) its negative part. Let Z ∞ := {(: : : ; x k ; : : : ; x 2 ; x 1 ) | x k ∈ Z; and x k = 0 for k0}. In [15] , they equipped Z ∞ with a crystal structure corresponding to an inÿnite sequence -of indices from I . . We also know from [13] that the crystal base B( ) of the integrable highest weight U q (g)-module of dominant integral highest weight can be embedded into the tensor product Z ∞ -⊗ T , where T := {t } is the crystal consisting of a single element t of weight . Thus, the crystal Z ∞ -essentially contains many important crystals in the representation theory of U q (g), and so the study of Z ∞ -is of great signiÿcance. In this paper, we ÿrst study the ÿxed point subset (Z ∞ -) 0 of Z ∞ -under a canonical action of the diagram automorphism !:I → I of the Dynkin diagram of the generalized Cartan matrix A. In a series of papers [8] [9] [10] [11] [12] , we studied the ÿxed point subsets of several crystals, on which a diagram automorphism canonically acts, and proved that they can be identiÿed with the corresponding crystals associated to the symmetrizable generalized Cartan matrixÂ=(â ij ) i; j∈Î obtained by "folding" A according to the diagram automorphism ! (for details about folding, see Sections 2.1 and 2.2). If the diagram automorphism ! and the inÿnite sequence -satisfy certain conditions, then we can deÿne a canonical action of ! on Z ∞ -. We will prove that the ÿxed point subset (Z ∞ -) 0 of Z ∞ -can be identiÿed with the corresponding crystalẐ ∞ -associated toÂ, by using !-Kashiwara operators.
Let us explain more precisely. Let ! : I → I be a diagram automorphism satisfying a certain condition, called the linking condition (see (2.1.1)). We take the inÿnite sequence -= (: : : ; i k ; : : : ; i 2 ; i 1 ) of indices from I corresponding to ! as in Section 2. -under this action of !. LetÎ be a complete set of representatives of the !-orbits in I , and take the inÿnite sequence-of indices fromÎ associated to the -. As mentioned above, we can equip Z ∞ with a crystal structure associated toÂ, corresponding to the inÿnite sequence-. We denote this crystal byẐ ∞ -, and denote byê j ;f j ; j ∈Î , the Kashiwara operators onẐ
Second, we deÿne a crystal-like structure (see Section 3.1), which we call a rational crystal structure, on the set Q ∞ := {(: : : ; x k ; : : : ; x 2 ; x 1 ) | x k ∈ Q; and x k = 0 for k0}, corresponding to the inÿnite sequence -. This is motivated by the theory of geometric crystals in [1] , where complex powers of Kashiwara operators arise naturally. In the theory of combinatorial crystals, arbitrary complex powers of Kashiwara operators do not make sense. However, in some cases, we can naturally deÿne rational powers e This paper is organized as follows. In Section 1, we recall the deÿnition of the crystal Z ∞ -. We also prove two propositions on braid-type isomorphisms (Propositions 1.2.1 and 1.2.2). In Section 2, we deÿne a canonical action of ! on Z ∞ -, and then prove Theorem 1 (Theorem 2.4.1). In Section 3, we introduce a rationalization Q ∞ -of Z ∞ -, and prove Theorem 2 (Theorem 3.3.3).
Preliminaries

The crystal Z ∞ -
Let (A; ;
∨ ; P; P ∨ ) be a Cartan datum associated to a symmetrizable generalized Cartan matrix A = (a ij ) i; j∈I , where P is an integral weight lattice, P ∨ := Hom Z (P; Z) is the dual lattice of P, and where := { i } i∈I ⊂ P and ∨ := {h i } i∈I ⊂ P ∨ are the sets of simple roots and simple coroots, respectively (see, for example, [ with a crystal structure associated to the Cartan datum (A; ; ∨ ; P; P ∨ ), corresponding to the inÿnite sequence -, as follows: For each k ¿ 1, we deÿne k :
If the set {k | i k =i} is empty, then we set (i) (x) := −∞, where −∞ is the minimal element in Q∪{−∞} such that a+(−∞)=(−∞)+a=−∞ for all a ∈ Q. Further, for each i ∈ I , we set
We deÿne the raising Kashiwara operator e i : Z ∞ ∪ {0} → Z ∞ ∪ {0} and the lowering Kashiwara operator f i : 
where 0 is an extra element not contained in
. For x = (: : : ; x k ; : : : ; x 2 ; x 1 ) ∈ Z ∞ , we set
We deduce from [15, Section 2.4] and [14, Section 3.1] that the set Z ∞ with the maps above is a crystal in the sense of [6, Section 7.2] . We denote this crystal by Z ∞ -in order to emphasize that the crystal structure depends on the choice of the inÿnite sequence -. 
Braid-type isomorphisms
Let i; j ∈ I be such that a ij = a ji = 0. Let -= (: : : ; i k ; : : : ; i 2 ; i 1 ) be an inÿnite sequence such that i m = i and i m+1 = j for some m ¿ 1. We deÿne -= (: : : ; i k ; : : : ; i 2 ; i 1 ) by
For each x = (: : : ; x k ; : : : ; x 2 ; x 1 ), we deÿne (0) ij (x) = (: : : ; y k ; : : : ; y 2 ; y 1 ) ∈ Z ∞ -by
The following proposition immediately follows from the deÿnition of the crystals Z
Next, let i; j ∈ I be such that a ij = a ji = −1. Let -= (: : : ; i k ; : : : ; i 2 ; i 1 ) be an inÿnite sequence such that i m = i, i m+1 = j, and i m+2 = i for some m ¿ 1. We deÿne an inÿnite sequence -= (: : : ; i k ; : : : ; i 2 ; i 1 ) by
For each x = (: : : ; x k ; : : : ; x 2 ; x 1 ), we deÿne (1) ij (x) = (: : : ; y k ; : : : ; y 2 ; y 1 ) ∈ Z ∞ -by 
-is bijective. So, we need only show that the map (1) ij commutes with the maps wt, l , ' l , and Kashiwara operators e l , f l for all l ∈ I . For simplicity, we give a proof only for the equalities
ij for l ∈ I , since the proofs for the others are similar.
By direct calculation, we can check that for k ¿ 1 and
(1.2.5)
, and a := x m+2 − x m+1 + x m . Here we have used the formula:
ij is obvious from equality (1.2.5), the deÿnition of f l , and deÿnition (1.2.4) of (1) ij (recall that i m = i m+2 = i and i m+1 = j in -, and that i m = i m+2 = j and i m+1 = i in -).
First we show that
(note that k 0 = m+1), and assume that k 0 ¡ m or k 0 ¿ m+2. Because m+1 (
ij (x))= m (x) or m+2 (x) by (1.2.5), we see easily, by using (1.2.5), that min (M ) (i) (
-is deÿned as in (1.1.3). Therefore, we get
ij (x) by deÿnition (1.2.4) of (1) ij and the deÿnition of f i . If k 0 =m, then it follows from the deÿnition k 0 = min M (i) (x) that m+2 (x) 6 m (x), and hence
So, we obtain by (1.2.5) that m+1 ( (1) ij (x))= m (x). Therefore, we deduce from (1.2.5) that min (M ) (i) ( (1) ij (x)) = m + 1. Now the equality
ij (x) immediately follows from deÿnition (1.2.4) of (1) ij and the fact that a ¿ 0. On the other hand, if k 0 = m + 2, then it follows from the deÿnition k 0 = min M (i) (x) that m+2 (x) ¿ m (x), and hence a ¡ 0. So, we obtain by (1.2.5) that m+1 ( (1) ij (x)) = m+2 (x). Therefore, we deduce from (1.2.5) that min (M ) (i) ( (1) ij (x)) = m + 1. As above, we can easily show that
ij (x) by deÿnition (1.2.4) of (1) ij and the fact that a ¡ 0. Thus, we have shown that
ij (x)) = k 1 (note that x + ¿ 0 for x ∈ Z). Therefore, we have
ij (x) by deÿnition (1.2.4) of (1) ij and the deÿnition of f j . If k 1 =m+1 and a=x m+2 −x m+1 +x m ¿ 0, then we deduce from (1.2.5) that min (M ) (j) ( (1) ij (x))=m+2. By straightforward calculation, we obtain that
ij (x). Similarly, if k 1 =m+1 and a=x m+2 −x m+1 +x m 6 0, then we can deduce from (1.2.5) that min (M ) (j) (
ij (x)) = m, and that
ij (x). Thus, we have shown that
Remark 1.2.3. Also for the cases where a ij = −1 and a ji = −2, and where a ij = −1 and a ji = −3, we have braid-type isomorphisms, which derives from [14, Proposition 4.1]. Since they are not needed in this paper (see Remark 2.1.1 below), we omit them.
The ÿxed point subset
Diagram automorphisms
Let ! : I → I be a (Dynkin) diagram automorphism of the Dynkin diagram of the symmetrizable generalized Cartan matrix A = (a ij ) i; j∈I . Namely, ! : I → I is a bijection such that a !(i);!( j) = a ij for all i; j ∈ I . We deÿne c ij := Nj−1 k=0 a i; ! k ( j) for i; j ∈ I , where
. From now on (except in Section 2.5), we assume the following condition, called the linking condition (this condition is not essential for our purpose, as is seen in Section 2. 
Folding
We choose a complete setÎ of representatives of the !-orbits in I , and setâ ij := 2c ij =c jj for i; j ∈Î . We know from [2, Lemma 2.1] thatÂ =(â ij ) i; j∈Î is a symmetrizable generalized Cartan matrix. Let (Â;ˆ ;ˆ ∨ ;P;P ∨ ) be a Cartan datum associated toÂ, whereP is an integral weight lattice,P ∨ := Hom Z (P; Z) is the dual lattice ofP, and whereˆ := {ˆ j } j∈Î ⊂P andˆ ∨ := {ĥ j } j∈Î ⊂P ∨ are the sets of simple roots and simple coroots, respectively.
Let-= (: : : ; j k ; : : : ; j 2 ; j 1 ) be an inÿnite sequence of indices fromÎ . As mentioned in Section 1.1, we can equip Z ∞ with a crystal structure associated to the Cartan datum (Â;ˆ ;ˆ ∨ ;P;P ∨ ), corresponding to-, by usinĝ 
We denote this crystal byẐ 
The isomorphism
We keep the notation of the previous subsection. For the inÿnite sequence -in (2. Further, for each j ∈Î , we deÿne !-Kashiwara operatorsẽ j andf j bỹ
where X is either e or f. The following is one of main results in this paper: Before computingf j x = f j f 2 !( j) f j x, we remark the following equality: Let us take arbitrary k ¿ 1 such that j k = j in-= (: : : ; j k ; : : : ; j 2 ; j 1 ). We write the sequence I j k = (j; !(j); j) in -= (: : : ; i k ; : : : ; i 2 ; i 1 ) as I j k = (i a+2 ; i a+1 ; i a ) (see (2.3.1), (2.3.2)). Then we deduce that
(2.4.5)
Now, let us computef j x = f j f 2 !( j) f j x. We write the sequence I j k 0 = (j; !(j); j) inas I j k 0 = (i p+2 ; i p+1 ; i p ). Then, by (2.4.5), we see that min M (j) (x) = p. For k ¿ 1 with i k = !(j) in -= (: : : ; i k ; : : : ; i 2 ; i 1 ), we have
Hence, by (2.4.5), we get that min M (!( j)) (f j x) = p + 1. Because we have
Hence, it follows from (2.4.5) that min M (j) (f 2 !( j) f j x) = p + 2. Thus, we conclude that
= (: : : ; I j k 0 +1 (x k0+1 ); I j k 0 (x k0 + 1); I j k 0 −1 (x k0−1 ); : : : ; I j2 (x 2 ); I j1 (x 1 ));
and hence (f j x)=(: : : ;x k0+1 ;x k0 +1;x k0−1 ; : : : ;x 2 ;x 1 ). Therefore, we obtain the equalitŷ f j (x) = (f j x), as desired. Next we show the equalityê j • = •ẽ j . We are to show that:
0 . Let us show part (a): Suppose thatẽ j x = 0 andê j (x) = 0. Letŷ :=ê j (x). Then we have
By applying •ẽ j to both sides of this equality, we obtain (ẽ j x)=ŷ, whereasẽ j x=0 implies (ẽ j x) = 0. This is a contradiction. Hence we haveê j (x) = 0. Part (b) can be shown in a similar way: Assume thatẽ j x = 0. Putẑ := (ẽ j x). Then we have
By applyingê j • to both sides of this equality, we obtainê j (x) =ẑ = (ẽ j x), as desired. Thus we have proved the theorem.
The case without the linking condition
In the case where the diagram automorphism ! : I → I does not necessarily satisfy the linking condition (2.1.1), we deÿne the ÿxed point subset (Z where I j is the ÿnite sequence of indices from I \ I deÿned by (2.3.1) for each j ∈ I , and I k is a ÿnite sequence of indices from I for k ¿ 0. We deÿne the "ÿxed point subset" (Z where I j (x) is deÿned by (2.3.3) for each j ∈ I andx ∈ Z, and 0 k is a ÿnite sequence of length #(I k ) consisting only of 0.
For i; j ∈ I , we set a ij := 2c ij =c jj . Then A = ( a ij ) i; j∈ I is a symmetrizable generalized Cartan matrix. For the inÿnite sequence -in (2.5.1), we deÿne an inÿnite sequenceof indices from I by -:= (: : : ; j k ; : : : ; j 2 ; j 1 ). We denote by Z ∞ -the set Z ∞ with the crystal structure associated to the generalized Cartan matrix A, corresponding to -, and denote by e j ; f j ; j ∈ I , the Kashiwara operators on Z can be checked in exactly the same way. Let x ∈ Q ∞ and c 1 ; c 2 ∈ Q ¿0 , and take m ∈ Z ¿0 such that mc 1 ∈ Z, mc 2 ∈ Z, and mx ∈ Z ∞ . Then, by deÿnition (3. 
where m ∈ Z ¿0 is such that mc ∈ Z, mx ∈ Z ∞ , and mx ∈ Z ∞ . Thus, the lemma is proved.
We denote this "rational" crystal by Q ∞ -in order to emphasize that the structure depends on the choice of the inÿnite sequence -.
Explicit description of Kashiwara operators
In this subsection, we give an explicit description of the lowering Kashiwara operator f where I j (x) is a sequence of rational numbers deÿned by (2.3.3) for each rational number x ∈ Q.
Let-= (: : : ; j k ; : : : ; j 2 ; j 1 ) be the inÿnite sequence corresponding to the -above. We can give Q ∞ a crystal-like structure associated toÂ, corresponding to-. We denote this rational crystal byQ 
where X is either e or f. Now we are ready to state our main result in this paper. where we set Q (0) := 0.
In order to prove this theorem, we need the following proposition: For each j ∈Î and n ∈ Z ¿0 , we deÿne operatorsẽ(n)
where X is e or f.
Proposition 3.3.4. For each j ∈Î and n ∈ Z ¿0 , we havẽ
Proof. The assertion can be shown by direct computation. For simplicity, we will show the equalityf(n) j = (f j ) n in the case where n = 2, and where the Dynkin diagram corresponding to the !-orbit of the j is of type A 2 (cf. Remark 2.1.1; the proof for the general case is similar, but more complicated).
Let x = (: : : ; I j k (x k ); : : : ; I j2 (x 2 ); I j1 (x 1 )) ∈ (Z ∞ -) 0 , and setx := (x) ∈Ẑ ∞ -, that is,x := (: : : ;x k ; : : : ;x 2 ;x 1 ). We set k 0 := minM ( j) (x) and k 1 := minM ( j) (f jx ), and assume that k 0 ¿ k 1 (note that k 0 ¿ k 1 ; the proof for the case where k 0 = k 1 is similar). This implies that
By Theorem 2.4.1, we deduce that (f j ) 2 x = (: : : ; I j k 0 (x k0 + 1); : : : ; I j k 1 (x k1 + 1); : : :):
Now, let us computef(2) j x. We write the sequences I j k 0 = (j; !(j); j) and I j k 1 = (j; !(j); j) in -= (: : : ; i k ; : : : ; i 2 ; i 1 ) as I j k 0 = (i a+2 ; i a+1 ; i a ) and I j k 1 = (i p+2 ; i p+1 ; i p ), respectively. As in the proof of Theorem 2.4.1, we see that min M (j) (x) = a. 
