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Abstract 
For the case of a first-class constrained system with equivariant momentum map, we study the 
conditions under which the double process of reducing to the constraint surface and dividing out 
by the group of gauge transformations G is equivalent to the single process of dividing out the 
initial phase space by the complexification Cc of G. For the particular case of a phase space 
action that is the lift of a configuration space action, conditions are found under which, in finite 
dimensions, the physical phase space of a gauge system with first-class constraints is diffeomorphic 
to a manifold imbedded in the physical configuration space of the complexified gauge system. 
Similar conditions are shown to hold for the infinite-dimensional example of Yang-Mills theories. 
As a physical application we discuss the adequateness of using holomorphic Wilson loop variables 
as (generalized) global coordinates on the physical phase space of Yang-Mills theory. 
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1. Introduction 
Complex gauge theories, i.e. theories with a complex group of gauge transformations, 
have recently appeared in several physical a@plications. The hamiltonian (constraint) equa- 
tions of 3 + 1 general relativity simplify significantly when written in terms of the SL(2, C)- 
Ashtekar connection and its canonically conjugate variable, the densitized triad [6]. On the 
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other hand, it has been shown that general relativity with a positive cosmological constant in 
2 + 1 dimensions corresponds to a Chern-Simons theory with gauge group SL(2, @) [27]. 
Motivated by these examples, we study the geometric properties of a wide class of 
complex gauge theories obtained by the “complexification” of real gauge theories. Most of 
our rigorous analysis takes place in finite dimensions, where the analogous setting is that of 
hamiltonian gauge models with first-class constraints. In the infinite-dimensional case we 
prove our main result for Yang-Mills theories with a compact structure group. 
Our investigation is purely kinematical and concerns properties of the big and reduced 
phase and configuration spaces. In the case of phase spaces that are cotangent bundles 
and where the action of the group of gauge transformations is the lift of an action on 
configuration space, it is shown that under reasonable conditions the physical phase space 
of the real, kinematic gauge theory (Q, LG, Qt,h = Q/Lo) is diffeomorphic (see Theorems 
3 and 5) to an open submanifold CSat/LGc of the physical configuration space Q,@, of the 
complex gauge theory (Q”, &, QFh), which is the complexification of (Q, LG, QPh) (see 
Definition 1). This result is shown to hold also in the more general case of phase spaces where 
the action of the group of gauge transformations G possesses an equivariant momentum 
map. 
The action of the real group G on the phase space P is extended to an action of Cc 
by having the imaginary generators act appropriately in the directions orthogonal to the 
constraint surfaces. Note that the action of Cc will in general be symplectic only if we 
restrict it to the real subgroup G. 
When the saturation C”“’ (containing all points of P that can be reached from the constraint 
surface C by a complex gauge transformation) is dense in Q@ - which was the case in all 
examples studied - the above-mentioned diffeomorphism implies that in order to find the 
physical, reduced phase space for the system under consideration, the double process of 
restricting to the constraint surface C c P and dividing out by the real gauge transformations 
is equivalent to dividing out by the complex gauge transformations. This is in accordance 
with the expectation that the complex gauge orbits have twice the dimension of the real 
gauge orbits. 
An analogous result for Chem-Simons theory was proven in [ 151, namely, that the cotan- 
gent bundle of the physical phase space of a Chem-Simons theory with compact gauge group 
K is diffeomorphic to a dense submanifold in the physical phase space of the theory with 
complex gauge group KC [27]. 
The equivalence between the physical phase space Pph of the real gauge theory and the 
physical configuration space QFh of the complex gauge theory may play an important role 
for both theories. On the one hand, the quantization of the complex theory, by analogy with 
the Palatini theories 181, is expected to be facilitated by the existence of additional structures 
in QFh, induced from Pph. It also allows us in principle to relate the Hilbert spaces associated 
with the quantization of the complex theory with the better-understood Hilbert spaces of 
the quantization of the real theory (an example is given by the generalization to a complex 
gauge group of the Chem-Simons theory in 2 + 1 dimensions by Witten [28]). On the other 
hand, global (generalized) coordinates in Q,@ may be used in pnh. This motivates the use 
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of “holomorphic Wilson loop variables” as global coordinates on the physical phase space 
of Yang-Mills theories with real gauge groups, and gives further justification to the use of 
such variables in general relativity, written in the Ashtekar variables (cf. Section 5). 
We do not address here the general question of how a dynamical principle can be incorpo- 
rated into our framework. Standard hamiltonians for gauge theories may not be physically 
meaningful in the complexified theory. For example, it is well known that the usual Yang- 
Mills action proportional to Tr FF for a complex gauge group G leads to a non-positive 
energy. Note also that the theories we cited at the beginning of the introduction are exam- 
ples of the so-called generally covariant theories, whose particular properties render them 
meaningful in spite of the presence of complex structures. Furthermore, as illustrated by the 
example of 3 + 1 gravity in terms of Ashtekar variables, it may be necessary to complement 
the theory by a set of reality conditions, projecting out the sector of physical states. 
The present work is organized as follows. In Section 2 we describe the class of gauge 
theories under study. The main result relating pph and QFh (i.e. ‘P/Lc,) is formulated and 
proven in Section 3. In Section 4 we study three illustrative finite-dimensional examples, 
with the groups of gauge transformations G = R” , G = S 0 (n), and G = U(n) respectively. 
The latter is an example of an action that is not the lift of a configuration space action. Its 
physical phase space is a complex Grassmann manifold. In Section 5 we demonstrate that 
our techniques are applicable on the infinite-dimensional phase space of Yang-Mills theory 
on an arbitrary three-dimensional compact and oriented manifold. We also comment on how 
general relativity in terms of the Ashtekar variables can be viewed in the same framework. 
In Section 6 we present our conclusions. 
2. Gauge theories in the hamiltonian formalism 
In order to set the stage for the field theoretic application, we first study the geometry 
of the analogous finite-dimensional hamiltonian systems with symmetry which, in Dirac’s 
terminology, are gauge models with a set of first-class constraints. 
Let the finite-dimensional manifold Q be the “big” configuration space of such a gauge 
system, and let LG denote a proper, but not necessarily free action of a Lie group G as 
the group of gauge transformations on Q. (Recall that an action LG is called proper if 
the inverse images of compact sets under the map (g,x) + (LBx,x) are again compact.) 
Assuming that Q/LG (possibly after excluding singular orbits from Q) has the structure of 
a differentiable manifold, this quotient space is known as me physical ConJigurution space 
of the system: 
f&h = QILG (1) 
The resulting triplet 
(Q, LG+ Qph) 
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will be called a kinematic gauge theory. In our current investigation we will not address the 
question of how a physical, gauge-invariant dynamics can be introduced into this setting in 
a meaningful way. 
The big phase space of the gauge theory (2) is the cotangent bundle P = T* Q, with the 
canonical symplectic form 6?. The gauge transformations of the big configuration space, 
L,, g E G, lift uniquely to symplectic (a-preserving) gauge transformations z,, g E G, of 
P. Note that our results also apply when the phase space P is not of the form of a cotangent 
bundle and/or the symplectic action of the symmetry group G is not the lift of an action on 
the configuration space (cf. Section 4.3). 
We will now introduce the notion of a momentum map [ 1,14,3], which is a useful tool 
in the abstract formulation of hamiltonian systems with symmetry. The components of 
the momentum map are just the conserved quantities associated with that symmetry (for 
example, the components of the angular momentum of a particle in the presence of rotational 
symmetry). For gauge systems, the conserved quantities are the first-class constraints, which 
are required to vanish for physical configurations. The constraints define a submanifold in 
phase space, the so-called constraint surface C, which can alternatively be described as the 
zero level set of the corresponding momentum map. 
For the class of gauge systems with action & we are considering, the momentum map 
CL : P + G* (G* denoting the dual of the Lie algebra G of G) always exists and is 
constructed as follows: for each algebra element 6 E 6, let the vector field tp E X(P) be 
the infinitesimal generator of the action & associated to 6, 
tp(P) = $ _ Lxp(t~) p, VPEP. 
f-0 
Each such cp is a globally hamiltonian vector field on P, with hamiltonian function & : 
P --f R given by 
I-L%@ = o,(~Q(q)), Va, = P E T*Q, (4) 
where { Q is the infinitesimal generator of gauge transformations on Q, and we have iden- 
tified a phase space point p with the corresponding one-form a on Q, where czq E TJ Q 
with q = ii(p) (5 denoting the projection to the base space Q). Here ~6 is of course the 
first-class constraint associated with the generator .$ of the group of gauge transformations. 
We now collect the maps I_L~ into a unique momentum map p : P --f cJ* by defining, for 
all p E P and e E Q 
P(P) ??C := d (P>, (5) 
where ??denotes the duality between G and O*. The momentum map (4), (5) is Ad*- 
equivariant [ 11, i.e. 
Ad;_,o~=~oL”s, VgEG. (6) 
This statement implies that the first-class constraints form a true Lie algebra with respect 
to the Poisson brackets on P. In more general cases of phase spaces and symmetry group 
actions we will assume that the G-action has an Ad*-equivariant momentum map. 
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In order to obtain the physical phase space of the kinematic gauge theory 
(Q, LG, Q&. we must use the momentum map twice. We first have to restrict the phase 
space P to the constraint surface C, defined as the zero level set of the momentum map 
c = {p E P: /A(p) = 0). (7) 
Furthermore, by equivariance the components I_L~ of the momentum map generate gauge 
transformations ER on C, hence to obtain the physical phase space P@ we have to perform 
the quotient 
Pp’, = c/LG. (8) 
In the present paper we show that in some physically relevant cases the double process 
in phase space of constraining to C and quotienting out by the real gauge group action of 
G is equivalent to the one-stage process of quotienting out by an appropriate action of the 
complex group Gc. 
Recall that for the setting described above and for the case that the group G acts freely 
on P, the following reduction theorem holds (see, for example, [ 191 and references therein; 
the present formulation is taken from [ 11, Theorem 4.3.1). 
Theorem 1. Let (P, l2) be a symplectic manifold on which the Lie group G acts symplec- 
tically and let p : P --+ G* be an Ad*-equivariant momentum map for this action. Assume 
x E G* is a regular value of I_L (i.e. for every p E p-‘(x), dpLp is surjective), and that the 
isotropy group G, under the Ad*-action on G* acts freely and properly on I_L-’ (x). Then 
P,r = I-(-’ (x)/Lc, has a unique symplecticform ox with theproperty n.Gwx = i:S2, where 
71, : p-’ (x) + P, is the canonical projection and i, : 1-1-l (x) + P is the inclusion. 
There is an analogous result if x E 6* is only a weakly regular value of @ (i.e. p-i (x) 
is a submanifold with TPp-’ (x) = Ker dFp), the group G, therefore does not act freely, 
the G,-orbits in 1-l (x) are all of the same type, and hence the dimension of the isotropy 
group G, constant for all points p E 1-1 -l(x). Moreover, if the G-action on Q is proper and 
free, one can prove that [ 131 
pph = C/k 2 T*(Q/Lc), (9) 
i.e. the reduced physical phase space P@ = C/G, given by Theorem 1, is symplectomorphic 
to the cotangent space T* Qvh of the reduced physical configuration space Q,,h = Q/ LG. 
Under appropriate regularity conditions, an analogous result holds for the case that the 
action is non-free [22], the standard action of SO(n) on R” being the prototypical example 
(cf. Section 4.2). 
3. Complexification of gauge theories 
A complex Lie group H is a Lie group which at the same time is a complex manifold 
[ 161. The two structures are related by demanding that the map 
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HxH-+H, (hl,h2) - w,’ 
be holomorphic. 
So far we have considered the general case of triplets (Q, LG, Qph), without specifying 
whether the group G is real or complex. We will call such a gauge theory complex if the 
group G of gauge transformations is a complex Lie group. It is convenient to introduce the 
concept of the “complexification” of a kinematic gauge theory. 
Definition 1. The kinematic gauge theory (Q”, Lee, QFh) is called a complexification of 
the theory (Q, LG, Qph) iff it satisfies the following three conditions: 
(i) The complex configuration space is diffeomorphic to the real phase space, 
Qc dg p(, r*Q). (10) 
(ii) The complex gauge group can be uniquely written in the form 
Cc = GeiG. (11) 
In case the group G is compact, Cc is called the universal cornplexi$cation of G, and 
G is its maximal compact subgroup [ 161. 
(iii) Using the diffeomorphism (lo), the restriction of the complex action of Cc to its real 
subgroup G coincides with the lift of the Lc-action, 
LG,JG = LG. (12) 
This definition is motivated by the fact that the configuration space of a Yang-Mills 
theory with complexified structure group Kc satisfies (lo)-( 12), and hence can be regarded 
as the complexification of a Yang-Mills theory with structure group K (cf. Section 5). In 
the present paper we study the conditions under which Eq. (10) holds at the level of the 
reduced spaces (if a complexification of (Q, LG, Qph) exists), i.e. when we have 
QFh dc Pp,,, (13) 
where Pph is defined by (8). 
Consider now the (not necessarily unique) complexification (Q”, Lee, QEh) of the kine- 
matic gauge theory (Q, LG, Q&. The action of Go on P defines a homomorphism r of 
Lie algebras from the complexified Lie algebra Ga: into the vector fields on P, 
t:&=6+i6+X(P), r(c + in) = cp + (is)‘. c, v E G. 
We will assume that P and LcC are such that the following conditions hold. 
(14) 
Conditions 1. 
- There exists a symplectic almost-complex structure J on P such that 
(in)p = Jrlp, Vtl E G. (15) 
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- The non-degenerate symmetric tensor y on P defined by Q and J through 
v(X, Y) := 0(X, JY) 
is a Riemannian metric, i.e. P is a quasi-KWer manifold. 
(16) 
There are a number of conclusions that can be drawn from the existence on P of an 
almost-complex structure J and a Riemannian metric y that intertwine with the symplectic 
structure according to (16): 
- For all linear subspaces S c T,‘P we have 
J(S’) = S”, (17) 
where S’ denotes the subspace (y-)orthogonal and S” the subspace polar symplectic (or 
Q-orthogonal) to S. 
- Denoting by Vpc the gradient vector field with respect to y of the constraint function 
I*6 : P --f R, 
d/-&Y) = v(VCL~, Y), VY E X(P), (18) 
we have 
(19) 
i.e. the vector space perpendicular to a surface p = const. is obtained by applying the 
complex structure J to the infinitesimal gauge generators tp. In fact, using ( 18) and the 
fundamental relation (16), one derives for all Y E X(P) 
y(V& Y) = d/.&Y) = Wp, Y) = y(Kp, Y). (20) 
- For each point p E P, define a map VP~ : 6 -F T,P by 
VW,(~) = b’(p) = Jtp(p). (21) 
Identifying the tangent space T,P with the cotangent space T;P via the Riemannian 
metric y, we see that the map Vpu, : 6 -+ T,,P is the adjoint of the map dp,, : 
T,,P --f G*. 
- It is easy to verify that 
T,,(& p) = (Kerdpp)’ = J(ImVpLp) (22) 
Ker(Vp,) = Gp, (23) 
where Lo . p denotes the G-orbit through the point p E P, and Gp the Lie algebra of the 
isotropy group G, at p. 
Thus, if the pair (Lee, P) satisfies Condition 1, the imaginary generators of Cc are 
represented by vector fields y-orthogonal to the surfaces F = const. Note that these vector 
fields Jtp are in general neither hamiltonian nor isometries. 
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Note furthermore that although the G-action on P is proper, the Cc-action need not 
be, which implies that the quotient Q’/Lc, need not be Hausdorff. This of course can 
only occur since G@ is a non-compact group. Although one can make sense of the case 
when the G-action is proper and the quotient space Q/Lc is an orbifold (i.e. no longer a 
smooth manifold) [9], we are not aware of a treatment or a physical interpretation for the 
non-Hausdotlf case. Our work may be viewed as a prescription of how to deal with such 
gauge systems, by selecting a sufficiently well-behaved subspace of Q”. 
Let us now recall the Moncrief decomposition for gauge systems [20,4] which character- 
izes an orthogonal splitting of the tangent spaces Tt, P, where p lies in the constraint surface 
C. Taking into account that 
T, (ZG . p) c Ker dpLp (24) 
for all points p E C, (17)-(23) can be summarized into the following theorem. 
Theorem 2. At all points p E C c P, the tangent space T,P admits the following (or- 
thogonal) Moncrief decomposition: 
T,P = Kerdpp fl J(KerdF,,) @ ImVpp $ J(ImVF,) 
, ‘-- 
(1) (2) 0) 
(25) 
thejrst summand being symplectic, and the last two isotropic. 
At a given point p E C, the Moncrief decomposition (25) of T,P has the following 
geometric interpretation. 
- (1) = Ker dpp fl J(Ker dpp) can be naturally identified with the tangent space TX(,) Pph, 
and represents the true, physical degrees offreedom of the system. 
- (2) = ImVkp represents infinitesimal deformations orthogonal to the constraint sur- 
face C. 
- (3) = J(ImVwu,) = T,(& . p) is the tangent space to the gauge directions, that is, to 
the G-orbit & . p through p E C. 
Consider now the subset CSat of P given by 
c sat :=(L,.p: pECandgEGc). (26) 
We will call the set Csat the saturation of C (with respect to the action of Cc). It consists of 
all points that can be reached from the constraint surface by a complex gauge transformation. 
We prove below that 6’““’ is open in P and conjecture that it is actually dense in P. In Section 
4 we corroborate this conjecture by some examples. 
The Moncrief decomposition (25) implies the “local” (in a neighbourhood of C) equiv- 
alence between Csat/ Lot and Pph = C/z,. The following propositions prove their global 
equivalence. 
Proposition 1. The saturation CSat is open in the phase space P. 
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Proofi By virtue of the Moncrief decomposition, I,$:: 4 E i4) = ImVpp is a complemen- 
tary subspace to TpC in T,P. 
Therefore CSa’ contains an open neighbourhood U of C in P. Moreover, since CSa’ is given 
by the union CSa’ = U@e IL, . WY t f 11 i o ows that the saturation CSa’ is open in P. 0 
Now, since C c C”“’ and since each “real” orbit Lo . p, p E C is contained in a “complex” 
orbit Lot . p, we have a map 
Pn,, = C/z, -+ CSat/&-c. (27) 
Since our aim is to prove the equivalence between the physical phase space and the 
complex quotient on the right-hand side, we must show that the map (27) is a bijection. 
Equivalently, we must prove that each “complex” orbit Lee . p, p E C, contains only one 
“real” orbit LG . p, i.e. that the following proposition is true. 
Proposition 2. 
(L~~.p)nc=LG.p, VpEC. (28) 
Pro08 It suffices to prove that 
(LGc.~)nCcLG.~. (29) 
Let L, 'P E (LGe: . p) fl C, with g E Gc. We must show that L, . p = Lh p, for 
some real group element h E G. However, since C is a G-invariant submanifold of P and 
G@ = G . exp(iG) by assumption, we can without loss of generality take g to be of the form 
g = exp(ic), with { E G. 
Hence assume that 
Lexp(i~)'P=L&.pEC. (30) 
Let us set q1 := Lelrc . p, and consider the function f : [0, l] + R, defined by (see 
Eq. (5)) 
f(t) = A?,). (31) 
Then, f(0) = 16(p) = 0, since p E C = p-'(O), and also f(1) = ps(qi) = 0, by 
assumption (30). On the other hand, using (14) and (16) we compute 
f’(t) = d&qr)(Jtp(qd) = Q,,(~P(qr)~J~P(qt)) = Y (~P(qr)~~P(qr)) z 0. 
(32) 
Therefore, the function f must vanish on the entire interval [0, 11, and q1 E C, for all 
t E [0, 11. Moreover we have, for all t E [0, 11, cp(qt) = 0 which implies qt = p and, in 
particular, 
L e~c p = p E LG p. 0 (33) 
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In conclusion, the map (27) is a bijection. Moreover, using the Moncrief decomposition 
and the inverse mapping theorem, one can easily prove that this map is in fact a (J-dependent) 
diffeomorphism. We have therefore proved our main result. 
Theorem 3. Let & be a proper symplectic action of the Lie group G on the symplec- 
tic manifold P, with an Ad*-equivariant momentum map p, and let LG~ be a complexi- 
jication of this action satisfying (1 l), (12) and Condition I. If 0 is a weakly regular value 
of p, the map (27) is a diffeomorphism between C/& and (_?‘/LG~, where CSa’ is given 
by (26). 
Note that there may exist complex orbits in Q’ which do not contain any real orbit 
z G . p, p E C, i.e. not every complex orbit necessarily intersects the constraint surface 
(see for example Sections 4.2 and 4.3). However, in the finite-dimensional examples we 
considered, CSa’ was always dense in P. We conjecture that this is the case for a wide class 
of systems and in particular for the Yang-Mills theory discussed in Section 5. 
Given the diffeomorphism between Pph and CSat/L~c, we can now pull back to Csat/L~a: 
the unique symplectic form on the physical phase space obtained from the Marsden- 
Weinstein reduction. 
Conversely, we are interested in the question under what conditions a given kinematic 
gauge theory (Q, LG, Q,h) can be complexified. One necessary condition is that the vector 
fields Jqp (cf. (15)) be complete, so that their infinitesimal action can be exponentiated. 
We also need a G-invariant almost complex structure J on the phase space P. This is not 
a very strong restriction, since for compact G one can always define a G-invariant almost- 
Kahler structure on P. The most important condition comes from demanding that the map 
r : G’c -+ X(P) constructed according to 
t(( + in) := tp + Jnp 
with 6, r] E G, define a homomorphism of Lie algebras (cf. expressions (14) and (15)). It 
turns out that this is the case only if the restriction of the almost-complex structure J to 
the complex Gc-orbits in P is integrable. All these conditions are satisfied for the finite- 
dimensional gauge systems discussed in the next section. 
After finishing this work, it came to our attention that quotient constructions similar to 
ours feature in some mathematical work by Ness [23], Kit-wan [ 171 and Sjamaar [26]. Their 
original motivation is Mumford’s categorical quotient in the context of geometric invari- 
ant theory and analogous constructions for the case of K;ihler manifolds, in particular, 
its cohomological properties. The mathematical setting seems to differ from ours in that 
we require only an almost-Kahler structure on phase space (cf. Conditionl). It would 
be interesting to see whether any of their methods could be used profitably in prov- 
ing our denseness conjecture, or learn more about the physical systems that are our pri- 
mary motivation. The precise relation with our results therefore deserves further atten- 
tion, but is beyond the scope of this paper. 
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4. Finite-dimensional examples 
4.1. Group of gauge transformations R” 
We first consider an example with an abelian group of gauge transformations, the kine- 
matic gauge model (Q, LG, Qt,h) = ([Wm, Lnn, [Wm-“), where n -c m, with [w” acting freely 
on IF. The coordinates on the configuration space Q are the XI, I = 1, , . , m, and the 
n algebra generators c’ of the gauge group Iw” are taken to act on Q by the vector fields 
a/axi, i = 1, . . , n. The corresponding first-class constraints on P = T’W are given by 
pi = 0, i = 1 3 . . . . n, with the canonically lifted action on P. 
a 
6’ H -7 i=l n. 
axi 
3 . . . . (35) 
The (2m - n)-dimensional constraint surface C is given by 
C=[(X,p)E[W2m:Pi=0,i=l ,..., n). (36) 
The physical phase space P@-, is the cotangent bundle T*UF-“, parametrized by the m - n 
coordinate pairs (x,, p,), a = n + 1, . . , m, with the induced canonical symplectic form. 
We are now looking for suitable complexifications of (KY, LR~, W’-n). Consider the 
complex structure J on P defined by 
J&=&, J&=-$3 I = 1, . . ..m. (37) 
I 1 
We use this complex structure to extend the action of [w” to one of @“)a, = C” by repre- 
senting the “imaginary” generators as 
i[Jt-+J$=L, 
apj 
j = 1, . . ..n. 
J 
If we now consider the kinematic gauge theory (Cm. Len, ‘IYen) with coordinates :I = 
XI + ipl on the complex configuration space Cm, and with the action of the gauge group 
@” defined by 
~(4’ + i@) = $ + iL, i.j = 1, . . . . n, 
I apj 
by Definition 1 this is a complexification of the triplet ([Wm, Lnn, OX”-“), under the diffeo- 
morphism ~1 -+ (XI, pr) between @” and T*W”‘. Moreover, the symmetric tensor y on P 
constructed according to (16) is a well-defined Riemannian metric, 
(40) 
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so that Condition 1 is satisfied. The saturation CSa’ of C in P under the action of C”, (35) 
and (38), is all of P, and any @“-orbit is of the form 
((x,JJ) E R2m:Xi,pi fixed,i =n+ 1, . . . . m}, (41) 
and therefore contains exactly one IV-orbit of the constraint surface C, demonstrating the 
desired equivalence of the quotients 
Tat/F 2 C/V. (42) 
Let us now slightly modify the definition of the complex structure on P by defining 
J’s = $, J's = -$ J’-& = -$, J$ = __t, (43) 
1 m m m m 1 
and all other relations unchanged from (37). Proceeding as above leads to a complex action 
on Cm with 
r(i.$‘) = iL. 
aPm 
A @“-orbit on P is now of the form 
(44) 
{ (x,p> E R2m : pl,x,fixed;x,,p,fixed,a=n+l,..., m-l). (45) 
Such an orbit does not intersect C unless p1 = 0, in which case it contains a whole one- 
parameter family (labelled by pm) of W-orbits in C, which in turn are of the form 
{(~,p)~(W~~:pi=O,i=l,..., n;~~,p,fixed,u=n+l,..., WZ}. (46) 
However, this does not contradict our conjecture since the metric y’ constructed according 
to (16) is not Riemannian; its signature is (-, - , + , . . . , +). 
4.2. Group of gauge transformations SO(n) 
Let us now consider a typical non-abelian kinematic gauge theory, given by [24] 
(e, LG, &d = CR”, ho(n), R+), (47) 
where iRf = (r E R, 0 .c r -c 001, Lso(,) denotes the action of SO(n) in the fundamental 
representation, 
x E R” I-+ LAX = Ax, A’A = Id, detA = 1, (48) 
with Id denoting the II x n-identity matrix. The action Lso(,) is non-free for it > 2 and 
the physical configuration space is the one-dimensional manifold Rf (after excluding the 
singular orbit (0)). The canonical lift of Lso(,) to the phase space is 
z,z, : P + P, b, P) = (Ax, Aph (49) 
where (x, p) E P = T*R” = R” x W. 
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The equivariant momentum map is, in accordance with (4) 
w(x, p)(Tjk) = Pi dri(T,f) = -XTjkp’v 1 < j < k < n, - 
where 
The first-class constraints associated with (50) take the form 
XTjkpt = 0, lsj<kln, (51) 
or, equivalently, 
xr\p=o, (52) 
where the wedge in (52) denotes the exterior product of the two vectors x, p E [w” and 
we have identified so(n) with A21R”. By exterior algebra arguments, (52) implies that the 
constraint surface C is given by 
c = 
I 
(x,p) E P: (x, p> = 0L.f, LLuf), h, p E LQ, f E w, llfl12 = 262 = 1 .(53) 
i=l I 
To obtain the physical phase space, we must divide C by the action of Eso(~). Since the 
action of SO(n) is transitive on the unit sphere, 
Y-t = (f E R”, IIf]] = 1) c R”, 
we have in each zso(,)-orbit a representative 
(ifi 9 I*fl) E c 
where ft = (1, 0, . . . , 0). There is a residual gauge transformation 
(~“flt/Jfl) t-+ (-~_I39 -P.fl)v 
which means that the physical phase space is a cone [24]: 
pph = &O(n) = @/z2 = ([(A, FCL)]: (A, II) E R2j, 
(54) 
(55) 
(56) 
(57) 
where we denote the &-equivalence classes by [(h, CL)] = ((L ,u), (-h, -,u)). Alternatively, 
if we exclude the origin of R2” and choose 
P = RF = P\(O), (58) 
?rh becomes a non-simply connected two-dimensional manifold, 
C/&(“) E rw; = R2\{0). (59) 
Let us now see how this process of constraining and quotienting can be replaced by the 
single step of quotienting the big phase space (58) by the action of the complex group 
SO(n = SO(n, C). (60) 
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Consider the complex kinematic gauge theory 
(Q’> LGc, Q$, = Cc”, hx,, c), a=“ho(n, oh (61) 
where Lso(,,c) denotes the standard (non-symplectic and, in fact, improper) action of 
SO@, C) on C”, 
LA : c” -+ @“, LAZ = AZ, z E @“, (62) 
where z = x + ip, (x, p) E Rz” and A is a complex orthogonal n x n-matrix with unit 
determinant. It is clear that the complex kinematic gauge theory (61) is a complexification 
of the theory (47) (see Definitionl). Besides, the standard complex structure on @” satisfies 
Condition 1 and, as we will show, the map (27) is a bijection. Let us demonstrate that CSa’ 
is dense in P = @“, and that in order to give the set of orbits 
PILSO(,, @) = @“lLSO(,, d)) (63) 
a differentiable structure, we must exclude the origin (0) and the orbits of Lso(~, Q which 
do not intersect C, that is 
c 
pph = c/&O(,) = Qph = p/LSO(,,@), (64) 
where in this equality we have implicitly excluded the non-typical orbits from P/Lso(,, Q. 
To show that CSa’ is dense in P = C”, we consider the following sets in @“, which are 
invariant under Lsocn, c), 
D,,, = (z E C”\{O): z* = w). (65) 
It can easily be shown that Do does not intersect C and that every D, (for w # 0) contains 
a single orbit of Lso(,, Q and intersects C. Then 
csat = U D, = @“\Do, (66) 
l&c 
which proves that CSat is dense in P = @” since Do has real codimension two. The orbits 
D, are all of the type 
D, E SO@, C>/So(n - 1, Q (67) 
while the orbits {O} and Do are not. (It can be shown that Do is just a single orbit, unless n = 
2, when it consists of two orbits.) Therefore, in order to give P/Lso(,,, a)) a differentiable 
structure, we must exclude {O) U Do, which proves the validity of (64). 
4.3. Grassmann manifolds as the physical phase spaces of U (m)-gauge theories 
Let us consider an example with a symplectic action of the group U(m) in P = R*““’ = 
T*Rmn, which is not the lift of an action in the configuration space Rmn. * We take P = 
‘We thank R. Picken for suggesting the m = 1 example. 
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[W2mn = Cmn , endowed with the standard Kahler structure. The points in P can be considered 
either as complex m x n-matrices, 
m;n 
Z = (Zri) E P7 
r=l;i=l 
(68) 
or as sets of m vectors in @” (the rows of (z,i)). Let the group U(m) act by left multiplication, 
LAZ = AZ, A E U(m), (69) 
and the group SlJ(n) by right multiplication, 
LBZ = zB, B E SU(n). (70) 
Both actions leave the Kaltler structure on P = Cmn-invariant. 
Let us assume that the group of gauge transformations is U(m). The action of U(m) is 
free for points z E P such that rank(z) = m. Indeed, we have 
LAz = z + g(A,s - &,)zs = 0, (71) 
s=l 
which, if rank(z) = m, implies that 
A,, = S,,. 
The action (69) has an equivariant momentum map, given by 
@ (z) = cl& - ;(Z& + Zrzs) = c&s - i(p,p, + xrxs), (72) 
II~‘“(z) = $i(z,% - Zrzs) = i(xrps - xspr), (73) 
where U,.ZI, G X%1 Uyiusi, and we have set zr = x, + ip,. The generators trs, flrv form a 
basis in u(m) = Lie(U(m)), given by 
G, = ii%, + E,,), ~rs = $5, - Es,), (74) 
where the E,, are the elementary m x m-matrices 
(ETS)rfSf = 6,,,&. (75) 
One easily checks that the constant terms appearing on the right-hand side of (72) are the 
most general constants that on cohomological grounds can appear in the components of the 
momentum map. The first-class constraints associated with this action are 
p = 0 * I_Lcrs = 0, FQs = 0, (76) 
or, equivalently, 
ZrZs = &,, (77) 
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where we have set the constant to c = i. We see that the elements of the constraint surface 
are sets of m orthonormal vectors in @” with respect to the hermitian inner product 
(W, W’) = WZZI’ = 2 Wizzl~. 
i=I 
The action of U(m) on C is free as explained above. Let z(O) E C and C be the subspace of 
@” spanned by [z~~‘)~=, . Geometrically, by acting with U(m) according to 
(AZ(~)), = A z(O) rs s 9 (78) 
we obtain all the orthonormal bases of ,C C @“. The points in the physical phase space Pph 
are the orbits [z] of U(m) in C. There is an obvious one-to-one map between Pph and the 
complex Grassmann manifold G,, n (@) of m-dimensional subspaces of @“, 
pph + Gn, n(@), [zl H C = span{zs&. (79) 
That this map is a diffeomorphism follows from the following proposition. 
Proposition 3. 
- The constraint surface C is an orbit in P under the right action of the group U(n). 
- The isotropy group is U(n - m) so that 
C “!! U(n)/U(n -m). (80) 
- The physical phase space Cl U (m) is therefore dzfeomorphic to 
Pph “g G,,.(@) = U(n>/[U(n - m) x U(m)]. (81) 
Let us now turn to the complexification of the symplectic action of U(m) in order to 
study the form that our general result (that the map (27) is a diffeomorphism) takes in this 
particular example. The complexification of U(m) is 
U(m)a: = GL(m, Q. (82) 
It is easy to verify that the action of GL(m, @) on P = Gmn by left multiplication 
L,cz = A’z, A’ E GL(m,@) (83) 
is an extension of (69) in the sense of (12) and satisfies the conditions (15) and (16). Also, 
0 is a regular value of the momentum map LL so that (27) is indeed a diffeomorphism. CSat 
consists of all matrices z E Gmn with rank(z) = m. To prove this it is sufficient to notice 
that for any such matrix z there is a matrix Aa: E GL(m, C) such that Acz E C (e.g. by 
using the Graham-Schmidt orthogonalization procedure). Hence CSa’ is dense in P = Gmn, 
which is in accordance with our conjecture. Furthermore, the “bad” points outside CSa’ are 
points with symmetries (i.e. with a non-trivial isotropy subgroup of U(m)). 
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The action of CL@, @) on Pat is free by construction, and it is clear why the orbit space 
is diffeomorphic to the complex Grassmann manifold G,,, (@): the orbits are just the sets 
of all bases of a given m-dimensional subspace of @“, 
pph = G,,,(C) = C/U(m) = C=‘/GL(m,C). (84) 
5. Application to Yang-Mills theory 
5.1. The hamiltonian formulation 
In this section we review some geometric properties of the infinite-dimensional phase 
space of the Yang-Mills theory, which allow us to construct its complexification along the 
lines proposed in Section 3. We emphasize the geometric viewpoint of the theory, and refer 
the interested reader to Refs. [2,.5,21] for the analytic details. 
Let Z be a compact, oriented manifold of dimension three, P = P (C, K) a principal fibre 
bundle over C, with structure group K, a compact semisimple Lie group, and associated 
Lie algebra K. The Killing form in K will be used to identify K with its dual K*. 
The big configuration space of Yang-Mills theory is the affine space A of K-valued 
connections on P. For simplicity, we assume P to be trivial, so that we can identify A with 
the affine space of K-valued one-forms (gauge potentials) on E. (Here and in the following 
all function spaces are assumed to belong to the appropriate Sobolev classes, see 1211 for a 
discussion.) Then A is an affine space modelled on the vector space li’ (Z; K) of K-valued 
one-forms of adjoint type on Z:, and its tangent bundle can be identified with 
(85) 
The corresponding Yang-Mills phase space will be identified with the (L*-) cotangent 
bundle 
T*dZdx Xd(E; K), (86) 
where x,(x; K) denotes the space of K-valued vector densities (or non-abelian electric 
fields) on C. At any point A E A, the dual pairing between Tid 2 & (c; K) and 
TAd Z x1(X; K) is givenby 
(a, t?) = s a : E’, 
c 
(87) 
wherecr E TAd,E E Tid, and “:” denotes the complete contraction of internal and spatial 
indices (internal indices are contracted with the Killing form on K). 
The gauge group G of Yang-Mills theory is the group of K -valued functions g : Z: --+ K, 
on t;, and its Lie algebra G is given by the Lie algebra of K-valued functions c : C + K, 
on I=. The dual of 9 2 A’( Z; K) is the space 8* 2 Az(Z; K) of K-valued scalar densities 
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on E. The dual pairing between an algebra element 6 E 6 and a scalar density d E Q* is 
given by 
(88) 
c 
The group G acts on the configuration space A according to the affine map 
(g, A) t-+ ~~(4 = g-l& + g-‘dg, (89) 
whose canonical lift to the phase space T*d yields the well-known Yang-Mills transfor- 
mation law 
(8, (A, E)) I+ &(A, 8) = (g-‘Ag + g-tdg,g%). (90) 
The action (90) is symplectic with respect to the canonical (constant) symplectic form L? 
on T*d, 
S2~,,5)((6AI,S~,),(~A*,~~*)) = 641,8k2) - &42,6E’1) (91) 
for tangent vectors (6Ai, SEi) E T (,.,, e,(T*d), where (., .) denotes the duality (87). Note 
that in this last equation we have used the identification 
T(/, p)(T*d) 2 ?(E; K) x Xd(E; K). (92) 
The infinitesimal generator of the configuration space action (89) associated to the algebra 
element 6 E 6 is the vector field td E Xd, given by 
+!‘(A) = (A, DAC) = (~~5)~~ (93) 
where DA. = d . +[A A .] is the covariant derivative defined by the connection A. 
Analogous to the finite-dimensional case (cf. Section 2), the phase space action (90) 
admits an equivariant momentum map p : T*d + B* Z A!(Z; Kc), defined as 
k(A, E) ??4 = p’(A, E) = (fd(A), 8) = (DAM, B) = -+,ti~E>, (94) 
where SA denotes the (formal) adjoint of DA, and (., .), -c’, .+ are the dualities (87) and 
(88) respectively. It follows that p(A, ,@) = &Ag E Q*, and hence the Gauss constraint set 
C = /.L-’ (0) is given by all phase space points satisfying the Gauss law constraint 
6,E = 0. (95) 
The infinitesimal generator of the phase space action (90) associated to the algebra ele- 
ment 6 E 6 is the vector field [r*d E X(I*d), given by 
CT*A(A 8) = ((A, 8), (DA& b?, 61)) = (DA()~ + Ii’, Cl-$. (96) 
We now fix a Riemannian metric h on the manifold 22 and define an h-dependent, almost- 
complex structure J on T*d by its action on tangent vectors 
J(A, 8) : (JA, SE) H (-SEb, G”), (97) 
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using the identification (92), the notation 6Eb for the P&valued l-form h-equivalent to Sl?, 
and the notation S2n for the K-valued vector density h-equivalent to 6A. In complete analogy 
with the finite-dimensional case of Eq. (16), this allows us to define a (weak) Riemannian 
metric y on the cotangent bundle T*d via 
= (6A1, 62;) + (6E;, SE,). (98) 
Note that the almost-complex structure J, and therefore also the Riemannian metric y are 
G-invariant. Since the actions (89) and (90) are affine, their differentials are the respective 
linear parts, and hence 
J o d&&SA,6~) = J(g-‘SAg,g-‘G&) 
= (g-w& g-%i”g) 
= dcpg o J(SA, &I?), (99) 
proving the G-invariance. The situation is formally the same as in Section 3, i.e. we have a 
G-invariant almost-Kahler structure (J, y) obeying the fundamental relation 
Y(., .) = Q(., J.1. (100) 
Considering as before the tangent map d,u and its (L2-)adjoint VF = dp*, using elliptic 
theory [2,5] we once more deduce the (gauge-invariant) Moncrief decomposition (25) this 
time of the tangent space Tp(T*d), at any point p = (Ao, &) of the Gauss constraint set C. 
In order that C be a manifold, we must exclude from it points (A, g) which possess one 
or more so-called infinitesimal symmetries, i.e. covariantly constant, non-zero functions 
t E G Z A’(Z; Ic) that commute with the electric field E’, 
DA< = 0 and [E’,{] = 0. (101) 
In a point (A, ,?) with infinitesimal gauge symmetries, the Yang-Mills field variables can 
be reduced to take their values in the Lie algebra of a smaller group H c K. Note that the 
kernel Ker Vp(,+,, ~~~ coincides with the set of infinitesimal symmetries of the configuration 
(Ao, i?o). One can show that Ker VpcAO, 8,) = (0) iff dFcA,,, E,,~ is surjective which, by the 
implicit function theorem, implies the following result [5]. 
Theorem 4. If (Ao, I!&) has no injinitesimal symmetries, then the Gauss constraint set 
C = y-l (0) is a manifold near (Ao, &), with tangent space given by Ker dpcAO, Ed). 
We therefore exclude all points with symmetries from the Gauss constraint surface, 
and continue to denote the resulting smooth manifold by C. In every point (Ao, &) of 
this manifold, the operator V,U(~,,, ~~~ has a trivial kernel and the “Laplacian” operator 
A = dhAo, &I) “&Ao, .&IO, is an isomorphism from G 2 AO(X;IC) to G* Z Ai(X;Ic). 
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Marsden-Weinstein reduction leads to the reduced, physical phase space Pph = Cl G, which 
is symplectomorphic to the cotangent bundle T*Mrh of the moduli space Mph = d’/G 
of equivalence classes of non-symmetric connections A’. Hence all aspects of the finite- 
dimensional kinematic discussion of Section 2 are realized in the field-theoretic example 
of the Yang-Mills phase space. 
5.2. ComplexiJcation 
Let us denote by A” the complex afhne space of Kc-valued connection one-forms on Z 
(KC is the Lie algebra of the universal complexification Ka: of K introduced in Section 3). 
A” is the complexification of the real affine space A, and is modelled on the vector space 
-1 A (Z; Ice). The choice of a Riemannian metric h on 27 provides us with a one-to-one map 
Aa: + T*d, defined by 
A + iE H (A, i?), (102) 
where I? denotes the X-valued vector density h-equivalent to the K-valued one-form E. 3 
This is well defined, since A +i E is a Kc-valued one-form of AdKc -type, and in particular of 
AdK-type. This implies that (restricting to the subgroup K c Kc) A is K-pseudotensorial 
and ,!? of AdK-type. 
Following the construction given in Section 3, we now “complexify” the infinitesimal 
E-action on T*d, 
by representing the imaginary generators according to 
it H JIT*d. (104) 
(103) 
Let us verify that the infinitesimal Gc-gauge action on the complex Yang-Mills con& 
uration space A” is compatible, under the map (102), with the infinitesimal “complexi- 
fied” action on T*d, given by (103) and (104) (i.e. that Condition1 of Section 3 holds). For 
the former, one has 
(6 + irl) . (A + iE) = DA+iE(( + iv) 
= d(6 + irl) + [(A + iE), (c + iv)] 
= DAM - [Ev CJ] + i(DAv + [E, tl), (105) 
while for the latter one derives 
3 Since A and E have different physical dimension, we should be writing A + iLE instead of A + iE in 
(102). where L is a fixed constant with the dimension of length. For simplicity we have set this constant 
equal to one. 
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(4 + in). (A, @) = 6 . (A, @) + J(q ’ (A, I?‘)) 
= (DA!T, 16”,61) + J(DAv, [EC, VI) 
= (DA4 - [E, 171, @,{I + 6f”). (106) 
Clearly, the right-hand side of (105) is mapped into the right-hand side of (106) under the 
map (102). We have therefore verified the claim made in Section 3 above, that the kinematic, 
complex Yang-Mills theory with structure group Kc satisfies Definition 1 and Condition 1 
with respect to its real counterpart with structure group K. 
The validity of the Moncrief decomposition (25) and the inverse mapping theorem (in 
the appropriate weighted Sobolev spaces [21]), and the fact that (98) is a weak Riemannian 
metric in T*d imply that Propositions 1 and 2 of Section 3 are valid in the present case and 
therefore the following theorem (the analogue of Theorem 3 for the infinite-dimensional 
case of a Yang-Mills theory) holds. 
Theorem 5. Consider a Yang-Mills theory with compact structure group K corresponding 
to the trivial bundle P(.E, K) over the three-dimensional oriented and compact manifold 
C. Then the map (27) is a diffeomorphism between the physical phase space C/z, of 
the Yang-Mills theory with structure group K and an open submanifold CSatlL~c of the 
physical configuration space of the Yang-Mills theory with structure group Ka: (assuming 
that points with symmetries have been excluded from C). 
5.3. Holomorphic Wilson loops 
With these ingredients in hand, we can now form the saturation C”“’ of the Gauss constraint 
manifold C according to formula (26). If we can show that any Gc-orbit through a point 
A’ E A’ cuts the constraint surface C, we have CSat Z AC’, and thus an equivalence of the 
quotient spaces 
C/G 2 d”IGc. (107) 
Note that, due to the geometric structures available on AC’, we do never have the problem 
of uniqueness of the “gauge choice” 8AB = 0, the Gauss law constraint of f?q. (95) 
i.e. a given Gc-orbit can never cut the surface C more than once. For the attainability of 
this “gauge choice”, one derives the following conditions. Starting from an arbitrary point 
A’ = A + iE E AC, one looks for a complex gauge transformation ga: = g exp iw E 
Gc, such that the configuration (A’, L?). where qgc(A + iE) = A’ + iE’, lies in C. Taking 
w.1.o.g. ga: to be purely imaginary, ga: = eiU, one derives the following non-linear equations 
for w: 
n+l 
(Adw)*“A -g (-‘) 
_u (2n + l)! 
(Adw)2”+‘(E + dw), 
(108) 
E’ = 
c 
O3 (-l)‘+’ (Ad&“+1 co (-1)” 
n=O (2n + I)! 
A+x-- 
_o (2n)! 
(Adw)‘“(E + dw), 
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using the notation 
(Adw)“X := [w, [w, . . . , [w, [w, Xl]. . .I], (Adw)‘X := X. (109) 
Comparing with the finite-dimensional SO(n)-gauge model, one may not expect the 
Eqs. (108) to possess solutions for arbitrary (A, E), but still these relations may be useful 
in determining whether CSa’ is dense in Ac, as we are conjecturing. 
Recall there is a natural set of gauge-invariant variables on any space A of connections, 
given by the so-called Wilson loops 
T,(A) := TrP exp 
4 
A, (110) 
where y is a closed curve in C, and P denotes path-ordering along y. The expression 
P exp $, A is also known as the holonomy of the connection A along the loop y. 
It is well known that for compact structure group K, the knowledge of the values of all 
Wilson loops T, is equivalent to the knowledge of the gauge connection A up to gauge 
transformations [ 111, and the variables (T, } form an overcomplete set of coordinates on 
the physical configuration space d/G. For non-compact K, the Wilson loops may not be 
completely separating, i.e. there may be sets of connection configurations from d/G that are 
mapped into the same TV-configuration. However, for the case Kc = SL(2, C) = SU(2)c, 
which is the one relevant for the Ashtekar formulation of 3 + 1 gravity, the points in dc/ Ga, 
which are not separated by the Wilson loop variables form a set of measure zero [ 121, and 
moreover the Wilson loops separate all points which can be separated in the non-Hausdorff 
space d’/Gc [7]. 
Let us now consider the traced holonomies (110) as functions on the space d@/Gc of 
complex gauge connections modulo gauge transformations introduced earlier (see [25]). 
As mentioned above these variables have been proven in [ 12,7] to form a set of good 
generalized coordinates on the physical configuration space of the Yang-Mills theory with 
complex structure group KC = SL(2, C). Our Propositions 1 and 2 and Theorem 5 provide 
a set of necessary conditions for the variables ( 110) to be good generalized coordinates on 
the physical phase space of the Yang-Mills theory with structure group SU(2). (A proof that 
CSa’ is dense would provide a sufficient condition.) This is also relevant to general relativity 
written in terms of Ashtekar variables, since there Aa: is the (big) phase space rather than 
the (big) configuration space of the theory. Although the symplectic structure of general 
relativity is very different from that of SU(2) Yang-Mills theory, one may expect that an 
analogue of our result is valid also in the case of gravity. This would indicate that (110) 
are good generalized coordinates on the phase space of general relativity in the Ashtekar 
formulation (complementing the results of [ 12,7]). A proof of this assertion would however 
involve a proof of Theorem 5 and of the conjecture that Csat is dense also for the gravity 
case, which is beyond the scope of the present paper. 
On the other hand, our result points to an alternative to the usual loop space formulations 
of Yang-Mills theory, where the Wilson loops (110) are used as variables on the physical 
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configuration space, and where generalized Wilson loops have to be introduced in a rather 
asymmetric way to bring in the dependence on the canonically conjugate momenta ,?? [lo]. 
A next important step in our construction is the search for natural algebraic structures on 
the set of holomorphic and anti-holomorphic Wilson loops, which could serve as a starting 
point for the quantization. 
6. Conclusions 
We have derived a number of conditions, under which it is possible to obtain an alternative 
description for the reduced phase space of a hamiltonian first-class constrained system. 
Instead of using the two-step Marsden-Weinstein reduction associated with the group G 
of gauge transformations, one takes a single quotient with respect to an appropriate phase 
space action of the complexified group Cc (Theorems 3 and 5). A necessary condition for 
these two methods to lead to equivalent results is the existence of an appropriate extension 
of the G-action in the directions perpendicular to the constraint surfaces. 
We conjecture that the conditions for equivalence we establish are actually sufficient, 
and hence that the saturation CSa’ (all points in phase space that can be reached from 
the zero-momentum constraint surface C by a complex gauge transformation from Cc) 
is dense in the phase space. This conjecture is corroborated by all the finite-dimensional 
examples investigated in Section 4, but a general proof is still lacking. The examples with 
G = SO(n) and G = U(m) also demonstrate that no obstructions in principle occur when 
the G-action is non-free or the phase space not of the form of a cotangent bundle over the 
configuration space. 
Due to the dual interpretation of the space underlying our construction (either as the phase 
space P of a (real) gauge system or as the configuration space Qa: of a (complex) gauge 
system), it allows for a variety of physical applications, already outlined in the introduc- 
tion. The infinite-dimensional gauge theoretic case constituted the main motivation for this 
work, in view of an extension to the case of 3+1-dimensional Ashtekar relativity, which is 
momentarily under investigation. An application of our result to Chem-Simons theory for 
simple spatial topologies can be found in [IS]. In any of these cases one has to show that a 
(hamiltonian or lagrangian) dynamics can be introduced into the framework in a consistent 
way. We leave the discussion of this and further applications to a future publication. 
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