Introduction
The minimum-cost circulation problem is a central problem in network optimization [15, 30, 35, 401 . Much research has been devoted to finding efficient algorithms for the problem. size (the number of bits needed to represent the graph and the arc capacities and costs) assuming time per arithmetic operation polynomial in the number of bits in the operands. Tardos [39] was the first to discover a strongly polynomial algorithm. Her work triggered the discovery of other polynomial and strongly polynomial algorithms by Odin [32, 33] , Fujishige [16). Bland and Jensen [6] , Galil and Tardos [18] , Goldberg and Taijan [20, 21) , and Ahuja, Goldberg, Odin, and Tarjan [2] . To date, the best strongly polynomial bound known is Odin's bouakl cf O(m logn (m + n logn)) [33] . For networks whose arc costs are integers of magnitude at most C, Goldberg and Tarjan's bound of O(nm log (n2/M) log(nC)) [20] is best for certain ranges of n,m, and C. For networks whose ar capacities and costs are integral, Ahuja, Goldberg, Orlin, and Tarjan's bound of O(nm loglog U log (nC)) [2] is best for certain ranges of n,m,U, and C. A remaining open question is whether the primal network simplex algorithm has a pivot selection rule that guarantees a polynomial or strongly polynomial bound on the number of pivots. As Orlin [32] [36, 37, 40] , the running time of their algorithm can be improved to O(nm logn) [19] . This bound is within a factor of logn or less of all other known bounds for the problem.
In this paper we study the number of pivots required to solve the minimum-cost circulation problem. We propose a pivot rule that has an n(Icin )/ 2 +°O() bound * on the number of pivots and the same bound on running time (with a different additive constant in the exponent). Although AM logaithms in this papr we base two.
this bound is not polynomial, it is the first subexponential bound known. For the special case of planar graphs, we obtain polynomial bounds on the number of pivots and the running time.
We also consider a relaxation of the primal network simplex algorithm in which costincreasing as well as cost-decreasing pivots are allowed. For this algorithm, we propose a pivot rule with bounds of O(nm min (log(nC), m logn)) on the number of pivctL and O(nm logn min (log(nC), m logn}) on the total running time. This time bound is the same as that of the Goldberg-Tarjan cycle-canceling algorithm. This is no coincidence; our results are based on theirs. In particular, the notions of E-optimality and minimum cycle means are central to our work.
This paper consists of five sections in addition to the introduction. Section 2 contains our network terminology. Section 3 presents the primal network simplex algorithm. Section 4 discusses our subexponential bound for general graphs and our polynomial bound for planar graphs. Section 5 discusses our polynomial bound for the relaxed algorithm. Resdts very similar to those in Section 5 have been obtained independently by Orlin (private communication,
1988
) and Goldfarb and Hao (private communication, 1988) using essentially the same methods.
Section 6 contains some concluding remarks.
Terminology
Our framework for studying the minimum-cost circulation problem is essentially that of Goldberg and Tarjan [20, 21] . Let G =(VE) be a directed graph with vertex set V of size n 2 and arc set E of size m. We require G to be symmetric, i.e., (v,w) e E if and only if (w,v) c E. 
A circulation is a real-valued function f on arcs satisfying the following constraints:
V v e V. 7, f(v,w) = 0 (conservation constraints).
w e E(v)
The cost of a circulation f is defined by the following formula:
The minmum-cost circulation problem is that of finding a circulation of minimum cost.
For a circulation f and an arc (v,w) , the residual capacity of (v,w) is contains. The minimum cycle mean of a graph with arc costs is the minimum of the mean costs of its cycles, and a minimwn mean cycle in such a graph is a cycle whose mean cost is minimum.
The following well-known theorem characterizes minimum-cost circulations: [4, 5) . This notion is the basis of several minimum-cost circulation algorithms [2, 5, 20, 21, 391 . For a real number z >: 0, a circulation f is e-opifial if there is a price function p such that
Note that 0-optimality is the same as optimality. As Bertsekas discovered, if all arc costs are integers, then E-optimality for a sufficiently small E is enough to give optimality:
Theorem 23 [5] : If all arc costs are integers and E < 1 In, then any £-optimal circulation is optimal.
The key to our results is the connection between minimm cycle means and e-optimality, which was discovered by Goldberg and Tarjan. For a creilation f, we denote by g(t) the minimum mean cost of a residual cycle, i.x., the minimum cycle mean of the residual graph Gj, and by eW the minimum E such that fis £-optimal.
Theorem 2.4 [20, 21] . For any circulation f, e(J) =max (0, -gf)).
The problem of computing "(J) is thus equivalet to the problem of computing the minimum cycle mean of Gf. There ae three bnown efficiet algorithms for computing minimum [20] .
We need one more concept related to the network simplex algorithm. A circulation f is basic if the set of residual edges fcrms a forest (a set of vertex-disjoint trees).
3.
Cycle-Canceling and the Primal Network Simplex Algorithm for the two to be equal. The pivot is said to be a pivot on (v,w).
The simplex algorithm differs from the cycle-canceling algorithm in that, although both algorithms work by canceling cycles, the simplex algorithm cancels only basic negative cycles, whereas the cycle-canceling algorithm cancels only residual negative cycles. A degenerate pivot, i.e., one canceling a nonresidual basic cycle, does not change the circulation f, only the spanning tree T. The relaxed simplex algorithm, which we study in Section 5, is the relaxation of the simplex algorithm in which a pivot is allowed on any nontree residual arc (v,w), whether or not
Standard implementations of the simplex algorithm maintain a price function p such that every tree arc has a reduced cost of zero. Such a price function can be defined by rooting fh tree T at an arbitrary vertex r and defining p(v) for any vertex v to be the total cost of the tree arcs along the simple path in the tree from r to v. With such a price function, a nontree residual arc (vw) is pivotable if and only if it has negative reduced cost. Furthermore, on termination of the algorithm the circulation f and the price function p satisfy the optimality constraints.
The simplex algorithm requires an initial basic circulation to get started. Such a basic circulation can be found by using any maximum flow algorithm to find some circulation and then repatedly finding an undirected simple cycle of residual edges and increasing (or decreasing) the flow around the cycle so that one of its edges becomes saturated. All such undirected residual cycles can be canceled in O(m logn) time by using a slight variant of the algorithm of Sleator and
Tarjan [36] for making a flow acyclic. Having found a basic circulation, a suitable initial spanning tree can be found by choosing any spanning tree containing all the residual edges. Such a tree can be constructed in O(m) time using graph search.
Remark. The idea of canceling undirected residual cycles can also be used to convert any minimum-cost circulation into a basic minimum-cost circulation. Given a minimum-cost circulation f, we first compute a price function p with respect to which f satisfies the optimality constraints. This t,. es O(nm) time as noted in Section 2. Any residual edge {v,w) is such that both (v,w) and (w,v) have reduced cost zero. We then cancel undirected residual cycles as described above. Canceling any such cycle does not change the cost of the circulation, since any such cycle has zero reduced cost. All the' cycle-canceling takes O(m logn) time. 0
The possibility of degeneracy, as indicated by the presence of one or more saturated edges in the spanning tree T, requires us to adjust some of the definitions of Section 2. We say that an
is residual or {v,w} is in T. We denote by E; the set of pseudo-residual arc-. A pseudo-residual cycle is a simple cycle consisting of pseudo-residual arcs.
A Subexponential-Time Pivot Rule
Our pivot rule for the network simplex algoithm is based on the cycle-canceling algorithm of Goldberg and Tarjan. Consider th, efinement of the simplex algorithm that consists of repeating the following step ur'il there is no negative pseudo-residual cycle: Choose a minimum mean cost pseudo-residual cycle r and block it by repeatedly doing pivots, each of which is on an arc of r, until some arc of F is not pseudo-residual, i.e., some arc of F is a saturated nontree arc.
We postpone a discussion of how to choose pivots to block a cycle r. Holding E and p fixed, we study the effect of cycle blockings on g(f).
Lemma 4.2. Blocking a cycle cannot increase °(f).
Proof ( (Each group of nm cycle blockings reduces e(f) by at least a constant factor.) 0
To obtain a strongly polynomial bound on the number of cycle blockings, we need two more definitions. We say that an arc (v,w) is E-fixed if f(v,w) is the same for every c-optimal circulation f The following theorem of Goldberg and Tarjan generalizes a result of Tardos [391.
Theorem 4-5 (20,211 . Let E > 0. Suppose a circulation is E-optimal with respect to a price function p. Suppose further that, for some arc (v,w),
We say an arc (v,w) is dead if it is a saturated nontree arc and its flow does not change during the remainder of the algorithm; we say (v,w) is live otherwise. Every arc on a cycle to be blocked is live since each such arc is either residual or a tree arc. Thus every pivot is on a live arc. Consider a group of k cycle blockings. Let land f be the circulations before and after the k cycle blockings, and let e= E(f), e' = e*(f'). By Lemma 4.3, E' </ (2n) for c a sufficiently large constant. Let r be the first cycle blocked. The mean cost of F is --c. Let p' be a price -15-function with respect to which f' is strongly e'-optimal. Some arc of r, say (v,w), has a reduced cost (with respect to p') of at most --c < -2ne'. By Theorem 4.5, (v,w) is E-fixed after all the cycle blockings. Since the circulation remains strongly E-optimal by Lemma 4.2, the flow through (v,w) cannot subsequently change. Since! is strongly e'-optimal with respect top', and since the reduced cost of (v,w) with respect to p' is strictly less than --', (v,w) is not pseldoresidual, i.e., it is a saturated nontree arc. Thus (vw) is dead after the cycle blockings. This proves the claim. 0
Having shown that the number of cycle blockings is polynomial, we must still devise a way to perform cycle blockings in a "small" number of pivots. Let F be an arbitrary negative pseudo-residual cycle. The following method will block r in at most n ( 1ogn)/2 pivots. Fi.-1 has negative reduced cost; thus so does V. The arcs of F1 can be partitioned into simple cycles, at least one of which must have negative reduced cost and hence can be chosen as F.
Since cycle Fi for 1 5 is k is simple, it contains a loop only if the loop is the entire cycle.
Thus Fi contains no zero reduced-cost loops, which means that any arc (v,w) e F r) T has v * w.
Suppose we perform a pivot on the arc (v,w) in r corresponding to the unique arc in Fk-Tk.
Since FA has negative reduced cost, so does (v,w), and we can indeed pivot on (v,w). Let In order to measure the progress of this algorithm, we define cj = ri-Ti I for 1 < i _ k. We define the signature of a sequence of k triples to be the sequence a 1 ,or 2 ,...,C.. We order signatures lexicographically, i.e., a 1 ,a 2 ,...,C <Jz P, i..... ;f either there is ome j < min (m I} such that %. = 3 forl :5i <jand j < ( 1 ,ork <landa = forI <5i:5k. Lemma 4.8. Each pivot step decreases the signature or terminates the cycle blocking.
Proof. Consider a pivot on an arc (v,w). Let otct2,...,cq& and PjN,.....j be the signatures before and after the pivot, respectively. Let (x,y) be the leaving arc, and let j be maximum such that x and y are not condensed in Gj. If j < k, then the arc in Gj corresponding to (x,y) is in Tj-,. since it is ore of the arcs condensed to form Gj + . Furthermore, for 1 < i < j, the arc in Gi corresponding to (x,y) is in T, r) r-. It follows that ai = A5 for 1 <i < j and cj < 0j.
Suppose on the other hand, that j = k. Then the basic cycle in G, on which the pivot occurs is F, and arc (x,y) must lie on F. The pivot makes (x,y) a saturated nontree arc, which terminates the blocking. U Proof The bound on pivots is immediate. It is not hard to implement the algorithm so that the amortized time * per pivot is O(m); we leave this as an exercise. 0
We conjecture that the amortized time per pivot can be reduced to O(n) or less, but we shall not pursue this issue here, since the bound on pivots is so large. Instead, we consider the case of planar graphs and show that for such graphs the number of pivots can be made polynomial.
Suppose that G is planar. Planarity implies that m = O(n) [7] . We shall show that a judicious choice of r 2 and 1 3 in the cycle-blocking algorithm guarantees that every signature contains at most three terms, i.e., one of oh ,a 2 , and a 3 is 1. This implies that n 2 pivots suffice to block a cycle, since every term in a signature excet the last is between 2 and n, inclusive, and the last is 1.
By "amortized time" we mem the time per operation averaged over a worst case sequence of operations.
See J41).
Form G' from G 1 =G by deleting all arcs except those in T I U I 1 . Regard G' as an undirected graph and embed it in the plane. Assume without loss of generality that G' is embedded so that 1 is directed clockwise around its interior. Consider the boundaries of the faces inside Il, oriented clockwise around their interiors. These boundaries are simple cycles that partition the arcs of I' and the tree arcs inside I'. The sum of the costs of these cycles is exactly the cost of F 1 ; thus at least one such cycle must have negative cost. Let '11 be such a negative cycle.
Choose F 2 to be any negative simple cycle in G 2 whose arcs correspond to those of F. The results in Section 4 relate the efficiency of the network simplex algorithm to that of cycle blocking. If we relax the network simplex algorithm to allow cost-increasing pivots in addition to cost-decreasing ones, then cycle blocking becomes much easier. The following argument shows that at most n pivots suffice to block a cycle. Let r be the cycle to be blo,.ked, and let v be an arbitrary vertex on r. The rule for pivoting is to pivot on the first nontree arc after v on I. If this rule is used, then after k pivots either F is blocked or the first k arcs after v on are tree arcs. Thus, after n or fewer pivots, r must be blocked. This gives the following result: We shall reduce the bound on pivots in Theorem 5.1 by a factor of n and the bound on time by a factor of nm /logn. To do this we first relax the rule for choosing cycles to block. We follow the approach Goldberg and Tarijan 1211 used to develop a more efficient version of the cyclecanceling algorithm. given an initial basic circulation f and a spanning tree T containing the residual edges, the algorithm first computes a price function p such that c*k-) = e.(fp). Then the algorithm repeats the following two steps until f is optimal:
Recall that an arc (v,w) is pseudo-residual if it is residual or a tree arc, and that a basic circulation f is strongly t-optimal if there is a price function p for which cp(v,w) > --c
Step I (block admissible cycles). Repeatedly perform pivots on admissible arcs until there is no cycle of admissible arcs.
Step 2 (tighten prices). Modify p so that (/fp) decreases to at most (1-1/n) times its former value.
A proof like that of Lemma 4.2 shows that
Step I cannot increase c_*(fp). We postpone a discussion of the imp!emcntation of Step I in favor of Step 2.
Step 2 can be implemented either using a minimum cycle mean calculation, which takes O(nm) time (see Section 2), or with the following simple two-step, 0(m)-time computation.
Step
2a (compute levels). For each vertex v, compute a level L(v), defined recursively by L(v) = 0 if v has no incoming admissible arcs, L(v) = I + max {L(u) I (u,v) is an admissible arc)
otherwise.
Step 2b (compute new prices). Let E = e(fp). For each vertex v, replace p(v) by
Lemma 52. Either implementation of Step 2 is correct.
Proof. Lemma 4.2 of (211 states that Steps 2a and 2b correctly implement Step 2. The implementation using a minimum cycle mean calculation rnduces (fp) 'to t-(f), which is the minimum possible value of Ekfp). Since Steps 2a and 2b will reduce t°(fp) to at most
(1 -1/n) times its former value, so must the minimum cycle mean calculation. 0
Suppose we implement
Step 2 by using Steps 2a and 2b, except that every nih iteration of
Step 2 we use a minimum cycle mean computation instead. Then the amortized time per iteration of Step 2 is 0(m). The number of iterations of Steps I and 2 is 0(n log(nC)). This is because C" (fp) <C initially, the algorithm terminates when ECfp) < I/n, and every n iterations decrease EC(f,p) by at least a constant factor. Furthermore, a proof like that of Lemma 4.6 shows that the number of iterations of Steps 1 and 2 is 0(nm logn). Thus we obtain the following result:
The relaxed network simplex algorithm terminates in
0(n min {log'nC),mlogn)) iterations of Steps I and 2. The amortized time per iteration of Step 2 is 0(m).
It remains to implement Step 1. We shall describe a way to carry out Step I in 0(m)
pivots. Then we shall describe how to extend the dynamic tree data structure of Sleator and Tarjan 136,37,401 so that it can be used to perform each pivot step in 0(logn) amortized time and all of Step I in 0(m logn) time.
Our implementation of Step I maintains a partition of the vertices into two classes: marked and unmarked. Initially all vertices are unmarked. A vertex v becomes marked when the algorithm discovers that there is no path of one or more admissible arcs from v to an unmarked vertex. The algorithm maintains a root vertex r for the spanning tree T, such that the following invariant holds:
is an admissible tree arc such that w is unmarked, then either w is the parent of v in Step ]a (initialize). Unmark all vertices. Select any vertex r and root T at r.
Step ]b (pivot). If there is no admissible arc of the form (r,v) with v unmarked, mark r and go to
Step Ic. Otherwise, let (r,v) be such an arc. If (r,v) is a tree arc, root T at v, replace r by v, and repeat
Step lb. If, on the other hand, (r,v) is a nontree arc, pivot on (r,v). Let (x,y) be the leaving arc of the pivot. Root the tree at x, replace r by x, -.nd go to
Step I c.
Step Ic (reroot). If every vertex is marked, stop. Otherwise, let v be any unmarked vertex. Let x be the unmarked vertex closest to r along the tree path from v to r. Ifx * r, root the tree at x and replace r by x. Go to Step l b.
Lemma 5.4 Steps la-lc correctly implement
Step I and maintain invariant (*).
Proof. Pivoting on an admissible arc cannot create any new admissible arcs. Consider
Step lb.
It there is no admissible arc (r,v), then marking r preserves the invariant that there is no path of admissible arcs from a marked vertex to an unmarked vertex. If (r,v) is an admissible tree arc, then rerooting the tree at v obviously preserves (*). If (r,v) is An admissible nontree arc, rerooting the tree after a pivot on (r,v) also preserves (*), since the entering arc (r,v) has v the parent of r after the rerooting (unless (r,v) is the leaving arc), and the rerooting leaves invariant the parent and the child vertices of all other tree arcs.
Rerooting the tree as in Step (1c) also preserves (*), since each tree arc (y,z) along the tree path from v to r has z marked, and the reversal (z,y) of such an arc has y the parent of z after the rerooting. 0
Lemma 5.S. The number of iterations of Steps lb and lc is 0(m).
Proof. We need only count iterations of Step lb, since every iteration of Ic follows an iteration of lb. Each iteration of lb either marks a vertex, which can happen at most n times, or creates a new admissible tree arc of the form (x,y) with y unmarked and y the parent of x, or does a pivot.
Let (x,y) be the leaving arc of a pivot. If (x,y) is not admissible or y is marked, (x,y) will never later be the entering arc of a pivot. If (x,y) is admissible and y is unmarked, then invariant (*) implies that (x,y) is saturated after the pivot and hence inadmissible. In this case also it cannot later be the entering arc of a pivot. Thus there can only be one pivot per arc, for a total of at most m. Once an admissible arc (x,y) becomes a tree arc with y the parent of x and y unmarked, it remains in this state until it becomes the leaving arc of a pivot. It follows that the total number of iterations of
Step lb is at most n + 3m. 0
It is straightforward to implement Steps la-Ic so that the total time for Step I is O(nm). To do this we maintain the tree T using a set of parent pointers, one for each node. Then each iteration of Step Ibor Ic takes 0(n) time.
We can reduce the amortized time for pivoting and rerooting the tree by using a dynamic tree data structure. The data structure represents a collection of vertex-disjoint rooted trees, each edge {v,w} of which has two associated real values, g(v,w) and g(w,v), and each vertex of which has a mark bit. We denote by parent(v) the parent of vertex v in its tree; if v is a tree root, parent(v) = null. We adopt the convention that every tree vertex is both an ancestor and a descendant of itself. The data structure supports the following ten operations: We perform Steps la-Ic using the dynamic tree operations, as follows.
Step la requires n change-mark operations. There is no need to reroot T; we merely select as r the current root of T.
Step lb requires the ability to select an admissible arc (r,v) with v unmarked, if any. Since Step lb is complete. If uf(r,v) is not zero, we take (x, parent (x)) to be the leaving arc. We modify T appropriately by performing cut(x) to delete {x, parent(x)1, followed by link (r,v, uf (r,v) , uf (v,r)) to add (r,v}. This cut and link have the side effect of rerooting the tree at x, completing
Step lb. [ Figure 11 We represent the structure of V by storing with each vertex x pointers to its parent in V, fg(x) if x is a middle child;
We call the values g(x), Ag(x), rg(x), A mg(x) the g-values of x and define the term h-values
analogously.
Finally, we store with each vertex x a reversal bit rev(x), whose interpretation is a follows. [ Figure 2 ]
The second restructuring primitive is splicing, in which a vertex y that is the root of a solid subtree has its left child, if any, changed to a middle child, and possibly has a middle child changed to its left child. (See Figure 3. ) A splice requires less work than a rotation, primarily because none of the ordered pairs associated with the vertices change. This primitive also has an 0(1) time bound.
[ Figure 3] Out of rotations and splices we build the main restructuring operation on a virtual tree V, called splaying. A splay at a venex x consisL of a specific sequence of rotations and splices done along the path from x to the root of V. The effect of the splaying is to restructure V, making x the root. The time required for splaying is proportional to the original depth of r, the amortized time is O(logn), if n is the number of vertices in V. The paper [37] gives the details of how splaying is performed and the analysis leading to the O(logn) amortized time bound.
We can perform each of the dynamic tree operations using at most two splayings and 0(1) additional tree restructuring. We shall describe the implementation of two of the operations; the implementation of the others is similar. To perform evert(v), we splay at v, perform a splice to make the left child of v (if any) a middle child, and flip the bit rev(v). We perform find-min(v) as follows. First, we splay at v. Now the path from v to the root in its dynamic tree D is represented by the right subtree of v in its virtual tree V. If x is the right child of v, the value x = mg(x) is the minimum of g(w, parent(w)) fr w an ancestor of v in D. We walk down from x through solid descendants, using g-values to guide the search, until reaching a vertex y such that g(y) = a. If y is a right child, our search is complete; the vertex to be returned is w = V-parent(y). If, on the other hand, y is a left child, we continue down the tree through right children until reaching a vertex w with no right children. In either case we complete the find-min operation by splaying at w 
Remarks
There are two major open questions related to our work, one theoretical, one practical. On the theoretical side, we have not resolved the question of whether the network simplex algorithm (with only cost-decreasing pivots) has a version requiring only polynomially many pivots. Our subexponential upper bound suggests the possibility of a nonpolynromial but subexponential lower bound. We are not willing to offer a conjecture as to whether the actual bound is polynomial or not, but we believe that the most fruitful way to approach the problem is to spend as much time in trying to construct a nonpolynomial class of examples as in trying to obtain a polynomial bound. Whatever the answer, the results of Section 4 show that the key to solving the problem lies in obtaining a tight bound on the number of pivots needed for cycle blocking.
On the practical side, one may ask whether any of our results or ideas can contribute to obtaining faster computer programs implementing the network simplex algorithm or other algorithms. The current computational wisdom is that the network simplex algorithm performs very well in practice even if no special effort is made to choose pivots wisely [231. When advances in computing technology make it possible to attack problems on very large networks, however, some of our ideas may become useful.
In particular, the dynamic tree data stucture can be extended so that it can be used to represent the spanning tree in the standard implementation of the network simplex algorithm. It is necessarily merely to add values to the vertices to represent arc costs, and to add an additional operation that sums arc costs along a tree path. Then the amortized time to compute the reduced -36 -cost of an arc or to perform a pivot is 0ogn). Standard implementations take O(n) time per pivot but 0(1) time to compute the reduced cost of ,%n arc. With storage of one additional value per dynamic tree vertex, the time to compute the reduced cost of k arcs, with no intervening pivots, can be reduced to 0 (min{klogn, k + n)). We leave filling in the details of this result as an exercise.
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