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Abstract
d0 ferromagnetism refers to a new class of magnetism, wherein the ferromagnets contain
no magnetic elements, and has created signicant interest in dilute magnetic semicon-
ductors (DMSs). Based on rst-principles calculations, this study demonstrates that
materials such as Si- or Ge-doped K2S and C- or N-doped CaO, MgO, or SrO can ex-
hibit ferromagnetism. Thereafter, experimental work has validated that ferromagnetic
behavior is exhibited by N-doped MgO. In addition, Monte Carlo simulations of the
dopant distribution based on the calculated chemical pair interactions between dopants
revealed that Mg(O,N), Ca(O,N), Sr(O,N) and (Mg,VMg)O can form nanoscale super-
paramagnetic clusters of dopants with strong ferromagnetic coupling in the clusters,
and these materials can exhibit high blocking temperatures (high-TB). Furthermore,
by considering estimated Curie temperatures under a condition of homogeneous dopant
distribution, the room-temperature magnetic hysteresis in MgO thin lms with 13%
N impurities and a few percent of Mg vacancies observed in previous experimental
reports is shown to originate from the super-paramagnetic blocking phenomenon re-
sulting from self-organized nanostructures. Finally, this study reveals that the origin
of d0 ferromagnetism can be understood as follows: local magnetic moments are spon-
taneously formed by narrow p bands, and the ferromagnetic states are stabilized due
to the kinetic energy gain from itinerant spin-polarized electrons, which result from
the partial occupation of the p bands. The signicance of this study is in (i) pioneering
the computational materials design of d0 ferromagnets, which has greatly contributed
to developments in this novel research eld, (ii) presenting the materials design of
d0 ferromagnets to achieve high-TB and (iii) elucidating the magnetic properties and
mechanisms associated with d0 ferromagnetism. These research outcomes not only
provide an essential understanding of d0 ferromagnetism but also open a new route to
create environmentally friendly materials for spintronics without the use of magnetic
elements.
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Chapter 1
Introduction
1.1 Computational Materials Design of Dilute Mag-
netic Semiconductors (DMSs)
Semiconductor-based spintronics are the next generation of electronics and aim to ma-
nipulate both the charge and spin degrees of freedom of electrons in semiconducting
devices in an integrated manner [1]. Semiconductor spintronics as a practical technol-
ogy was triggered by the discovery of ferromagnetism in dilute magnetic semiconductors
(DMSs), such as Mn-doped InAs [2] or GaAs [3]. DMSs are traditionally dened as
semiconductors that exhibit magnetism due to the presence of magnetic impurities
of transition or rare-earth metals. Because manipulation of electron spin in semicon-
ducting devices can improve conventional semiconductor technology, semiconductor
spintronics are expected to become a new technology with advantages such as non-
volatility, increased data processing speed, increased integration density and decreased
power consumption.
Computational materials design (CMD) based on rst-principles calculations has
been an important building block in this eld. One of the primary goals in the eld
is to develop a ferromagnetic semiconductor wherein the local magnetic moments are
ordered well above room temperature. In the most frequently cited work, Dietl et al.
systematically estimated the Curie temperatures (TCs) in various Mn-doped semicon-
ductors and proposed that wide-bandgap semiconductors such as GaN and ZnO are
suitable host materials for ferromagnetic DMSs with high TC [4]. Sato and Katayama-
Yoshida also presented benecial CMDs of novel II-VI-based DMSs (ZnO [5, 6], ZnS
[7], ZnSe [7], ZnTe [7]) and III-V-based DMSs (GaN [8, 9], GaP [8], GaAs [9], GaSb[8])
doped with 3d transition metals (TMs) [10]. Many of their CMDs were experimentally
validated; i.e., ferromagnetism was observed in designed DMSs, such as (Zn,Co)O [11],
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(Zn,V)O [12], (Zn,Cr)Te [13] and (Ga,Cr)N [14].
Thereafter, a more accurate framework has been presented for the estimation of
TC . In the traditional picture of exchange interaction in DMS materials, exchange
interactions are treated as long-range interactions [4, 7, 8, 9]. In those early studies,
TCs of DMSs were estimated based on the mean eld approximation (MFA). How-
ever, in calculations based on density functional theory (DFT), for most DMSs, the
exchange interactions were observed to be much more short-ranged, and also reected
the orbital character of the atoms composing the lattice. The MFA greatly overes-
timates TC for such DMSs where the exchange interactions are short-ranged and the
impurity concentration is smaller than the magnetic percolation limit. The reason for
the overestimation is that, in this approximation, all exchange interactions are counted
as signicant interactions, regardless of whether they are strong enough to contribute
to the TC under thermal uctuations. To abandon the mean-eld description and ac-
count for the percolation eect, the so-called two-step approach was presented for the
estimation of TC [15, 16, 17]. In this framework, rst, the eective exchange coupling
constants are calculated based on a rst-principles calculation using Liechtenstein's for-
mula [18]. Second, using the calculated exchange interactions, the TCs are estimated
using Monte Carlo (MC) simulations [19]. The TCs estimated by the two-step approach
were observed to be lower than those estimated by the MFA, and good agreement was
obtained between theory and experiments in DMSs such as (Ga,Mn)As [16, 17, 20].
The TCs of DMSs reported by dierent experimental groups are often in disagree-
ment. For instance, the TC of ferromagnetic (Ga,Mn)N samples was observed to be
in the range of 220 to 940 K [21, 22]. However, paramagnetic behavior of (Ga,Mn)N
samples has also been reported [23, 24]. Some of the heterogeneity may be explained by
clustering of the dopant magnetic elements in the host materials which exhibit super-
paramagnetic behavior with relatively high blocking temperature (high-TB), even at
small impurity concentrations [25, 26, 27, 28]. In general, DMS systems undergo phase
separation at thermal equilibrium due to a solubility gap, and thus, DMS systems can
be created experimentally by using nonequilibrium crystal growth techniques. This
fact implies that when signicant attractive interactions exist between impurities, the
homogeneity may be an unrealistic assumption, depending on the experimental con-
ditions. In fact, inhomogeneous impurity distributions have been observed in several
DMS systems, such as (Ga,Cr)N [29], (Al,Cr)N [29], (Ga,Mn) [30] and (Zn,Cr)Te [31].
This inhomogeneous impurity distribution is now used not only to explain the discrep-
ancies between experiments but also to enhance the blocking temperature (TB) or TC .
When super-paramagnetic clusters are formed via spinodal decomposition, a super-
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paramagnetic blocking phenomenon has been shown to dominate the magnetization
process, and a high-TB can be realized even at low impurity concentrations, such as
5%. In addition, at high impurity concentrations, such as above 20%, a network of
percolating clusters can enhance the TC , which holds promise to create DMS materials
with room-temperature ferromagnetism [25, 26, 27, 28].
Because strongly correlated systems, such as wide-bandgap materials, are often
used as hosts for DMSs, it is worth noting the importance of the self-interaction cor-
rection for their electronic structure calculations. For a wide variety of materials, the
local density approximation (LDA) provides reasonable predictions. However, it often
fails to predict the electronic structure of strongly correlated systems, such as ZnO
[32]. This error arises mostly from self-interaction, which results from the LDA of
the exchange-correlation potential and refers to the ctitious interaction of an electron
charge with the Columbic and exchange-correlation potential generated by the same
electron. The error can be signicantly improved by introducing a simple correction
called the pseudopotential-like self-interaction correction (pseudo-SIC or PSIC) to the
LDA calculation scheme [32, 33, 34] (see Appendix for more details).
1.2 d0 Ferromagnets
Is it possible to create DMSs without using a 3d TM? To answer this question, we
conducted an investigation based on rst-principles calculations. In general, a local
magnetic moment cannot be induced by 4d- or 5d-TM doping due to excessive hy-
bridization between the 4d or 5d orbital of the impurities and the orbital of a host
material. We initially determined that DMSs can be created in 4d-TM-doped K2S
using cationic substitutions [35, 36]. Our calculation showed that the 4d orbital can
be used to create local magnetic moments and that ferromagnetic states can be stabi-
lized by Zener's double exchange mechanism in K2S. This process involves narrowing
of the partially lled impurity bands by the use of the large lattice spacing of the host
material [35, 36]; this idea was generalized and applied to 4d- or 5d-TM-doped alkaline
chalcogenides [37, 38].
After the discovery that spatially broad orbitals, such as 4d and 5d orbitals, can
create local magnetic moments, we speculated that p bands may spontaneously po-
larize to provide a ferromagnetic state. Following this speculation, we theoretically
demonstrated the existence of p bands in K2(S,Si) and K2(S,Ge) in which deep impu-
rity bands consisting of 3p orbitals were introduced in the bandgap with partially lled
3p shells stabilizing a ferromagnetic state [39]. This principle was applied to 2p orbitals
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in Ca(O,C) and Ca(O,N) [40]. Furthermore, many DMSs containing no magnetic el-
ements, such as alkaline-chalcogenide- [41], alkaline-earth-chalcogenide- [41, 42, 43],
SiO2- [44] and diamond-based [45] d
0 ferromagnets, were similarily designed.
This new class of magnetism has been called d0 ferromagnetism [46] and has at-
tracted signicant interest in the eld of DMSs [47, 48, 49]. For example, after our
aforementioned series of CMD of d0 ferromagnets, many experimental works also re-
ported the existence of ferromagnetism in materials such as N-doped MgO [50], C- or
N-doped ZnO [51, 52], HfO2 [53], TiO2 [54], In2O3 [54], ZnO [54] and SnO2 [55].
Although signicant works have demonstrated the potential route to d0 ferromag-
netism, the origin of the magnetism is not yet fully understood. In particular, most
of the theoretical studies on d0 ferromagnetism have assumed that the distribution of
dopants in a system is homogeneous, and the potential contribution of phase separation
has not been investigated.
In this thesis, a series of materials designs of d0 ferromagnets as well as a unied
picture of the mechanism for d0 ferromagnetism are presented based on rst-principles
calculations [20]. In the following chapters, starting with an introduction of the CMD
of non-3d-TM-doped DMSs [35, 36, 37, 38] that foreshadows the later CMD of d0
ferromagnets, the pioneering CMDs of d0 ferromagnets presented in 2004 [39, 40, 41]
and the latest comprehensive analysis of magnetic properties in alkaline-earth-metal-
oxide-based d0 ferromagnets [56, 57, 58] are reviewed. The potential contributions of
phase separation and the formation of ferromagnetic clusters are also discussed.
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Chapter 2
Materials Design of
Non-3d-Transition-Metal-Doped
DMSs
In this chapter, the CMD of non-3d-TM-doped DMSs [35, 36, 37, 38] is reviewed.
The important discovery made in this review, which led to the later design of d0
ferromagnets, is that spatially broad orbitals, such as 4d and 5d orbitals, can create
local magnetic moments. Compliance with the splitting condition, dened as U 
W , is an important guideline for the formation of a localized magnetic moment in
materials without 3d TM elements. U is the eective correlation energy caused by the
intra-atomic Coulomb repulsion in the localized orbital of magnetic sites, and W is
the bandwidth responsible for the formation of the magnetic moment. The eective
correlation energy is dened as U = E(N+1) + E(N -1) - 2E(N), where E(N) is the
total energy of the states in the bands with N electrons. The hybridization of the 4d
or 5d orbital of the impurities with an orbital of the host material is known to be much
larger than that of the 3d TM in semiconductors since the 4d and 5d orbitals are more
delocalized than the 3d orbital. Thus, optimizing the splitting condition in the CMD
of materials without 3d TM elements is critical.
2.1 4d- or 5d-Transition-Metal-Doped Alkaline Chalco-
genides
The large magneto-optical eect is expected in non-3d-TM-doped DMSs since the
spin-orbit coupling in the ferromagnetic states exhibted by 4d and 5d TMs is larger
than that exhibited by 3d TMs. Such ferromagnetic materials that exhibit a large
8
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magneto-optical eect are benecial for the application of magneto-optical devices to
semiconductor spintronics since 3d TMs are used in most DMSs. However, in general, a
local magnetic moment cannot be induced by 4d- or 5d-TM doping because of excessive
hybridization between the 4d or 5d orbital of the impurities and an orbital of the host
material. For instance, in GaN and ZnO, which are popular host materials for the
study 3d-TM-doped DMSs, a non-magnetic solution is obtained for many 4d-TM doped
DMSs over a wide range of impurity concentrations (5  25%) due to excessive p-d
hybridization between the impurity 4d orbital and the ligand 2p orbital of N or O.
To create local magnetic moments by non-3d-TM doping, the impurity band should
be designed to be narrow in the bandgap in order to satisfy the splitting condition (U
 W ), which can be optimized by changing the lattice spacing and impurity concen-
tration. Alkaline chalcogenides of I2-VI compounds with an anti-CaF2 structure (Fig.
2.1) can be used for this purpose. Alkaline chalcogenides have large lattice spacing
due to the large ionic radius of their cations and are often transparent wide-bandgap
semiconductors. Figure 2.2 presents the experimental lattice constants and calculated
bandgaps of these compounds (the method used to determine these values is described
in the next section). It should be noted that calculated bandgaps tend to be smaller (of-
ten by approximately 30%) than the experimentally determined bandgaps. Since these
compounds have large lattice spacing and wide bandgap, a narrow non-3d-impurity
band in the bandgap can be achieved. Hereafter, we will discuss how local magnetic
moments are created and how a ferromagnetic state is stabilized in non-3d-TM-doped
alkaline chalcogenides.
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Figure 2.1: Atomic conguration of the anti-CaF2 structure. Large and small spheres
represent anions and cations, respectively. The VESTA visualization program [59] was
used to prepare this image.
Figure 2.2: Experimental lattice constants and calculated bandgaps of alkaline chalco-
genides.
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2.2 Formation of Local Magnetic Moments
The stability of local magnetic moments was evaluated through the calculation of
electronic structures based on rst-principles. The rst-principles calculations in this
chapter were performed using the Korringa-Kohn-Rostoker coherent potential approx-
imation (KKR-CPA) [60, 61] within the context of local density approximation (LDA).
The KKR-CPA can be conveniently applied to describe the conguration average of
a homogeneously disordered system in which magnetic impurities are randomly dis-
tributed. The MACHIKANEYAMA [62], KKR-CPA-LDA package, was used. The
experimentally determined lattice constants of the K2O, K2S, K2Se, K2Te, Li2S, Na2S,
and Rb2S host materials (a = 6.44, 7.39, 7.68, 8.15, 5.71, 6.53 and 7.65 A, respectively),
which have an anti-CaF2 structure, were used. Lattice relaxation and the Jahn-Teller-
distortion mechanism were not taken into account. Finally, the form of the potential
was restricted to the mun-tin type.
The present calculation showed that 4d-TM-doped alkaline chalcogenides of K2O,
K2S, K2Se, K2Te, Na2S (except Zr-doped Na2S) and Rb2S formed local magnetic mo-
ments and that even 5d TMs could create moments in some materials such as (K,Ta)2S
and (K,Os)2S. The density of states (DOS) of the K2S-based systems are shown in
Figs. 2.3 - 2.7. The d" orbital (xy; yz; zx) of the TMs hybridized strongly with the p
orbital of anions in anti-CaF2 I-VI compounds with Td symmetry and also formed bond-
ing states in the valence band. In addition, the anti-bonding (ta) impurity-band was
pushed up into the band-gap. The d orbital (3z2  r2; x2  y2) also weakly hybridized
with the s orbital of the cations and, as a result, formed the bonding and anti-bonding
states. The exchange-splitting energy between a majority (up) and minority (down)
spin state was larger than the crystal eld splitting between the weakly anti-bonding
ea states and the anti-bonding ta states, which resulted in high-spin ground states. A
localized magnetic moment, consisting of the merged ea and ta states was created at
the impurity site under the splitting condition (U  W ). With decreasing lattice con-
stants, the hybridization between the d orbital of the impurities and an orbital of the
host material increased in strength, and the d-impurity bandwidth widened (Fig. 2.8).
When the lattice spacing was insucient, as was the case for Li2S, a local magnetic
moment could not be formed by the non-3d-TM doping.
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Figure 2.3: Total (solid lines) and partial (dotted lines) densities of states of (a)
(K,Zr)2S and (b) (K,Hf)2S. Impurity concentration is 5%.
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Figure 2.4: Total (solid lines) and partial (dotted lines) densities of states of (a)
(K,Nb)2S and (b) (K,Ta)2S. Impurity concentration is 5%.
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Figure 2.5: Total (solid lines) and partial (dotted lines) densities of states of (a)
(K,Mo)2S and (b) (K,W)2S. Impurity concentration is 5%.
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Figure 2.6: Total (solid lines) and partial (dotted lines) densities of states of (a)
(K,Tc)2S and (b) (K,Re)2S. Impurity concentration is 5%.
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Figure 2.7: Total (solid lines) and partial (dotted lines) densities of states of (a)
(K,Ru)2S and (b) (K,Os)2S. Impurity concentration is 5%.
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Figure 2.8: Impurity bandwidth, W , of Zr-, Nb-, Mo-, Tc- and Ru-doped Rb2S (left),
K2S (middle) and Na2S (right).
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2.3 Stability of Ferromagnetic States
The stability of magnetic states was evaluated based on the total energy dierence
(E) between the disordered local moment (DLM) state and the ferromagnetic state,
described as E = EDLM - EFM , where EDLM and EFM represent the total energies of
the DLM state and the ferromagnetic state, respectively. The DLM state was dened
as a state where the local magnetic moments of the impurities are randomly set such
that the total magnetic moment is zero. By denition, a positive E implies that
the system favors a ferromagnetic state, while a negative E implies that the system
favors a DLM state. The KKR-CPA-LDA package of MACHIKANEYAMA [62] was
used for the calculation under the same conditions as in the previous section.
In the group of 4d TM dopants, Zr, Nb, Tc, Ru and Rh tended to stabilize a
ferromagnetic state, while Mo tended to stabilize a DLM state (Figs. 2.9 and 2.10). In
the group of 5d TM dopants, Hf, Ta, Re, Os and Ir tended to stabilize a ferromagnetic
state, while W tended to stabilize a DLM state. Because the basic chemical trends were
similar for 4d- and 5d-doped systems, only the results for 4d TM doping are presented
in this section.
In Zr-, Nb-, Tc-, Ru-, Hf-, Ta-, Re- or Os-doped alkaline chalcogenides, Zener's
double exchange interaction tends to be dominant since the d-impurity band in the
bandgap was partially occupied by electrons (Figs. 2.3, 2.4, 2.6 and 2.7). The basic
mechanism can be understood from a molecular model with two atomic states of ener-
gies, "1 = "2, and a hopping matrix element t. If only the bonding state is occupied and
the Fermi level lies in the middle of the impurity band, an energy gain of jtj occurs for
ferromagnetically coupled impurities. In Mo- or W-doped chalcogenides (Fig. 2.5), the
anti-ferromagnetic superexchange interaction is dominant (or competes with Zener's
double exchange interaction), which results in stabilization of a DLM state (or reduces
the stability of the ferromagnetic state).
Figure 2.11 presents the Curie temperature of (K,Zr)2S and (K,Nb)2S as a function
of the concentration of impurities. TC was estimated by the mean eld approxima-
tion (MFA), leading to kBTC =
2
3
E/x, where x is the concentration of the 4d TM.
TC increased at a rate approximately proportional to the square root of the impu-
rity concentration for low impurity concentrations, but more or less saturated at high
concentrations. In particular, for (K,Zr)2S, TC gradually decreased at high concen-
trations. For both systems, room temperature ferromagnetism was predicted at an
impurity concentration of about 5%.
Next, the eect of additional carrier doping was investigated in homogeneously Mo-
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doped K2S with 5% Mo concentration. Hole carriers were introduced by substituting
K with K vacancies in the compound. Electrons were introduced by substituting S
with Cl in the compound. Interestingly, estimated TCs increased with hole doping
(Fig. 2.12) and gradually decreased with electron doping.
The dependence of the TC of (K,Mo)2S on carrier concentration can be understood
by analyzing the DOS (Fig. 2.13). In Fig. 2.13, 5% K vacancies (a) and 10% Cl va-
cancies (c) were introduced into the 5%-Mo-doped K2S. In Fig. 2.13 (b), no additional
carrier doping treatment was performed. The DOS of the ferromagnetic states was
plotted for all cases. As shown in Fig. 2.13 (a), holes were itinerant while maintaining
their-d-character; therefore, the kinetic energy was reduced so eciently that the fer-
romagnetic state was stabilized by Zener's double-exchange mechanism. According to
the mechanism, the ferromagnetic interaction originated from the kinetic-energy gain
of itinerant Mo-4d electrons. This explanation implied that the ferromagnetic state was
the most stable when EF was located at the highest impurity density of state in the
impurity band. With increasing hole concentration, EF was shifted to lower energies.
However, the doped electrons never entered the Mo-4d states but rather the tail of the
K-3s states in the host conduction band (Fig. 2.13 (c)); therefore, the double-exchange
mechanism did not act to stabilize the ferromagnetism.
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Figure 2.9: Total energy dierence (E) per unit cell between ferromagnetic and
DLM states for Zr-, Nb-, Mo-, Tc- and Ru-doped (a) K2O, (b) K2S and (c) K2Se at
substitutional cation site with 5% and 10% TM doping.
20
Chapter 2. Materials Design of Non-3d-Transition-Metal-Doped DMSs
Figure 2.10: Total energy dierence (E) per unit cell between ferromagnetic and
DLM states for Zr-, Nb-, Mo-, Tc- and Ru-doped (a) K2Te, (b) Na2S and (c) Rb2S
at substitutional cation site with 5% and 10% TM doping. For 10%-Zr-doped Na2S, a
local magnetic moment cannot be formed, and a value of zero is plotted in the gure.
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Figure 2.11: Curie temperature of (K,Zr)2S and (K,Nb)2S as a function of the dopant
concentration of Zr and Nb. The dashed horizontal line indicates room temperature
(300K).
Figure 2.12: Curie temperature of (K,Mo)2S as a function of additional carrier concen-
tration in the homogeneous system and inhomogeneous system. The Mo concentration
is xed at 5%. The hole carriers are additionally doped by substituting K with K va-
cancies and the electrons are doped by substituting S with Cl. The dashed horizontal
line indicates room temperature (300K).
22
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Figure 2.13: Total density of states per unit cell (solid line) and the partial density of
the 4d states at the TM site per TM atom (dotted line) in ferromagnetic (K,Mo)2S
in a homogeneous system. (a) 5% K vacancies (VK) and (c) 10% Cl vacancies are
introduced into 5%-Mo-doped K2S. In (b), no additional carrier doping treatment is
performed. The horizontal axis denotes the energy relative to the Fermi energy.
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Chapter 3
Pioneering Materials Design of d0
Ferromagnets in 2004
Within the eld of DMSs, interest in the study of d0 ferromagnetism signicantly
increased in 2004 [63]. Before 2004, reports relating to d0 ferromagnetism in DMSs
were quite rare and their validity remained an issue under discussion. For example,
ferromagnetism was reported to be observed in calcium hexaboride (CaB6) doped with
lanthanum (La), a compound containing no magnetic elements [64]. Thereafter, high-
temperature ferromagnetism in this CaB6 system was argued as not intrinsic but,
instead, caused by alien phases of iron and boride [65]. As another example, Elmov
et al. [66] proposed that CaO containing a small concentration of Ca vacancies could
sustain a nite local magnetic moment when a model Hamiltonian with a tight-binding
linear-mun-tin-orbital (TB-LMTO) is used. However, stability of the ferromagnetism
was not demonstrated. In 2004, pioneering computational materials design (CMD)
was presented to open the route to d0 ferromagnetism. In that year, K2(S,Si) and
K2(S,Ge) were initially designed as potential candidates for d
0 ferromagnets, wherein
deep impurity bands consisting of 3p orbitals were introduced in the bandgap, with the
partially lled 3p shells and ferromagnetic states stabilized by Zener's double exchange
mechanism [39]. Soon after, this idea was applied to 2p orbitals, and Ca(O,C) and
Ca(O,N) were designed as d0 ferromagnets in June 2004 [40]. Before the end of the
year, the idea was generalized to design other alkaline-chalcogenide- or alkaline-earth-
metal-chalcogenide-based d0 ferromagnets [41], including C- or N-doped MgO, SrO
and BaO [42]. Following this direction, many other CMDs of d0 ferromagnets were
presented, such as those for N-doped SiO2 [44] and H-B- or H-P-codoped diamond
[45]. In 2009, experimental work validated the ferromagnetic behavior exhibited by
N-doped MgO [50]. It is worth noting that, in August 2004, d0 ferromagnetism in
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undoped HfO was experimentally reported soon after the initial series of the above
materials design [53].
In this chapter, the pioneering CMDs of alkaline-chalcogenide-based d0 ferromag-
nets and alkaline-earth-metal-oxides-based d0 ferromagnets presented in 2004 are re-
viewed.
3.1 Alkaline-Chalcogenide-Based d0 Ferromagnets
After the discovery that spatially broad orbitals, such as 4d and 5d orbitals, could create
local magnetic moments [35, 36, 37, 38], we speculated that p bands may spontaneously
polarize to provide a ferromagnetic state. Following this speculation, we theoretically
demonstrated the existence of p bands in K2(S,Si) and K2(S,Ge), where deep impurity
bands consisting of 3p orbitals were introduced in the bandgap with the partially lled
3p shells stabilizing a ferromagnetic state [39]. This principle was generalized and
applied to design many other alkaline-chalcogenides-based d0 ferromagnets [40, 41, 42,
44, 43, 45]. In this section, the materials design of ferromagnetic K2(S,Si) and K2(S,Ge)
are introduced as the initial CMD among alkaline-chalcogenide-based d0 ferromagnets.
To stabilize ferromagnetism via the p-impurity band in the bandgap of semicon-
ductors, narrow p-impurity bands need to be designed in the bandgap. By changing
the lattice spacing and p-impurity concentration to control the hybridization of the p
orbital of the dopants with an orbital of the host material, the splitting condition (U
 W ) for the ferromagnetism can be optimized. K2S with an anti-CaF2 crystal struc-
ture has a wide bandgap and large lattice spacing (a = 7.39 A) due to the large ionic
radii of K+ and S2 . Because of its wide bandgap and large lattice spacing, a narrow
p-impurity band in the bandgap is achieved to stabilize the ferromagnetic state.
The calculation scheme used in this chapter was same as that described in the
previous chapter for 4d-TM-doped DMSs. First-principle calculations were performed
using MACHIKANEYAMA [62], the KKR-CPA-LDA package. The stability of the
ferromagnetic state was evaluated by calculating the energy dierence between a fer-
romagnetic state and a DLM state within the MFA. The experimentally determined
lattice constant of the K2S host material (a = 7.39 A) was used. Lattice relaxation
was not taken into consideration.
K2(S,Si) and K2(S,Ge) were observed to exhibit high-spin and half-metallic ferro-
magnetic ground states with a narrow (W  0.6eV) p-impurity band in the bandgap
and total magnetic moments of 2.0 B per impurity (Fig. 3.1). The p states of S were
repulsively perturbed by the p orbital of Si or Ge and the p-impurity band was moved
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into the bandgap. The exchange-splitting energy (X  0.8eV) between the majority
(up) spin states and the minority (down) spin states was larger than the impurity-
band width. The localized magnetic moment was created at the impurity site under
agreement with the splitting condition (U W ) due to the large lattice spacing of K2S
with its anti-CaF2 structure. The calculated TCs rapidly increased for lower concen-
trations, at a rate approximately proportional to the square root of the concentration
of Si impurities, but more or less saturated at higher concentrations, due to the im-
purity screening eect (Fig. 3.2). In these d0 ferromagnets, Zener's double exchange
interaction was dominant because the p-impurity-band interaction in the bandgap was
partially occupied by electrons.
Next, the eect of additional carrier doping was investigated in K2(S,Si). Here, the
Si concentration was xed at 10%. Hole carriers were introduced by substitution of
vacancies on K sites in the compound. Electrons were introduced by substituting S by
Cl in K2(S,Si). TCs slightly decreased for electron-doped K2(S,Si), and ferromagnetism
disappeared at 18%, while for hole-doped K2(S,Si), TCs decreased with increasing hole
concentration (Fig. 3.3).
The dependence of the TC of K2(S,Si) on carrier concentration can be understood
by analyzing their DOSs (Fig. 3.4). Their DOSs were plotted for the ferromagnetic
states in Fig. 3.4 (a)-(c) and for the non-magnetic states in Fig. 3.4 (d). According to
Zener's double-exchange mechanism, the ferromagnetic interaction originated from the
kinetic-energy gain of the itinerant Si-3p electrons. This explanation implied that the
ferromagnetic state was most stable when EF was located at the higher impurity density
of state in the impurity band. With increasing hole concentration, EF was shifted to
lower energy (Fig. 3.4 (a)). As a result, EF approached the edge of the impurity band,
and, simultaneously, TC decreased. The exchange-splitting energy between an up and
down spin state decreased for electron-doped K2(S,Si) (Fig. 3.4 (c)). However, at low
concentration, EF was still located near the higher energy side of the impurity peak and
the TCs remained at approximately 300K. The non-magnetic solution was obtained at
18%-electron concentration because the splitting condition (U  W ) was not satised
(Fig. 3.4 (d)).
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Figure 3.1: Total density of states per unit cell (solid line) and partial density of states
at Si site per atom (dashed line) in (a) K2(S,Si) and (b) K2(S,Ge) in the ferromagnetic
state, respectively. The impurity concentration is 10% and the horizontal axis denotes
the energy relative to the Fermi energy.
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Figure 3.2: Curie temperature of K2(S,Si) and K2(S,Ge) as a function of the concen-
tration of Si and Ge impurity. The dashed horizontal line indicates room temperature
(300K).
Figure 3.3: Curie temperature of K2(S,Si) as a function of the additional carrier concen-
tration. Hole carriers are introduced by substitutional vacancies on K, while electrons
are introduced by substituting S by Cl.
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Figure 3.4: Total density of states per unit cell (solid line) and the partial density of
Si-3p states per Si atom (dashed line) in ferromagnetic K2(S,Si). (a) K vacancy (VK :
5%, (c) Cl: 10%, (d) Cl: 18% are additionally introduced into 10%-Si-doped K2S.
In (b) no additional carrier doping treatment is performed. Their DOSs are plotted
for the ferromagnetic states in (a)-(c) and for the non-magnetic states in (d). The
horizontal axis denotes the energy relative to the Fermi energy.
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3.2 Alkaline-Earth-Metal-Chalcogenide-Based d0 Fer-
romagnets
The principle used for the materials design of K2S-based d
0 ferromagnets was also
applied to the 2p orbitals in Ca(O,C) and Ca(O,N) [40], and to the design of many
other alkaline-earth-metal-chalcogenides-based ferromagnets [41, 42, 44, 43], including
C- or N-doped MgO, CaO, SrO, BaO, MgS and MgSe. In this section, the materials
design of CaO-based d0 ferromagnets is introduced as the initial CMD among the CMD
of alkaline-earth-chalcogenide-based d0 ferromagnets. CaO is an insulator with a wide
band gap of 7 eV; its transparency to visible light permits its use in optical applications.
Additionally, such DMSs are benecial for the environment since they do not contain
toxic elements.
The calculation scheme used in this chapter was the same as that used in the
previous section. The experimentally determined lattice constant of the CaO host
material for a rock-salt structure (Fig. 3.5, a = 4.81 A, [67]) was used. The stability
of the ferromagnetic state was evaluated by the calculated energy dierence between a
ferromagnetic state and a DLM state within the MFA.
To compare electronic structures in ferromagnetic states, we plotted the DOS of
Ca(O,B), Ca(O,C) and Ca(O,N) with 5% doping concentration (Fig. 3.6). In the
DOS, the deep-impurity band was moved up into the band gap of CaO. The exchange-
splitting energy (U) between the majority (up) spin states and the minority (down)
spin states was larger thanW for all cases (e.g., X = 1.12 eV andW = 0.45 eV for 5%-
C-doped CaO), which lead to a high-spin ground state. The splitting condition (U 
W ) was satised, and the localized magnetic moment was created at the deep-impurity
site.
From calculation of E, the ferromagnetic state was observed to be more stable
than the DLM state in Ca(O,C) and Ca(O,N) (Fig. 3.7). The origin of ferromagnetism
in Ca(O,C) and Ca(O,N) is Zener's double-exchange mechanism because the narrow
and highly-correlated deep-impurity bands are partially occupied. However, the spin-
glass state was more stable than the ferromagnetic state in Ca(O,B) since the up spin
states of the deep-impurity band were fully occupied and the down spin states were
empty. As shown in Figs. 3.6 (b) and (c), Ca(O,C) and Ca(O,N) were half metallic;
the total magnetic moments per impurity atom were 2.0 B and 1.0 B, respectively.
For Ca(O,C), high-TC ferromagnetism at 340 K was predicted for a C-impurity
concentration of about 5% (Fig. 3.7). According to Sato [9], TCs increase approxi-
mately proportionally to the square root of the concentration of impurities when Zener's
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double-exchange mechanism dominates. Therefore, a similar concentration dependence
should appear for the cases of Ca(O,C) and Ca(O,N) in Fig. 3.7. However, due to the
anti-ferromagnetic superexchange interaction, the TCs were already saturated in the
investigated concentration range.
Next, the eect of additional p- or n-type carrier doping was investigated in Ca(O,C).
The C concentration was xed at 5%. Additional hole carriers were introduced by sub-
stitutional K at Ca sites. Additional electrons were introduced by substitutional Sc at
Ca sites. Calculated TCs were plotted as a function of the additional hole and electron
concentrations (Fig. 3.8). TC slightly increased with increasing electron concentration
and reached a maximum at 2.5% additional electrons before decreasing. Ferromag-
netism disappeared at 10%. For additional hole doping in Ca(O,C), TC decreased and
ferromagnetism disappeared with 5% of additional holes.
As previously discussed, the dependence of TC on carrier concentration in Ca(O,C)
can be understood from the viewpoint of Zener's double exchange mechanism (Fig. 3.9).
According to the mechanism, the ferromagnetic interaction originated from the kinetic-
energy gain in a partially-occupied deep-impurity-band of C-2p electrons. This expla-
nation implied that the ferromagnetic state was most stable when the EF was located
at the center of the impurity band. At 2%-Sc concentration, EF was located at the
center of the impurity band in Fig. 3.9 (c), and TC was maximized. The exchange-
splitting energy between the up and down spin states decreased with increasing electron
concentration. With 10% Sc, the impurity bands were completely occupied, and the
system became non-magnetic (Fig. 3.9 (d)). With increasing K concentration, EF was
shifted to the lower energy region (Fig. 3.9 (a)). As a result, the impurity band became
almost empty, TC simultaneously decreased, and the DLM state became more stable
than the ferromagnetic state.
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Figure 3.5: Atomic conguration of rock-salt structure. The large and small spheres
represent cations and anions, respectively. The VESTA visualization program [59] was
used to prepare this image.
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Figure 3.6: Total density of states per unit cell (solid line) and the partial 2p density
of states at O site per atom (dashed line) in CaO-based d0 DMSs in the ferromagnetic
state. The impurity concentration is 5%. The horizontal axis denotes the energy
relative to the Fermi energy. The upper and lower sides of the gures stand for the
DOS of the up and down spin states respectively.
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Figure 3.7: Curie temperature of Ca(O,C) and Ca(O,N) as a function of the concen-
tration of C and N impurities. The dashed horizontal line indicates room temperature
(300K).
Figure 3.8: Curie temperature of Ca(O,C) with 5% C as a function of additional carrier
concentration. Hole carriers are introduced by substituting O with B. Electrons are
introduced by substituting Ca with Sc.
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Figure 3.9: Total density of states per unit cell (solid line) and the partial density of C-
2p states per C atom (dashed line) in ferromagnetic Ca(O,C). (a) K: 5 %, (c) Sc: 2 %,
(d) Sc: 10 % are additionally introduced into 5 %-C-doped CaO. In (b) no additional
carrier doping treatment is performed. Their DOSs are plotted for the ferromagnetic
states in (a)-(c) and for the non-magnetic states in (d). The horizontal axis denotes
the energy relative to the Fermi energy.
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Chapter 4
Comprehensive Analysis of
Magnetic Properties in
Alkaline-Earth-Metal-Oxide-Based
d0 Ferromagnets
Although signicant works have demonstrated the potential route to d0 ferromag-
netism, the origin of the magnetism is not yet fully understood. MgO is one of the
most attractive materials for investigating d0 ferromagnetism because its wide bandgap
yields a spin-polarized p band and it is also important for industrial applications [68].
In addition, MgO-based d0 ferromagnets will open a new route to creating environmen-
tally friendly materials for spintronics without the use of magnetic elements. Thus, a
comprehensive analysis including MgO-based d0 ferromagnets is especially valuable.
In this chapter, the magnetic mechanisms and properties are investigated in Mg(O,N),
Ca(O,N), and Sr(O,N) for an anion-substitution group and in (Mg,VMg)O, (Ca,VCa)O,
and (Sr,VSr)O for a cation-substitution group. The magnetic properties are investi-
gated from two major points of views, i.e., the properties under homogeneous dis-
tribution condition and those under inhomogeneous distribution if inhomogeneity is
energetically favored.
4.1 Analysis under a Homogeneous Distribution Con-
dition
In this section, the calculation procedure consists of three steps: (i) calculation of the
electronic structure for a homogeneous DMS system with a random distribution of
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dopants, (ii) calculation of the magnetic exchange interactions between two magnetic
sites in an eective medium of the homogeneous system, and (iii) estimation of TC
using the calculated exchange interactions. The signicance of SIC is also discussed.
4.1.1 Electronic Structure
First, electronic structures of these DMSs were calculated using the KKR-CPA [60, 61]
within the context of the pseudo-self-interaction-corrected LDA (PSIC-LDA) [32]. In
this framework, dopants are randomly distributed at assigned sites in the host material,
which can be described as MO1 xNx or M1 xVcx wherein M represents the anion atoms
of the host materials (Mg, Ca or Sr), Vc represents the vacancies, and x represents the
dopant concentrations. In contrast to the supercell method, which calculates a single,
periodic conguration of a system, the CPA method calculates a conguration average
of a disordered system by using the single-site eective medium theory. Here, the PSIC
is introduced to correct the error of the LDA. The SIC method was originally proposed
by Perdew [33], and the PSIC method was developed by Filippetti and Spaldin [34].
The PSIC method has been shown to reasonably reproduce the electronic structures
of ZnTe-, GaN- and ZnO-based DMSs [32] (see Appendix for more details).
For the KKR-CPA calculation, the simulation package of PSIC-implemented [32]
MACHIKANEYAMA [62] was used. The experimentally determined lattice constants
of the MgO, CaO and SrO host materials (a = 4.21, 4.81 and 5.16 A, respectively
[67]), which have a rock-salt structure, were used. Lattice relaxation was not taken
into account. The form of the potential was restricted to the mun-tin type.
To compare electronic structures in ferromagnetic states, we plotted the DOS of
Mg(O,N), Ca(O,N), Sr(O,N), (Mg,VMg)O, (Ca,VCa)O and (Sr,VSr)O with 5% doping
concentration (Fig. 4.1 and 4.2). In terms of common characteristics of the N-doped
systems, spin-polarized and half-metallic impurity bands were introduced in the band
gap, and the impurity bands were partially lled by electrons. The main dierence
between the systems was observed in the band widths of the valence and impurity
bands; the band widths decreased in the order of Mg(O,N), Ca(O,N) and Sr(O,N).
Common characteristics in the vacancy-doped systems were that the valence bands
mainly consisted of O 2p-orbitals and exhibited spin-polarization. The main dierence
in these systems was observed in the valence-band widths, which had the same tendency
as the N-doped DMSs. Interestingly, these total density of states of vacancy-doped
sytems were similar to those of Fe and Ni in a ferromagnetic state.
37
4.1. Analysis under a Homogeneous Distribution Condition
Figure 4.1: Total (solid line) and partial (dashed line) densities of states of N-doped
systems calculated by PSIC-LDA. The solid lines and dotted lines represent the total
DOS and N-2p partial DOS, respectively. The positive and negative values of the
density of states represent those for up and down spins, respectively.
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Figure 4.2: Total (solid line) and partial (dashed line) densities of states of vacancy-
doped systems calculated by PSIC-LDA. The solid lines and dotted lines represent the
total DOS and O-2p partial DOS, respectively. The positive and negative values of the
density states represent those for up and down spins, respectively.
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4.1.2 Signicance of Self-Interaction Correction
To discuss the signicance of the PSIC, electronic structures were also calculated within
the LDA. PSIC-LDA was observed to produce higher stability of the magnetic ground
state than the LDA (Figs. 4.1 - 4.7). The dierence was especially notable in the
vacancy-doped systems. For instance, in MgO with 10% VMg, the LDA yielded a non-
magnetic ground state (Fig. 4.2 (a)), while the PSIC-LDA produced a spin-polarized
and half-metallic ground state (Fig. 4.4 (a)). The total magnetic moments originated
from the O-2p band and increased linearly as a function of doping concentrations
in the PSIC-LDA calculation (Fig. 4.5 (a)); this behavior was not observed in the
LDA calculation for vacancy concentrations under 10% (Fig. 4.5 (b)). Satisfaction
of the splitting condition (U  W ) is an important guideline for the formation of
a localized magnetic moment in materials with no magnetic elements; in the LDA
calculation, the underestimation of U causes the instability of the magnetic states. For
this reason, beyond-LDA methods, such as the PSIC, is essential to calculation of the
proper electronic structures.
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Figure 4.3: Calculated total (solid line) and partial (dashed line) density of states of
N-doped systems with 10% N by LDA.
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Figure 4.4: Calculated total (solid line) and partial (dashed line) density of states of
vacancy-doped systems with 10% vacancies by LDA.
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Figure 4.5: Calculated magnetic moments of (Mg,VMg)O by (a) PSIC-LDA and (b)
LDA.
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Figure 4.6: Calculated magnetic moments of (Ca,VCa)O by (a) PSIC-LDA and (b)
LDA.
44
Chapter 4. Comprehensive Analysis of Magnetic Properties in
Alkaline-Earth-Metal-Oxide-Based d0 Ferromagnets
Figure 4.7: Calculated magnetic moments of (Sr,VSr)O by (a) PSIC-LDA and (b) LDA.
The result of PSIC-LDA for 15% is not shown because of the calculation instablity.
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4.1.3 Curie Temperature with Consideration of Magnetic Per-
colation
To evaluate the percolation eect of ferromagnetic coupling, the magnetic exchange
coupling constants between sites i and j (Jij) were calculated using Liechtenstein's
formula [18]. This theory assumes a CPA eective medium as a reference to calculate
the eective magnetic interactions mapped on the classical Heisenberg model. The
Jijs were calculated from the total energy change resulting from the rotation of the
two magnetic moments at i and j in the eective medium, which was calculated in the
previous section (see Appendix for more details).
In the present DMSs, eective exchange interactions between magnetic sites were
short ranged and contributions mostly from those of the rst- or second-nearest neigh-
bors (Fig. 4.8 and 4.9). Interestingly, by increasing the lattice constant from MgO to
CaO and SrO, the role of the second-nearest neighbors (J02) became more important.
This result may be caused by the suciently large distances between the rst-
nearest neighbors, while the interactions between the second-nearest atoms easily occur
through the mediating atoms with large ionic radii. A unique feature of the vacancy-
doped systems is that they invoke long-range magnetic correlation while N-doped sys-
tems form short-range magnetic correlation. In magnetic-element-doped DMSs, such as
(Ga,Mn)N, the local magnetic moments originate from dopants, and magnetic interac-
tions are often short-ranged and dominated by nearest-neighbor exchange interactions
[16]. This short-range magnetic interaction results in overestimation of TC by the MFA
at low concentrations below a percolation threshold for DMSs [16, 20]. For instance,
if we focus only on nearest-neighbor interactions, the percolation threshold is 20% for
the face-centered cubic structure [16]. In (Mg,VMg)O, (Ca,VCa)O and (Sr,VSr)O, the
calculated exchange interactions between O atoms are short ranged. However, unlike
the magnetic-element-doped DMSs, in these systems, the local magnetic moments orig-
inate not from the dopants but from the O 2p orbitals of the host material. Therefore,
due to the high O concentration, magnetic correlation in the present system should
be long-ranged. This long-ranged correlation ensures validity of MFA applied in this
study for the calculation of TC .
Next, the TCs were estimated using the calculated exchange interactions. For a
system with long-range magnetic correlations, MFA was used to estimate TC in the
following equation,
kBT
MFA
C =
2x
3
X
i 6=0
J0i; (4.1)
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where kB is the Boltzmann constant and x is the concentration of the magnetic atoms.
For a system with long-range magnetic correlations, a MC simulation was performed
[16] to account for magnetic percolation and thus avoid overestimation of TC . In the
simulation, the thermal average of magnetization M and its powers were calculated
using the Metropolis algorithm. Due to the nite size of the super cells used in the
simulation, determination of TC from the temperature dependence <M(T )> is di-
cult. For this reason, we used the cumulant crossing method as proposed by Binder
[19], because the fourth-order cumulant U4 (a linear combination of <M
4>/<M2>2)
have a size-independent and universal x-point at TC . This MC simulation has been
shown to provide a practical estimation accuracy for DMSs with short-ranged mag-
netic correlation and homogenously distributed impurities, such as (Ga,Mn)As [20].
For the estimation of TC using MC simulation, U4 for dierent cell sizes of 6  6  6,
10  10  10, and 14  14  14 conventional fcc cells were calculated as a function of
temperature. Part of the details of the calculation procedure employed in the present
study [20], along with the calculated results of d0 ferromagnets [69, 56, 57], are found
in previously reported studies.
The estimated TC under the homogeneous distribution condition increased linearly
as a function of doping concentrations and reached room temperature at sucient dop-
ing concentrations; i.e., 15% for (Mg,VMg)O, 20% for Mg(O,N) and 30% for Ca(O,N)
and Sr(O,N) (Fig. 4.10). To estimate TC , we used MC simulations for N-doped sys-
tems, where magnetic correlations are short-ranged, and the MFA for vacancy-doped
systems, where magnetic correlations are long-ranged. The signicance of considering
the magnetic percolation eect in the estimation of TC was also conrmed; the TC
values calculated using the MC simulation were much lower than those calculated with
the MFA in the N-doped systems (Fig. 4.11). Since the atomic positions could be
signicantly shifted with high vacancy concentrations, and lattice relaxation was not
taken into account by the KKR-CPA method used in this calculation, the maximum
doping concentration for the vacancy-doped systems was set to relatively small values
compared to those of the N-doped systems.
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Figure 4.8: Eective exchange interaction between N atoms (Jij) in Mg(O,N), Ca(O,N)
and Sr(O,N). The exchange interactions (a) regardless of direction and (b) along the
dominating [110] direction the exchange interactions scaled by the RKKY-like factor
(d=a)3 are shown.
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Figure 4.9: Eective exchange interaction between O atoms (Jij) in (Mg,VMg)N,
(Ca,VCa)N and (Sr,VSr)N. The exchange interactions (a) regardless of direction and (b)
along the dominating [110] direction the exchange interactions scaled by the RKKY-like
factor (d=a)3 are shown.
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Figure 4.10: Estimated TC of (a) Mg(O,N), Ca(O,N) and Sr(O,N) using MC simulation
and (b) (Mg,VMg)O, (Ca,VCa)O and (Sr,VSr)O by the MFA.
50
Chapter 4. Comprehensive Analysis of Magnetic Properties in
Alkaline-Earth-Metal-Oxide-Based d0 Ferromagnets
Figure 4.11: Estimated TC of Mg(O,N), Ca(O,N) and Sr(O,N) using MC simulation
and the MFA.
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4.2 Analysis of Inhomogeneity
Thus far, we have discussed magnetic properties under the assumption that dopants
are homogenously distributed at assigned sites. Hereafter, a favored conguration of
dopant distribution is investigated. In this section, the calculation procedure consists
of two steps: (i) calculation of chemical pair interactions between two dopants and (ii)
simulation of the potential conguration of inhomogeneous dopant distribution, using
the calculated chemical pair interactions.
4.2.1 Chemical Pair Interaction
To evaluate the homogeneity of dopant distribution, chemical pair interactions between
dopants at sites i and j (Vij) were calculated. A basic structure of a unit cell for the
present calculation was constructed using a 2  2  2 supercell, containing 32 M and
32 O atoms (M32O32) within a rock salt structure, where M represents Mg, Ca or
Sr. To calculate the chemical pair interactions, the total energies of the host material
(E(X32O32)), the supercell with a single dopant (E(M32O31N1) and E(M31VM1O32))
and the supercell with two dopants (E(M32O30N2 ij) and E(M30VM2 ijO32)) were calcu-
lated where i and j represent the dopant sites in the unit cell (Fig. 4.12). The chemical
pair interactions between the dopants at sites i and j (Vij) were calculated using the
calculated total energies, dened as E(M32O32) + E(M32O30N2 ij) - 2E(M32O31N1) for
N-doped systems and E(M32O32) + E(M30VM2 ijO32) - 2E(M31VM 1O32) for vacancy-
doped systems. By denition of the total energies, a negative Vij indicates an attractive
interaction, and a positive Vij indicates a repulsive interaction between the dopants.
In the supercell with two dopants, ve dierent congurations of dopant distributions
may exist (congurations of the 1st, 2nd, 3rd, 4th and 6th nearest neighbors between
dopants). The corresponding concentrations of the dopants were 3.125% for a single
dopant and 6.25% for two dopants in the unit cell, respectively. The energies of the
host material and the other congurations were calculated in a non-magnetic state and
a ferromagnetic state, respectively. The energies of dierent congurations were cal-
culated using the projector augmented wave (PAW) method [70] and the generalized
gradient approximation (GGA) [71, 72] exchange-correlation functional (PAW-GGA).
The VIENNA AB INITIO SIMULATION PACKAGE (VASP) was used for the PAW-
GGA calculations [73, 74]. An experimentally determined lattice constant for the
rock-salt structure (a = 4.21 A [67]) was used. During optimization, all of the atoms
were relaxed until the Hellman-Feynman force on each ion was less than 0.01 eV/A.
An energy cuto of 400 eV was set for the plane-wave basis. For the Brillouin-zone
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sampling, a Monkhorst-Pack k mesh was used for structural optimization.
After relaxation, the atoms closest to the dopant moved outward, and the second
closest atoms moved inward after relaxation. Relaxations from the original positions
were relatively small, even for vacancy-doped systems at a concentration of 6.25% (Ta-
ble 4.1). The maximum changes from the original atomic positions were approximately
0.1 A in the N-doped systems and 0.3 A in the vacancy-doped systems.
Strong attractive interactions occurred between the 1st nearest neighbors in Mg(O,N),
the 1st and 2nd nearest neighbors in Ca(O,N) and Sr(O,N) and the 2nd nearest neigh-
bors in (Mg,VMg)O (Fig. 4.13); these materials favored phase separation due to the
attractive pair interactions. In contrast, interactions are relatively weak and mainly
repulsive in (Ca,VCa)O and (Sr,VSr)O.
These materials of Mg(O,N), Ca(O,N), Sr(O,N) and (Mg,VMg)O favor phase sepa-
ration because of the attractive pair interactions. During crystal growth, self-organized
nanoclusters can be formed via spinodal if related temperatures are high enough for
a suciently long time. As a whole, pair interactions are strongest in MgO-based
systems and smallest in SrO-based systems.
Once pair interactions are determined, we can simulate a potential conguration
of dopant distributions under the decomposition process by using the standard MC
algorithm [26, 27]. In the next section, we will discuss the simulation results of crystal
growth for selected materials.
53
4.2. Analysis of Inhomogeneity
Figure 4.12: Dopant distribution of congurations consisting of 64 supercells. The red
spheres represent a dopant. The small black and large gray spheres represent cations
or anitons, respectively. S represents a conguration with a single dopant in the unit
cell. I, II, III, IV and V represent congurations with two dopants in the unit cell.
Smaller numbers imply a smaller distance between dopants. The VESTA visualization
program [59] was used to prepare this image.
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Table 4.1: Maximum changes from the original atomic positions after relaxation are
shown as a ratio to the lattice constant (%) and as an absolute value (A). Conguration
S represents a conguration with a single dopant in the unit cell. Congurations I, II,
III, IV and V represent congurations with two dopants in the unit cell and smaller
numbers imply a smaller distance between dopants, i.e., conguration I has dopants at
nearest neighbor sites.
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Figure 4.13: Chemical Pair Interaction (a) between N atoms in Mg(O,N), Ca(O,N)
and Sr(O,N) and (b) between vacancies in (Mg,VMg)O, (Ca,VCa)O and Sr(VSr,O).
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4.2.2 Self-Organized Nanostructures
MC simulations of crystal growth under a layer-by-layer condition were performed
based on the calculated chemical pair interactions and by using a previously proposed
scheme [27]. For this simulation, the Ising model was used to describe the energetics
of the systems,
H = ( 1=2)
X
i 6=j
Vijij; (4.2)
where i is the occupation number of the dopant at site i. In layer-by-layer crystal
growth, as realized in molecular-beam epitaxy (MBE), metal-organic vapor-phase epi-
taxy (MOVPE) and metal-organic chemical-vapor deposition (MOCVD), atomic dif-
fusion is restricted to the surface layer. Assuming ideal layer-by-layer growth, atomic
diusion was restricted to the surface in the present simulation; i.e., only the nearest
neighbor sites on the same surface were used as candidate trial sites (e.g., one of the four
sites in the fcc (100) plane). The rst layer was deposited with a random distribution
of component atoms and was annealed at a certain temperature using the Metropolis
algorithm. In the algorithm, the probability of a certain dopant moving to a randomly
selected trial site was determined by an energy dierence between the original position
and the trial position, i.e., the trial motion is accepted with a probability (P ) dened
as
P (E) = min (1; exp ( E=kBT )) ; (4.3)
where E is the energy dierence caused by the trial motion. One MC step required
movement to every dopant site. After starting a MC loop, the system relaxed toward
thermal equilibrium. The MC sequence was interrupted after a certain step to pre-
dict a potential conguration of dopant distribution in a non-equilibrium state. After
simulation of the rst layer, the conguration of the layer was xed. Next, the second
layer was deposited. Simulation of the 2nd layer conguration was performed under
the condition that only the 2nd layer was annealed (or diused). After simulation of
the second layer, the conguration of the second layer was xed, and the third layer
was deposited. By repeating this process for the required number of layers, potential
congurations for layer-by-layer growth conditions were predicted. The initial positions
of atoms in each surface layer were randomly set before annealing, and only substi-
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tutional doping was considered in the present calculations. The doping concentration
was xed to 5% for all of the calculations, and 20  20  20 conventional fcc cells
with 1600 dopants were dened as a simulation box. Simulations were performed at
a scaled temperature of kBT/max(Vij) = 0.4 for each calculation. This corresponded
to approximately 2300 K for Mg(O,N), 1200K for Ca(O,N), 1250K for Sr(O,N) and
2050 K for (Mg,VMg)O. The Vij from the 1st to 4th nearest neighbors were taken into
account. The Monte Carlo sequence to anneal each layer was interrupted after 5000
steps for N-doped systems and after 50000 steps for (Mg,VMg)O.
The MC simulation showed that self-organized nanostructures of the dopants can be
formed under the layer-by-layer growth condition. In Mg(O,N), Ca(O,N), Sr(O,N) and
(Mg,VMg)O, nano-scale clusters with quasi-one-dimensional structures appeared (Fig.
4.14). Under the layer-by-layer condition, dopants could not leave their initial planes
due to the attractive interactions between dopants; thus, the shape of the cluster was
spontaneously controlled resulting in a quasi-one-dimensional shape. Reecting the
characteristics of the strongest attractive pair interactions, the spatial occupation of
a Konbu phase was larger for (Mg,VMg)O than for N-doped systems. We call this a
one-dimensional-Konbu phase, where Konbu means seaweed in Japanese.
58
Chapter 4. Comprehensive Analysis of Magnetic Properties in
Alkaline-Earth-Metal-Oxide-Based d0 Ferromagnets
Figure 4.14: Predicted congurations under the layer-by-layer crystal growth condition
for (a) Mg(O,N), (b) Ca(O,N), (c) Sr(O,N) and (d) (Mg,VMg)O. Only the distribution
of dopants is shown in the gure. The lines between dopants represent 1st nearest neigh-
bor bonds for the N-doped systems and 2nd nearest neighbor bonds for (Mg,VMg)O.
The dopant concentration is 5%. The VESTA visualization program [59] was used to
prepare this image.
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4.2.3 Superparamagnetism
Formation of the Konbu-phase nanoclusters allowed high dopant concentrations to be
achieved within these clusters. The Konbu-phase clusters became ferromagnetic even
if the ferromagnetic exchange interaction was short-ranged. In contrast, the dopant
concentrations outside the clusters were lower than the average doping concentration,
and the ferromagnetic interaction between the clusters weakened as a result of the
short-range exchange interaction. In this type of Konbu-phase system, when clusters
are large enough, a super-paramagnetic blocking phenomenon dominates the magne-
tization process. High blocking temperatures (high-TB) can be achieved, as a result
[25, 26, 27, 28].
To ip the magnetization direction of the cluster, the magnetic anisotropy energy
must be overcome. An energy barrier due to magnetic (or shape) anisotropy results in a
nite relaxation time for reversal of the magnetization. The relaxation time,  , follows
the relation 1/ / exp(-KV /kBT ), whereK, V , T , and kB are the anisotropy constant,
volume of the cluster, temperature and Boltzmann constant, respectively. This relation
shows that the relaxation time increases with cluster size. When the relaxation time
is longer than the observation time for the magnetization process, a hysteresis loop is
observed in the magnetization curve, even in the absence of ferromagnetic correlation
between clusters, and TC of the entire system is practically zero. This phenomenon is
called super-paramagnetic blocking [25].
Temperature dependence of magnetization can be calculated by increasing temper-
ature under a small external magnetic eld for (i) parallel and (ii) anti-parallel, with
respect to the external eld, initial congurations of the magnetization [75, 28]. TB
is dened as the temperature at which the magnetization ips from an initially anti-
parrallel to a parrallel conguration. In Fig. 4.15, TB corresponds to the temperature
at which the lines representing each conguration coincide with each other. It has
been shown that TB is signicantly enhanced by the formation of magnetic clusters
(Fig. 4.15).
Recent experiments have reported room-temperature ferromagnetic behavior in
MgO thin lms with no magnetic elements. For example, ferromagnetism in 13%-
N-doped MgO prepared via MBE has been observed [50]. Ferromagnetism induced by
a few percent of Mg vacancies in MgO, prepared with sputtering in an O atmosphere,
has also been reported [76, 77]. However, as shown in our previous studies [57, 56],
doping concentrations of 13% for Mg(O,N) and a few percent for (Mg,VMg)O are not
sucient enough to induce ferromagnetism under homogenous distribution conditions;
under homogeneous conditions, 20% and 15% doping concentrations are required for
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room-temperature ferromagnetism in Mg(O,N) and (Mg,VMg)O, respectively. Since
these systems energetically favor to form nanoclusters of dopants and there are large
discrepancies in TC between our theoretical estimations under the homogeneous condi-
tions and the aforementioned experiments, it is strongly suggested that the magnetic
properties observed in the hysteresis curves obtained for Mg(O,N) and (Mg,VMg)O
in previous experimental studies originate from the super-paramagnetic blocking phe-
nomenon.
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Figure 4.15: Schematic picture of the super-paramagnetic blocking phenomenon. Mag-
netization is shown as function of temperature. The initial conguration of magnetiza-
tion is either parallel (red lines) or anti-parallel (blue lines) with respect to the exter-
nal eld for the cases of (a) homogeneous distribution and (b) one-dimensional-Konbu
phase. Temperature and external eld are scaled in arbitral units.
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4.3 A Unied Picture of Mechanism for d0 Ferro-
magnetism
This study reveals that the origin of d0 ferromagnetism can be understood as follows: (i)
local magnetic moments are spontaneously formed by p bands narrow enough to satisfy
the splitting condition (U  W ), and (ii) ferromagnetic states are stabilized due to
the kinetic-energy gain of itinerant spin-polarized electrons, which results from partial
occupation of the p bands (Fig. 4.16). The d0 ferromagnets can be classied into anion-
substituted and cation-substituted groups [63]. In anion-substituted group, anions of
semiconductors or insulators are substituted by impurities of smaller valency, and spin-
polarized impurity p bands are introduced into the band gap. The magnetic properties
of this group are characterized by strong exchange interactions between dopants and
short-ranged magnetic correlation. In cation-substituted group, cations are substituted
by vacancies or impurities of smaller valency, and valence bands are mainly composed
of p-orbitals that exhibit spin-polarization. In contrast to the anion-substituted group,
the magnetic properties of cation-substituted group are characterized by weak exchange
interactions between dopants and long-ranged magnetic correlation. Although their
electronic structure and magnetic properties of the two groups are quite dierent, the
mechanism of d0 ferromagnetism can be understood from the same point of view.
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Figure 4.16: Schematic diagram of the electronic structures of d0 ferromagnets
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Summary
d0 ferromagnetism refers to a new class of magnetism, wherein the ferromagnets con-
tain no magnetic elements, and has created signicant interest in DMSs. Based on
rst-principles calculations, this study showed that materials such as Si- or Ge-doped
K2S and C- or N-doped CaO, MgO or SrO can exhibit ferromagnetism. As the earliest
candidates, K2(S,Si) and K2(S,Ge) were proposed for d
0 ferromagnets, in which their
deep impurity bands consisted of 3p orbitals introduced in the bandgap with partially
lled 3p shells and stabilized ferromagnetic states. This idea was also applied to 2p or-
bitals in Ca(O,C) and Ca(O,N), and the idea was generalized to design other alkaline-
chalcogenide- or alkaline-earth-metal-oxides-based d0 ferromagnets, including the C-
or N-doped MgO, SrO and BaO. Thereafter, experimental work has validated that
room-temperature ferromagnetic behavior is exhibited by N-doped MgO. In the latest
comprehensive analysis, MC simulations of the dopant distribution based on the cal-
culated chemical pair interactions between dopants revealed that Mg(O,N), Ca(O,N),
Sr(O,N) and (Mg,VMg)O can form nanoscale superparamagnetic clusters of dopants
with strong ferromagnetic coupling in the clusters. and these materials can exhibit
high-TB. Furthermore, by considering the estimated Curie temperatures under a con-
dition of homogeneous dopant distribution, the room-temperature magnetic hysteresis
in MgO thin lms with 13% N impurities and a few percent of Mg vacancies observed
in previous experimental reports was shown to originate from the super-paramagnetic
blocking phenomenon resulting from self-organized nanostructures. The signicance of
the SIC is also shown: to calculate the proper electronic structures of d0 ferromagnets,
beyond-LDA methods such as the PSIC are essential because the LDA underestimates
U , and this underestimation causes an instability of the magnetic states. Finally,
this study revealed that the origin of d0 ferromagnetism can be understood as fol-
lows: (i) local magnetic moments are spontaneously formed by narrow p bands, and
(ii) ferromagnetic states are stabilized due to the kinetic energy gained from itinerant
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spin-polarized electrons, which result from partial occupation of the p bands.
The signicance of this study is in (i) pioneering the computational materials de-
sign of d0 ferromagnets, which has greatly contributed to developments in this novel
research eld, (ii) presenting the materials design of d0 ferromagnets aimed at achieving
high-TB and (iii) elucidating the magnetic properties and mechanisms associated with
d0 ferromagnetism. These series of research outcomes not only provide an essential
understanding of d0 ferromagnetism but also open a new route to creating environ-
mentally friendly materials for spintronics without the use of magnetic elements.
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A.1 Self-Interaction Correction
The Kohn-Sham approach to density-functional theory (DFT-KS) using the LDA has
been surprisingly successful in investigating the electronic structures of various classes
of materials. However, the LDA is known to have systematic errors, such as the
overbinding error and the underestimation of bandgaps. These errors become marked
especially noticeable in the calculation of highly correlated systems, such as oxide-
based DMSs, and can lead to even qualitative misunderstandings of the systems. For
accurate investigations of DMS systems, an approach that improves upon these errors
is required.
These errors can be signicantly improved by introducing a simple correction to the
DFT-KS-LDA calculation scheme. In this study, we employed the pseudo-SIC (PSIC)
method, which was originally developed by Filippetti and Spaldin [34]. This method
was modied and implemented in a code based on the KKR method by Toyoda [32]
because the KKR method combined with CPA is useful for investigating disordered
systems such as DMS systems.
In the DFT-KS-LDA scheme, the states considered are those of the non-interacting
particles moving in a one-body eective potential. The Coulomb interaction acting
among the real electrons is taken into account in the eective potential, which is given
by the variation of the electron-electron interaction energy described as
Eee[n] = U [n] + EXC [n]: (A.1)
Here, the rst term is the Hartree (electrostatic Coulomb interaction) term and the
second term is the exchange-correlation term. The Hartree term is given by
U [n] =
1
2
ZZ
n(r)n(r0)
jr   r0j d
3rd3r0: (A.2)
Because the exact description as a function of the local densities is unknown, the
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exchange-correlation term is replaced by an approximated function that is often ob-
tained from the LDA.
The exact electron-electron interaction energy, Eee, with the exchange-energy, EXC ,
must yield precisely zero energy whenever the density n(r) represents a density of one-
electron states. The Hartree term and the exchange-correlation term for one-electron
states must cancel each other out. Within the LDA, however, this cancellation cannot
be treated properly, and a spurious interaction energy is produced. This unphysical
energy is called the self-interaction error (SIE). The SIE for an orbital labeled by index
i with the charge density ni(r) is given by
i = U [ni]  ELDAXC [ni] (A.3)
where ELDAXC [n] is the approximated LDA exchange-correlation energy.
In the original SIC method proposed by Perdew and Znuger [33], the unphysical
SIE of all the occupied orbitals are simply subtracted from Eee[n]:
ESICee [n]  U [n] + ELDAXC [n] 
occ.X
i
i; (A.4)
where  is the index of spin and i is the site index. The SIC total energy is then
minimized by solving the following equations:
 r2 + vSICi i(r) = a;i(r); vSICi  vLDA[n]  u[ni] + vLDAXC [ni] ; (A.5)
where vLDA[n] is the LDA eective potential, u[n] is the Hartree potential (given by
the variation of U) and vLDAXC [n] is the exchange-correlation potential (given by the
variation of ELDAXC [n]).
The straightforward application of the SIC method to extended systems, however,
requires large computational eorts because the SIC charge density is solved in real
space to use localized orbitals, while the electronic structure is solved in reciprocal
space; i.e., back-and-forth transformations between real and reciprocal space are re-
quired for every iteration. Furthermore, because the screening eect on the Coulomb
interaction is not taken into account, the full correction by the SIC method generally
results in an overcorrection, e.g., the band-gaps become too large, and the eigenvalues
of the localized orbitals are too low in energy. In the pseudo-SIC method, these prob-
lems are avoided by modifying the SIC potential to be expressed in terms of nonlocal
projector operators and by introducing a pre-scaling factor to the SIC potential. In the
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implementation combined with the KKR-CPA method, the SIC potential is calculated
using the angular-momentum-decomposed charge density in the mun-tin spheres of
each site:
niL(r) =
1

lm
Z EF
GiiLL'(r; r
0; ) d; (A.6)
where L = (l,m) is the composite index of angular momentum, i is the site index, and
GiiLL'(r; r
0; ) are Green's functions. The corresponding SIE for an angular momentum
channel L at a site i is given as
i = U [eniL]  ELDAXC [eniL]: (A.7)
Here, eniL is the normalized orbital charge density of the orbital:
eniL = niLpiL ; (A.8)
where piL is the orbital occupancy
piL 
Z
sphere
niL(r) d
3r: (A.9)
The SIC potential becomes
vPSIC,iL  vLDA[n] 
1
2
piL

u[eni] + vLDAXC [eni] (A.10)
where 1/2 is the pre-scaling factor. The total energy becomes the LDA total en-
ergy with a SIE correction for the electron-electron interaction energy and the double-
counting of the eective potential energy:
EPSIC = ELDA   1
2
X
i
X
L
Z
niL(r)v
PSIC,i
L (r)d
3r  
occ.X
i
i: (A.11)
69
Appendix
A.2 Liechtenstein's Formula for an Estimation of
Exchange Coupling Constants
In a classical eective Heisenberg model, the magnetic interaction is described as
H =  1
2
X
i 6=j
Jijei  ej; (A.12)
where Jij is an exchange coupling constant between the local moments at sites i and
j, and ei and ej are the unit vectors that point in the directions of the local moments.
The magnitude of the local moments is included in Jij. in the Liechtenstein's method
[18], to estimate the exchange constants, Jij, the energy change caused by a small
change in the directions of the local moments at sites i and j is calculated under the
condition that all the other moments are xed. The pair of moments are rst supposed
to be parallel to each other, then they are tilted in opposite directions by the same
amount =2. The energy change is
H = Jij (1  cos ) ' 1
2
Jij
2: (A.13)
The same energy change is evaluated from rst-principles calculations using the local
force theorem
E =
Z EF
d N(); (A.14)
where N() is the number of electrons and N() is its dierence after the rotation of
local moments. In multiple scattering theory, the number of electrons N() is given as
N() = N0() +
1

=Tr ln T^ (); (A.15)
where N0() is the number of free electrons and T^ is the scattering path operator that
describes the scattering by crystal potentials. This operator is symbolically written as
T^ =

t^ 1   G^
 1
: (A.16)
where t^ are single-scattering t-matrices and G^ are Green's functions. These t^ of sites i
and j are then replaced by new t-matrices t^0 for the rotated spin moments,
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T^ 0 =

t^0 1   G^
 1
= T^

1 + t^ 1  T^
 1
(A.17)
t^ 1 =
8<:t^0i
 1   t^i 1 (i = 1; 2;    ; n)
0 otherwise
(A.18)
Substitution of eqs. (A.14) and (A.15) results in the following expression:
E =
1

Z EF
d=Tr ln

1 + t^ 1  T^

(A.19)
The t^ 1 matrix, the spinor structure of the t-matrix is used and described as
t^i =
1
2
 
t^i" + t^i#
 1^ + 1
2
 
t^i"   t^i#
 (ei  ^) ; (A.20)
where ti"; ti# are the t-matrices for the up and down spin channel, ei is the direction of
the spin moment, and ^ is the Pauli spin matrix. The rotation of the moments is
e = ( sin =2; 0; cos =2  1) ; (A.21)
and then,
t^ 1 =
1
2
 
t^ 1"   t^ 1#
 (e  ^) (A.22)
=
1
2
 
t^ 1"   t^ 1#
 cos =2  1  sin =2 sin =2 1  cos =2
!
; (A.23)
where  represents i or j, and the double signs  specify the relation between  and i
or j; i.e., plus for  = i and minus for  = j. The energy dierence within the second
order of  is
E ' 1
4
Z EF
d=Tr

iT^
ij
" jT^
ji
#
 2
2
(A.24)
where  = t^
 1
"   t^ 1# . By comparing (A.13) and (A.24), the following relationship is
formed,
Jij =
1
4
Z EF
d=Tr

iT^
ij
" jT^
ji
#

; (A.25)
which is known as Liechtenstein's formula [18].
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