We present optimized and easy to follow numerical simulations for complex many-body quantum systems implemented in MATLAB. The examples include the calculation of the magnetization dynamics for the closed and open Ising model, dynamical quantum phase transition in cavity QED arrays, Markovian dynamics for interacting two-level systems, and the non-Markovian dynamics of the pure-dephasing spin-boson model. This tutorial will be a useful toolbox for undergraduate and graduate students with an interest in numerical simulations with applications in quantum optics and condensed matter problems.
Introduction
Myriad current research fields in quantum optics and condensed matter demand numerical analysis of complex many-body systems (MBS). Interesting effects like dynamical quantum phase transition (DQPT), meta-stability, steady states, among others, can naturally emerge in MBS. These effects are observed in closed decoherencefree dynamics such as the Jaynes-Cummings [1] , Jaynes-Cummings-Hubbard [2] , trapped ions [3] , cavity opto-mechanics [4] or Ising models [5] . Furthermore, for open quantum systems, the environment may cause memory effects in the reservoir time scale, which is known as non-Markovianity (NM) [6, 7] . From the theory of open quantum systems, NM can be described either by a time-local convolutionless or a convolution master equation [8] . In most of these cases, it is highly demanding to handle these kinds of problems with analytical tools, and a numerical approach can appear as the only solution. For instance, this is the case for systems with nontrivial system-environment interactions [9] and quantum systems with many degrees of freedom. Nowadays, numerical toolboxes or open-source packages allow saving time when dealing with analytically untreatable problems, without the requirement of a vast knowledge in computational physics. Toward this end, we found the python-based arXiv:1911.04906v1 [quant-ph] 12 Nov 2019
QuTIP library [10, 11] , the Quantum Mechanics Toolbox of Mathematica [12] , and the Wave Packet open-source package of MATLAB [13, 14, 15] , among others. In this work, we provide a simple tutorial to learn a route towards numerically solving a wide variety of complex quantum dynamics in MATLAB.
MATLAB is a multi-paradigm computational language that provides a robust framework for numerical computing based on matrix operations [16] . In this tutorial, we will illustrate several numerical implementations for interesting systems in quantum optics and condensed matter physics. This paper is organized as follows. In section 2 we introduce the calculation of observables for a decoherence-free closed quantum manybody systems. We discuss the transverse Ising and the Jaynes-Cumming-Hubbard models with a particular interest in dynamical quantum phase transitions. In Section 3, we model the Markovian and non-Markovian dynamics of open quantum systems using the density matrix. The dissipative dynamics of interacting two-level systems is calculated using a fast algorithm based on eigenvalues and eigenmatrices. Finally, the non-Markovian dynamics of the pure-dephasing spin-boson model is discussed and modelled for different spectral density functions, in terms of a convolutionless master equation.
Closed quantum systems
In the framework of closed quantum many-body systems the dynamics is ruled by timedependent Shcrödinger equation [17] i d|Ψ(t) dt
where |Ψ(t) andĤ are the many-body wavefunction and Hamiltonian of the system, respectively. For a time-independent Hamiltonian, the formal solution for the wavefunction reads
whereÛ (t) = exp(−iĤt/ ) is the time propagator operator. The numerical implementation of this type of dynamics relies on the construction of the initial state |Ψ(0) (vector), the time propagatorÛ (t) (matrix), and the system HamiltonianĤ (matrix). In MATLAB, this task can be easily coded for many-body systems. For illustration, we introduce first two spin-1/2 particles described by the following XZ Ising Hamiltonian
In MATLAB, the above Hamiltonian can be coded as follow ( where eye(2) generates the 2 × 2 identity matrix and kron(X,Y ) = X ⊗ Y gives the tensor product of matrices X and Y . Now, we illustrate how to solve the spin dynamics for the initial condition |Ψ(0) = |↓ 1 ⊗ |↓ 2 from the initial time t i = 0 to the final time t f = 2T with T = 2π/(2B). For completeness, we compute the magnetization along the α direction, which is defined as
where N is the number of spins and |Ψ(t) is the many-body wavefunction given in equation (2) . In our particular case, N = 2, we can write the following code to compute the average magnetization M z down = [0 1]'; Psi_0 = kron(down,down); T = 2*pi/(2*B); Nt = 1000; ti = 0; tf = 2*T; dt = (tf-ti)/(Nt-1); t = ti:dt:tf; U = expm(-1i*H*dt); Psi = Psi_0; SSz = (kron(Sz,I)+kron(I,Sz))/2; Mz = zeros(size(t)); for n=1:length(t) Psi = U*Psi; Mz(n) = Psi'*SSz*Psi; end plot(t/T,real(Mz),'r-','LineWidth',3) xlabel('$t/T$','Interpreter','LaTex','Fontsize', 30) ylabel('$\langle M_z \rangle$','Interpreter','LaTex','Fontsize', 30) set(gca,'fontsize', 21) In figure 1 we plotted the expected average magnetization M z for the two-spin system. Initially, the system has a magnetization M z = −1 due to the condition |Ψ(0) = |↓ 1 ⊗ |↓ 2 , and then two characteristic oscillations are observed. The slow and fast oscillations in the signal correspond to the influence of B and J, respectively.
Note that we used the function expm(X) to calculate the time propagator U (dt) = exp(−iHdt), where dt is the numerical time step. In particular, the function expm(X) normalized eigenvectors v k in a column and D is the diagonal matrix of eigenvalues λ k . Numerically, this exponentiation demands a lot of time for high-dimensional matrices (for instance N × N matrices with N > 10 4 ). In such a case, one can take advantage of some properties, for instance, sparse matrices, block matrices, among other special type of matrices. In the case of sparse matrices, one can use the function eigs(X) instead of eig(X), this can reduce the required time to compute the matrices V and D, respectively.
In the next subsection we introduce three relevant many-body problems, namely the transverse Ising, the Rabi-Hubbard and the Jaynes-Cummings-Hubbard models. For each case we write down an algorithm to solve the N -body closed dynamics.
Ising model
Let us consider the following transverse Ising Hamiltonian [3] 
where J ij is the coupling matrix, B is the external magnetic field, and N is the number of spins. The spin operatorsŜ α i with α = x, y, z and i = 1, ..., N are the Pauli matrices for S = 1/2. We assume the following form for the interaction between adjacent spins J ij = J 0 |i − j| −α . We use the coupling strength J = (N − 1) −1 i>j J ij and we set B = 0.42J as it was recently used in Ref [18] to study dynamical phase transition in trapped ions. The ground state of the Hamiltonian H 1 has a double degeneracy given by
where |Ψ → and |Ψ ← are the degenerate ground states and E ← = E → the corresponding energies. To study the dynamical quantum phase transition of this system we introduce the following rate parameter Λ(t) [18] 
where P η (t) = | Ψ η |Ψ(t) | 2 is the probability to return to the ground state being |Ψ(t) = exp(−iĤ Ising t)|Ψ(0) ( = 1). To compute the magnetization vector along the x direction we use equation (4) with α = x. The explicit code in MATLAB is showed below In figure 2 we plotted the average magnetization M x and rate parameter Λ(t) for the transverse Ising model. Interestingly, the non-analytic shape of Λ(t) is recovered as pointed out in Ref. [18] . This non-analytic behaviour prevails at different critical times t i c for which dΛ/dt| t=t i c is not well defined.
Quantum phase transition in cavity QED arrays
Now, we consider the calculation of a quantum phase transition (QPT) in cavity QED arrays. The dynamics of a system composed by L interacting cavities is described by the Rabi-Hubbard (RH) Model following Hamiltonian [19] 
where we have considered all cavities to be equal, ω c is the cavity frequency, ω a is the atom frequency, g is the light-atom coupling constant, J is the photon hopping between neighbouring cavities, and A ij is the adjacency matrix which takes the values A ij = 1 if the cavities are connected, and A ij = 0 otherwise. In figure 3 we show a representation of the system for a linear array of three cavities. The operators acting on the two-level systems are defined as σ
being |e i and |g i the excited and ground states at site i. Note that we are not assuming the first rotating wave approximation (RWA) that leads toσ
are neglected when the light-atom coupling is small, i.e. g ω c . The photon operators acts as followâ
where |n i is the Fock basis of the i-th cavity with n i = 0, 1, 2, ..., N i , being N i a cut-off parameter for the Hilbert space of the cavity mode. The many-body wave function at time t can be obtained by propagating the initial condition |Ψ(0) with the evolution operatorÛ = exp −iĤ RH t as follow ( = 1)
where |Ψ(0) is the many-body initial state of the system. In this particular case, we choose the Mott-insulator initial condition
The quantum phase transition from Mott-insulator to Superfluid can be studied in terms of the following order parameter [19] 
where T = J −1 is an appropriated large time scale to study the dynamics when J < g < ω c ,n i =â † iâ i +σ ee is the number of polaritonic excitations at site i, and the expectation values are calculated as n k i = Ψ(τ )|n k i |Ψ(τ ) . For comparison we include the rate parameter recently introduced in the Ising model [18] 
In the context of cavity QED arrays L is the number of cavities and P 1− (t) = | Ψ(0)|Ψ(t) | 2 is the probability to return to the mott-insulator state |Ψ(0) = |1, − 1 ⊗ ... ⊗ |1, − L . The following code shows the MATLAB implementation to study this QPT. 
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In the above code we are running N sim = 25 simulations of the Rabi-Hubbard model, one for each value of detuning ∆ = ω a − ω c , and the initial condition |Ψ(0) corresponds to each ∆. In line 44 we introduced a parallel calculation of a cycle for using the MATLAB function parfor. In the first iteration the starting parallel pool takes a larger time, but in a second execution of the main code the time is greatly reduced.
For simplicity, we are only considering two interacting cavities but the main code can be changed in line 3 to introduce more cavities. Furthermore, the topology of the cavity network can be modified by changing the adjacency matrix A ij in lines 29 and 30. In addition, in lines 25 and 26 we have introduced the functions a cav(i,L,Nph,Is,Iatom) and sigmap(i,L,Is,Icav) to construct the many-body operatorsâ i andσ + i for a system of L cavities. These operators are mathematically defined aŝ
In each cavity we can use the Fock basis |0 = [1, 0, 0, ..., 0], |1 = [0, 1, 0, ..., 0], |2 = [0, 0, 1, ..., 0], and so on. In this basis, we havê
To construct a boson operatorâ in MATLAB we can write a = diag(sqrt(1:N)',1), where N is the maximum number of bosons and diag(X,1) returns a square upper diagonal matrix as show in equation (13) . The function a cav(i,L,Nph,Is,Iatom) represent the operatorâ i which is numerically defined as in Ref. [16] , and is explicitly given by In the main code, particularly lines 47 and 49 we introduce the function Quantum Simulation Cavity Array which describes the construction of the Jaynes-Cummings-Hubbard and Rabi-Hubbard models for different detunings. Also, this functions introduce the many-body wave function, the time evolution, and the numerical calculation of the parameters given in equations (10) and (11) . The code for this function reads % ground state 16 Fock = eye ( Nphoton +1) ; % Fock states 17 theta1 = 0.5* atan (2* g * sqrt (1) / D ) ; 18 theta2 = 0.5* atan (2* g * sqrt (2) / D ) ; 19 phi_1m = cos ( theta1 ) * kron ( down , Fock (: ,2) ) -sin ( theta1 ) * kron ( up , Fock (: ,1) ) ; % initial state |1 , -> 20 phi_2m = cos ( theta2 ) * kron ( down , Fock (: ,3) ) -sin ( theta2 ) * kron ( up , Fock (: ,2) ) ; % state |0 ,2 -> 21 phi_1p = sin ( theta1 ) * kron ( down , Fock (: ,2) ) + cos ( theta1 ) * kron ( up , Fock (: ,1) ) ; % state |0 ,2 -> 22 PSI_0 = phi_1m ; 23 PSI_2m = kron ( phi_2m , kron ( down , Fock (: ,1) ) ) ; 24 for k =1: L -1 25 PSI_0 = kron ( PSI_0 , phi_1m ) ; % many body wavefunction |1 , ->...|1 , -> ( L terms ) 26 end 27 dn_T = zeros ( size ( t ) ) ; % standard deviation dn_i = < n_i^2 > -< n_i >^2 28 P1m = zeros ( size ( t ) ) ; % population |1 , -> at time t The resulting order parameter (10) and rate function (11) are plotted in figure 4 for two interacting cavities using the Jaynes-Cummings-Hubbard and Rabi-Hubbard models, respectively. From the numerical simulation we observe different curves for the order parameter in the region log(∆/g) > 0. This is because the counter rotating termŝ a iσ − i andâ † iσ + i (neglected in the RWA) are not negligible for g = 10 −2 ω c . Furthermore, the rate function Λ(t) has a remarkable non-analytic peak at Jt ≈ 0.8, which is a characteristic signature of a dynamical quantum phase transition [18, 20] .
In the next section we will introduce a basic technique to address the numerical modelling of open quantum systems in the Markovian and non-Markovian regimes.
Open quantum dynamics
In this section, we introduce the Markovian and non-Markovian dynamics of open quantum systems. For the Markovian case, we will focus on the dynamical properties of the Lindblad master equation. We develop a fast and precise numerical method to solve the dynamics using the density matrix formalism. In the non-Markovian regime, we will examine the pure dephasing dynamics arising from the spin-boson model. We will explore memory effects by considering two different spectral density functions, say a super-ohmic and a Lorentzian models, and its effects on the time-dependent rate.
Markovian quantum master equation
Many open quantum systems can be modelled with a Markovian master equation in the weak coupling approximation [6] 
where the first term in equation (14) is the conservative dynamics induced by the system HamiltonianĤ s . In contrast, the second term describes N c dissipative channels through operatorsL i , that in the Markovian approximation can be associated with decay rates γ i > 0 for i = 1, ..., N c . The general solution of the presented master equation can be written as [5, 21] 
where c k = Tr(ρ(0)L k ), λ k are the eigenvalues of the equation
with R k and L k satisfying the orthonormality condition Tr(R k L k ) = δ kk . To numerically solve the eigenmatrix equation L M (R k ) = λ k R k we adopt the formalism presented in Ref. [22] to rewrite the Lindblad super-operator L M ρ(t). As an introductory example, we consider the open version of the transverse Ising model presented in Section 2 dρ dt
where S − α = (Ŝ x α − iŜ y α )/2 for α = 1, 2 is the lowering spin operator. In the above equation γ i are associated with emission processes |↑ i → |↓ i , whereŜ z i |↑ i = |↑ i . We proceed as follow, first we rewrite the density matrix of the N -dimensional system as a column vector [22] 
In this vector representation, the master equation ( % left eigenvalues written as a vector
As the system consist in two interacting qubits, the total density matrix ρ(t) has a 4 × 4 size. In a vector form, ρ(t) has exactly 16 elements. This implies that we have 16 eigenvalues associated with R k and L k matrices. However, the eigenvalues lambda R and lambda L must be sorter with the same criteria. To do this, we write down ind_RL = zeros(dim*dim,2); count = 1; TOL = 1e-10; for n=1:dim*dim % sorting of eigenvalues an = eig_R(n); for m=1:dim*dim bm = eig_L(m); if(abs(real(an)-real(bm))<TOL && abs(imag(an)-imag(bm))<TOL && count<=dim*dim) ind_RL(count,1) = n; ind_RL(count,2) = m; count = count + 1; end end end eig_L = eig_L(ind_RL(:,2)'); % Final sorting eig_R = eig_R(ind_RL(:,1)'); L = L(:,ind_RL(:,2)'); R = R(:,ind_RL(:,1)'); lambda = eig_R; [c,ind] = sort(lambda); % sorting lambda = lambda(ind); % \lambda_k parameters L = L(:,ind); R = R(:,ind);
The first eigenvalue λ R 1 = 0 correspond to the steady state of the system, where L 1 = 1 [5, 21] . Also, the eigenvalues with k > 1 satisfy the condition λ R k < 0 leading to dissipation terms ∝ e λ R k t in the general solution defined in equation (15) . The eigenvalue with the largest negative real part (λ R N ) defines the envelope e λ R N t of the experimental observables (see figure 1-(b) ). The normalized right (R k ) and left (L k ) eigenmatrices can be obtained as In figure 5 we plotted the expected average magnetization M z for the dissipative two-spin system. In comparison with the non-dissipative case (see figure 1 ) the open Ising model shows a dissipative signal for M z . The envelope of this signal can be recognized as the exponential factor exp(λ R N t) with N = 16 in our case. This dissipative behaviour is a consequence of the losses introduced in the Markovian master equation.
Two-level system coupled to a photon reservoir
In this subsection, we applied the previous algorithm to a different system, say, a twolevel system interacting with thermal photons. We consider the following Markovian master equation for the atom-field interaction [6] dρ dt
where Ω is the optical Rabi frequency, N ph is the mean number of photons at thermal equilibrium, andσ + = |e g| = σ † − .
To solve the open dynamics of the reduced two-level system we implement the following code 24 for n =1: dim * dim % sorting of eigenvalues 25 an = eig_R ( n ) ; 26
for m =1: dim * dim 27 bm = eig_L ( m ) ; 28
if ( abs ( real ( an ) -real ( bm ) ) < ERROR && abs ( imag ( an ) -imag ( bm ) ) < ERROR && count <= dim * dim ) 29
ind_RL ( count ,1) = n ; 
σ
where µ = Ω 2 − (γ/4) 2 . In figure 6 we plotted the population p e (t) = e|ρ(t)|e and the imaginary part of σ + for N ph = 0. We observed a good agreement between the numerical and the exact solutions. Beyond the time evolution, the steady state of the system is a very useful information. For example, when the system reaches the steady state (t γ −1 0 ), the excited state and coherence can be found, ρ ss ee = Ω 2 /(γ 2 0 + 2Ω 2 ) and ρ ss eg = iΩγ 0 /(γ 2 0 + 2Ω 2 ). In our case, Ω = 1 and γ 0 = 0.2Γ resulting in ρ ss ee = 0.4902 and ρ ss eg = 0.0980i.
(a) (b) Figure 6 . (a) Population of the excited state p e (t) = e|ρ(t)|e for a two-level system interacting with a photon reservoir at zero temperature. In both curves we use N = 0, γ 0 = 0.2Ω and Ω = 1. (b) Imaginary part of the observable σ + (t) as a function of time. In both plots the red (solid) and blue (dashed) lines correspond to the numerical and exact calculations, respectively.
The numerical approach to obtain the density matrix in the steady state reads
This solution correspond to the particular case in whichρ = 0. By looking our numerical simulations we obtain
Which exactly matches the theoretical predictions. Further extensions of this code to multiple level systems can be realized by changing the Hamiltonian and the dissipative contributions.
Time-local quantum master equation
In literature, the time-local quantum master equation in the secular approximation is presented as [7] dρ dt
where γ i (t) are the time-dependent rates associated with operatorsL i . These rates can be obtained using a microscopic derivation ruled by the Hamiltonian describing the system-reservoir interaction [6] . In order to numerically solve this type of equations we adopt a different approach with respect to the Markovian case. To solve the non-Markovian dynamics we employed a predictor corrector integrator method [24, 16] . In the next section, we illustrate the main ideas by solving the pure-dephasing dynamics of the spin-boson model.
Pure-dephasing model and non-Markovianity
We consider the Hamiltonian for the pure dephasing spin-boson model ( = 1)
where ω eg is the bare frequency of the two-level system and ω k are the boson frequencies.
The exact time-local master equation in the interaction picture is [23] 
The system-environment interaction is fully determined by the time-dependent dephasing rate ( = 1)
where J(ω) = k |g k | 2 δ(ω − ω k ) is the spectral density function (SDF), k B is the Boltzmann constant and T is the reservoir temperature. We solve the dynamics for the following spectral density functions
where J 1 (ω) was originally introduced in the context of dissipative two-level systems [25] . Physically, α is the system-environment coupling strength, s ≥ 0 is a parameter, and ω c is the cut-off frequency. Usually, three cases are defined: i) 0 < s < 1 (sub-Ohmic), strongly localized at the frequency ω 0 = 2 with a full with at half maximum equal to Γ = 0.1. The associated rates γ 1 (t) and γ 2 (t) are illustrated in figure 7-(b) . These timedependent rates are calculated at low temperature T = 10 −3 ω 0 . The damped oscillations of γ 2 (t) are a consequence of the strong interaction with the localized mode ω 0 . In fact, the periods of the signal are approximately given by T ≈ 2π/ω 0 ≈ 3.14. On the other hand, the rate γ 1 (t) is positive in the time region 0 ≤ t ≤ 30.8, while for t > 30.8 the curve asymptotically reaches a constant negative value. In the low-temperature regime one theoretically obtains γ teo 1 (t) = αω c Γ(s) sin[s tan −1 (ω c t)]/[1 + (ω c t) 2 ] s/2 [29] with Γ(s) being the gamma function (see dashed curve in figure 7-(a) ). Thus, the negative region of γ 1 (t) is stablished by the condition 3 tan −1 (ω c t) > π leading to the critical time t crit = tan(π/s)/ω c ≈ 30.8, in good agreement with the numerical calculations.
The coherence functions C(t) = i =j |ρ ij (t)| = 2|ρ eg (t)| [31] are shown in figure 7-(c) for the initial condition ρ(0) = |Ψ(0) Ψ(0)| with Ψ(0) = (|e + |g )/ √ 2. The super-Ohmic spectral density function J 1 (ω) induces a monotonic decreasing behaviour in the coherence while the localized model introduces oscillations. These oscillations can be understood as a back-flow of quantum information between the system and the environment. Finally, the degree of NM N γ (t) is calculated and shown in figure 7-(d) . As expected, the localized model evidences a high degree of NM at any time in comparison with the super-Ohmic model. This can be explained in terms of the fast oscillations observed in the rate γ 2 (t) and the coherence C 2 (t). Further extensions of this code can be easily done by assuming different terms in the Lindbladian and modifying the model for the environment.
Concluding remarks
In the present work, we introduced optimized and easy to follow implementations of numerical analysis based on matrix calculations in MATLAB. We oriented our discussion and examples to the fields of quantum optics and condensed matter, and we expect that the codes shown here will be valuable for graduate students and researchers that begin in these fields. Moreover, the simplicity of the codes will allow the reader to extend it to other similar problems. We consider that these codes can be used as a starting toolbox for research projects involving closed and open quantum systems.
