We suggest approximate penetration models for rigid body penetration that take into account sliding velocity (SV) and pressure dependence of the friction coefficient (FC). It is showed that introducing variable FC in a localized interaction model (LIM) yields a model that belongs to the class of LIM. We developed a general method for determining the depth of penetration (DOP) using the piecewise linear approximation of the impactor's generatrix. For some classes of SV dependent friction models we obtained analytical formulas for calculating the DOP. Using the experimental data available in the literature, we determined the dependencies of FC vs. pressure and SV. We conducted numerical modeling of penetration of a metal striker into metal and concrete shields employing models with variable and constant FC. Numerical simulations showed that taking into account variable FC strongly effects the DOP when FC changes appreciably for large velocities that are characteristic for the high-speed penetration.
Introduction
Modeling of high-speed penetration into metals, concrete and soils whereby the penetrator's velocity is of the order of hundreds meters per second and pressure approaches hundreds of MPa, requires the study of behavior of friction coefficient (FC). However, in the tribological studies the emphasis was given to the analysis of friction for relatively low velocities and pressures (Bowden and Tabor, 1964; Kragelskii, 1965; Kragelsky et al., 1982; Rabinowicz, 1965; Martins et al., 1990; Berger, 2002; Oden and Martins, 1985) . There are only a few studies where the influence of high and very high (with respect to the velocities and pressures employed in tribological investigations) velocities and pressures on friction has been studied. Ogawa (1997) ; ; ; Espinosa et al. (2000a,b) investigated a pair of metals at velocities up to 10 m/s and pressures up to 200 MPa. Bowden and Freitag (1958) (1961) conducted their experiments with the velocities up to 800 m/s and loads less than 0.015 MPa. Pressures up to 3 GPa and speeds up to 30 m/s were used in the experiments conducted by Prakash and Clifton (1993) and Prakash (1995 Prakash ( , 1998 . Irfan and Prakash (2000) and Philippon et al. (2004) studied friction for pressure of the order of 1.5 GPa and pressures varying in the range from 9 MPa to 33 MPa, respectively, and speeds up to 60 m/s. Lim et al. (1989) analyzed a large number of experimental data on the variations of FC in sliding of steel on steel in a wide range of sliding conditions and presented the results of the analysis in the form of a friction regime map. They concluded that at slow speeds (less than 1 m/s) the FC strongly depends on the state of the surface; at higher velocities the FC becomes, increasingly, dependent on the pressure at the surface and the sliding velocity (SV); at very high loads and speeds, the FC reduces to very low values. A number of models describing the dependence of FC on the sliding conditions are proposed for relatively low velocities (Bo and Pavelescu, 1982; Banerjee, 1968; Kragelskii, 1965; Molinari et al., 1999) . Larger velocities and pressures are covered in the studies by Krafft (1955) ; Montgomery (1976); Balakin (1980) ; Klepaczko (2001 Klepaczko ( , 2002 . Montgomery (1976) presented the experimental data on FC of different pairs of metals for pressures up to 180 MPa and velocities up to 550 m/s. Data of Balakin (1980) for steel/ steel FCs correspond to pressures up to 18 MPa and velocities up to 500 m/s. Theoretical model of Klepaczko (2001 Klepaczko ( , 2002 is suggested for calculating the FC of a steel projectile moving inside a geological or concrete shield with velocities up to 1000 m/s.
According to data reported in the literature there is a clear evidence that FC decreases (and assumes very low values for pairs metal/metal) with the increase of SV and pressure starting from low (as compared to velocities encountered in high-speed penetration) velocities. The latter conclusion with only a few exceptions (Bowden and Tabor, 1964) is valid for most of the materials.
Some codes (Taylor and Flanagan, 1987; Attaway et al., 1998) allow taking into account the prescribed dependence of the FC on the SV when modeling penetration into a geological target. The first of these codes was used by Chen (1989) to compare the model with a constant friction and a hypothetical model with a velocity dependent friction. In terms of the depth of penetration and the peak deceleration, these models yield almost identical results. However, the author concluded that the model with velocity dependent friction should be a preferred model of sliding friction in penetration analysis because it predicts better the behavior of the impactor deceleration.
To the best of our knowledge, Jones et al. (2003) and Davis (2003) were the first to develop engineering models for penetration modeling that take into account SV dependence of the FC. They also noticed that this generalization of the model renders the derivation of an explicit formula for the depth of penetration (DOP) in the case of the arbitrary dependence of the FC upon SV, l = l(w), unfeasible. Jones et al. (2003) derived a formula for the DOP of an ogive-shaped impactor (body of revolution) using the two-term impactor-shield interaction model whereby the dependence of the FC on the SV is represented by two linear segments where one segment is the part of abscissa axis. Generalizing this approach, Davis (2003) proposed to use step function approximation for the FC as a function of the SV.
In this study, we develop a version of the localized interaction theory (Ben-Dor et al., 2005 , 2006 ) that takes into account the velocity and pressure dependence of the FC in models of high-speed penetration. A general method for determining the DOP using the piecewise linear approximation of the impactor's generatrix is developed. For some classes of the velocity dependent friction models, analytical formulas are obtained for calculating the DOP. Using the experimental data available in the literature we plotted the dependencies of FC vs. pressure and SV. The performance of the suggested models that employ a variable FC is compared with the performance of the models that employ a constant FC.
Localized interaction models with velocity and pressure dependent friction coefficient
Many engineering models for penetration modeling belong to the class of localized interaction models (LIMs) (Ben-Dor et al., 2005 , 2006 whereby the integral effect of the interaction between a host medium and a moving rigid non-deformable projectile with a convex surface is described as a superposition of the independent local interactions of the projectile's surface elements with the medium. Every local interaction is determined by the local geometric and kinematic parameters of the surface element (primarily, by the local velocity of the surface element and the angle between the local surface velocity vector and the local normal vector to the projectile surface) as well as by some global parameters that take into account the integral characteristics of the medium (e.g., hardness, density, etc.). The unified description of the LIM is as follows:
where (see Fig. 1 ) dF is the force acting at the surface element dS of the projectile that is in contact with the host medium,ñ 0 ands 0 are the inner normal and tangent unit vectors at a given location on the projectile's surface, respectively,ṽ 0 is an unit vector of the surface element velocity of the projectile,ṽ, t is the angle between the vectorñ 0 and the vector ðÀṽ 0 Þ. The non-negative functions X n , and X s determine the model of the projectile-medium interaction and depend on the parameters that characterize, primarily, the properties of the host medium. The functions X n , and X s determine normal stress and shear stress, respectively. The unit tangent vectors 0 lies in the plane of the vectorsṽ 0 andñ 0 and is normal to the vectorñ 0 ; its direction is chosen such thatṽ 0 Ás 0 < 0 i.e., the friction force is directed in the positive direction of the vectors 0 . Parameter u * (0 6 u * < 1) determines the maximum magnitude of the angle t, t * = cos À1 u * , whereby the impactor still interacts with the shield. It is assumed that for t = t * the flow separates from the front surface of the impactor. Since the magnitude of t * is not known it is commonly accepted that u * = 0. The first and second equations in Eq. (1) describe interaction between the impactor and the shield upon their contact while the third equation determines the condition when there is no contact. The case with u = 1 is described separately by the second equation because the choice of the direction of the tangent vectors 0 in this situation is undetermined. If the FC, l, depends on the local sliding (tangent) velocity of the impactor, w, and local pressure, p, i.e.,
Therefore, the LIM with a velocity dependent FC remains in the class of LIM and the general properties of the LIM are valid in this case. In particular, the latter conclusion concerns the ballistic properties of the spaced shields (Ben-Dor et al., 1998) . 
Calculation of the DOP
Consider a high speed normal penetration of a rigid sharp striker (a body of revolution) into a semi-infinite shield. The basic notations are shown in Fig. 2 . The coordinate h, the instantaneous depth of penetration, is defined as the distance between the nose of the impactor and the surface of the shield. In cylindrical coordinates, x, q, #, associated with the impactor its nose surface is described by the following equation:
q ¼ UðxÞ; 0 6 x 6 L; 0 6 # 6 2p; Uð0Þ ¼ r; UðLÞ ¼ R;
where L is the length of the impactor's nose that interacts with the shield and the increasing, convex function U(x) defines the generatrix of the impactor's nose. If the DOP, H, is much larger than L, the stage of the incomplete immersion of the impactor's nose in the shield can be neglected, and the drag force D is calculated by integrating ðÀṽ 0 Þ Á dF over the impactor's nose surface:
The equation of motion of the impactor, m(d 2 h/dt 2 ) = ÀD, can be rewritten as follows:
where the velocity of the impactor, v, is considered to be a function of h, and m is the mass of the impactor. The DOP for a given impact velocity, v imp , is defined as the depth where the velocity of the impactor vanishes. The formula for the DOP, H, can be obtained from Eq. (9):
Piecewise linear approximation of generatrix
Eq. (10) taking into account Eq. (7) is quite involved and is not convenient for calculations. This problem can be avoided by using a piecewise-linear approximation of the generatrix of a striker. The equation of a piecewise linear generatrix can be written as follows (see Fig. 3 ):
where U j = U(x j ), j = 0,1,. . . , M and
Then the integral in Eq. (7) can be calculated to yield
The appropriate choice of M allows attaining the required accuracy of the approximation. The integral in Eq. (10) can be calculated by numerical techniques. Using the trapezoidal rule (Korn and Korn, 1968) that is based on the piecewise linear approximation of the integrand we obtain:
where N is the number of sections in the polygonal line,
The suggested method allows determining the DOP for an arbitrary LIM (in particular, for arbitrary friction law) and for an impactor having an arbitrary shape.
In the case of a conical nosed impactor, M = 1, a 1 = tan w, b 1 = r = 0, c 1 = L 2 tan w, where w is a half-angle of the cone apex. Then e DðvÞ ¼ xðtan w; vÞL 2 tan w and Eq. (10) becomes 
Semi-analytical solutions for velocity dependent friction coefficient
Consider some cases when analytical solution may be obtained without approximating the integral in Eq. (10).
For SV dependence of FC, substitution of Eq. (5) into Eq. (8) implies the following expression for x(U 0 , v):
and, consequently,
where w j is the slope of the jth segment of the broken straight line that approximates the function q = U(x).
For the most widely used model (for details, see Ben-Dor et al., 2005 , 2006 Recht, 1990 )
Eq. (10) can be rewritten as
where
Since the theory does not specify the type of the function l(w), we can select this function such that it decreases in the range of feasible values of w, and the integral in Eq. (20) can be calculated analytically. The following function satisfies these requirements:
where l 0 and k are constants. Substituting l(w) from Eq. (23) into Eq. (21), we obtain
Changing the variables in the integral in Eq.
, we obtain the following expression for e H :
Integral in Eq. (26) can be easily calculated (Gradstein and Ryzhik, 1980) . We can expand the possibilities of description of the dependence of FC on SV using the following representation of the function l(w):
where l * (w) and l ** (w) are some functions, w 0 is a positive constant, l * (w 0 ) = l ** (w 0 ). Since we consider the impactors with the convex noses, q = U(x) is a convex function and
Eqs. (28) and (29) imply that for v s+1 6 v 6 v s (s = 0,1,. . . , M and the parameter v 0 > v 1 is defined below) the following inequalities are valid:
Inequalities (30) determine at which impactor's surface element s the function in Eq. (27) changes its form from l ** frictional behavior to l * behavior. Taking into account Eq. (30) the integral in Eq. (20) with the integrand given by Eq. (21) can be represented as a sum of the integrals:
The value of the parameter j + is determined as follows. If v imp P w 0 /h 1 then j + = 0 and v 0 = v imp . Otherwise, j + is determined from the conditions w 0 =h j þ þ1 6 v imp 6 w 0 =h j þ and v j þ is set to v j þ ¼ v imp .
Let us consider the FC function l(w) in the form given by Eq. (27) with
Substituting these expressions in the integrand in Eq. (31) we obtain
The integral in Eq. (31) can be easily calculated (Gradstein and Ryzhik, 1980) . 
Numerical simulation and discussion
There are two approaches for approximate modeling of interaction of a striker with a shield taking into account a non-constant coefficient of friction.
In the first approach one postulates a model that takes into account variation of a coefficient of friction as a function of SV or other parameters. This model comprises a number of free coefficients that are determined to provide a best fit to a certain set of the experimental data. This approach was adopted in the studies by Jones et al. (2003) and Davis (2003) . Such approach is convenient and it allows improving the accuracy of the model when penetration condition and impactor's shape are close to those used in determining the parameters of the model. However, as it was noted by Luk and Forrestal (1989) this approach (even in the case of a model with a constant coefficient of friction) has a shortcoming that there is no assurance that the improvement of the model is associated with taking into account friction. Since the model is approximate introducing additional free coefficients can formally improve the performance of the model for the data set used for determining model's coefficients while the model's predictive performance may be not poor.
The second approach is based on using data obtained in the experiments for measuring coefficient of friction. This approach seems more attractive although its application is restricted because of the scarcity of the quantitative information about the effect of penetration conditions (SV, etc.) on friction between a striker and a shield. Nevertheless, using the available data, we can employ this approach for the analysis of the problem that was first posed by Chen (1989) : whether the model with a variable FC offers advantages when compared with the model using a constant coefficient of friction.
Steel shield
In this series of simulations we used the model determined by Eq. (19) for mild steel with the coefficients a 0 = 1850 MPa and a 2 = 7830 kg/m 3 (Vitman and Stepanov, 1959; Vitman and Ioffe, 1948) , where a 0 and a 2 are ''dynamical hardness'' and material density of the shield, respectively. It is assumed that this model describes penetration without friction, and friction is accounted in constructing the computational model. Strictly speaking, since the initial model has been developed using experimental data, it takes into account friction (if friction is essential). However, for simulation purposes, it is not important especially because the results of computations show that the obtained conclusions are valid in a wide range of the parameters of the model. In order to account for the dependence of FC, l, on SV, w, and pressure, p, we used two sets of experimental data obtained by Balakin (1980) and Montgomery (1976) . These data sets are the most representative among those that we have found in the literature although they do not cover the whole range of velocities and pressures encountered in high-speed penetration. In describing the dependence of l on w and p we employed the approximation l = l(pw), where following the suggestion by Montgomery (1976) pw is used as independent variable. Simulations are performed for conical-nose impactors with half-angle of the apex w equal to 30°, 45°and 60°.
In Fig. 4 , we showed the experimental data by Balakin (1980) and approximating curve
where n 1 = 25 · 10 À9 s/(mN), n 2 = 0.014, n 3 = 0.556. Inspection of Fig. 4 shows that the quality of approximation is good. The limiting values of FC for w = 0 and pw ! 1 are equal to n 2 + n 3 = 0.57 and n 2 = 0.014, respectively. For illustration in Fig. 5 we showed the dependencies of l vs. impactor's velocity for various w that are obtained by substituting pw = (a 2 sin 2 av 2 + a 0 )v cos a, where v ¼ v=v Ã and v * = 1 m/s. Inspection of Fig. 5 shows that transition from the maximum value of FC to the minimum asymptotic value occurs for velocities less than 10 m/s. Therefore, it can be expected that variation of FC for small impactor's velocities does not affect the accuracy of the model. Fig. 6 confirms this expectation. In this figure we showed the dependence of the index j = H/H 0 on l, where the penetration depth H is determined assuming that coefficient of friction is constant and equals l, and H 0 is the penetration depth determined taking into account Eq. (16). The magnitude of j is practically independent of v imp > 100 m/s. With high accuracy it can be assumed that all curves intersect at the point l = 0.014, j = 1.0, i.e., introducing the dependence of FC on SV and pressure in the model does not offer advantage over the model with a constant FC equal to its asymptotic value. Experimental data obtained by Montgomery (1976) have large scatter (see Fig. 7 ). These data can be approximated by the following formula: where n 2 and n 2 are the same as in Eq. (35), and n 4 = 67.6 · 10 À12 s/(mN). This approximating curve passes through the same boundary points as in the previous case. This simplifies the comparison and does not impair the accuracy of the approximation. Fig. 8 shows that this case differs considerably from the previous one -FC strongly varies in the range of impactor's velocities, 0.1 Ä 1000 m/s. Inspection if Fig. 9a-c shows that in this case the location of the curves j = j(l) depends on the impact velocity v imp . In Fig. 10 we showed the dependencies l eq vs. v imp for different values of a, where l eq is the magnitude of FC whereby the depth of penetration for given v imp is the same as in the case with a non-constant FC. Clearly, the replacement of the non-constant FC by a constant value can result in considerable errors when impactor's shape and impact velocity vary.
Concrete shield
It is known that the two-step two-term model of Forrestal with coworkers (Forrestal et al., 1994 (Forrestal et al., , 1996 (Forrestal et al., , 2003 Frew et al., 1998) includes the sub-model in the form given by Eq. (19) for the second step of penetration. In simulation we neglected the first stage of penetration. The results of calculations (Sjøl and Teland, 2000; Sjøl et al., 2002 ) support this approximation. We used the model with a 0 = 100 MPa and a 2 = 2000 kg/m 3 , although the magnitude of j remains constant in the range 50 MPa < a 0 < 500 MPa that comprises the parameters of some real materials (Forrestal et al., 2003) . In this series of simulations we used the following dependence of FC vs. SV (Klepaczko, 2002) : lðwÞ ¼ n 5 ½1 À n 6 log 10 ð1 þ wÞ; w ¼ w=v Ã ;
where n 5 = 0.5 and n 6 = 0.263. The results of calculations presented in Figs. 11a-c and 12 demonstrate the advantage of taking into account the dependence of FC on velocity.
Concluding remarks
We showed that the model taking into account the dependence of FC on pressure and SV in the framework of LIM model for a striker-shield interaction still belongs to a class of LIM. Therefore, all previously established properties and methods for a general class of LIM (Ben-Dor et al., 2005 , 2006 remain valid in the case of variable FC. We suggested a general method for calculating the DOP of impactors having a shape of bodies of revolution. This method employs a piecewise linear approximation of the generatrix of the impactor, and it allows us to obtain analytical results for some classes of functions that describe the dependence of FC on SV. Using available in the literature data we determined the approximating curves for the dependence of FC on SV and pressure for metal/metal interaction. We simulated penetration of metal striker in concrete and metal shields using the models with varying FC and different values of constant FC. Results of numerical simulations show that taking into account variation of FC has a strong effect on the DOP when strong variation of FC occurs at high velocities that are characteristic high-speed penetration. Therefore, the effect of variable FC as a function of SV and pressure for large penetration velocities and various combinations of shield-striker materials deserves further investigation.
