Abstract Selecting an optimal importance density and ensuring optimal particle weights are central challenges in particle-based filtering. In this paper, we provide a two-step procedure to learn importance densities for particle-based filtering. The first stage importance density is constructed based on Ensemble Kalman Filter kernels. This is followed by learning a second stage importance density via weighted likelihood criteria. The 
Introduction
For the most general forms of dynamical systems involving non-linear and non-Gaussian components, particle filters (PFs) constitute a class of methods that are able to infer the underlying filtered densities without restrictive assumptions. PFs consists of a collection of particles and weights that are updated and then propagated sequentially over time via Bayes rule. The weight and particle pairs at each time approximate the true filtered distribution in the Monte Carlo sense [37, 36] .
Sequential particle filtering, thus, provides a convenient non-parametric way to approximate successive filtered distributions [34] . The nonparametric nature of PFs en-ables it to be applied to all state space models (linear as well as nonlinear) where the errors arise from general (i.e., non-Gaussian) distributions as well as in hierarchical models; see, for example, [7] . The exact solution using PF requires an infinite number of samples, so in practice, a large number of particles are generated.
The particles are then propagated using recursive forward filtering based on procedures such as sequential importance sampling (SIS) and resampling (SIR); see [2] . More recently, [22] reviewed resampling methods for PFs and discussed their implementation.
Other recursive forward filtering procedures, variants of the basic SIS and SIR, have also been reported in the literature. These include the auxiliary PFs (APFs), regularized PFs, the 'likelihood' PF, etc; see [2] for details. These filtering procedures choose a variety of importance (i.e., proposal) densities that should ideally capture the overall form of the target density, i.e., the filtered density. Since in many situations the filtered density is not available in the closed and tractable form, choosing the importance density is not so straightforward. In [2] , the authors highlight this problem, and at the same time, emphasize the importance of choosing the correct importance density to avoid particle and weight degeneracy.
Kalman-type filters and its extensions (i.e., the unscented KF (UKF), extended KF (EKF) and Ensemble KF (EnKF)) use linearization techniques to arrive at filtering equations for nonlinear systems. When combined with particle-based methods, KF-type particle filtering can give rise to effective filtering methods in the presence of nonlinearity and non-Gaussianity. Used in combination with PFs, these methods construct a multitude of intermediate importance densities, via linearization, to generate particles and weights. A special case of such methods, the unscented particle filter (UPF), is discussed in [27] for predicting the life of lithium-ion batteries based on a localized UKF filter. Zuo et al. [47] propose a KF-type particle filtering framework in which the UKF is used during the importance sampling step.
A truncated version of the UPF has been proposed by Straka et al. [40] when the distribution of measurement noise has bounded support.
Another combination involving PFs and KF-type filters is the Ensemble Kalman Particle Filters (EnKPF).
The EnKPF incorporates EnKF methodology into the PF framework by combining the advantages of both and controlling the extent of the contribution of each method via a tuning parameter [12] . Localized versions of the EnKPF, localized within a grid set or using only nearby observations, for data assimilation is developed and discussed in [35, 28] for meteorological applications. An improved PF is proposed by [6] where the EnKF kernel is used to generate a multitude of importance densities at the current step for each particle obtained from the previous step. In [6] , MCMC based resampling is also performed to avoid particle impoverishment. A development of a weighted ensemble transformed Kalman filter for the non-linear image reconstruction is proposed in [5] . Proposal densities based on the EnKF filter in which the distribution is based on a sequence of previous measurements is discussed in [31] . A progressively corrected regularized particle filter is proposed in [30] to improve the nonparametric signal estimation. A recursive estimation scheme for a nonlinear dynamical system is proposed in [15] where state estimation is performed based on the progressive processing. A brief survey highlighting the research gaps in state space estimation domain, giving specific attention to non-linear systems with informative observations, is reported in [25] where a modeling free solution is proposed and referred to as observation only (O 2 ) inference. In O 2 inference, the state estimates are directly calculated from observations [23] .
The challenge of selecting an optimal importance density is closely related to the problem of weight degeneracy or particle impoverishment of the PF. Suboptimal choices of the importance density, which deviate too far away from the targeted filtered density, give rise to importance weights that are severely skewed.
Several methods are proposed in the literature to deal with weight degeneracy and particle impoverishment.
In [13] , an improvement of estimation accuracy is reported with the use of a smaller number of particles while maintaining particle diversity. An equivalent weights particle filter is proposed in [1] where the proposed importance density ensures that the particles end up in high probability region of posterior. In [41] , particle impoverishment and sample size dependency problems are reported, and a particle swarm optimization procedure is proposed in the context of a genetic particle filter. An improved particle filter (IPF) is proposed for GPS/INS navigation system in which biases are estimated in the first stage and then corrected for the predicted particles [43] . After this bias correction, recalculation of particle weights and resampling of particles are carried out. Another IPF was proposed in [46] based on a two-step procedure: In the first step, a standard importance density was used to simulate particles and to calculate the importance weights. In the second stage, weight optimization was performed by a pre-specified weight scaling factor, after which the particles generated in the first stage were resampled according to these new weights.
In this paper, we propose a two-step particle filtering procedure that mitigates weight degeneration. In the first step, we adopt localization to construct an importance density based on the Ensemble Kalman Filter (EnKF). This EnKF is similar to the procedure outlined in [6] but not identical to it. The second stage importance density is learned from the first stage particle and weight pairs via weighted likelihood criteria. The twostep procedure is similar to the two-step procedures of [43] and [46] in that an initial pre-specified importance density is used to generate particles and weights. However, this paper is different from [43] and [46] in terms of the adjustments that we perform to improve the first stage procedure. Instead of re-calibrating as in [43] or re-scaling weights as in [46] , we recompute weights based on a learned importance density. We present justification so as to why the second stage weights mitigate particle impoverishment: The second stage weights are shown to be more uniformly distributed as a result of the learned importance density being close to the true but unknown filtered density, which is the target of our estimation based on the weighted likelihood criteria.
The second stage proposal density is learned from the class of Gaussian Mixture Models (GMMs). An Expectation-Maximization (EM) algorithm is developed for estimating the number of mixture components as well as GMM parameters. Note that learning importance densities based on GMMs and likelihoods have been reported in the literature as in [33] . However, the GMM model in [33] is fit to resample of particles, and thus, is subject to the variability of resampling. In our case, the weighted likelihood criteria do not depend on any resampling of particles from the set of particles and weights.
The remainder of the paper is organized as follows. 
Methods
The aim of our study is to select an optimal importance density in particle-based filtering. The importance density is learned by fitting Gaussian mixture models based on the maximum weighted likelihood criteria. It is shown that the resulting two-step (TS) procedure is less prone to degeneration of particles and weights. For comparing our proposed TS procedure with several other filtering procedures in the literature, we conduct simulation experiments based on dynamical systems that have been reported in the literature. Based on observations obtained from the simulation experiments, we carry out filtering steps for the selected procedures and compare their performances using several criteria such as root mean square error (RMSE), the extent of coverage by highest posterior density (HPD) sets and values of effective sample size. All relevant statistical methodologies, such as maximum likelihood estimation, Gaussian mixture models, Bayesian HPD sets and others, as well as comparison criteria used, such as RMSE, HPD sets, and effective sample size, have been clearly described in the subsequent sections.
Our study involves simulation codes developed using licensed MATLAB software; no human subjects were involved.
Preliminaries
State space modeling gives a unified framework for eliciting temporal dynamics of both linear and non-linear systems. State space modeling consists of two stages: (i) a model that describes underlying temporal system dynamics, called the state space model, and (ii) the measurement state model which relates the observations to the state space variables via noise factors. The discrete time stochastic system representing (i) and (ii), respectively, is given by x n = Φ n (x n−1 ) + u n , and (1)
for n = 1, 2, · · · , T , with T denoting the final time index and x 0 denoting the initial state vector. In (1) and (2), u n and v n , respectively, are the state and measurement noise random variables assumed to have known distributions f n and g n , respectively. We denote the state space and measurement model noise bỹ
respectively, keeping in mind thatQ n andR n will be matrices (i.e., variance-covariance matrices) in the multivariate setting. The functions Φ n and Ψ n represent known non-linear functions of the state space and measurement models, respectively. Given the observations y 1 , y 2 , · · · , y T , the aim is to estimate the underlying
We introduce some notations for the subsequent presentation. The notations n 1 : n 2 and a n1:n2 represent vectors of indices (n 1 , n 1 + 1, · · · , n 2 ) and (a n1 , a n1+1 , · · · , a n2 ) for any attribute a, respectively.
The underlying state and observation vectors at time n are denoted by x n ∈ R r and y n ∈ R s , respectively, where r and s represent the dimensions of the corresponding spaces. We also do not, at present, consider any unknown parameters in the model of (1) and (2); all quantities are assumed known except for the underlying state vectors x 0:T . The goal, therefore, is to obtain the filtered density of x n at each n based on all observations y 1:n . A Bayesian approach provides a convenient framework for finding all filtered (target) densities [2] .
In the Bayesian framework, the initial state space vector x 0 is assumed to follow a known prior density, p 0 .
In subsequent text, we use the notation p(a | b), for random vectors a and b, to denote the conditional density of a given b.
Particle Filters (PF)
Recursive sequential updating via Bayes Rule [37, 36] is the best way to obtain all filtered densities successively.
Assuming that the filtered density p(x n−1 | y 1:n−1 ) at step n − 1 is available, the n-th step filtered density is given by
where
is the predictive distribution for x n given y 1:n−1 . Closedform expressions of the filtered densities in (4) typically cannot be obtained for non-linear state space models, as is well-known, and numerical techniques and approximations are, therefore, needed.
Recursive sequential particle filtering provides a convenient non-parametric way to approximate successive filtered densities [34] . A set of particles and correspond-
, for n = 1, 2, · · · , T are propagated over time so that at every step n, the filtered density p(x n | y 1:n ) is represented in the Monte Carlo sense [14] for large M as 
with q(x i n | x i n−1 , y 1:n ) being the n-th step importance density. Thus,
are the M samples generated from it given the previously available particles x i n−1 . The Recursive filtering performed using this sequential importance sampling (SIS) framework is described in Table 1 . PFs based on SIS suffer from weight degeneration. As n becomes large, PFs puts more weight on fewer and fewer particles, and finally, to just a singleton particle [4, 39] . As a result, PF estimates of filtering densities p(x n | y 1:n ) become increasingly unreliable as only a few particles become relevant. The source of the problem lies in the choice of the importance density q which cannot always be ideally taken to be the true filtered density (which is unknown). PF literature addressing weight degeneration discusses and develops different choices of the importance density q(x n | x n−1 , y 1:n ). Some of the Table 1 Particle filtering using SIS
-DO for n = 1, 2, · · · , T :
-
Calculate importance weights as Table 2 Particle filtering using SIR
Calculate importance weights as
with weights
notable works have been discussed in the Introduction whereas others include [17, 21, 1, 8] . Many of the earlier proposed methods do not give satisfactory results whenever q deviates significantly from the ideal choice.
Resampling has also been suggested as a partial solution to the weight degeneration problem. After obtaining the ensemble of particles and weights according to
, the sequential importance resampling (SIR) filter will resample particle x * i n with probability W * i n . The output of an SIR filter is the resampled particles with equal weights given by {x
. Table 2 gives the SIR procedure. For the SIR, it may happen that low weights at current step n actually correspond to high weights in step n + 1 in which case the resampling step loses important information and again causes weight degeneration [18] . Since most of the time high weights are statistically picked, resampling also leads to the loss of heterogeneity of the particles [34] .
Gaussian Mixture Models (GMMs)
In this section, we present the class of Gaussian mixture densities and associated algorithms of sampling and learning (i.e., estimation of its parameters) which will be needed for the development of our two-step PF procedure. Gaussian mixture densities are a semiparametric class of pdfs which can adequately represent any density by choosing a sufficiently large number of mixture components. The class of d-variate Gaussian mixture models (GMMs) is given by
where G is the number of mixture components, π g , g = 1, 2, · · · , G are non-negative mixture weights summing to 1, and φ d is the pdf of a d-variate normal with mean µ g and covariance matrix Σ g , respectively. The
ties that define the pdf of a GMM. Sampling from a GMM with known parameters (G; θ) can be easily carried out. To sample M realizations from (8), first sample the label of the mixture component
In (9), we also make explicit the dependence of the conditional density (and, in fact, all subsequent densities) on θ. The joint density of the pair (
whereas the marginal distribution of
We assume that the number of components G is fixed and known for the subsequent discussion. When θ is unknown, a standard procedure for learning (i.e., estimating) θ based on M independent observations (8) is the Expectation Maximization (EM) algorithm [26] . We briefly describe the EM procedure as in [26] since the notations will be used to develop our EM algorithm for weighted likelihoods.
The goal is to estimate θ by maximizing the (regular)
as a function of θ. This estimate of θ, known as the maximum likelihood estimate (MLE), is defined aŝ
The EM algorithm is an iterative procedure that indirectly maximizes the likelihood of θ in (12) by incorporating auxiliary variables as missing observations (see [26] for details). The class label L i is incorporated as the auxiliary variable for each observation
based on (10).
The EM algorithm for findingθ M LE starts with an initial guess of θ, say θ (0) . At the k-th iteration, assume that θ (k) has been obtained. At the (k + 1)-st step, the next iterateθ (k+1) is found as
and the expectation E is taken under the conditional probability distribution of L i given x i and θ in (13) . The sequence of iterates of the likelihood
for k = 1, 2, · · · can be shown to be non-decreasing, and thus, converges to a local maxima of the likelihood function in (12) . Thus, starting from a initial value that is close enough toθ guarantees that θ (k) converges to the MLEθ as k → ∞. Properties of the standard EM algorithm and its application to GMMs are well known and we refer the interested reader to [26] for more details.
To select an appropriate value for G, Bayes Information criteria (BIC) is used where
is the number of parameters for a GMM with G mixture components. Typically, a maximum pre-specified number, G 0 , is selected for the estimated number of mixture components, and the G value corresponding to the maximum BIC value in the range of 1 ≤ G ≤ G 0 is selected as the estimated number of mixture components for the GMM.
A Two-step (TS) Procedure for Particle Filtering
We describe the proposed procedure for PF that reduces weight degeneration of particles in this section.
This procedure is a recursive procedure. At the end of the (n − 1)-th recursion, we assume that M particles, class labels (associated with GMMs which will be made clear later on) and weights, denoted by
At the n-th stage, the procedure consists of two main steps: The first step involves constructing the im-
This proposal density is selected based on the EnKF kernel separately for each i, similar to [6] ; see also [19, 10] and [16] . Second, we learn the filtered density at each time step n, p(x n | y 1:n ) by fitting GMMs to a collection of samples and weights based on weighted likelihood criteria. The two-step procedure is outlined below and in Table 3 .
-DO for n = 1, 2, · · · , T : -DO for each particle i, i = 1, 2, · · · , M : -STEP 1: Construct the EnKF importance density:
Calculate weights
-STEP 2: Learn p(x n | y 1:n ):
1. Find its estimate,f n (x), based on fitting GMMs
3. Compute weights
The two steps involved are explained in greater detail in the following subsections.
Importance density based on EnKF kernel
In STEP 1, the choice of the importance density is developed by considering the Ensemble Kalman Filter (EnKF) [19, 10, 16] kernel. The key idea is to use the previous particle x i n−1 at the (n − 1)-th step to construct a separate proposal distribution for each i = 1, 2, · · · , M . In this way, regions close to x i n−1 can be explored leading to a choice of a localized importance sampling density that is ideal. 
-DO for n = 1, 2, · · · , T : -DO for each particle i, i = 1, 2, · · · , M :
-STEP 1: Construct the EnKF importance sampling density and sample from it: (18).
Calculate weights w
1. Find its estimate,fn(x), based on GMMs and data
-Obtain the mean and covariance matrix aŝ
, ≡x say, and
-Based on the measurement model (2), obtain the mean and covariance matrices for the observation process given bŷ
Ψ n (χ bi n|n−1 )≡ỹ say, and
and the covariance between the state and observation processes given by
-Apply the Kalman updating formulas
, and
where R n is the measurement noise variance and K i n represents the EnKF Kalman gain matrix.
and set the EnKF importance sampling density,
the Gaussian density with meanx i n and covariancê P i n .
We denote the procedure in STEP 1 as LLPF EnKF , which can be seen to be a locally linearized PF (LLPF) based on the EnKF.
At the end of STEP 1, the resulting samples and Table 3 ) is an approximation to the filtered density at time step n, p(x n | y 1:n ), in the Monte Carlo sense of (6) for large M since we utilized the general SIS framework.
Learning GMMs via Weighted Likelihoods
We now describe STEP 2 of our two-step procedure outlined in Table 3 . STEP 2 consist of learning a GMM from the M particles and weights { x * i n , w * i
obtained at the end of STEP 1. The M particle and weight pairs consists the "data" for a likelihood function from which we will estimate the parameters θ and G for the GMM defined in (8) . This likelihood function is defined as
where f (x; θ) is the GMM defined in (8) . Note that the above likelihood is a weighted version of the ordinary likelihood in (11) where each of the M terms in the weighted likelihood, f (x * i n ; θ), is weighted by the corresponding weight term, w * i n , for i = 1, 2, · · · , M . In view of the more general weighted likelihood formula in (19) , the ordinary likelihood in (11) is a special case of (19) where the weights w * i n are constant. The weighted maximum likelihood estimator of θ,θ w , is defined aŝ
and is obtained using an EM algorithm developed for the weighted likelihood, details are given in the supple- 
the number of parameters for a GMM with G mixture components. We definê
in STEP 2 of Table 3 . show explicitly that even if the STEP 1 importance density is chosen sub-optimally, the weighted likelihood criteria in STEP 2 corrects and improves this sub-optimal choice, and leads to a fitted GMM density that is close to the true filtered density. We demonstrate the utility of the BIC criteria which acts as a penalty term that penalizes spurious fits based on extra mixture components when they are unnecessary.
Monitoring weight degeneracy via RMSE,
HPD sets and N ef f .
For a filtering procedure such as SIR, LLP F EnKF and TS, we evaluate its performance using the Root Mean Square Error (RMSE) criteria. The RMSE criteria for any estimator δ(y 1:n ) of x n is defined as We also consider another estimator in our experiments, namely, the observation-only (O 2 ) estimator reported in [23] . The O 2 estimator depends only on the measurement model (2) and is typically the maximum likelihood estimator.
Weight degeneracy or particle depletion over time is a common and well-known problem for PFs and any filtering procedure. In the ideal case, the importance density, q(x n | x n−1 , y 1:n ), should be identical to the filtered distribution, p(x n |y 1:n ), giving rise to equal weights.
However, in most cases, a poorly chosen importance density causes weights to be starkly uneven, and with the propagation of time, weights increasingly concentrate on fewer and fewer particles.
Assessment of particle degeneracy can be carried out using the RMSE criteria. Particle degeneration affects the quality of the filtering, which in turn, affects the quality of posterior mean calculated from the filtered distribution. When particle degeneracy is present, the posterior mean estimates will deviate far away from the true value of x n . As a result, the RMSE values will the large. Typically, as n increases from 1 to T , the filtering performance deteriorates further and the RMSEs will show an increasing trend. This situation can be verified by observing that the mean and standard deviations of the RMSE (over n = 1, 2, · · · , T ) will both be large.
We provide numerical examples in Section 6 based on simulation experiments.
Another assessment of weight degeneracy is based on the HPD sets which is described in Section 1 of the Supplementary Material for this article. Using the HPD sets, we show that the true state space vector x n lies inside its 95% HPD set for each n. This coverage demonstrates that the filtering procedure under consideration does not suffer from particle weight depletion during the propagation of particles and weights; for if there was weight depletion at any stage, the HPD sets constructed thereafter would not cover the true value of x n with high probability. The coverage probabilities of the HPD sets is then obtained by repeating the simulation experiments and checking whether x n belongs inside its 95% HPD set or not for each simulated data.
These coverage probabilities are reported in Section 6.
We also calculate the effective sample size 
Experimental results
Two test examples, one 2D and one 3D example used in [33] , are given in this section to illustrate the performance of the TS procedure. This section compares the performance of three estimators: the O 2 , SIR and TS, based on their RMSE values. We also study the robustness of the TS procedure under various noise levels.
Example 1
The ordinary differential equation (ODE) model in [33] given bẏ
is considered, where x = (x 1 , x 2 ) ∈ R 2 is the state space variable. The state space model corresponding to the time-discretized version of (24) is
x n,2 = x n−1,2 − ∆t sin(x n−1,2 ) + u n,2
where u n = (u n,1 , u n,2 ) T ∼ N (0,Q n ),
with Q n ≡ (∆t)q n . Equations (25) and (26) 
where v n ∼ N (0,R n ) withR n ≡ R n I 2×2 . The numbers R n and Q n govern the extent of noise in the measurement and state space models, respectively. We note that the covariance matrix of the measurement model is given byR n ≡ R n I 2×2 whereas covariance matrix of the state space model is given byQ n which is related to Q n (and q n ) as in (27) . In our experiments, constant values of Q n = Q and R n = R are considered.
The prior on x 0 is taken as
We set ∆t = 0.02 and T = 10 as the final time point.
We carried out N = 100 simulation experiments based on various specifications of R and Q. These specifications are reported in Tables 4 and 5 . The x-trajectories were generated from the prior distribution (29), followed by the state space transition kernel given by equations (25) and (26) . Given x 0:T , the observations y 1:T were generated from the measurement model (28) . For the TS procedure, the EnKF kernel based importance distribution is constructed using 50 ensemble particles.
The GMMs are fitted using the maximum setting of
To illustrate how the trajectories of the true state space variables look like in Example 1, we provide trajectory plots corresponding to R = 0.1 and Q = 0.2 in Fig. 1 . Fig. 1 gives the trajectory plots of x n,1 and x n,2
(true values) together with their estimates based on the TS, SIR and O 2 procedures. The average of RMSE over N = 100 experiments for the three procedures is shown in Fig. 2 for the noise level specifications R = 0.1 and
The RMSE of all R and Q combinations are reported in Tables 4 and 5 .
We summarize our findings based on Tables 4 and   5 for Example 1. When R is small (i.e., the value 0.1 in Experiments 1-5 in Tables 4 and 5 ) and Q is small and 2 in Tables 4 and 5 . However, when Q increases, deterioration of filtering due to particle degeneracy is apparent, as evidenced by the larger RMSE (mean as well as standard deviation). The increase in RMSE is more pronounced for the SIR filter compared to TS, which indicates that TS produces robust estimates of
x n compared to SIR even when Q becomes larger. The performance of the O 2 estimator is not affected by the increase in Q and remains robust throughout. When R is small, the RMSE of the O 2 estimator is only slightly larger compared to the optimal RMSE of the posterior mean obtained by TS.
When R is large (i.e., the value 1 in Experiments 6 and 7 in Tables 4 and 5 ) and Q is small, the filtering procedures give significantly better performance compared to O 2 . In this situation, the state space model is more informative compared to the measurement model, and filtering adds significant value to the estimation of x n .
The RMSE values of the O 2 estimator are much higher compared to SIR and TS. However, as in the previous case, deterioration of the filtering due to particle degeneracy is apparent as Q increases and it is more pronounced for the SIR filter. TS produces robust estimates for x n when Q becomes larger compared to SIR.
The performance of the O 2 estimator is not affected by the increase in Q and remains robust throughout, but the RMSE of O 2 is significantly higher compared to TS when R is large.
Contour plots are obtained for the 95% HPD sets corresponding to x n,1 and x n,2 ; these are given in Fig.   3 for (Q, R) = (0.2, 0.1) = 0.2, time steps n = 5, n = 7
and n = 10, and for three randomly selected experiments 25, 49 and 99 out of the N = 100. It can be observed from Fig. 3 that the true simulated values of x n,1 and x n,2 belong to their respective HPD sets in all the panels.
Next, we calculated the average coverage probabilities of the HPD sets which are given in Table 6 considered earlier. We found that coverage probabilities were similar to the ones reported in Table 6 , thus demonstrating the robustness of the TS procedure under various noise conditions. To study the advantage of the ML estimation scheme, we report N ef f for the LLP F EnKF and the T S procedures in Fig. 5 for four different combinations of R and Q. The LLP F EnKF procedure is the first stage of the TS procedure without the ML estimation scheme. We note that the decrease in N ef f is much lesser for the T S procedure, indicating more uniform weights for all the noise levels considered. Thus, the TS procedure is robust in the sense that its weights are more uniform (hence, less skewed) compared to LLP F EnKF under various noise conditions.
Example 2
The well known Lorenz 63 model is proposed as an application for the TS methodology. The Lorenz model exhibits strong non-linearity and chaos [9] , and is considered as a benchmark example in data assimilation problems for testing the effectiveness of filtering methodology [11] . The Lorenz 63 model is a 3D model describing atmospheric convection based on the following 
The measurement model considered is linear:
where v n ∼ N (0,R n ) withR n ≡ R n I 3×3 . As in Example 1, we consider constant values R n = R and Q n = Q to govern the extent of noise in the measurement and state space models, respectively. Table 6 Average coverage probabilities (in %) of the 95% HPD confidence set for (x n,1 , x n,2 ) based on the TS procedure.
Coverage probabilities are shown foe each n in Example 1 corresponding to (Q, R) = (0.2, 0.1).
Time
Step The prior on x 0 is taken as normal
As in Example 1, we carried out N = 100 simulation experiments based on various specifications of R and Q. These specifications are reported in Tables 7   -9 . The x-trajectories were generated from the prior distribution (34) followed by the state space transition kernel given by equations (30) (31) (32) . Given x 0:T , the observations y 1:T were generated from the measurement model (33) . We set ∆t = 0.02 and T = 10 as the final time point. As before for the TS procedure, the EnKF kernel based importance distribution is constructed using 50 ensemble particles. The GMMs are fitted using the maximum setting of G 0 = 10 components. Tables 7 -9 .
We obtain similar findings for Example 2. When R is small (i.e., the value 0.1 in Experiments 1-5 in Ta is more pronounced for the SIR filter compared to TS, which indicates that TS produces robust estimates of x n even when Q becomes larger.
When R is large (i.e., the value 1 in Experiments 6-9
in Tables 7-9 ) and Q is small, the filtering procedures give superior performance compared to O 2 . In this situation, the state space model is more informative compared to the measurement model, and filtering adds significant value to the estimation of x n . The RMSE values of the O 2 estimator are much higher compared to SIR and TS. However, as in the previous case, deterioration of the filtering due to particle degeneracy is apparent as Q increases and it is more pronounced for the SIR filter. TS produces robust estimates for x n when Q becomes larger compared to SIR. The performance of the O 2 estimator is not affected by the increase in Q and remains robust throughout, but the RMSE of O 2 is significantly higher compared to TS when R is large making it a sub-optimal estimator in this case.
We do not provide visual plots of the HPD sets for
x n = (x n,1 , x n,2 , x n,3 ) since they are 3D sets. Neverthe- Table 8 Simulation results for Example 2: Mean and standard deviations of the RMSE for three different estimators of x n,2 , namely, O 2 , the posterior mean based on SIR and the posterior mean based on TS.
less, the methodology outlined in the supplementary material Section 1 of the paper, is able to compute the thresholdsκ α and coverage probabilities of HPD sets in 3D, and, in fact, for any dimension.
The average coverage probabilities of the HPD sets over N = 100 experiments are given in Table 10 for each n = 1, 2, · · · , 10, and for (Q, R) = (0.5, 1). The high values of coverage probabilities show that the filtering performance of the TS algorithm is very effective; coverage deterioration is not seen with the propagation of time. In the same way, we obtained coverage probabilities for all pairs of (Q, R) considered earlier. We found that coverage probabilities were similar to the ones reported in Table 10 , thus demonstrating the robustness of the TS procedure under various noise conditions. Table 9 Simulation results for Example 2: Mean and standard deviations of the RMSE for three different estimators of x n,3 , namely, O 2 , the posterior mean based on SIR and the posterior mean based on TS. tograms and does not suffer from resampling variability.
The goodness of fit of the GMM and absence of resampling variability is the reason why weights of the TS procedure are more uniform and less prone to degeneracy.
We also report N ef f for the LLP F EnKF and the T S procedures in Fig. 8 for four different combinations of R and Q. We note that the decrease in N ef f is lesser for the proposed T S procedure indicating more uniform weights for all the noise levels considered as in Example When R is small, the RMSE of the O 2 estimator is only slightly larger compared to the optimal RMSE of the posterior mean obtained by TS but when R is large, the O 2 estimator has significantly larger RMSE compared to the posterior mean obtained using the TS procedure.
The 'value' of filtering can be seen in the situations when R/Q becomes larger for every fixed value of R. This is consistent with the findings of [23] where filtering was deemed effective when
was small and
was close to zero; see equations (16) and (17) of [23] . In the above, δ 2 P and δ 2 0 , respectively, denotes the variances of the state space and measurement models, whereas m P and m 0 , respectively, denote the means of the state space and measurement models. In their paper [23] , the authors show that filtering is deemed effective when PoFB (probability of filter benefit) is above 0.5. Based on the funnel-shaped region of Figure 3 in their paper, they show that when r and p are small, the PoFB, indeed, lies above 0.5. This is because the PoFB lies along the upper boundary of the funnel-shape diagram which is significantly above the constant line of 0.5.
To study the impact of the above results in our context, we note that the observation model is always un- over all experiments is
Furthermore, the variance of
Thus, when R/Q is large, r is small, and hence, var(p i )
is also small. It follows that the values of p i will be highly concentrated around its mean value p = 0 which forms the upper boundary of the funnel shape region of PoFB values in Figure 3 of [23] . Thus, the PoFB values from the experiments will almost all be significantly higher than 0.5, indicating that filtering is very effective in almost all of the N experiments. When R/Q is small, r is large and hence var(p i ) is large but the mean value remains the same at p = 0. The PoFB now can vary from experiment to experiment and can be significantly below 0.5 indicating that the filtering is not so effective.
This phenomenon is exemplified by the SIR but our TS procedure still remains robust even in such situations.
Conclusion
We propose and develop a two-step (TS) particle filtering procedure to select an optimal importance density and reduce weight degeneracy in particle filtering.
The TS procedure is based on fitting Gaussian mixture models to a set of particles and weights via weighted likelihood. It is shown that particle weights from the TS procedure do not deteriorate significantly over time compared to other PF methods considered. In the subsequent paragraphs, we provide theoretical comparisons between the TS and other filtering procedures (and their extensions) to gauge the scope of the TS procedure in a variety of applications.
Pure filtering refers to the situation where parameters of the dynamical system are completely fixed and known. Currently, the TS procedure can be applied to pure filtering problems only. In future work, we plan to extend the TS procedure to perform parameter inference in dynamical systems. For parameter inference, there is always an associated pure filtering procedure in addition to the estimating the unknown parameters;
see, for example, [20] . We will investigate properties of the parameter inference algorithm when the TS procedure is used as the underlying filtering algorithm.
Rao-Blackwellized filters are filters based on conditionally Gaussian models [29] . The TS procedure currently does not incorporate any such conditioning but can be developed to be a part of such filters where it can be used for the non-linear and non-Gaussian components. The TS procedure is robust, that is, it is not severely affected by significant measurement noise levels. Thus, the TS procedure can be compared with other procedures in terms of the extent of their robustness for filtering. In [20] , the unscented Kalman filter (UKF) is shown to be robust for online model assessment and parameter estimation. Thus, a comparison can be made when the UKF is replaced by the TS procedure for online model assessment and parameter inference; see also [3, 38, 45] .
Spatial applications involve state space vectors that are high dimensional and where apriori dependencies exist between vector components that are spatially close to each other. The TS methodology can be extended to such high dimensional situations by eliciting the class of GMM models (in STEP 2 of the TS procedure) to capture these inherent spatial dependencies. Thus, the TS approach can be seen as a promising approach for higher dimensional problems involving spatial as well as more general dependencies.
In tracking applications, the probability hypothesis density (PHD) filter is used to track multiple objects [42] . In [32] , for example, the PHD filter is proposed to track the branches from centerlines of neurons.
Methodology for finding the PHD filter based on the TS procedure can also be developed based on a modified weighted likelihood criteria for random sets.
If the measurement model is highly complex and nonlinear, the likelihood component in filtering is not available in closed (i.e., tractable) form. The evaluation of the likelihood becomes comparatively difficult.
In such situations, the method proposed in [24] can be used to calculate the likelihood numerically. The weights calculated in STEP 2 of the TS procedure involve likelihood computations and when the likelihood is not available in closed form, the TS procedure can benefit from the numerical methods reported in [24] for evaluating the likelihood. In a similar manner, different approaches to filtering (see [44] ) can be used in com- 
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