JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. This paper presents specification tests that are applicable after estimating a dynamic model from panel data by the generalized method of moments (GMM), and studies the practical performance of these procedures using both generated and real data. Our GMM estimator optimally exploits all the linear moment restrictions that follow from the assumption of no serial correlation in the errors, in an equation which contains individual effects, lagged dependent variables and no strictly exogenous variables. We propose a test of serial correlation based on the GMM residuals and compare this with Sargan tests of over-identifying restrictions and Hausman specification tests.
INTRODUCTION
The purpose of this paper is to present specification tests that are applicable after estimating a dynamic model from panel data by the generalized method of moments (GMM) and to study the practical performance of these procedures using both generated and real data.
Previous work concerning dynamic equations from panel data (e.g. Chamberlain (1984), Bhargava and Sargan (1983) ) has emphasized the case where the model with an arbitrary intertemporal covariance matrix of the errors is identified. The fundamental identification condition for this model is the strict exogeneity of some of the explanatory variables (or the availability of strictly exogenous instrumental variables) conditional on the unobservable individual effects. In practice, this allows one to use past, present and future values of the strictly exogenous variables to construct instruments for the lagged dependent variables and other non-exogenous variables once the permanent effects have been differenced out. Bhargava and Sargan (1983) and Arellano (1990) considered estimation and inference imposing restrictions on the autocovariances, but the assumption that the model with unrestricted covariance matrix is identified was never removed.
However, sometimes one is less willing to assume the strict exogeneity of an explanatory variable than to restrict the serial correlation structure of the errors, in which case 277 different identification arrangements become available. Uncorrelated errors arise in a number of environments. These include rational expectations models where the disturbance is a surprise term, error-correction models and vector autoregressions. Moreover, if there are a priori reasons to expect autoregressive errors in a regression model, these can be represented as a dynamic regression with non-linear common factor restrictions and uncorrelated disturbances (e.g. Sargan (1980) ). In these cases and also in models with moving-average errors, lagged values of the dependent variable itself become valid instruments in the differenced equations corresponding to later periods. Simple estimators of this type were first proposed by Hsiao (1981, 1982) . Griliches and Hausman (1986) have developed estimators for errors-in-variables models whose identification relies on assumptions of lack of (or limited) serial correlation in the measurement errors. Holtz-Eakin, Newey and Rosen (1988) have also considered estimators of this type for vector autoregressions which are similar to the ones we employ in this paper.
An estimator that uses lags as instruments under the assumption of white noise errors would lose its consistency if in fact the errors were serially correlated. It is therefore essential to satisfy oneself that this is not the case by reporting test statistics of the validity of the instrumental variables (i.e. tests of lack of serial correlation) together with the parameter estimates. In this paper we consider three such tests: a direct test on tne second-order residual serial correlation coefficient, a Sargan test of over-identifying restrictions and a Hausman specification test. The operating characteristics of these tests are different as well as their number of degrees of freedom. In addition, depending on alternative auxiliary distributional assumptions concerning stationarity and heterogeneity, different forms of each of the tests are available. These alternative versions of a given test are asymptotically equivalent under the less general set of auxiliary assumptions but they still may perform quite differently in finite samples. We have therefore produced a number of Monte Carlo experiments to investigate the relative performance of the various tests. Finally, as an empirical illustration we report some estimated employment equations using the Datastream panel of quoted U.K. companies.
The paper is organized as follows. Section 2 presents the model and the estimators. For a fixed number of time periods in the sample, the model specifies a finite number of moment restrictions and therefore an asymptotically efficient GMM estimator is readily available. The discussion is kept as simple as possible by concentrating initially on a first-order autoregression with a fixed effect. Exogenous variables and unbalanced panel considerations are subsequently introduced. Section 3 presents the various tests of serial correlation and their asymptotic distributions. Section 4 reports the simulation results. Section 5 contains the application to employment equations and Section 6 concludes.
ESTIMATION
The simplest model without strictly exogenous variables is an autoregressive specification of the form Yi, = ayi(t-l)+ +,i + Vit, lal < 1.
We assume that a random sample of N individual time series (yi,... ., YiT) is available. T is small and N is large. The vi, are assumed to have finite moments and in particular E(vit) = E(vitvij) =0 for t $ s. That is, we assume lack of serial correlation but not necessarily independence over time. With these assumptions, values of y lagged two periods or more are valid instruments in the equations in first differences. Namely, for 
where for simplicity Yi = Yi-Yi(t-i) We wish to obtain the optimal estimator of a as N -co for fixed T on the basis of these moment restrictions alone. That is, in the absence of any other knowledge concerning initial conditions or the distributions of the vi, and the qj. Note that our assumptions also imply quadratic moment restrictions, for example E( eit5i(t-2))= 0, which however we shall not exploit in order to avoid iterative procedures. This estimation problem is an example of those analyzed by Hansen (1982) and White (1982) , and an optimal GMM or two-stage instrumental variables estimator should be available. The moment equations in ( 
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The optimal choice for AN is VN1 (e.g. see Hansen (1982) ) which produces a two-step A 2 A A estimator a2. a, and a2 will be asymptotically equivalent if the vi, are independent and homoskedastic both across units and over time. It is useful to relate these estimators to the Anderson-Hsiao (AH) estimator which is commonly used in practice. Anderson and Hsiao (1981) proposed to estimate a by regressing y on Y-1 using either Y-2 or Y-2 as instruments. Since both Y-2 and Y-2 are linear combinations of Z the resulting estimators will be inefficient. Note that under stationarity, namely when E(YitYi(t-k)) = Cik for all t, the estimator that uses Z+ = diag (yit) (t = 1, .. ., T -2) is asymptotically equivalent to the one based on the stacked vector Y-2, whose computation is much simpler (since AN becomes irrelevant). However neither of the two is asymptotically equivalent to a, or a2, not even under stationarity.
The extension of the previous results to the case where a limited amount of serial correlation is allowed in the vit is straightforward. Suppose that vit is MA (q) in the sense that E(vivi(,_k)) $ O for k _ q and zero otherwise. In this case a is just identified with T = q + 3 and there are mq T -q -2)( T -q -1)/2 restrictions available.
Models with exogenous variables
We now turn to consider an extended version of equation (1) 
where xit = (Yi(t-1) x*')' is k x 1 and the vit are not serially correlated. Suppose initially that the x* are all correlated with qi. In this context the form of the optimal matrix of instruments depends on whether the x* are predetermined or strictly exogenous variables. If the x* are predetermined, in the sense that E(xi*vis) $ 0 for s < t and zero otherwise, then only x*, ... , x*4s-1) are valid instruments in the differenced equation for period s so that the optimal Zi is a (T-2)x(T-2)[(k-1)(T+1)+(T-1)]/2 matrix of the form Zi = diag (yi, ... yisx*l ... x*( +1)), (s = 1, . . ., T -2). On the other hand, if the x* are strictly exogenous, i.e. E(x viis) = 0 for all t, s, then all the x*'s are valid instruments for all the equations and Zi takes the form Zi = diag (yi, * yis x*x' * X** ), (s = 1,..., T-2).
Clearly, x* may also include a combination of both predetermined and strictly exogenous variables. In either case, the form of the GMM estimator of the k x 1 coefficient vector 8 is
where X is a stacked (T -2) N x k matrix of observations on xit, and y and Z are as above for the appropriate choice of Zi. As before, alternative choices of AN will produce one-step or two-step estimators.3
Turning now to the case where x* can be partitioned into (x*t,x*x,) and x*, is uncorrelated with qi, additional moment restrictions exploiting this lack of correlation in the levels equations become available. 
Models from unbalanced panel data
By unbalanced panel data we refer to a sample in which consecutive observations on individual units are available, but the number of time periods available may vary from unit to unit as well as the historical points to which the observations correspond. This type of sample is very common particularly with firm data which is the context of the application reported below. Aside from often allowing one to exploit a much larger sample or to pool more than one panel, the use of unbalanced panels may lessen the impact of self selection of firms in the sample. In fact nothing fundamental changes in the econometric methods provided a minimal number of continuous time periods are available on each unit, and one assumes that if period-specific parameters are present the number of observations on these periods tend to infinity. Of course, the essential assumption is that the observations in the initial cross-section are independently distributed and that subsequent additions and deletions take place at random (see Hsiao (1986 where Zi is (Ti-2)xp and vi is (Ti -2) x 1.
TESTING THE SPECIFICATION
In order to keep the notation simple we now drop the bars from variables in first differences, so that the first-difference equation for the unbalanced panel is now y=X 8+ v
nxl nxk kxl nxl where n = i (Ti -2). We also assume that the x* are all potentially correlated with m1i.
The n x 1 vector of residuals is given by
where 8 can be any estimator of the form (6) for a particular choice of Z and AN. Let v2 be the vector of residuals lagged twice, of order q = i (1Ti -4) and let v* be a q x 1 vector of trimmed v to match v-2 and similarly for X*. Since the vit are first differences of serially uncorrelated errors, E(vitvi(t-l)) need not be zero, but the consistency of the GMM estimators above hinges heavily upon the assumption that E(vitvi(t-2)) =0. In an 5. This is the optimal choice amongst the estimators that can be obtained by stacking the equations for all periods and individuals. An alternative estimator would minimize the sum of the GMM criteria for each of the balanced sub-panels in the sample. Although the latter is strictly more efficient when the number of units in all sub-samples tend to infinity, it may have a poorer finite-sample performance when the various sub-sample sizes are not sufficiently large. unbalanced panel (r-4) such covariances can be estimated in total, in principle with varying number of sample observations to estimate each of the covariances. Provided one assumes that all sub-samples tend to infinity, a (r-4) degrees of freedom test can be constructed of the hypothesis that the second-order autocovariances for all periods in the sample are zero. However, a considerably simpler procedure will look at the average covariances Xi -(2)V These averages are independent random variables across units with zero mean under the null although with unequal variances in general. So a straightforward one degree of freedom test statistic can be constructed to test whether E(4i) is zero or not.
The test statistic for second-order serial correlation based on residuals from the first-difference equation takes the form 
Note that m2 is only defined if min Ti-' 5. A proof of the asymptotic normality result is sketched in the Appendix. It is interesting to notice that the m2 criterion is rather flexible, in that it can be defined in terms of any consistent GMM estimator, not necessarily in terms of efficient estimators, either in the sense of using optimal Z or AN or both. However, the asymptotic power of the m2 test will depend on the efficiency of the estimators used.
The m2 statistic tests for lack of second-order serial correlation in the first-difference residuals. This will certainly be the case if the errors in the model in levels are not serially correlated, but also if the errors in levels follow a random-walk process. One may attempt to discriminate between the two situations by calculating an ml statistic, on the same lines as M2, to test for lack of first-order serial correlation in the differenced residuals. Alternatively, notice that if the errors in levels follow a random walk, then both OLS and GMM estimates in the first-difference model are consistent which suggests a Hausman test based on the difference between the two estimators.
We now turn to consider two other tests of specification which are applicable in the same context. One is a Sargan test of over-identifying restrictions (cf. Sargan (1958 Sargan ( , 1988 Table 1 reports sample means and standard deviations for one-step and two-step GMM estimators (GMM1 and GMM2 respectively), OLS in levels, within-groups, and An interesting result is that the standard deviation of the GMM estimators of a is about three times smaller than that of AHd for a = 0-2 and 0-8 and between four and five times smaller than that of AHl for a = 0-8 (although the standard deviation of AHl for a = 0-2 and a =0 -5 is of a similar magnitude as for the GMM estimators). This suggests that there may be significant efficiency gains in practice by using GMM as opposed to AH, aside from overcoming potential singularities as in our first experiment.
Concerning GMM 1, the two alternative estimators of their asymptotic standard errors behave in a similar way, although the robust alternatives always have a bigger standard deviation. Their sample mean is always very close to the finite-sample standard deviation in column one, suggesting that the asymptotic approximation is quite accurate for the simulated designs. On the other hand, the estimator of the asymptotic standard errors of GMM2 in the last column shows a downward bias of around 20 percent relative to the finite-sample standard deviations reported in the second column. Table 2 reports the number of rejections together with sample means and variances for the test statistics discussed in Section 3. The first three columns contain two alternative versions of the one step m2 statistic and the two step m2 statistic (see the notes to the table). The Sargan tests are tests of the over-identifying restrictions based on minimized criteria of the GMM estimators of Table 1. The difference-Sargan tests are based on the difference between the minimized GMM criteria and the restricted versions of these that remain valid when the errors are MA (1). The Hausman statistics test the distance between the GMM and the restricted GMM estimates of a.
With only 100 replications we cannot hope to provide accurate estimates of the tail probabilities associated with the test statistics; our results can only be suggestive. The robust m2 statistics, which depend on the fourth-order moments of the data, both tend to reject too often at the 10% level, suggesting that they have a slower convergence to normality by comparison with the other test, but they are still to be recommended when heteroskedasticity is suspected. Overall all three m2 tests seem to be quite well approximated by their asymptotic distributions under the null, with no obvious indications of the need for systematic finite-sample size corrections. The same is true for the Sargan, difference-Sargan and one step Hausman tests. However, the two-step Hausman statistic appears to over-reject consistently in these experiments. Table 3 repeats the exercise for two models with MA (1) serial correlation (4 = 0209 and 0.333) and two other experiments with heteroskedastic errors. The m2 statistic will reject the null more than half the time at the 10 per cent level when the correlation between vi, and vi(,-i) is only 02. However when the autocorrelation rises to 03, the null will be rejected in 95% of cases. The Hausman test has considerably less power than the difference-Sargan test or the m2 statistics, and with increasing autocorrelation the difference in power becomes wider.
The last two panels of Table 3 investigate the effects of departures from homoskedasticity of the error distribution on the probabilities of rejection of the tests. Both experiments have 00= 0 and 01 = 1. In the first, the xi, are generated AR (1) data as in the previous experiments, while in the second the xi, are U.K. sales data. This has a dramatic effect on the one-step tests which are not robust to heteroskedasticity. On the other hand, the robust m2 statistics and the two-step difference-Sargan test show no serious departures from their nominal size. The two-step Sargan test tends to under-reject and the two-step Hausman test over-rejects, especially in the last experiment where the variance of xi, is much greater. We suspect that the two-step Hausman statistic is very sensitive to the presence of outliers.
AN APPLICATION TO EMPLOYMENT EQUATIONS
In this section we apply the strategy for estimation and testing outlined earlier to a model of employment, using panel data for a sample of U.K. companies. We consider a dynamic employment equation 
Here r is a real discount rate, assumed constant, and n* is given by (17). Replacing the conditional expectation by its realisation and introducing an expectational error vit yields a model with the form of (16), though with strong restrictions on the dynamic structure in this case. In particular the rational expectations hypothesis suggests a theoretical motivation for the assumption of serially-uncorrelated errors in this kind of model. The principal data source used is the published accounts of 140 quoted companies whose main activity is manufacturing and for which we have seven or more continuous observations during the period 1976-1984. The panel is unbalanced both in the sense that we have more observations on some firms than on others, and because these observations correspond to different points in historical time. We allocate each of our companies to one of nine broad sub-sectors of manufacturing according to their main product by sales, and use value-added in that sector as our measure of industry output. Our wage variable is a measure of average remuneration per employee in the company, which we deflate using a value-added price deflator at the industry level. Finally we use an inflation-adjusted estimate of the company's gross capital stock. More information about the sample and the construction of these variables is provided in the Data Appendix.
In Table 4 we report GMM estimates of these dynamic employment equations.9 We begin by including current-dated variables and unrestricted lag structures. Columns (al) and (a2) present the one-step and two-step results respectively for the most general dynamic specification that we considered. Three cross-sections are lost in constructing lags and taking first differences, so that the estimation period is 1979-1984, with 611 useable observations. Here all variables other than the lagged dependent variables are assumed to be strictly exogenous, although none of the over-identifying restrictions that follow from this assumption are exploited.
Comparing columns (al) and (a2) shows that the estimated coefficients are quite similar in all cases. Both models are well determined and have sensible long-run properties for a labour demand equation. However the asymptotic standard errors associated with the two-step estimates are generally around 30% lower than those associated with the 9. Estimation was performed using the DPD program written in GAUSS, described in Arellano and Bond (1988a) and available from the authors on request. where xi, is now the vector of explanatory variables excluding wages and capital but including stacked lagged sales and stocks. one-step estimates, with the discrepancy being even larger in some cases. We suspect that most of this apparent gain in precision may reflect a downward finite-sample bias in the estimates of the two-step standard errors as indicated by the simulation results in Table 1 , suggesting that caution would be advisable in making inferences based on the two-step estimator alone in samples of this size. Turning to the test statistics, neither of the robust m2 statistics nor the two-step Sargan test provide evidence to suggest that the assumption of serially uncorrelated errors is inappropriate in this example. The one-step Sargan and difference-Sargan statistics do reject the overidentifying restrictions but our simulation results showed a strong tendency for those tests to reject too often in the presence of heteroskedasticity. The two-step difference-Sargan test is more marginal but does reject at the 5 per cent significance level. Both Hausman tests also reject but these too show a tendency to over-reject in our simulation experiments. One possibility is that this instability across different instrument sets reflects the failure of the strict exogeneity assumption for wages and capital, rather than serial correlation per se.
In Table 5 we present some alternative estimates of this same model for comparison. Columns (e) and (f) report two instrumental variable estimates of the differenced equation using simpler instrument sets of the AH type. In column (e) we use the difference Ani(t-3) to instrument Ani(t_1), losing one further cross-section, whilst in column (f) we use the level ni(t-3) as the instrument. In both cases the coefficient estimates are poorly determined, indicating a massive loss in efficiency compared to either GMM estimator in this application. Using both Afni(t3) and ni(t-3) as instruments (not reported) helped a little, but the estimates remained very imprecise. In column (g) we report OLS estimates of the employment equation in levels. In this case the 1978 cross-section is available and the longer estimation period has been used here. Compared to the GMM estimates there is a serious upward bias on the lagged dependent variable, which suggests the presence of firm-specific effects. Column (h) reports the within-groups estimates, which are close to GMM in this example. In fact the WG estimate of the first-order autoregressive coefficient is bigger than the corresponding GMM estimates, although the comparison between WG and GMM in this case is obscured by the likely endogeneity of wages and capital.
Returning to the GMM estimates in Table 4 , column (b) omits insignificant dynamics with little change in the long-run properties of the previous model. In columns (b)-(d) we report only the two-step estimates though the one-step coefficient estimates were invariably similar; In column (b) the two-step difference-Sargan test now marginally accepts the hypothesis of no serial correlation, but the two-step Hausman statistic remains an outlier. In column (c) we relax the assumption that the real wage and capital stock are strictly exogenous and instead treat them as being endogenous. We therefore use lags of w and k dated (t -2) and earlier as instruments for wit, wi(t-l) and kit. We also use lagged values of the company's real sales and real stocks as additional instruments. Given the size of our sample, not all the available moment restrictions were used. The precise form of the instrument matrix is described in note (vi) to Table 4 . The results in column (c) suggest that it is inappropriate to treat wages and capital as strictly exogenous in this model. In this case none of the test statistics indicate the presence of misspecification.
The coefficient estimates for our preferred specification in column (c) suggest a long-run wage elasticity of -0-24 (standard error= 0-28) and a long-run elasticity with respect to capital of 07 (S.E. = 0-14). There is a strong suggestion that industry output enters the model in changes rather than levels, which is appealing since o--' in (17) measures demand shocks relative to potential output. Layard and Nickell (1986) interpret The results of this empirical application are generally in agreement with those of our Monte Carlo simulations. The GMM estimator offers significant efficiency gains compared to simpler IV alternatives, and produces estimates that are well-determined in dynamic panel data models. The tendency for non-robust test statistics to over-reject is confirmed. The robust m2 statistics perform satisfactorily as do the two-step Sargan and difference-Sargan tests, but the two-step Hausman test must be considered suspect in samples of this size.
CONCLUSION
In this paper we have discussed the estimation of dynamic panel data models by the generalized method of moments. The estimators we consider exploit optimally all the linear moment restrictions that follow from particular specifications, and are extended to cover the case of unbalanced panel data. We focus on models with predetermined but not strictly exogenous explanatory variables in which identification results from lack of serial correlation in the errors. A test of serial correlation based on the GMM residuals is proposed and compared with Sargan tests of over-identifying restrictions and Hausman specification tests.
To study the practical performance of these procedures we performed a Monte Carlo simulation for 100 units, seven time-periods and two parameters. The results indicate negligible finite sample biases in the GMM estimators and substantially smaller variances than those associated with simpler IV estimators of the kind introduced by Anderson and Hsiao (1981) . We also find that the distributions of the serial-correlation tests are well-approximated by their asymptotic counterparts.
We applied these methods to estimate employment equations using an unbalanced panel of 140 quoted U.K. companies for the period 1979-1984. The GMM estimators and the serial correlation tests performed well in this application. A potentially serious problem, suggested by both the experimental evidence and the application, concerns the estimates of the standard errors for the two-step GMM estimator which we find to be downward biased in our samples. Further results on alternative estimators of these standard errors would be very useful. 
DATA APPENDIX (a) Sample
The principal data source used is company accounts from Datastream International which provide accounts records of employment and remuneration (i.e. wage bill) for all U.K. quoted companies from 1976 onwards.
We have used a sample of 140 companies with operations mainly in the U.K., whose main activity is manufacturing and for which we have at least 7 continuous observations during the period 1976-1984. Where more than 7 observations are available we have exploited this additional information, so that our sample has the unbalanced structure described in Table Al . As well as requiring at least 7 continuous observations, companies were excluded from our sample for a number of reasons. We required complete records on a set of accounting variables including gross fixed assets, investment, inventories and sales as well as employment and remuneration. Companies that changed the date of their accounting year end by more than a few days were excluded, so that our data all refer to 12 month periods. We also excluded companies where either employment or one of our constructed measures of real wages, real capital, real inventories or real sales jumped by more than a factor of 3 from one year to the next. This filter will remove both those companies where data has been recorded erroneously and those companies that have experienced major mergers. Finally we restricted our attention to companies that we could allocate to one of 9 broad sub-sectors of manufacturing industry using Datastream's breakdown of total sales by product available from 1980 onwards.
(b) Variables Employment

Number of U.K. employees (Datastream variable 216)
Real Wage A measure of average annual remuneration per employee was constructed by dividing U.K. remuneration (Datastream variable 214) by the number of U.K. employees. This was adjusted to take into account changes in average weekly hours worked in manufacturing industries (manual and non-manual employees, 18 years and over, male and female, all occupations-source: Department of Employment Gazette, various issues). A measure of real average hourly remuneration was then obtained by deflating using an implicit value-added price deflator. These implicit price deflators were calculated for each of our sub-sectors of manufacturing industry, using the current price and constant price GDP data published in various Blue Books.
Gross Capital Stock
Denoting the historic cost book value of gross fixed assets (Datastream variable 330) by HCK,, we obtain an estimate of the inflation-adjusted (or replacement cost) value of gross fixed assets (RCK,) using the formula RCK, = HCK, xP where P' is a price index for investment goods and A is an estimate of the average age of gross fixed assets. An implicit price deflator for gross fixed investment by manufacturing industry was calculated using the current price and constant price gross fixed investment data published in Economic Trends Annual Supplement (1986, p. 56). For the purpose of this exercise a value of A of 6 years was assumed. Our estimates of the gross capital stock at replacement cost are then expressed in constant prices using our investment goods deflator.
Industry Output An index of value-added output at constant factor cost was constructed for each of our 9 sub-sectors of manufacturing industry, using data published in the Blue Book (1986, Table 2.4). The 15 sub-sectors of manufacturing for which this data is reported were combined into 9 using the weights given in the Blue Book.
Further details on this data set can be found in Arellano and Bond (1988b) .
