Abstract: Using data from the German Structure of Earnings Survey (GSES), this paper studies the role of changes in working hours for the increase in male and female earnings inequality between 2001 and 2010. We provide both classic decompositions of the variance of log earnings into the variances of hours, wage rates and their covariance, and decompositions based on reweighting the conditional hours distribution. Depending on the inequality measure considered, our results suggest that between 10 and 30% of the increase in male earnings inequality and 37 to 47% of the increase in female earnings inequality can be explained by changes in working hours. In addition, a large part of the inequality increase can be accounted for by changes in the composition of person and firm characteristics.
Introduction
The trend towards rising wage inequality observed for many countries around the world has received a lot of attention (Katz/Autor 1999; Machin 2008; OECD 2011) . The literature has considered a large number of potential reasons for the observed trends such as skill-biased technological progress, changes in supply and demand, institutional changes, changes in tasks, and increasing differences between firms (Juhn et al. 1993; DiNardo et al. 1996; Autor et al. 2008; Dustmann et al. 2009; Card et al. 2013) . A factor that appears to have been rarely considered in these analyses is changes in working hours and working hours arrangements. It is clear that the number of working hours represent an important component of aggregated earnings such as monthly or yearly wage incomes. Consequently, hours changes may have a substantial impact on the shape and the level of inequality observed for such income measures.
There are at least two reasons why considering inequality in aggregate measures such as monthly earnings is highly relevant. The first one is that earnings better describe the resources available to individuals than a per-unit measure like hourly wages. Earnings are thus the more appropriate measure for analyses of distribution and welfare. Hourly wages are the more adequate concept if one is interested in prices paid in the labor market which are the result of factors like supply, demand and technical change. A second reason is that researchers who were actually interested in the analysis of hourly wages often had to resort to an analysis of earnings due to data limitations. Studying the impact of hours worked on aggregate earnings measures therefore provides important information about the relationship between the two related, but distinct concepts of earnings and hourly wages.
A limited number of studies have explicitly considered the relationship between working times and inequality in earnings outcomes. For example, Doiron/Barret (1996) examine the role of hours changes for changes in male and female earnings inequality in Canada. They find that hours changes play an important role for changes in earnings inequality over time, in addition to distinctive gender differences in how working hours influence the distribution of earnings. Juhn et al. (1993) touch the question of differences in working times in their general analysis of changes in the US wage distribution. Johnson/Kuhn (2004) provide another study of the role of hours changes for increasing wage inequality in Canada. For Germany, Fuchs-Schündeln et al. (2010) document changes in hourly wages, monthly wages and monthly working hours over time. In a cross-country setting, Blau/Kahn (2011) analyse changes in earnings inequality around the world and find that the distribution of working hours substantially influences the earnings distribution in many countries, albeit to varying degrees. Finally, Checchi et al. (2016) provide a cross-country analysis of hours changes and earnings inequality for the US, the UK, Germany and France. Their findings also suggest that hours changes may have substantially contributed to the increases in earnings inequality observed for these countries.
In this study, we want to contribute to the above literature in two ways. First, we use a high-quality German data set that has not been used for this purpose before, the German Structure of Earnings Survey (GSES), a mandatory employer-employee survey conducted by the German Federal Statistical Office. Previous studies on wage inequality in Germany were either based on administrative data (Dustmann et al. 2009; Card et al. 2013 ) which do not contain information on working hours, or on data from the German Socio-Economic Panel (Fuchs-Schündeln et al. 2010; Checchi et al. 2016 ) which have a much smaller sample size and which may differ in its information content due to its nonmandatory character. As a second aspect, we provide an alternative to the classic decomposition of changes in the variance of log earnings into the changes of the variance of log hours, the variance of log hourly wages, and their covariance. Our decomposition considers changes in the conditional distribution of working hours, i.e. changes in working hours for given groups of individuals. The results of our analysis corroborate earlier findings that hours changes may have a substantial effect on the earnings distribution, especially for women. In addition, we find that considering conditional rather than unconditional hours changes leads in some cases to a smaller role of hours changes for the earnings distribution but in other cases to a similarly important one as in the classic variance decomposition.
This paper is structured as follows. In Section 2, we describe the methods used by us to separate the role of hours changes on earnings inequality. In Section 3, we describe the data on which our study is based. Section 4 presents and discusses our empirical results. Section 5 concludes.
Methods

Variance decomposition
As a classic method to describe the relationship between hours worked and the distribution of monthly earnings, we report the often used decomposition of the variance of log earnings (e.g. Burtless 1990; Juhn et al. 1993; Johnson/Kuhn 2004; Blau/Kahn 2011) . The decomposition based on e = h ⋅ w is given by var(log(e)) = var(log(h)) + var(log(w)) + 2cov(log(h), log(w)),
where e denotes monthly earnings ('monthly wage'), h the monthly hours worked, and w the hourly wage rate. The decomposition breaks down the variability of log earnings into the variability of log hours, the variability of the log hourly wage, and the covariation of both. If one analyzes changes over time, the decomposition becomes Bvar(log(e)) = Bvar(log(h)) + Bvar(log(w)) + 2Bcov(log(h), log(w)),
where Bvar(log(e)) = var(log(e 1 )) -var(log(e 0 )) etc. describes the changes of the respective variables between a period t = 1 compared to a base period t = 0. The latter decomposition splits the overall change of earnings inequality (as measured by the variance of logs) into a contribution coming from the changes in the dispersion of working hours, changes in the dispersion of hourly wages and changes in the correlation of working hours and hourly wages. The variance decomposition above seems restrictive for several reasons. First, it is confined to a very specific inequality measure, the variance of logs. Some authors have dismissed the variance of logs as a proper inequality measure as it violates the principle of transfers and Lorenz dominance (Foster/Ok 1999) . 1 The variance decomposition also assumes that the impact of changes in working hours specifically work through changes in the variance of log working hours. It is unclear to what extent a measure like the variance of log working hours is capable of picking up complex changes in the often very discrete hours distribution (an example of a changing distribution of working hours will be given below, see Figure 2 ). Generalizations of the decomposition to other inequality measures are possible but they have similar limitations, and they have rarely been used in the literature (e.g. Doiron/Barret 1996; Checchi et al. 2016) .
A second potential limitation of the decomposition above is that it focusses on changes in the unconditional distribution of working hours and does not consider the influence of other factors. It seems natural to think of 'changes in working hours' as changes in working hours for given groups of workers. For example, if working hours arrangements in the different sectors of the economy remain unchanged, but some sectors grow and others shrink, one may want to attribute the resulting distributional changes to sectoral change rather than to changes in working hours. In comparison, the variance decomposition provides a comparatively crude way to assess the role of working hours that does not allow one to separate it from other variables that influence the earnings distribution. We do not claim that the variance decomposition is wrong or uninformative, but it seems useful to complement it with an alternative perspective on hours changes that includes the aspects described above.
Decomposition based on reweighting
As an alternative, we compute a decomposition based on the reweighting method suggested by DiNardo/Fortin/Lemieux (DFL 1996) . The advantage of this 1 The principle of transfers requires that a rank-preserving transfer from a rich to a poor person decreases inequality. Lorenz dominance means that inequality as measured by an inequality index has to be lower whenever the corresponding Lorenz curve wholy lies above the Lorenz curve of the other distribution. decomposition is that it can incorporate covariates, i.e. determinants of earnings other than working hours, and that it is not confined to a specific inequality measure. For the decomposition, note that the unconditional distribution of monthly earnings e in a given year t = 0 can be written as
where x p are worker characteristics (age, education, occupation etc.) and x f firm characteristics (firm size, industry, union coverage etc.). The ultimate goal of the decomposition is to see how changes in h|x p , x f , i.e. changes in working hours for groups of workers with characteristics x p , x f change the unconditional distribution of monthly earnings e.
Using the DLF reweighting method, one can compute all kinds of 'counterfactual' earnings distributions, in which one or several of the distributions F(h|x f , x p ), F(x f |x p ) and F(x p ) are changed from their level in t = 0 to that in t = 1. For example, changing only the distribution of h|x f , x p from its level in t = 0 to that in t = 1 is achieved by
with
Similarly, one can change only the distribution of x f |x p by
or that of x p by
with reweighting factors
One can also change two distributions simultaneously, e.g.
The reweighting factors J(h), J(x f ), J(x p ) can be estimated using logit models for expressions like P(t = 1|h, x f , x p ). Note that in f (e|h, x f , x p ), the relationship between earnings e on the one hand, and hours h, firm characteristics x f and personal characteristics x p on the other is left completely unrestricted. This means in particular that the influence of working hours on earnings is modeled completely general and non-parametric. Let B = I(f 1111 ) -I(f 0000 ) be the total change of a distributional measure I(⋅) from t = 0 to t = 1. In order to measure the contribution of changes in h|x f , x p , changes in x f |x p and changes in x p on B, one uses a telescopic expression like
in which the first line describes the contribution of changes in x p , the second line contributions of changes in x f |x p and the third line the contribution of changes in h|x f , x p . The fourth line represents all other (=residual) contributions to the overall change B = I(f 1111 ) -I(f 0000 ). The sequence in which the three factors h|x f , x p , x f |x p and x p are introduced into decomposition (9) is only one out of 3! = 3 ⋅ 2 ⋅ 1 possibilities. For example, instead of introducing changes in personal characteristics x p first, one could first introduce changes in firm characteristics x f |x p and then changes in personal characteristics x p etc. In order to make the decomposition more robust to such choices, we use the concept of the Shapley value decomposition (Shorrocks 2013) (GSES) . The GSES is a linked employer-employee data set for which firms with at least ten employees are asked to provide information on wages and salaries of their workers. Compared to German administrative wage data, the advantage of the GSES data is the availability of information on working hours, without which our analysis would not be possible. The advantage of the GSES data over the hourly wage data in the German Socio-Economic Panel (GSOEP) is the much larger sample size and the fact that participation in the GSES is compulsory under German law. 3 A considerable disadvantage of the GSES is that its coverage across the sectors of the economy was incomplete in the past. In particular, there was limited coverage of parts of the service sector in earlier waves. In order to make our samples comparable across time, we thus have to restrict our analysis to the set of sectors of the economy listed in the lower part of Table 12 . In Table 13 in the appendix, we assess the differences between our sample imposing the intertemporal comparability restrictions and the unrestricted sample for the most recent year 2010. It turns out that in many cases, our sample restrictions do not lead to major changes compared to the unrestricted sample, while for some variables we observe nonnegligible differences. In particular, there is slightly higher male (but not female) earnings inequality in the unrestricted sample, and the unrestricted sample has a higher proportion of higher educated workers, public ownership, union coverage and larger firm sizes. These differences have to borne in mind when interpreting our empirical results below.
The key variable of our analysis is monthly gross labor earnings reported for October of the respective year. We adjust all wage information to 2010 prices. There is some minor censoring of wages at the very top whose degree varies over years. We therefore apply a time-consistent inflation-adjusted censoring threshold of 12.878 Euros across all waves considered. Our variable of working hours includes regular and (paid) overtime working hours. Our measure of hourly wage is obtained by dividing monthly earnings by the number of hours worked.
For plausibility reasons, we censor hourly wages at a lower threshold of three euros per hour, and we exclude observations with working hours of less than 10 and more than 360 per month.
In addition to our main dependent variables, our data contains a number of firm and personal characteristics as listed in Table 12 . As personal characteristics we consider age (7 age brackets), education (5 categories), tenure (4 categories) and occupation (52 categories). We restrict our analysis to individuals aged between 25 and 60 years. Our firm characteristics include region (5 categories), industry (12 categories), a dummy for (at least partial) public ownership, firm size (3 categories) and union coverage at the firm level (a dummy indicating whether the firm used a sectoral or firm level union agreement to pay their employees). The choice of our covariates follows their availability in the data set. They represent standard determinants of wages as used in many studies in the literature. The total number of observations used in our analysis ranges between 333,155 (2001) and 428,265 (2010) for men, and between 150,339 (2001) and 189,076 (2010) for women.
Empirical results
Changes in earnings, hours and hourly wages over time
We first give an overview of how earnings, hours and hourly wages changed across the period considered by us. figure) . Overall, as shown in Figure 2 , the change in male working hours between 2001 and 2010 was complex, with some shifts towards working hours of more than 170 hours per month but also some shifts towards working hours of less than 170 hours per month. As a consequence, mean working hours slightly declined, while there was a (moderate) increase in dispersion (Table 2) . Changes in the distribution of male hourly wages are shown in Figure 3 and Table 3 . For women, we observe more pronounced changes in the distribution of monthly earnings (Figure 4 ) leading to more extreme inequality increases compared to men (Table 1) . Moreover, there was stronger polarization of working hours for women than for men ( Figure 5 and Table 2 ). Working hours below 75 hours (marginal part-time) gained, while working hours above 125 hours (parttime) and above 170 hours (full-time) gained. As evident from Table 2 , rising inequality in working hours was particularly strong at the lower end of the working hours distribution (see the 50-10 percentile ratio in Table 2 ). Moreover, for women the distribution of hourly wages was much more distinct from the distribution of monthly earnings compared to the male case, suggesting a bigger role for changes in working hours on the distribution of monthly earnings (Figures 4  vs. 6) .
In order to get a better impression of how hours worked changed for different groups of the population, Table 4 presents hours changes along a number of important covariate dimensions. As evident from the table, the most conspicuous change from 2001 to 2010 was a general decline in average hours worked, for women more than for men. With few exceptions, the decline in hours worked can be observed uniformly across subgroups, although there are slight differences in how pronounced the decline was. The decline was less pronounced for males with high education and tenure, and males in mining, production of business machines, building and civil engineering. It was more pronounced for males in East Germany, in food production, retail and mending of durables as well those covered by union agreements. For females, the decline in average hours worked was particularly strong in mining, food production, building and engineering, constructional installations as well as in firms covered by union agreements. In Section 4.4, we provide a more detailed analysis of hours changes conditional on covariates.
Variance decomposition
In this section, we report the results for the conventional variance decomposition of log earnings. For men, Table 5 shows that over the different years considered around 70% of the variance in earnings can be accounted for by differences in hourly wages. Differences in hours worked account for only around 25%, leaving some 5% for the covariance of hourly wages and hours worked. Looking at the overall change in log earnings variance between 2001 and 2010, around 48% can be accounted for by changes in the variance of log hourly wages, 37% by changes in the variance of log working hours and around 15% by changes in their covariance (last row of Table 5 ). For women, much less of the variance in monthly earnings is accounted for by differences in hourly wages (around 30%), leaving a bigger role for differences in working hours (around 47%) and the covariation of hourly wages and hours worked (around 23%), see Table 6 . As for the change in the earnings variance between 2001 and 2010, the decomposition suggests that over 45% can be accounted for by changes in working hours, 36% by changes in hourly wages and 19 percent by changes in their covariance. h|x f , x p . This leaves 92 (99) percent of the overall change in mean (median) earnings unexplained (see first six rows of Table 7 ). This is the likely result of pure wage growth unrelated to compositional changes. The results for inequality measures suggest that both changes in employee characteristics Bx p and changes in employees' firm characteristics Bx f |x p played an important role for the overall increase in male earnings inequality between 2001 and 2010. For example, for the case of the Gini each of these factors explains around 41 to 42%, leaving some 18% to changes in working hours h|x f , x p . The contribution of changes in working hours tends to be particularly high for inequality measures that focus on the lower part of the distribution (MLD, Theil, p5010). Overall, depending on the inequality measure chosen, the decomposition suggests that a modest 10 to 30 percent of the overall increase in male earnings inequality can be accounted for by changes in conditional working hours h|x f , x p . This is a lower figure than in the case of the variance decomposition.
Year var(log(e)) var(log(h)) var(log(w)) 2cov(log(h), log(w))
Decomposition based on reweighting
The results for women are shown in Table 8 . It turns out that changes in working hours h|x f , x p worked towards lower mean (median) earnings (first six rows of Table 8 ) which is consistent with the decline in mean (median) hours worked in Table 5 . Turning to inequality measures, changes in employee characteristics x p and firm characteristics x f |x p remain as substantial as in the case of men, but changes in conditional working hours h|x f , x p become equally important for most inequality measures. Their contributions to the overall increase in earnings inequality range from 37 to 47% for the Gini, MLD and Theil. With 55 and 60 percent, they are particularly high for the 90-10 percentile ratio and at the 50-10 percentile ratio, i.e. at the lower end of the earnings distribution. Note that, in the case of women, the results from the decomposition based on reweighting assigned an equally strong role to changes in working hours as the variance decomposition. 
Determinants of changes in working hours
In order to shed more light on the potential determinants of changes in the distribution of working hours, we carry out Oaxaca-Blinder decompositions 4 for mean hours as well as for the within-group and the between-group variance of working hours for t = 1 (=2010) vs. t = 0 (=2001). For x t = (x f , x p ) t and mean working hours
The decomposition describes whether level shifts in working hours between 2010 and 2001 can be explained by shifts in the composition of worker characteristics or by the changes in the mean working hours given worker characteristics. The results shown in Table 9 suggest that for men, neither shifts in characteristics nor changes in hours given characteristics led to important changes in working hours between 2001 and 2010. Rather, there was a general unexplained trend towards lower working hours (see the result of -3.838 hours for the constant) which was partly offset by smaller changes in characteristics and coefficients (leading to an overall decline in working hours by -1.958, see third row of Table 9 ). For women, we observe a slightly larger general decline in working hours of -3.593 per month. Again, most of this decline was not associated with changes in characteristics or coefficients. Rather, there was an even more pronounced general tendency towards lower working hours (see result for the constant of -7.657) which was partly offset by shifts towards industries with higher working hours, and towards higher working hours arrangements in some occupations. Note that the general tendency towards lower working hours exactly mirrors the previous descriptive findings in Section 3.
For the within-group variance of working hours E E((h t -E(h t |x
(i.e. an Oaxaca-Blinder decomposition with dependent variable (h t -E(h t |x t )) 2 = (h t -x t " t ) 2 ). The decomposition describes whether changes in the hours dispersion within groups of workers with characteristics x was induced by shifts in worker characteristics in the population or by the level of hours dispersion within these groups. The results shown in Table 10 suggest that for men, the within-group dispersion of working hours generally rose (by 145.777, see third row of Table 10) , partly induced by shifts towards age, education and occupation groups with high within-group hours dispersion. De-unionization also resulted in a shift towards groups with higher within-group hours dispersion. However, apart from these moderate compositional influences, there was a strong general trend towards more within-group hours dispersion (see the value for the constant, 272.364), which was mitigated by declining within-group hours dispersion especially along the dimensions of education, occupation, industry and firmsize. For women, the general increase in average within-group hours dispersion was even more pronounced (see the contribution of the constant, 346.818). In addition, there were strong compositional effects of de-unionization, i.e. de-unionization increased the percentage of groups with higher within-group hours dispersion, and to a lower extent of changes in education. The lower part of Table 10 shows that the overall increase in within-group hours dispersion was to a large extent countervailed by decreases in within-group hours dispersion, especially along the dimensions occupation and industry.
For the between-group variance 5 of working hours var (E(h t 
(i.e. an Oaxaca-Blinder decomposition with dependent variable (E(h t |x t ) -E(h t )) 2 = (x t " t -E(h t )) 2 ). The decomposition describes to what extent changing average differences in working hours between groups of workers with characteristics x can be explained by shifts in characteristics or by the strength of the influence of characteristics on between-group hours variance. The results in Table 11 show that for both men and women, between group variability of working hours increased (for men by 24.310, for women by 58.122). Only for women, a substantial part of these overall differences can be accounted for by shifts in characteristics. In the case of women, these were shifts towards higher education groups which increase the weight of working hours that are far above the population average. For men, we observe a convergence of mean working hours across occupation (-36.380 ), while for women we observe some convergence over regions (-44.062 ). However, there remains a large unexplained general trend of rising between-group differences in working hours, as represented by the constant (+63.956 for men and +36.041 for women). Summing up the findings in this section, we find that changes in mean hours were hardly connected to the observed characteristics used in our analysis. Changes in within-group and between-group hours dispersion were to some extent associated with the observed characteristics considered by us, but there remains a large unexplained trend towards more within-and between-group hours dispersion unrelated to these characteristics. The fact that there is only a weak link between working hours and the observable determinants of the earnings distribution may be a reason why the quantitative importance of hours changes to changes in earnings inequality in our decomposition do not differ more from that in the classic variance decomposition.
One may wonder what lies behind the strong unexplained trends in the average hours worked and in hours dispersion within and between groups. Given that the tendency towards lower working hours is highly uniform across subgroups of the population, our interpretation is that it represents general societal trends and shifting social norms in favor of shorter working hours and more spare time. As the economy as a whole gets richer and more productive, the population appears to prefer transforming part of this gain into lower working hours. As to the increasing unexplained hours dispersion within and between population subgroups, our conjecture is that the increasing complexity and heterogeneity of the production process and of occupational tasks lead to more heterogeneity in hours worked. In principle, this increasing heterogeneity could be captured with more detailed information along these dimensions, but this information is not available in our data set.
Conclusion
This paper has examined the influence of changes in hours worked on the distribution of monthly earnings of men and women in Germany. Our findings suggest that for men, between 10 and 30% of the increase in monthly earnings inequality between 2001 and 2010 can be explained by changes in hours worked for given groups of workers. For women, the contribution of hours changes to rising earnings inequality was much higher, around 37 to 47%. The likely reason for the latter finding is that women are much more affected by the expansion of parttime and marginal part-time work arrangements which tend to introduce a large amount of inequality into the earnings distribution. We point out that, due to the fact that our sample has incomplete coverage of the service sector and of parts of the economy not covered by union agreements, our estimates of the influence of hours changes are likely to constitute a lower bound of the real effect as parttime and marginal part-time work is more widespread in the service sector and in uncovered parts of the economy. Compared to a classical decomposition of the variance of log earnings, our decomposition based on changes in the conditional hours distribution yields a similarly high estimate of the effect of hours changes on the earnings distribution for women, but a lower one for men. Finally, in line with other studies (Dustmann et al. 2009; Card et al. 2013; Biewen et al. 2017b ), our results suggest that in addition to hours changes, compositional changes in personal and firm characteristics have contributed a lot to rising earnings inequality in Germany. Standard errors take into account dependency between selected and unrestricted samples.
