Introduction
In many spatial interaction contexts, little is known about the form of the spatial interaction function that is to be approximated. In such cases it is not possible to utilize a parametric modeling approach where a mathematical model is specified with unknown coefficients that have to be estimated. Neural spatial interaction models relieve the model user of the need to specify exactly a model that includes all necessary terms to model the true spatial interaction function. Two major issues have to be solved when applying a neural spatial interaction model in a real world context: first the representation problem, and, second the learning problem. Our interest centers at the latter problem.
This contribution departs from earlier studies in neural spatial interaction modeling in three respects. First, current research generally suffers from least squares and Gaussian assumptions that ignore the true integer nature of the flows and approximate a discretevalued process by an almost certainly misrepresentative distribution. To overcome this deficiency we adopt a more suitable approach for solving the learning problem, namely maximum likelihood learning [estimation] under more realistic distributional assumptions of Poisson processes. Second, classical [i.e. unconstrained summation unit] neural spatial interaction models represent -no doubt -a rich and flexible class of spatial interaction function approximators to predict flows, but may be of little practical value if a priori information is available on accounting constraints on the predicted flows. We focus attention on the only existing generic neural network model for the case of spatial interaction. Third, we utilize the bootstrapping pairs approach with replacement to overcome the generally neglected issue of fixed data splitting and to get a better statistical picture of the learning and generalization variability of the model concerned.
Succinctly put, the objective of the paper is twofold. First, we develop a rationale for specifying the maximum likelihood learning problem in product unit neural networks for modeling origin constrained spatial interaction flows as recently introduced in Fischer, Reismann and Hlavackova-Schindler (2002) . Second, we consider Alopex based global search, and local search based upon backpropagation of gradient descents, in combination with the bootstrapping pairs approach to solve the maximum likelihood learning problem.
The paper proceeds as follows. The next section sets forth the context in which the learning problem is considered. Section 3 views learning as an unconstrained non-linear minimization problem in which the objective function is defined by the negative loglikelihood and the search space by the parameter space. In the sections that follow we discuss details how the highly non-linear learning problem can be solved. We consider two learning procedures in some more detail: gradient descent based local search [the most widely used technique in unconstrained neural spatial interaction modeling] in Section 4 and Alopex based global search in Section 5. Section 6 serves to illustrate the application of these procedures in combination with the bootstrapping pairs approach to address the issue of network learning. Interregional telecommunication traffic flow data are utilized as test bed for evaluating the two competing learning approaches. The robustness of the procedures is measured in terms of Kullback and Leibler's information criterion. Section 7 outlines some directions for future research.
The Context
Before discussing the learning problem we must specify the context in which we consider learning. Our attention is focused on learning in origin constrained product unit neural spatial interaction models. Throughout the paper we will be concerned with the data generated according to the following conditions.
Assumption A: Observed data are the realization of the sequence 
b  is the bias signal generated by a dummy unit whose output is clamped at the scalar i t ⋅ , where i t ⋅ denotes the observed flow from region i to each of the J regions.
The Learning Problem
If we view (3) as generating a family of approximations -as w ranges over W, say -to a spatial interaction function g, then we need a way to pick the best approximation from this family. This is the function of network learning (also termed training or parameter estimation). It is convenient to consider learning as an unconstrained non-linear minimization problem in which the objective function is defined by a loss (error, cost) function and the search space by the (3H)-dimensional parameter space. Formally,
where ( ) and Reismann (2002b) to specify an appropriate loss function. Hereby, we assume that the objective is to find that neural spatial interaction model which is the most likely explanation of the observed data set (Rumelhart et al., 1995) . We express this as attempting to maximize ( ) Since sums are easier to work with than products, we will maximize the log of
, and since this log is a monotonic transformation, maximizing the log is equivalent to maximizing the probability itself. In this case we get (
The probability ( )
Thus, it is sufficient to maximize the first two terms of the right hand side of Equation (6). The first of these terms represents the probability of the data given the model, and hence measures how well the network accounts for the data. The second term is a representation of the model itself; that is, it is a prior probability of the model that can be utilized to get information and constraints into the learning procedure.
We focus solely on the first term, the performance, and begin by noting that the data can be broken down into a set of observations,
we will assume chosen independently of the others. Hence we can write the probability of the data given the model as (
Note that this assumption permits to express the probability of the data given the model as the sum of terms, each term representing the probability of a single observation given the model. We can still take another step and break the data into two parts: the observed input data u x and the observed target data u y . Therefore we can write 6 ( ) 
Since we assume that u x does not depend on the model, the second term of Equation (8) will not affect the determination of the optimal model. Thus, we need only to maximize the first term of the right-hand side of Equation (8).
Up to now we have -in effect -made only the assumption of the independence of the observed data. To proceed further, we have to specify the form of the distribution of which the model output is the mean. In line with Assumption A that the observed data are the realization of a sequence of independent Poisson random variables we can write the probability of the data given the model as (
and, hence, define a maximum likelihood estimator as the parameter that maximizes the log-likelihood function
Instead of maximizing the log-likelihood it is more convenient to minimize the negative log-likelihood function ( )
The function λ is called the loss, cost or objective function. w is a (3H)-dimensional vector called the design vector. The point ŵ is a global minimizer for ( ) 
. λ is typically a highly non-linear function of the parameters. As a consequence, it is in general not possible to find closed-form solutions for the minima.
In the sections that follow we discuss how the learning problem (11) can be solved. We seek a solution to what is typically a highly non-linear optimization problem. We first consider the gradient descent based search and then the Alopex based global search procedures.
Gradient Descent Based Search
The most prominent procedures solving the learning problem (11) are gradient descent techniques. These methods transform the minimization problem into an associated system of first-order ordinary differential equations which can be written in compact matrix form (see Cichocki and Unbehauen, 1993) as In order to find the desired vector ŵ that minimizes the loss function ( ) w λ we need to solve the system of ordinary equations (12) with initial conditions. Thus, the minima of ( ) 
But it is important to note that we are concerned only with finding the limit rather that determining a detailed picture of the whole trajectory ( ) s w itself. In order to illustrate that the system of differential equations given by (12) is stable let us determine the time derivative of the loss function
under the condition that the matrix ( ) 
Alopex-Based Global Search
Although computationally efficient, gradient based minimization procedures, such as backpropagation of gradient errors, may lead only to local minima of ( ) w λ that happen to be close to the initial search point ( ) 0 w . As a consequence, the quality of the final solution of the learning problem is highly dependent on the selection of the initial condition. Global search procedures are expected to lead to optimal or 'near-optimal' parameter configurations by allowing the network model to escape from local minima during training. Genetic algorithms and the Alopex procedure are attractive candidates.
We utilize the latter as described in Fischer and Reismann (2002b) .
The success of global search procedures in finding a global minimum of a given function such as ( ) w λ over w ∈ W hinges on the balance between an exploration process, a guidance process and a convergence-inducing process (see Hassoun, 1995) .
The exploration process gives the search a mechanism for sampling a sufficiently diverse set of parameters w in W. The Alopex procedure performs an exploration process that is stochastic in nature. The guidance process is an implicit process that evaluates the relative quality of search points and utilizes correlation guidance to move towards regions of higher quality solutions in the parameter space. Finally, the convergence-inducing process ensures the convergence of the search to find a fixed solution ŵ . The convergence-inducing process is realized effectively by a parameter T, called temperature in analogy to the simulated annealing procedure, that is gradually decreased over time. The dynamic interaction among these three processes is responsible for giving the Alopex search procedure its global optimizing character.
Alopex is a correlation-based method for solving the learning problem (see Bia, 2000; Unnikrishnan and Venugopal, 1994; Harth and Pandya, 1988) . The loss function λ is minimized by means of weight changes that are calculated for the s-th step ( 2 s > ) of the iteration process as follows: 
The weight will be incremented in a given fixed magnitude δ , when The algorithm has three control parameters: the initial temperature T, the number of iterations S over which the correlations are averaged for annealing, and the step size δ .
Setting the temperature high initially, say 1, 000 T = , one may escape from local minima. The temperature is lowered at an appropriate rate so as to control the probability of jumping away from relatively good minima. The correlations need to be averaged over a sufficiently large number of iterations so that the annealing does not freeze the algorithm at local minima. 10 S = has been found to be appropriate. δ is a critical control parameter that has to be chosen with care.
It is worth noting that Alopex based global search is similar to the method of simulated annealing (see Kirkpatrick, Gelatt and Vecchi, 1983) , but differs in three important aspects: first, the correlation ( ) ∆ ∆w λ is used instead of the change in error ∆λ for parameter updates; second, all parameter changes are accepted at every iteration step;
and third during an iteration all parameters are updated simultaneously.
Experimental Environment and Performance Tests
To analyze the performance of the learning procedures discussed in the previous sections in a real world context we utilize the interregional telecommunication traffic flow data from Austria as test bed.
The Data Set
The data set was constructed from three data sources: a ( ) It is common practice to use random splits of the data. The simplicity of this approach is appealing. But recent experience has found this approach to be more sensitive to the specific splitting of the data (see Fischer and Reismann, 2002a) . In order to overcome this problem we use the learning algorithms in combination with the bootstrapping pairs approach with replacement [ ]
(see Efron, 1982) to address the issue of network learning. This approach combines the purity of splitting the data into three disjoint data sets with the power of a resampling procedure and, thus, allows to get a better statistical picture of both the learning and prediction variability.
Performance is measured in terms of Kullback and Leibler's information criterion (see Kullback and Leibler, 1951) , that reflects the conditions under which ML learning is to be evaluated
where ( ) 
Performance Tests
Both methods, backpropagation of gradient descents and Alopex are iterative procedures. This implies that the learning process is more or less sensitive to its starting point in both cases. The solutions to the learning problem may vary as the initial parameter settings are changed. Despite recent progress in finding the most appropriate parameter initialization to determine near optimal solutions, the most widely adopted approach still uses random parameter initialization. In our experiments random numbers were generated from [-0.3, 0.3] using the rand_uni function from Press et al. (1992) . The order of the input data presentation was kept constant for each run to eliminate its effect on the result.
For concreteness, we consider the learning problem in a series of increasingly complex neural spatial interaction models { There is also strong evidence of the robustness of the algorithm, measured in terms of standard deviation. We attribute Alopex superiority in finding better local minima to its annealing mechanism to escape from local minima during training.
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Conclusions and Outlook
Learning neural spatial interaction parameters is like solving an unconstrained continuous non-linear minimization problem. The task is to find parameter assignments that minimize the given negative log-likelihood function. Product unit neural spatial interaction network learning is a multimodal non-linear minimization problem with many local minima. Local minimization algorithms such as backpropagation of gradient descents have difficulties when the surface of the search space is flat [that is, gradient close to zero], or when the surface is very rugged. When the surface is rugged, a local search from a random starting point generally converges to a local minimum close to the initial point and to a worse solution than the global minimum.
Global search procedures such as Alopex based search, as opposed to local search, have to be used in learning problems where reaching the global optimum is at premium. But the price one pays for using global search procedures in general and Alopex search in particular is increased computational requirements. The intrinsic slowness of global search procedures is mainly due to the slow but crucial exploration process employed.
An important lesson from the results of the study and an interesting avenue for research is, thus, to make global search more speed efficient. This may motivate the development of a hybrid procedure that uses global search to identify regions of the parameter space containing promising local minima and gradient information to actually find them. 
