ABSTRACT This paper focuses on the stabilization problem of continuous-time Markovian jump systems with controller failures. Here, the controller with a fault or not corresponds to a controller useful or not. First, a controller experiencing a fault or not is proposed, whose dwell times of controller useful or not are different constants and taken into account. Since the designed controller could bear faults in alternate intervals, it is named as a fault-tolerant controller here. Then, by constructing a Lyapunov function depending on such two states in terms of controller useful or not, concise conditions for the existence of controller are obtained and could be solved easily, in which the dwell times are included. Finally, a practical example is given to illustrate the effectiveness of the proposed methods.
I. INTRODUCTION
It is well known that due to the influence of environment, the structures or parameters of many dynamic systems could suddenly change, which are usually driven by a Markov chain. Such systems are generally referred to as Markovian jump systems (MJSs), where two kinds of mechanisms are contained. One mechanism is the state of system over time, and another one is named as operation mode and takes values in a finite set. Over the past few decades, many research results on all kinds of MJSs have emerged, such as stability analysis [1] - [3] , criticality analysis [4] , uncertain transition rates problems [5] , regularity analysis [6] , stabilization [7] - [9] , neutral stochastic delay problem [10] , sliding mode control [11] , robust control [12] , [13] , disordered control [14] , adaptive control [15] - [17] , H ∞ filtering [18] - [21] , and so on.
On the other hand, many practical systems are usually influenced by various kinds of factors such as environment and machine errors, which lead to a controller temporarily failing. In order to deal with this problem, a traditional method is to introduce a Bernoulli variable. There, two cases that a controller is useful or not in terms of having fault
The associate editor coordinating the review of this manuscript and approving it for publication was Usama Mir. or not are denoted by two values of the exploited Bernoulli variable respectively. Up to now, a lot of valuable results have emerged, see, e.g., stabilization [22] , state estimation [23] , filtering [24] - [26] , synchronization [27] , [28] , and so on. However, it is seen from these references that the used Bernoulli variable is very common. As we know, only two values 1 and 0 belong to the Bernoulli variable. Though the probabilities of two values are commonly defined as α and 1 − α with α ∈ [0, 1], the switching between them are usually fast. In other words, the dwell times of two values 1 and 0 being constant are very small or instantaneous. This phenomenon is harmful to systems and sometimes is impossible to satisfy. The main reason is that so fast switching between two states could bring great damage to hardware or equipment. In order to deal with this problem, higher requirement or cost about equipment should be needed to suffer so fast switching. Thus, it is necessary and important to design a controller whose dwell times of controller useful or not are two constants or continue a period of time respectively. Moreover, due to the complexity of a dynamic system larger and larger, many factors affected by environment and machine errors could make a system having a failure. Many examples about controller failures could be found. Firstly, a controller may be failed due to environmental factors [29] . Secondly, the signal cannot be completely transmitted could also lead to a controller failure [30] . Thirdly, but not the last, failures may happen due to a controller intermittently stopped to reduce the loss, such as [31] . As a result, it is important to design a controller which could suffer failures. Very recently, the stability of linear time-invariant (LTI) control systems closed by a failure-tolerant controller was considered in [32] . In order to obtain convex conditions, a timescheduled Lyapunov function approach was proposed, where a time-dependent failure-tolerant controller was designed. Though the presented method handled LTI control systems with controller failures very well, it cannot be applied to continuous-time MJSs. The main reason is that the included Markov process makes the construction of time-scheduled Lyapunov function very hard. By investigating a large number of literatures, it is found that very few of them were considered about the similar control problem for MJSs. All the above facts and observations motivate the current research.
In this paper, the stabilization problem of continuous-time MJSs is studied, in which the designed controller has failures during alternate intervals. Since the controller to be designed could suffer failures and still stabilizes a system, it could also be named to a failure-tolerant one. The main contributions of this paper are summarized as follows: 1) A new failure-tolerant controller is proposed, whose dwell times about controller useful or not are constants instead of being instantaneous; 2) A new Lyapunov function based on the designed controller is constructed to analyze its stability of the closed-loop system, where some novel techniques are exploited to get concise conditions; 3) The existence conditions for the designed controller depend on dwell times directly and could be solved easily.
Notation: R n denotes the n-dimensional Euclidean space, R q×n is the set of all q × n real matrices. · refers to the Euclidean vector norm or spectral matrix norm. For a given complete probability space ( , F, P), is the sample space, F is the σ -algebras of subsets of the sample space and P is the probability measure on F . E [·] denotes the expectation operator. N represents the set of natural number. λ min (M ) and λ max (M ) denote the smallest and largest eigenvalues of a symmetric matrix M . A block-diagonal matrix is simplified as diag {· · · }, and (M ) M + M T .
II. PROBLEM FORMULATION
Consider a class of continuous-time MJSs defined on a complete probability space ( , F , P) and described aṡ
where x(t) ∈ R n is the system state vector, u(t) ∈ R m is the control input vector. Here, A(η t ) and B(η t ) are known matrices of compatible dimensions. {η t , t ≥ 0} is a homogeneous Markov process and takes value in a finite set S {1, 2, . . . , N }, whose transition rate matrix (TRM) Q (λ ij ) ∈ R N ×N is given by
where t > 0 and λ ij ≥ 0, if i = j, and λ ii = − j =i λ ij , for all i, j ∈ S. In this paper, the design of the state feedback controller has some faults and is described as
where K (η t ) is the control gain to be determined, and α(t) is a random variable and independent on η t . It is mainly used to indicate the controller useful or not. In particular, its detailed value is given as follows
where τ 0 and τ 1 are known positive constants and named to be the dwell times of α(t) being different values. The detailed interval of the controller can be clearly stated. Fig. 1 is the diagram of controller with faults described (4). Then, the relevant closed-loop system is equivalent tȯ
It is said that controller (4) is more general and has a wider application scope. On the one hand, compared with traditional controllers [8] - [10] , [14] , [28] that the related controllers should be available all the time, controller (4) could suffer fails. In other words, controller (4) is not necessary added to a system, even it could be purposely disabled in order to save energy and increase its lifespan. On the other hand, some exiting references [22] - [24] , [27] , [28] considered similar cases that the two values of a Bernoulli variable are used to denote an event occurring or not. There, the switching between such two values are very fast even instantaneous, which results in the dwell time sustaining constantly for a period respectively. Based on the above explanations, it is known that the such small or instantaneous switching will bring great damage to hardware or equipment and make hardly satisfied or higher cost. In contrast to the references, the dwell times of the Bernoulli variable associated with controller (4) are two constants. Based on definition (4) on α(t), it is seen that the dwell times of two values are τ 1 and τ 0 respectively, which are positive scalars. It means that such values of the exploited Bernoulli variable here could sustain two periods respectively. Thus, the switching between cases that controller useful or not is not so rapid and is more realistic.
Definition 1: System (5) is said to be asymptotically mean square stable, if for initial conditions x 0 ∈ R n and η 0 ∈ S, 
Lemma 2: For any real matrix A ∈ R n×n , it is obtained that
where P is an any given positive-definite matrix.
where δ satisfies sufficiently small, it can be seen ||Ã|| < 1. For a discrete system x(k + 1) =Ãx(k), it is asymptotic stability. In other words, for any given P > 0, it is known thatÃ
It is equal to
which implies (6). If not true, there is always a sufficiently small scalar δ > 0 such that
which is contradict to condition (9) . This completes the proof.
III. MAIN RESULTS
Theorem 1: There is a controller (3) such that the closed-loop system (5) is asymptotically mean square stable, if for given scalars r 1 and r 2 , there exist matrices P i1 > 0,
where 
Then, the gain of controller is obtained by
Proof: For continuous-time MJS (5), it is known from Lemma 1 that
where matrices Q i1 > 0 and Q i2 > 0 are given arbitrarily.
It is known equations (17) and (18) could be guaranteed by
It is obvious that inequalities (19) and (20) are equivalent to conditions (13) and (14) with representation (16) . Then, a discrete-time MJS could be constructed from continuous-time MJS (5) that
where
Moreover, it is also concluded that
For continuous-time Markov chain, it is known that the transition probability matrix P(t) = [p ij (t) (15) . Its detailed meaning could be described as
where θ (k) η t=kτ , if k = 2n, and θ (k) η t=kτ +τ 1 , if k = 2n + 1. Then, it is known that π
Choose a stochastic Lyapunov function for system (21) as
It is computed that
When k = 2n, n ∈ N, it is assumed that θ(k) = i and θ (k + 1) = j. Based on Lemmas 1 and 2, it is obtained that
From condition (11), it is concluded that condition (29) holds. Similarly, when k = 2n + 1, n ∈ N, such as θ (k) = j and θ(k + 1) = l, it is computed that
which could be guaranteed by condition (12) . Based on conditions (11) and (12), it is obtained that V (x(k), θ(k), k), ∀k ∈ N. Then, one has
It is further obtained that
where ν = min i∈S {λ min (P ij )} > 0, j = 1, 2. Then, we have
Then, system (21) is asymptotically stable. Based on condition (22) , it is further obtained
where ρ = α 2N e 2βτ 0 , υ = max i∈S {λ max (P i )} min i∈S {λ min (P i )} > 0 andτ = τ +ϕ. Thus, system (5) is asymptotically mean square stable. This completes the proof.
Remark 2: Since the time-scheduled Lyapunov function approach [32] is not suitable to continuous-time MJSs, another kind of Lyapunov function method is used to handle similar problems. Particularly, some techniques are developed to obtain concise and solvable conditions. It will be seen that our results will include the deterministic case as a special one. Particularly, when there is one mode in system (1), it will become to be a commonly deterministic system. By applying the methods proposed for MJSs, one could get the corresponding results similarly. Then, it is said that the obtained results can be viewed as extension results on stabilization by a controller with failures from deterministic systems to stochastic systems.
In particular, when there is only operation mode in system (5), controller (3) will be reduced to be
where K is the control gain to be determined, and α(t) is defined in (4) . In this case, the resulting closed-loop system becomes tȯ
whereĀ = A + BK . Then, the existence conditions for stabilizing controller (35) are given in the following corollary. Corollary 1: There is a controller (35) such that the closed-loop system (36) is asymptotically mean square stable, if for given scalars r 1 and r 2 , there exist matrices P 1 > 0,
IV. NUMERICAL EXAMPLE
Example Consider the VTOL helicopter model partly cited from [34] . Its dynamics is described aṡ
where state variables x 1 , x 2 , x 3 and x 4 are denoted as the horizontal velocity, the vertical velocity, the pitch rate and the pitch angle respectively, and η(t) = {1, 2} indicates the airspeed and corresponds to the two airspeeds during helicopter flight: 135 knots and 60 knots. The parameters are given by The dwell times of controller (3) are assumed to be τ 1 = 4 and τ 0 = 0.5 respectively. Then, the simulation of fault in controller (3) could be given in Fig. 2 . Based on Theorem 1, it is obtained that Then, the control gains are computed as Under the initial condition x 0 = 1 0 1 2 T , the state simulation of open-loop system is given in Fig. 3 , which is obviously unstable. After applying above designed controller, the state curves of closed-loop system are presented in Fig. 4(b) , while 4(a) is the simulation of operation mode. Based on these simulations, it is said that though a controller has interval faults, it could still stabilize an unstable system. On the other hand, based on the methods such as [1] , [35] without considering failure occurring, one could compute the gains of a mode-dependent controller as Under the same initial conditions and applying the above controller, one could get the simulations of the resulting closed-loop system given in Fig. 5 . Though the designed controller could still stabilize system when there are failures to the controller, the effect is worse than one in Fig. 5(b) . Particularly, the stabilizing time of the traditional controller without considering failure is larger, and its vibration is also very violent. Based on these simulations, it is said that the stabilization effect of method by considering controller failure fully is better than ones without considering this factor. Moreover, as for the fault control of MJSs, some similar results were proposed in [22] , [28] . It is seen that a traditional Bernoulli variable was introduced to demonstrate the controller useful or not. Though it could be denote a controller or filter with fault or not conveniently [24] , [26] , the switching between such two cases is very fast. In other words, it is difficult or impossible to be satisfied in practical applications. Moreover, so fast switching will also bring great damages to equipments. Based on these facts, it is suitable to design a controller with fault happening in intervals. Based on the key idea in [22] , [28] , one could design a fault-tolerant controller similar to (3). However, the corresponding variable α(t) belongs to a traditional Bernoulli variable. Under E [α(t)] = 0.2 and by using analysis methods similar to the above references, it is known that the gains of a fault-tolerant controller similar to (3) are computed as −0.0436 0.0235 −0.5601 −2.6253 However, aftering applying the above designed controller and under the same initial conditions, it is seen that the closed-loop system is unstable, which is simulated in Fig. 6 . It means that though the above controller is fault-tolerant, it is unsuitable to a case that the fault continues a period. Moreover, when E [α(t)] = 0.89, one could get the gains computed as . By applying the above fault-tolerant controller and under the same initial condition, one could get the state simulation of the closed-loop system given in Fig. 7 . Though it is effective to stabilize the system with controller fault, the effect is worse than Fig. 4. (b) obtained by controller (3) . The state vibration is very violent, especially during the interval of controller with persistent fault. Based on these simulations, it is said that our results based on fault-tolerant controller (3) are better and with larger application scope.
V. CONCLUSION
In this paper, a new kind of failure-tolerant controller has been proposed to study the stabilization problem of continuoustime MJSs, whose dwell times of a controller useful or not are constants. Different from some traditional models that such dwell times are very small or instantaneous, the failuretolerant controller proposed here is more general and has wider application scope. Then, a novel Lyapunov function approach closely depending these dwell times has been exploited to get concise and solvable conditions, where both dwell times have been contained. The utility of the established results has been proved by a practical example. Finally, it is said that the key idea of fault-tolerant controller proposed here could be applied to other problems and systems, such as filtering, observer design, delay systems, complex systems, fuzzy systems, and so on. Moreover, because of the obtained conditions with solvable forms, the other problems to be considered could be solved by combining the methods proposed in this paper and related existing ones together.
