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Edge States of a Periodic Chain with Four-Band Energy Spectrum
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Tight-binding model on a finite chain is studied with four-fold alternated hopping parameters t1,2,3,4.
Imposing the open boundary conditions, the corresponding recursion is solved analytically with special
attention paid to the occurrence of edge states. Corresponding results are strongly corroborated by
numeric calculations. It is shown that in the system there exist four different edge phases if the number
of sites is odd, and eight edges phases if the chain comprises even number of sites. Phases are labelled
by σ1 ≡ sgn(t1 t3− t2 t4), σ2 ≡ sgn(t1 t4− t2 t3) and σ3 ≡ sgn(t1 t2− t3 t4). It is shown that these quantities
represent gauge invariant topological indices emerging in the corresponding infinite chains.
1. Introduction
The most significant imprint of the topological order ex-
hibited by topological insulators [1–3] is the occurrence of
edge states. The simplest construction producing topolog-
ical phases is the Su-Schrieffer-Heeger (SSH) model orig-
inally introduced for describing the polyacetylene [4], and
later on revisited in connection with topological insula-
tors. The SSH model exploits 1D tight-binding Hamilto-
nian with doubly alternated hopping parameters t1,2 be-
tween the nearest neighboring sites and produces two en-
ergy bands separated by a gap 2|t1− t2|. Correspondingly,
the two topologically distinct phases occur, and the transi-
tion between those two takes place at t1 = t2 accompanied
by closing and reopening the gap.
In the present paper we generalize the SSH model with
the aim of detecting more diverse topological content than
the two-phase one. Similar attempt by involving the next-
to-nearest hoppings has been carried out in Ref. [5] lead-
ing to the phase diagram identical to the one of Haldane
model [6]. We study alternative modification keeping the
nearest neighbour hoppings only, but with four-fold alter-
nated amplitudes t1,2,3,4. The corresponding energy spec-
trum consists of four bands separated by independently
controlled gaps. Since the closing and reopening of a gap
is associated with topological phase transitions, one may
expect the occurrence of more rich topological content. In
this scope we study a chain comprising finite number N
of sites, and find 4 and 8 different phases for N = odd and
N = even, respectively.
The 8 phases (for N = even) are labelled by (σ1,σ2,σ3)
where
σ1 ≡ sgn(t1t3− t2 t4),
σ2 ≡ sgn(t1t4− t2 t3),
σ3 ≡ sgn(t1t2− t3 t4),
which are gauge invariant topological indices emerging in
the corresponding infinite chains. The 4 phases emerging
in the case of N = odd are labelled by (σ1,σ2).
In Sec. 2 we present finite SSH model for demonstrat-
ing the technique [7] of solving periodic three-term recur-
rence relation analytically in terms of Chebyshev polyno-
mials. In Sec. 3 the technique is applied to the four-band
model. Analytic results are corroborated by numeric cal-
culations. In Sec. 4 we introduce certain scheme for con-
structing Berry curvature for 1D periodic infinite chains.
In the case of SSH (two-band) model the scheme gives out
the Zak phase [8], while in four-band model reconstructs
the aforementioned labels σ1,2,3 as gauge invariant topo-
logical indices. Results are summarized in Sec. 5. Calcu-
lational details are placed in Appendix.
ChebyshevU-polynomials can be applied to 2D periodic
lattices as well [9]. Alternative analytic approach to the
issue of edge modes can be found in Ref. [10].
2. Two-Band Finite Chain
Finite chain with doubly alternated hoppings between
the nearest sites is set by the tight-binding Hamiltonian
H =−
N−1∑
n=1
tn(c
†
n+1cn+ c†n cn+1) (1)
where N is the number of sites. Hopping parameters are
periodic tn+2 = tn and can be put all positive.
The corresponding one-particle problem reads

ǫ t1 0 0 · · · 0
t1 ǫ t2 0 · · · 0
0 t2 ǫ t1 · · · 0
0 0 t1 ǫ · · · 0
...
...
...
...
...
0 0 0 0 · · · ǫ


ψ1
ψ2
ψ3
ψ4
...
ψN

= 0. (2)
In the component form this system appears as
tnψn+ǫψn+1+ tn+1ψn+2 = 0 (3)
supplied by the boundary conditions ψ0 =ψN+1 = 0.
Solution to (3) appears as (see Appendix A for details)
ψ2n+1 =
[
Un(ξ)+ (t2/t1)Un−1(ξ)
]
ψ1 (4a)
ψ2n+2 =−(ǫ/t1)Un(ξ)ψ1 (4b)
where
ξ(t1, t2)= (ǫ2− t21− t22)/2t1t2 (5)
andUn are the Chebyshev polynomials of the second kind.
2In (4) all ψn are expressed via ψ1. This is appropriate
for describing the edge states localized at left edge (n= 1).
For the states localized at the right edge (n=N) it is more
convenient to express ψn via ψN . For this purpose we in-
troduce ψn =φN−n+1 and tn = uN−n. Then the recurrence
(3) takes the form
unφn+ǫφn+1+un+1φn+2 = 0 (6)
accompanied by φ0 = φN+1 = 0, and the solutions to (6)
can be obtained by performing replacements tn → un and
ψn → φn in (4) and (5). We have u1,2 = t1,2 for N = even,
and u1,2 = t2,1 for N = odd. Irrespectively of these options
one finds u2
1
+u2
2
= t2
1
+ t2
2
and u1u2 = t1 t2, where from we
have ξ(u1,u2)= ξ(t1, t2), and the solution to (6) appears as
φ2n+1=
[
Un(ξ)+ (u2/u1)Un−1(ξ)
]
φ1, (7a)
φ2n+2=−(ǫ/u1)Un(ξ)φ1. (7b)
Rewriting these in terms of φn =ψN−n+1 we come to
ψN−2n =
[
Un(ξ)+ (u2/u1)Un−1(ξ)
]
ψN , (8a)
ψN−2n−1 =−(ǫ/u1)Un(ξ)ψN , (8b)
where the concrete connection between un and tn depends
on the number of sites, but ξ is the same as given by (5).
Bulk-edge properties of eigenstates can be specified by
the value of ξ. For |ξ| É 1 we put ξ= cosγ and using
Un(cosγ)=
sin[(n+1)γ]
sinγ
(9)
find that ψn oscillates with respect to n, hence it is a bulk
state.
For |ξ| Ê 1 we put ξ=±cosh z and use
Un(±cosh z)= (±1)n
sinh[(n+1)z]
sinh z
. (10)
Here we may have edge states due to the factors of e±nz.
Taking n= −1 in (4b), the boundary condition ψ0 = 0 is
automatically satisfied due to U−1(x)= 0, while the other
one ψN+1 = 0 takes the role of secular equation and deter-
mines the energy spectrum. Depending on the value of N,
it appears as (J is an integer)
N = 2J+1 : ǫUJ(ξ)= 0, (11a)
N = 2J+2 : UJ+1(ξ)+ (t2/t1)UJ(ξ)= 0. (11b)
Similarly, taking n=−1 in (8b) we find that ψN+1 = 0 is
automatically satisfied and the other boundary condition
takes the role of secular equation leading to the same (11).
2.1. Edge States for N = 2J+1
Secular equation (11a) breaks into two equations ǫ= 0
and UJ(ξ)= 0. Solutions to the later gives |ξ| < 1 since the
roots of Un(x) are all located in the interval (0,1). Hence
the states determined by UJ(ξ)= 0 are bulk states and we
turn to ǫ= 0.
Taking ǫ= 0 in (5) we find ξ = − 1
2
(t1/t2)− 12 (t2/t1)< −1,
i.e. these are edge states in accord with (10).
For t1 < t2 we put ξ=−cosh z and resolve as e−z = t1/t2.
Using this in (4) we come to
ψ2n+1 = (−t1/t2)nψ1, (12a)
ψ2n+2 = 0, (12b)
which is localized at the left edge.
For t1 > t2 we put ξ=−cosh z and resolve as e−z = t2/t1.
Using in (8) we come to
ψ2n+1= (−t2/t1)J−nψN , (13a)
ψ2n+2= 0, (13b)
which is localized at the right edge.
Occurrence of a zero mode for N = odd is a general fact:
amount of zero modes in bipartite chains is |N1−N2| with
N1,2 the numbers of sites in two sublattices [11].
2.2. Edge States for N = 2J+2
We search for the edge states provided J →∞. For this
purposes we study the equation (11b). As already pointed
out, the edge states emerge only in the cases when |ξ| > 1.
✦ ξ> 1. In this case we put ξ= cosh z and rewrite (11b)
as
sinh[(J+1)z]
sinh[Jz]
+ t2
t1
= 0. (14)
Assuming z> 0, and taking the limit J→∞ we obtain
e−z+ (t1/t2)= 0 (15)
with no solution since t1,2 > 0 (pointed out earlier), hence
ξ> 1 cannot be realized.
✦ ξ<−1. We then put ξ=−cosh z and rewrite (11b) as
sinh[(J+1)z]
sinh[Jz]
− t2
t1
= 0. (16)
Assuming z> 0, and taking the limit J→∞ we obtain
e−z = t1/t2 (17)
which (due to z> 0) may be realized only for t1 < t2.
Combining (17) with (5) we come to ǫ2 = 0. The fact that
the zero-mode occurs as ǫ2 = 0 signifies the energy level is
doubly degenerated. One wave function is obtained by use
of (4) and appears as
ψ2n+1 = (−t1/t2)nψ1, (18a)
ψ2n+2 = 0, (18b)
representing the left edge state (localized at ψ1).
The other is obtained by use of (8) and gives
ψ2n+2= (−t1/t2)J−nψN , (19a)
ψ2n+1= 0, (19b)
representing the right edge state (localized at ψN ).
32.3. Numeric Calculations
In support of the above analytic expressions below we
bring the results of numeric calculations for N = 101 and
N = 102. The overall magnitude of t1,2 is irrelevant and
we parameterize as t1 = sinϑ and t2 = cosϑ. The energy
spectra versus ϑ set by (2) are shown in Fig. 1.
ǫ= 0
0 ϑ
1
2
π 0 ϑ
1
2
π
FIG. 1: Energy spectra {ǫ1, . . . ,ǫ101} (left) and {ǫ1, . . . ,ǫ102} (right)
vs ϑ obtained by numeric calculations for N = 101 and N = 102,
respectively. For N = odd the single zero mode develops for any
t1 and t2. For N = even doubly degenerated zero mode develops
only for t1 < t2.
3. Four-Band Finite Chain
We pass to a finite chain with four-fold alternated hop-
pings. The corresponding one-particle equation reads as

ǫ t1 0 0 0 0 · · · 0
t1 ǫ t2 0 0 0 · · · 0
0 t2 ǫ t3 0 0 · · · 0
0 0 t3 ǫ t4 0 · · · 0
0 0 0 t4 ǫ t1 · · · 0
0 0 0 0 t1 ǫ · · · 0
...
...
...
...
...
...
...
0 0 0 0 0 0 · · · ǫ


ψ1
ψ2
ψ3
ψ4
ψ5
ψ6
...
ψN

= 0. (20)
In the component form this system appears as
tnψn+ǫψn+1+ tn+1ψn+2 = 0 (21)
with tn+4 = tn, and are supplied by ψ0 =ψN+1 = 0.
In accord with Ref. [7] we write the solution to (21)
ψ4n+1 =
[
Un(ξ)+
t4
t3
ǫ2− t2
2
t1 t2
Un−1(ξ)
]
ψ1, (22a)
ψ4n+2 =−
ǫ
t1
[
Un(ξ)+
t1t4
t2t3
Un−1(ξ)
]
ψ1, (22b)
ψ4n+3 =
[
ǫ2− t2
1
t1 t2
Un(ξ)+
t4
t3
Un−1(ξ)
]
ψ1, (22c)
ψ4n+4 =−ǫ
ǫ2− t21− t22
t1 t2 t3
Un(ξ)ψ1, (22d)
where
ξ≡
ǫ4− (t2
1
+ t2
2
+ t2
3
+ t2
4
)ǫ2+ t2
1
t2
3
+ t2
2
t2
4
2t1 t2 t3t4
. (23)
Alternatively, we can express ψn in terms of ψN . Intro-
ducing ψn =φN−n+1 and tn = uN−n we rewrite (21) as
unφn+ǫφn+1+un+1φn+2 = 0 (24)
accompanied by φ0 =φN+1 = 0.
Solution to (24) can be written by replacing tn → un and
ψn →φn in (22) and (23). The parameter ξ defined by (23)
is invariant with respect to tn → un, and we come to
ψN−4n =
[
Un(ξ)+
u4
u3
ǫ2−u2
2
u1u2
Un−1(ξ)
]
ψN , (25a)
ψN−4n−1=−
ǫ
u1
[
Un(ξ)+
u1u4
u2u3
Un−1(ξ)
]
ψN , (25b)
ψN−4n−2=
[
ǫ2−u2
1
u1u2
Un(ξ)+
u4
u3
Un−1(ξ)
]
ψN , (25c)
ψN−4n−3=−ǫ
ǫ2−u2
1
−u2
2
u1u2u3
Un(ξ)ψN , (25d)
where the connection between un and tn depends on N.
Taking n=−1 in (22d) the condition ψ0 = 0 is automat-
ically satisfied due to U−1(x) = 0, while the one ψN+1 = 0
appears as
N = 4J+1 : ǫ
[
t2 t3UJ(ξ)+ t1t4UJ−1(ξ)
]
= 0, (26a)
N = 4J+2 : t3(ǫ2− t21)UJ(ξ)+ t1 t2 t4UJ−1(ξ)= 0, (26b)
N = 4J+3 : ǫ(ǫ2− t21− t22)UJ(ξ)= 0, (26c)
N = 4J+4 : t1 t2t3UJ+1(ξ)+ t4(ǫ2− t22)UJ(ξ)= 0, (26d)
and determines the energy eigenvalues.
Taking n = −1 in (25d) we find ψN+1 = 0 is automati-
cally satisfied, while ψ0 = 0 leads to the same (26).
In the following four subsections we separately present
the cases N = 4J+ j with j = 1,2,3,4. In order expressions
to be compact, hereafter we put ψ1 = 1 and ψN = 1 for the
left and right edge states respectively, and indicate only
non-vanishing components of ψn.
3.1. Edge States for N = 4J+1
Calculational details are collected in Appendix B, while
here we show the results.
For t1 t3 < t2 t4 one left edge state occurs
ǫ= 0,
{
ψ4n+1 = (t1 t3/t2 t4)n,
ψ4n+3 =−(t1/t2)(t1t3/t2 t4)n. (27)
For t1 t3 > t2 t4 we have one right edge state
ǫ= 0,
{
ψ4n+1 = (t2t4/t1 t3)J−n,
ψ4n+4 =−(t4/t3)(t2t4/t1 t3)J−n−1. (28)
For t1 t4 > t2 t3 we have four edge states. Two states out
of those four are localized at n= 1 and appear as
ǫ=±(t21+ t22)1/2,


ψ4n+1 = (−t2 t3/t1 t4)n,
ψ4n+2 =−(ǫ/t1)(−t2t3/t1 t4)n,
ψ4n+3 = (t2/t1)(−t2t3/t1 t4)n.
(29a)
4The other two are localized at n=N and look as
ǫ=±(t23+t24)1/2,


ψ4n+1 = (−t2t3/t1 t4)J−n,
ψ4n+3 = (t3/t4)(−t2t3/t1 t4)J−n−1,
ψ4n =−(ǫ/t4)(−t2t3/t1 t4)J−n.
(29b)
Introduce σ1 ≡ sgn(t1t3− t2 t4) and σ2 ≡ sgn(t1 t4− t2 t3).
We then label the 4 phases by (σ1,σ2) as follows
A (−,−) : 1 edge state (27),
B (−,+) : 5 edge states (27), (29),
C (+,−) : 1 edge state (28),
D (+,+) : 5 edge states (28), (29).
In order to confirm the analytic expressions, we present
the numerically obtained energy spectra for N = 101. We
parameterize t1,2,3,4 as (overall magnitude irrelevant)
t1 = cosϑ3 sinϑ1, (30a)
t2 = cosϑ3 cosϑ1, (30b)
t3 = sinϑ3 cosϑ2, (30c)
t4 = sinϑ3 sinϑ2. (30d)
In Fig. 2 we present the energy spectrum ǫ1÷101 versus
ϑ1 with ϑ2 = 18π and ϑ3 = 116π. For ϑ1 < ϑ2 the system is
found in phase A. Increasing ϑ1 we observe the transition
into phase C at ϑ1 =ϑ2, and subsequently into phase D at
ϑ1 = 12π−ϑ2. Thus the width of phase C laying in between
the phases A and D is 1
2
π−2ϑ2.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ=+(t2
3
+ t
2
4
)1/2
ǫ= 0
ǫ=−(t2
3
+ t
2
4
)1/2
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
A C D
FIG. 2: Energy spectrum ǫ1÷101 vs ϑ1 for ϑ2 = 18π and ϑ3 = 316π.
We comment on how the dispersion shown in Fig. 2 is
affected by varying ϑ2. Increasing ϑ2 the phase C shrinks
and disappears at ϑ2 = 14π. In that case the system passes
from phase A right into D. Further increase of ϑ2 cause
the phases A and D become separated again, but with
phase B in between as shown in Fig. 3.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ=+(t2
3
+ t
2
4
)1/2
ǫ= 0
ǫ=−(t2
3
+ t
2
4
)1/2
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
A B D
FIG. 3: Energy spectrum ǫ1÷101 vs ϑ1 for ϑ2 = 38π and ϑ3 = 316π.
We discuss the role of ϑ3. In Fig. 2 and Fig. 3 there are
gaps due to (t2
1
+ t2
2
)1/2 > (t2
3
+ t2
4
)1/2. The later results from
ϑ3 < 14π (see (30)). The gaps close at ϑ3 = 14π, as depicted
in Fig. 4 with ϑ2 = 18π (top) and 38π (bottom). Behaviour
with respect to ϑ2 is the same, as already stated.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
A B D
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
A C D
FIG. 4: ǫ1÷101 vs ϑ1 for ϑ3 = 14π. ϑ2 = 18π (top), ϑ2 = 38π (bottom).
5Further increase of ϑ3 result in reopening the gaps with
the only difference that we have (t23+t24)1/2 > (t21+t22)1/2 due
to ϑ3 > 14π (see (30)).
3.2. Edge States for N = 4J+2
For t1 t3 < t2 t4 we have two edge states (Appendix C)
ǫ= 0 ,
{
ψ4n+1 = (t1t3/t2 t4)n,
ψ4n+3 =−(t1/t2)(t1 t3/t2 t4)n, (31a)
ǫ= 0 ,
{
ψ4n+2 = (t1t3/t2 t4)J−n,
ψ4n+4 =−(t1/t4)(t1 t3/t2 t4)J−n−1. (31b)
localized at left and right edges, respectively.
For t1 t4 > t2 t3 we have two edge states
ǫ=±(t21+ t22)1/2,


ψ4n+1= (−t2t3/t1 t4)n,
ψ4n+2= (−ǫ/t1)(−t2t3/t1 t4)n,
ψ4n+3= (t2/t1)(−t2t3/t1 t4)n.
(32)
For t1 t2 > t3 t4 we have two edge states
ǫ=±(t21+ t24)1/2,


ψ4n+2 = (−t3t4/t1 t2)J−n,
ψ4n+1 = (−ǫ/t1)(−t3t4/t1 t2)J−n,
ψ4n+4 = (t4/t1)(−t3t4/t1 t2)J−n−1.
(33)
Here we employ three parameters σ1 ≡ sgn(t1t3− t2t4),
σ2 ≡ sgn(t1t4 − t2 t3), σ3 ≡ sgn(t1t2 − t3 t4) and label the
eight (= 23) phases by (σ1,σ2,σ3) as follows
① (−,−,−) : 2 edge states (31),
② (−,−,+) : 4 edge states (31), (33),
③ (−,+,−) : 4 edge states (31), (32),
④ (−,+,+) : 6 edge states (31), (32), (33),
⑤ (+,−,−) : no edge states,
⑥ (+,−,+) : 2 edge states (33),
⑦ (+,+,−) : 2 edge states (32),
⑧ (+,+,+) : 4 edge states (32), (33).
Fig. 5 depicts the spectrum versus ϑ1 with ϑ2 = 18π and
ϑ3 = 316π.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ=+(t2
1
+ t
2
4
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
4
)1/2
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
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FIG. 5: Energy spectrum ǫ1÷102 vs ϑ1 for ϑ2 = 18π and ϑ3 = 316π.
Increasing ϑ2, the width of phase ⑦ (
1
2
π−2ϑ2) shrinks
and disappears at ϑ2 = 14π, so that the phase ③ becomes
followed right by ⑧. Further increase of ϑ2 causes the
phases ③ and ⑧ become detached again, but with ④ in-
stead of ⑦ in between as shown in Fig. 6.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ=+(t2
1
+ t
2
4
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
4
)1/2
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
① ② ④ ⑧ ⑦
FIG. 6: Energy spectrum ǫ1÷102 vs ϑ1 for ϑ2 = 38π and ϑ3 = 316π.
Dependence on ϑ3 is analogous to the case of N = 4J+1.
Namely, for ϑ3 < 14π (Fig. 5 and Fig. 6) the two bunches
of positive (negative) levels are separated by the gap, but
with the levels ±(t2
1
+ t2
4
)1/2 in between. Increasing ϑ3 we
find that for ϑ3 = 14π the gaps close and for ϑ3 > 14π reopen
as shown in Fig. 7, but now the energy levels ±(t2
1
+ t2
4
)1/2
are lost.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
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FIG. 7: Energy spectrum ǫ1÷102 vs ϑ1 for ϑ2 = 38π and ϑ3 = 516π.
3.3. Edge States for N = 4J+3
For t1 t3 < t2 t4 we have the left edge state (Appendix D)
ǫ= 0 ,
{
ψ4n+1 = (t1 t3/t2 t4)n,
ψ4n+3 = (−t1/t2)(t1t3/t2 t4)n. (34)
6For t1 t3 > t2 t4 we have the right edge state
ǫ= 0 ,
{
ψ4n+3 = (t2 t4/t1 t3)J−n,
ψ4n+1 = (−t2/t1)(t2t4/t1 t3)J−n. (35)
For t1 t4 > t2 t3 we have two left edge states
ǫ=±(t21+ t22)1/2,


ψ4n+1= (−t2t3/t1 t4)n,
ψ4n+2= (−ǫ/t1)(−t2t3/t1 t4)n,
ψ4n+3= (t2/t1)(−t2t3/t1 t4)n,
(36)
and for t1t4 < t2t3 we have two right edge states
ǫ=±(t21+ t22)1/2,


ψ4n+3 = (−t1t4/t2 t3)J−n,
ψ4n+2 = (−ǫ/t2)(−t1 t4/t2 t3)J−n,
ψ4n+1 = (t1/t2)(−t1t4/t2 t3)J−n.
(37)
Using σ1 = sgn(t1t3−t2t4) and σ2 = sgn(t1t4−t2t3) as in
the case of N = 4J+1, we label the 4 phases by A,B,C,D
with respect to (σ1,σ2).
Properties of spectra with respect to ϑ2 and ϑ3 are the
same as for N = 4J+1. Therefore, in Fig. 8 we show only
couple of cases (ϑ2,ϑ3)= ( 18π, 316π) and (ϑ2,ϑ3)= ( 38π, 516π).
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
A C D
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ= 0
ǫ=−(t2
1
+ t
2
2
)1/2
0 ϑ1
1
2
π
A B D
FIG. 8: The spectrum ǫ1÷103 vs ϑ1 for (ϑ2,ϑ3) = ( 18π, 316π) (top)
and (ϑ2,ϑ3)= ( 38π, 516π) (bottom).
In the top panel we have ϑ2 < 14π and consequently the
phase C occurs in between A and D. For ϑ2 = 14π the inter-
mediate phase disappears and reappears as B for ϑ2 > 14π
in the bottom panel.
For ϑ3 < 14π (top) there are gaps, which close at ϑ3 = 14π
and reopen for ϑ3 > 14π (bottom). After reopening the gaps
the edge state levels ǫ = ±(t2
1
+ t2
2
)1/2 initially attached to
the outer bands (top pannel) become attached to the inner
ones (bottom panne).
3.4. Edge States for N = 4J+4
For t1t3 < t2 t4 we have two edge states (see Appendix
E). One is the left edge state and appears as
ǫ= 0 ,
{
ψ4n+1 = (t1 t3/t2 t4)n,
ψ4n+3 =−(t1/t2)(t1t3/t2 t4)n. (38a)
The other is the right edge state and looks as
ǫ= 0 ,
{
ψ4n+4 = (t1t3/t2 t4)J−n,
ψ4n+2 =−(t3/t2)(t1 t3/t2 t4)J−n. (38b)
For t1 t4 > t2 t3 we have
ǫ=±(t21+ t22)1/2,


ψ4n+1 = (−t2 t3/t1 t4)n,
ψ4n+2 = (−ǫ/t1)(−t2t3/t1 t4)n,
ψ4n+3 = (t2/t1)(−t2t3/t1 t4)n.
(39)
For t3 t4 > t1 t2 we have
ǫ=±(t22+ t23)1/2,


ψ4n+4 = (−t1t2/t3 t4)J−n,
ψ4n+3 = (−ǫ/t3)(−t1t2/t3 t4)J−n,
ψ4n+2 = (t2/t3)(−t1 t2/t3 t4)J−n.
(40)
Here we have the same defining parameters (σ1,σ2,σ3)
as in the case of N = 4J +2, hence 8 phases, labelled by
①÷⑧ with respect to the values of (σ1,σ2,σ3) as for N =
4J+2.
ǫ=+(t2
1
+ t
2
2
)1/2
ǫ=+(t2
2
+ t
2
3
)1/2
ǫ= 0
ǫ=−(t2
2
+ t
2
3
)1/2
ǫ=−(t2
1
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2
2
)1/2
0 θ1
1
2
π
① ③ ⑦ ⑧ ⑥
FIG. 9: Energy spectrum ǫ1÷104 vs θ1 for θ2 = 18π and θ3 = 316π.
7Plotting the spectra here we use the parametrization
t1 = cosθ3 sinθ1, (41a)
t2 = sinθ3 sinθ2, (41b)
t3 = sinθ3 cosθ2, (41c)
t4 = cosθ3 cosθ1. (41d)
The case of N = 4J+4 is similar to N = 4J+2, and we
present the two cases only, just for the sake of presenta-
tion: (θ2,θ3)= ( 18π, 316π) in Fig. 9 and (θ2,θ3)= ( 18π, 516π) in
Fig. 10.
ǫ=+(t2
2
+ t
2
3
)1/2
ǫ= 0
ǫ=−(t2
2
+ t
2
3
)1/2
0 θ1
1
2
π
① ⑤ ⑥
FIG. 10: Energy spectrum ǫ1÷104 vs θ1 for θ2 = 18π and θ3 = 516π.
4. Topological Invariants
Edges phases are usually characterized by certain topo-
logical invariants. In 2D lattices these can be constructed
by introducing the Berry connections
A1,2 =
i
π
ψ†
∂ψ
∂k1,2
(42)
where k1,2 are the component of 2D quasi-momentum.
Then the gauge invariant Berry curvature is defined as
F = ∂A2
∂k1
− ∂A1
∂k2
(43)
which after integrating over the torus k1,2 ∈ [0,2π] leads
to gauge invariant topological indices. Such construction
is applicable irrespectively of the number of energy bands
(e.g. [12] for 2D lattices with four-band energy spectra).
The obstacle in constructing curvatures for 1D periodic
systems is the lack of k2. This drawback can be overcome
by introducing additional parameter α so the curvature is
constructed in terms of (k,α) instead of (k1,k2). Such an
approach is employed e.g. in Ref. [5]. For the SSH model
the choice of extra parameter as α= t1− t2 has been com-
mented in lecture notes by E. Mele (unpublished). How-
ever, it is not clear how to generalize this choice to a model
comprising four hopping parameters t1,2,3,4. Besides, we
would expect the parameter α to vary on a circle like k1
and k2 do in the case of 2D.
We propose a general scheme of constructing gauge in-
variant topological indices for 1D periodic chains. We first
examine the scheme on two-band chain and reproduce the
Zak phase. We then apply it to the four-band model under
consideration and show that the quantities σ1,2,3 labeling
the edge phases of the finite chain represent gauge invari-
ant topological indices.
4.1. Two-Band Chain
Consider the tight-binding Hamiltonian
H =
∑
n
tn(c
†
n+1cn+h.c.) (44)
where tn are periodic tn+2 = tn and can be presented as
tn = 12 (t1+ t2)− 12 (t1− t2)cos(πn). (45)
Introduce the parameter α by generalizing tn as
tn → τn(α)= 12 (t1+ t2)− 12 (t1− t2)cos(πn+α). (46)
For α= 0 we have τ1,2 = t1,2, and τ1,2 = t2,1 for α=π what
represents the redefinition of a unit cell (t1⇄ t2). Increas-
ing α up to 2π we return back to τ1,2 = t1,2. This construc-
tion is trivially extendable to any 1D periodic chain.
Rewriting (44) in the Fourier form, the corresponding
one-particle Hamiltonian appears as
H =
 0 τ1e
+ikℓ+τ2e−ikℓ
τ1e
−ikℓ+τ2e+ikℓ 0
 . (47)
where ℓ is the separation between the neighbouring sites,
i.e. 2ℓ is the period of the chain. In what follows we use
the dimensionless momentum κ≡ (2ℓ)k with −πÉ κÉ+π.
Eigenvalues and normalized eigenvectors are given by
ǫ2(κ,α)= τ21+τ22+2τ1τ2 cosκ, (48a)
ψ(κ,α)= 1p
2ǫ2
 τ1e
+(i/2)κ+τ2e−(i/2)κ
ǫ
, (48b)
hence the system is defined on a torus κ ∈ [0,2π], α ∈
[0,2π] depicted in Fig. 11.
κ α
FIG. 11: Torus formed by 0É κÉ 2π and 0ÉαÉ 2π.
Berry connections are defined as
Aκ =
i
π
ψ†
∂ψ
∂κ
(49a)
Aα =
i
π
ψ†
∂ψ
∂α
(49b)
8and the gauge invariant curvature is constructed as
F = ∂κAα−∂αAκ. (50)
LetΩ be the surface on the torus bounded by two closed
contours corresponding to some α1,2 as shown in Fig. 12.
α1 α2
FIG. 12: The surface Ω bounded by two closed contours.
Integrating the curvature (50) overΩ and using Stokes’
theorem we find
µ≡
∫
Ω
Fdκdα=
∮
Aκ(κ,α1)dκ−
∮
Aκ(κ,α2)dκ (51)
where the right hand side represents the gauge invariant
quantity usually referred to as the Zak phase.
Employing (48) we find
Aκ(κ,α)=
1
4π
·
τ2
2
−τ2
1
τ2
1
+τ2
2
+2τ
1
τ
2
cosκ
. (52)
Using this in (51) with α1 = 0 and α2 =π we find
µ= sgn(t22− t21). (53)
i.e. the Zak phase takes the values ±1.
4.2. Four-Band Chain
Consider now the Hamiltonian (44) with α-dependent
hopping parameters given by
τn = 14 (t1+ t2+ t3+ t4)− 14 (t1− t2+ t3− t4)cos(πn+2α)+
+ 1
2
(t1− t3)sin( 12πn+α)− 12 (t2− t4)cos( 12πn+α), (54)
with τn+4(α)= τn(α) and τn(α+2π)= τn(α).
From (54) we find τn(α+ 12π) = τn+1(α), meaning that
the shift α→α+ 1
2
π corresponds to the cyclic permutation
t1→ t2→ t3→ t4→ t1, hence the parameter α introduced
by (54) performs the interpolation between the different
choices of elementary cells in the chain.
The corresponding one-particle Hamiltonian is given by
H =

0 τ1e
+(i/4)κ 0 τ4e−(i/4)κ
τ1e
−(i/4)κ 0 τ2e+(i/4)κ 0
0 τ2e
−(i/4)κ 0 τ3e+(i/4)κ
τ4e
+(i/4)κ 0 τ3e−(i/4)κ 0

(55)
where κ= (4ℓ)k with 4ℓ the chain period and −πÉ κÉ+π.
The four eigenvalues are given by
2ǫ2±(κ)= τ21+τ22+τ23+τ24±
p
u+vcosκ, (56)
where
u = (τ21+τ22+τ23+τ24)2−4τ21τ23−4τ22τ24, (57a)
v= 8τ1τ2τ3τ4, (57b)
and are depicted in Fig. 13.
+ ǫ+
+ ǫ−
− ǫ−
− ǫ+
κ
ǫ
FIG. 13: Energy spectrum of the four-band model.
The spectrum is symmetric with respect to ǫ→−ǫ since
the Hamiltonian (55) enjoys the chiral symmetry.
Normalized eigenvectors (s= 1,2,3,4) are given by
ψs =
1√
Ns

ǫs
[
τ1τ2e
+(i/2)κ+τ3τ4e−(i/2)κ
]
τ2(ǫ
2
s −τ24)e+(i/4)κ+τ1τ3τ4e−(3i/4)κ
ǫs(ǫ
2
s −τ21−τ24)
τ3(ǫ
2
s −τ21)e−(i/4)κ+τ1τ2τ4e+(3i/4)κ

(58)
where Ns = 2ǫ2s (ǫ2s −τ21−τ24)(2ǫ2s −τ21−τ22−τ23−τ24)> 0.
Expressions (49) – (51) can be employed without any
modification. Consequently, in order to obtain the gauge
invariant topological indices we only need the expression
for Aκ(κ,α). Using (58) in (49a) and performing trivial but
lengthy manipulations we come to
A±κ =
C1
ǫ2±
− C2
ǫ2±−τ21−τ24
+ 2C2+C3
2ǫ2±−τ21−τ22−τ23−τ24
(59)
where
4πC1 =
τ2
1
τ2
3
−τ2
2
τ2
4
τ2
1
+τ2
2
+τ2
3
+τ2
4
, (60a)
2πC2 =
τ2
1
τ2
2
−τ2
3
τ2
4
τ2
1
−τ2
2
−τ2
3
+τ2
4
, (60b)
8πC3 =
(τ2
1
−τ2
2
−τ2
3
+τ2
4
)(τ2
1
+τ2
2
−τ2
3
−τ2
4
)
τ2
1
+τ2
2
+τ2
3
+τ2
4
. (60c)
Mind that the connection (59) involves ǫ2 rather than ǫ.
Using (56) and integrating over κ we obtain
µ±(α)≡
∮
A±κ (κ,α)dκ=
= 1
4
sgn(τ21τ
2
3−τ22τ24)− 12sgn(τ21τ22−τ23τ24)∓
∓
(τ1τ3+τ2τ4)(τ21+τ22+τ23+τ24)
2π(τ1τ3−τ2τ4)
p
u+v Π
(
−λ , 2v
u+v
)
∓
∓
(τ1τ2−τ3τ4)(τ21−τ22−τ23+τ24)
π(τ1τ2+τ3τ4)
p
u+v Π
(
ζ ,
2v
u+v
)
±
±
τ2
1
−τ2
2
+τ2
3
−τ2
4
2π
p
u+v
K
(
2v
u+v
)
(61)
9where K and Π are the complete elliptic integrals
K(x)=
∫π/2
0
dϑ√
1− xsin2ϑ
, (62a)
Π(y,x)=
∫π/2
0
dϑ
(1− ysin2ϑ)
√
1− xsin2ϑ
, (62b)
and
λ= 4τ1τ2τ3τ4
(τ1τ3−τ2τ4)2
, (63a)
ζ= 4τ1τ2τ3τ4
(τ1τ2+τ3τ4)2
. (63b)
✦ If the system is quarter-filled we employ µ+(α) corre-
sponding to the lowest band ǫ = −ǫ+ in Fig. 13. We then
search for the combinations µ+(α1)−µ+(α2) which (besides
being gauge invariants) would be quantized. Taking into
account that the last three terms of (61) are insensitive to
α→α+π, we find that the sought for quantization occurs
for |α1−α2| =π. In particular, we find
σ2 ≡ sgn(t21 t24− t22 t23)=µ+( 12π)−µ+( 32π), (64a)
σ3 ≡ sgn(t21 t22− t23 t24)=µ+(π)−µ+(0). (64b)
These parameters are responsible for splitting off certain
edge state levels from the lowest band, e.g. ǫ=−(t21+ t22)1/2
and ǫ=−(t21+ t24)1/2 splitting off the lowest band in Fig. 6.
Remark that σ1 ≡ sgn(|t1 t3|−|t2 t4|) does not emerge here.
This is reasonable since σ1 controls closing/opening of the
central gap (it is closed for t1 t3 = t2 t4), which is irrelevant
due to the quarter-filling.
✦ For half-filling we sum up over the two lower bands.
In that case we trivially come to
µ(α)≡µ+(α)+µ−(α)=
= 1
2
sgn(|τ1τ3|− |τ2τ4|)−sgn(|τ1τ2|− |τ3τ4|) (65)
where from the parameters σ1,2,3 can be expressed as
σ1 ≡ sgn(t21t23− t22 t24)=µ(0)−µ( 12π)+µ(π)−µ( 32π), (66a)
σ2 ≡ sgn(t21t24− t22 t23)=µ( 12π)−µ( 32π), (66b)
σ3 ≡ sgn(t21t22− t23 t24)=µ(π)−µ(0). (66c)
Remark that the three combinations standing in the right
hand sides of (66) are linearly independent.
5. Conclusions
Summarizing, we have studied the issue of edge states
in a tight-binding model on a finite chain with four-fold al-
ternated hoppings. Employing the technique developed in
Ref. [7], the one-particle eigenvalue problem is solved an-
alytically and the wave functions are expressed in terms
of the Chebyshev polynomials Un(ξ). Energy eigenvalues
of the edge states and the conditions for their formation
are also found analytically. All analytic results are con-
firmed by numeric calculations.
It is found that the chains with odd number of sites pro-
duce 4 phases which differ one from another with respect
to the content (presence/absence) of various edge states,
while chains with even sites produce 8 different phases.
Remark also that the flat shapes of some edge state lev-
els result from particular parameterizations. To be clear
we present the phase diagramme for N = odd in Fig. 14.
Figs. 2, 3 and 4 depict the energy spectra ǫ1÷101 versus
the parameter ϑ1 introduced by (30). Varying ϑ1 we thus
vary the ratio t1/t2 while t3/t4 is kept constant. This cor-
responds to the dashed straight lines shown in Fig. 14;
the lowest corresponds to ϑ2 < 14π where the phase C iso-
lates A from D; middle one is for ϑ2 = 14π, so that no in-
termediate phase occurs between A and D; and the upper
one is for ϑ2 > 14π with A and D separated by B. In these
three cases the edge state levels (Figs. 2,3,4) are all flat.
t1/t2
t 4
/t
3
A
B
C
D
t1t4 = t2t3 t1t3 = t2t4
FIG. 14: Phase diagramme for N = 4J+1.
Alternatively, one may plot the spectrum ǫ1÷101 versus
the parameter varying along the circular path in Fig. 14.
In that case the spectrum looks as in Fig. 15 and the edge
state energy levels ǫ=±(t2
1
+ t2
2
)1/2 and ǫ=±(t2
3
+ t2
4
)1/2 are
no longer flat but interpolate between the two bands.
A B D C
FIG. 15: Energy spectrum for N = 4J+1 versus the parameter
along the circular path in Fig. 14.
Further, we have proposed the scheme for constructing
gauge invariant curvature applicable to general 1D peri-
odic chain. In the case of the two-band model the scheme
reproduces the Zak phase, while for the four-band model
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it recovers the defining parameters σ1,2,3 as gauge invari-
ant topological indices.
As previously pointed out, the shift α→α+ 1
4
π in τn(α)
represents the permutation t1 → t2 → t3→ t4→ t1 which
can be treated as translation of the chain in x-space, while
the shift of κ represents translation in momentum space.
In this light the pair (κ,α) resembles canonical conjugate
pair, while the torus might be regarded as the correspond-
ing phase space.
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Appendix A: Three-Term Periodic Recursion
We solve the recurrence relation
tnψn+ǫψn+1+ tn+1ψn+2 = 0 (A1)
provided the coefficients are periodic tn+ω = tn.
For this purpose we employ the results of Ref. [7]. Let
pn(x) be a sequence of polynomials set by the recursion
pn(x)= (x+bn−1)pn−1(x)−an−1pn−2(x) (A2)
supplied by the boundary conditions p−1 = 0 and p0 = 1,
and the periodic coefficients an+ω = an and bn+ω = bn.
As shown in Ref. [7] the polynomial pω−1 divides p2ω−1
q(x)= p2ω−1(x)
pω−1(x)
(A3)
where q(x) is of order of ω.
Then the solution to (A2) appears as
pωn+s = an−1ps+ωUn−1(q/2a)−an psUn−2(q/2a) (A4)
where a2 ≡ a1a2 · · ·aω.
We proceed to bring (A1) to the form (A2). Introducing
pn ≡ (t1 · · · tn)ψn+1 we rewrite (A1) as
pn+1 =−ǫpn− t2n pn−1 (A5)
and the boundary condition ψ0 = 0 takes the form p−1 = 0.
We thus come to the recursion set by (A2) with an = t2n
and bn = 0.
✦ For the two-band model the periodicity is ω= 2, and
q(ǫ) set by (A3) appears as
q(ǫ)= ǫ2− t21− t22. (A6)
Using (A4) we solve pn and rewriting in terms of ψn
find
ψ2n+s(ǫ)=ψs+2(ǫ)Un−1(ξ)−ψs(ǫ)Un−2(ξ), (A7)
where
ξ≡
ǫ2− t2
1
− t2
2
2t1t2
. (A8)
Writing out (A7) for s= 1,2 we find
ψ2n+1 =ψ3Un−1(ξ)−ψ1Un−2(ξ), (A9a)
ψ2n+2 =ψ4Un−1(ξ)−ψ2Un−2(ξ). (A9b)
Employing the recursion (A1) we expressψ2,3,4 in terms
of ψ1 and rewrite (A9) as (4).
✦ For the four-band model the periodicity is ω= 4, and
q(ǫ) set by (A3) appears as
q(ǫ)= ǫ4− (t21+ t22+ t23+ t24)ǫ2+ t21 t23+ t22t24. (A10)
Using (A4) we solve pn and rewriting in terms of ψn
find
ψ4n+s(ǫ)=ψs+4(ǫ)Un−1(ξ)−ψs(ǫ)Un−2(ξ), (A11)
where
ξ≡
ǫ4− (t2
1
+ t2
2
+ t2
3
+ t2
4
)ǫ2+ t2
1
t2
3
+ t2
2
t2
4
2t1 t2 t3 t4
. (A12)
Writing out (A11) for s= 1,2,3,4 we find
ψ4n+1 =ψ5Un−1(ξ)−ψ1Un−2(ξ), (A13a)
ψ4n+2 =ψ6Un−1(ξ)−ψ2Un−2(ξ), (A13b)
ψ4n+3 =ψ7Un−1(ξ)−ψ3Un−2(ξ), (A13c)
ψ4n+4 =ψ8Un−1(ξ)−ψ4Un−2(ξ). (A13d)
Employing (A1) we express ψ2÷8 via ψ1 and rewrite
(A13) as (22). In so doing we use Un+1(x) = 2xUn(x)−
Un−1(x).
Appendix B: N = 4J+1
We search for the edge states provided J →∞. For this
purpose we study the equation (26a)
ǫ
[
UJ(ξ)
UJ−1(ξ)
+ t1 t4
t2 t3
]
= 0. (B1)
Since the edge states emerge only when |ξ| > 1, we ana-
lyze the equation (B1) for ξ> 1 and ξ<−1.
✦ ξ> 1. In this case we have UJ(ξ)> 0, hence the only
solution to (B1) is given by ǫ = 0. Using this in (23) we
find
ξ= 1
2
(
t1 t3
t2 t4
+ t2 t4
t1 t3
)
Ê 1 (B2)
i.e. we have ξ> 1 except when t1t3 = t2 t4 where ξ= 1.
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We are now about to use (B2) in (22) and (25) involving
the quantities Un(ξ). Here we use the relation
Un
[
1
2
(
x+ 1
x
)]
= 1− x
2n+2
xn(1− x2) (B3)
which in fact is the same (10) and allows to calculateUn(ξ)
in the exact way. For t1t3 < t2 t4 we use (22) and come to
(27), while for t1 t3 > t2 t4 we use (25) and come to (28).
✦ ξ<−1. In this case we put ξ=− cosh z and using (10)
write the ratio of two polynomials standing in (B1) as
UJ(ξ)
UJ−1(ξ)
=−sinh[(J+1)z]
sinh[Jz]
. (B4)
Taking J→∞we put z> 0 (the same final result occurs
for z< 0) and come to
UJ(ξ)
UJ−1(ξ)
→−ez. (B5)
Using this in (B1) we obtain
ez = t1 t4
t2 t3
. (B6)
Provided z is taken to be positive, the last relation implies
that the case under consideration can be realized only if
t1 t4 > t2t3.
Substituting (B6) into ξ=−cosh z we rewrite the equa-
tion (23) as (ǫ2−t21−t22)(ǫ2−t23−t24)= 0 producing four levels
ǫ=±(t21+ t22)1/2, (B7a)
ǫ=±(t23+ t24)1/2. (B7b)
For (B7a) we use (22) and come to (29a), while for (B7b)
we use (25) and come to (29b).
Appendix C: N = 4J+2
We study the secular equation (26b) in the limit of J→
∞ and consider the cases |ξ| > 1.
✦ ξ > 1. Taking ξ = cosh z we write the equation (26b)
as
ǫ2− t2
1
t1 t2
sinh[(J+1)z]
sinh[Jz]
+ t4
t3
= 0. (C1)
Assuming z> 0, and taking the limit J→∞ this leads to
ez =− t4
t3
t1 t2
ǫ2− t2
1
(C2)
Substituting (C2) into ξ= cosh z and combining with (23)
we come up to the following three equations
ǫ2 = 0, (C3a)
ǫ2 = t21+ t22, (C3b)
ǫ2 = t21+ t24. (C3c)
Last two options are controversial since the right hand
side of (C2) becomes negative. Using (C3a) in (C2) we find
ez = t2 t4
t1 t3
, (C4)
i.e. provided z > 0, we may have ξ > 1 only for t1 t3 < t2 t4
with ǫ2 = 0. The fact that the eigenvalue occurs as ǫ2 = 0
signifies the energy level with ǫ= 0 is doubly degenerated.
One of the two wave functions is obtained by assuming ψ1
is finite. In that case we use (22) and come to (31a). The
other is obtained by assuming ψN is finite. In that case
we use (25) which leads to (31b).
✦ ξ<−1. We put ξ=−cosh z and rewrite (C1) as
ǫ2− t2
1
t1t2
sinh[(J+1)z]
sinh[Jz]
− t4
t3
= 0 (C5)
Assuming z> 0, and taking the limit J→∞ we obtain
ez = t4
t3
t1t2
ǫ2− t2
1
. (C6)
Substituting this into ξ = −cosh z and combining with
(23) we come to the same three options given by (C3). In
this case the first option is controversial and we study the
last two
ǫ2 = t21+ t22 =⇒ ez = t1 t4/t2 t3, (C7a)
ǫ2 = t21+ t24 =⇒ ez = t1 t2/t3 t4. (C7b)
which may occur for t1 t4 > t2 t3 and t1t2 > t3 t4, respec-
tively.
For (C7a) we use (22) and come to (32). For (C7b) we
use (25) which gives (33).
Appendix D: N = 4J+3
Secular equation (26c) breaks into the following three
ǫ= 0, (D1a)
ǫ2 = t21+ t22, (D1b)
UJ(ξ)= 0. (D1c)
The roots of Chebyshev polynomials are all located in the
segment (−1,+1), hence (D1c) leads to |ξ| < 1, i.e. to bulk
states.
✦ Using ǫ = 0 in (23) we find ξ = 1
2
(t1t3/t2 t4) +
1
2
(t2 t4/t1 t3) and we consider the two options t1t3 < t2 t4
and t1 t3 > t2 t4. In the first case we use (22) and come to
(34), while for the other we use (25) and come to (35).
✦ Using ǫ2 = t2
1
+ t2
2
in (23) we obtain
ξ=−
t2
1
t2
4
+ t2
2
t2
3
2t1 t2 t3 t4
É−1 (D2)
and we have two options t1 t4 > t2 t3 and t1 t4 > t2 t3. In the
first case we use (22) and come to (36). For the other we
use (25) and come to (37).
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Appendix E: N = 4J+4
✦ ξ> 1. Taking ξ= cosh z the equation (26d) reads
sinh[(J+2)z]
sinh[(J+1)z] +
t4
t3
ǫ2− t2
2
t1t2
= 0. (E1)
Assuming z> 0 we take the limit J→∞ and obtain
ez =− t4
t3
ǫ2− t2
2
t1 t2
. (E2)
Using this in ξ= cosh z and combining with (23) we find
ǫ2 = 0, (E3a)
ǫ2 = t21+ t22, (E3b)
ǫ2 = t22+ t23. (E3c)
(E3b) and (E3c) controversial since the right hand side
of (E2) becomes negative. Using (E3a) in (E2) we find
ez = t2 t4
t1 t3
, (E4)
i.e. provided z > 0, we may have ξ > 1 only if t1 t3 < t2t4
with ǫ2 = 0. The fact that the eigenvalue occurs as ǫ2 = 0
implies the energy level with ǫ= 0 is doubly degenerated.
One of the two is obtained using (22) and leads to (38a).
The other one is obtained using (25) and appears as (38b).
✦ ξ<−1. Taking ξ=−cosh z, the secular equation (26d)
reads
sinh[(J+2)z]
sinh[(J+1)z] −
t4
t3
ǫ2− t22
t1 t2
= 0. (E5)
Assuming z> 0, and taking the limit J→∞ we obtain
ez = t4
t3
ǫ2− t22
t1t2
. (E6)
Substituting this into ξ = −cosh z and combining with
(23), we obtain the same three options (E3). First option
is controversial, and we study the last two ones
ǫ2 = t21+ t22 =⇒ ez =
t1 t4
t2 t3
, (E7a)
ǫ2 = t22+ t23 =⇒ ez =
t3 t4
t1 t2
, (E7b)
hence the first one occurs if t1 t4 > t2 t3, and the second
one occurs for t1t4 < t2t3. In the first case we use (22) find
(39), while in the second one we use (25) and come to (40).
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