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Resumen Las asociaciones espaciales constituyen uno de los tipos de
regularidades ma´s utilizadas para la inteligencia de negocio en relacio´n
a los datos espacialmente referenciados. Debido a las particularidades
de este tipo de informacio´n, distintos acercamientos han sido propuestos
a lo largo del tiempo para el minado de las mismas, sin embargo, no
existe una forma definida de realizar esta actividad que sea adaptable a
las situaciones particulares de los distintos problemas de negocio que se
presentan. Por este motivo se propone en el presente trabajo un proceso
de explotacio´n de informacio´n que permita modelar distintos escenarios y
relaciones espaciales haciendo uso de la teor´ıa de grafos, y la bu´squeda de
los patrones de asociacio´n mediante el uso de algoritmos de bu´squeda de
subgrafos frecuentes. Una prueba de concepto de la propuesta utilizando
datos reales es llevada a cabo para ilustrar la implementacio´n del mismo.
Keywords: Asociacio´n Espacial, Miner´ıa de Datos Espaciales, Explo-
tacio´n de Informacio´n Espacial, Subgrafos Frequentes
1. Introduccio´n
La explotacio´n de informacio´n espacial busca encontrar patrones interesantes
y novedosos en un conjunto de datos espacialmente referenciados para as´ı apoyar
la toma de decisiones estrate´gicas de una organizacio´n [1]. Entre estos patrones
interesantes, las asociaciones espaciales constituyen uno de los ma´s utilizados [2],
sin embargo, debido a las caracter´ısticas de este tipo particular de informacio´n,
diferentes desaf´ıos se presentan [3].
En primer lugar, D = {{sj}, {vk}} es un dato espacial si esta´ compuesto por
dos clases de atributos, un conjunto de n atributos espaciales {sj}, j = 1..n, y un
conjunto de m atributos no espaciales {vj}, k = 1..m. Los u´ltimos mencionados
almacenan mediciones sobre el dominio del problema, mientras que los primeros
vinculan estas mediciones con un lugar espec´ıfico del espacio [4].
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A partir de esta dependencia espacial de los atributos se pueden extraer rela-
ciones entre las distintas instancias de los datos tales como relaciones geome´tricas
basadas en la distancia euclideana, como la vecindad o la lejan´ıa, relaciones to-
polo´gicas, como las intersecciones e inclusiones, relaciones de ubicacio´n, como
que un objeto se encuentre al norte o debajo de otro, y relaciones mixtas como
la perpendicularidad o el paralelismo.
Estas relaciones se calculan de diversas maneras en funcio´n del dominio del
problema y del tipo de dato espacial que estemos utilizando: puntos, lineas o
regiones. En consecuencia, las asociaciones en el espacio no solo contemplara´n
los valores de los atributos no espaciales, sino que adema´s debera´n considerar las
relaciones entre los objetos espaciales, a diferencia de los patrones de asociacio´n
transaccionales tradicionales [5, 6].
Por otro lado, es necesario considerar adema´s el feno´meno de la heterogenei-
dad espacial: un patro´n espacial puede tener distinta probabilidad de ocurrencia
en distintas ubicaciones del espacio, por lo que tiene sentido la bu´squeda de
patrones locales [7]. De esta forma, las asociaciones debera´n ser analizadas par-
ticularmente en secciones del espacio estudiado.
Todas estas caracter´ısticas deben ser tenidas en cuenta para encontrar patro-
nes de asociacio´n en datos espacialmente referenciados, sin embargo, los distintos
trabajos realizados hasta la fecha solucionan los distintos problemas que se pre-
sentan de manera aislada: Saleb y Christel (2000) [8] proponen la consideracio´n
de mu´ltiples jerarqu´ıas de datos espaciales; Sutjipto y otros [9] utilizan acerca-
mientos basados en el algoritmo A-Priori, Malerba y Lisi (2001) [10], Malerba y
Esposito (2002) [11] y Appice y otros (2003) [6] proponen la utilizacio´n de algo-
ritmos basados en Programacio´n Lo´gica Inductiva, mientras que Ladner y otros
(2003) [12], y Bai y otros (2014) [13] incorporan el uso de lo´gica difusa (fuzzy
logic) para el modelado de las relaciones entre los objetos espaciales, y Zhang
(2017) [14] y Goudarzi y Ghadiri (2017) [15] la utilizacio´n de metaheur´ısticas co-
mo algoritmos gene´ticos y programacio´n evolutiva. Por otro lado, Lee (2004) [16]
propone un acercamiento basados en transformacio´n de datos y Yang y otros
(2005) [17] incorpora el uso de estructuras como grafos. Por u´ltimo, distintos
feno´menos son considerados: la localidad de los patrones por Ding y otros (2006,
2011) [18, 19] y Sha y otros (2010, 2015) [20, 21], y la autocorrelacio´n espacial,
el efecto vecindario y el efecto derrame por Dao y Thill [22].
Esta variedad de soluciones hace que aumente la complejidad de modelar el
problema correctamente e implementar de forma adecuada una solucio´n para el
mismo. Por este motivo, es necesario un proceso para la bu´squeda de patrones de
asociacio´n que permita el modelado de distintas relaciones espaciales simulta´nea-
mente entre distintas clases de objetos espaciales, la posibilidad de buscar los
patrones localmente, y la bu´squeda de patrones alrededor de objetos espaciales
de referencia, para enfocar la bu´squeda segu´n el problema considerado.
Para esto, se presenta el proceso de explotacio´n de informacio´n propuesto
analizando cada una de sus etapas (seccio´n 2) y se realiza una prueba de concepto
del mismo sobre datos reales para ilustrar la implementacio´n del mismo (seccio´n
3). Finalmente se presentan conclusiones (seccio´n 4).
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2. Proceso para el Descubrimiento de Asociaciones
Espaciales
Un patro´n de asociacio´n consiste en un predicado compuesto que posee una
alta probabilidad de ocurrencia. Una asociacio´n es llamada espacial si por lo me-
nos uno de sus predicados simples componentes involucra una relacio´n espacial
entre objetos espaciales. Por ejemplo, sean A una ciudad perteneciente al con-
junto de datos, X una iglesia ubicada en A, Y una plaza ubicada en A, entonces
se verifica que en A, las iglesias se encuentran cerca de las plazas:
EsCiudad(A)∧EsIglesia(X)∧EsP laza(Y )∧Incluido(X,A)∧Incluido(Y,A)∧V ecinos(X,Y )
Como se puede observar en este predicado, Incluido(X,C), Incluido(Y,C) y
V ecinos(X,Y ) son predicados espaciales relacionados con relaciones topolo´gicas
y geome´tricas. Mu´ltiples relaciones distintas deben ser tenidas en cuenta para
encontrar asociaciones complejas que resulten interesantes para la inteligencia
de negocio. Adema´s, estas relaciones deben ser calculadas localmente debido al
feno´meno ya mencionado de la heterogenidad espacial [7].
En el presente trabajo, en consecuencia, se introduce un proceso de explota-
cio´n de informacio´n que permite extraer asociaciones espaciales contemplando la
posibilidad de incorporar mu´ltiples relaciones espaciales, la heterogeneidad es-
pacial, y el poder limitar la bu´squeda alrededor de tipos de datos de intere´s para
el dominio del problema. Este proceso (Figura 1) consta de 5 fases: preparacio´n
de datos (Seccio´n 2.1), definicio´n de vecindarios (Seccio´n 2.2), modelado gra´fico
de relaciones espaciales (Seccio´n 2.3), minado de subgrafos frecuentes (Seccio´n
2.4), y evaluacio´n de resultados (Seccio´n 2.5).
2.1. Preparacio´n de los datos
La primera etapa del proceso de explotacio´n de informacio´n consiste en la
preparacio´n de los datos espacialmente referenciados. Estos datos, disponibles
en distintas fuentes, deben ser codificados de tal forma que las relaciones entre
los mismos puedan ser extra´ıdas en etapas posteriores.
Figura 1. Proceso de Explotacio´n de Informacio´n para el descubrimiento de Asocia-
ciones Espaciales.
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Dos conjuntos de datos datos deben ser determinados: los datos objetivo, al-
rededor de los cuales se desea encontrar patrones de conocimiento, y los datos re-
levantes, que se relacionara´n con los datos objetivos y proveera´n informacio´n u´til
para el dominio del problema [23]. Estos conjuntos debera´n ser limpiados y pre-
parados, resolviendo errores, inconsistencias, datos nulos y anomal´ıas. Adema´s,
nuevos atributos derivados podra´n ser generados en caso de que se lo requiera, o
incluso nuevos datos espaciales a partir de los disponibles en las distintas fuentes
de datos de entrada.
Esta etapa requiere un esfuerzo considerable y posiblemente varias itera-
ciones, por lo que es recomendable implementar todo el proceso mediante una
metodolog´ıa apropiada, tal como CRISP-DM [24] o MoProPEI [25].
2.2. Definicio´n de Vecindarios
Como se ha mencionado anteriormente, los patrones encontrados en el con-
junto de datos pueden poseer una alta probabilidad de ocurrencia en solo algunos
lugares del espacio contemplado, por lo que una bu´squeda local o regional debe
ser realizada [7].
Para esto se propone la definicio´n de particiones del conjunto de datos, a las
que denominaremos vecindarios, y la ejecucio´n de la bu´squeda de asociaciones
dentro de cada una de ellas. Estos vecindarios pueden ser definidos previamente,
correspondie´ndose a caracter´ısticas del dominio del problema, o bien pueden ser
definidos mediante te´cnicas de segmentacio´n o clustering espacial.
En el presente trabajo se recomienda la utilizacio´n de algoritmos de agrupa-
miento o bien basados en densidad o bien basados en distancia sobre los atri-
butos espaciales. Esta preferencia esta´ fundamentada en la Primera Ley de la
Geograf´ıa, la cual establece que existe una mayor relacio´n entre los objetos es-
paciales que se encuentran cercanos entre si [26–29]. Opciones a ser utilizadas
en la implementacio´n del proceso son los algoritmos basados en densidad de la
familia DBSCAN [30–35].
2.3. Modelado Gra´fico de Relaciones Espaciales
Una vez generados los vecindarios espaciales es necesario explicitar por ca-
da uno de ellos las relaciones espaciales entre los objetos espaciales objetivo y
los objetos de referencia. En funcio´n del dominio del problema distintos tipos
de relaciones pueden ser consideradas [6]: (i) Relaciones Geome´tricas, si esta´n
basadas en la distancia euclidiana; (ii) Direccionales, basadas usualmente en el
concepto de vecindario en grillas, utiliza´ndose el modelos de 8 direcciones (Nor-
te, Noreste, Este, Sudeste, Sur, Suroeste, Oeste, Noroeste); (iii) Topolo´gicas,
independintes del concepto de distancia y aplicables a cualquier tipo de obje-
to espacial, se utiliza normalmente el modelo de 9-intersecciones [36–38]; (iv)
Hı´bridas, si responden a mu´ltiples categor´ıas anteriores, como el paralelismo y
la perpendicularidad.
Para este modelado se hace uso de la teor´ıa de grafos por su estrecha relacio´n
con los predicados y el tipo de patro´n que se busca [11] (Figura 2). Sea entonces












Figura 2. Ejemplo simplificado del modelado de relaciones espaciales mediante mul-
tigrafos. Se puede apreciar una instancia del patro´n de asociacio´n mencionado en la
seccio´n 2.
un multigrafo sin bucles G = (V,E, L,K, φ,Pl,Pk) en donde V es un conjunto
de ve´rtices que se corresponden con las instancias de los objetos espaciales,
E es un conjunto de aristas que se corresponden con las relaciones entre los
objetos espaciales, L es un conjunto de caracter´ısticas o valores de los atributos
de los objetos espaciales, K es un conjunto de caracter´ısticas o atributos de
las relaciones espaciales, φ : E → {{v1, v2}|v1 ∈ V ∧ v2 ∈ V ∧ v1 6= v2} es
la funcio´n de incidencia de las relaciones espaciales sobre los objetos espaciales,
Pl ⊆ V×L es la relacio´n de etiquetado de caracter´ısticas de los objetos espaciales,
y Pk ⊆ E × K es la relacio´n de etiquetado de caracter´ısticas de las relaciones
espaciales.
De esta manera, al poseer mu´ltiples aristas por cada par de ve´rtices, se pue-
den modelar distintos tipos de relaciones, que a su vez pueden ser etiquetadas
con diversos atributos y, de la misma manera, varios atributos de los objetos
espaciales pueden ser tenidos en cuenta. Por otro lado, si la situacio´n lo amerita,
estas relaciones pueden ser explicitadas mediante el uso de lo´gica difusa [12].
2.4. Minado de Subgrafos Frecuentes
Con el propo´sito de extraer las asociaciones en el espacio con alta tasa de ocu-
rrencia se propone la bu´squeda de subgrafos frecuentes dentro de los grafos aso-
ciados a cada vecindario espacial. Dado un multigrafo G = (V,E,L,K, φ,Pl,Pk)
como el descrito en la seccio´n anterior, el problema de la bu´squeda de subgrafos
frecuentes en un u´nico gran grafo consiste en encontrar subgrafos Gi ⊂ G que
sean recurrentes en G o, dicho de otra manera, que se repitan mu´ltiples veces
dentro del grafo original (Figura 3). Es necesario remarcar que para que un gra-
fo sea isomorfo con otro, las etiquetas de los nodos y las aristas tambie´n deben
coincidir.
Estos subgrafos frecuentes representan aquellas relaciones entre tipos de ob-
jetos espaciales que poseen una alta tasa de ocurrencia dentro del modelo gra´fico
de los objetos espaciales, correspondiendo as´ı a asociaciones espaciales. Al po-
seer mu´ltiples relaciones y etiquetas, diversas situaciones pueden ser exploradas
simulta´neamente.
Mu´ltiples algoritmos han sido disen˜ados para la bu´squeda de subgrafos fre-
cuentes en grandes grafos, teniendo adema´s diversas formas de medir la relevan-
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Figura 3. Ejemplo de subgrafo frecuente en un grafo simple sin etiquetas en las aristas.
cia de cada subgrafo frecuente en funcio´n de para´metros como la recurrencia o
el ı´ndice de compresio´n de informacio´n. Algunos ejemplos de algoritmos bien co-
nocidos son IncGM+, FSSG, SUBDUE, HSIGRAM, GREW, entre otros [39–41]
Como resultado de esta fase se obtiene un conjunto de subgrafos frecuentes
por cada vecindario, que debera´n ser analizados con el fin de obtener conoci-
miento u´til para la toma de decisiones.
2.5. Ana´lisis de Resultados
Como paso final resta el filtrar aquellos subgrafos frecuentes triviales (aque-
llos no novedosos en el dominio del problema) y traducir los subgrafos frecuentes
restantes a predicados compuestos a fin de poder ser utilizados por la inteligencia
de negocios.
Este paso puede realizarse de manera automatizada o bien ser realizado por
el analista con conocimiento en el dominio del problema o con la ayuda de un
experto.
3. Prueba de Concepto
La prueba de concepto efectuada en esta seccio´n pretende ilustrar el funcio-
namiento del proceso de explotacio´n de informacio´n propuesto mediante el uso
de distintas herramientas de programacio´n y miner´ıa de datos para su imple-
mentacio´n.
Como entrada del proceso se dispone de 10 archivos con la ubicacio´n de
distintos tipos de edificios de la Ciudad Auto´noma de Buenos Aires y alrededo-
res (Bibliotecas, Cl´ınicas, Oficinas de Correo, Instalacio´n Deportiva, Discotecas,
Escuelas, Estaciones de Servicio, Iglesias, Museos y Estaciones de Polic´ıa). Por
cada uno de ellos, en la etapa de preparacio´n de los datos, se generaron mediante
la herramienta QGis1 objetos espaciales puntuales que consisten en dos atribu-
tos espaciales con informacio´n sobre la Latitud y la Longitud, y un atributo no
espacial con el tipo de edificio. Posteriormente se seleccionaron solo aquellos que
se encuentran dentro de la Ciudad Auto´noma de Buenos Aires para acotar el
dominio de bu´squeda, resultando 742 puntos (Figura 4, Izquierda).
1 http://qgis.org/ [10 de julio de 2018]
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Figura 4. Objetos espaciales generados para la prueba de concepto (Izquierda). Ve-
cindarios generados para la prueba de concepto utilizando HDBSCAN (Derecha).
Posteriormente,en la fase de definicio´n de vecindarios, se utilizo´ el algoritmo
HDDBSCAN [35] de la libreria ’dbscan’2 de R sobre los atributos espaciales de
los datos, gene´randose dos vecindarios con un mı´nimo de 50 puntos en cada uno
(Figura 4, Derecha), para reducir el nu´mero de vecindarios generados por fines
ilustrativos.
Luego, por cada uno de los vecindarios se explicitaron las relaciones geome´tri-
cas de vecindad entre los objetos espaciales mediante un grafo, genera´ndose un
ve´rtice por cada uno de ellos etiquetado con el tipo de edificio al que corres-
ponde, y un arista etiquetado con la etiqueta “Cerca” si la distancia entre los
ve´rtices adyacentes resulta menor a 150 metros. Como resultado se obtuvo un
grafo con 71 ve´rtices y 45 aristas para el vecindario 1, y un grafo con 15 ve´rtices
y 11 aristas para el vecindario 2.
Para la obtencio´n de los subgrafos frecuentes en cada uno de los vecindarios
se utilizo´ el algoritmo SUBDUE implementado en la aplicacio´n Subdue Graph
Miner 3, obtenie´ndose para el vecindario 1 un subgrafo con una tasa de com-
presio´n del 15,5 % del que se extrajo el predicado Correo(X) ∧Discoteca(Y ) ∧
Cerca(X,Y ), y dos subgrafos del vecindario 2, con una tasa de compresio´n
del 27,2 %, de los que se extrajeron los predicados Clinica(X) ∧ Correo(Y ) ∧
Cerca(X,Y ) y Correo(X) ∧Deporte(Y ) ∧ Cerca(X,Y ).
Como se puede observar, el patro´n observado en el primer vecindario no se
evidencia en el vecindario nu´mero 2, y viceversa, por lo que son patrones que
solo poseen una alta probabilidad de ocurrencia local.
4. Conclusio´n
En el presente trabajo se presenta el disen˜o de un proceso de explotacio´n
de informacio´n para el descubrimiento de patrones de asociacio´n en datos espa-
cialmente referenciados. Este proceso resulta suficientemente flexible para poder
2 https://cran.r-project.org/web/packages/dbscan/dbscan.pdf [10 de julio de 2018]
3 http://ailab.wsu.edu/subdue/ [10 de julio de 2018]
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contemplar multiplicidad y variedad de relaciones espaciales extraidas de dife-
rentes tipos de datos espaciales, haciendo uso de estructuras de grafo para el
modelado de las mismas. Se tiene en cuenta adema´s los feno´menos de heteroge-
neidad y autocorrelacio´n espacial definiendo vecindarios en los cuales se realizara´
la bu´squeda de este tipo de regularidad.
Por otro lado, se presenta una prueba de concepto utilizando datos reales en
la cual se pone en evidencia como se realiza la implementacio´n del proceso utili-
zando distintas herramientas y te´cnicas para cada una de las etapas propuestas.
En futuros trabajos se hara´ e´nfasis en estrategias de implementacio´n de cada
una de las fases segu´n el dominio del problema a fin de reducir los tiempos
computacionales de ejecucio´n de las actividades para grandes volu´menes de datos
con gran cantidad de relaciones entre los mismos. Adema´s se evaluara´n distintas
estrategias de implementacio´n de extraccio´n de relaciones difusas.
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