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INtrODUctION
More industries, organizations, and offices are installing WLANs to support the growing demand of wireless users. The motivation is to reduce the cost of running cables and, more importantly, meet the demand of users who wish to stay connected to the network, communicate with others, and access the World Wide Web while roaming.
Numerous research has been conducted on load balancing (Akl & Park, 2005; Fang & Low, 2004; Haidar, et al., May 2007; Papanikos & Logothetis, 2001; Velayos, et al., 2004) and channel assignment (Akl & Arepally, 2007; Eisenblätter, et al., 2007; Haidar, et al., Sept 2007; Kulkrani & Shenoy, 2004; Lee, et al., 2002; Mishra, et al., 2005) separately. The authors are aware of only one research that involved combining load balancing and channel assignment (Mishra, et al., 2006) . The advantage of combining load balancing and channel assignment in one algorithm is to increase network throughput by utilizing available resources efficiently.
In the load balancing related literature, the authors of (Akl & Park, 2005; Fang & Low, 2004) proposed minimizing AP congestion in WLANs using an Integer Linear Programming (ILP) formulation. In (Akl & Park, 2005; Fang & Low, 2004) , the load at the MCAP was minimized once without applying power management. A free space propagation model is used in (Akl & Park, 2005; Fang & Low, 2004) to associate demand points with candidate APs. The authors in (Papanikos & Logothetis, 2001) proposed a load balancing technique that allows a wireless station to join an AP depending on the number of existing users and the mean Received Signal Strength Indicator (RSSI). In (Velayos, et al., 2004) , the authors proposed a load-balancing scheme for overlapping wireless cells. Load Balancing Agents (LBA) running at each AP broadcast periodically the local loads via the Ethernet backbone and determine whether the AP is overloaded, under-loaded, or balanced. Users in overloaded APs are forced to dissociate from their corresponding AP and associate with an under-loaded AP. In (Haidar, et al., May 2007) , we proposed an algorithm that decrements the transmitted power at the MCAP in discrete steps until any of the three following conditions is met: (1) at least one user can no longer associate with any potential AP, (2) the desired user's data rate can no longer be accommodated, or (3) the balance index value exceeds a predefined threshold. At that stage, the network's load is distributed efficiently over the network compared to traditional association based on the highest RSSI. This is accomplished with a lower transmitted power levels at the MCAPs leading to less co-channel and adjacent channel interferences.
At the planning stage, channel assignment is often considered in the context of the problem of AP placement (Eisenblätter, et al., 2007; Kulkrani & Shenoy, 2004; Lee, et al., 2002) . In (Lee, et al., 2002) , an algorithm was proposed for channel assignment in hot-spot service areas using an ILP formulation. The objective was to avoid assigning non-overlapping channels among neighboring APs, leaving other available channels unutilized. The authors in (Eisenblätter, et al., 2007) noted that previous AP placement and channel assignment were always designed sequentially. An integrated model that addresses both issues concurrently was proposed. It was shown that through an ILP formulation, AP placement and channel assignment could be combined, resulting in better performance. In (Kulkrani & Shenoy, 2004) , the authors presented a greedy heuristic algorithm that provides maximum coverage while minimizing interference in the overlapping APs. A channel-assignment based on a Non-Linear Integer Program (NLIP) that minimizes channel interference among neighboring APs was provided in (Akl & Arepally, 2007) . The authors in (Mishra, et al., 2005) proposed a weighted variant of the coloring-graph algorithm to improve the usage of wireless spectrum in WLANs. In (Haidar, et al., Sept 2007) , we proposed a channel assignment algorithm, based on minimizing interference between APs. The algorithm was invoked after the load has been balanced based on the power management scheme presented in (Haidar, et al., May 2007) . Results indicate that a different channel assignment is required to meet users' demands. Note that the channel assignment at the planning stage may result in severe interferences due to users' distribution-even after power has been adjusted on APs. Finally, the authors in (Mishra, et al., 2006) also proposed a client-based channel assignment and load balancing approach that lead to better usage of the wireless spectrum. They showed that a joint solution has significant advantages, such as capturing the effect of interference at the clients and a better channel re-use. Since the authors did not employ any specific indoor propagation model, their model was based on minimizing channel conflicts between APs within one-hop distance from each other, as-suming all APs transmit at the same power. However, in our case, the coverage, which is directly proportional to the transmitted power at the AP, is not fixed after a load-balanced state is achieved. We tend to calculate interferences at users that even extend beyond one-hop distance APs. Losses due to signal propagation are also accounted for.
In this article, we extend our research reported in (Haidar, et al., May 2007; Haidar, et al., Sept 2007) by formulating a NLIP model to maximize the total SIR at the user level, taking into account adjacent and co-channel interference. The authors in (Boulmalf, et al., 2005) showed that an increase in the SIR of the network would be reflected in an increase in the network throughput. After the network achieves a balanced state, as measured by the balance index (Balachandran, et al., 2002; Chiu, et al., 1989) , the SIR of all users is used to reassign channels to the APs. The algorithm in (Haidar, et al., May 2007) balances the load on the WLAN in order to utilize the available bandwidth more efficiently. This is accomplished by reassigning users to different APs, while decrementing the transmitted power of the MCAPs. After achieving a balanced-load state, channels are assigned to APs based on minimizing the interference among neighboring APs ( (Haidar, et al., Sept 2007) . Although assigning channels after load balancing provided better results than assigning channels without load balancing, it still does not take advantage of the users' presence on the network to improve the channel assignment. Therefore, we propose another channel assignment that leads to the maximum SIR for the users. In other words, channels assigned are determined by the user's SIR rather than interference between neighboring APs. One advantage of such a scheme is that if a certain "assigned" channel suffers frequency-selective fading, the effect is recorded at the user(s) affected in terms of a sudden drop in their SIR values below a certain threshold. This triggers the central server to run the algorithm again in order to assign different channels based on maximizing the SIR.
The remainder of this article is organized as follows. The power management algorithm is presented in the next section. The channel assignment algorithms are presented in the section after, followed by the summary of the proposed algorithm and the assumptions involved. Then, the numerical results are presented, followed by the conclusion.
tHE POWEr MANAGEMENt ALGOrItHM
The power management algorithm is based on iteratively decrementing the transmitted power at the MCAPs in discrete steps. The received power at each user's location is evaluated using the No Line of Sight (NLOS) Path Loss model (Lei, et al., 2005) :
(1) Here, PL 0 is the free-space path-loss in dB, d is the distance between user i and AP j in meters, and x α , x s , and y are mutually independent Gaussian random variables of zero mean and unit variance.
Once the power received at a user from an AP exceeds the receiver's predefined sensitivity threshold, that user becomes a candidate for association with that AP. Thus, a user can be a candidate for association with several APs.
The WLAN under consideration consists of a grid of M APs distributed in a single-floor indoor environment. A set of N randomly distributed users seek to associate with an AP each. A user is defined by its randomly assigned position and data rate. After the initial channel assignment, which is based on minimizing the interference between neighboring APs, we seek to redistribute users' associations in order to minimize the overall congestion in the network. We then assign channels to APs based on the final association of users to APs.
As mentioned, this is achieved by first identifying the MCAP and decrementing its transmitted power in discrete steps. This is done such that each user is associated with one and only one AP. The congestion factor at AP j , C j ,is defined as:
where N j is the number of users associated with AP j , R i is the data of user i, and BW j is the maximum bandwidth for each AP (54 Mbps for IEEE 802.11g). The commercial software package LINGO (www.lindo.com) is used to solve the following NLIP (Haidar, et al., May 2007) .
subject to,
Objective (3) minimizes the congestion at the MCAP in each iteration. Constraint (3.1) states that each user must be assigned to one and only one AP at any time. The binary variable, x ij , is 1 when user i is assigned to AP j and 0 otherwise. Constraint (3.2) defines the congestion factor at the APs as a function of the assignment.
It should be noted that as the users' associations are changing due to the decrease of the transmitted power at the MCAP, the algorithm appropriately relocates the new MCAP at each iteration based on the new bandwidth utilization (C j 's of all APs), and decrements its power assuming no changes are occurring in the channel environment during the course of simulation. In other words, users' data rates suffer minimal fluctuations and the average data rate is considered constant over the simulation time, which depends on the variables involved and computer processing time. The final solution provides the power level of the individual APs and the final users' associations such that each user is connected to one AP.
tHE cHANNEL AssIGNMENt ALGOrItHMs
In IEEE 802.11 b/g WLAN, there exists 14 channels. Channels 1, 6 and 11 are non-overlapping, as shown in Figure 1 . Only 11 channels are used in the US. Each channel spreads over 22 MHz due to the Direct Sequence Spread Spectrum (DSSS) technique employed by IEEE 802.11b/g. For instance, channel 1 ranges from 2.401 GHz to 2.423 GHz and its center frequency is 2.412 GHz. The center frequency of two adjacent channels is separated by 5 MHz. The overlapping channel interference factor w jk is defined as follows (Haidar, et al., Sept 2007) :
where Ch j is the channel assigned to AP j , Ch k is the channel assigned to AP k and c is the nonoverlapping portion of two adjacent channels, expressed as a fraction of the frequency spectrum of a channel. For instance, channel 1 and channel 2 do not overlap from 2.401 GHz to 2.406 GHz, as shown in Figure 1 . Normalizing the overlap of 5 MHz over the spectrum of 22 MHz, c is approximately equal to 1/5. When the channels are far apart, as is the case with channels 1 and 6, w jk = 0 (i.e., no interference). When the two channels are the same, w jk = 1 (i.e., maximum interference). Channels should be assigned to APs such that overlapping channel interference is minimized. However, there are limited channel resources (11 channels in IEEE 802.11 b/g). If the same channel is to be assigned to two or more APs that are located far enough from each other, the overlapping channel interference signal detected by each AP should be less than a given threshold. We present two channel-assignment algorithms, to be executed in sequence. The first is commonly used to assign channels to APs in the planning stage, prior to users' connection in the network. In this algorithm, the objective is to minimize the total interference among neighboring APs. The second assigns channels to APs when users enter the network. Remember the objective of the algorithm developed in this article is to maximize SIR at the user level. The following variables are defined for both algorithms:
• A j is the set of neighboring APs to AP j .
• K is the number of available channels, 11 in IEEE 802.11 b/g.
• D jk is the distance between AP j and AP k .
• Q j is the cardinality of set A j.
• P ik is the power received by user i associated with AP k . • P ij is the power received by user i from the interfering AP j .
• Interf jk is the interference on AP j from AP k .
• I ij is the total interference experienced by user i due to all other APs j (where j ≠ k).
• P k is the power transmitted from AP k .
channel Assignment Algorithm 1
The mathematical formulation of the first channel assignment algorithm, based on minimizing interference between APs, is given by the following NLIP formulation: Figure 1 . The three non-overlapping channels
Objective (5.1) minimizes the total interference at each AP j . Constraint (5.2) defines the interference experienced by AP j due to neighboring AP k . Constraint (5.3) is the overlapping channel interference factor w jk . The NLIP determines the integer variables Ch j and Ch k corresponding to the assignment of channels to APs. This algorithm has been used in (Akl and Arepally, 2007; Haidar, et al., Sept 2007) to assign channels in the planning stage, before user connections exist.
channel Assignment Algorithm 2
The mathematical-programming formulation of the second channel assignment algorithm, based on maximizing the SIR for the users, is given below as an NLIP:
for j, k ∈{1,...,M}, for i ∈ {1,...,N}, for Ch j , Ch k ∈ {1,...,K}.
Objective (6.1) maximizes the total SIR for all N users. The total SIR refers to the sum of all SIR values at the individual users in the network. Constraint (6.2) is the overlapping channel interference factor. Constraint (6.3) defines the interference at user i due to all APs j except AP k to which user i is connected. Constraint (6.4) defines the SIR at user i. The NLIP determines the integer variables Ch j and Ch k corresponding to the assignment of channels to APs.
It should be emphasized that the scenarios presented in this article demonstrate the improvements achieved by combining our load balancing algorithm based on power management with the proposed channel assignment at the user level as compared to the existing approaches based solely on interference between APs. If the algorithm is to be executed in real time, each user i must update the serving AP k with its associated SIR i (k) = ∑ j SIR ij (k) upon registering with it. Then each AP, synchronized with the other APs, periodically requests SIR from its users to be transferred to a central server where the proposed algorithm would be running. Similarly, in case of a change in the current user distribution, resulting from users joining or exiting the network, the APs would also transfer the SIR ij (k) information to the central server that runs the load balancing and channel assignment algorithm to reassign channels to the APs.
One can think of our model as representing the scenario in a time slice, for a particular user distribution. It is important to note that userto-user interference was assumed negligible due to its low transmitted power compared to the AP's transmitted power. The model can be executed for all time slices sequentially in which the SIR ij (k) information is updated for each time slice.
sUMMArY OF tHE PrOPOsED ALGOrItHM
The 11-step algorithm, which assigns channels in a power managed WLAN, is summarized as follows:
1. Assign channels to the M APs based on the NLIP model in (5), which is based on minimizing the total interference between APs. 2. Generate N randomly distributed users i. 3. Compute the RSSI at each user i from each AP j using the path loss model in (1). 4. Generate a binary matrix that assigns 1 in the corresponding (i, j) if a user's RSSI exceeds a given threshold value or 0 otherwise. 5. Solve the user-AP assignment NLIP, using the objective function and constraints defined in (3), (3.1), and (3.2). 6. Identify the new MCAP. 7. Decrement the power level of the new MCAP by a discrete step size of 1 dBm. 8. Repeat step 7 until at least one user can no longer associate with an AP. 9. Compute the interference caused by neighboring APs to each user. 10. Compute the SIR for each user. 11. Reassign channels to the APs by invoking the model in (6). If a different user distribution is deployed, go back to step 3.
Note that the following assumptions are imposed in the course of the simulations described in the next section:
1. AP coordinates are given. 2. The average data rate of each user is considered constant during the simulation period. 3. User-to-user interference is ignored. 4. Users are stationary. 5. User-AP association is assumed to be fixed during each iteration until a new association is obtained in step 4. 6. Receiver sensitivity is -85 dBm. 7. Receiver detection threshold is -110 dBm. 8. Initial transmitted power of each AP is 20 dBm.
Another key metric, in addition to the congestion factor (C j ), was used to quantify how balanced is the network and determine the convergence of the load balancing algorithm. This metric is referred to as the balance index, which appeared for the first time in (Balachandran, et al., 2002; Chiu, et al., 1989) . The balance index reflects the capacity used in each AP. Let T j be the total traffic of AP j . Then the balance index β is:
where n is the number of cells with overlapped coverage area. Thus, when an average user can tie into multiple APs, n becomes large. With this definition, the denominator is the smallest when all the R j are equal, and there is no overlap in coverage (n is small). It assumes its largest value when R j s are disparate, and there is excess overlap in service areas (n is large).
The balance index has the property that it approaches 1 when each AP has its equal share of user traffic. Conversely, it gets closer to a small fraction (such as 1/n) when n is large and there is a huge disparity among R j s, leading to the situation that APs are heavily unbalanced.
NUMErIcAL rEsULts
In order to validate the algorithm proposed in this article, we initially considered two benchmark problems. In the first, all users are distributed in the overlapping region between APs, as shown in Figure 2 . In this case, the best channel assignment leading to the maximum SIR among users is the same as that leading to minimum interference between APs. This is obvious since all users fall in the overlapping coverage region between the two APs.
In the second, all the users are in the corresponding AP coverage zone with none in the overlap region, as shown in Figure 3 . In this case, the best channel assignment, based on maximizing the SIR, could be any set of combinations of channels since the users are not in the common overlapping region and adjacent channel or co-channel interference has no impact at the users. Therefore, in this case, even the same channel can be assigned to all APs. These observations were validated by our algorithm when it was run under these two conditions.
Next, the scalability of the algorithm is verified by applying it to scenarios with different numbers of APs and users. In each scenario, we compare the results of our algorithm to previously published algorithms. It is important to mention that the convergence time of any of the scenarios presented ranged from few seconds to few minutes based on meeting any of the aforementioned three conditions that terminate the simulation:
1. At least one user can no longer associate with a candidate AP.
2.
A particular user's data rate can no longer be accommodated. 3. The balance index value exceeds 0.97.
The simulations were carried out with service areas consisting of 4, 6, 9 and 12 APs and 20, 30, 45 and 60 users, respectively. APs are placed 60 meters from each other, 20 meters from adjacent walls and the service area's lengths and widths vary with the number of APs.
Scenario 1: 4 APs and 20 Users
In scenario 1, we consider a grid of 4 APs over a 100 m × 100 m area and 20 randomly distributed users as shown in Figure 4 . We generate a binary matrix based on a receiver's sensitivity threshold of -85 dBm, as shown in Table 1 .
As can be seen from We ran the 11-step algorithm until step 8, right after the power management step. This yields the final power level at each AP, which in turn leads to the final received power at the users, and the final association matrix of users. The final power level map and the user-AP associations' matrix are depicted in Figure 5 and Table 2 , respectively. At the end of step 8, the transmitted power was dropped on AP 1 from 20 dBm to 11 dBm, AP 2 to 9 dBm, AP 3 to 4 dBm and AP 4 to 3 dBm. Table II confirms that each user is associated with one AP, which is the first constraint in the NLIP model (3). Figure  6 depicts such a user-AP association. 
Figure 5. Power level map for scenario 1 after power adjustment Figure 6 . User to AP association Table 3 displays the Congestion Factor (CF) for each AP and the balance index for three cases: No Power Management (NPM) where each user connects to the AP with the highest RSSI, the CF for each AP based on the ILP model (3), where only the load at the initial MCAP is reduced but NPM, and the CF achieved at each AP by our proposed Power Management (PM) algorithm.
As can be seen from Table 3 , the NLIP model (3) by itself was able to reduce initial congestion at AP 1 only. However, the proposed PM algorithm was able to share the load more evenly across the entire network. This also can be seen through the values of the balance index, which clearly indicates that our proposed algorithm leads to the most balanced load. Finally, we proceeded with our algorithm through steps 9 to 11 to assign channels to the APs based on maximizing the SIR at the users. Table IV documents the initial channel assignment, based on minimizing AP interference with NPM, and channel assignment based on maximizing the SIR at the user level after PM, based on model (6). Table 4 shows that if we were to start with a channel assignment in the planning stage and keep that channel assignment unchanged after users enter the network, the average SIR would be 4.48 per user. However, by applying our algorithm at the balanced state, the average SIR, expressed as a dimensionless ratio, was increased to 5.83, which corresponds to 30% improvement. The average SIR is defined as the total SIR of the users divided by the number of users in the network.
Scenario 2: 6 APs and 30 Users
In scenario 2, we considered 6 APs over 160 m × 100 m and 30 randomly distributed users. We ran the 11-step model until step 8 to get the final transmitted power level at each AP and the final user-AP association. The transmitted power remained the same on AP 1 and AP 2 , whereas the power of AP 3 dropped to 18 dBm, AP 4 to 9 dBm, AP 5 to -1 dBm and AP 6 to 18 dBm. Table  5 summarizes the CF for each AP.
Again, the NLIP (3) by itself was not able to equalize the load at the APs. It is interesting to note that the CF of AP 2 is very low because users associated with it happened to be at a short distance such that their RSSI from other APs are considered to be noise and there is no way they can associate to another AP. Therefore, the following users will remain connected to their respective AP no matter how long we run the algorithm. The same applies to AP 1 . Under the PM algorithm, the remaining APs achieved a more balanced load distribution (around 89% balanced load distribution), compared with the default association and the NLIP model (3) by itself. It is noticed" that the algorithm converged before exceeding a balance index value of 95%. This is because it was forced to quit based on the other two constraints (at least a user can no longer associate to an AP or a user's data rate can no longer be accommodated) and that is the best balance index achieved without violating the other constraints. We proceed to steps 9 through 11, assigning channels to the APs, the results of which are shown in Table  6 . The average SIR was improved by almost 6%. In this case, both AP 3 and AP 4 used channel 6, which means there were no users in their overlapping region.
Scenario 3: 9 APs and 45 Users
In this scenario, we deploy 9 APs over 160 m × 160 m area. The APs are distributed in a 3 × 3 grid with 45 users randomly distributed in the service area. Results for the CF and channel assignment are depicted in Tables 7 and 8 , respectively. Model (3) decreased the load at the MCAP (AP 3 ) but increased it greatly on AP 8 . Our PM algorithm distributed the load evenly (around 97% balanced). This load distribution was achieved at the following power levels at the APs: 7 dBm, 1 dBm, -4 dBm, 2 dBm, -5 dBm, -4 dBm, 6 dBm, -3 dBm and 2 dBm, respectively. Table 8 shows that the average SIR of the network was improved to 1.93 (almost 74% improvement). This significant improvement can be attributed to the fact that after load distribution some users that were close to their original AP are now redirected to a farther AP that reduces the AP congestion. Therefore, a user may suffer interference from its nearest APs, yet have enough RSSI to associate with an AP other than the original AP.
Scenario 4: 12 APs and 60 Users
Finally, we apply our algorithm to a 12-AP service area. The 12 APs are deployed over a 3 × 4 grid. This time 60 users are generated randomly in the service area. Similar steps are followed for comparison between the channel assignment algorithm based on the minimum interference between APs and our proposed PM algorithm. Comparison of results is listed in Tables 9 and 10 . Model (3) decreased the load at the MCAP (AP 8 ) but increased it greatly on AP 3 . Our PM algorithm distributed the load efficiently among APs (around 98% balanced). The load distribution is achieved at the following transmitted power levels at the APs: 17 dBm, 4 dBm, 3 dBm, 15 dBm, 14 dBm, 4 dBm, 10 dBm, 1 dBm, 3 dBm, 4 dBm, 7 dBm, and 10 dBm, respectively.
It is noticed from the results in Table 10 that our algorithm assigned the same channels to some APs where there were no overlapping users, which caused the average SIR to improve greatly. The total SIR of the 60 users has improved from 0.4090 to 1.8508 (around 350%). Figure 7 graphs the channels assigned to all 12 APs in scenario 4 and the AP positions followed in the previous four scenarios.
cONcLUsION
In this article, a new channel assignment algorithm has been proposed based on maximizing the SIR at the users in combination with a scheme that reduces congestion at the APs based on power management. The algorithm has been shown to provide superior results compared to previous work where channel assignment is based on minimizing interference between APs only, with no consideration given to users. We have shown that our proposed algorithm is scalable with different network sizes. The algorithm showed great improvement in the load distribution and average SIR. Channel assignment is better determined at the end of the balanced load state rather than keeping the initial channel assignment from the planning stage. This will improve the throughput of the network. Extensive computations suggest the 11-step algorithm leads toward more stable and better User-based channel assignment and load-balance Since this is a prototype study, there is room for further research. Work is in progress to identify a more efficient heuristic algorithm to solve the optimization problems, and to include dynamic user behavior and mobility. The latter will determine how fast both algorithms can adapt to the dynamic environment. With these features in place, a more rigorous understanding of the convergence behavior of the algorithm can be obtained.
