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ABSTRACT
We propose a low-computational strategy for the efficient im-
plementation of the “atom selection step” in sparse represen-
tation algorithms. The proposed procedure is based on sim-
ple tests enabling to identify subsets of atoms which cannot
be selected. Our procedure applies on both discrete or con-
tinuous dictionaries. Experiments performed on the standard
“Gaussian deconvolution” problem show the computational
gain induced by the proposed approach.
Index Terms— Sparse approximation, atom selection,
low-complexity methods.
1. PROBLEM STATEMENT
We consider the problem of sparsely approximating a signal
vector y ∈ H in some dictionary A, where H is a Hilbert
space with inner product 〈·, ·〉 and induced norm ‖·‖. In the
last decades, many works have addressed this problem in a
“discrete” setting, where the dictionary A contains a finite
number of elements. In the recent years, several contributions
have focused on the more involved problem of sparse repre-
sentations in a “continuous” dictionary [1–9]. In this setup,
the dictionary A is typically defined as
A = {a(θ) : θ ∈ Θ} (1)
where a : Θ→ H is some continuous function and Θ is some
compact subset of Rd.
Sparse representations in continuous dictionaries may
seem intractable from both a theoretical and practical point
of view since A contains an infinite uncountable number of
elements. Nevertheless, recent theoretical works showed that,
under some mild conditions, sparse linear combinations of
elements ofAmay be recovered as the solution of convex op-
timization problems over the space of Radon measures [1–4].
From a practical point of view, several contributions have
also proposed methodologies to access to the solution of
these convex optimization problems, see [5–9].
In this paper, we assumeH is defined over the real field R
and the elements of the sparse representation to be positive.1
1This can be done without loss of generality as the standard problem can
be exposed as a particular case of the positive one.
We focus on the efficient implementation of a particular step
of the procedures (see e.g., [6–8]) based on the “Frank-Wolfe”
(FW) algorithm [10], namely the so-called “atom selection”
step:
Find amax ∈ arg max
a∈A
〈a, r〉 , (2)
where r ∈ H is some “iteration-dependent” element.2 We
note that (2) is also central to the implementation of many
standard greedy procedures, e.g., MP [12] or OMP [13].
Although greedy and FW-based procedures are com-
monly assumed to be low-complexity methodologies in the
sparse-representation literature, we see from (2) that identify-
ing amax nevertheless requires to sweep over all the elements
of A. If the dictionary contains a huge number of elements
(and in particular if A is continuous), finding the true max-
imizer can thus lead to an overwhelming complexity. Quite
surprisingly, little attention has been brought to the practical
implementation of (2) in the current literature. Most of the
contributions simply suppose that “an efficient scheme to
evaluate (2) exists”. A noticeable exception is [14], where
the authors propose to approximate the solution of (2) as the
output of a low-dimensional interpolation scheme.
In this paper, we propose an efficient methodology to per-
form (2) with a prescribed accuracy. Our procedure is inspired
from our work [15]: it consists in performing simple tests al-
lowing to identify groups of atoms not attaining the maximum
value of (2). Although motivated in the context of continuous
dictionaries, our methodology applies to both the continuous
and discrete settings. It may provide important computational
gain as soon as the number of atoms in A is large. Moreover,
in the context of continuous dictionaries, and considering “in-
exact” versions of the FW algorithm (see [16]), the proposed
framework can also be exploited to derive upper bounds on
the maximum value of (2) that can, in turn, be used to check
the “δ-accuracy” of the selected atoms.
2. THE PROPOSED STRATEGY
Hereafter, we first expose our atom rejection strategy in Sec-
tion 2.1. Then, in Section 2.2, we propose a strategy to ensure
2We note that if A is a “continuous” dictionary, the continuity of a :
Θ → H and the compactness of Θ ensures the existence of a maximizer by
virtue of the Weierstrass theorem, see e.g., [11, Proposition A.8].
that the selected atom achieves the maximum of (2) with a
prescribed accuracy.
2.1. Atom rejection procedure
Our proposed selection strategy is based on the following ob-
servations. If S is a (closed) subset of A, then
max
a∈S
〈a, r〉 ≤ max
a∈A
〈a, r〉.
Hence, letting τ , max
a∈S
〈a, r〉, we have ∀a ∈ A:
〈a, r〉 < τ ⇒ a /∈ arg max
ã∈A
〈ã, r〉 . (3)
In other words, if a ∈ A is an atom which satisfies the in-
equality in the left-hand side of (3), then this atom is surely
not the one to be selected by (2). Elaborating on this observa-
tion, we further have:
max
a∈R
〈a, r〉 < τ ⇒ ∀a ∈ A ∩R : a /∈ arg max
ã∈A
〈ã, r〉 , (4)
where R is some arbitrary subset of H. In the sequel we will
refer to R as “region”. The operational meaning of (4) is as
follows: if the inequality in the left-hand side is satisfied, one
is ensured that no atom in A ∩R will attain the maximum of
〈a, r〉. The entire set A∩R can thus be ignored, enabling us
to reduce the number of candidate atoms to be tested in the
selection (2).
Test (4) constitutes the basis of our complexity reduction
method, described in Algorithm 1. Our goal is to identify sub-
sets of the dictionary, say Anot, that do not contain amax.
This goal is achieved by applying the discriminative test (4)
on a set of regions {Rl}Ll=1. Once a setAnot has been identi-
fied, we are left with the simpler problem
Find amax ∈ arg max
a∈A\Anot
〈a, r〉 . (5)
The computation savings induced by (5) stands in the reduc-
tion of the number of atoms to be tested to find amax. In
the discrete setting, the computational reduction is a direct
function of the cardinality of A and A\Anot. In the contin-
uous setting, both A and A\Anot usually contain an infinite
number of atoms. Nevertheless the search of amax over the
reduced domain A\Anot may be much faster than over the
entire space A.
The choice of the regions {Rl}Ll=1 is a degree of free-
dom of the procedure, different choices leading to different
performance. The complexity associated to the evaluation of
the left-hand side of (4) is a direct function of the geometry
of R. The following result, proved in our companion paper
[15, Theorem 1], shows that for “dome” and “sphere” regions,
test (4) can be carried out at the cost of one inner product in
H:
Algorithm 1 Efficient atom selection strategy
Inputs: residual r, subset of atoms S, set of regions
{Rl}Ll=1
Init: : Anot = ∅
Evaluate τ = max
a∈S
〈a, r〉
for all 1 ≤ l ≤ L do
if max
a∈Rl
〈a, r〉 < τ then
Anot = Anot ∪ (A ∩Rl)
end if
end for




Bt,ε , {a : ‖a− t‖ ≤ ε} (sphere),
Dt,ε , {a : 〈a, t〉 ≥ ε, ‖a‖ = 1} (dome).
IfR = Bt,ε, then max
a∈R
〈a, r〉 < τ if and only if
〈t, r〉 < τ − ε ‖r‖.
Moreover, ifR = Dt,ε, then max
a∈R
〈a, r〉 < τ if and only if
〈t, r〉 < τ,
ε >
〈t, r〉 τ +
√





Bt,ε and Dt,ε define a sphere and a dome in H. Other ge-
ometries are possible, leading to different results. The anal-
ysis of different geometries of regions will be investigated in
our future work.
2.2. Guarantees of δ-optimality
Although problem (5) may be structurally easier than its stan-
dard counterpart (2), finding an exact maximizer of 〈a, r〉
may still be complicated (in particular in the continuous set-
ting). Hopefully, “inexact” versions of the FW algorithm exist









where δ is some prescribed accuracy level.
In practice, (6) may seem difficult to check since evalu-
ating the right-hand side of this expression entails knowing
maxa∈A 〈a, r〉. Nevertheless, if one can identify some upper
bound on maxa∈A 〈a, r〉, say β, a sufficient condition for (6)
to hold simply writes





Algorithm 2 Region-based upper bound estimation
Inputs: residual r, atom subset A\Anot
Build: a set of (dome or sphere) regions {Rl}Ll=1, such that
A\Anot ⊆ ∪Ll=1Rl (12)
for all 1 ≤ l ≤ L do
Compute βl = maxa∈Rl 〈a, r〉 using (9) or (10).
end for
Set the upper bound: β = max1≤l≤L βl.
Check the relaxed condition (7).
In the sequel, we leverage (7) to derive accuracy guaran-
tees on our atom selection method. More specifically, we
emphasize that the “region-based” framework considered
in this paper is prone to deriving simple upper bounds on
maxa∈A 〈a, r〉.
We first note that maxa∈A 〈a, r〉 = maxa∈A\Anot 〈a, r〉,
so we can concentrate on the evaluation of an upper bound
over A\Anot. Next, if one can identify a set of (closed and
bounded) regions {Rl}Ll=1 (possibly different from those con-








〈a, r〉 . (8)
Finally, maxa∈Rl 〈a, r〉 has a simple analytical expression
for some particular geometries ofRl:
Theorem 2. ∀r ∈ H we have
max
a∈Bt,ε













‖r‖2 − 〈t, r〉2. (11)
A proof of this result can be found in our companion
paper [15, Theorem 2]. We see that by combining Theo-
rem 2 with (8), we obtain an easy computable upper bound
on maxa∈A\Anot 〈a, r〉. The δ-accuracy of some candidate
atom aδmax can then be verified via (7). The proposed strategy
is summarized in Algorithm 2.
3. EXPERIMENTS
In this section, we illustrate the performance achieved by the
proposed methodologies in the case of a Gaussian deconvolu-
tion problem. In this setup, the “atom” function defining the
dictionary in (1) writes (up to some normalization factor) as































Fig. 1. Computational gain achieved by the atom rejection method
described in Algorithm 1 as a function of the number L of regions
for random realizations of r.
where σ2 = 0.01 and ∆ = 0.02 are some parameters.
In Fig. 1, we first assess the performance of the atom-
rejection procedure introduced in Section 2.1 (see Algo-
rithm 1) on random realizations of r. In order to evaluate
the computational gain induced by the proposed methodol-
ogy, we consider a discrete setting where A contains a finite






θrange : j = 1 . . . 2048
}
where θmin = 0 and θrange = 2. The figure of merit repre-
sented in Fig. 1 then writes
computational gain = 1− L+ card{A\Anot}
card{A} . (14)
The numerator (resp. denominator) of the ratio in (14) rep-
resents the total number of inner products needed to identify
amax with Algorithm 1 (resp. a brute-force approach). The
“computational gain” thus represents the proportion of inner
products which can be saved by using the proposed method-
ology (as compared to a brute-force approach).
We consider both the cases where the regions {Rl}Ll=1 are
defined as either spheres Bt,ε or domesDt,ε (see Theorem 1).
The centers of the regions correspond to a regular subsam-
pling of the dictionary A. The radius of the spheres are set to
ε = 0.3 and the radius of the domes to ε = 0.9550. These
radii have been chosen so that sphere and dome regions cover
exactly the same subset of atoms of the dictionary. The vector
r is built as a Gaussian random linear combination of 5 atoms
of A. The results are averaged over 50 realizations of r.
We see in Fig. 1 that the computational gain induced by
our method raises up to 0.8 for both sphere and dome regions























Fig. 2. Total number of multiplications carried out during the FW
algorithm as a function of the number L of regions.
when L = 128. In other words, the proposed methodology
allows for the savings of 80% of the inner products needed
by a brute-force evaluation of (2). The gain is usually slightly
larger for dome regions (blue) than for sphere regions (red).
This is due to the fact that dome regions preserve the unit
norm of the atoms and thus allow for a finer “covering” of the
dictionary.
In our second experiment, we assess the overall computa-
tional savings allowed by our atom-rejection procedure when
used in the selection step (2) of a FW algorithm [10]. More
specifically, we address the resolution of a LASSO problem
with de Gaussian dictionary defined in (13). The observation
vector used as input of the LASSO problem, say y, is built
as the Gaussian random linear combination of 5 atoms of the
dictionary. The epigraph formulation of the LASSO prob-
lem, as suggested in [17, Chapter 4], is considered and stan-
dard FW algorithm is applied.3 The optimization procedure
is stopped when a primal-dual gap of 10−2 is attained. The
complexity of the FW algorithm (with and without the pro-
posed atom-rejection procedure) is measured by the number
of multiplications4 needed to complete the optimization pro-
cess. The obtained results are illustrated in Fig. 2 as a function
of the number of regions L used in the atom-rejection proce-
dure. We see that for L varying between 25 and 28, the pro-
posed methodology allows for significant complexity savings.
Fig. 3 offers a different perspective on this result: it represents
the percentage of multiplications saved by using the proposed
methodology. We see that, for values of L ranging between
25 and 28, savings of roughly 60% can be achieved.
In our last experiment, we assess the quality of the δ-
3The penalization parameter “λ” used in the LASSO problem is set to
λ = 0.5 maxθ∈Θ|〈a(θ),y〉|.
4Multiplications dominate the complexity of floating-point operations.




















Fig. 3. Percentage of saved multiplications to complete the opti-
mization process by using the proposed atom-rejection procedure.
optimality relaxed condition proposed in Section 2.2. More
specifically, in Fig. 4 we illustrate the tightness of the up-
per bounds proposed in Theorem 2. We consider a continu-
ous setup where Θ = {θ ∈ [0, 2]}. The curves represent the






where β is the bound defined in Algorithm 2.
We consider the following simulation setup. The vector r
is built as the Gaussian random linear combination of 5 atoms
of A. The results are averaged over 50 realizations of r. We
suppose that the atoms in A\Anot correspond to parameters
in the interval Iθmax = [θmax−ρ, θmax+ρ], where θmax is the
parameter associated to amax (that is amax = a(θmax)). Two
different values of ρ are considered in Fig. 4. The centers
of the regions used in Algorithm 2 correspond to a regular
subsampling of Iθmax . The radius of all the regions is the
same and is chosen ∀L so that A\Anot ⊆ ∪Ll=1Rl, that is the
set of regions {Rl}Ll=1 covers the residual dictionary.
We see in Fig. 4 that, quite logically, the tightness of the
proposed bound improves with the number of regions and the
decrease of ρ. We also note that the dome regions lead again
to superior performance than sphere regions.
4. CONCLUSIONS
In this paper, we propose an atom-rejection procedure that
allows to reduce the computation complexity of the atom-
selection step inherent to greedy algorithms. Our approach
relies on the partition of the atoms into regions having suit-
able geometries. We show that the maximization of linear


















Fig. 4. Tightness of the upper bounds defined in Theorem 2.
functionals over these regions has simple analytical solutions
which can, in turn, be exploited to reduce the cost of greedy
procedures. Our experiments, carried out in the context of
the standard Gaussian deconvolution problem, show that large
computational gains can be achieved when dealing with large
dictionaries.
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