Abstract
Introduction
During the last three decades, due to the fact that parametric techniques are simple and efficient tools, many parametric solutions for various computer vision tasks have been developed. Such methods usually incorporate a family of parametric models, which are often determined by examining the underlying physical phenomenon and are applicable to various situations of a given task [2, 7, 9, 11, [16] [17] [18] . Consequently, a correct and reliable solution to the problem greatly depends on the reliability of the chosen model. It follows that a method to choose "the most appropriate model" is a vital ingredient.
The model selection problem, which refers to choosing the most appropriate and concise model to express given data, has also attracted the attention of many statisticians for several decades. Since the introduction of Akaike's An Information Criterion (AIC) [1] , which had a fundamental effect on model selection research, many model selection criteria have been introduced [6, [12] [13] [14] 18] . Many of those model selection techniques have been employed in various computer vision algorithms for variety of applications ( [2, 7, 9, 11, [16] [17] [18] ).
Although the general form of a model that underpins a specific task is mandated by its physical characteristics, there are situations where a simpler and more concise model (than the general form) can be truly applicable to those particular situations. For example, in 2D motion recovery case, while a third order polynomial represents the rigid motion of a generic surface, the motion of a planar surface can be represented by a subset of that polynomial (a partial quadratic model). If there is no a priori information about the shape of surfaces in the scene, a method to choose the correct model will be an important ingredient.
To determine the correct underlying model of a data set, one may simply suggest the most appropriate model is the one, which best fits the data. This idea, however, does not work because it always favours the most complex model (which has more parameters) in the model library. The reason is that the most complex model has more degrees of freedom and can therefore fit the data closer than any other model in that group. Thus, to choose the correct model, one needs to establish a compromise between fidelity (how well a model fits the data, which is often measured by the sum of squared residuals) and the complexity of that model. In practice, higher order models have to be penalized so that the selected model would be chosen based on its suitability rather than its fidelity to data. In fact, the salient difference between all the existing model selection criteria is in the way by which they penalize the higher order models. Most model selection criteria are derived based on a priori known assumptions about the distribution of noise that are often not valid in practice. As a result the distribution and the amount of noise can affect the performance of those criteria.
Most model selection methods are developed through some form of approximation that often involves asymptotic arguments: i.e., as the number of samples approach infinity, or as the noise level approaches zero. Thus, a theoretical minded comparison of these methods is sought, one ought to divide the methods into at least two classes and then examine their behaviour under the appropriate regime (low noise level or large data). However, the practitioner is less concerned with those issues and, indeed, cannot usually vary either quantity and still be faithful to the application at hand. A particular setting is given and one must decide whether the model selection method is trustworthy in that setting.
There are many factors affecting the suitability of a model selection criterion for deployment in a computer vision application including data size, noise and model library. A complete study of all those factors is beyond the scope of this paper. Instead, we have chosen to focus here only on the effect of noise by comparing the performance of an extensive set of model selection criteria for two important computer vision applications (3D range and 2D motion segmentation). Our findings on the effect of other factors are presented in [8] .
Different Model Selection Criteria
To provide sufficient background for our comparative study, we have listed a number of popular (and effective) model selection criteria (shown in Table 1 ). The underlying logic of each criterion has also been briefly mentioned in this table. The presented criteria have been chosen because they are commonly used in various applications. In the following, P refers to the number of parameters of a model, r i , denotes the residual for the i th data point (thus Σr i 2 is the sum of squared residuals). We represent the scale of noise by and the number of data points by N. The dimension of the surface that fits the data is denoted by d and in our experiments is set to 2. J is the fisher matrix of the estimated parameters and L is the reference length (set to be N) and m θˆ is the estimated parameters of each model.
Criterion
Mathematical Expression 
Evaluating Different Model Selection Criteria
To evaluate and compare the performance of various model selection criteria, we have chosen two challenging computer vision applications in which model selection plays an important role. Those applications are:
Detecting the underlying motion model of moving object in a video sequence (optic flow segmentation)
Detecting the underlying surface model of 3D objects from their 3D range data measurements.
In order to evaluate the performance of different model selection criteria in each of these applications, we generated a number of different sets of synthetic data and implemented all of the criteria by calculating their mathematical expressions. The residuals of each model remain the same for all of the criteria. Details of our experiments as well as their results are presented in the following two sections. It is important to note that since almost all criteria (except CP and SSC) are derived based on the MLE technique, the residuals also need to be calculated using MLE. However, during our experiments, we noticed that the performances of these criteria generally deteriorate when we attempted to calculate the residuals using the MLE. This can be due to the fact that the objective functions of the MLE technique are nonlinear and the residuals cannot be accurately and efficiently calculated. Therefore, to make the computation feasible, we have used the algebraic residuals for evaluating all the criteria. The same scale of noise for all the criteria was also used and computed ac-
where N is the number of data points and P h is the number of parameters of the highest model in the library. The reason that we use the scale of noise for the highest surface (described by Kanatani [10] ) is that the scale of noise for the correct model and the scale of noise for the higher order models (higher than the correct model) must be close for the fitting to be correct.
Evaluation of Different Model Selection Criteria for Motion Segmentation
To study the effect of noise level on the performance of different model selection criteria for motion segmentation purposes, we have generated three sets of synthetic image sequences in which the underlying motion of their intensity patterns are known. Following Barron et al. [3] , we used a two dimensional sinusoidal pattern to generate our synthetic image sequences. However, unlike Barron et al., we did not limit the experiments to constant translational velocities. Instead, we generated sophisticated motion patterns using Affine, Partial-Quadratic and Quadratic motion models as shown in Table 2 . These models are chosen because they are commonly used to describe the motion of man-made objects in video sequences. For example, an affine model of motion can adequately explain common movements of camera such as pan and zoom. A Partial-Quadratic model expresses the rigid motion of a planar surface while the rigid motion of a curved surface can be described by a Quadratic model.
In our experiments, we have randomly changed the parameters of every model 100 times. To exam-ine the effect of noise level on the success rate of each criterion, we disturbed the data by various amounts of additive normal noise (with zero mean). We then applied the different model selection criteria to test how well they can identify the true underlying motion model. We measured the performance of each criterion for every experiment and the results are shown in Figure 1 . As can be seen from this figure, SSC has a higher and more stable performance in comparison with other criteria. 
Evaluation of Different Model Selection Criteria for Range Segmentation
Range data segmentation is one of the fundamental problems of computer vision and has been studied for many years. Due to the fact that model selection is a crucial part of any range segmentation scheme, we have chosen this problem as a means to evaluate and compare the effect of noise on the performance of various model selection criteria. In our experiments, we expect a model selection criterion to be able to identify the true underlying surface model (from a library of known models) of a set of range data measurements. For our range segmentation experiments, in addition to all the above criteria, we have also added the Modified CAIC (MCAIC -developed by Boyer et al. [4] ) in our list of model selection techniques. MCAIC is developed specifically for range segmentation application and is based on the assumption that the error has a t distribution. To evaluate and compare all of the aforementioned model selection criteria, we created eight synthetic data sets according to the surface models shown in Table 3 and randomly changed the parameters of each data set 100 times. The data for each experiment was disturbed by adding different amounts of normally distributed noise (with zero mean). The success rate (Correct Prediction) of every criterion in accurately recovering the underlying model of data is shown in Figure 2 . As shown in this figure, we observed that increasing the amount of noise deteriorates the performance of every criterion. The reduction in success rate is less for SSC and it appears that this criterion outperforms the rest for different amounts of noise. We should note here that SSC has no assumption about the distribution of noise and therefore it appears to be more robust in comparison with the other criteria. .
Conclusion
A wide-ranging survey of effect of noise on usability of model selection criteria for computer vision applications is presented. A number of controlled experiments using synthetic and real data were used to compare the relationship between level of noise in data and the performance of different model selection criteria for motion and range segmentations. Our experiments show that although many model selection techniques work well for motion estimation task (where models are nested), few can distinguish between planar and quadratic surfaces of range data measurements. Finally, SSC remains the criterion of choice for different noise levels.
Almost all of the existing model selection criteria (except for SSC), require the candidate models (in the model library) to be nested. This is due to measuring the complexity of a model by its number of parameters only. This fact can describe the frailer of many model selection criteria in some applications such as range segmentation where the models are often not nested. The higher performance of SSC can be attributed to the fact that SSC measures the complexity of a model not only by its number of parameters but also by the strain energy of the model. Hence, where the model library is not nested and contains models of the same number of parameters, there is little ambiguity in selecting the right model. 
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