This article introduces the notion of how the principle of ordering of binary relations can be implemented. In order to distinguish complete systems of axioms, the assumption was made that the permissible set of alternatives is finite, and it was shown that the proof scheme can also be extended to countable sets. A hierarchical structure was built for the ways of implementing each principle of ordering binary relations.
The Notion of the Implementation Method for the Principle of Ordering Binary Relations
The principles of ordering binary relations presented in the previous subsection are abstract in nature, being some intuitive ideas of the order in which binary relations are compared. For the purposes of practical implementation of the proposed principles, this subsection introduces the notion of the implementation method for the principle of ordering binary relations. Definition 1. Axiom A is called a weakened counterpart (the weakening) of axiom A if there is a binary relation R for which the satisfaction of axiom A implies the satisfaction of axiom A , and the reverse need not be necessarily accomplished.
Definition 2. The set of axioms {A } is called a weakened counterpart (the weakening) of the set of axioms {A} if three conditions are satisfied:
• the number of axioms in the set {A } coincides with the number of axioms in the set {A};
• at least one of the axioms A 0 ∈ {A } is a weakened counterpart of some axiom A 0 ∈ {A};
• there is no axiom in {A} that is a weakened counterpart of any axiom in {A }.
Definition 3. The binary relation R is the implementation method for some ordering principle of binary relations (the method of ordering binary relations) if for R there is the system of axioms defining this principle or its weakened counterpart.
The best way to solve the problem of ordering binary relations is to distinguish a system of axioms that defines in a one-to-one manner some implementation method for the ordering principle (the complete system of axioms) [1, 2] . In most cases, however, this construction is hardly possible. Packard in [3, 4] introduces the maximin, maximax, and mixed maximal and minimal methods of comparing subsets (conceptually, in terms of this work, these methods implement the matching principle). To distinguish complete systems of axioms characterizing the proposed methods, a "strong" assumption was made concerning the finiteness of a feasible set of alternatives [5, 6] . We may show that the scheme of the proof can also be repeated without any changes for countable sets. In the transition to uncountable sets, however, the system of axioms in their initial setting is no longer complete.
The methods proposed by Packard additionally assume that the comparison of subsets will be based on the comparison of their "optimal" elements in the sense of the binary relation being constructed (R in terms of this work) which, by default in the comparison of single-element subsets, is assumed to be identical to the binary relation given on the feasible set (R in terms of this work). Thus, this construction can hardly be called constructive, and the fact of completeness that has been proved for the relevant system of axioms is of theoretical, not practical interest. This is the reason why such comparison principles are not discussed in the subsection below, where the matching principle is studied.
Incompleteness of systems of axioms also makes it impossible to point out a finite number of the implementation methods for each of the principles of ordering binary relations, and in this connection the following definition of indifference of binary relations in the sense of some principle is not rigorous in that it manipulates the formulation "failure to find" instead of the formulation "there is no". Definition 4. The binary relations R 1 and R 2 are called equivalent in the sense of some principle of ordering binary relations if there is a failure to find an implementation method such that either (R 1 , R 2 ) ∈ P or (R 2 , R 1 ) ∈ P. The basic problem of this subsection can be seen in the construction of an objective (independent of DMs' subjective features) hierarchical structure of implementation methods for each of the principles of ordering binary relations.
In order to construct the hierarchical structure, we introduce one important notion. Suppose the axioms in collections R 1 and R 2 hold true for the implementation methods {A 1 } and {A 2 } of some principle of ordering binary relations, respectively. Let q{A 1 } and q{A 2 } denote the numbers of the weakened axioms defining this ordering principle in collections {A 1 } and {A 2 }, respectively.
Definition 5. The implementation method R 1 for some principle of ordering binary relations is stronger than the implementation method R 2 for the same principle of ordering binary relations (more adequately implements this ordering principle) subject to one of the following conditions:
• q{A 1 } < q{A 2 }; • q{A 1 } = q{A 2 } and the collection of axioms {A 2 } is weakened counterpart of the collection of axioms {A 1 }.
The Matching Principle (C). Implementation Methods and Their Hierarchical Structure
in the other cases.
Theorem 1.[1,2]
For the binary relations R CC1 , R CC2 , R CC3 , R CC4 , R CC5 , the validity or invalidity of the axioms defining the matching principle (C) for ordering the binary relations is given in the table
Proof. The proofs of the validity of axioms AO1.1, AO2.1 subject to similar properties for the binary relation R are obvious.
(R CC1 ) Consider the binary relation R CC1 .
2) The proof of validity is similar to (AC1.1), where (z 3 , z 4 ) ∈ P ensures the rigor of binary relation.
(AC2.1) This axiom fails to hold true. Indeed, if
If this relationship holds only for pairs of the form (z 3 , z 4 ), then we may have (R 2 , R 1 ) ∈ P CC1 . (AC2.2) Invalidity is proved similarly to (AC2.1).
Since ∀z 3 ∈ R 3 (R 1 ∪ R 2 ) : (z 3 , z 3 ) ∈ I, we may consider only the binary relations
2) The proof of validity is similar to (AC3.1).
(R CC2 ) Consider the binary relation R CC2 . (AC1.1), (AC1.2), (AC3.1), (AC3.
2) The proof of validity is similar to the proof the binary relation R CC1 .
(AC2.1), (AC2.2) Invalidity is proved similary to the proof of the binary relation R CC1 .
(R CC3 ) Consider the binary relation R CC3 .
In the other cases, because (z 3 , z 4 ) ∈ R and hence (R 2 ∪ {z 4 }, R 1 ∪ {z 3 }) ∈ P CC3 may not hold, we have (
2) This axiom fails to hold true. Indeed, from the proof of the previous case it will be obvious that (
If this relationship is achieved only on the element z 3 and z 4 , then (
2) The proof of validity is similar to the proof for the binary relation
If this relationship is achieved only on the element z 4 , then it may turn out that ∃z 2 ∈ R 2 , ∀z 1 ∈ R 1 : (z 2 , z 1 ) ∈ P, that is, (R 2 , R 1 ) ∈ R CC4 . (AC2.2) Invilidity is proved similarly to (AC2.1). (AC3.1) This axiom fails to hold true. Indeed, if ( This completes the proof of the theorem. Thus, none of the above binary relations R CCj , j = 1, 5 satisfies all the desirable axioms conceptually defining the matching principle. This paradox is essentially similar to many paradoxes known from utility theory and decision theory, where sufficiently "rigid", but "ideal" conditions can be implemented in practice. Here, as can be seen from the proof of Theorem 1, the main reason for the invalidity of particular axioms lies in the arbitrariness of relationships between additionally introduced elements z 3 , z 4 or the binary relation R 3 with the initial binary relations R 1 and R 2 . Based on these considerations, we shall construct weakened counterparts to the axioms in the collection (AC1.1) -(AC3.2).
AC2.1 (1) . (4) . If (R 1 , R 2 ) ∈ R, (z 3 , z 4 ) ∈ P, ∀z 2 ∈ R 2 : (z 3 , z 2 ) ∈ R, R 1 ∪ {z 3 } = y × y, R 1 ∪ {z 3 } = R 2 ∪ {z 4 }, then (R 1 ∪ {z 3 }, R 2 ∪ {z 4 }) ∈ P. AC2.1 (4) . If (R 1 ∪ {z 3 }, R 2 ∪ {z 4 }) ∈ R, (z 3 , z 4 ) ∈ R, ∃z 1 ∈ R 1 : (z 1 , z 3 ) ∈ R, R 1 = , then (R 1 , R 2 ) ∈ R. AC2.2 (4) . If (R 1 ∪ {z 3 }, R 2 ∪ {z 4 }) ∈ R, (z 3 , z 4 ) ∈ P, ∃z 1 ∈ R 1 : (z 1 , z 3 ) ∈ P, R 1 = , R 1 = R 2 , then (R 1 , R 2 ) ∈ P.
To give higher priority to anyone of the methods (CC1), (CC2), or (CC4), (CC5) without any additional conditions is impossible, because, conceptually, the methods of each pair are "symmetric". This means that, under the ordering of binary relations, we may consider one of the methods that is simpler to implement in a specific real-world problem. It is also possible to consider a combination of those implementation methods, so that in the transition from the binary relations R CC1 ∪ R CC2 and R CC4 ∪ R CC5 to the relations (R CC1 ∪ R CC2 ) and conv(R CC4 ∪ R CC5 ) the resulting problems are already special cases of the problems of ordering fuzzy binary relations.
