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ABSTRACT
Coherent magnetic fields in disc galaxies are thought to be generated by a large-scale
(or mean-field) dynamo operating in their interstellar medium. A key driver of mean
magnetic field growth is the turbulent electromotive force (EMF), which represents the
influence of correlated small-scale (or fluctuating) velocity and magnetic fields on the
mean field. The EMF is usually expressed as a linear expansion in the mean magnetic
field and its derivatives, with the dynamo tensors as expansion coefficients. Here,
we adopt the singular value decomposition (SVD) method to directly measure these
turbulent transport coefficients in a simulation of the turbulent interstellar medium
that realizes a large-scale dynamo. Specifically, the SVD is used to least-square fit
the time series data of the EMF with that of the mean field and its derivatives, to
determine these coefficients. We demonstrate that the spatial profiles of the EMF
reconstructed from the SVD coefficients match well with that taken directly from the
simulation. Also, as a direct test, we use the coefficients to simulate a 1-D mean-field
dynamo model and find an overall similarity in the evolution of the mean magnetic field
between the dynamo model and the direct simulation. We also compare the results with
those which arise using simple regression and the ones obtained previously using the
test-field (TF) method, to find reasonable qualitative agreement. Overall, the SVD
method provides an effective post-processing tool to determine turbulent transport
coefficients from simulations.
Key words: galaxies: magnetic fields – dynamo – ISM: magnetic fields – (magneto-
hydrodynamics) MHD – methods: data analysis – turbulence
1 INTRODUCTION
Magnetic fields hosted by the nearby spiral galaxies are ob-
served to have a coherent large-scale component spanning
kilo-parsec length scales, and strengths of several micro-
Gauss (Fletcher 2010; Beck 2012; Beck & Wielebinski 2013;
Krause et al. 2018). Such large-scale magnetic fields are
thought to be maintained by a mean-field or large-scale
dynamo through the combined action of helical interstel-
lar turbulence and galactic differential rotation (see eg.
Beck et al. 1996; Shukurov 2005; Shukurov 2004, and ref-
erences therein). The mathematical modelling of the large-
scale dynamo, relies upon mean-field electrodynamics, where
the magnetic field B is split into a mean field B and a fluc-
tuation b and similarly for the velocity field U = U+ u, with
⋆ E-mail: abhijit@iucaa.in
† E-mail: kandu@iucaa.in
‡ E-mail: elstner@aip.de
§ E-mail: ogressel@aip.de
the mean defined by some suitable averaging (Moffatt 1978;
Brandenburg & Subramanian 2005).
The averaged induction equation then picks up a new
contribution, the mean turbulent EMF E = u × b which is
the cross correlation between fluctuating velocity and mag-
netic field and is crucial for driving the large-scale dynamo.
In order to get a closed equation for the mean magnetic field,
using a two-scale approach, E is expressed as a linear expan-
sion in the mean magnetic field and its derivatives. The re-
sulting expansion coefficients encapsulate the various prop-
erties of underlying turbulence, such as the α-effect (which
depends on the turbulent helicity) and turbulent diffusivity
which then determine the mean field evolution (see Ra¨dler
2014, for the details of formulation). It is important to deter-
mine these turbulent transport coefficients to both compare
with theoretical expectations and understand the working
of the dynamo. This will be our aim here.
A number of different methods have been formulated
and implemented so far to extract the dynamo coefficients.
Cattaneo & Hughes (1996) calculated the random magnetic
© 2015 The Authors
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field generated when a uniform field B is imposed in a helical
turbulent flow, used it to find E = u × b and inverted the
relation Ei = αijB j to estimate the turbulent coefficients αij .
Tobias & Cattaneo (2013) adapted an experimental method
developed by A˚ngstrom for measuring the conductivity of
solids, to determine the large-scale diffusivity of magnetic
fields, in two dimensional systems.
In another approach which can also handle additive
noise, Brandenburg & Sokoloff (2002) (hereafter BS02) and
Kowal et al. (2006) computed different moments of mean
fields with themselves and the EMF and fitted their linear
relation with the data to extract the dynamo coefficients.
More sophisticated methods like the test-field method (TF)
have also been previously used to estimate dynamo coeffi-
cients in direct numerical simulations of forced helical turbu-
lence, ISM turbulence driven by supernovae, accretion disk
turbulence, and convective turbulence in the context of Solar
and Geo-dynamos (Schrinner et al. 2005, 2007; Brandenburg
2005; Sur et al. 2007; Gressel et al. 2008; Ka¨pyla¨ et al. 2009;
Bendre et al. 2015; Gressel & Pessah 2015; Warnecke et al.
2016). This method relies on the idea that the fluctuating ve-
locity u determined from solving the magnetohydrodynamic
equations in any turbulence simulation contains all the in-
formation about the turbulent transport coefficients, in both
the kinematic and dynamic phases. One then solves for the
small scale magnetic field bT induced by u acting on ad-
ditional passive large-scale test fields BT with well defined
functional forms, along with the direct simulations. The rela-
tion of the associated additional components turbulent EMF
ET = u × bT to BT is then used to determine the underly-
ing dynamo coefficients (See Brandenburg 2009, 2018, for an
overview and more remarks on TF method).
An alternative direct approach has been implemented
by Racine et al. (2011) and Simard et al. (2016), wherein
the computation of dynamo coefficients is handled as a prob-
lem of least-square minimisation. Specifically, the time series
of the EMF is fitted as a linear function of the mean field and
mean current time series using the singular value decompo-
sition (SVD) method. One convenience of this method over
the TF is that it could be used as a post processing tool for
the simulation data thereby making it computationally less
expensive. In contrast to the TF method, where one solely
uses u from DNS, one here additionally uses the actual b ob-
tained directly from the simulation to calculate E and fit its
relation to B also obtained from the simulation, to estimate
the dynamo coefficients. Thus there is no ambiguity in the
applicability of the SVD method, at least in regimes where
the transport coefficients can be assumed to be constant –
that is, both in the kinematic and fully-quenched regimes of
the dynamo.
In view of these possible advantages, we explore here
the SVD method as a tool to recover the turbulent trans-
port coefficients in the previously published galactic dynamo
simulation of Bendre, Gressel & Elstner (2015). These were
magnetohydrodynamic simulations of a local box of strat-
ified ISM, with turbulence driven via SN explosions. Spe-
cific parameters in the simulation domain were set to par-
tially mimic the conditions in a galaxy like the Milky Way.
In these simulations, it was found that large-scale magnetic
fields emerge with an e-folding time of about 200Myr . We
analyze specifically the time series data from one of these
runs to estimate the values of the turbulent transport coef-
ficients using the SVD method. An added advantage is that
we can also compare the results obtained here using the SVD
method with the results obtained earlier for the same run
from the TF method.
The paper is structured as follows. In Sec. 2 we de-
scribe the numerical setup for the direct numerical simu-
lations (DNS) of the turbulent interstellar medium (ISM),
followed by a brief discussion of its results in Sec. 2.1. In
Sec. 3 we summarize the mean-field formulation and the al-
gorithm we adopt for the extraction of dynamo coefficients.
Appendix A tests the SVD algorithm on mock data. Results
of our SVD analysis are discussed in Sec. 4 and Sec. 5. A
comparison of these results with that obtained previously
with the TF method in the kinematic phase is given in Ap-
pendix B. Appendix C compares the SVD results with that
from a simple regression analysis using the method of BS02.
The final section presents a discussion of our results and our
conclusions.
2 DIRECT NUMERICAL SIMULATIONS
We briefly recall the setup and results of the DNS of galactic
dynamo that is analyzed here. A detailed description of the
numerical setup is also presented in Bendre et al. (2015);
Bendre (2016).
The NIRVANA code (Ziegler 2008) was used to simulate
the multi-phase ISM in a local Cartesian box (Lx = Ly =
0.8 kpc ) of the Galaxy. To study the vertical distribution
of the turbulent properties; we use disc of thickness ∼ 4
kpc (−2.12 kpc< z < 2.12 kpc ). The simulations use 96 ×
96×512 grid cells which gives a numerical resolution of ∼ 8.3
pc . We impose the shearing periodic boundary conditions
in the radial, x direction to match the differential rotation,
and periodic in the azimuthal, y direction to account for the
approximate axisymmetric azimuthal flows observed in the
disc galaxies. The galactic rotation curve is taken to be flat,
with angular velocity decreasing with radius R as Ω ∝ 1/R,
and having a value Ω0 = 100 km s
−1 kpc −1 at the centre
of the simulation box. Furthermore, outflow conditions are
used at the vertical boundaries to allow the outflow of gas
from the boundaries while preventing inflow.
Turbulence is driven via SN explosions, the locations of
which are chosen randomly with a prescribed rate of ∼ 7.5
kpc −2 Myr −1, almost a quarter of the average SN rate of
Milky Way. The SN explosions are simulated as localized
Gaussian expulsions of thermal energy. A stratified verti-
cal profile of ISM mass density with a scale-height of ∼
300 pc (and midplane value of 10−24 g cm−3 ) is also set up as
the initial condition and it is initially in hydrostatic equilib-
rium under gravity. The vertical profile of gravity is adapted
from Kuijken & Gilmore (1989a,b,c). To further capture
the multi-phase morphology of ISM we adopt an optically
thin radiative cooling function as a piece wise power law,
Λ (T) = ΛiT
βi . The cooling coefficients of different ISM ther-
mal phases Λi are chosen similar to Sa´nchez-Salcedo et al.
(2002). This prescription does not quite capture the de-
tailed cooling processes in highly dense cold environments,
although the primary goal here is to simulate the dynam-
ical aspects of ISM at moderate densities and large length
scales. Our initial magnetic field profile was chosen to have a
net vertical flux, and strength of ∼ 10−9Gwhich is 3-4 orders
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of magnitude smaller than the equipartition strength. This
numerical set-up corresponds to model ‘Q’ from our previ-
ous analysis (Gressel et al. 2013; Bendre et al. 2015; Bendre
2016) and details of the various source and sink terms are
included therein.
2.1 Evolution of Mean Fields in the DNS
The magnetic field, B, in this setup amplifies exponentially
during the initial kinematic phase with e-folding time of
∼ 200Myr , until it grows to approximately equipartition
strength within ∼ 1Gyr . After reaching near equipartition
values, the magnetic field continues to grow exponentially.
We refer the initial amplification phase of ∼ 1Gyr as the
kinematic and the later as the dynamical phase. To explore
the behaviour of large and small-scale fields separately, we
define the mean components of B and U by averaging them
over the x-y (i.e., radial-azimuthal) plane, so as to have only
z as an independent variable. Thus we define
B (z, t) =
1
LxLy
∬
B (x, y, z, t) dx dy,
U (z, t) =
1
LxLy
∬
U (x, y, z, t) dx dy. (1)
This definition of averaging in the current setup satisfies the
Reynolds averaging rules. Moreover, the z component of B
stays unchanged throughout the evolution; subject to the
solenoidality constraint. Also the x component of mean ve-
locity stays negligibly small compared to the z component -
the outward wind, which has a linear profile in the z direc-
tion. Both B and the turbulent field, b, in the DNS have the
same growth rate of ∼ 200Myr during the kinematic phase,
which later slows down in the dynamical phase, identical
to the behaviour of the total magnetic field (see Figure 2.
from Gressel et al. 2013). Further, both B and b have an
approximate bell-shaped vertical profiles that peak at the
midplane (see Fig. 3.3 and 3.4 from Bendre 2016). The scale
height and peak strength of mean field are approximately
0.6 kpc and 3 µG, respectively at t = 2.5 Gyr, i.e., the end
of the simulation. The growth of the mean magnetic field
energy density is shown below in the right panel of Fig. 9.
Further, the space-time diagram of Bx and By are shown in
the bottom panels of Fig. 10. These will be discussed further
below while comparing with the SVD predictions.
3 THE MEAN FIELD DYNAMO
The amplification of the large-scale magnetic fields is gen-
erally understood using the mean-field dynamo theory
(Moffatt 1978). In mean-field theory, the magnetic B and
velocity U fields are separated into their corresponding large
and small scale components. In particular as described above
we write B = B + b and U = U + u, where the average is cal-
culated over a suitable domain (in our case, over x-y plane
as defined in Eq. 1). The evolution of mean magnetic field
is then governed by the averaged induction equation,
∂B
∂t
= ∇ ×
(
U × B + E − ηm∇ × B
)
(2)
where E = u × b is the turbulent EMF and ηm the micro-
scopic diffusivity.
Using the well established Second-Order Correlation
Approximation (SOCA, Moffatt 1978; Ra¨dler 2014), the
turbulent EMF can be expanded in terms of the mean field
and its gradient as
Ei = αij B j − ηij (∇ × B)j . (3)
For brevity of notation, in what follows, we set ∇×B = J the
mean current density adopting µ0 = 1. Dynamo coefficients
αij (z, t) and ηij (z, t) are the tensorial quantities that depend
on the properties of background turbulence. More explicitly,
the turbulent EMF for this numerical setup is written as,(
Ex
Ey
)
=
(
αxx αxy
αyx αyy
) (
Bx
By
)
−
(
ηxx ηxy
ηyx ηyy
) (
Jx
Jy
)
(4)
Diagonal elements of the α tensor represent the alpha-effect,
proportional to the kinetic helicity of the turbulence when
the magnetic field is not dynamically important and the
turbulence is isotropic. The anti-symmetric part of the off-
diagonal components, αxy and αyx, can be combined to pro-
duce the so called gamma-effect, γ = 0.5
(
αyx − αxy
)
, some-
times called “turbulent pumping”. It leads to a component
of E = γ × B and so advects the mean magnetic field similar
to the mean velocity U. The diagonal components of the η
tensor represent the turbulent diffusivity of the mean mag-
netic field by small-scale motions and the off-diagonal terms
can lead to for example the Ra¨dler (1969) effect.
3.1 Determination of Dynamo Coefficients
In order to invert Eq. 4 and compute all eight dynamo co-
efficients, one needs a sufficient number of independent data
points. In our previous work (Bendre, Gressel & Elstner
2015), we used the TF method to measure these coefficients.
The current analysis, in contrast, relies only upon the
simulation data, and uses the SVD method to perform least-
square fit of mean field and mean-current data to the EMF
data to extract the dynamo coefficients. This is similar to the
method used by Simard et al. (2016); Racine et al. (2011),
for the analysis of thermally driven convective turbulence in
solar MHD simulations. We now turn to the detailed imple-
mentation of SVD in the present setting.
3.2 The Singular Value Decomposition Method
The SVD method relies only upon the information of tur-
bulent EMF and mean fields generated from the DNS. Here
we compute the vertical profiles of E (z, t), B (z, t) and J (z, t)
at various times, by averaging the DNS data over x-y plane
and treat the time series as the data. The extraction of the
αij and ηij tensors is then achieved by fitting this data to
the model described by Eq. 4 by minimising the square of
the residual vector components,
Ri = Ei − αij B j + ηij J j (5)
using the following algorithm.
Specifically, we extract the time series of the different
components of turbulent EMF (Ex and Ey), components of
mean field (Bx and By) and that of mean current (Jx and
Jy) at given z = z
′ at independent times. If N is the length
MNRAS 000, 1–15 (2015)
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of these extracted time series (t1, t2, ..., tN ), a design matrix
A is defined as follows,
A =
©­­­­­«
Bx (t1, z
′) By (t1, z
′) −Jx (t1, z
′) −Jy (t1, z
′)
Bx (t2, z
′) By (t2, z
′) −Jx (t2, z
′) −Jy (t2, z
′)
...
...
...
...
Bx (tN , z
′) By (tN , z
′) −Jx (tN , z
′) −Jy (tN , z
′)
ª®®®®®¬
(6)
We note that the time series of mean field components and
mean-current components form the different columns of A,
and each row corresponds to the values at any particular
time, which makes A, a matrix of dimensions N × 4. Since
each of these columns are functions of z, the matrix A also
has a z dependence. This definition is used to write the fol-
lowing set of equations at z = z′ motivated by the model for
EMF given in Eq. 4,
Y
(
z′
)
= A
(
z′
)
X
(
z′
)
+N
(
z′
)
(7)
where,
Y
(
z′
)
=
©­­­­­«
Ex (t1, z
′) Ey (t1, z
′)
Ex (t2, z
′) Ey (t1, z
′)
...
...
Ex (tN , z
′) Ey (t1, z
′)
ª®®®®®¬
(8)
X
(
z′
)
=
©­­­«
αxx (z
′) αyx (z
′)
αxy (z
′) αyy (z
′)
ηxx (z
′) ηyx (z
′)
ηxy (z
′) ηyy (z
′)
ª®®®¬ (9)
and the matrix N is the noise matrix, the rows of which
represent the level of noise in the data at different times
and is also a function of z. Note that Eq. 7 is completely
consistent with the SOCA model for EMF Eq. 4, at each
time. It generalizes Eq. 4 to include a “noise” component
to the EMF independent of mean field, which we can infer
from the SVD algorithm. We also assume that the matrix
X, comprising of the dynamo coefficients are time indepen-
dent. This is expected to hold in the kinematic regime (or
during any period when the mean field grows exponentially)
and the steady state saturation, but not during the transi-
tion between growth and saturation. Matrix Y and X are
of dimensions N × 2 and 4 × 2 respectively, while N has the
same dimensions as Y.
For the ith component (i ∈ x, y), Ei , of the turbulent
EMF, at a given height z = z′, the data vector yi (z
′, t) is
defined simply as the ith column (i.e., the 1st and 2nd column
for the x and y component, respectively) of the data matrix
Y (z′), that is,
yi
(
z′
)
=
©­­­­­«
Ei (z
′, t1)
Ei (z
′, t2)
..
.
Ei (z
′, tN )
ª®®®®®¬
. (10)
This data vector, yi , is also related to the coefficient vectors
xi (or the i
th column of matrix X in Eq. 9). With these
definitions Eq. 7 can be rewritten separately for each column
of Y as,
yi
(
z′
)
= A
(
z′
)
xi
(
z′
)
+ nˆi
(
z′
)
, (11)
where the vector nˆi represents the i
th column vector of ma-
trix N . With this representation of EMF, the problem of
estimation of dynamo coefficients is the one of determina-
tion of vector xi that satisfies Eq. 11 at each z
′ separately.
We note that Eq. 11, comprises of N simultaneous equations
in four unknowns. The least square solution xˆ (z′) is the one
that minimizes the two norm
χ2i
(
z′
)
=
1
N
N∑
n=1
[
yi (z
′, tn) − A (z
′, tn) x
⊤
i
(z′)
σi
]2
(12)
at each height z′, and for each component i (which can either
be x or y in our case). Moreover σi is the variance associated
with the noise matrix nˆi , which we assume independent of
n and will estimate post-facto from the fit itself (see below).
The least square solution is obtained by employing SVD,
which relies upon the unique decomposition of matrix A in
the form,
A = U w V⊤ , (13)
where U and V are orthonormal matrices and the matrix
w is diagonal. One advantage of the representation of A as
in Eq. 13 is that the least square solution vector xˆi (com-
ponents of dynamo coefficient tensors) is given simply by
“pseudo-inverting” A (Mandel 1982; Press et al. 1992) to
yield
xˆi = V w
−1U⊤yi . (14)
The hat notation in the above equation is used to denote
the least-square solution of Eq. 11 (which is different from
xi in Eq. 11). The SVD method also gives an estimate for
the covariance between the components of xˆi , in terms of
the matrices V and w. The covariance between l th and mth
element of the vector xˆj is given by
Cov
(
[xˆj ]l, [xˆj ]m
)
=
∑
i
VliVmi
w2
ii
. (15)
Note that the elements of the covariance matrix for both
xˆi (i = 1 or i = 2) are the same, since the associated de-
sign matrix, A, is the same for both of them. Therefore the
covariance between the identically indexed pairs of compo-
nents of xˆ1 and xˆ2 are the same, that is,
Cov
(
αxx, αxy
)
= Cov
(
αyx, αyy
)
,
Cov (αxx, ηxx ) = Cov
(
αyx, ηyx
)
, (16)
and so on. The diagonal elements of Eq. 15 further provide
a measure of the variance in the determination of individual
fitting parameters. For instance, the error in the estimation
of the l th component of each xˆi vector is given by,
Var
(
[xˆi]l
)
=
∑
k
[
Vlk
wkk
]2
σ2i . (17)
The term in the square brackets is the l th diagonal element
of the covariance matrix defined in Eq. 15. Here σ2
i
is de-
termined from the data, and the fitted parameter vectorxˆi ,
that is
σ2i =
1
N
(yi − Axˆi) (yi − Axˆi)
⊤ . (18)
We note that the term in square bracket is the same for both
columns xˆi (with i ∈ 1, 2) but σi is different for the two.
In Appendix A, we have tested the SVD algorithm on
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noisy mock data generated by assuming dynamo coefficient
profiles very similar to those we recover in the real data,
running a 1-D mean-field dynamo model, and adding noise.
We find the SVD method to be quite robust in recovering
input parameters, if independent noise is added to the field
and the current. If we add noise only to the magnetic field
and derive the current from this, we find SVD method still
recovers with good accuracy the αij tensor and with less
accuracy the ηij tensor, the latter effect arising due to extra
noise introduced in calculating the current from the field.
4 RESULTS OF THE SVD RECONSTRUCTION
We use the 3-D DNS data for model Q, described in Sec. 2
and construct the vertical profiles of E = u × b, B and J, at
each time step using Eq. 1. We further smooth the profiles
by applying a box filter with the window size equal to the
SNR scale (which is approximately equivalent to the size
of 4 grid cells, and this essentially filters out all noise be-
low turbulence forcing scale). We note that this smoothing
preserves the Reynolds rules. We then choose a time period
corresponding to the range 0.1−1Gyr in the kinematic phase
of the DNS model, and extract the time series of E, B and
J, independently at each z. The time interval between each
data point is smaller than the expected correlation time of
10 Myr (Shukurov 2004; Bendre 2016). Thus we choose sub-
sets of the full time series where data points are more than
10 Myr apart such that each data point in the time series
can be considered as independent. We construct 9 such time
series, referred to as S1, S2, ..., S9, by starting from different
initial times. For comparison, we also carry out the SVD
analysis of the full time series, which we refer to as S.
From any of these time series as columns, the data ma-
trices Y and design matrices A are constructed using defini-
tions Eq. 8 and Eq. 6 respectively (i.e., separately at each z).
Since the chosen time period corresponds to the kinematic
phase of magnetic field we expect the constancy of dynamo
coefficients in this period, i.e. the time independence of coef-
ficient matrix X (Eq. 9). The mean field, current and EMF
components from the DNS all grow exponentially and in-
crease by almost three orders at the end of kinematic phase
compared to their initial value. To compensate for this large
growth, we multiply the time series of all mean field, current
and EMF components by exp (−t/200 Myr ) and take out the
exponential growth factor before fitting the data. Choice of
this particular scaling factor is based on the approximate
exponential growth factor of mean magnetic energy, seen in
the actual DNS data. We find the evolution of mean mag-
netic energy to be roughly proportional to exp (t/100 Myr )
(see the right panel of Fig. 9), a square-root of this factor is
therefore used to approximate the exponential amplification
of mean field and EMF components. We have checked that
the results are insensitive to the exact choice of the scaling
factor. We apply the SVD algorithm described in Sec. 3.2
to this data and determine the vertical profiles and vari-
ances of αij (z) and ηij (z) using Eq. 14. In particular, we use
the ‘svdcmp’ algorithm described in Press et al. (1992) to
decompose the design matrix A.
The profiles of all the components of αij and ηij tensors,
recovered using the SVD method, from the various time se-
ries are shown in Fig. 1. The solid line in each panel shows
Figure 1. The red solid red lines show the average of the vertical
profiles of different dynamo coefficients computed by applying
SVD method to nine time different series S1, S2, ..., S9 during the
initial kinematic phase. Orange regions show the 1 − σ variances
obtained from these nine different vertical profiles. The inherent
error in the SVD estimate of individual coefficients (from Eq. 17)
are almost an order of magnitude smaller than the orange regions
in the graph. The dashed blue line indicate the vertical profiles
of the corresponding coefficients, calculated using the entire time
series S in the kinematic phase. We point out that the red solid
lines and blue dashed lines almost coincide for all coefficients.
Note that αxy ≈ −αyx giving rise to a vertical pumping term.
the average profile obtained by averaging the individual pro-
files recovered from the time series S1 to S9, while the dashed
line shows dynamo coefficients obtained from the full time
series S. We see a close correspondence between these two,
showing that the oversampling implicit in the full time series
S does not affect the results. In plotting we smooth these pro-
files over a window of size 100 pcwhich corresponds roughly
to the turbulent correlation length scales. Also shown in
Fig. 1 by the orange shaded regions are the variance ob-
tained in the dynamo coefficients recovered using the time
series S1 to S9. We note that the formal error from the SVD
analysis on the αij and ηij coefficients obtained using Eq. 17
are much smaller than this variance.
We see from Fig. 1 that the overall shapes of the pro-
files of diagonal α components are linear in the inner disc of
approximate −0.8 kpc to 0.8 kpc , and they have the opposite
signs above and below the midplane. The magnitude of αyy,
which is the crucial part of the α-effect for the α − Ω dy-
namo, is zero at the midplane (as expected) and rises with
z to attain a maximum of about 3 km s −1 by z = 1 kpc . A
curious feature is that αxx is larger and opposite in sign to
αyy. Another significant result of this analysis is the emer-
gent antisymmetry of α tensor, which is to say that off-
diagonal elements are of opposite signs and similar mag-
nitude. As already found previously (Gressel et al. 2008),
these two combine, to constitute a turbulent pumping term
MNRAS 000, 1–15 (2015)
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γ ∼ 10 km s−1 at the height of z = 1 kpc that acts to transport
mean magnetic fields towards the equator, against the out-
ward advection by the vertical velocity Uz . The profiles of
the η tensor, as recovered by the SVD method, are expect-
edly much noisier. The shape of both diagonal components
of η tensor profiles is approximately inverted bell shaped,
with a maximum turbulent diffusivity of ≃ 1026 cm 2 s −1 at
a distance of a kpc from the disk midplane. These values
compare favorably with theoretical expectations (Shukurov
2004). The off diagonal component ηxy oscillates around
zero, while curiously ηyx is also bell shaped, positive and
similar to ηyy.
We have also checked the robustness of SVD results
in an alternate manner, by inter-comparing the coefficients
computed within different sub-intervals of the original time
series. In particular, we divide the kinematic phase time
series (100 to 1000Myr ) of mean field, mean current and
EMF components, into four sections of equal lengths and
compute all dynamo coefficients corresponding to each of
these sections, using the SVD method. These four profiles
are then used to compute the average profile and the dis-
persion about the average. In Fig. 2 we show as red-solid
curves, the average vertical profiles of the dynamo coeffi-
cients, obtained from the four different sub-intervals of kine-
matic phase. This can be readily compared with blue-dashed
curves which shows the same dynamo coefficients, computed
for the entire kinematic phase time series (same as the pro-
files shown in Fig. 1). We see reasonably good agreement
between the two curves which shows the robustness of the
SVD method and the validity of the assumption that the
dynamo coefficients are approximately constant during the
kinematic phase. Represented by the shaded orange region
is the 1-σ interval for these four vertical profiles of dynamo
coefficients. They also show that the fluctuation of αij and
ηij with time is larger than the formal error given by the
SVD analysis using the full time series.
These profiles of dynamo coefficients recovered via SVD
are in qualitative agreement with those recovered from TF
method for the same model (Bendre et al. 2015; Bendre
2016). For ready reference we have summarized the TF re-
sults derived using the same DNS data in Appendix B. The
magnitude of αyy, recovered by the SVD method, is within a
1−σ confidence interval of its TF counterpart. However the
magnitude of αxx from the SVD method is systematically
larger by a factor of about 3. Furthermore, a bell shaped
profile of both diagonal components of ηij tensor is obtained
in both the SVD and TF methods. The magnitudes of ηxx
and ηyy however, are substantially smaller in SVD recon-
struction, compared to the TF results. One possible expla-
nation for this discrepancy is that the SVD and TF methods,
in fact, may be sampling very different length scales in the
problem, and that the different values for η simply reflect
this aspect. We will discuss this issue further in Section 6.
In addition, in Sec. C the results from the SVD analysis
are also compared with that from a simple regression method
due to BS02. The mean values of the coefficients obtained
in this method are in agreement with that obtained using
SVD. The standard deviations tend to be however somewhat
larger. Moreover as we will see below, we also use the SVD
to compute systematically the full covariance matrix on the
coefficients.
Figure 2. Plotted in the red-solid lines are the average verti-
cal profiles of the dynamo coefficients computed for four differ-
ent sections of kinematic phase (0.1 to 1 Gyr ) of size 225Myr .
Blue-dashed lines represent the same for respective dynamo coef-
ficients, but for the entire kinematic phase time series, these are
identical to the ones shown in Fig. 1. Notice the significant agree-
ment between the red-solid and the blue -dashed curves. Orange
regions in each panel represent the corresponding 1-σ interval
computed using the profiles of dynamo coefficients in the four
sections of kinematic phase.
4.1 Covariance of the Dynamo Coefficients
In principle, the overdetermined system defined by Eq. 7 has
no unique set of solutions in a sense that the same EMF time
series could be produced by the different sets of parameters.
The SVD algorithm provides a solution that is the best ap-
proximation in a least-squared sense. There however could
be a degeneracy in the determination which could be probed
quantitatively by comparing the off-diagonal elements of co-
variance matrix to the diagonal ones. Since the time series
of both x and y components of EMF (columns of Y) depend
on the first and second column of X through the same design
matrix A covariance between the elements of xˆ1 and xˆ2 are
identical (see Eq. 15) and following relations hold:
Cov
(
αxx, αxy
)
= Cov
(
αyx, αyy
)
,
Cov
(
αxx, ηxx
)
= Cov
(
αyx, ηyx
)
,
Cov
(
αxx, ηxy
)
= Cov
(
αyx, ηyy
)
,
Cov
(
αxy, ηxx
)
= Cov
(
αyy, ηyx
)
,
Cov
(
αxy, ηxy
)
= Cov
(
αyy, ηyy
)
,
Cov
(
ηxx, ηxy
)
= Cov
(
ηyx, ηyy
)
.
In Fig. 3, we plot the vertical profiles of the off-diagonal
elements of the covariance matrix (calculated using Eq. 15)
normalized with the corresponding diagonal elements. If two
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Figure 3. Vertical profiles of all off-diagonal elements of co-
variance tensor normalized with their respective diagonal com-
ponents.
parameters are uncorrelated the corresponding normalized
covariance will be zero, full correlation corresponds to +1
and complete anti-correlation to −1. From this figure, we
see that the diagonal and off-diagonal elements of the αij
tensor, like αxx and αxy (or αyy and αyx) are correlated for
all z, while the corresponding diagonal and off-diagonal el-
ements of the ηij tensor are anti-correlated (see the top-left
and bottom-right panels of Fig. 3). Moreover, the correla-
tions between the first and third element and the second
and the fourth element of xˆi (equivalently Cov (αxx, ηxx) and
Cov
(
αyy, ηyy
)
are non negligible within the central half a kpc
of the disk, where the mean field is strong.
These correlations can arise if there are definite cor-
relations between the mean field components with them-
selves and with the current components. For example if
we have a definite eigenmode of the mean-field dynamo
with say By ≈ −c1Bx , with a constant c1. Then Ex =
αxxBx + αxyBy + ... ≈ (αxx − c1αxy)Bx + ...., and there can
be a mixing (or correlation) between αxx and αxy, as indeed
observed. Similarly, if the field is partially helical, then there
would be a correlation between Bx and Jx (also By with Jy).
This could indeed induce a partial correlation between αxx
and ηxx (and αyy with ηyy), as also indeed observed in the
top right panel of Fig. 3.
We see therefore that all the turbulent dynamo coeffi-
cients determined by the SVD, by directly fitting the E data
from the numerical simulation, need not be completely inde-
pendent. This will be the case if the mean fields and currents
are partially correlated. The coefficients determined by the
SVD do however give the best fit to the data in a least-
squared sense. This also explains why the TF results and
the SVD method, even if they differ somewhat in the am-
plitudes of different coefficients, could lead to very similar E
and hence predict similar evolution for the mean field evo-
lution.
4.2 Quenching of the Dynamo Coefficients
It is of interest to examine the behaviour of the dynamo
coefficients as the mean magnetic field grows and Lorentz
Figure 4. Same as Fig. 1 but for the dynamical phase.
forces become important. Our previous analysis based on
the TF method (Gressel et al. 2013; Bendre 2016) indicated
that both α and η coefficients quench drastically in the pres-
ence of dynamically significant mean fields as an algebraic
function of relative field strengths. We perform a similar
analysis using SVD method here. To quantify the strengths
of the mean fields relative to turbulent kinetic energy we use
the dimensionless ratio of the magnetic to kinetic energy de-
fined by,
β2 =
B · B
µ0 ρ u
2
. (19)
To investigate the effect of strong mean field on the dynamo
coefficients, we examine their behaviour at two regions of
β. We choose the time series of B, J and E from DNS,
corresponding to 0.1 to 1Gyr representing its initial kine-
matic phase (β ≤ 0.01). Conversely, for the dynamical phase
(β ≥ 1) we use the time series between 1.5 Gyr and 2.54Gyr .
Equipped with this data, we compute vertical profiles of all
dynamo coefficients using the SVD method as discussed in
the previous section.
It should be noted that, the SVD algorithm we have
employed requires the dynamo coefficients to stay constant
for a chosen range of time. Consequently while choosing the
time slots at various values of β we are tacitly assuming the
constancy of dynamo coefficients for that range. This as-
sumption may be justifiable in the kinematic phase where
the exponential growth of magnetic is consistent with the
solution of α−Ω dynamo with constant dynamo coefficients.
Moreover, in the dynamical phase above ∼ 1.5Gyr , the av-
erage growth of mean fields appears to be approximately ex-
ponential, however with a drastically reduced growth rate.
This also hints the existence of dynamo action with a set
of approximately constant (but quenched) dynamo coeffi-
cients. For the intermediate phase of approximately 1.0 and
1.5Gyr however, where the transition between kinematic
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Figure 5. Left Panel: Vertical profile of the αyy coefficient in the kinematic (black-solid line), the dynamical phases (1.5 - 2.0) Gyr
(red-dashed line) and (2.0 - 2.5) Gyr (blue-dash-dotted line). Right Panel: shows the same but for turbulent pumping (i.e., γ) term with
the same colour coding.
and quenched dynamo coefficients is supposed to occur, the
constraint of the constancy may not hold. We therefore fo-
cus here on the dynamo coefficients in the kinematic and
dynamical phase using this method, and not in the interme-
diate phase of transition.
The dynamo coefficients in the dynamical phase are
shown in Fig. 4. The plots show a drastic suppression of
the mean αyy and the off-diagonal terms, αxy and αyx, for
z < 0, which in turn implies a drastic suppression of the
pumping term γ =
(
αyx − αxy
)
/2. It appears that the mean
value of these coefficients are less affected for z > 0. However,
the lower envelope of αyy is closer to zero in the dynamic
phase compared to the kinematic phase, even for z > 0. We
find that the other coefficients do not undergo any system-
atic quenching, although the variance in these coefficients
are much larger in the dynamic compared to the kinematic
phase and it is harder therefore to quantitatively determine
the quenching.
To elucidate the behaviour of the dynamo coefficients in
the dynamical phase further, we have split this period in to
two sub-periods, 1.5 to 2 Gyr , and 2 to 2.5 Gyr. In Fig. 5
we compare the vertical profiles of αyy and γ coefficients
for these two dynamical regimes with the kinematic regime.
The figures show clearly, that for the final period of 2 to 2.5
Gyr, the suppression of αyy and the pumping term γ is now
drastic for all values of z, This also shows that the turbulent
coefficients are evolving in the dynamic phase and Fig. 4
shows the average behaviour, assuming they are constant.
Note that in the kinematic stage the γ term pumped
back the mean field into the disk part, which an outflowing
wind was carrying out in the halo. The decrease of αyy and
γ could therefore be the cause of dynamical saturation of
magnetic field seen in the DNS. We should also point out
that the mean vertical velocity Uz is suppressed as the β
or the mean magnetic field increases, as already shown in
Bendre, Gressel & Elstner (2015).
4.3 Comparison of recovered E with the DNS
It is important to ask how well E, obtained from the turbu-
lent transport coefficients recovered with the SVD method
according to Eq. 4 or Eq. 7 agrees with E in the DNS and
what is the level of residual noise in this fit. We compare
in Fig. 6 the evolution of Ex (z) and Ey (z) obtained from
the DNS (Bottom panels) with that reconstructed using the
SVD estimates of the αij and ηij tensors (top panels). We
see that that there is reasonable agreement between the two,
especially in the kinematic stage.
In order to make this comparison more quantitative and
estimate the level of the residual noise in the SVD fit, we
have also compared the time-series of both components of
EMF obtained from the DNS (Ei = (u × b)i) and the ones re-
constructed using the dynamo coefficients (Ei = αijB j−ηij J j)
at specific locations. This is shown in Fig. 7 and Fig. 8,
where we plot the histograms of the relative differences (in
percentage) between x and y components of EMF obtained
from the DNS and corresponding estimates using SVD, for
the kinematic (0.1 to 1Gyr ) and the dynamical phase (above
1.5 Gyr ) respectively. The left and right panels of each fig-
ure, correspond respectively to the distribution of this resid-
ual noise in the x and y components of EMF. We do this
analysis at various heights and the panels from bottom to
top show the results at z = −1 kpc , −0.5 kpc , 0 kpc , 0.5 and
1.0 kpc . We see that the relative difference between the two
is mostly normally distributed at all heights. We then fit
these histograms with the Gaussian functions (shown with
red curves), and determine both the mean and the dispersion
σ of the distributions.
We see from Fig. 7 that the mean of the residual noise is
very close to zero during the kinematic phase, while their σ
values turn out to be less than a few percent at all locations.
Therefore the reconstructed EMF using the SVD method
does give a good fit to that obtained directly in the simu-
lations during the kinematic evolution. On the other hand,
both the mean residual noise and its dispersion are larger
during the dynamical phase as can be seen from Fig. 8. The
mean noise ranges from a few percent to 30% for the y com-
ponent of the EMF with the dispersion σ less than 30%.
For the x component, the mean residual noise has a similar
range except around z ∼ −0.5 kpc where it becomes as much
as 70%. The dispersion in the noise is also larger at this lo-
cation. At all heights, however the zero value is within the
1-σ range of the noise distribution. These features indicate
that while the SVD method provides an excellent fit in the
kinematic phase, it is not providing as good a fit in the dy-
namical phase. At the same time, we shall see in Section 5
that the a 1-D mean field dynamo model using the turbulent
dynamo coefficients obtained from the SVD method repro-
MNRAS 000, 1–15 (2015)
Dynamo Coefficients in ISM turbulence via SVD 9
Figure 6. Left Panels: Bottom panel shows the time evolution of the vertical profile of Ex obtained from the DNS and the top panel
depicts the same for the x component of reconstructed EMF using the SVD estimates of α and η tensors and the profiles of mean field
components from DNS. Right Panels: Show the same quantities as the left one but for the y component of EMF. Note that the SOCA
the model for EMF components roughly reproduces the actual DNS data. The white patch ranging from 1 to 1.5Gyr corresponds to the
transition phase between the kinematic and dynamical phase of field evolution, since the dynamo coefficients in this range cannot be
reliably extracted by present SVD method, we have omitted this patch in this comparison. Color code here is normalized with respect
to the exponential scaling factor of exp (t/200Myr), in the kinematic phase to compensate for the exponential amplification of EMF
components as mentioned in Sec. 3.2.
duces reasonably well the evolution of the mean magnetic
field, not only in the kinematic phase but also in the dy-
namical phase.
5 COMPARISON OF ONE-D DYNAMO
MODEL WITH THE DNS
The validity of the computed profiles of dynamo coefficients
in the kinematic and dynamical phase can also be veri-
fied, self-consistently, by demonstrating that a 1-D dynamo
model using these coefficients gives results very similar to
the DNS. The 1-D dynamo equations are,
∂Bx
∂t
=
∂
∂z
(
−
(
Uz + αyx
)
Bx − αyy By − ηyy Jy − ηyx Jx
)
∂By
∂t
=
∂
∂z
(
−
(
Uz − αxy
)
By + αxx Bx + ηxx Jx − ηxy Jy
)
+ qΩ Bx . (20)
Note that from ∇ · B = 0, Bz = const. for the x − y averaged
mean. We solve Eq. 20 with a resolution of 512 grid points
similar to the DNS. Adopting a continuous gradient bound-
ary condition for Bx and By, we evolve Eq. 20 on a staggered
grid using the finite difference method. Initial profiles of Bx
and By components are taken directly from the respective
DNS data averaged over first 150Myr .
The vertical profiles of dynamo coefficients used for the
first gigayear are as determined from the SVD analysis and
given in Fig. 1. For the latter period of 1 to 1.5 Gyr , we use
the linearly interpolated profiles of αyy and pumping term
between black-solid and blue-dashed curves shown in Fig. 5
to roughly mimic the transition between kinematic and dy-
namical phases and keep other coefficients the same. For the
period after 1.5Gyr , to simulate the dynamical quenching of
the coefficients, we further replace these with the once shown
in Fig. 5 with blue-dashed curves and keep the rest of the
coefficients constant. We run this model up to 2.54Gyr .
The results of these simulations are shown in Fig. 9,
and Fig. 10. After an initial period of ∼ 80Myrwhen the ini-
tial transients decay, the overall evolution of magnetic field
in 1-D model is reasonably consistent with the outcome of
the DNS. To corroborate this, in Fig. 9 (right panel) we
first compare the time evolution of mean magnetic energies
in DNS (shown with solid line) and 1-D simulations (shown
with dashed line). We see that mean magnetic energy curves
from the direct and 1-D simulations, overlap closely both
in kinematic and dynamical phase. This clearly shows the
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Figure 7. Black-solid lines show the residual noise ‘probability’
distributions obtained by subtracting the kinematic phase time
series of E obtained in the SVD reconstruction from that obtained
in the DNS. The noise is expressed in the units of percentage of
the DNS E value. The red lines show the Gaussian best fit of the
respective distributions. Mean (avg) and standard deviation (σ)
of each fit is given in each box and the square brackets show the
errors in their determination.
overall similarity in the magnetic energy growth, with the e-
folding time of ∼ 100Myr in the kinematic and ∼ 520Myr in
the dynamical phase as in the DNS. Furthermore, in Fig. 10
we compare the space-time butterfly diagrams of azimuthal
field component (z − t evolution). This also shows the qual-
itative similarity with which the field profile is reproduced
along with the reversals and the emergence of final symmet-
ric mode. To supplement this, we additionally compare in
Fig. 9 (left panel) the vertical profiles of By from DNS (solid
lines) and 1-D simulations (dashed lines) at an intermediate
time of 0.8Gyr (when there obtains an antisymmetric mode
with respect to the mid-plane) and near the end of the sim-
ulation at 2.5Gyr , (when a symmetric mode is prevalent).
This comparison also shows that the approximate shape of
the By profile is well replicated in 1-D dynamo simulations.
Overall, the similarity in the evolution of the mean mag-
netic field in the DNS and 1-D models which uses the dy-
namo coefficients determined using SVD method supports
the robustness of the chosen approach.
6 DISCUSSION AND CONCLUSIONS
The determination of turbulent transport coefficients in di-
rect simulations which give rise to large-scale dynamo ac-
Figure 8. Same as Fig. 7 but for the dynamical phase time series
(restricted to the time period of t ≥ 1.5Gyr ) of EMF components.
tion is important to understand how the dynamo operates
to grow and maintain the large-scale magnetic fields. Several
methods have been suggested in the past, including what is
known as the test-field (TF) method and the singular value
decomposition (SVD) method. The SVD is useful particu-
larly for post processing analysis of simulation data.
We have presented in this paper a SVD analy-
sis of the simulation of SNe driven ISM turbulence of
Bendre, Gressel & Elstner (2015), which had led to large-
scale field generation. TF results for this simulation have
been presented there, which makes it also possible to com-
pare the results obtained from these two very different meth-
ods. The profiles of dynamo coefficient tensors αij (z) and
ηij (z) in the SVD method are obtained from the turbulence
data by minimising the least squares of a residual vector
Ri = Ei − αij B j + ηij J j . As a consistency check we verify
the efficacy of SVD algorithm in Appendix A and by using
the exact data produced in 1-D simulations, adding random
white noise up to a level of 50% of the actual data, and
showing that the SVD effectively reconstructs the dynamo
coefficient tensors. The profiles of αij (z) and ηij (z) tensors,
calculated using the SVD method, are shown in Fig. 1 for
the kinematic phase and Fig. 4 for the dynamical phase
when the dynamo growth has decreased. We also show that
the turbulent EMF components predicted using the recon-
structed αij and ηij tensors match quite well with actual
DNS data for the kinematic phase, with very little residual
noise. The match is not as good for the dynamical phase.
However, we show that the evolution of the mean magnetic
fields, predicted by solving the 1-D mean-field dynamo equa-
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Figure 9. Left Panel: Black-solid lines show the vertical profile of By seen in the DNS, while its dashed counterparts show the same
for 1D dynamo model. The approximately symmetric profiles with respect to the midplane corresponds to the By at end of dynamical
phase, 2.5 Gyr , and the antisymmetric ones correspond to 0.8Gyr . Right Panel: The black-solid line represents the time evolution of
the mean-magnetic energy expressed in logarithmic units for the DNS, while the dashed line represents the same for 1-D model.
Figure 10. Left Panel: Shows the time evolution of the vertical profile of Bx seen in the DNS (bottom panel), and in the 1D dynamo
model (top panel) Right Panel: Shows the same but for the y component of mean field. We have normalized the colour code with mean
magnetic energy to compensate for the exponential amplification of mean field and make its initial features visible.
tions using the reconstructed dynamo coefficients match re-
markably well, with that determined from the DNS, as can
be seen from Fig. 9 and Fig. 10. Thus it seems that the SVD
does indeed give a reasonable reconstruction of the dynamo
coefficients.
The predicted magnitude of αyy, crucial for regenerat-
ing Bx from By in the α−Ω dynamo, is zero at the midplane
(as expected) and rises with z to attain a maximum of about
3 km s −1 by z = 1 kpc . We also predict a turbulent pump-
ing term γ ∼ 10 kms−1 at the height of a kpc , that acts
to transport mean fields towards the equator, against the
outward advection by the vertical velocity Uz . The diago-
nal components of turbulent diffusion tensor, as recovered
by the SVD method, are much more noisy, approximately
inverted bell shaped, with a maximum turbulent diffusiv-
ity of ≃ 1026 cm 2 s −1 at a distance of a kpc from the disk
midplane. These numbers compare favorably with that ex-
pected on basis of simple estimates for galactic dynamos
(Shukurov 2004). We find that as the mean field becomes
stronger, both αyy and γ get suppressed, but other coeffi-
cients remain largely unaltered.
The vertical profiles of all dynamo coefficients con-
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structed in SVD analysis (Fig. 1) are qualitatively similar to
their TF counterparts (shown in Fig. B1) during the kine-
matic phase. In this phase, they are also similar to that ob-
tained from a simple regression method of BS02, as shown
in Fig. C1. The amplitude of αxx however is larger by a
factor of 3 as determined in the SVD analysis compared to
the TF method, while ηxx and ηyy are substantially smaller.
We stress that the SVD method is likely most sensitive to
vertical gradients in the mean fields on relatively smaller
scales. This is because it is restricted to the length scales
that are actually sampled from the fields present in the
DNS, which are confined to a few hundred parsec around
the midplane. In contrast, the TF method (in its form used
here) is essentially a spectral method, where one is free to
choose the length scale probed. It has to be noted that the
particular choice was to have test fields that vary on the
largest vertical scales accessible in the tall simulation do-
main. Gressel & Pessah (2015) have demonstrated the scale-
dependence of the TF coefficients for the case of magnetoro-
tational turbulence, where coefficients were found to decay
from their peak value at the largest available scales by a
factor of a few, when approaching the smallest scales acces-
sible to the simulation. This scale-dependence may in fact
fully explain the tension between the SVD and TF results,
which can be tested by running the latter method at higher
vertical wavenumber.
In the dynamically quenched phase, the TF method
predicts not only suppression of αyy and γ but also the
turbulent diffusion tensor, with the latter feature not hav-
ing been clearly obtained in the SVD analysis. Nevertheless,
the 1-D model using the TF results had also matched the
evolution of the mean magnetic fields obtained in the DNS
(Bendre, Gressel & Elstner 2015). This seems to indicate a
degeneracy in the determination of the magnitudes of tur-
bulent transport coefficients using different methods. A po-
tential explanation for this feature is the existence of partial
correlations between some of the parameters, as explicitly
shown in Fig. 3.
Our work here has demonstrated that the SVD method
is a self-consistent and useful way of determining turbulent
transport coefficients. In contrast to the TF method, it is
computationally less expensive since it is used merely as
a post-processing tool. However, as a potential downside
of the SVD method, some of the determined parameters
can also get correlated if the different components of the
mean fields and currents have definite correlations. The re-
construction of coefficients which couple to the current is
also more noisy in the SVD method. These latter issues are
tacitly avoided in TF method as they study the inductive
response to known functional forms of additional mean test
fields. The TF method itself is believed to have difficulties in
dealing with a strong small-scale dynamo, where small scale
fields are generated independent of the mean magnetic field.
Here such fields will merely appear as an extra noise term
to be recovered self-consistently in the SVD reconstruction.
It will be important to study a case where both large and
small-scale dynamos are active (e.g., the case in Bhat et al.
(2019)), with the SVD method. Also of interest will be to
recover the dynamo coefficients when the mean field is de-
fined differently, like in the filtering approach (eg. Gent et al.
(2013)). In addition, it would be useful to be able to imple-
ment Bayesian priors for the dynamo coefficients, perhaps
using the information field theory approach (e.g., Enßlin
2019), while doing the least-square minimisation of the data;
a study which is left for the future.
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APPENDIX A: TESTING THE SVD METHOD
USING MOCK DATA
To verify the robustness and predictive ability of the SVD
method for the problem of mean-field dynamo, we use mock
data of the mean magnetic fields produced in 1D dynamo
simulations using the profiles of dynamo coefficients (de-
scribed in Sec. 5). We extract the time series data of Bx (z, t)
and By (z, t) and add the various levels of normally dis-
tributed random noise over these time series. We denote
these noisy components B
n
x and B
n
y . To then compute the
time series of noisy mean current components J
n
x and J
n
y we
filter the data B
n
x (z, t) and B
n
y (z, t) using moving windows of
width ∼ 80 pc in z direction and ∼ 60 Myr in t direction, and
calculate the components of∇ × B
n
. Similarly we also con-
struct the time series of Ex and Ey from the exact profiles
of Bx , By , Jx , Jy and the dynamo coefficients obtained by
SVD. By adding the same levels of noise over E, and then fil-
tering with same window size the time series E
n
components
are constructed. Using these noisy time series B
n
, J
n
and
E
n
, we subsequently follow the steps described in Sec. 3.2
to pseudo-invert the design matrix A at each z and recon-
struct the profiles of all dynamo coefficients, along with their
variances. In Fig. A1 we show the reconstructed profiles of
the dynamo coefficients with a level of added noise equaling
to approximately 50% of the actual data (with black lines).
Here we point out that noise dispersion in the actual DNS
data in its kinematic phase is almost an order of magnitude
smaller than the value we use here. It is however almost
similar to the expected noise in dynamical phase (see Fig. 7
and Fig. 8). The red curves in Fig. A1 show actual profiles
of dynamo coefficients for non-noisy data set.
It can be seen from the figure that the predictions of
α tensor components agree remarkably well with the input
profiles. They are considerably better than the predictions
of ηij , especially for the off diagonal component ηxy . We also
find that if we neglect the off diagonal components of η ten-
sor altogether, this further improves the SVD predictions for
both α and diagonal elements of η. Qualitative consistency
Figure A1. Black-lines show the vertical profiles of all dynamo
coefficients reconstructed from 1D dynamo data with added noise
level of 50% to the actual data. Red-lines show the dynamo coef-
ficients actually used in the 1D Dynamo simulations.
of the reconstructed profiles with the actual profiles justifies
the robustness of SVD algorithm.
One of the main sources of errors in determining the dy-
namo coefficients using SVD algorithm is the enhancement
of noise when determining J
n
due to taking the derivative
of the noisy mean field data. Large relative errors are intro-
duced in the derivatives of B where it is expected to have a
negligible gradient. To circumvent this issue, we also define
the components of J
n
as the discrete inverse Fourier trans-
forms of J
n
x (k) and J
n
y (k) defined by
J
n
x (k) =
2πik
N
∑
z
B
n
y (z) exp
(
−2πikz
N
)
J
n
y (k) = −
2πik
N
∑
z
B
n
x (z) exp
(
−2πikz
N
)
. (A1)
Resulting time series of J
n
, B
n
and E
n
is then used to deter-
mine the dynamo coefficients corresponding to noisy data,
using the SVD method described above. This exercise also
yields the results consistent with the actual values of dynamo
coefficients even with added noise level of ∼ 50% of actual
data, as shown in Fig. A2. These tests with mock data show
that the dynamo coefficients can be reasonably well recov-
ered using the SVD method. It also shows that the recov-
ering the ηij tensor accurately is more difficult compared to
recovery of the αij tensor.
APPENDIX B: TEST-FIELD RESULTS
In order to solve the system represented by Eq. 4 for α and
η tensors, in our previous work we use the TF method dis-
cussed by Brandenburg (2018). A general idea of the TF is as
follows: Since the Eq. 4 is an under-determined system with
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Figure A2. Same as Fig. A1, but with currents components
calculated using Eq. A1
two equations and eight unknowns, one needs sufficient num-
ber of independent equations to invert it. In the TF method,
this is achieved by solving the induction equation for addi-
tional passive test fields with a well defined functional form
along with the DNS, as described briefly in Section 1. Fluc-
tuations in these fields are then computed as functions of
space and time and used to compute the TF EMF compo-
nents. With this additional data Eq. 4 is inverted to compute
the unknown α and η tensors. Analysis of the DNS model
used in this paper (model Q) based on the TF results is dis-
cussed in details in Bendre, Gressel & Elstner (2015). For
the sake of comparison with the SVD analysis, in Fig. B1
we plot the vertical profiles all dynamo coefficients obtained
from the TF analysis of the same model in solid red lines,
along with 1-σ error estimates represented by the orange
shaded regions.
Here we have presented the TF results only in the kine-
matic regime of field evolution. Changes in these profiles in
the presence of dynamically significant mean fields are dis-
cussed in Bendre, Gressel & Elstner (2015) and in Section
5.3.2 of Bendre (2016). Qualitative trends of these profiles
of dynamo coefficients match well with SVD outcomes as
shown in Fig. 1. Magnitudes of αxx and all ηij coefficients,
however are predicted to be smaller in the SVD analysis.
Nevertheless the magnitudes αyy important for the the gen-
eration of mean poloidal field from the toroidal one, and
(αxy, αyx) which determine the γ-effect, predicted by both
methods match reasonably well, within the 1-σ intervals.
APPENDIX C: RESULTS FROM A SIMPLE
REGRESSION METHOD
We briefly present results from a statistical method, first in-
troduced by BS02, that notably uses the same data basis as
the SVD method explored here. The method acknowledges
Figure B1. Plotted here are the vertical profiles of all dynamo
coefficients obtained from TF in red-solid lines and corresponding
1-σ error estimates shown by the overlayed orange shaded areas.
These results correspond to the exponential amplification phase
of mean fields t ∈ (0.1 : 0.8) Gyr , similar to the SVD results
presented in Fig. 1. Vertical profiles are also Fourier filtered such
that all the fluctuations below the estimated turbulent correlation
length scales of ∼ 100 pc are eliminated.
that the inversion of the EMF parametrisation is under-
constrained and proceeds by building statistical moments
with the right-hand-side variable, i.e., the magnetic field and
current.
For direct comparison with our SVD result, we have im-
plemented the local (i.e., non-scale dependent) formulation
without the assumption of a diagonal diffusion tensor, as
described in detail in section 4.1 of BS02. We only briefly
summarise the approach here. The x and y portions of the
matrix equation to be inverted read
E(i)(z) =M(z) C(i)(z), i ∈ [x, y] , (C1)
with C(i) ≡
(
αix, αiy, −ηiy, ηix
)⊤ the unknown coefficient
vector. Note that the minus sign for ηxy and ηyy as well as
the swapped order is simply a consequence of the differing
convention for the η tensor, which in our work is defined
with respect to the current. The two portions, E(i), of the
left-hand vector are comprised of statistical moments of the
EMF with the mean field and its gradients, that is,
E(i) ≡
( 〈
EiBx
〉
,
〈
EiBy
〉
,
〈
EiB
′
x
〉
,
〈
EiB
′
y
〉 )⊤
, (C2)
where B′x ≡ ∂zBx and B
′
y ≡ ∂zBy. Finally, the matrix M,
which is the same for the two sub portions, is given by
M ≡
©­­­«
〈
BxBx
〉 〈
BxBy
〉 〈
BxB
′
x
〉 〈
BxB
′
y
〉〈
ByBx
〉 〈
ByBy
〉 〈
ByB
′
x
〉 〈
ByB
′
y
〉〈
B′xBx
〉 〈
B′xBy
〉 〈
B′xB
′
x
〉 〈
B′xB
′
y
〉〈
B′yBx
〉 〈
B′yBy
〉 〈
B′yB
′
x
〉 〈
B′yB
′
y
〉
ª®®®¬ . (C3)
All entries are evaluated independently for each position z,
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Figure C1. Same as Fig. 2 and Fig. B1, but showing results
for the local regression method of BS02. Shaded regions indicate
the standard variations of the coefficients when considering five
separate sub-intervals in time.
as required for providing vertical profiles of the dynamo co-
efficients. To reduce the level of noise, we accumulate the
data into coarser units in the vertical direction, typically by
bunching together four or eight cells along z. In the above
expressions, angular brackets denote averaging over the data
basis comprised by snapshots in time as well as z positions
that fall within the same vertical bin.
As mentioned, we apply this method to the same
raw data as is used for the SVD. The only difference is
that the detrending in time was done by normalising with
the instantaneous value of the horizontal field, Brms(t) ≡√
L−1z
∫
dz
(
B2x(z, t) + B
2
y(z, t)
)
, rather than by subtracting an
exponential growth factor, as was done for SVD. As men-
tioned before, the purpose of the detrending is to make sure
that all data are contributing in a roughly similar manner,
and small changes in the procedure were not found to have
a significant impact.
Unsurprisingly, the results via the regression method,
shown in Fig. C1, agree markedly well with those derived
via the SVD method (see Fig. 2). The standard deviation
is however somewhat larger than that obtained in the SVD
analysis using 9 independent time series (see Fig. 1).
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