The Thorp shuffle is defined as follows. Cut the deck into two equal piles. Drop the first card from the left pile or the right pile according to the outcome of a fair coin flip; then drop from the other pile. Continue this way until both piles are empty. We show that the mixing time for the Thorp shuffle with 2 d cards is polynomial in d.
In 1973, Thorp [9] introduced the following shuffling procedure. Assume that the number of cards, n, is even. Cut the deck into two equal piles. Drop the first card from the left pile or the right pile according to the outcome of a fair coin flip; then drop from the other pile. Continue this way, with independent coin flips deciding whether to drop leftright or right-left each time, until both piles are empty.
The Thorp shuffle, despite its simple description, has been hard to analyze. The problem of determining its mixing time is, according to Persi Diaconis [3] , the "longest-standing open card shuffling problem." It has long been conjectured that the mixing time is O(log c n) for some constant c. However, despite much effort the only known upper bounds are trivial ones of the form O(n c ) that have circulated in the folklore. The main contribution of this paper is to give the first poly log upper bound for the mixing time.
We shall assume that the number of cards is 2 d for a positive integer d. (Thus, our aim is to prove that the mixing time is polynomial in d.) In this case the Thorp shuffle has a very appealing alternative description. By writing the position of each card, from the bottom card (0) to the top card (2 d − 1), in binary, we can view the cards as occupying the vertices of the d-dimensional unit hypercube {0, 1}
d . The Thorp shuffle proceeds in two stages. In the first stage, an independent coin is flipped for each edge e in direction 1 (i.e., each edge in the cube that connects two vertices that differ in only the first coordinate). If the coin lands heads, the cards at the endpoints of e are interchanged; otherwise the cards remain in place. In the second stage, a "cylic left bit shift" is performed for each card, where the card in position (x1, . . . , x d ) is moved to (x2,
. , x d , x1).
It is natural to consider the change in the deck after d shuffles (which represents one complete "cycle"). Thus we give a slightly modified definition of the Thorp shuffle. of the Thorp shuffle; after a small number of steps there is a positive probability of being in any given state. However, these probabilities are in general very small so this does not imply a good bound for the mixing time.
Note that our definition of a Thorp shuffle is actually equivalent to d iterations of the shuffle described in [9] . Thus a poly(d) mixing time bound for our model implies a bound of d poly(d) = poly (d) for the original model.
The main result of this paper is that indeed the mixing time is polynomial in d. Our proof uses evolving sets, a technique for bounding mixing times that was introduced by the author and Peres in [8] . Another paper that uses some of the same ideas is [7] , in which a variant of evolving sets is used to analyze the exclusion process. Evolving sets are related to the notion of strong stationary duality due to Diaconis and Fill [5] .
Statement of main result
Consider the Thorp shuffle with 2 d cards. Let Ω be the symmetric group S 2 d , and let U denote the uniform distribution over Ω. Define the mixing time by
where p n (x, y) is the n-step transition probability from x to y. (This is a stricter definition of mixing time than the usual one involving total variation distance.)
Our main result is the following theorem.
Theorem 1. The mixing time for the Thorp shuffle is
In similar fashion to the analysis in [8] , we prove our mixing time bound based on an isoperimetric function we call the root profile. The paper is organized as follows. Following a brief introduction to evolving sets in Section 2, we devote much of the rest of the paper to proving a bound on the root profile. In section 3 we show how l 2 techniques can be combined with evolving sets to give a bound on the root profile. In section 4 we describe a useful extension of evolving sets, tailored to handle card shuffling. In section 5 we specialize this to the Thorp shuffle, and show that for a "reversibilized" version of the Thorp shuffle, the time it takes for half the cards mix is O(d) (see Lemma 5 and the remark immediately following it). In section 6, we state the main technical result of this paper (proved in Section 8), which says that the transition kernel for the Thorp shuffle contracts functions in a certain l 2 sense; then we use this to obtain our bound on the root profile. Finally, armed with the root profile we prove Theorem 1 in section 7.
EVOLVING SETS
We will now give a brief overview of evolving sets (see [8] for a more detailed account). Let {p(x, y)} be transition probabilities for an irreducible, aperiodic Markov chain on a finite state space V . Assume that the chain has a uniform stationary distribution (which means that p is doubly stochastic: Write PS · := P · S0 = S and similarly for ES · .
Evolving sets have the following properties (see [8] ).
1. The sequence {|Sn|} n≥0 forms a martingale.
2. For all n ≥ 0 and x, y ∈ V we have
3. The sequence of complements {S c n } n≥0 is also an evolving set process, with the same transition probabilities.
As done in [8] , we will prove our mixing time bound using an isoperimetric quantity that we denote by ψ, which is defined as follows. For S ⊂ V , define
and for
). Observe that ψ is non-negative and (weakly) decreasing on [0, ∞). We will call the function ψ the root profile.
FROM 2 BOUNDS TO A BOUND ON ψ
In this section, we show how to use l 2 techniques to obtain a bound on the root profile.
Let p(x, y) be a Markov chain on the state space V with uniform stationary distribution. For functions f : 
|S|
. Then
Proof. Let Λ be an independent copy of S, i.e., Λ = {y : p(S, y) > U }, for an independent uniform random variable U . Note that either S ⊆ Λ or Λ ⊆ S (depending on which of the uniform variables U, U is larger).
where the first inequality is Cauchy Schwarz and the second inequality follows from the fact that
so dividing the LHS of (2) and the RHS of (5) by |S| and then taking a square root yields the lemma.
Remark 3. The same proof shows that if
where α = ||f || 2 2 ||f || 1 . Note also that if we define ∆ := 1 − α, then
EVOLVING SETS FOR CARD SHUFFLING MARKOV CHAINS
In this section we introduce an extension of evolving sets that is useful in the analysis of card shuffling. Let {Xn : n ≥ 0} be a card shuffling Markov chain, i.e., a chain that converges to the uniform distribution over Sm for a positive integer m. Viewing a permutation as a map taking cards to positions, we write Xn(j) for the position of card j at time n, and Xn(1, . . . , k) := (Xn(1), . . . , Xn(k)). In this context, the purpose of evolving sets will be to analyze the conditional distribution of Xn(k + 1) given Xn (1, . . 
. , k).
Fix k with 0 ≤ k < m. The evolving set process for Xn(k+1) will be generated by a sequence of uniform random variables as before. However, in addition, the process will also depend on {Xn(1, . . . , k) : n ≥ 0}. Let F k be the σ-field generated by the trajectories of the first k cards, i.e.,
n ≥ 0} is a time-inhomogeneous Markov chain whose possible states at time n are {1, . . . , m} − {Xn (1)
Definition: Evolving sets. Define S0 = {X0(k + 1)}, and for n ≥ 0 obtain Sn+1 from Sn as follows. Choose U uniformly from [0, 1], and let
It is easily verified that evolving sets have the following properties.
For every
Proof. Fix n ≥ 1. Induction gives
Remark 4. Taking the conditional expectation of both sides of (9) given Xn(1, . . . , k), we get
3. The sequence of complements {S c n } n≥0 is also an evolving set process, with the same transition probabilities, where we define the "complement" S 
Proof. Note that
S c n+1 = {y : pn(Sn, y | F k ) ≤ U } = {y : pn(S c n , y | F k ) ≥ 1 − U }, where 1 − U is uniform.
THE THORP SHUFFLE AND ZIGZAG SHUFFLE
Let K be the transition kernel for the Thorp shuffle, and let Ω = S 2 d . We will consider K as an operator acting on the space of functions f : Ω → R by
Recall that Proof of Lemma 5: Let δx = 1 {x} , with an analogous definition for δy. Note that Q is symmetric, hence self-adjoint, so
by Cauchy Schwarz. Thus, it is enough to show that for any x ∈ B we have
Define
Xn be the zigzag shuffle and let 
where
n } n≥0 be copies of the evolving set process for Xn(k), and suppose that the sequence of uniform variables used to generate the S j n are independent, and hence the S j n are conditionally independent given F k−1 . By equation (10), the quantity (17) is 
where the first inequality holds because E|Sn| = 1 and hence
k . Putting this all together, we see that
Combining this with (16) and using the inequality 1+u ≤ e
Since Q is symmetric, we have
for every y ∈ B.
The following lemma was used in the proof of Lemma 5. 
|S|
. Taking the conditional expectation of both sides of (23) given Sn = S and applying Jensen's inequality gives
In order to bound E(|S|−||fS || For each nonblack card c independently flip a coin. If there is a black card that is adjacent to c in direction i, do nothing; otherwise, set the ith coordinate of c to 1 or 0 according to whether the coin lands heads or tails, respectively. Next, for each edge e in direction i independently: If there is a black card incident to e, flip a coin. If the coin lands heads, interchange all cards incident to e; else do nothing.
Note that if a black card occupies a location then it is the only card in that location. However, nonblack cards can "pile up." Furthermore, the trajectories of the nonblack cards are conditionally independent given F k . Suppose that we color the cards in S at time n red, and the cards in S c white. For vertices w in {0, 1} d , let Xw and Yw be the number of cards located in w that are red and white, respectively, at time n + 1. Note that fS(w) = E(Xw | Sn = S, F k ) and 1 − fS(w) = E(Yw | Sn = S, F k ), and hence
|S| − ||fS||
where Z counts the number of differently colored pairs of cards in the same location at time n + 1. Note that any two nonblack cards whose coins agree during the final d operations (namely K d , · · · , K1) will end up in the same location, so this happens with probability at least 2 −d . It follows that
Note that |S c | is at least
Thus the quantity (26) is at least ≥ 1 4 |S|. Combining this with (25) gives
|S|,
and thus by equation (24) we have
A BOUND ON THE ROOT PROFILE
We will need the following technical result, which is proved in Section 8.
Corollary 12 Fix S ⊂ Ω and let
Then there is a universal constant C > 0 such that
We are now ready to obtain a bound on the root profile of the Thorp shuffle.
Lemma 9. There is a universal constant c > 0 such that
Proof. Let C be the constant appearing in Corollary 12. We will show that there is a universal constant B > 0 such that
Setting c = min(BC, C) will then yield the lemma. First, we show that ψ * ≥ Bd −12 . Fix S with
and let
S = {y : p(S, y) > U},

Remark 3 implies that
E | S | |S | ≤ 1 − ∆ 2 4 , where ∆ = 1 − ||p(S, · )|| 2 2
|S|
, and Corollary 12 implies that
for a universal constant A > 0, and hence 1− ). (The fact that we can take B < 1 4 will be used later on.) Since this holds for all S with |S| ≤ 1 2 (2 d )!, we conclude that ψ * ≥ Bd −12 . To complete the proof of Lemma 9, we must show that equation (28) holds when the max is achieved by the first term.
Assume that (32) holds. Lemma 2 gives
where α = ||p(S, · )|| 2 2
. Equation (32) implies that
, and hence
Furthermore, Corollary 12 implies that α ≤ x C d 6 . Plugging this and (34) into (33) gives
since B < 1 4 (and x ≤ 1).
PROOF OF THEOREM 1
We are finally ready to prove our main result.
Proof. Recall that the root profile
, where ψ * = ψ( 1 2 ). Thus ψ is (weakly) decreasing on [0, ∞).
, the function h is well-defined even for z ≤ 1. Note that h is nonincreasing. In [8] it is shown (see Section 5 and the part of section 3 entitled "Derivation of Theorem 1 from Lemma 3 and Theorem 4") that there is a sequence of random variables {Zn : n ≥ 0} that satisfies Z0 = |Ω| and
such that
Lemma 9 gave the following bound on the root profile:
for a universal constant c > 0. Thus h ≤ g, where g is defined by
and hence
. Note that f is increasing and, as the minimum of two concave functions, is concave. We claim that E(Zn) ≤ f n (Z0), where f n is the n-fold iterate of f . We verify this by induction. The base case n = 0 is immediate. Suppose that the claim holds for n. Then
where the third line follows from concavity and the last line is the induction hypothesis. Let , f2) . Then for all m, n we have
, which is at most 4 for all d ≥ 1. Finally, since 
TECHNICAL LEMMAS
The purpose of this section is to prove Corollary 12, which is used to bound the root profile. We will need the following lemma, which was proved by Yuval Peres. 
Proof. SinceK is symmetric it is diagonalizable. Thus we can write g = i αig i , where the g i are orthonormal
eigenfunctions ofK with corresponding eigenvalues λi. We have
by Jensen's inequality. Multiplying both sides by g, g yields the lemma.
Corollary 12 is a consequence of the following technical lemma.
Then there is a universal constant C ∈ (0, 1) such that
||f ||1.
Proof. Suppose that d = 1. Then (2 d )! = 2 and the Thorp shuffle makes the distribution uniform in one step. Thus
for any C ∈ (0, 1), since r ≤ 1. Suppose now that d ≥ 2. We will consider the cases r ≤ 12
−364d
2 (d+1) and r >
12
−364d
2 (d+1) separately.
. We show by induction that ||K t f || 
Since b∈B
Let
and let f1 = f 1A and f2 = f 1Ac . Then
We will bound each term on the right hand side separately. First, consider ||K t f1|| 2 2 . LetK be the transition kernel for the zigzag shuffle, i.
and henceK = K1K. Furthermore, K1 is symmetric and hence self-adjoint. Thus, for every n ≥ 1 we have
= r 1 2d
Remark 7 plus equation (50) giveK
for all x. Hence
Combining this with equation (55) gives
Finally, Lemma 10 gives
where the second inequality holds because f1 ≤ 1A. Putting this all together, we get
Choosing n = 2d γ (so the quantity inside the exponential is easily bounded by log 2) and noting that
since γ > 1 45
(and recall that c =
364
). Next we bound ||K t f2||
(64)
But since f2(x) = 0 if x ∈ A, we have
(66) For 2 ≤ j ≤ d, let Kj be the Markov chain whose transition rule is as follows: For every edge in direction j that connects two vertices having first component 1, flip a coin. If the coin lands heads interchange the cards at the endpoints; else do nothing. Note that Kj leaves the bottom half of the hypercube unchanged and behaves like Kj on the top half. Let K j be the chain that behaves in the opposite way, i.e., it leaves the top half of the hypercube unchanged and behaves like Kj in the bottom half. Then
The K j are symmetric and hence contract l 2 . Thus 
for all d ≥ 2. Let π be the uniform probability measure on B and let µ be the measure defined by the w b . We claim that the total variation distance π − µ T V := Proof. Let f = 1S and apply Lemma 11
