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Quasiprobability representations, such as the Wigner function, play an important role in various
research areas. The inevitable appearance of negativity in such representations is often regarded as
a signature of nonclassicality, which has profound implications for quantum computation. However,
little is known about the minimal negativity that is necessary in general quasiprobability represen-
tations. Here we focus on a natural class of quasiprobability representations that is distinguished by
simplicity and economy. We introduce three measures of negativity concerning the representations
of quantum states, unitary transformations, and quantum channels, respectively. Quite surpris-
ingly, all three measures lead to the same representations with minimal negativity, which are in
one-to-one correspondence with the elusive symmetric informationally complete measurements. In
addition, most representations with minimal negativity are automatically covariant with respect
to the Heisenberg-Weyl groups. Furthermore, our study reveals an interesting tradeoff between
negativity and symmetry in quasiprobability representations.
PACS numbers: 03.65.Ta, 03.65.-w, 03.67.-a
Quasiprobability representations (QPRs) provide an
intuitive way of formulating quantum theory in close
analogy to classical theory. Archetypal QPRs include the
Wigner function [1] and its discrete analogs [2–7], which
are very useful in many research areas, such as quan-
tum optics, quantum tomography, and quantum com-
puting. The inevitable appearance of negativity in such
representations is often regarded as a signature of non-
classicality, which is closely related to other nonclassi-
cal features [5, 6, 8–10]. In particular, it was shown by
Spekkens that negativity and contextuality are equiva-
lent notions of nonclassicality [9]. Moreover, negativity
has been recognized as a resource in quantum computa-
tion and has attracted increasing attention in the quan-
tum information community [11–17]. To be specific, in
the paradigm of magic state quantum computation [18],
negativity in the Wigner function is necessary for compu-
tational speedup and is directly related to the efficiency
of classical simulation [13, 14, 17].
To fully understand the distinction between quantum
theory and classical theory in terms of negativity, one
should not only consider the representation of quantum
states, but also representations of measurements and
transformations. In addition, it is crucial to consider
the whole class of QPRs instead of a particular choice.
This advice is also helpful for understanding the power
of quantum information processing as well as the con-
nection between negativity and contextuality [5, 9, 10].
However, little is known about the degree of negativity in
any QPR other than the Wigner function and its discrete
analogs.
In this paper we initiate a systematic study of the de-
gree of negativity in general QPRs. Our focus is an im-
portant family of QPRs in finite dimensions that is dis-
tinguished by simplicity and economy. It includes most
examples proposed in the literature, such as many dis-
crete Wigner functions [2, 3, 5, 6]. In these representa-
tions, information is encoded without redundancy; the
analogy to classical probability theory is preserved as far
as possible except for the appearance of negativity.
We then introduce three measures of negativity con-
cerning representations of quantum states, unitary trans-
formations, and quantum channels, respectively. Quite
surprisingly, all of them lead to the same representations
with minimal negativity, which are in one-to-one cor-
respondence with the elusive symmetric informationally
complete measurements (SICs for short) [19–23]. The
importance of SICs to foundational studies was first em-
phasized by Fuchs [24]. Now SICs are useful in many
different contexts, especially in the study of quantum
Bayesianism [25–27]. Our results further corroborate the
key role of SICs in understanding the nonclassicality in-
herent in quantum mechanics. We also classify all repre-
sentations with minimal negativity in dimensions 2 and
3 and explain the situation in higher dimensions. Most
of these representations are covariant with respect to the
Heisenberg-Weyl (HW) groups, which are intimately con-
nected to another nonclassical feature, namely, uncer-
tainty relations. In addition, we determine those unitary
transformations with a nonnegative representation and
elucidate the distinction between representations with
minimal negativity and discrete Wigner functions. Our
study reveals an interesting tradeoff between negativity
and symmetry, which has implications for both quantum
foundations and quantum computation.
A QPR of quantum states is a linear map from quan-
tum states to normalized real functions on a certain
set, such as phase spaces for discrete Wigner functions
[2, 3, 5, 6]. It is conveniently expressed in terms of an
operator frame, which is a set of operators that span the
operator space. Here we are only concerned with frames
composed of Hermitian operators. Any operator frame
{Fj} provides a QPR via the map ρ→ µj(ρ) := tr(ρFj).
Conversely, any QPR can be cast into this form [5, 10].
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2The normalization condition
∑
j µj(ρ) = 1 implies that∑
j Fj = 1. Any operator frame in dimension d has at
least d2 elements; those with d2 elements are minimal
and form operator bases.
To formulate a QPR of quantum mechanics, we also
need to provide a suitable representation of measure-
ments [5, 10], characterized by positive-operator-valued
measures (POVMs). Recall that a POVM {Mξ} is com-
posed of a set of positive operators, known as effects, that
sum up to the identity operator 1. To this end it is con-
venient to introduce the concept of dual frames. A dual
frame of {Fj} is a frame {Qj} that satisfies the equation∑
j tr(BFj) tr(QjC) = tr(BC) for any pair of operators
B,C acting on the given Hilbert space. If Qj are con-
strained to satisfy tr(Qj) = 1, then
∑
ξ νj(Mξ) = 1 for
νj(Mξ) = tr(QjMξ), so that νj(Mξ) can be interpreted as
conditional quasiprobabilities, when rewriting the Born
rule as
tr(ρMξ) =
∑
j
µj(ρ)νj(Mξ). (1)
The dual frame is generally not unique, but it is unique
for a minimal frame, in which case it is determined by
the equation tr(FjQk) = δjk.
A frame {Fj} is self dual if there exists a dual frame
{Qj} that is proportional to the original frame, that is,
Qj = cFj for some constant c. A minimal frame is self
dual iff it is an orthonormal basis up to a scaling constant.
A QPR based on a minimal self dual frame is normal.
Now the constraints
∑
j Fj = 1 and tr(Qj) = 1 imply
that Qj = dFj , tr(FjFk) = δjk/d, and tr(QjQk) = dδjk.
The representation is completely determined by the dual
frame {Qj} via the equations µj(ρ) = tr(ρQj)/d and
νj(Mξ) = tr(MξQj). When there is no danger of confu-
sion, we shall identify {Qj} with the normal quasiproba-
bility representation (NQPR).
NQPRs include most discrete Wigner functions pro-
posed in literature [2, 3, 5, 6]. They are particularly
appealing because of a number of merits: there is no re-
dundancy in the representation; the symmetry between
quantum states and effects is preserved as far as possible;
it is easy to convert between states, effects and their rep-
resentations. In addition, unitary transformations can be
represented by doubly quasistochastic matrices in close
analogy to doubly stochastic matrices, as shown below.
Given a unitary U and NQPR Q = {Qj} in dimen-
sion d, we have µj(UρU†) =
∑
k U
Q
jkµk(ρ), where U
Q is
an orthogonal matrix with UQjk = tr(QjUQkU
†)/d sat-
isfying
∑
j U
Q
jk =
∑
k U
Q
jk = 1 since tr(Qj) = 1 and∑
j Qj = d. In other words, U
Q would be a doubly
stochastic matrix if all its entries were nonnegative. In
general, they are doubly quasistochastic. The above
representation can be generalized to arbitrary quan-
tum channels characterized by completely positive trace-
preserving maps from dimension d to dimension d. For
example, the channel Λ can be represented by the matrix
ΛQ with ΛQjk = tr[QjΛ(Qk)]/d. The equality
∑
j Λ
Q
jk = 1
still holds for all k; the other equality
∑
k Λ
Q
jk = 1 holds
for all j iff the channel is unital.
It is known that the appearance of negative proba-
bilities is inevitable in any QPR of quantum mechanics
[5, 9, 10]. However, little is known about the amount
of negativity that is necessary. In this paper we shall
fill this gap. The negativity of a quantum state ρ with
respect to a NQPR {Qj} is defined as
N(ρ) = dmax{0,−min
j
µj(ρ)} = max{0,−min
j
tr(ρQj)}.
(2)
Alternative definitions (such as the sum of negative en-
tries [14]) have also been studied for discrete Wigner
functions. These measures are useful in a number of con-
texts, especially in quantum computation [13, 14, 28].
The negativity N({Qj}) of the NQPR {Qj} is defined as
the maximum of N(ρ) over all quantum states, that is,
N({Qj}) =
∣∣∣min
j
λmin(Qj)
∣∣∣, (3)
where λmin(Qj) is the minimal eigenvalue of Qj , which
must be negative given the constraints tr(Qj) = 1 and
tr(Q2j ) = d. Note that orthonormal operator bases can-
not consist of only positive operators [9, 10, 29].
The nonclassical features of a QPR are not only re-
flected in the negative probabilities but also in the nega-
tive entries in the representation of unitary transforma-
tions and quantum channels. The channel negativity of
a channel Λ with respect to a NQPR {Qj} is defined as
NC(Λ) = max
{
0,−dmin
jk
ΛQjk
}
. (4)
When Λ denotes conjugation by the unitary U , we get
the unitary negativity
NU(U) = −dmin
jk
UQjk = d
∣∣∣min
jk
UQjk
∣∣∣. (5)
Note that minjk U
Q
jk ≤ 0 since UQ is orthogonal and∑
j U
Q
jk =
∑
k U
Q
jk = 1. The channel negativity
NC({Qj}) of the representation {Qj} is the maximum of
NC(Λ) over all quantum channels; the unitary negativity
NU({Qj}) is the maximum of NU(U) over all unitaries.
Let λj be the vector of eigenvalues of Qj ; then we have
NU({Qj}) =
∣∣∣min
j,k
λ↑j · λ↓k
∣∣∣, (6)
NC({Qj}) = max
j,k
λmaxj (‖λk‖1 − 1)− λminj (‖λk‖1 + 1)
2
.
(7)
Here λ↑j (λ
↓
j ) is the vector of eigenvalues of Qj arranged in
nondecreasing (nonincreasing) order, λmaxj = maxr λj,r,
3λminj = minr λj,r, and ‖λk‖1 =
∑d
r=1 |λk,r| = ‖Qk‖1.
Equation (6) follows from Eq. (5) and the tight inequal-
ity tr(QjUQkU†) ≥ λ↑j · λ↓k (see page 341 of Ref. [30]).
Equation (7) is derived in the supplementary material.
Before presenting our main results, it is instructive to
compute the negativity of typical NQPRs. The Wootters
discrete Wigner function [2] is determined by the basis
of phase point operators {Aj} (corresponding to {Qj}
in the above discussion), where j may represent multiple
indices. In dimension 2,
Aj1j2 =
1
2
[
1 + (−1)j1σz + (−1)j2σx + (−1)j1+j2σy
]
(8)
for j1, j2 = 0, 1, so the negativity is equal to (
√
3− 1)/2.
Interestingly, the four states achieving the maximal neg-
ativity happen to be magic states [18], which play a key
role in quantum computation. In each odd prime dimen-
sion p, the Wootters discrete Wigner function is uniquely
determined by Clifford covariance [4, 7]; each phase point
operator has two distinct eigenvalues ±1 with multiplic-
ities (p± 1)/2. In general, the phase point operators are
tensor products of those phase point operators in prime
dimensions [2, 4, 7]. Let n be the largest exponent such
that 2n divides the dimension d. Then the negativity,
unitary negativity, and channel negativity read
N =
{
21−n(
√
3 + 1)n−2 d = 2n,
2−n(
√
3 + 1)n d 6= 2n; (9)
NU = d− 2|n−1|; (10)
NC =
{
2−n(
√
3 + 1)n−1(3(n+1)/2 − 1) d = 2n,
4−n(
√
3 + 3)nd d 6= 2n. (11)
These results reflect a significant distinction between dis-
crete Wigner functions in even and odd dimensions. Inci-
dentally, the Wigner function in the continuous scenario
is bounded from below by −1/(pi~) [31].
To construct NQPRs with smaller negativity, recall
that a SIC {Πj} in dimension d is composed of d2 rank-
1 projectors with equal pairwise fidelity, tr(ΠjΠk) =
(dδjk+1)/(d+1) [19–23]. This definition implies the nor-
malization condition
∑
j Πj = d automatically. Given a
SIC {Πj}, we can construct two NQPRs {Q+j } and {Q−j },
Q±j = ∓
√
d+ 1Πj +
1
d
(1±√d+ 1). (12)
When d = 2, the two NQPRs are equivalent and both
of them are equivalent to the Wootters discrete Wigner
function. Here two NQPRs {Qj} and {Q′j} are equiv-
alent if there is a unitary transformation U such that
UQjU
† = Q′σ(j) for some permutation σ. In general,
the above representations are intimately connected to
the representation of quantum states in terms of SIC
probabilities, which have been emphasized in quantum
Bayesianism [24–27] for their heuristic value in making
the Born rule look similar to the classical Law of Total
Probability [32]. In addition, the underlying operator
bases are useful for the study of the Lie and Jordan al-
gebraic structures underlying quantum theory [23]. Here
they are interesting because of their key role in under-
standing the minimal negativity in NQPRs, which as
a bonus provides for the first time a quantitative argu-
ment for the Born rule representation sought in quantum
Bayesianism.
The negativity, unitary negativity, and channel nega-
tivity of the NQPRs {Q+j } and {Q−j } read
N+ =
(d− 1)√d+ 1− 1
d
, N− =
√
d+ 1− 1
d
, (13)
N±U = 1, N
±
C =
d2 − 2± (d− 2)√d+ 1
d
. (14)
All three measures N−, N−U , N
−
C (especially the first two)
of {Q−j } are smaller than the corresponding values for the
Wootters discrete Wigner function when d > 2. What is
not so obvious is that N−, N−U , N
−
C are the lower bounds
for negativity, unitary negativity, and channel negativity.
Theorem 1. Any NQPR {Qj} in dimension d satisfies
N− ≤ N({Qj}) ≤ N+. The lower bound is saturated iff
{Qj} has the form {Q−j } with {Πj} being a SIC. If {Qj}
is group covariant, then the upper bound is saturated iff
{Qj} has the form {Q+j } with {Πj} being a SIC.
The representation {Qj} is group covariant if its sym-
metry group acts transitively on its frame elements. Here
the symmetry group is the group of all unitary trans-
formations that leaves the set of frame elements invari-
ant. NQPRs saturating the lower bound in Theorem 1
are called perfect. In dimension 2, the lower and upper
bounds in the theorem coincide, so all NQPRs are per-
fect; actually, all of them are equivalent to the Wootters
discrete Wigner function since all SICs are equivalent.
Proof. Let λj,1, λj,2, . . . , λj,d be the eigenvalues of Qj in
nonincreasing order. The constraints tr(Qj) = 1 and
tr(Q2j ) = d amount to the equalities
∑
r λj,r = 1 and∑
r λ
2
j,r = d. When λj,d is minimized (maximized), the
first (last) d−1 components of λj must be equal, so that
N− ≤ −λj,d ≤ N+. The lower bound is saturated iff
λj,1 =
(d− 1)√d+ 1 + 1
d
, λj,2 = · · · = λj,d = −N−;
(15)
the upper bound is saturated iff
λj,1 = · · · = λj,d−1 =
√
d+ 1 + 1
d
, λj,d = −N+. (16)
It follows that N− ≤ N({Qj}) ≤ N+.
If the lower bound is saturated, then Eq. (15) is satis-
fied for all j. So Qj have the form Q−j in Eq. (12) with
Πj rank-1 projectors. The requirement tr(QjQk) = dδjk
4then implies that tr(ΠjΠk) = (dδjk + 1)/(d+ 1); that is,
{Πj} is a SIC. To saturate the upper bound, it suffices to
have one Qj possess the spectrum in Eq. (16); such op-
erator bases can be constructed for any dimension d. On
the other hand, if all Qj have the same minimal eigen-
value, which holds if {Qj} is group covariant, then all Qj
have the form Q+j in Eq. (12), with Πj forming a SIC.
More is known about NQPRs with maximal negativity.
Theorem 2. In any NQPR {Qj} in dimension d, the
number of states with negativity N+ is at most d2; the
bound is saturated iff {Qj} has the form {Q+j } with {Πj}
being a SIC.
Here N+ is the maximal negativity over all quantum
states and all NQPRs. The proof is similar to the proof
of Theorem 1. Note that if a quantum state ρ satisfies
tr(ρQj) = −N+, then Qj has the spectrum in Eq. (16),
and ρ is the unique eigenstate of Qj with the minimal
eigenvalue.
Theorem 3. The unitary negativity of any NQPR {Qj}
in dimension d satisfies 1 ≤ NU({Qj}) ≤ d− (2/d). The
lower bound is saturated iff {Qj} has the form {Q−j } or
{Q+j } with {Πj} being a SIC.
Interestingly, the lower bound and the equality condi-
tion do not change if NU({Qj}) is replaced by the mini-
mum of NC(Λ) over unital channels Λ.
Proof. The lower bound and the equality condition fol-
lows from Theorem 7 in Ref. [23]. Let ηj = λj − (1/d),
then the upper bound follows from the equation
λ↑j · λ↓k = η↑j · η↓k +
1
d
≥ −‖ηj‖‖ηk‖+ 1
d
= −d+ 2
d
. (17)
The next theorem is proved in supplementary material.
Theorem 4. The channel negativity of any NQPR {Qj}
in dimension d satisfies NC({Qj}) ≥ N−C . The bound is
saturated iff {Qj} is perfect.
In view of Theorems 1, 3, and 4, it is interesting to clar-
ify states, unitary transformations, and quantum chan-
nels with a nonnegative representation. For the Wootters
discrete Wigner function in an odd dimension, such pure
states and unitary transformations happen to be stabi-
lizer states and Clifford unitaries [4], which play a key
role in quantum computation. In general, it is not easy
to determine states and quantum channels with a non-
negative representation, but there is a simple description
of such unitary transformations.
Theorem 5. A unitary transformation has a nonnega-
tive representation in a NQPR {Qj} iff it belongs to the
symmetry group of {Qj}.
The symmetry group can be determined by an algo-
rithm introduced by the author, which is originally de-
signed for computing the symmetry group of a SIC [33].
Proof. If U belongs to the symmetry group of {Qj}, then
UQ is a permutation matrix. Conversely, if UQ has no
negative entries, then UQ is both an orthogonal matrix
and a stochastic matrix. So it is a permutation matrix,
and U belongs to the symmetry group.
Theorems 1 to 5 elucidate fundamental features of
NQPRs. Theorems 1, 3, and 4 also establish a one-to-
one correspondence between SICs and NQPRs of quan-
tum mechanics with minimal negativity, namely, perfect
QPRs. Based on the study of SICs [19–23], we can con-
struct perfect QPRs at least in dimensions 2 to 16, 19,
24, 28, 31, 35, 37, 43, 48, and with extremely high preci-
sion up to dimension 67 (the number of known solutions
is increasing continually). There is every reason to be-
lieve that such representations exist for any Hilbert space
of finite dimension. Quite surprisingly, all perfect QPRs
constructed from known SICs are group covariant and,
barring one exception, are covariant with respect to the
HW groups, although their definition does not in any way
involve group symmetry. This conclusion can be proved
rigorously in dimensions 2 (as mentioned before) and 3
according to Theorem 6 below.
Theorem 6. All perfect QPRs in dimension 3 are co-
variant with respect to the HW group. Each one is
equivalent to exactly one representation of the form
{Qjk(t)}j,k=0,1,2, with
Qjk(t) = 2X
jZk|ψ(t)〉〈ψ(t)|(XjZk)† − 1
3
,
|ψ(t)〉 =̂ 1√
2
(0, 1,−eit)T, 0 ≤ t ≤ pi
9
,
(18)
where the cyclic shift operator X and the phase operator
Z =̂ diag(1, e2pii/3, e4pii/3) generate the HW group.
Proof. According to Refs. [34, 35], all SICs in dimension 3
are covariant with respect to the HW group. According
to Ref. [36] (see also Ref. [21]), every HW covariant SIC
in dimension 3 is equivalent to a unique SIC generated
from the fiducial state |ψ(t)〉 with 0 ≤ t ≤ pi9 . Now the
theorem follows from Theorem 1.
The SIC generated from the fiducial state |ψ(0)〉,
known as the Hesse SIC [37–39], deserves special atten-
tion. It is the only SIC that is covariant with respect to
the whole Clifford group [21, 36, 39]. The correspond-
ing NQPR defined in Theorem 6 will be referred to as
the Hesse representation, which stands out because of its
exceptionally high symmetry. In dimension 3, the nega-
tivity of the Wootters discrete Wigner function saturates
the upper bound in Theorem 1, and the phase point op-
erators have the form Q+j , with Πj forming the Hesse
5SIC. In addition, the Hesse SIC projectors happen to be
the states with maximal negativity, which are useful in
magic state quantum computation [14, 18].
Although all perfect NQPRs known so far are group co-
variant, their symmetry groups are quite restricted com-
pared with the counterpart of Wootters discrete Wigner
functions. In odd prime power dimensions, for exam-
ple, the Wootters discrete Wigner functions are covariant
with respect to the Clifford groups (of multipartite HW
groups), which form 2-designs [4]. It turns out that the
symmetry group of an operator basis forms a 2-design iff
it acts doubly transitively on basis operators, reminiscent
of the symplectic geometry in classical phase space [7, 40].
In sharp contrast, there is only one perfect QPR that
is covariant with respect to the Clifford group, namely,
the Hesse representation in dimension 3, according to
Theorem 1 and early results on SICs [7, 39]. In addi-
tion, there are only three perfect QPRs whose symmetry
groups form 2-designs, namely, the representations con-
structed from the SIC in dimension 2, the Hesse SIC,
and the set of Hoggar lines, respectively [7, 39]. Here we
see an interesting tradeoff between negativity and sym-
metry in QPRs. Wootters discrete Wigner functions are
distinguished by extremely high symmetry at the price
of high negativity. By contrast, perfect QPRs are dis-
tinguished by the minimal negativity at the price of re-
stricted symmetry. According to Theorem 5, the latter
can only admit restricted unitary transformations with a
nonnegative representation.
In summary we introduced the concept of NQPRs,
which include most discrete Wigner functions and enjoy
a number of merits compared with other representations.
We then elucidate their fundamental features and set the
stage for future exploration. In particular, we established
a one-to-one correspondence between SICs and represen-
tations with minimal negativity, namely, perfect QPRs.
Surprisingly, most of these representations are automati-
cally covariant with respect to the HW groups. Further-
more, we revealed an interesting tradeoff between nega-
tivity and symmetry in QPRs. Our study offers valuable
insight on the distinction between quantum theory and
classical probability theory in terms of negativity. As a
bonus, it provides for the first time a quantitative argu-
ment for the Born rule representation sought in quantum
Bayesianism. Besides the foundational significance, our
work also has ramifications in practical applications, such
as quantum computation. Finally, our work prompts sev-
eral interesting questions, for example, how is quantum
theory distinguished from generalized probability theo-
ries in terms of negativity? The implications of our work
for contextuality also deserve further study.
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7Supplementary material: Quasiprobability representations of quantum mechanics with
minimal negativity
In this supplementary material, we derive Eq. (7) and prove Theorem 4 in the main text, both of which are crucial
to understanding the channel negativity of NQPRs. For completeness, we also derive an upper bound for the channel
negativity.
DERIVATION OF EQ. (7)
Define Qk,1 = (|Qk|+Qk)/2 and Qk,2 = (|Qk| −Qk)/2, where |Qk| =
√
Q2k is the unique positive operator whose
square is equal to Q2k. Then Qk,1 and Qk,2 are positive operators with orthogonal supports and Qk = Qk,1 −Qk,2.
dΛQjk = tr[QjΛ(Qk)] = tr[QjΛ(Qk,1)]− tr[QjΛ(Qk,2)] ≥ λminj tr[Λ(Qk,1)]− λmaxj tr[Λ(Qk,2)]
= λminj tr(Qk,1)− λmaxj tr(Qk,2) =
1
2
[
λminj tr(|Qk|+Qk)− λmaxj tr(|Qk| −Qk)]
=
1
2
[
λminj (‖λk‖1 + 1)− λmaxj (‖λk‖1 − 1)]. (S1)
The lower bound for given j, k can always be saturated by some channel. To see this, let P1 be the projector onto the
support of Qk,1 and P2 the projector onto the orthogonal complement. Let ρmax and ρmin be eigenstates of Qj with
maximal and minimal eigenvalues. Define quantum channel Λ1 on the support of P1 and Λ2 on the support of P2 as
follows, Λ1(ρ) = ρmin and Λ2(ρ) = ρmax. Then the channel Λ defined by the equation Λ(ρ) = Λ1(P1ρP1) + Λ2(P2ρP2)
saturates the lower bound in the above equation.
According to Eq. (S1),
NC({Qj}) = −dmin
Λ,j,k
ΛQjk ≤
1
2
max
j,k
[
λmaxj (‖λk‖1 − 1)− λminj (‖λk‖1 + 1)
]
. (S2)
The upper bound can be saturated since the lower bound in Eq. (S1) for any given pair j, k can always be saturated
by some channel. So we have
NC({Qj}) = 1
2
max
j,k
[
λmaxj (‖λk‖1 − 1)− λminj (‖λk‖1 + 1)
]
=
1
2
max
j,k
[
λmaxj (‖λk‖1 − 1) + |λminj |(‖λk‖1 + 1)
]
. (S3)
PROOF OF THEOREM 4
Proof. According to Eq. (S3),
NC({Qj}) ≥ 1
2
max
j
[
λmaxj (‖λj‖1 − 1) + |λminj |(‖λj‖1 + 1)
] ≥ d−√d+ 1 + 2
d
√
d+ 1− 2
d
= N−C , (S4)
where the second inequality follows from Lemma S3 below. If the lower bound is saturated, then λ↓j are equal to v
↓
in Eq. (S6) for all j, where v↓ is the vector obtained by arranging the components of v in nonincreasing order. So
Qj have the form Q−j in Eq. (12) with Πj rank-1 projectors. The requirement tr(QjQk) = dδjk then implies that
tr(ΠjΠk) = (dδjk + 1)/(d + 1); in other words, {Πj} is a SIC and {Qj} is perfect. In this case, we indeed have
NC({Qj}) = N−C .
Lemma S1. Suppose v = (v1, v2, . . . , vd) is a real vector in dimension d satisfying
∑
j vj = 1 and
∑
j v
2
j = d. Let
vmax = maxj vj , vmin = minj vj , ‖v‖1 =
∑
j |vj |. Then
1
2
[
vmax(‖v‖1 − 1) + |vmin|(‖v‖1 + 1)
] ≥ d−√d+ 1 + 2
d
√
d+ 1− 2
d
, (S5)
and the lower bound is saturated iff
v↓1 =
(d− 1)√d+ 1 + 1
d
, v↓2 = · · · = v↓d =
1−√d+ 1
d
. (S6)
8Proof. The lemma is trivial when d = 2 since v↓ is completely determined by the assumption in the lemma. When
d ≥ 3, let us first consider the special case in which v has m components equal to a > 0, n components equal to
−b < 0, and all other components equal to 0, where m,n ≥ 1 and m+ n ≤ d. By the assumption in the lemma,
ma− nb = 1, ma2 + nb2 = d, (S7)
which determines a and b as functions of m,n,
a =
1
m+ n
(
1 +
√
n
m
(dm+ dn− 1)
)
, b =
1
m+ n
(
−1 +
√
m
n
(dm+ dn− 1)
)
. (S8)
Accordingly,
1
2
[
vmax(‖v‖1 − 1) + |vmin|(‖v‖1 + 1)
]
= f(m,n) :=
1
2
[
a(ma+ nb− 1) + b(ma+ nb+ 1)]
=
m− n
m+ n
√
dm+ dn− 1
mn
− 2
m+ n
+ d. (S9)
Although the vector v is defined only when m,n are positive integers. The function f(m,n) is well defined when m,n
are positive real numbers. When d ≥ 3, m,n ≥ 1, and m+n ≤ d, calculation shows that ∂f/∂m > 0 and ∂f/∂n < 0.
Consequently,
f(m,n) ≥ f(1, d− 1) = d−√d+ 1 + 2
d
√
d+ 1− 2
d
, (S10)
and the lower bound is attained only when m = 1 and n = d − 1, in which case v↓ is given by Eq. (S6). Therefore,
the lemma hods if nonzero components of v take on only two distinct values.
Now we are ready to prove the lemma in general. Without loss of generality, we may assume that v has m + n
nonzero components, with its first m components being positive and the last n components being negative, where
m,n ≥ 1 and m+ n ≤ d. Define
a =
∑m
j=1 v
2
j∑m
j=1 vj
, m′ =
(
∑m
j=1 vj)
2∑m
j=1 v
2
j
, b =
∑d
j=d−n+1 v
2
j∑d
j=d−n+1 |vj |
, n′ =
(
∑d
j=d−n+1 vj)
2∑d
j=d−n+1 v
2
j
. (S11)
Then a,m′, b, n′ satisfy the following equation,
m′a =
m∑
j=1
vj , m
′a2 =
m∑
j=1
v2j , −n′b =
d∑
j=d−n+1
vj , n
′b2 =
d∑
j=d−n+1
v2j . (S12)
In addition, 0 ≤ a ≤ vmax, 0 ≤ b ≤ |vmin|, 1 ≤ m′ ≤ m, 1 ≤ n′ ≤ n, m′ + n′ ≤ d, and m′a+ n′b > 1. Therefore,
1
2
[
vmax(‖v‖1 − 1) + |vmin|(‖v‖1 + 1)
]
=
1
2
[
vmax(m
′a+ n′b− 1) + |vmin|(m′a+ n′b+ 1)
]
≥ 1
2
[
a(m′a+ n′b− 1) + b(m′a+ n′b+ 1)] = f(m′, n′) ≥ f(1, d− 1) = d−√d+ 1 + 2
d
√
d+ 1− 2
d
. (S13)
Here the first inequality is saturated iff a = vmax and b = |vmin|, which can happen iff nonzero components of v take
on only two distinct values. The second inequality is saturated iff m′ = 1 and n′ = d − 1, which imply that m = 1
and n = d− 1. If the two inequalities are saturated simultaneously, then v↓ necessarily has the form in Eq. (S6).
UPPER BOUND FOR THE CHANNEL NEGATIVITY
For completeness, here we derive an upper bound for the channel negativity. According to Eq. (S3),
NC({Qj}) = 1
2
max
j,k
[
λmaxj (‖λk‖1 − 1)− λminj (‖λk‖1 + 1)
] ≤ 1
2
max
j
[
λmaxj (d− 1)− λminj (d+ 1)
]
≤ d− 1√
2d
√
(d+ 1)(d2 + d+ 2)− 1
d
. (S14)
9Here the two inequalities follow from Lemmas S2 and S3 below, respectively. When d is odd, the upper bound can be
saturated when one element in {Qj} has the same eigenvalues as a Wootters phase point operator, that is, ±1 with
multiplicity (d± 1)/2, and another element has the eigenvalues determined by Eq. (S17). When d is even, the upper
bound cannot be saturated exactly, but can be approached approximately with relative deviation around 1/d2.
Lemma S2. Suppose v = (v1, v2, . . . , vd) is a real vector in dimension d satisfying
∑
j vj = 1 and
∑
j v
2
j = d. Then
‖v‖1 ≤
{
d d is odd,√
d2 − 1 d is even. (S15)
When d is odd, the upper bound is saturated iff v has (d+1)/2 components equal to 1 and (d−1)/2 components equal
to −1. When d is even, the upper bound is saturated iff v has d/2 components equal to (1±√d2 − 1)/d, respectively.
Proof. When d is odd, the inequality in the lemma is trivial. When the inequality is saturated, all components of v
must have absolute value 1. The assumption
∑
j vj = 1 then implies that v has (d+ 1)/2 components equal to 1 and
(d− 1)/2 components equal to −1.
When d is even and ‖v‖1 is maximized, then all positive components of v are equal, and so are all negative
components. Now it is straightforward to verify the lemma.
Lemma S3. Suppose v = (v1, v2, . . . , vd) is a real vector in dimension d satisfying
∑
j vj = 1 and
∑
j v
2
j = d. Let
vmax = maxj vj , vmin = minj vj . Then
(d− 1)vmax − (d+ 1)vmin
2
≤ d− 1√
2d
√
(d+ 1)(d2 + d+ 2)− 1
d
, (S16)
and the upper bound is saturated iff
v↓1 =
1
d
+
d2 − d+ 2
d
√
d+ 1
2(d2 + d+ 2)
, v↓2 = · · · = v↓d−1 =
1
d
+
2
d
√
d+ 1
2(d2 + d+ 2)
, v↓d =
1
d
− d
2 + d− 2
d
√
d+ 1
2(d2 + d+ 2)
.
(S17)
Proof. When d = 2, vmax = (1 +
√
3)/2 and vmin = (1 −
√
3)/2 are determined by the assumption, and the lemma
holds. When d ≥ 3 and the left hand side in Eq. (S16) is maximized, v↓ necessarily has the form v↓ = (a, b, b, . . . , b, c),
where a, b, c satisy a ≥ b ≥ c. The assumption in the lemma leads to the two constraints a + (d − 2)b + c = 1 and
a2 + (d− 2)b2 + c2 = d, which determine c as a function of a,
c =
1− a−√(d− 2)(−da2 + 2a+ d2 − d− 1)
d− 1 . (S18)
Therefore,
(d− 1)vmax − (d+ 1)vmin
2
=
(d− 1)a− (d+ 1)c
2
=
(d2 − d+ 2)a+ (d+ 1)[−1 +√(d− 2)(−da2 + 2a+ d2 − d− 1) ]
2(d− 1) . (S19)
Differentiation with respect to a shows that the maximum is given by Eq. (S16) and is attained only when
a =
1
d
+
d2 − d+ 2
d
√
d+ 1
2(d2 + d+ 2)
. (S20)
Consequently,
b =
1
d
+
2
d
√
d+ 1
2(d2 + d+ 2)
, c =
1
d
− d
2 + d− 2
d
√
d+ 1
2(d2 + d+ 2)
, (S21)
and v↓ has the form in Eq. (S17).
