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Abstract—A joint source-channel coding has attracted sub- 1
stantial attention with the aim of further exploiting the residual 2
correlation residing in the encoded video signals for the sake of 3
improving the reconstructed video quality. In our previous paper, 4
a ﬁrst-order Markov process model was utilized as an error con- 5
cealment tool for exploiting the intra-frame correlation residing 6
in the Wyner–Ziv (WZ) frame in the context of pixel-domain 7
distributed video coding. In this contribution, we exploit the inter- 8
view correlation with the aid of an inter-view motion search in 9
distributed multi-view video coding (DMVC). Initially, we rely 10
on the system architecture of WZ coding invoked for multi- 11
view video. Then, we construct a novel mesh-structured pixel- 12
correlation model from the inter-view motion vectors and derive 13
its decoding rules for joint source-channel decoding. Finally, 14
we benchmark the attainable system performance against the 15
existing pixel-domain WZ coding based DMVC scheme, where 16
the classic turbo codec is employed. Our simulation results show 17
that substantial bitrate reductions are achieved by employing the 18
proposed motion-aware mesh-structured correlation modelling 19
technique in a DMVC scheme. 20
Index Terms—XXXXX. AQ:1 21
I. INTRODUCTION 22
M
ULTI-VIEW Video Coding (MVC) [1] has recently 23
attracted substantial attention in the context of both 24
sophisticated 3D-TV and low-complexity wireless sensor 25
network scenarios. A number of video coding techniques 26
[2]–[4] have been developed for MVC, which typically rely 27
on a high-complexity encoder and a low-complexity decoder. 28
The constraint of the inter-view prediction based MVC is that 29
all cameras of the MVC must exchange their monoscopic 30
views with each other for inter-view prediction. What is even 31
more challenging is that the communication between cameras 32
must have a low-latency in delay-sensitive lip-synchronized 33
interactive applications. These requirements are unrealistic in 34
many applications, such as wireless video sensor networks 35
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(WVSN) [5] for example, where both the energy and the 36
computational complexity are constrained [6]. Hence it is 37
necessary to shift the computationally complex tasks from the 38
sensor to the base station (BS) or the server of the network, in 39
addition to limiting the data exchange among the sensors. In 40
theory, the Wyner-Ziv (WZ) [7] video coding philosophy, also 41
known as distributed video coding (DVC) [8], is capable of 42
assisting the sensors in relocating the computational burden 43
to the BS, whilst simultaneously limiting the data exchange 44
among themselves. Below, we will ﬁrstly review the WZ 45
coding techniques for monoscopic video and for multi-view 46
video, followed by the motivation of our proposed algorithm. 47
Two basic types of WZ coding structures [8] have been 48
proposed for monoscopic video. In [9]–[11], the authors 49
advocated a WZ codec, which is composed of an inner turbo- 50
code-based [12] Slepian-Wolf (SW) codec [13] concatenated 51
with an outer quantization-reconstruction component pair. 52
More speciﬁcally, the odd-indexed video frames, namely the 53
so-called key frames are intra-coded, while the even frames, 54
namely the WZ frames are encoded by the WZ codec. At the 55
receiver, the side information of the WZ frames will be 56
estimated from their adjacent key frames for joint inter-frame 57
decoding. However, a speciﬁc impediment of this structure 58
is that the turbo decoder has to invoke a “request-and- 59
decode” [9] process for the transmission of the WZ frames’ 60
parity bits, which precludes its application in delay-sensitive 61
services. Low density parity check (LDPC) codes were 62
employed for distributed source coding in [14], which were the 63
so-called rate-adaptive LDPC accumulate (LDPCA) codes and 64
the sum-LDPC-accumulate (SLDPCA) codes. It was shown 65
in [14] that the LDPCA codes are capable of approaching 66
the capacity of a variety of communication channels more 67
closely - including that of the virtual channel in DVC - than 68
the family of turbo codes. Based on the WZ video coding 69
structure of [11], in the European project DIStributed COding 70
for Video sERvices (DISCOVER) [15] the transform-domain 71
of the WZ frames was encoded by the LDPCA code of [14] 72
at the transmitter. A so-called unsupervised motion learning 73
technique was proposed in [16], which estimates the Motion 74
Vectors (MVs) of the next video frame during the decoding of 75
the current frame with reference to the previous reconstructed 76
frame. This technique may be readily applied for both pixel- 77
domain and transform-domain coding. The authors of [17] 78
proposed a more realistic WZ video coding approach, which 79
performs online estimation of the channel-induced noise (CN) 80
1057-7149 © 2013 IEEEIEEE
Proof
2 IEEE TRANSACTIONS ON IMAGE PROCESSING
model parameters at the decoder, which can be invoked for 81
both pixel-domainand for transform domain WZ video codecs. 82
Moreover, three levels of granularity were proposed by Brites 83
and Pereira for pixel-domain WZ (PDWZ) video coding in 84
[17], namely frame-, block- and pixel-level granularity, while 85
both DCT-band and DCT-coefﬁcient level granularity was 86
proposed for transform-domain WZ (TDWZ) video coding. 87
Then in [18] the same authors proposed an efﬁcient encoder 88
rate control (ERC) solution for feedback free transform- 89
domain WZ (TDWZ) video coding. The approch of multiple 90
side information (SI) components was proposed in [19] for 91
improving the accuracy of SI using a single estimation mode. 92
As a further advance, a more accurate parity rate estimator 93
(PRE) is employed for more closely estimating the parity 94
rate necessitated. A context-adaptive Markov random ﬁeld 95
reconstruction algorithm was proposed in [20], which exploits 96
the spatio-temporal correlation by modelling the WZ frames. 97
The so-called optical ﬂow was proposed in [21] to improve 98
the side information generation, which is exploited at the 99
decoder side to compensate for weaknesses of block-based 100
methods. A successive bit-plane-by-bit-plane reﬁnement of 101
the SI estimation algorithm was investigated in [22], leading 102
to successively improved SI. The same authors proposed a 103
motion-compensatedmulti-hypothesisprediction technique for 104
medical imaging applications. Moreover, techniques conceived 105
for multiple SI generation were proposed in [23], [24], where 106
additional information may be used for improving the esti- 107
mated SI of WZ frames. Apart from the WZ coding architec- 108
ture mentioned above, another DVC architecture was proposed 109
in [25], which allows the ﬂexible sharing of complexity 110
between the encoder and decoder. 111
Below, we review the WZ coding techniques designed for 112
multi-view video sequences. In [26], the authors proposed a 113
novel framework for the distributed compression of multi- 114
view images, which was based on a tree-structured com- 115
pression algorithm that guaranteed an optimal rate-distortion 116
performance for speciﬁc video signals. Yeo and Ramchandran 117
extended their previous PRISM framework detailed in [25] 118
into distributed MVC in [27], [28], where the achievable error- 119
resilience was studied in wireless scenarios. Two alternative 120
models were proposedfor exploiting the inter-view correlation, 121
namely the view-synthesis-based correlation model and the 122
disparity-based correlation model. The view-synthesis-based 123
correlation model requires at least two other camera views 124
and relies on both disparity estimation and view interpolation, 125
while the disparity-based correlation model requires only a 126
single additional camera view. In [29], the authors extended 127
the WZ framework proposed in [11] into distributed MVC. 128
At the encoder side, a wavelet-based WZ scheme was pro- 129
posed for compressing each camera’s view independently, 130
where all coefﬁcients were organized as proposed in the 131
SPIHT scheme of [30] on a bitplane by bitplane basis. At the 132
decoder side, a ﬂexible prediction technique was proposed for 133
generating the required SI, which jointly exploited both the 134
temporal and inter-view correlations. The common beneﬁt of 135
the frameworks advocated in [28], [29] is that inter-camera 136
communication is completely avoided and the computational 137
complexity of the encoder was shifted to the decoder. 138
The iterative source-channeldecoding (ISCD) [31] principle 139
can be utilized for improving the system’s performance by 140
exploiting the residual correlation within the source signals. 141
Moreover,a ﬁrst-order Markov model based error concealment 142
technique was developed in our previous work [32], where 143
the intra-frame correlation was exploited for achieving an 144
improved reconstructed video quality. However, the ISCD 145
principle has not been conceived for family of the WZ multi- 146
view video codecs. Since the inter-view correlation is not 147
removed by the WZ multi-view video encoder, it is beneﬁcial 148
to exploit the residual correlation at the receiver for the sake 149
of reducing the required bitrate. In this treatise, we develop a 150
novel mesh-structured source model (MSSM) based decoder 151
for exploiting the correlation among the inter-view pixels, 152
which will be combined with a turbo codec for performing 153
iterative source-channel decoding (ISCD) in the context of 154
DMVC for the sake of achieving a reduced bitrate. Against 155
this background, our novel contributions are: 156
1) We conceive a novel mesh-structured trellis exempliﬁed 157
in Fig. 7 for exploiting the inter-view correlations inher- 158
ent in the video signal. Furthermore, the corresponding 159
decoding rules of this trellis are derived for the sake 160
of performing turbo-like iterative decoding, again, by 161
exploiting the inter-view correlations. 162
2) We apply the new-trellis based proposed technique in 163
a DMVC system, which results in a substantial bitrate 164
reduction. 165
This rest of this paper is organized as follows. Section II 166
brieﬂy reviews the ﬁrst-order Markov modelling technique 167
used for exploiting the intra-frame correlation. We present 168
our DMVC system architecture in Section III. In Section IV 169
we detail our mesh-structured source model conceived for 170
exploiting the correlation among the inter-view pixels, which 171
is applied in the distributed MVC system of Section III. The 172
performance of the proposed scheme is quantiﬁed with the aid 173
of simulations in Section V. Finally, we offer our conclusions 174
in Section VI. 175
II. FIRST-ORDER MARKOV PROCESS MODEL 176
The a-posteriori probability determination technique con- 177
ceived for ﬁrst-order Markov processes was detailed in 178
[31]–[33]. In this section, we will brieﬂy introduce the tech- 179
nique of ﬁrst-order Markov process aided decoding. Let us 180
commence by stipulating the following assumptions: 181
• xi:a nm-bit pattern of pixels scanned from the original 182
video pixels at time instant i, which is expressed as 183
{xi(0),...,xi(m − 1)} = xi
 
m−1
0
 
; 184
• m: the number of bits in each m-bit pattern xi of pixels; 185
• Xm = {0,1,...,2m − 1}: the set of all possible values 186
in an m-bit pattern xi; 187
• xt
0 = x0,...,xt: the bit patterns of the 1st frame of the 188
original video consisting of (t +1) m-bit patterns during 189
the time interval spanning from 0 to t; 190
• yt
0 = y0,...,yt: potentially error-infested bit pattern of 191
the 1st frame; 192
The corresponding trellis of the ﬁrst-order Markov process 193
is displayed in Fig. 1, where the m-bit pattern xi indicates the 194IEEE
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Fig. 1. Trellis of ﬁrst-order Markov process for BCJR decoding, where
p
 
xi+1|xi
 
is the Markov transition probability.
trellis state at time instant i and the probability p(xi+1|xi) 195
indicates the transition from state xi to state xi+1.A tt h e 196
receiver, the a-posteriori probability of the m-bit pattern 197
xi,xi ∈ Xm conditioned on the speciﬁc received frame of 198
m-bit patterns y0,...,yt may be expressed as 199
p
 
xi|yt
0
 
=
p
 
xi ∧ yt
0
 
p
 
yt
0
  , (1) 200
where the joint probability p
 
xi ∧ yt
0
 
of the m-bit pattern xi 201
and of the received frame yt
0 may be further formulated as 202
[32] 203
p
 
xi ∧ yt
0
 
= β (xi) · χ (xi) · α(xi). (2) 204
It was shown in [32] that the bit-based a-posteriori LLR 205
L
 
xi (k)|yt
0
 
can be formulated as 206
L
 
xi (k)|yt
0
 
= ln
 
xi(k)=0
xi∈Xm
β (xi) · χ (xi) · α (xi)
 
xi(k)=1
xi∈Xm
β (xi) · χ (xi) · α (xi)
, (3) 207
208
where the components α,β,χ are derived in [32]. 209
III. WYNER-ZIV CODING FOR MULTI-VIEW 210
VIDEO:S YSTEM MODEL 211
Again, WZ compression techniques designed for 212
monoscopic video have attracted substantial research 213
attention [8]–[11], [14]–[18], [20], [25], [34], [35]. A number 214
of contributions have also been proposed for DMVC 215
[26]–[29]. In this section, we will detail the WZ compression 216
philosophy shown in Fig. 2, which is invoked for distributed 217
MVC employing our proposed MSSM-Turbo decoder. In 218
the system of Fig. 2, there are N cameras capturing N 219
views, respectively. We consider an array of N cameras, 220
which employ N identical low-complexity video encoders for 221
encoding the N camera-views independently at the transmitter 222
and a potentially high-complexity video decoder for jointly 223
decoding the N camera-views at the receiver. Each group of 224
pictures (GOP) of each of the N camera views consists of 225
a single I frame followed by a ﬁxed number of WZ frames. 226
The architecture of the investigated pixel-domain Wyner-Ziv 227
Fig. 2. The schematic compression process of Wyner-Ziv coding conceived
for multi-view video.
coding system is displayed in Fig. 3, where the MSSM 228
exploits the inter-view correlations, which cannot be removed 229
by the multi-view Wyner-Ziv encoder, regardless, whether a 230
pixel-domain architecture or a transform-domain architecture 231
is employed. Hence the proposed MSSM is not limited to the 232
family of pixel-domain architectures. The residual inter-view 233
correlation encountered in transform-domain systems may 234
potentially be exploited by appropriately designing the MSSM 235
techniques, which may be part of our future research. 236
Generally, this treatise focuses on the MSSM-Turbo decoder 237
of Fig. 3, while the rest of the techniques, including the WZ 238
encoder, the motion-compensated frame interpolation (MCFI) 239
etc., are detailed in [35]. Below, we will brieﬂy introduce 240
the system of Fig. 3, while the MSSM-Turbo decoder will 241
be detailed in Section IV. 242
A. Transmitter 243
For each view, the frames are classiﬁed into two categories, 244
namely the so-called key frames U1,...,UN of Fig. 3 and the 245
WZ frames V1,...,VN of Fig. 3. The key frames U1,...,UN, 246
also referred to as I frames, are intra-frame-coded by the 247
H.264/AVC encoder and then transmitted to the receiver. 248
Below we consider the monoscopic WZ frame Vi (1 ≤ i ≤ N) 249
for introducing the encoding process of the WZ frames in 250
Fig. 3. The encoding process is encapsulated in the following 251
steps. 252
• The monoscopic frame Vi is quantized by a uniform 253
quantizer at the transmitter of Fig. 3 generating the 254
resultant m-bit monoscopic frame qi. 255
• Each pixel of the m-bit quantized monoscopic frame qi 256
is decomposed into m bits. Then the bits from the same 257
position of qi constitute the most signiﬁcant bit (MSB) 258IEEE
Proof
4 IEEE TRANSACTIONS ON IMAGE PROCESSING
Fig. 3. System architecture of the Wyner-Ziv compression for MVC using MSSM-Turbo decoding.
plane resulting in m MSB planes. Afterwards, each of 259
the m MSB planes will be considered as a block input, 260
which is encoded by the turbo encoder i of Fig. 3. 261
• The systematic output of the turbo encoder i is directly 262
transmitted to the receiver. The parity bits q1,p,...,qN.p
1
263
of Fig. 3 generated by the turbo encoder i for the different 264
MSB planes of the WZ frame Vi may be independently 265
buffered at the transmitter, which will then be transmitted 266
to the receiver upon its request. 267
B. Receiver 268
The behavior of the receiver is described in Fig. 4, which 269
will be further detailed in Section IV. At the receiver, the 270
received bitstreams of the key frames representing the N cam- 271
era views may be independently decoded for reconstructing 272
the key frames ˆ U1,..., ˆ UN, which will then be utilized for 273
estimating the SI for the corresponding WZ frames. Then the 274
decoding process is listed as follows. 275
• For each monoscopic WZ frame, two temporally adjacent 276
monoscopic key frames may be utilized for predicting 277
the related soft-bit information. A number of algorithms 278
have been proposed for this estimation process, such as 279
for example the MCFI framework [35] shown in Fig. 3, 280
which is invoked in our system for predicting the SI in 281
the temporal direction. 282
• As observed from Fig. 4, the SI generated for the WZ 283
frames and the received parity bits of the MSB planes 284
related to the WZ frames will be used by the MSSM- 285
Turbo decoder of Fig. 3 for reconstructing the WZ frames 286
ˆ V1,..., ˆ VN. 287
1The subscript p indicates that q1,p,...,qN,p are parity bits of quantized
pixels q1,...,qN.
• The ﬂow-chart of Fig. 4 shows that when the MSSM- 288
Turbo decoder fails to perfectly recover a MSB plane, 289
the receiver will send a feedback ﬂag to the transmitter 290
for requesting more parity bits for this particular MSB 291
plane. Again, this process is referred to as “request-and- 292
decode”2 process [9] in Fig. 4. The MSSM-Turbo decoder 293
will be detailed in Section IV. 294
• As observed from Fig. 4, the “request-and-decode” 295
process will terminate, when the bit error ratio (BER) of 296
the MSB plane becomes lower than a preset threshold. 297
Once all MSB planes have been decoded, the current 298
multi-view frame may be readily reconstructed. 299
IV. INTER-VIEW CORRELATION MODELLING 300
The maximum a-posteriori probability (MAP) determina- 301
tion technique conceived for ﬁrst-order Markov processes was 302
brieﬂy reviewed in Section II, where the intra-frame correla- 303
tion was exploited using both horizontal and vertical Markov 304
processes. However, the ﬁrst-order Markov processes cannot 305
be readily applied for modelling the inter-view correlation. In 306
this section, we introduce the techniquesinvoked for exploiting 307
the inter-view correlation of the N cameras by designing 308
a novel trellis representation and derive its decoding rules. 309
Below we focus on a speciﬁc multi-view WZ frame, which 310
consists of N monoscopic video frames, whose SI is estimated 311
by the MCFI of Fig. 3. Moreover, the trellis generation, 312
MSSM-Turbo decoding and “request-and-decode” processes 313
are illustrated in the ﬂow-chart of Fig. 4. Let us commence 314
by introducing the following notations: 315
• N: the number of camera views in the multi-view video; 316
• Vi: the original monoscopic frame of the camera view i; 317
2Rate controller at the encoder side [18] may be investigated to avoid this
feedback channel.IEEE
Proof
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Fig. 4. Flow-chart of the receiver.
• Fi: the SI of the frame Vi, which is estimated by the 318
MCFI block of Fig. 3; 319
• xi,j:t h ejth pixel3 in Vi, namely the pixel at position 320
(i, j); 321
3The pixels of a 2D frame are indexed using a one-dimensional formulation,
assuming that the 2D image is scanned into a single-dimensional vector.
Fig. 5. Motion based inter-view correlation, where (j − 4)...(j + 4)
indicate the indices of the (1 × 1)-pixel MBs.
• xi,j(k):t h ekth bit of the pixel xi,j. 322
• yi,j: the SI of the pixel xi,j, which is at position j of Fi; 323
• m: the number of bits contained in the pixel xi,j; 324
• Xm = {0,1,...,2m − 1}: the set of legitimate values of 325
an m-bit pattern xi,j; 326
• Li,j,k: the set of the original pixels linked with xi,j in 327
camera view k. 328
• LN
i,j,1: notation for the set
N
∪
t=1
Li,j,t; 329
• Yi,j,k: the corresponding SI of Li,j,k; 330
• Y N
i,j,1: notation for the set
N
∪
t=1
Yi,j,t. 331
A. Mesh-Structured Trellis Representation 332
Again, each multi-view frame consists of N monoscopic 333
camera view frames. Since the current multi-view WZ frame is 334
not available at the receiver, the inter-view MVs of the current 335
WZ frame are estimated from the adjacent key frames. Note 336
that all the key frames are available at the receiver after the 337
“H.264/AVC intra decoder” block of Fig. 3. Here we consider 338
the scenario of GOP=2, but this technique may be readily 339
extended to larger GOP scenarios. Speciﬁcally, the (i − 1)st
340
and (i+1)st key frames are utilized for estimating the MVs of 341
the ith WZ frame, as illustrated in the ﬂow-chart of Fig. 4. The 342
inter-view MVs of the WZ multi-view frames are generated 343
as follows. 344
• The inter-view MVs of the (i − 1)st and (i + 1)st
345
key frames are readily estimated using the traditional 346
macroblock (MB) based motion search techniques [36], 347
which is indicated by the “Motion Search” blocks of 348
Fig. 4. 349
• The inter-view MVs of the ith WZ frame is averaged 350
based on that of the (i − 1)st and (i + 1)st key frames, 351
as illustrated by the “Averaging” block of Fig. 4. 352
The structure of the inter-view “Motion Prediction” of Fig. 3 is 353
shown in Fig. 5, where the MBs of the speciﬁc view associated 354
with the Monoscopic View Index (MVI) i (2 < i ≤ I) are 355
estimated from the views (i−1) and (i+1). Note that in Fig. 5 356
we employ (1 × 1)-pixel “MBs” for the sake of simplifying 357
the relevant descriptions, which the classic (8 × 8)-pixel MBs 358
may be readily extended to. 359
Following the inter-view motion estimation process at the 360
receiver, the pixels of a given MB of Fig. 5 may be linked to 361
other pixels in the same position of the predicted MBs in the 362IEEE
Proof
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Fig. 6. The inter-view pixel correlation graph of Fig. 5, where each marker
indicates a different pixel.
other views, as exempliﬁed in the inter-view pixel correlation 363
graph of Fig. 6. Speciﬁcally, the graph of Fig. 6, indicated by 364
the “Link Pixels” block of Fig. 4, may be created using the 365
following steps: 366
• The pixels of Fig. 5 are scanned into one-dimensional 367
Intra-Frame Pixel Indices (IFPI), namely (j−4),...,(j+ 368
4) in view (i−2) of Fig. 5. For example, each monoscopic 369
frame having (352 × 288)-pixels will be indexed by 352· 370
288 = 72864 one-dimensional scan-line indices. 371
• The coordinate axes of Fig. 6 are created by arranging 372
for the x axis and y axis to indicate the MVI and 373
the IFPI, respectively. Speciﬁcally, the MVI of Fig. 5 374
are in the range of (i − 2,...,i + 2).F u r t h e r m o r e ,w e 375
only consider the colored pixels of Fig. 5 for sim- 376
plifying the related descriptions, resulting in IFPI of 377
(j − 4,...,j + 2). 378
• Connect all the correlated pixels portrayed in Fig. 6 379
using a link, where the presence of highest correlation 380
is indicated by the MVs of Fig. 5. For example, in Fig. 6 381
the pixel at position (i, j) is correlated with the pixels at 382
positions of (i − 1, j + 1) and (i + 1, j + 1) in Fig. 6, 383
as indicated by the MVs of Fig. 5. 384
Based on the two-dimensional Markov-modelling based 385
trellis representation developed in [32], the mesh-structured 386
trellis of Fig. 7 may be derived from the correlation graph 387
of Fig. 6. This trellis generation process is also indicated in 388
Fig. 4, which is completed using the following steps: 389
• Each m-bit pixel has a value in the range of [0,2m),w h i c h 390
we refer to as the Legitimate Markov States (LMS). Then 391
each pixel in Fig. 6 has 2m LMS. Hence by introducing 392
the z axis indicating the LMS, Fig. 7 may be created, 393
where the x axis and y axis indicate the MVI and IFPI, 394
respectively. 395
• Each pair of pixels connected by a direct link in Fig. 6 396
represents a correlated Markov-state transition. Hence 397
we have to incorporate (2m × 2m) links indicating the 398
Fig. 7. Mesh-structured trellis representation of inter-view correlations for
m = 1-bit pixels, where the pixels of view (i−2) to view (i+2) are displayed.
(2m × 2m) possible Markov-state transitions for these 399
pixels in Fig. 6. Speciﬁcally, for the pixel xi,j within 400
view i, the transition probability from state xi,j to the 401
correlated successor state xi+1,j+1 within view (i + 1) 402
is represented by p
 
xi+1,j+1|xi,j
 
, which is the state 403
transition of the related Markov process. 404
Hence all nodes in Fig. 7 associated with identical MVI 405
belong to the same view, while the nodes having both an 406
identical MVI and SII values are Markov states for a same 407
corresponding pixel. Furthermore, the trellis representation 408
seen in Fig. 7 may be readily generalized both for arbitrary 409
m-bit pixel multi-view signals and for an arbitrary number of 410
v i e w s ,w h i c hl e a d st o2 m LMS. 411
B. Trellis Decoding 412
Section III detailed how the SI of a multi-view WZ 413
frame can be generated. The SI consists of ﬂoating-point 414
values indicating the reliability of speciﬁc pixel values, which 415
is estimated by the MCFI block of Fig. 3. For example, 416
the SI of the bit xi,j(k) may be expressed in the log- 417
likelihood ratio (LLR) format as L
 
xi,j(k)
 
= ln
L[xi,j(k)=0]
L[xi,j(k)=1], 418
while the reliability of the pixel xi,j can be represented by 419
L
 
xi,j(0)
 
,...,L
 
xi,j(m − 1)
 
. In Section IV-A, the pixel 420
correlations of a multi-view WZ frame are modelled by the 421
mesh-structured trellis of Fig. 7. Hence the SI of the multi- 422
view WZ frame may be reﬁned by decoding the trellis of 423
Fig. 7, where the classic Bahl-Cocke-Jelinek-Raviv (BCJR) 424
[37] decoding principle may be applied. 425
Given the SI of the current multi-view WZ frame 426
F1,...,FN , the pixel xi,j may be estimated by the 427
a-posteriori probability (APP) p
 
xi,j|F1,...,FN
 
.F u r t h e r - 428
more, by employing our proposed MSSM detailed in 429
Section IV-A, we have 430
p(xi,j|F1,...,FN) ≈ p(xi,j|Y N
i,j,1), (4) 431IEEE
Proof
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where Y N
i,j,1 includes the SI of the pixels LN
i,j,1, which are 432
correlated with xi,j. Consider the trellis of Fig. 7 for example,
433
where we have Li,j,i−2 ={ xi−2,j+2}, Li,j,i−1 ={ xi−1,j+1}, 434
Li,j,i ={ xi,j}, Li,j,i+1 ={ xi+1,j+1} and Li,j,i+2 = 435
{xi+2,j+2}, the pixels Li+2
i,j,i−2 can be readily derived as 436
Li+2
i,j,i−2 =
i+2
∪
t=i−2
Li,j,t. In the Appendix, we show that the log- 437
likelihood ratio (LLR) version of the APP p(xi,j(k)|Y N
i,j,1) for 438
the bit xi.j(k),0≤ k < m may be formulated as 439
L
 
xi,j (k)|Y N
i,j,1
 
440
= ln
 
xi,j ∈Xm
xi,j (k)=0
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
 
 
xi∈Xm
xi(k)=1
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
  , (5) 441
where β
 
xi,j
 
, χ
 
xi,j
 
, α
 
xi,j
 
are deﬁned in Eqs. (16), (10) 442
(15). Speciﬁcally, β
 
xi,j
 
, α
 
xi,j
 
indicate the backward and 443
forward oriented probability of the pixel xi,j, while χ
 
xi,j
 
444
is the channel information of the pixel xi,j. 445
C. Iterative MSSM-Turbo Decoding 446
A limitation of the formulas provided in Section IV-B is 447
that they cannot be directly used for iterative decoding, since 448
they cannot exploit the a-priori LLR L[xi,j(k)],w h i c hw a s 449
generated from the extrinsic information gleaned from the 450
other decoder components. To make use of the a-priori LLR 451
L[xi,j(k)], the combined bit-wise LLR may be expressed as 452
[31], [32] 453
γi,j
 
xi,j
 
= 454
exp
m−1  
k=0
¯ xi,j(k)
2
·
 
L
 
xi,j(k)
 
+ L
 
yi,j(k)|xi,j(k)
  
, (6) 455
where the symbol-based m-bit information γ is the combina- 456
tion of the bit-wise a-priori LLR L[xi,j(k)] and of the channel 457
information L[yi,j(k)|xi,j(k)]. We note in this context that γ 458
of Eq. (6) contains more valuable information than the channel 459
information χ. Hence Eq. (17) may be used for iterative joint 460
source-channel decoding by replacing χ with γ in Eq. (6). 461
Similar to the BCJR decoding technique of classic turbo 462
codes [38], the bit-based a-posteriori LLR L[xi,j(k)|Y N
i,j,1] 463
may be split into three components, namely the a-priori LLR 464
L[xi,j(k)], the channel information L[yi,j(k)|xi,j(k)] and the 465
extrinsic information Le[xi,j(k)]. Speciﬁcally, the bit-based 466
a-posteriori LLR L[xi,j(k)|Y N
i,j,1] may be formulated as 467
L
 
xi,j (k)|Y N
i,j,1
 
468
= L
 
xi,j(k)
 
+ L
 
yi,j(k)|xi,j(k)
 
469
+ ln
 
xi,j ∈Xm
xi,j (k)=0
β
 
xi,j
 
· γ [ext]  
xi,j(k)
 
· α
 
xi,j
 
 
xi,j ∈Xm
xi,j (k)=1
β
 
xi,j
 
· γ [ext][x(k)] · α
 
xi,j
  , (7) 470
Fig. 8. The MSSM-Turbo decoding architecture of Fig. 3.
where the extrinsic information component γ [ext] 
xi,j(k)
 
471
may be expressed as 472
γ [ext]  
xi,j(k)
 
=exp
m−1  
l=0,l =k
¯ xi,j(l)
2
·
 
L
 
xi,j(l)
 
+ L
 
yi,j(l)|xi,j(l)
  
.
473
Based on the above, the MSSM-Turbo decoding architecture of 474
Fig. 3 is shown in Fig. 8, which terminates after Iiter iterations 475
of extrinsic information exchange. Moreover, the MSSM-turbo 476
decoding process is also detailed in the ﬂow-chart of Fig. 4. 477
D. Training for Mesh-Structured State Transition 478
Again, the mesh-structured trellis of Fig. 7 is utilized for 479
modelling the inter-view correlation at the receiver. Speciﬁ- 480
cally, the component p
 
xi+1,z|xi,j
 
of Eqs. (15), (16) quan- 481
tiﬁes the inter-view correlation, where z and j indicate the 482
pixel index of the views (i − 1) and i, respectively. Here we 483
refer to p
 
xi+1,z|xi,j
 
as the Mesh-Structured State Transition 484
Table (MSSTT) for simplicity. We initialize the (2m × 2m)- 485
element MSSTT T
 
0 : 2m − 1,0 : 2m − 1
 
to zero values. 486
Then we scan all the linked pixel pairs of Fig. 6. For 487
example, when the pixel pairs si−1 and si are scanned, the 488
corresponding element T
 
si−1,si
 
in the MSSTT is increased 489
by 1. Finally, by normalizing the summation of all rows in the 490
MSSTT T
 
0 : 2m − 1,0 : 2m − 1
 
, the transition probabilities 491
p
 
xi+1,z|xi,j
 
can be obtained, where we have xi,j,xi+1,z ∈ 492
[0,2m). 493
E. Complexity Analysis 494
The complexity of our proposed MSSM can be attributed 495
to the calculation of γ(xi,j) in Eq. (6), α(xi,j) in Eq. (15), 496
β
 
xi,j
 
in Eq. (16) and L[xi,j (k)|Y N
i,j,1] in Eq. (5). As shown 497
in Fig. 7, the trellis size is (2m · S · N),w h e r eS is the 498
number of pixels in each monoscopic view. Similar to the 499
BCJR decoding rules proposed in [37], the decoding of the 500
(2m · S · N)-state trellis of Fig. 7 may be generalized into the 501
following two stages: 502
• Calculation of γ, α and β: These operations are carried 503
out across the entire trellis of Fig. 7, which imposes 504
the complexity of m,2 m,2 m for each trellis state, as 505
suggested by Eqs. (6), (15), (16), respectively. Hence 506
the associated computational costs are on the order of 507
O (2m · S · N · m), O
 
22m · S · N
 
and O
 
22m · S · N
 
508
for γ, α and β, respectively. 509
• Calculation of L[xi,j(k)|Y N
i,j,1]: This operation is carried 510
out for all the (S · N · m) bits of a multi-view frame, 511
which imposes a complexity of 2m for each bit. Hence the 512
computational cost is on the order of O (2m · S · N · m). 513IEEE
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TABLE I
TABLE OF PARAMETERSEMPLOYED FOR THE SIMULATIONS
Therefore, the overall complexity imposed by our pro- 514
posed decoder is O
 
2 · 22m · S · N + 2 · 2m · S · N · m
 
,w h e n 515
decoding a multi-view frame. 516
V. PERFORMANCE STUDY 517
In this section, we present our simulation results for bench- 518
marking the scheme introduced in Section III. Firstly, in 519
Section V-A we will introduce the parameters of the scenario 520
considered in our experiment. Then we will discuss our 521
numerical results in Section V-B. 522
A. Scenario 523
In this section, we present our experimental parameters used 524
for characterizing the convergence behavior of the proposed 525
scheme introduced in Section III. Multi-view video sequences 526
having 8 camera views represented in (352 × 288)-common 527
intermediate format (CIF)4 and 4:2:0 YUV representation 528
are employed. Moreover, the bitrate/PSNR of both the WZ 529
and the key frames was taken into account in our average 530
results. The distributed WZ coding scheme conceived for the 531
multi-view video scheme of Fig. 3 operates on the basis of 532
(352 × 288)-pixel blocks. More speciﬁcally, a speciﬁc MSB 533
plane of each view is input to the turbo encoder, which 534
consists of (352 × 288) bits. In other words, the interleaver 535
length of our turbo codec is (352 × 288) bits. In [35], each 536
bitplane of the MSB was transmitted separately and each 537
bitplane was then reﬁned based on the previously decoded 538
bitplanes [39]. However, in our system, all MSB planes were 539
transmitted together, which allowed us to reduce the number 540
of “request-and-decode” processes deﬁned in [8]. We employ 541
a recursive systematic convolutional (RSC) encoder relying 542
on the generator polynomials of g1 = 11011, g2 = 10011, 543
which are represented as G =[ 1,g2/g1],w h e r eg1 is a 544
feedback input and g2 is feed-forward output. Moreover, two 545
identical RSC encoders are employed for the turbo codec and 546
the puncturing matrix of [11;01;10] is employed for the 547
turbo code. The parameters employed are listed in Table I. The 548
remaining parameters of our system were identical to those in 549
[17], [35]. 550
4We converted the multi-view video sequences into CIF representation for
the sake of speeding up our simulations.
TABLE II
COMPARISON OF MSSM-TURBO AND THE BENCHMARKERTURBO FOR
WYNER-ZIVCODING OF MULTVIEW VIDEO,W HEREnMSB INDICATES
THE NUMBER OF MSB PLANES. Iiter = 4I S EMPLOYED,W HERE
INDICATES THE NUMBER OF DECODINGITERATIONS FOR THE
MSSM-TURBODECODER
Fig. 9. BER versus bitrate comparison of the MSSM-turbo and of turbo
codec for a multi-view WZ frame, where only the bits of the WZ frame
are taken into account as the bitrate. Using the Newspaper sequence and
GOP = 2.
TABLE III
BJNTEGAARDCOMPARISON OF THE MSSM-PDWZVERSUS THE PDWZ
SCHEMES FOR THE CONSIDEREDMULTI-VIEWSEQUENCES ORGANIZED
IN GOPSO F2 AND 4. “R” INDICATES“RATE”
Let us now compare the proposed MSSM-Turbo decoder to 551
the classic turbo decoder. The turbo decoder is invoked for 552
each MSB plane of each monoscopic frame, which carries 553
(352 × 288) bits, scanned into a one-dimensional vector. 554IEEE
Proof
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Fig. 10. Rate-distortion performance comparison of the MSSM-PDWZ codec and the benchmarkers. (a) Newspaper, GOP = 2. (b) Newspaper, GOP = 4.
(c) Leaving-laptop, GOP = 2( d )Leaving-laptop, GOP = 4. (e) Outdoor, GOP = 2. (f) Outdoor, GOP = 4. (g) Ballroom, GOP = 2. (h) Ballroom, GOP = 4.
(i) Benchmarkers.
Let nMSB be the number of MSB planes. The MSSM-Turbo 555
decoder is invoked for all MSB planes of each multi-view 556
frame, which carries (352 × 288 × 8 × nMSB) bits and it is 557
arranged into I = 8 scanlines or vectors. Furthermore, the 558
MSSM-Turbo scheme relies on the corresponding MSSTT, 559
which has (2nMSB × 2nMSB) elements. Speciﬁcally, for the 560IEEE
Proof
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Fig. 11. Comparison of original WZ frames and the related estimated SI frames at the receiver. From left to right are Newspaper, Leaving-laptop, Outdoor
and Ballroom sequences, respectively. The top row and the bottom rows list the original and the estimated SI frames, respectively.
simulations associated with m = 4, the size of the MSSTT 561
SI was (16 × 16) ﬂoating-point values for 100 CIF frames. 562
Our detailed comparisons are listed in Table II. Note that the 563
MSSTT may be estimated from the adjacent I frames of the 564
current WZ frame. 565
B. Numerical Results 566
In this section, we present our numerical results for bench- 567
marking the proposed MSSM-PDWZ scheme’s performance 568
against that of the PDWZ system of [17] for four multi-view 569
sequences associated with different motion features, namely 570
the Newspaper sequence, the Leaving-laptop sequence [40], 571
the Outdoor sequence [40] and the Ballroom sequence [41], 572
scanned in FPSs of 30, 16.67, 16.67, 25, respectively. The 573
rate-distortion (RD) results recorded for both the PDWZ and 574
MSSM-PDWZ schemes in Fig. 3 were parameterized by the 575
number of WZ coded bitplanes for m =1, 2, 3 or 4 MSB 576
planes, because this conﬁguration has been widely adopted in 577
the pixel-domain WZ video coding literature [17]. This was 578
arranged by invoking the uniform quantizers shown in Fig. 3. 579
The RD results of the test sequences coded by the H.264/AVC 580
codec [42] are provided below as usual, both in the associated 581
intra-frame encoding mode and in the motion compensation 582
dispensed mode in conjunction with GOP periods of 2 and 4. 583
Both these modes were selected by appropriately adjusting the 584
encoding parameters of the H.264/AVC reference software JM 585
[43]. Furthermore, the performance of the multi-view video 586
codec JMVC operating without motion estimation and using 587
GOP periods of 2 and 4 was also provided. 588
1) BER Characteristics: The BER comparison of the 589
MSSM-turbo and turbo codec schemes is displayed in Fig. 9, 590
where the x axis represents the bitrate of the multi-view WZ 591
frame. Note that the bitrate of a video sequence consists of 592
the bitrate of the WZ frames and the bitrate of the key frames. 593
Here we only count the bitrate of the WZ frames for the sake 594
of providing further insights into our system’s behavior. 595
For the MSSM-turbo decoder, the BERs of both the MSSM 596
and of the turbo decoder components are provided. More 597
speciﬁcally, multiple BER values are plotted for the MSSM- 598
turbo decoder for each “Bitrate” abscissa value in Fig. 9. This 599
results in a wave-shaped, ﬂuctuating curve for the MSSM- 600
turbo decoder. Alternatively, for each “Bitrate” value, the 601
MSSM-turbo is capable of further reducing the BER upon the 602
turbo codec during the ISCD process. Observe from Fig. 9 603
that BER of the WZ frame using the MSSM-turbo decoder 604
becomes vanishingly low at about 850 Kbps, while that of 605
the turbo decoder vanishes at 1920 Kbps. The MSSM-turbo 606
decoder requires 1070 less Kbps for achieving a BER of 607
10−4. This observation is due to the fact that MSSM is 608
capable of further reducing the BER by exploiting the residual 609
redundancy within the WZ frame by iteratively exchanging 610
extrinsic information with the turbo decoder. 611
2) Rate-Distortion Characteristics: The simulation results 612
recorded for the four sequences are displayed in Fig. 10, while 613
the Bjntegaard comparison of the MSSM-PDWZ versus the 614
PDWZ schemes for the four multi-view sequences considered 615
and organized in GOPs of 2 and 4 is provided in Table 616
III. For the MSSM-PDWZ, Fig. Fig. 10 shows that the 617
GOP = 4 scenarios outperforms the GOP = 2 regime for the 618
Newspaper, Leavinglaptop and Outdoor sequences, while the 619
opposite trends were observed for the Ballroom sequence. This 620
is due to the fact that less bits are required for reconstructing 621
the WZ frames than that of the key frames, when the SI for 622
the WZ frames can be accurately estimated. Table III shows 623IEEE
Proof
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that the bitrate reduction ratio increases in the sequence order 624
of Newspaper, Leavinglaptop, Outdoor and Ballroom. Similar 625
trends are observed in terms of the PSNR reduction attained. 626
The reason for this trend is that the receiver is more unlikely to 627
be able to estimate the SI frame accurately from the received 628
key frames, while our MSSM-PDWZ scheme is capable of 629
effectively concealing the errors, which is an explicit beneﬁt 630
of our MSSM-Turbo decoder. 631
The comparison of the original frames to the corresponding 632
estimated SI frames is displayed in Fig. 11 for the Newspaper, 633
Leavinglaptop, Outdoor and Ballroom sequences, respectively. 634
Observe that the receiver fails to estimate the SI frames of 635
the higher-motion sequences, namely of the Outdoor and 636
the Ballroom sequences, as precisely as for the lower-motion 637
sequences, namely for the Newspaper and the Leaving-laptop 638
sequences. We may conclude that our proposed MSSM tech- 639
nique is capable of reducing the bitrate more substantially 640
for the higher-motion sequences, where the SI of key frames 641
cannot be accurately estimated at the receiver. 642
VI. CONCLUSION 643
In this paper, we ﬁrstly extended the WZ coding techniques 644
for monoscopic video into a Wyner-Ziv coded multi-view 645
video system. Then we conceived the techniques for construct- 646
ing a novel mesh-structured pixel correlation model from the 647
inter-view MVs and derived its decoding rules. Furthermore, 648
by incorporating the MSSM scheme into WZ video coding 649
of multi-view video, we were able to substantially reduce the 650
bitrate compared to that of the PDWZ benchmarker systems. 651
Our future work will focus on developing techniques for 652
exploiting both the pixel correlation among different views 653
and the pixel correlation within camera views for the sake of 654
further reducing the required bitrate. 655
APPENDIX 656
Let us initially follow the procedure of the classic Bahl- 657
Cocke-Jelinek-Raviv (BCJR) [37] algorithm based determi- 658
nation rule of the MAP decoder for deriving the APP 659
p
 
xi,j|Y N
i,j,1
 
of Eq. (4). The APP p
 
xi,j|Y N
i,j,1
 
of the m- 660
bit pattern xi,j,xi,j ∈ Xm conditioned on the speciﬁc Y I
i,j,1
661
values may be expressed as 662
p
 
xi,j|Y N
i,j,1
 
=
p
 
xi,j ∧ Y N
i,j,1
 
p
 
Y N
i,j,1
  . (8) 663
The joint probability p
 
xi,j ∧ Y N
i,j,1
 
of the m-bit pattern xi,j 664
in Eq. (8) and that of SI Y N
i,j,1 may be further formulated as 665
p
 
xi,j ∧ Y N
i,j,1
 
666
= p
 
xi,j ∧ Yi,j,i ∧ Yi−1
i,j,1 ∧ Y N
i,j,i+1
 
667
= p
 
Y N
i,j,i+1|xi,j
 
· p
 
Yi,j,i|xi,j
 
· p
 
Yi−1
i,j,1 ∧ xi,j
 
668
= p
 
Y N
i,j,i+1|xi,j
 
· p
 
yi,j|xi,j
 
· p
 
Yi−1
i,j,1 ∧ xi,j
 
669
= β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
 
. (9) 670
In Eq. (9), the symbol-based channel information χ
 
xi,j
 
= 671
p
 
yi,j|xi,j
 
may be calculated from the bit-based channel 672
information as 673
χ
 
xi,j
 
= Cχi,j · exp
m−1  
k=0
xi,j(k)
2 · L
 
yi,j(k)|xi,j(k)
 
, (10) 674
where Cχi,j is a normalization factor, which solely depends on 675
yi,j. Furthermore, similar to the forward recursion calculation 676
in the BCJR algorithm, the component α
 
xi,j
 
in Eq. (9) may 677
be formulated as 678
α
 
xi,j
 
679
= p
 
Yi−1
i,j,1 ∧ xi,j
 
680
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
p
 
Yi,j,i−1 ∧ Yi−2
i,j,1 ∧ xi,j ∧ Li,j,i−1
 
681
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
p
 
Yi,j,i−1 ∧ xi,j|Li,j,i−1
 
· p
 
Yi−2
i,j,1 ∧ Li,j,i−1
 
682
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
p
 
Yi,j,i−1|Li,j,i−1
 
· p
 
xi,j|Li,j,i−1
 
683
·p
 
Yi−2
i,j,1 ∧ Li,j,i−1
 
. (11) 684
Note that, given the original pixel set Li,j,i−1 the soft pixels 685
within Yi,j,i−1 are independent to each other, hence the item 686
p
 
Yi,j,i−1|Li,j,i−1
 
in Eq. (11) may be expressed as 687
p
 
Yi,j,i−1|Li,j,i−1
 
=
 
xi−1,z∈
Li,j,i−1
χ
 
xi−1,z
 
. (12) 688
Then the forward recursion calculation may be further formu- 689
lated as 690
α
 
xi,j
 
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
 
xi−1,z∈
Li,j,i−1
 
p
 
yi−1,z|xi−1,z
 
691
·p
 
Yi−2
i−1,j,1 ∧ xi−1,z
  
·p
 
xi,j|Li,j,i−1
 
692
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
 
xi−1,z∈
Li,j,i−1
 
χ
 
xi−1,z
 
· α
 
xi−1,z
  
· p
 
xi,j|Li,j,i−1
 
. 693
(13) 694
Furthermore, by assuming the pixels are independent to 695
each other the item p
 
xi,j|Li,j,i−1
 
in Eq. (13) may be 696
approximated as follows 697
p
 
xi,j|Li,j,i−1
 
=
p
 
Li,j,i−1|xi,j
 
· p
 
xi,j
 
p
 
Li,j,i−1
  698
≈
 
xi−1,z∈
Li,j,i−1
p
 
xi−1,z|xi,j
 
· p
 
xi,j
 
 
xi−1,z∈
Li,j,i−1
p
 
xi−1,z
  =
 
xi−1,z∈
Li,j,i−1
p
 
xi,j|xi−1,z
 
p
 
xi,j
 |Li,j,i−1|−1 . 699
(14) 700IEEE
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Then by substituting Eq. (14) into the Eq. (13), α
 
xi,j
 
may 701
be approximated as 702
α
 
xi,j
 
703
≈
 
xi−1,z∈
Li,j,i−1
⎧
⎪ ⎨
⎪ ⎩
 
xi−1,z
∈Xm
χ
 
xi−1,z
 
· α
 
xi−1,z
 
· p
 
xi,j|xi−1,z
 
⎫
⎪ ⎬
⎪ ⎭
704
/p
 
xi,j
 |Li,j,i−1|−1 . (15) 705
Similar to α
 
xi,j
 
, the backward recursion calculation β
 
xi,j
 
706
in Eq. (9) can be formulated as 707
β
 
xi,j
 
= p
 
Y N
i,j,i+1 ∧ xi,j
 
=
 
Li,j,i+1∈
X
|Li,j,i+1|
m
p
 
Y N
i,j,i+2 ∧ Yi,j,i+1 ∧ Li,j,i+1|xi,j
 
=
 
Li,j,i+1∈
X
|Li,j,i+1|
m
p
 
Y N
i,j,i+2|Li,j,i+1
 
· p
 
Yi,j,i+1|Li,j,i+1
 
· p
 
Li,j,i+1|xi,j
 
=
 
xi+1,z∈
Li,j,i+1
⎧
⎪ ⎨
⎪ ⎩
 
xi+1,z
∈Xm
 
β
 
xi+1,z
 
· χ
 
xi+1,z
 
· p
 
xi+1,z|xi,j
  
⎫
⎪ ⎬
⎪ ⎭
.
(16) 708
Finally, the determination of the bit-based APP LLRs 709
L[xi,j (k)|Y N
i,j,1] may be formulated as 710
L
 
xi,j (k)|Y N
i,j,1
 
711
= ln
 
xi,j ∈Xm
xi,j (k)=0
p
 
xi,j|Y N
i,j,1
 
 
xi,j ∈Xm
xi,j (k)=1
p
 
xi,j|Y N
i,j,1
  712
= ln
 
xi,j ∈Xm
xi,j (k)=0
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
 
 
xi∈Xm
xi(k)=1
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
  , (17) 713
where the Jacobian logarithm [38] can be readily applied for 714
deriving the log-domain representation of our algorithm. 715
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Motion-Aware Mesh-Structured Trellis for
Correlation Modelling Aided Distributed
Multi-View Video Coding
Yongkai Huo, Tao Wang, Robert G. Maunder, Member, IEEE, and Lajos Hanzo, Fellow, IEEE
Abstract—A joint source-channel coding has attracted sub- 1
stantial attention with the aim of further exploiting the residual 2
correlation residing in the encoded video signals for the sake of 3
improving the reconstructed video quality. In our previous paper, 4
a ﬁrst-order Markov process model was utilized as an error con- 5
cealment tool for exploiting the intra-frame correlation residing 6
in the Wyner–Ziv (WZ) frame in the context of pixel-domain 7
distributed video coding. In this contribution, we exploit the inter- 8
view correlation with the aid of an inter-view motion search in 9
distributed multi-view video coding (DMVC). Initially, we rely 10
on the system architecture of WZ coding invoked for multi- 11
view video. Then, we construct a novel mesh-structured pixel- 12
correlation model from the inter-view motion vectors and derive 13
its decoding rules for joint source-channel decoding. Finally, 14
we benchmark the attainable system performance against the 15
existing pixel-domain WZ coding based DMVC scheme, where 16
the classic turbo codec is employed. Our simulation results show 17
that substantial bitrate reductions are achieved by employing the 18
proposed motion-aware mesh-structured correlation modelling 19
technique in a DMVC scheme. 20
Index Terms—XXXXX. AQ:1 21
I. INTRODUCTION 22
M
ULTI-VIEW Video Coding (MVC) [1] has recently 23
attracted substantial attention in the context of both 24
sophisticated 3D-TV and low-complexity wireless sensor 25
network scenarios. A number of video coding techniques 26
[2]–[4] have been developed for MVC, which typically rely 27
on a high-complexity encoder and a low-complexity decoder. 28
The constraint of the inter-view prediction based MVC is that 29
all cameras of the MVC must exchange their monoscopic 30
views with each other for inter-view prediction. What is even 31
more challenging is that the communication between cameras 32
must have a low-latency in delay-sensitive lip-synchronized 33
interactive applications. These requirements are unrealistic in 34
many applications, such as wireless video sensor networks 35
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(WVSN) [5] for example, where both the energy and the 36
computational complexity are constrained [6]. Hence it is 37
necessary to shift the computationally complex tasks from the 38
sensor to the base station (BS) or the server of the network, in 39
addition to limiting the data exchange among the sensors. In 40
theory, the Wyner-Ziv (WZ) [7] video coding philosophy, also 41
known as distributed video coding (DVC) [8], is capable of 42
assisting the sensors in relocating the computational burden 43
to the BS, whilst simultaneously limiting the data exchange 44
among themselves. Below, we will ﬁrstly review the WZ 45
coding techniques for monoscopic video and for multi-view 46
video, followed by the motivation of our proposed algorithm. 47
Two basic types of WZ coding structures [8] have been 48
proposed for monoscopic video. In [9]–[11], the authors 49
advocated a WZ codec, which is composed of an inner turbo- 50
code-based [12] Slepian-Wolf (SW) codec [13] concatenated 51
with an outer quantization-reconstruction component pair. 52
More speciﬁcally, the odd-indexed video frames, namely the 53
so-called key frames are intra-coded, while the even frames, 54
namely the WZ frames are encoded by the WZ codec. At the 55
receiver, the side information of the WZ frames will be 56
estimated from their adjacent key frames for joint inter-frame 57
decoding. However, a speciﬁc impediment of this structure 58
is that the turbo decoder has to invoke a “request-and- 59
decode” [9] process for the transmission of the WZ frames’ 60
parity bits, which precludes its application in delay-sensitive 61
services. Low density parity check (LDPC) codes were 62
employed for distributed source coding in [14], which were the 63
so-called rate-adaptive LDPC accumulate (LDPCA) codes and 64
the sum-LDPC-accumulate (SLDPCA) codes. It was shown 65
in [14] that the LDPCA codes are capable of approaching 66
the capacity of a variety of communication channels more 67
closely - including that of the virtual channel in DVC - than 68
the family of turbo codes. Based on the WZ video coding 69
structure of [11], in the European project DIStributed COding 70
for Video sERvices (DISCOVER) [15] the transform-domain 71
of the WZ frames was encoded by the LDPCA code of [14] 72
at the transmitter. A so-called unsupervised motion learning 73
technique was proposed in [16], which estimates the Motion 74
Vectors (MVs) of the next video frame during the decoding of 75
the current frame with reference to the previous reconstructed 76
frame. This technique may be readily applied for both pixel- 77
domain and transform-domain coding. The authors of [17] 78
proposed a more realistic WZ video coding approach, which 79
performs online estimation of the channel-induced noise (CN) 80
1057-7149 © 2013 IEEEIEEE
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model parameters at the decoder, which can be invoked for 81
both pixel-domainand for transform domain WZ video codecs. 82
Moreover, three levels of granularity were proposed by Brites 83
and Pereira for pixel-domain WZ (PDWZ) video coding in 84
[17], namely frame-, block- and pixel-level granularity, while 85
both DCT-band and DCT-coefﬁcient level granularity was 86
proposed for transform-domain WZ (TDWZ) video coding. 87
Then in [18] the same authors proposed an efﬁcient encoder 88
rate control (ERC) solution for feedback free transform- 89
domain WZ (TDWZ) video coding. The approch of multiple 90
side information (SI) components was proposed in [19] for 91
improving the accuracy of SI using a single estimation mode. 92
As a further advance, a more accurate parity rate estimator 93
(PRE) is employed for more closely estimating the parity 94
rate necessitated. A context-adaptive Markov random ﬁeld 95
reconstruction algorithm was proposed in [20], which exploits 96
the spatio-temporal correlation by modelling the WZ frames. 97
The so-called optical ﬂow was proposed in [21] to improve 98
the side information generation, which is exploited at the 99
decoder side to compensate for weaknesses of block-based 100
methods. A successive bit-plane-by-bit-plane reﬁnement of 101
the SI estimation algorithm was investigated in [22], leading 102
to successively improved SI. The same authors proposed a 103
motion-compensatedmulti-hypothesisprediction technique for 104
medical imaging applications. Moreover, techniques conceived 105
for multiple SI generation were proposed in [23], [24], where 106
additional information may be used for improving the esti- 107
mated SI of WZ frames. Apart from the WZ coding architec- 108
ture mentioned above, another DVC architecture was proposed 109
in [25], which allows the ﬂexible sharing of complexity 110
between the encoder and decoder. 111
Below, we review the WZ coding techniques designed for 112
multi-view video sequences. In [26], the authors proposed a 113
novel framework for the distributed compression of multi- 114
view images, which was based on a tree-structured com- 115
pression algorithm that guaranteed an optimal rate-distortion 116
performance for speciﬁc video signals. Yeo and Ramchandran 117
extended their previous PRISM framework detailed in [25] 118
into distributed MVC in [27], [28], where the achievable error- 119
resilience was studied in wireless scenarios. Two alternative 120
models were proposedfor exploiting the inter-view correlation, 121
namely the view-synthesis-based correlation model and the 122
disparity-based correlation model. The view-synthesis-based 123
correlation model requires at least two other camera views 124
and relies on both disparity estimation and view interpolation, 125
while the disparity-based correlation model requires only a 126
single additional camera view. In [29], the authors extended 127
the WZ framework proposed in [11] into distributed MVC. 128
At the encoder side, a wavelet-based WZ scheme was pro- 129
posed for compressing each camera’s view independently, 130
where all coefﬁcients were organized as proposed in the 131
SPIHT scheme of [30] on a bitplane by bitplane basis. At the 132
decoder side, a ﬂexible prediction technique was proposed for 133
generating the required SI, which jointly exploited both the 134
temporal and inter-view correlations. The common beneﬁt of 135
the frameworks advocated in [28], [29] is that inter-camera 136
communication is completely avoided and the computational 137
complexity of the encoder was shifted to the decoder. 138
The iterative source-channeldecoding (ISCD) [31] principle 139
can be utilized for improving the system’s performance by 140
exploiting the residual correlation within the source signals. 141
Moreover,a ﬁrst-order Markov model based error concealment 142
technique was developed in our previous work [32], where 143
the intra-frame correlation was exploited for achieving an 144
improved reconstructed video quality. However, the ISCD 145
principle has not been conceived for family of the WZ multi- 146
view video codecs. Since the inter-view correlation is not 147
removed by the WZ multi-view video encoder, it is beneﬁcial 148
to exploit the residual correlation at the receiver for the sake 149
of reducing the required bitrate. In this treatise, we develop a 150
novel mesh-structured source model (MSSM) based decoder 151
for exploiting the correlation among the inter-view pixels, 152
which will be combined with a turbo codec for performing 153
iterative source-channel decoding (ISCD) in the context of 154
DMVC for the sake of achieving a reduced bitrate. Against 155
this background, our novel contributions are: 156
1) We conceive a novel mesh-structured trellis exempliﬁed 157
in Fig. 7 for exploiting the inter-view correlations inher- 158
ent in the video signal. Furthermore, the corresponding 159
decoding rules of this trellis are derived for the sake 160
of performing turbo-like iterative decoding, again, by 161
exploiting the inter-view correlations. 162
2) We apply the new-trellis based proposed technique in 163
a DMVC system, which results in a substantial bitrate 164
reduction. 165
This rest of this paper is organized as follows. Section II 166
brieﬂy reviews the ﬁrst-order Markov modelling technique 167
used for exploiting the intra-frame correlation. We present 168
our DMVC system architecture in Section III. In Section IV 169
we detail our mesh-structured source model conceived for 170
exploiting the correlation among the inter-view pixels, which 171
is applied in the distributed MVC system of Section III. The 172
performance of the proposed scheme is quantiﬁed with the aid 173
of simulations in Section V. Finally, we offer our conclusions 174
in Section VI. 175
II. FIRST-ORDER MARKOV PROCESS MODEL 176
The a-posteriori probability determination technique con- 177
ceived for ﬁrst-order Markov processes was detailed in 178
[31]–[33]. In this section, we will brieﬂy introduce the tech- 179
nique of ﬁrst-order Markov process aided decoding. Let us 180
commence by stipulating the following assumptions: 181
• xi:a nm-bit pattern of pixels scanned from the original 182
video pixels at time instant i, which is expressed as 183
{xi(0),...,xi(m − 1)} = xi
 
m−1
0
 
; 184
• m: the number of bits in each m-bit pattern xi of pixels; 185
• Xm = {0,1,...,2m − 1}: the set of all possible values 186
in an m-bit pattern xi; 187
• xt
0 = x0,...,xt: the bit patterns of the 1st frame of the 188
original video consisting of (t +1) m-bit patterns during 189
the time interval spanning from 0 to t; 190
• yt
0 = y0,...,yt: potentially error-infested bit pattern of 191
the 1st frame; 192
The corresponding trellis of the ﬁrst-order Markov process 193
is displayed in Fig. 1, where the m-bit pattern xi indicates the 194IEEE
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Fig. 1. Trellis of ﬁrst-order Markov process for BCJR decoding, where
p
 
xi+1|xi
 
is the Markov transition probability.
trellis state at time instant i and the probability p (xi+1|xi) 195
indicates the transition from state xi to state xi+1.A tt h e 196
receiver, the a-posteriori probability of the m-bit pattern 197
xi,xi ∈ Xm conditioned on the speciﬁc received frame of 198
m-bit patterns y0,...,yt may be expressed as 199
p
 
xi|yt
0
 
=
p
 
xi ∧ yt
0
 
p
 
yt
0
  , (1) 200
where the joint probability p
 
xi ∧ yt
0
 
of the m-bit pattern xi 201
and of the received frame yt
0 may be further formulated as 202
[32] 203
p
 
xi ∧ yt
0
 
= β (xi) · χ (xi) · α(xi). (2) 204
It was shown in [32] that the bit-based a-posteriori LLR 205
L
 
xi (k)|yt
0
 
can be formulated as 206
L
 
xi (k)|yt
0
 
= ln
 
xi(k)=0
xi∈Xm
β (xi) · χ (xi) · α (xi)
 
xi(k)=1
xi∈Xm
β (xi) · χ (xi) · α (xi)
, (3) 207
208
where the components α,β,χ are derived in [32]. 209
III. WYNER-ZIV CODING FOR MULTI-VIEW 210
VIDEO:S YSTEM MODEL 211
Again, WZ compression techniques designed for 212
monoscopic video have attracted substantial research 213
attention [8]–[11], [14]–[18], [20], [25], [34], [35]. A number 214
of contributions have also been proposed for DMVC 215
[26]–[29]. In this section, we will detail the WZ compression 216
philosophy shown in Fig. 2, which is invoked for distributed 217
MVC employing our proposed MSSM-Turbo decoder. In 218
the system of Fig. 2, there are N cameras capturing N 219
views, respectively. We consider an array of N cameras, 220
which employ N identical low-complexity video encoders for 221
encoding the N camera-views independently at the transmitter 222
and a potentially high-complexity video decoder for jointly 223
decoding the N camera-views at the receiver. Each group of 224
pictures (GOP) of each of the N camera views consists of 225
a single I frame followed by a ﬁxed number of WZ frames. 226
The architecture of the investigated pixel-domain Wyner-Ziv 227
Fig. 2. The schematic compression process of Wyner-Ziv coding conceived
for multi-view video.
coding system is displayed in Fig. 3, where the MSSM 228
exploits the inter-view correlations, which cannot be removed 229
by the multi-view Wyner-Ziv encoder, regardless, whether a 230
pixel-domain architecture or a transform-domain architecture 231
is employed. Hence the proposed MSSM is not limited to the 232
family of pixel-domain architectures. The residual inter-view 233
correlation encountered in transform-domain systems may 234
potentially be exploited by appropriately designing the MSSM 235
techniques, which may be part of our future research. 236
Generally, this treatise focuses on the MSSM-Turbo decoder 237
of Fig. 3, while the rest of the techniques, including the WZ 238
encoder, the motion-compensated frame interpolation (MCFI) 239
etc., are detailed in [35]. Below, we will brieﬂy introduce 240
the system of Fig. 3, while the MSSM-Turbo decoder will 241
be detailed in Section IV. 242
A. Transmitter 243
For each view, the frames are classiﬁed into two categories, 244
namely the so-called key frames U1,...,UN of Fig. 3 and the 245
WZ frames V1,...,VN of Fig. 3. The key frames U1,...,UN, 246
also referred to as I frames, are intra-frame-coded by the 247
H.264/AVC encoder and then transmitted to the receiver. 248
Below we consider the monoscopic WZ frame Vi (1 ≤ i ≤ N) 249
for introducing the encoding process of the WZ frames in 250
Fig. 3. The encoding process is encapsulated in the following 251
steps. 252
• The monoscopic frame Vi is quantized by a uniform 253
quantizer at the transmitter of Fig. 3 generating the 254
resultant m-bit monoscopic frame qi. 255
• Each pixel of the m-bit quantized monoscopic frame qi 256
is decomposed into m bits. Then the bits from the same 257
position of qi constitute the most signiﬁcant bit (MSB) 258IEEE
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Fig. 3. System architecture of the Wyner-Ziv compression for MVC using MSSM-Turbo decoding.
plane resulting in m MSB planes. Afterwards, each of 259
the m MSB planes will be considered as a block input, 260
which is encoded by the turbo encoder i of Fig. 3. 261
• The systematic output of the turbo encoder i is directly 262
transmitted to the receiver. The parity bits q1,p,...,qN.p
1
263
of Fig. 3 generated by the turbo encoder i for the different 264
MSB planes of the WZ frame Vi may be independently 265
buffered at the transmitter, which will then be transmitted 266
to the receiver upon its request. 267
B. Receiver 268
The behavior of the receiver is described in Fig. 4, which 269
will be further detailed in Section IV. At the receiver, the 270
received bitstreams of the key frames representing the N cam- 271
era views may be independently decoded for reconstructing 272
the key frames ˆ U1,..., ˆ UN, which will then be utilized for 273
estimating the SI for the corresponding WZ frames. Then the 274
decoding process is listed as follows. 275
• For each monoscopic WZ frame, two temporally adjacent 276
monoscopic key frames may be utilized for predicting 277
the related soft-bit information. A number of algorithms 278
have been proposed for this estimation process, such as 279
for example the MCFI framework [35] shown in Fig. 3, 280
which is invoked in our system for predicting the SI in 281
the temporal direction. 282
• As observed from Fig. 4, the SI generated for the WZ 283
frames and the received parity bits of the MSB planes 284
related to the WZ frames will be used by the MSSM- 285
Turbo decoder of Fig. 3 for reconstructing the WZ frames 286
ˆ V1,..., ˆ VN. 287
1The subscript p indicates that q1,p,...,qN,p are parity bits of quantized
pixels q1,...,qN.
• The ﬂow-chart of Fig. 4 shows that when the MSSM- 288
Turbo decoder fails to perfectly recover a MSB plane, 289
the receiver will send a feedback ﬂag to the transmitter 290
for requesting more parity bits for this particular MSB 291
plane. Again, this process is referred to as “request-and- 292
decode”2 process [9] in Fig. 4. The MSSM-Turbo decoder 293
will be detailed in Section IV. 294
• As observed from Fig. 4, the “request-and-decode” 295
process will terminate, when the bit error ratio (BER) of 296
the MSB plane becomes lower than a preset threshold. 297
Once all MSB planes have been decoded, the current 298
multi-view frame may be readily reconstructed. 299
IV. INTER-VIEW CORRELATION MODELLING 300
The maximum a-posteriori probability (MAP) determina- 301
tion technique conceived for ﬁrst-order Markov processes was 302
brieﬂy reviewed in Section II, where the intra-frame correla- 303
tion was exploited using both horizontal and vertical Markov 304
processes. However, the ﬁrst-order Markov processes cannot 305
be readily applied for modelling the inter-view correlation. In 306
this section, we introduce the techniquesinvoked for exploiting 307
the inter-view correlation of the N cameras by designing 308
a novel trellis representation and derive its decoding rules. 309
Below we focus on a speciﬁc multi-view WZ frame, which 310
consists of N monoscopic video frames, whose SI is estimated 311
by the MCFI of Fig. 3. Moreover, the trellis generation, 312
MSSM-Turbo decoding and “request-and-decode” processes 313
are illustrated in the ﬂow-chart of Fig. 4. Let us commence 314
by introducing the following notations: 315
• N: the number of camera views in the multi-view video; 316
• Vi: the original monoscopic frame of the camera view i; 317
2Rate controller at the encoder side [18] may be investigated to avoid this
feedback channel.IEEE
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Fig. 4. Flow-chart of the receiver.
• Fi: the SI of the frame Vi, which is estimated by the 318
MCFI block of Fig. 3; 319
• xi,j:t h ejth pixel3 in Vi, namely the pixel at position 320
(i, j); 321
3The pixels of a 2D frame are indexed using a one-dimensional formulation,
assuming that the 2D image is scanned into a single-dimensional vector.
Fig. 5. Motion based inter-view correlation, where (j − 4)...(j + 4)
indicate the indices of the (1 × 1)-pixel MBs.
• xi,j(k):t h ekth bit of the pixel xi,j. 322
• yi,j: the SI of the pixel xi,j, which is at position j of Fi; 323
• m: the number of bits contained in the pixel xi,j; 324
• Xm = {0,1,...,2m − 1}: the set of legitimate values of 325
an m-bit pattern xi,j; 326
• Li,j,k: the set of the original pixels linked with xi,j in 327
camera view k. 328
• LN
i,j,1: notation for the set
N
∪
t=1
Li,j,t; 329
• Yi,j,k: the corresponding SI of Li,j,k; 330
• Y N
i,j,1: notation for the set
N
∪
t=1
Yi,j,t. 331
A. Mesh-Structured Trellis Representation 332
Again, each multi-view frame consists of N monoscopic 333
camera view frames. Since the current multi-view WZ frame is 334
not available at the receiver, the inter-view MVs of the current 335
WZ frame are estimated from the adjacent key frames. Note 336
that all the key frames are available at the receiver after the 337
“H.264/AVC intra decoder” block of Fig. 3. Here we consider 338
the scenario of GOP=2, but this technique may be readily 339
extended to larger GOP scenarios. Speciﬁcally, the (i − 1)st
340
and (i+1)st key frames are utilized for estimating the MVs of 341
the ith WZ frame, as illustrated in the ﬂow-chart of Fig. 4. The 342
inter-view MVs of the WZ multi-view frames are generated 343
as follows. 344
• The inter-view MVs of the (i − 1)st and (i + 1)st
345
key frames are readily estimated using the traditional 346
macroblock (MB) based motion search techniques [36], 347
which is indicated by the “Motion Search” blocks of 348
Fig. 4. 349
• The inter-view MVs of the ith WZ frame is averaged 350
based on that of the (i − 1)st and (i + 1)st key frames, 351
as illustrated by the “Averaging” block of Fig. 4. 352
The structure of the inter-view “Motion Prediction” of Fig. 3 is 353
shown in Fig. 5, where the MBs of the speciﬁc view associated 354
with the Monoscopic View Index (MVI) i (2 < i ≤ I) are 355
estimated from the views (i−1) and (i+1). Note that in Fig. 5 356
we employ (1 × 1)-pixel “MBs” for the sake of simplifying 357
the relevant descriptions, which the classic (8 × 8)-pixel MBs 358
may be readily extended to. 359
Following the inter-view motion estimation process at the 360
receiver, the pixels of a given MB of Fig. 5 may be linked to 361
other pixels in the same position of the predicted MBs in the 362IEEE
Proof
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Fig. 6. The inter-view pixel correlation graph of Fig. 5, where each marker
indicates a different pixel.
other views, as exempliﬁed in the inter-view pixel correlation 363
graph of Fig. 6. Speciﬁcally, the graph of Fig. 6, indicated by 364
the “Link Pixels” block of Fig. 4, may be created using the 365
following steps: 366
• The pixels of Fig. 5 are scanned into one-dimensional 367
Intra-Frame Pixel Indices (IFPI), namely (j−4),...,(j+ 368
4) in view (i−2) of Fig. 5. For example, each monoscopic 369
frame having (352 × 288)-pixels will be indexed by 352· 370
288 = 72864 one-dimensional scan-line indices. 371
• The coordinate axes of Fig. 6 are created by arranging 372
for the x axis and y axis to indicate the MVI and 373
the IFPI, respectively. Speciﬁcally, the MVI of Fig. 5 374
are in the range of (i − 2,...,i + 2).F u r t h e r m o r e ,w e 375
only consider the colored pixels of Fig. 5 for sim- 376
plifying the related descriptions, resulting in IFPI of 377
(j − 4,...,j + 2). 378
• Connect all the correlated pixels portrayed in Fig. 6 379
using a link, where the presence of highest correlation 380
is indicated by the MVs of Fig. 5. For example, in Fig. 6 381
the pixel at position (i, j) is correlated with the pixels at 382
positions of (i − 1, j + 1) and (i + 1, j + 1) in Fig. 6, 383
as indicated by the MVs of Fig. 5. 384
Based on the two-dimensional Markov-modelling based 385
trellis representation developed in [32], the mesh-structured 386
trellis of Fig. 7 may be derived from the correlation graph 387
of Fig. 6. This trellis generation process is also indicated in 388
Fig. 4, which is completed using the following steps: 389
• Each m-bit pixel has a value in the range of [0,2m),w h i c h 390
we refer to as the Legitimate Markov States (LMS). Then 391
each pixel in Fig. 6 has 2m LMS. Hence by introducing 392
the z axis indicating the LMS, Fig. 7 may be created, 393
where the x axis and y axis indicate the MVI and IFPI, 394
respectively. 395
• Each pair of pixels connected by a direct link in Fig. 6 396
represents a correlated Markov-state transition. Hence 397
we have to incorporate (2m × 2m) links indicating the 398
Fig. 7. Mesh-structured trellis representation of inter-view correlations for
m = 1-bit pixels, where the pixels of view (i−2) to view (i+2) are displayed.
(2m × 2m) possible Markov-state transitions for these 399
pixels in Fig. 6. Speciﬁcally, for the pixel xi,j within 400
view i, the transition probability from state xi,j to the 401
correlated successor state xi+1,j+1 within view (i + 1) 402
is represented by p
 
xi+1,j+1|xi,j
 
, which is the state 403
transition of the related Markov process. 404
Hence all nodes in Fig. 7 associated with identical MVI 405
belong to the same view, while the nodes having both an 406
identical MVI and SII values are Markov states for a same 407
corresponding pixel. Furthermore, the trellis representation 408
seen in Fig. 7 may be readily generalized both for arbitrary 409
m-bit pixel multi-view signals and for an arbitrary number of 410
v i e w s ,w h i c hl e a d st o2 m LMS. 411
B. Trellis Decoding 412
Section III detailed how the SI of a multi-view WZ 413
frame can be generated. The SI consists of ﬂoating-point 414
values indicating the reliability of speciﬁc pixel values, which 415
is estimated by the MCFI block of Fig. 3. For example, 416
the SI of the bit xi,j(k) may be expressed in the log- 417
likelihood ratio (LLR) format as L
 
xi,j(k)
 
= ln
L[xi,j(k)=0]
L[xi,j(k)=1], 418
while the reliability of the pixel xi,j can be represented by 419
L
 
xi,j(0)
 
,...,L
 
xi,j(m − 1)
 
. In Section IV-A, the pixel 420
correlations of a multi-view WZ frame are modelled by the 421
mesh-structured trellis of Fig. 7. Hence the SI of the multi- 422
view WZ frame may be reﬁned by decoding the trellis of 423
Fig. 7, where the classic Bahl-Cocke-Jelinek-Raviv (BCJR) 424
[37] decoding principle may be applied. 425
Given the SI of the current multi-view WZ frame 426
F1,...,FN , the pixel xi,j may be estimated by the 427
a-posteriori probability (APP) p
 
xi,j|F1,...,FN
 
.F u r t h e r - 428
more, by employing our proposed MSSM detailed in 429
Section IV-A, we have 430
p(xi,j|F1,...,FN) ≈ p(xi,j|Y N
i,j,1), (4) 431IEEE
Proof
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where Y N
i,j,1 includes the SI of the pixels LN
i,j,1, which are 432
correlated with xi,j. Consider the trellis of Fig. 7 for example,
433
where we have Li,j,i−2 ={ xi−2,j+2}, Li,j,i−1 ={ xi−1,j+1}, 434
Li,j,i ={ xi,j}, Li,j,i+1 ={ xi+1,j+1} and Li,j,i+2 = 435
{xi+2,j+2}, the pixels Li+2
i,j,i−2 can be readily derived as 436
Li+2
i,j,i−2 =
i+2
∪
t=i−2
Li,j,t. In the Appendix, we show that the log- 437
likelihood ratio (LLR) version of the APP p(xi,j(k)|Y N
i,j,1) for 438
the bit xi.j(k),0≤ k < m may be formulated as 439
L
 
xi,j (k)|Y N
i,j,1
 
440
= ln
 
xi,j ∈Xm
xi,j (k)=0
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
 
 
xi∈Xm
xi(k)=1
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
  , (5) 441
where β
 
xi,j
 
, χ
 
xi,j
 
, α
 
xi,j
 
are deﬁned in Eqs. (16), (10) 442
(15). Speciﬁcally, β
 
xi,j
 
, α
 
xi,j
 
indicate the backward and 443
forward oriented probability of the pixel xi,j, while χ
 
xi,j
 
444
is the channel information of the pixel xi,j. 445
C. Iterative MSSM-Turbo Decoding 446
A limitation of the formulas provided in Section IV-B is 447
that they cannot be directly used for iterative decoding, since 448
they cannot exploit the a-priori LLR L[xi,j(k)],w h i c hw a s 449
generated from the extrinsic information gleaned from the 450
other decoder components. To make use of the a-priori LLR 451
L[xi,j(k)], the combined bit-wise LLR may be expressed as 452
[31], [32] 453
γi,j
 
xi,j
 
= 454
exp
m−1  
k=0
¯ xi,j(k)
2
·
 
L
 
xi,j(k)
 
+ L
 
yi,j(k)|xi,j(k)
  
, (6) 455
where the symbol-based m-bit information γ is the combina- 456
tion of the bit-wise a-priori LLR L[xi,j(k)] and of the channel 457
information L[yi,j(k)|xi,j(k)]. We note in this context that γ 458
of Eq. (6) contains more valuable information than the channel 459
information χ. Hence Eq. (17) may be used for iterative joint 460
source-channel decoding by replacing χ with γ in Eq. (6). 461
Similar to the BCJR decoding technique of classic turbo 462
codes [38], the bit-based a-posteriori LLR L[xi,j(k)|Y N
i,j,1] 463
may be split into three components, namely the a-priori LLR 464
L[xi,j(k)], the channel information L[yi,j(k)|xi,j(k)] and the 465
extrinsic information Le[xi,j(k)]. Speciﬁcally, the bit-based 466
a-posteriori LLR L[xi,j(k)|Y N
i,j,1] may be formulated as 467
L
 
xi,j (k)|Y N
i,j,1
 
468
= L
 
xi,j(k)
 
+ L
 
yi,j(k)|xi,j(k)
 
469
+ ln
 
xi,j ∈Xm
xi,j (k)=0
β
 
xi,j
 
· γ [ext]  
xi,j(k)
 
· α
 
xi,j
 
 
xi,j ∈Xm
xi,j (k)=1
β
 
xi,j
 
· γ [ext][x(k)] · α
 
xi,j
  , (7) 470
Fig. 8. The MSSM-Turbo decoding architecture of Fig. 3.
where the extrinsic information component γ [ext] 
xi,j(k)
 
471
may be expressed as 472
γ [ext]  
xi,j(k)
 
=exp
m−1  
l=0,l =k
¯ xi,j(l)
2
·
 
L
 
xi,j(l)
 
+ L
 
yi,j(l)|xi,j(l)
  
.
473
Based on the above, the MSSM-Turbo decoding architecture of 474
Fig. 3 is shown in Fig. 8, which terminates after Iiter iterations 475
of extrinsic information exchange. Moreover, the MSSM-turbo 476
decoding process is also detailed in the ﬂow-chart of Fig. 4. 477
D. Training for Mesh-Structured State Transition 478
Again, the mesh-structured trellis of Fig. 7 is utilized for 479
modelling the inter-view correlation at the receiver. Speciﬁ- 480
cally, the component p
 
xi+1,z|xi,j
 
of Eqs. (15), (16) quan- 481
tiﬁes the inter-view correlation, where z and j indicate the 482
pixel index of the views (i − 1) and i, respectively. Here we 483
refer to p
 
xi+1,z|xi,j
 
as the Mesh-Structured State Transition 484
Table (MSSTT) for simplicity. We initialize the (2m × 2m)- 485
element MSSTT T
 
0 : 2m − 1,0 : 2m − 1
 
to zero values. 486
Then we scan all the linked pixel pairs of Fig. 6. For 487
example, when the pixel pairs si−1 and si are scanned, the 488
corresponding element T
 
si−1,si
 
in the MSSTT is increased 489
by 1. Finally, by normalizing the summation of all rows in the 490
MSSTT T
 
0 : 2m − 1,0 : 2m − 1
 
, the transition probabilities 491
p
 
xi+1,z|xi,j
 
can be obtained, where we have xi,j,xi+1,z ∈ 492
[0,2m). 493
E. Complexity Analysis 494
The complexity of our proposed MSSM can be attributed 495
to the calculation of γ(xi,j) in Eq. (6), α(xi,j) in Eq. (15), 496
β
 
xi,j
 
in Eq. (16) and L[xi,j (k)|Y N
i,j,1] in Eq. (5). As shown 497
in Fig. 7, the trellis size is (2m · S · N),w h e r eS is the 498
number of pixels in each monoscopic view. Similar to the 499
BCJR decoding rules proposed in [37], the decoding of the 500
(2m · S · N)-state trellis of Fig. 7 may be generalized into the 501
following two stages: 502
• Calculation of γ, α and β: These operations are carried 503
out across the entire trellis of Fig. 7, which imposes 504
the complexity of m,2 m,2 m for each trellis state, as 505
suggested by Eqs. (6), (15), (16), respectively. Hence 506
the associated computational costs are on the order of 507
O (2m · S · N · m), O
 
22m · S · N
 
and O
 
22m · S · N
 
508
for γ, α and β, respectively. 509
• Calculation of L[xi,j(k)|Y N
i,j,1]: This operation is carried 510
out for all the (S · N · m) bits of a multi-view frame, 511
which imposes a complexity of 2m for each bit. Hence the 512
computational cost is on the order of O (2m · S · N · m). 513IEEE
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TABLE I
TABLE OF PARAMETERSEMPLOYED FOR THE SIMULATIONS
Therefore, the overall complexity imposed by our pro- 514
posed decoder is O
 
2 · 22m · S · N + 2 · 2m · S · N · m
 
,w h e n 515
decoding a multi-view frame. 516
V. PERFORMANCE STUDY 517
In this section, we present our simulation results for bench- 518
marking the scheme introduced in Section III. Firstly, in 519
Section V-A we will introduce the parameters of the scenario 520
considered in our experiment. Then we will discuss our 521
numerical results in Section V-B. 522
A. Scenario 523
In this section, we present our experimental parameters used 524
for characterizing the convergence behavior of the proposed 525
scheme introduced in Section III. Multi-view video sequences 526
having 8 camera views represented in (352 × 288)-common 527
intermediate format (CIF)4 and 4:2:0 YUV representation 528
are employed. Moreover, the bitrate/PSNR of both the WZ 529
and the key frames was taken into account in our average 530
results. The distributed WZ coding scheme conceived for the 531
multi-view video scheme of Fig. 3 operates on the basis of 532
(352 × 288)-pixel blocks. More speciﬁcally, a speciﬁc MSB 533
plane of each view is input to the turbo encoder, which 534
consists of (352 × 288) bits. In other words, the interleaver 535
length of our turbo codec is (352 × 288) bits. In [35], each 536
bitplane of the MSB was transmitted separately and each 537
bitplane was then reﬁned based on the previously decoded 538
bitplanes [39]. However, in our system, all MSB planes were 539
transmitted together, which allowed us to reduce the number 540
of “request-and-decode” processes deﬁned in [8]. We employ 541
a recursive systematic convolutional (RSC) encoder relying 542
on the generator polynomials of g1 = 11011, g2 = 10011, 543
which are represented as G =[ 1,g2/g1],w h e r eg1 is a 544
feedback input and g2 is feed-forward output. Moreover, two 545
identical RSC encoders are employed for the turbo codec and 546
the puncturing matrix of [11;01;10] is employed for the 547
turbo code. The parameters employed are listed in Table I. The 548
remaining parameters of our system were identical to those in 549
[17], [35]. 550
4We converted the multi-view video sequences into CIF representation for
the sake of speeding up our simulations.
TABLE II
COMPARISON OF MSSM-TURBO AND THE BENCHMARKERTURBO FOR
WYNER-ZIVCODING OF MULTVIEW VIDEO,W HEREnMSB INDICATES
THE NUMBER OF MSB PLANES. Iiter = 4I S EMPLOYED,W HERE
INDICATES THE NUMBER OF DECODINGITERATIONS FOR THE
MSSM-TURBODECODER
Fig. 9. BER versus bitrate comparison of the MSSM-turbo and of turbo
codec for a multi-view WZ frame, where only the bits of the WZ frame
are taken into account as the bitrate. Using the Newspaper sequence and
GOP = 2.
TABLE III
BJNTEGAARDCOMPARISON OF THE MSSM-PDWZVERSUS THE PDWZ
SCHEMES FOR THE CONSIDEREDMULTI-VIEWSEQUENCES ORGANIZED
IN GOPSO F2 AND 4. “R” INDICATES“RATE”
Let us now compare the proposed MSSM-Turbo decoder to 551
the classic turbo decoder. The turbo decoder is invoked for 552
each MSB plane of each monoscopic frame, which carries 553
(352 × 288) bits, scanned into a one-dimensional vector. 554IEEE
Proof
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Fig. 10. Rate-distortion performance comparison of the MSSM-PDWZ codec and the benchmarkers. (a) Newspaper, GOP = 2. (b) Newspaper, GOP = 4.
(c) Leaving-laptop, GOP = 2( d )Leaving-laptop, GOP = 4. (e) Outdoor, GOP = 2. (f) Outdoor, GOP = 4. (g) Ballroom, GOP = 2. (h) Ballroom, GOP = 4.
(i) Benchmarkers.
Let nMSB be the number of MSB planes. The MSSM-Turbo 555
decoder is invoked for all MSB planes of each multi-view 556
frame, which carries (352 × 288 × 8 × nMSB) bits and it is 557
arranged into I = 8 scanlines or vectors. Furthermore, the 558
MSSM-Turbo scheme relies on the corresponding MSSTT, 559
which has (2nMSB × 2nMSB) elements. Speciﬁcally, for the 560IEEE
Proof
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Fig. 11. Comparison of original WZ frames and the related estimated SI frames at the receiver. From left to right are Newspaper, Leaving-laptop, Outdoor
and Ballroom sequences, respectively. The top row and the bottom rows list the original and the estimated SI frames, respectively.
simulations associated with m = 4, the size of the MSSTT 561
SI was (16 × 16) ﬂoating-point values for 100 CIF frames. 562
Our detailed comparisons are listed in Table II. Note that the 563
MSSTT may be estimated from the adjacent I frames of the 564
current WZ frame. 565
B. Numerical Results 566
In this section, we present our numerical results for bench- 567
marking the proposed MSSM-PDWZ scheme’s performance 568
against that of the PDWZ system of [17] for four multi-view 569
sequences associated with different motion features, namely 570
the Newspaper sequence, the Leaving-laptop sequence [40], 571
the Outdoor sequence [40] and the Ballroom sequence [41], 572
scanned in FPSs of 30, 16.67, 16.67, 25, respectively. The 573
rate-distortion (RD) results recorded for both the PDWZ and 574
MSSM-PDWZ schemes in Fig. 3 were parameterized by the 575
number of WZ coded bitplanes for m =1, 2, 3 or 4 MSB 576
planes, because this conﬁguration has been widely adopted in 577
the pixel-domain WZ video coding literature [17]. This was 578
arranged by invoking the uniform quantizers shown in Fig. 3. 579
The RD results of the test sequences coded by the H.264/AVC 580
codec [42] are provided below as usual, both in the associated 581
intra-frame encoding mode and in the motion compensation 582
dispensed mode in conjunction with GOP periods of 2 and 4. 583
Both these modes were selected by appropriately adjusting the 584
encoding parameters of the H.264/AVC reference software JM 585
[43]. Furthermore, the performance of the multi-view video 586
codec JMVC operating without motion estimation and using 587
GOP periods of 2 and 4 was also provided. 588
1) BER Characteristics: The BER comparison of the 589
MSSM-turbo and turbo codec schemes is displayed in Fig. 9, 590
where the x axis represents the bitrate of the multi-view WZ 591
frame. Note that the bitrate of a video sequence consists of 592
the bitrate of the WZ frames and the bitrate of the key frames. 593
Here we only count the bitrate of the WZ frames for the sake 594
of providing further insights into our system’s behavior. 595
For the MSSM-turbo decoder, the BERs of both the MSSM 596
and of the turbo decoder components are provided. More 597
speciﬁcally, multiple BER values are plotted for the MSSM- 598
turbo decoder for each “Bitrate” abscissa value in Fig. 9. This 599
results in a wave-shaped, ﬂuctuating curve for the MSSM- 600
turbo decoder. Alternatively, for each “Bitrate” value, the 601
MSSM-turbo is capable of further reducing the BER upon the 602
turbo codec during the ISCD process. Observe from Fig. 9 603
that BER of the WZ frame using the MSSM-turbo decoder 604
becomes vanishingly low at about 850 Kbps, while that of 605
the turbo decoder vanishes at 1920 Kbps. The MSSM-turbo 606
decoder requires 1070 less Kbps for achieving a BER of 607
10−4. This observation is due to the fact that MSSM is 608
capable of further reducing the BER by exploiting the residual 609
redundancy within the WZ frame by iteratively exchanging 610
extrinsic information with the turbo decoder. 611
2) Rate-Distortion Characteristics: The simulation results 612
recorded for the four sequences are displayed in Fig. 10, while 613
the Bjntegaard comparison of the MSSM-PDWZ versus the 614
PDWZ schemes for the four multi-view sequences considered 615
and organized in GOPs of 2 and 4 is provided in Table 616
III. For the MSSM-PDWZ, Fig. Fig. 10 shows that the 617
GOP = 4 scenarios outperforms the GOP = 2 regime for the 618
Newspaper, Leavinglaptop and Outdoor sequences, while the 619
opposite trends were observed for the Ballroom sequence. This 620
is due to the fact that less bits are required for reconstructing 621
the WZ frames than that of the key frames, when the SI for 622
the WZ frames can be accurately estimated. Table III shows 623IEEE
Proof
HUO et al.: MOTION-AWARE MESH-STRUCTURED TRELLIS 11
that the bitrate reduction ratio increases in the sequence order 624
of Newspaper, Leavinglaptop, Outdoor and Ballroom. Similar 625
trends are observed in terms of the PSNR reduction attained. 626
The reason for this trend is that the receiver is more unlikely to 627
be able to estimate the SI frame accurately from the received 628
key frames, while our MSSM-PDWZ scheme is capable of 629
effectively concealing the errors, which is an explicit beneﬁt 630
of our MSSM-Turbo decoder. 631
The comparison of the original frames to the corresponding 632
estimated SI frames is displayed in Fig. 11 for the Newspaper, 633
Leavinglaptop, Outdoor and Ballroom sequences, respectively. 634
Observe that the receiver fails to estimate the SI frames of 635
the higher-motion sequences, namely of the Outdoor and 636
the Ballroom sequences, as precisely as for the lower-motion 637
sequences, namely for the Newspaper and the Leaving-laptop 638
sequences. We may conclude that our proposed MSSM tech- 639
nique is capable of reducing the bitrate more substantially 640
for the higher-motion sequences, where the SI of key frames 641
cannot be accurately estimated at the receiver. 642
VI. CONCLUSION 643
In this paper, we ﬁrstly extended the WZ coding techniques 644
for monoscopic video into a Wyner-Ziv coded multi-view 645
video system. Then we conceived the techniques for construct- 646
ing a novel mesh-structured pixel correlation model from the 647
inter-view MVs and derived its decoding rules. Furthermore, 648
by incorporating the MSSM scheme into WZ video coding 649
of multi-view video, we were able to substantially reduce the 650
bitrate compared to that of the PDWZ benchmarker systems. 651
Our future work will focus on developing techniques for 652
exploiting both the pixel correlation among different views 653
and the pixel correlation within camera views for the sake of 654
further reducing the required bitrate. 655
APPENDIX 656
Let us initially follow the procedure of the classic Bahl- 657
Cocke-Jelinek-Raviv (BCJR) [37] algorithm based determi- 658
nation rule of the MAP decoder for deriving the APP 659
p
 
xi,j|Y N
i,j,1
 
of Eq. (4). The APP p
 
xi,j|Y N
i,j,1
 
of the m- 660
bit pattern xi,j,xi,j ∈ Xm conditioned on the speciﬁc Y I
i,j,1
661
values may be expressed as 662
p
 
xi,j|Y N
i,j,1
 
=
p
 
xi,j ∧ Y N
i,j,1
 
p
 
Y N
i,j,1
  . (8) 663
The joint probability p
 
xi,j ∧ Y N
i,j,1
 
of the m-bit pattern xi,j 664
in Eq. (8) and that of SI Y N
i,j,1 may be further formulated as 665
p
 
xi,j ∧ Y N
i,j,1
 
666
= p
 
xi,j ∧ Yi,j,i ∧ Yi−1
i,j,1 ∧ Y N
i,j,i+1
 
667
= p
 
Y N
i,j,i+1|xi,j
 
· p
 
Yi,j,i|xi,j
 
· p
 
Yi−1
i,j,1 ∧ xi,j
 
668
= p
 
Y N
i,j,i+1|xi,j
 
· p
 
yi,j|xi,j
 
· p
 
Yi−1
i,j,1 ∧ xi,j
 
669
= β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
 
. (9) 670
In Eq. (9), the symbol-based channel information χ
 
xi,j
 
= 671
p
 
yi,j|xi,j
 
may be calculated from the bit-based channel 672
information as 673
χ
 
xi,j
 
= Cχi,j · exp
m−1  
k=0
xi,j(k)
2 · L
 
yi,j(k)|xi,j(k)
 
, (10) 674
where Cχi,j is a normalization factor, which solely depends on 675
yi,j. Furthermore, similar to the forward recursion calculation 676
in the BCJR algorithm, the component α
 
xi,j
 
in Eq. (9) may 677
be formulated as 678
α
 
xi,j
 
679
= p
 
Yi−1
i,j,1 ∧ xi,j
 
680
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
p
 
Yi,j,i−1 ∧ Yi−2
i,j,1 ∧ xi,j ∧ Li,j,i−1
 
681
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
p
 
Yi,j,i−1 ∧ xi,j|Li,j,i−1
 
· p
 
Yi−2
i,j,1 ∧ Li,j,i−1
 
682
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
p
 
Yi,j,i−1|Li,j,i−1
 
· p
 
xi,j|Li,j,i−1
 
683
·p
 
Yi−2
i,j,1 ∧ Li,j,i−1
 
. (11) 684
Note that, given the original pixel set Li,j,i−1 the soft pixels 685
within Yi,j,i−1 are independent to each other, hence the item 686
p
 
Yi,j,i−1|Li,j,i−1
 
in Eq. (11) may be expressed as 687
p
 
Yi,j,i−1|Li,j,i−1
 
=
 
xi−1,z∈
Li,j,i−1
χ
 
xi−1,z
 
. (12) 688
Then the forward recursion calculation may be further formu- 689
lated as 690
α
 
xi,j
 
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
 
xi−1,z∈
Li,j,i−1
 
p
 
yi−1,z|xi−1,z
 
691
·p
 
Yi−2
i−1,j,1 ∧ xi−1,z
  
·p
 
xi,j|Li,j,i−1
 
692
=
 
Li,j,i−1∈
X
|Li,j,i−1|
m
 
xi−1,z∈
Li,j,i−1
 
χ
 
xi−1,z
 
· α
 
xi−1,z
  
· p
 
xi,j|Li,j,i−1
 
. 693
(13) 694
Furthermore, by assuming the pixels are independent to 695
each other the item p
 
xi,j|Li,j,i−1
 
in Eq. (13) may be 696
approximated as follows 697
p
 
xi,j|Li,j,i−1
 
=
p
 
Li,j,i−1|xi,j
 
· p
 
xi,j
 
p
 
Li,j,i−1
  698
≈
 
xi−1,z∈
Li,j,i−1
p
 
xi−1,z|xi,j
 
· p
 
xi,j
 
 
xi−1,z∈
Li,j,i−1
p
 
xi−1,z
  =
 
xi−1,z∈
Li,j,i−1
p
 
xi,j|xi−1,z
 
p
 
xi,j
 |Li,j,i−1|−1 . 699
(14) 700IEEE
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Then by substituting Eq. (14) into the Eq. (13), α
 
xi,j
 
may 701
be approximated as 702
α
 
xi,j
 
703
≈
 
xi−1,z∈
Li,j,i−1
⎧
⎪ ⎨
⎪ ⎩
 
xi−1,z
∈Xm
χ
 
xi−1,z
 
· α
 
xi−1,z
 
· p
 
xi,j|xi−1,z
 
⎫
⎪ ⎬
⎪ ⎭
704
/p
 
xi,j
 |Li,j,i−1|−1 . (15) 705
Similar to α
 
xi,j
 
, the backward recursion calculation β
 
xi,j
 
706
in Eq. (9) can be formulated as 707
β
 
xi,j
 
= p
 
Y N
i,j,i+1 ∧ xi,j
 
=
 
Li,j,i+1∈
X
|Li,j,i+1|
m
p
 
Y N
i,j,i+2 ∧ Yi,j,i+1 ∧ Li,j,i+1|xi,j
 
=
 
Li,j,i+1∈
X
|Li,j,i+1|
m
p
 
Y N
i,j,i+2|Li,j,i+1
 
· p
 
Yi,j,i+1|Li,j,i+1
 
· p
 
Li,j,i+1|xi,j
 
=
 
xi+1,z∈
Li,j,i+1
⎧
⎪ ⎨
⎪ ⎩
 
xi+1,z
∈Xm
 
β
 
xi+1,z
 
· χ
 
xi+1,z
 
· p
 
xi+1,z|xi,j
  
⎫
⎪ ⎬
⎪ ⎭
.
(16) 708
Finally, the determination of the bit-based APP LLRs 709
L[xi,j (k)|Y N
i,j,1] may be formulated as 710
L
 
xi,j (k)|Y N
i,j,1
 
711
= ln
 
xi,j ∈Xm
xi,j (k)=0
p
 
xi,j|Y N
i,j,1
 
 
xi,j ∈Xm
xi,j (k)=1
p
 
xi,j|Y N
i,j,1
  712
= ln
 
xi,j ∈Xm
xi,j (k)=0
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
 
 
xi∈Xm
xi(k)=1
β
 
xi,j
 
· χ
 
xi,j
 
· α
 
xi,j
  , (17) 713
where the Jacobian logarithm [38] can be readily applied for 714
deriving the log-domain representation of our algorithm. 715
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