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Abstract 
 
Redland Shire Council (RSC) has recently completed the preparation of Integrated 
Local Transport Plan (ILTP) and started its implementation and monitoring program. 
One of the major thrusts of the ILTP is to reduce the car dependency in the shire and 
increase the shares of other modes of transport, such as walking, cycling and public 
transport.  
 
To achieve these objectives, a mathematical model is required that is capable of 
modelling and forecasting the travelling mode choice behaviour in the multi modal 
environment of Redland Shire. This model should be capable of modelling all types 
of travelling modes used in the shire with the use of various travelling alternatives as 
access modes. Further, this model can be used in order to test public transport 
alternatives along with estimating the demand for the new public transport options.  
 
The present study attempts to develop a nested logit model and calibrate it using data 
obtained from a stated preference (SP) survey to be conducted in the shire. The model 
development will consider all the vital attributes of the travelling modes used in the 
study area including various public transit access modes. This report presents a state-
of-the-art literature review done on travel mode choice modelling and SP survey 
instrument designing. Various travel demand models are presented and their features 
and calibration techniques discussed. Further, emphasis is made on the use of SP 
surveys and several aspects of survey instrument designing are described in detail.  
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1. Introduction 
 
Modelling is an important part of most decision-making 
processes … It is concerned with the methods, be they 
quantitative or qualitative, which allows us to study the 
relationships that underlie decision-making. 
    (Hensher and Button 2000) 
   
Transportation is vital for sustaining economic development. Considerable 
investments have been made in transportation planning and policymaking in order to 
forecast future demand of travel. This forecasting needs to incorporate the designing 
of transportation systems, by making use of the existing infrastructure and the travel 
behaviour of the residents of the study area. These designing and forecasting 
techniques for strategic transport planning can be mathematically enumerated and 
grouped together as transport modelling.  
 
Transport modelling plays a key role in the complex system of transport planning and 
policymaking that can be examined from Figure 1.1. 
 
 
 
Figure 1.1 Role of Transport Modelling in Policymaking 
(Modified from Richardson (2003) ) 
PROBLEM 
DEFINITION 
System 
Resources 
Objectives 
Criteria 
TRANSPORT 
MODELS 
Consequences 
Evaluation
Selection 
Implementation Constraints Monitoring 
Alternatives 
Data 
Collection 
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The fundamentals of transport modelling were developed in the United States during 
the 1950s, and were then imported into the UK in the early 1960s. Thereafter, the 
following 20 years saw important theoretical developments in the field of transport 
modelling leading to further work in specific sub-areas. A contemporary dimension 
was the development of transport mode choice models representing the behaviour of 
travellers of the study area. Since then, the interest in this field, as well as the growing 
complexity has led to further development of various travel demand models. 
However, most of these models trace their origin back to the classical transport 
demand model, the four-step model (FSM), because of its overarching framework and 
logical appeal. The basic structure of the model is illustrated in Figure 1.2: 
 
 
 
Figure 1.2 Structure of Four-Step Model 
(Modified from McNally (2000) ) 
 
This report presents a state-of-the-art literature review done on travel mode choice 
modelling with particular focus on travel demand models and data collection and 
analysis. The literature reviewed in chapter 2 includes work related to the broader 
topics of public transport demand modelling, particularly in context with the four-step 
model with each stage discussed in detail. Chapter 3 presents various existing travel 
demand models being implied to determine the modal split of the study area. A brief 
review on model validation and several types of modelling errors are presented and a 
Trip Generation 
Trip Distribution 
Modal Split 
Trip Assignment 
Evaluation 
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list of advantages and limitations of all the travel demand models is also tabulated so 
that the reader can easily compare the features of these models. Chapter 4 focuses on 
multinomial logit models in disaggregate behavioural framework. Detailed theoretical 
framework and various methods for their calibration are discussed. In chapter 5, the 
focus is shifted towards model specification in order to understand the travel 
behaviour of the residents of the study area. Chapter 6 discusses and compares 
various sampling techniques for generating an apposite sample from the target 
population of the study area to be surveyed. The essence of chapters 5 and 6 are 
converged into chapter 7 that utilises their contents in order to design an appropriate 
stated preference (SP) survey instrument that can be used for data collection. Various 
physical forms of the survey instruments are presented and several designing issues 
discussed so that a suitable instrument can be designed for data coding and data 
recording purposes. Finally, the conclusions from the literature review are 
summarised and the direction of future research is revealed.  
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2. The Four-Step Model 
 
The four-step model has been extensively used in transport demand modelling 
because of its indispensable rationale as being an overarching design framework. The 
approach starts by considering the study area as a network of various zones 
partitioned in order to attain an unbiased data sample from the population.  
 
This data is then used to estimate a model of the total trips generated and attracted by 
each zone (trip generation), allocation of these trips to different destinations (trip 
distribution), modelling the choice of mode (modal split) and allocating the trips by 
each mode to their corresponding networks (trip assignment). Hence, the model 
depicted in Figure 1.2 consists of four main stages, where each stage addresses an 
intuitively reasonable query: how many travel movements will be made, where will 
they go, by what mode will the travel be carried out, and what route will be taken?  
 
This chapter explains the basic structure of the four-step model by discussing its 
stages in detail. The aim of this chapter is to get a clear contemplation of the reader 
towards transport demand modelling by examining how the four stages contribute 
towards travel forecasting for the study area. 
 
2.1. Trip Generation  
 
The trip generation stage of the classical transport model aims at predicting the total 
number of trips generated by and attracted to each zone of the study area. Since, it 
essentially defines total travel in the study area, it is after trip generation analysis that 
the transportation planner comes up with the vital figures about the total number of 
trips generated and attracted by each zone, purposes of these trips, and the travelling 
modes generally used for these trips. 
 
This section mainly throws light on the categories on which the trips can be classified 
as well as the models generally implied for trip generation. These models are 
discussed at both the zonal and household level. 
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2.1.1. Classification of Trips 
 
Ortuzar and Willumsen (1994) have classified the trip generation pattern based 
on the following parameters: 
o By Purpose 
 Work trips; 
 Educational trips; 
 Shopping trips; 
 Social and recreational trips; and 
 Other trips (medical, bureaucratic etc). 
o By Time of the Day 
 Peak hours; and 
 Off-peak hours. 
o By Person-Type (socioeconomic factors) 
 Income level;  
 Car-ownership level; 
 Household size; and 
 Household structure. 
 
2.1.2. Trip Generation Models 
 
Multiple Linear Regression 
In multiple regression, the output variable (dependent) Y is supposed to 
have linear dependence on the input variables (independent) X1, X2, …, Xk. 
These independent variables may be interdependent on each other as well 
(Dietrich and Kearns 1989). 
 
The basic equation can be given as follows: 
 
Y = β0 + β1X1 + β2X2 + …. + BkXk + E            (2.1) 
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where, 
β0,1,…,k  are called coefficients of regression; 
X1,2,…k  are independent input variables; 
Y  is the dependent output variable; and 
E  is the error in estimating the exact output variable. 
 
In the context of transport modelling, equation 2.1 is used to determine the 
relative attractiveness of a travelling mode for an individual given all the 
attributes of the travelling mode as input variables (See section 3.1.3 for 
details). The estimation procedure for the unknown coefficients is 
generally carried out using least square method, details of which can be 
found in section 4.2.2.  
 
Following are the two types of linear regression generally considered for 
multi-modal transportation: 
o Zonal-Based Multiple Regression 
o Household-Based Multiple Regression 
 
Zonal-Based Multiple Regression: 
In this case, the study area is carefully partitioned into various zones 
depending on their size, population, previous transport statistics and 
various other factors (Hartley and Ortuzar 1980). The main objective 
is to find a linear relationship between the number of trips produced or 
attracted by each zone as well as the average socioeconomic 
characteristics of the individuals in each particular zone.  
 
The following are some important considerations: 
 
o Zonal models can only explain the variation in trip-making 
behaviour between zones. For this reason, they can only be 
successful if the inter-zonal variations adequately reflect the real 
reasons behind trip variability. 
o There is a possibility that various null zones can exist in the study 
area, i.e. those zones that do not offer information about some 
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dependent variables. These zones usually serve as one of the main 
reasons for the inaccuracy in the results. 
o Intra-zonal variations introduce errors in determining the trip 
generations by each zone. This problem can be reduced by 
decreasing the zone size. However, the smaller zone size implies 
more expensive models in terms of data collection, calibration and 
operation and certainly giving rise to large sampling errors. 
 
For these reasons, it seems logical to postulate models which are 
independent of zonal boundaries. This is the main reason of the 
household-based technique being preferred over the zonal-based 
approach resulting in almost total abandonment of the latter (Pas 
1978).  
 
Household-Based Multiple Regression: 
In household-based regression, each home is taken as an input data 
vector in order to bring all the range of observed variability about the 
characteristics of the household and its travel behaviour into the 
model. The calibration process, as in the case of zonal models, 
proceeds stepwise, testing each variable in turn until the best model (in 
terms of summary statistics for a given confidence level) is obtained.  
 
Cross-Classification 
This method is based on estimating the number of trip productions per 
household for a given purpose as a function of household attributes. Its 
basic assumption is that the trip generation rates are relatively stable over 
time for certain household stratification. The assumption is quite practical; 
however, this method typically requires a large amount of data that 
definitely increases the survey costs as well as computational iterations. 
Therefore, the cross-classification method has not been able to gain 
popularity among transport modellers. The basic equation, using this 
technique, is stated in Ortuzar and Willumsen (1994) as: 
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     Oinp = ∑
∈ )h(Hnh
pi )h(t).h(a           (2.2) 
 
where, 
n is the person type (i.e. without car, with 1 car, with 2 or more 
cars etc); 
ai (h) is the number of households of type h in zone i; 
tp(h) is the total number of trips by a single household of type h with 
purpose p; 
Hn (h) is set of households of type h containing persons of type n; and 
Oinp is the total number of trip productions by person type n with 
purpose p in zone i. 
 
Household types can be classified into h number of categories based on 
the following criteria: 
o Income level (generally 6 strata) 
o Car-ownership level (generally 3 strata) 
o Household structure (and size) 
 
Comparison of Both Models 
Both the trip generation models have been highly assessed by transport 
planners due to their distinct paradigms; however, linear regression 
continues to be most popular due to its simple formulation and analytical 
tractability. Shen (1994) developed a trip generation model for New Jersey 
and New York in the U.S.A. using both the regression and classification 
approaches. He demonstrated that regression analysis is a very practical 
tool for trip generation analysis under the circumstances where no 
household survey data is available and socioeconomic data is at the 
aggregated zonal level. Szplett and Kieck (1995) found that the 
individuals residing in rural areas generally have to take more long 
distance trips than the households in urban areas. Therefore, the trip 
generation rates are always unpredictable and unstable and cannot be 
accurately determined using cross-classification approach. Freedman et al. 
(1999) further supported the analysis of Szplett and Kieck by criticising 
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the cross-classification approach due to the inaccuracy of the results 
proposed by the model as compared to the actual data.  
 
2.2. Trip Distribution 
 
The trip distribution stage provides a better idea of the pattern of trip making by 
recombining trip ends with the origins. The trip distribution model is essentially a 
destination choice model and generates a trip table, for each trip purpose utilised in 
the model as a function of activity-system attributes and network attributes. This trip 
table, also commonly known as Origin-Destination Matrix (O-D Matrix), provides a 
comprehensive illustration of the number of trips generated between different zones 
of the study area.  
 
Currently, a number of efforts have been implied by transport researchers for 
developing efficient and adaptive algorithms in order to optimise the O-D Matrix for 
achieving realistic results. Nielsen (1994) presented two new methods for trip matrix 
estimation, namely Single Path Matrix Estimation (SPME) and Multiple Path Matrix 
Estimation (MPME), and demonstrated that the traffic models can be easily and 
cheaply estimated using them. Three different approaches to O-D Matrix estimation 
were reviewed and compared, in the context of transport planning, by Abrahamsson 
(1996). Later, Abrahamsson (1998) illustrated an O-D matrix for Stockholm in 
Sweden that can reproduce the traffic counts, in terms of the number of trips 
generated and attracted, using the previous distribution approaches improving the 
accuracy of forecasting of O-D Matrices. Various computationally efficient 
algorithms for estimating the trip distribution matrices have also been developed 
(Safwat and Magnanti 2003) using logit models. Further, Ber-Gera and Boyce (2003) 
developed a trip origin based algorithm for transportation forecasting models that 
combine travel demand and network assignment in order to improve the existing O-D 
flow models. The challenge for researchers in this area, in the immediate future, 
continues to be the development of a standard optimised algorithm for forecasting 
accurate and realistic trip distributions. 
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2.3. Modal Split 
 
The choice of transport mode is probably one of the most 
important classic models in transport planning. This is 
because of the key role played by public transport in policy 
making. 
(Ortuzar and Willumsen 1994) 
 
The issue of selecting the most appropriate travelling mode has always been very 
essential since it tells an individual about the most efficient travelling mode available. 
Thus, it is important to develop and use models that are receptive to those attributes 
of travel that influence an individual’s choice of mode. The quantification of this 
interaction in terms of mathematical relationships is known as modal split and 
therefore, the travel demand models are also referred as modal split models or mode 
choice models. Hence, the modal split assists a transport planner to assess the impact 
of each urban element on mode choice and permits testing and evaluation of various 
transportation schemes. 
 
We have discussed the basic theoretical framework and compared the features of 
various modal split models in detail in chapter 3 so that the reader acquires a clear 
idea about the traits that distinguish them uniquely. 
 
2.4. Trip Assignment 
 
Trip assignment is the last stage of the four-step model dealing with the allocation of 
a given set of trip interchanges to a specific transport network. Its main objective is to 
estimate the traffic volumes and the corresponding travel times or costs on each link 
of the transportation system by the help of inter-zonal or intra-zonal trip movements 
(determined by trip generation and distribution) and the travel behaviour of the 
individuals (determined by modal split). 
 
Patriksson (1994) has presented a list of useful purposes of trip assignment in context 
with transport planning. Some of these purposes are listed as follows: 
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o Assessing the deficiencies in the existing transportation system of the study 
area; 
o Evaluating the effects of limited improvements and extensions to the existing 
transportation systems; 
o Developing construction priorities for the existing transportation system of the 
study area; and 
o Testing alternative transportation system proposals. 
 
2.5. Summary 
 
In this chapter, we have focussed on essential developments of the state-of-the-art in 
mathematical modelling of travel demand. The basic structure of the four-step model 
is explained with a suitable explanation of the main structures, purposes and 
mathematical relations of all the stages of the model so that the reader acquires 
sufficient knowledge regarding the four stages of travel demand modelling before 
leaping on towards the main objective of this report, i.e. mode choice modelling. 
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3. Mode Choice Modelling 
 
This chapter offers a detailed discussion on mode choice models and their implication 
in determining modal split of the study area. The chapter starts off by establishing a 
platform on which contemporary travel demand models are developed. This involves 
the travel mode behaviour of the individuals as well as the stipulation of accessibility 
of the modes available for residents of the study area. Further, a discussion on the 
basic hypothesis of utility maximisation is presented to help the reader establish the 
main understanding of the postulates on which all these models are developed. 
Thereafter, various mode choice models are discussed that are generally used for 
determining the modal split of the study area. Several distinct features of each model 
are also explained and later compared so that the reader gets a clear vision of the 
hypothesis and methodology used in these models as well as the idea of selecting the 
most suitable model under varying conditions. In the end, two important issues of 
model validation and modelling errors are presented so that the reader can testify the 
results forecasted by the model as well as comment on the errors arising during the 
modelling process and the ways to reduce or avoid them. 
 
3.1. Disaggregate Behavioural Framework 
 
3.1.1. Discrete Choice Theory 
 
A behavioural model is defined as one which represents the decisions that 
consumers make when confronted with alternative choices (Domencich and 
McFadden 1975). Therefore, the traveller must decide whether to make a trip, 
where and when to go, which route to take, and which mode to select. These 
decisions are made on the basis of the terms upon which the different travel 
modes are offered, i.e. the travel times, costs, and service levels of the 
competing alternative travelling modes. The models that tend to represent the 
travel behaviour of the individuals when provided with a discrete set of 
travelling alternatives are commonly known as discrete choice models.   
 
If the model is truly behavioural, its parameters should reflect the motivations 
of people in general, rather than the characteristics of the individual cities from 
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which the data used to calibrate the model were drawn. Therefore, it is 
important to recognise that the analysis depends on the number of different 
observations available for analysis, not merely on the number of people 
interviewed. The sample size is really meaningless when the observations are 
aggregated into a smaller number of zones. This is an important factor since it 
suggests the possibility that a few carefully structured and estimated models 
might be applicable to a wide range of situations in different cities (Nuzzolo et 
al. 2000). 
 
3.1.2. Disaggregate Modelling 
 
The basic unit of observation for model calibration is 
the individual traveller and not a traffic zone. 
(Stopher and Meyburg 1976) 
 
Aggregate transport models are either based on observed travel behaviour for 
groups of travellers, or on average behaviour at a zonal level. On the contrary, 
disaggregate demand models are based on observed choices made by 
individual travellers of the study area. Therefore, these models can be expected 
to produce more reliable results since they tend to represent the true individual 
behaviour of the travellers regarding decision-making and other actions. This 
includes trip purpose, frequency, timing, origin, destination, and mode of trips.  
 
In spite of the pioneering work of researchers such as Warner (1962) and Oi 
and Shuldiner (1962), which made apparent serious deficiencies in the 
conventional methodologies, aggregate models continued to be used, almost 
unscathed (Stephanedes and Kumar 1984). The major reason for not using the 
disaggregate models appear to be the difficulties faced in congregating the 
required data for calibrating these models.  
 
However, the major rationale for using disaggregate demand models was 
provided by Watson (1974) and Meyburg and Stopher (1975) who established 
that these models possess the potential for achieving a more behavioural 
representation of the travellers. Further, Hartley and Ortuzar (1980) concluded 
 14
that the aggregate modal splits do not represent travel behaviour well for large 
study areas, and so their forecasting ability is highly questionable. Although the 
disaggregate models may require large data sets, Koppelman (1984) showed 
that accurate travel forecasting can be done with a level of effort that is not 
substantially greater than that required to make comparable predictions with 
aggregate models. Furthermore, the theoretical framework is robust and the 
estimation process is statistically more efficient (Southworth 1977) compared 
to that of aggregate models. 
 
According to Ridout and Miller (1989), disaggregate models possess several 
potential advantages over aggregate models in terms of their specification 
options such as: 
 
o They facilitate the use of socioeconomic characteristics of the trip makers 
as additional explanatory variables. 
o They permit a more detailed representation of the access and egress 
portions of the trip (i.e. origin-to-station and station-to-destination times 
and costs rather than the zonal averages, as typical of aggregate models). 
o They allow various time and cost components (e.g. access, line-haul, 
egress) to be separately represented and weighted within the model.  
 
3.2. Access Modes 
 
An individual’s behaviour in selecting a mode of travel is a result of the trade-off 
between the attributes of available transportation alternatives. The travel modes that 
are used generally involve walking, cycling, auto (private transport) and transit modes 
(public transport).  
 
The decision for selecting walking and cycling modes for travelling generally 
inculcates one major factor, the travelling distance (Hoogendoorn and Bovy 2004). 
Therefore, an individual will only consider these modes when the travelling distance 
is significantly small. Hence, they are treated as minor travelling modes; thus, paving 
the way for auto and transit to be referred to as the major modes in almost all of the 
study areas.  
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A transit trip is generally composed of several discrete phases, mainly including the 
trip from origin to transit access point, travelling through the transit mode to the 
transit stop, and then taking the trip to the destination. In some cases, the transit trip 
may require some additional stages. Normally, the first and the last travelling modes 
used by an individual for the transit trip are classified as access modes.  
 
These modes are generally incorporated in the mode choice model as distance or time 
based variables. Therefore, they vitally contribute to the determination of modal split 
in specific and public transportation policymaking in general. 
 
Access modes usually consist of various categories of motorised and non-motorised 
travelling modes. They may include non-motorised travelling alternatives such as 
walking or cycling as well as motorised modes like park `n ride (drive private vehicle 
to transit station and park), kiss `n ride (be driven to transit station and dropped off), 
dropped off from a bus (feeder bus), train, ferry etc. Figure 3.1 illustrates the role of 
access modes in a multi modal travel environment. 
 
 
 
Figure 3.1 Role of Access Modes in Travel Mode Choice Behaviour 
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In the late 1970s, developing mode-choice models, using access modes, started 
gaining enormous significance among transport modellers. Demetsky and Korf 
(1979) modelled park `n ride and kiss `n ride access modes as part of both binary and 
multinomial choice models. They concluded that although binary calibration 
techniques are more appealing, the best representation of access modes is done by 
multinomial logit models. Kumar and Gur (1982) presented a sequence of logit 
models that predict choices among automobiles and transit, rail, and express bus 
given the use of transit and access mode choices among walk, bus, park `n ride, and 
kiss `n ride for the chosen line-haul mode. This model, however, is not fully 
consistent with random utility choice theory and does not deal explicitly with the 
question of access station choice. Sargious and Janarthanan (1983) reported a simple 
logit model developed for Calgary in Canada, for the choice among automobiles, 
transit-all-way, and park `n ride for work trips.  
 
In the late 1970s, Liou and Talvitie (1974) developed a model of the joint choice of 
access mode , i.e. walk, bus, park `n ride and kiss `n ride. Important conclusions of 
this paper include:  
 
o The kiss `n ride mode proved very difficult to model adequately;  
o The model did not encounter significantly correlated terms (correlation is 
discussed in detail in section 3.1); and  
o Proper representation of the access network is critical to access mode and station 
choice model development.  
 
Mukundan et al. (1991) presented a nested logit model of metro-rail access mode and 
station choice for Washington D.C. This model assumes access mode (walk, bus, 
automobile drive, and automobile passenger) as the upper-level choice, with access 
station as the lower-level choice, conditional on the access mode choice. Similar to 
Liou and Talvitie’s findings, the automobile passenger mode proved difficult to 
model. Tsamboulas et al. (1992) presented a multinomial logit model deducing that 
different access mode choice models should be developed for different trip purposes 
since the station access mode choice is significantly influenced by trip purpose. 
Parajuli (1996)  presented a nested logit model of line-haul systems for Kathmandu in 
Nepal using access mode choice, station location and technology selection modelling 
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by the use of both motorised and non-motorised modes. The development of this 
model as a function of trip distance, within an advanced modelling framework, has 
revealed the model’s usefulness, validity and applicability typified by a wide variety 
of travel modes. Similar disaggregate models have been developed, calibrated and 
implemented (Abraham and Hunt 1998, Koppelman and Wen 1998a, Horn 2003) 
using access modes for forecasting travel behaviour. Figures 4.1 and 4.2 further 
depict the essential utilisation of access modes in travel demand models. 
 
3.3. Theory of Utility Maximisation 
 
So far, we have established that the travel demand models for determining the modal 
split should be behavioural as well as possess the potential to forecast the travel 
behaviour in a disaggregate environment. Now, we move on to explain the theory of 
utility maximisation that serves as the basis of the development of these models. 
 
We begin by first explaining a discrete choice set defined as a list of discrete items to 
choose from. In context with transportation, choice set indicates the number of 
travelling modes available to an individual for travelling from one place to another. 
The individual is visualised as selecting that mode which maximises his or her utility 
(Richards and Ben-Akiva 1975). The utility of an alternative is defined as the 
attraction associated to that particular travelling mode from an individual for a 
specific trip. Therefore, the individual will select the mode having the maximum 
attraction due to various attributes such as in-vehicle travel time, walking time to the 
access point, waiting time for the mode to arrive at the access point, interchange time, 
travelling fares, parking fees etc. This hypothesis is known as utility maximisation 
and all the travel demand models presented in this section are based on this theory. 
 
As a matter of computational convenience, the utility is generally represented as a 
linear function of the attributes of the journey weighted by coefficients which attempt 
to represent their relative importance as perceived by the traveller. Therefore, one 
possible representation could be: 
 
Umi = θ1xmi1 + θ2xmi2 + …… + θkxmik                       (3.1) 
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where, 
Umi   is the net utility function for mode m for individual i; 
xmi1, …, xmik are k number of attributes of mode m for individual i; and 
θ1, …, θk are k number of coefficients (or weights attached to each attribute) 
which need to be inferred from the survey data. 
 
The choice behaviour can be modelled using the random utility model which treats 
the utility as a random variable, i.e. comprising of two distinctly separable 
components: a measurable conditioning component and an error component. 
Therefore, 
 
Umi = Vmi + Emi             (3.2)  
 
where, 
Vmi is the systematic component (observed) of utility of mode m for individual i; 
and 
Emi is the error component (unobserved) of utility of mode m for individual i. 
 
For equation 3.2 to be correct, certain homogeneity is needed within the population 
under study. In principle, we require that all individuals share the same set of 
alternatives and face the same constraints. Furthermore, in practical modelling work, 
the difference between the socioeconomic characteristics of similar groups of 
individuals is usually ignored. Although this approach makes the whole process 
simple overall, there is still a possibility of occurrence of severe differences among 
various groups of people. This can be handled by segmenting the entire set of 
individuals into separate utility functions for each group of more similar individuals 
so that individual characteristics could be omitted from the utility function. 
 
By ignoring the attributes of the decision maker, the systematic component of the 
utility can be treated as a function of attributes of available modes only. Therefore, a 
single utility function can be visualised to exist for all individuals. Similarly, the error 
component of the utility can also be considered independent of socioeconomic 
characteristics for the same reason. Assuming that the error component has zero mean 
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and an extreme value distribution (Kilburn and Klerman 1999), the net utility 
function can be given as: 
 
Um = Vm + Em              (3.3) 
 
Thus, if there are M number of total travelling modes available, the probability of an 
individual selecting mode m, such that m Є M, will be based on its associated utility 
function Um, such that, 
 
        Um ≥ Ui                        (3.4) 
 
where, 
Um represents utility of travelling alternative m; and 
Ui represents utility of any travelling alternative in the set of available travelling 
modes. 
 
Summarising the theory of utility maximisation presented in equation 3.4, every 
alternative associates a certain utility with itself determined by its various attributes 
and the individual is supposed to select the alternative possessing highest utility. This 
is the basic idea used in the development of all the discrete travel choice models 
discussed below. 
  
3.4. Mode Choice Models 
 
The models discussed in this section are discrete mode choice models for forecasting 
the transport modal split of the study area. The structure of these models can infuse 
various access modes as well without changing the basic hypothesis and significantly 
varying the main equations.  
 
The section starts off by throwing light on the most famous and commonly used 
models, namely the logit models, for determining the modal split. The two categories 
of logit models elucidated here include binary and multinomial logit models. Binary 
choice models are capable of modelling with two discrete choices only, i.e. the 
individual having only two possible alternatives for selection. On the contrary, the 
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multinomial logit models imply a larger set of alternatives, i.e. containing more than 
two members. They are the most common and simple travel demand models. Their 
theoretical framework and calibration techniques will be covered in the next chapter. 
The other choice models discussed in this section include probit and general extreme 
value models that can be considered to work under less strict and more complex 
conditions than that of logit models but having complex methods for calibration. 
 
3.4.1. Multinomial Logit Models 
 
Multinomial logit models are the simplest and most practical discrete choice 
models because of the ease with which they estimate the modal split of a study 
area. They are based on extreme value distribution and follow a strict 
assumption that all the disturbance terms are independent and identically 
distributed (Domencich and McFadden 1975). This property is generally 
known as Independence of Irrelevant Alternatives (IIA). This can be a stringent 
condition because it constrains all the disturbances to have the same scaling 
parameter as well as be independent of each other.  
 
The basic equation of the model is given as: 
 
                            Pn = ∑
εMm
)Vexp(
)Vexp(
m
n
           (3.5) 
 
where, 
Vn  is the utility of mode n;  
Vm  is the utility of any mode;  
Pn  is the probability that the individual selects mode n; and 
M  is the set of all available travelling modes. 
 
Multinomial logit models can be further classified into various categories when 
the travelling modes are correlated or have similar features than the rest of the 
alternatives. One of the most common categories of these models is known as 
nested logit models which nest all the similar alternatives together. Contrarily, 
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the logit models discussed in equation 3.5 considers all the alternatives to be 
non-similar to each other and are generally referred to as simple logit models. 
The detailed theoretical framework, main properties and calibration of simple 
and nested logit models are explained in chapter 4. 
 
3.4.2. Binary Logit Models 
 
As discussed previously, an individual, when faced with a set of various 
discrete alternatives, will select the one that yields maximum utility. In the case 
of binary choice models, the main assumption is that the individual has only 
two alternatives available to choose from. Therefore, the binary choice models 
can be classified as a special case of multinomial choice models in which the 
set of available alternatives contains two members.  
 
For binary logit models, the basic equation, ignoring the attributes of the 
individual and considering the individual has only two alternatives i and j, is 
given as: 
 
   Pi = )Vexp()Vexp(
)Vexp(
ji
i
+                      (3.6) 
or, 
Pi = )VVexp(1
1
ij −+                       (3.7) 
and, 
    Pj = 1 – Pi              (3.8) 
 
where, 
Vi is the utility function associated to alternative i; 
Vj is the utility function associated to alternative j; 
Pi is the probability that alternative i will be selected; and 
Pj is the probability that alternative j will be selected. 
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A detailed mathematical explanation, theoretical framework and statistical 
estimation techniques of binary logit models can be found in Ben-Akiva and 
Lerman (1985).  
 
3.4.3. Probit Models 
 
Certain situations can occur where the utilities of some alternatives are 
correlated in a complex way or have different variances. In these cases, the 
multinomial logit models can make erroneous forecasts regarding the 
probabilities of each alternative when attributes associated to one or more 
alternatives are varied. The probit model has been proposed as one of the 
possible methods to overcome this problem. The model follows normal 
distribution for error terms and does not work under the strict assumptions as 
that of logit models. 
 
Like logit models, the probit model is also based on random utility theory, 
representing the utility function as the sum of the systematic component and an 
error component. The standard equation for the utility of an alternative i has the 
form (Horowitz 1991): 
 
Ui = V(xi,s) + εi             (3.9) 
 
where, 
Ui is the utility of alternative i; 
V is the systematic (observed) component of the utility function; 
ε is the error (unobserved) component of the utility function; 
xi is the vector of observed attributes of alternative i; and 
s is the vector of observed characteristics of the individuals of the study 
area. 
 
Although the probit model is more intuitively reasonable than the logit model 
because it is free from the conditions of independence and irrelevant 
alternatives, it was unusable due to its high computational complexity for 
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estimation until the mid 1970s. Thereafter, great works by Lerman and Manski 
(1976) and Daganzo (1979) have successfully resolved some of the 
computational problems by proposing various algorithms to facilitate the 
estimation process. Further, Yai et al. (1997) presented a new utilisation of the 
model by simplifying the process of parameter estimation and Natarajan et al. 
(2000) developed a framework to perform multinomial probit model calibration 
using the famous Monte Carlo algorithm illustrating through real and simulated 
data.  
 
Despite these efforts, the logit models continue to be used unaffected because 
of their simple estimation methods as compared to that of the probit models. 
Ghareib (1996) compared logit and probit models by using them to estimate the 
travel behaviour for different cities of Saudi Arabia and concluded that the logit 
models are superior to the probit ones in terms of their goodness-of-fit 
measures and tractable calibration and should always be preferred unless the 
travel behaviour gets highly correlated. Dow and Endersby (2004) later 
supported his findings by preferring the simple logit model over its complex 
counterpart.  
 
3.4.4. General Extreme Value Models 
 
In an important simplification of multinomial logit models, McFadden (1978) 
introduced a family of choice models, derived from stochastic utility 
maximisation, called generalised extreme value (GEV) models. Although there 
exist a limitless number of possible models within this class, only a few have 
been truly explored.  
 
This model is based on a function G(y1, y2, …, yJn), for y1, y2, …, yJn ≥ 0, that 
has to satisfy certain conditions discussed in detail in Ben-Akiva and Lerman 
(1985). The basic equation of the model is given as: 
 
        Pn(i) = ))Vexp(),...,Vexp(),V(exp(G
))Vexp(),...,Vexp(),V(exp(G).Vexp(
nJn2n1
nJn2n1iin
n
n
μ          (3.10) 
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where, 
V is the systematic (observed) component of the utility function; 
μ is the degree of homogeneity; and 
Pn(i) is the probability of individual n selecting alternative i. 
 
McFadden (1978) established that the generalised extreme value choice models 
provide a generalisation of nested logit models and could be estimated directly 
to test for the presence and form of a nested structure for similarities. Swait 
(2001) presented a new member of the GEV family that directly incorporates 
choice set generation modelling into the specification. Bali (2003) illustrated a 
new distribution for the model rejecting the previous applied distributions.  
 
3.4.5. Other Models 
 
Other than the models discussed above, the most popular model is the linear 
probability model, the details of which can be found in section 2.1.2. There also 
exist a few uncommon models that can be referred to as the generalisations of 
logit models, namely Random Coefficient Logit, Tobit and Ordered Logistic. 
Detailed mathematical frameworks of these models are presented in Ben-Akiva 
and Lerman (1985) and Amemiya (1994) respectively. 
 
3.4.6. Comparison of the Models 
 
Before comparing the features of the mode choice models, it is essential that 
the reader gets an idea regarding their classification generally based on two 
main factors. The first criterion is the size of the set of discrete choices 
available to the individual. If the set contains only two alternatives, binary 
mode choice models will be used to determine the modal split of the study area. 
On the contrary, larger sets of choices will possibly give rise to the use of 
multinomial choice models. 
 
Once these models are split into binary and multinomial categories, they can be 
further subdivided according to their structure. The structure of each model is 
formulated under different assumptions as discussed above. All the models may 
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use similar or different estimation techniques in order to achieve the ultimate 
objective, i.e. the forecasting of the travel behaviour of the study area given the 
trip generation and distribution patterns. The categorisation of these mode 
choice models can be seen in Figure 3.2. 
 
 
 Figure 3.2 Family Tree of Mode Choice Models 
 
Various disparities among the three most common mode choice models, 
namely the logit, probit and general extreme value models, are tabulated in 
Table 3.1 so that the reader can grasp the main distinguishing factors on which 
the structures of these models are developed.  
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 Logit 
Models 
Probit 
Models 
General 
Extreme Value 
Models 
Basic 
Hypothesis 
Extreme Value  
Distribution 
Normal 
Distribution 
Multivariate 
Extreme Value 
Distribution 
 
Major 
Constraints 
Error terms should 
necessarily be 
identically and 
independently 
distributed 
Error terms need 
not necessarily be 
identically and 
independently 
distributed 
Error terms need 
not necessarily be 
identically and 
independently 
distributed 
Model 
Formulation 
Simple Complex Complex 
Model 
Estimation 
Simple Complex Complex 
Introduction 
of  
Access 
Modes 
Model formulation and 
calibration becomes 
complex to a small 
degree 
Model formulation 
and calibration 
becomes highly 
complex 
Model formulation 
and calibration 
becomes highly 
complex 
Practical 
Applicability 
Very high Limited Limited 
 
Table 3.1 Comparison of Common Mode Choice Models 
 
By analysing Table 3.1, the reader will reach the answer to why the multinomial 
logit models continue to be the most widely used discrete choice models despite 
their strict usability conditions. This is definitely due to their simple 
mathematical structure that facilitates computation in both estimation and 
prediction. Other mode choice models such as probit and general extreme value 
models have relaxed this restriction at the cost of possessing highly complex 
mathematical structure and computational estimation. Hence, logit models 
continue to remain dominant in the transport modelling world and popular 
among transport modellers.  
 
 27
3.5. Model Validation 
 
Before forecasting travel, considerable efforts must be expended to analyse the 
calibration data and establish relationships among travel choices and several other 
variables. As discussed above, the decision of an individual regarding selection of the 
appropriate travelling mode lies on the attributes associated to the available modes as 
well as the characteristics of that particular individual. Thus, for the model to be truly 
behavioural, it is essential that all the vital specification factors should be included in 
determining the utility so that the forecasting is more likely to be realistic and 
practical.  
 
Once the specification and calibration of the parameters are done, they should be 
applied to the base year (the year for which data was collected) to test their validity. 
This process is known as model validation and is considered to be one of the final 
steps of determining the modal split of the study area. This process should be used 
after every few time periods, by comparing measured traffic volumes of the study 
area with model estimates, because the traffic data are usually subject to variability 
and uncertainty.  
 
Khisty (1990) has beautifully summarised the process of model validation in a block 
diagram as shown in Figure 3.3. 
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Figure 3.3  Block Diagram of Model Validation 
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The position, then, is that forecasts of input parameters are highly 
unreliable. This is not because the forecasts are inept or because there are 
obviously better methods, but simply because future events cannot 
normally be known with confidence in advance. 
(Robbins 1978) 
 
The above statement is certainly rational because all the statistical procedures assume 
the function specification of the model as well as the calibration data to be free of 
errors. This, however, is normally untrue in applied practise and the modal split 
generated is always prone to error. Somehow, if the data set and the function 
specification are conceived to be free of errors, the model forecasts will still be 
subjected to errors due to inaccuracies in the values assumed for the explanatory 
variables. 
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Several types of errors can arise during the development and calibration of the models 
as well as forecasting with them. These errors are briefly described as follows: 
 
3.6.1. Sampling Errors 
 
Sampling errors generally occur because the data sets of the study areas are 
finite and restricted. This gives way to the discrepancies added at the time of 
determining the sample size of the study area. Daganzo (1980) has inspected 
this problem and suggested various precautionary steps to be taken to refine the 
accuracy in the calibration of the model. 
 
3.6.2. Specification Errors 
 
Specification errors normally arise due to the inclusion of irrelevant variables 
or the omission of relevant ones from the model specification. A detailed 
description of all types of possible specification errors can be found in 
Williams and Ortuzar (1982) with particular stress on the exclusion of travel 
behavioural variations of the individuals resulting in the formation of biased 
models.  
 
3.6.3. Computational Errors 
 
Generally, the estimation techniques of models are based on consecutive 
iterations looking for numerical approximations since the exact solutions are 
very difficult to find. Therefore, various computational software packages are 
implied in order to perform numerical estimations giving rise to various 
computational errors such as round-off errors, errors due to restricted size of 
data variables etc. All the latest computing machines tend to minimise these 
errors by using large data arrays; however, these errors are impossible to 
eliminate permanently. 
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3.6.4. Transfer Errors 
 
Transfer errors occur when a model that has been developed in different 
circumstances is applied in a different context even if the adjustments are 
carefully made. An excellent example is given in Talvitie and Dehghani (1979) 
who compared the modal shares of New York and New Jersey to San Francisco 
and Baltimore in the United States and explain the transfer errors that arise 
during the process.  
 
3.6.5. Aggregation Errors 
 
Aggregation errors basically occur due to forecasting travel behaviour for 
groups of people without appropriately capturing the behaviour of the 
individuals of the study area. Talvitie et al. (1982) calculated these errors by 
comparing the level-of-service of alternatives and socioeconomic factors of 
individuals applied at the aggregate and disaggregate level using the classical 
method of market segmentation. They found out that the market segmentation 
may reduce the specification errors but supplement the aggregation and transfer 
errors. A detailed explanation of these errors is given in Dehghani (1980). 
 
The eventual aim of modelling is usually forecasting the behaviour of the 
individuals of the study area. Deciding on the exact level of model complexity 
as well the data accuracy is always a great dilemma for the modellers. Thus, the 
data set selection, model specification and estimation should be very carefully 
carried out in order to minimise the possibility of error induction. 
 
3.7. Summary 
 
In this chapter, various mode choice models are presented along with their brief 
theoretical framework and comparisons are made among their features. The interest 
of the reader is particularly drawn towards multinomial logit models as they form the 
most popular and common class of current discrete choice models. Chapter 4 is 
wholly dedicated towards their theoretical framework and calibration procedures. 
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4. Multinomial Logit Models 
 
This chapter discusses the two most common types of multinomial logit models, 
namely the simple and nested logit models, explaining the general theoretical 
framework in which these models are cast and their calibration methods. The implicit 
assumption throughout is that we possess survey data of the study area giving us the 
travel behavioural trends of the residents. This data will be used for calibrating the 
multinomial logit models as explained in section 4.2. 
 
4.1. Theoretical Framework 
 
The choice of a mode of travel is extremely complex. It is not realistic to assume that 
the effects of all variables in the decision about the choice of mode are perfectly 
understood. The beauty of a random utility model is that it possesses the power to 
estimate the effect of the observed variables without fully concerning that of the 
unobserved ones incorporating all of them into the error component. Therefore, based 
on the random utility maximising hypothesis, the probability that an individual will 
select mode m can be given by a simple multinomial logit choice model (Ben-Akiva 
and Lerman 1985) as:  
 
                            Pn = ∑
εMm
)Vexp(
)Vexp(
m
n
 (4.1)
 
where, 
Vn is the utility of mode n; 
Vm is the utility of any mode;  
Pn is the probability that the individual will select mode n; and 
M is the set of all available travelling modes. 
 
The original formulation of the model was given by Luce (1959), a mathematical 
psychologist, who used choice probabilities rather than the disturbances to develop 
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the initial model. The model was further explained under the disaggregate 
behavioural framework (Ridout and Miller 1989, Borooah 2002).  
 
As discussed in section 3.3, the multinomial logit models are based on the theory of 
utility maximisation which assumes that the net utility (Um) associated to an 
alternative can be determined as a sum of its systematic (Vm) and random (Em) 
components (see equation 3.3). This assumption gives rise to further three 
assumptions described as follows: 
 
1. Em is Gumbel distributed; 
2. Em is independently distributed; and 
3. Em is identically distributed. 
 
All these three assumptions serve as the main postulates of the structure of logit 
models. The first assumption of the random component being Gumbel distributed 
indicates that all the utilities associated to the travelling modes should be considered 
as a linear sum of attributes and have the same scale parameter (Ben-Akiva and 
Lerman 1985). The last two assumptions are normally grouped together to be referred 
to as Independence of Irrelevant Alternatives (IIA) simply meaning that all the travel 
modes used in modelling the travel behaviour are independent of each other.  
 
Hence, the simple logit models assume that all the travelling modes used for 
modelling travel behaviour will not only be independent of each other but also induce 
the same effect on the travel behaviour of an individual. Thus, the individual has a 
reasonable access to all the modes and the decision on selecting a specific alternative 
is merely done on the basis of the utility function.  
 
As a result, these models can only be used to estimate choice probability as long as all 
the modes in set M are reasonably similar. However, when there are groups of more 
similar or correlated modes than the rest, the assumption of having an independent 
and identical error term across all the modes does not always remain valid.  
 
In these cases, the nested logit models can be used since it is the simplest way of 
relaxing the constraints of the multinomial logit models because they allow 
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correlation between the utilities of the alternatives in common groups.  Its structure is 
characterised by grouping all the subsets of correlated alternatives in hierarchies or 
nests. Each nest, in turn, is represented by a composite alternative which competes 
with the others available to the individual (Sobel 1980) as shown in Figure 4.1. 
 
Figure 4.1 Structure of Nested Logit Model 
 
The theoretical framework for the nested logit model is based on the same 
assumptions as the multinomial logit model, except that the correlation of error terms 
is assumed to exist among various modes. Therefore, a nested logit model can be 
written as the product of a series of multinomial logit choice models defining each 
level in a tree structure.  
 
Due to the tree structure of these models, equation 4.1 is reassessed and is mentioned 
in Daly (1987), for trees having two levels, as, 
 
    Pij = Pi . Pj|i                          (4.2) 
 
Pj|i = ∑
∈ )i(Ck
k|i
j|i
)exp(
)exp(
V
V               (4.3) 
 
Pi = ∑
∈Rt
t
i
)exp(
)exp(
V
V               (4.4) 
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Vj|i = Xj|i               (4.5) 
 
Vi = Xi + hi log ∑
∈ )i(Ck
k|i)exp(V             (4.6) 
where, 
C(i) is a set of lower-level alternatives that each form part of the higher-level 
alternative i; 
R is the set of higher-level alternatives; 
Xj|i is the measured attractiveness of alternative j conditional on i; and  
Xi is the measured attractiveness of alternative i. 
 
The nested logit model can become highly complicated by the introduction of access 
modes, as described in section 3.2. The theoretical as well as the practical complexity 
of nested logit models were discussed in detail by McFadden (1986). Abdel-Aty and 
Abdelwahab (2001) presented a highly complex nested logit model, as shown in 
Figure 4.2, to be calibrated for the residents of Florida in the US. This model is a 
clear representation of how complex the nested logit models can become by the 
introduction of access modes, which are now a very essential part of transport 
planning of almost every study area in the world.  
 35
 
Figure 4.2  Highly Complex Nested Logit Model Structure 
 
 
The initial formulation of the model was given by Ben-Akiva (1974) and Domencich 
and McFadden (1975) who captured correlation among alternatives by partitioning 
the choice-sets into various nests. McFadden (1986) and Koppelman and Wen 
(1998a) provided a sound theoretical framework for nested logit models and proved 
their consistency with the theory of utility maximisation.  
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However, until the 1980s, the applications of nested logit models were meagre due to 
the lack of computer software availability for implementing the complex estimation 
algorithms. Daly and Zachary (1978) attempted to estimate nested logit models by the 
very expensive method of optimisation of a function, but were unable to determine 
error estimates for the parameter values. Later on, Daly (1987) implemented these 
algorithms in a computer program demonstrating the practicality of the procedure and 
computation efficiency of the program. The theoretical framework of these statistical 
methods for estimating the models is briefly mentioned in section 4.2. 
 
Ortuzar (1982) developed the nested logit models in an aggregate behavioural 
framework determining the elasticity parameters and other model constants from an 
aggregate calibration. Further research was directed at the comparative assessment of 
aggregation methods using general approaches. 
 
The trend shifted more towards the use of a disaggregate framework for nested logit 
models due to excellent works by Hensher and Johnson (1981) and Ben-Akiva and 
Lerman (1985) who established the essence of behavioural representation of travel 
demand models. Furthermore, robust theoretical framework and efficient estimation 
techniques for nested logit models were established (Morikawa and Sasaki 1998, 
Daly 2001, Ortuzar 2001) using various directional methodologies. 
 
An alternative, non-normalised nested logit model (Daly 1987) was also formulated 
similarly to the McFadden model so as to provide substantial proof of the inefficiency 
of sequential estimation. Nevertheless, Koppelman and Wen (1998b) compared both 
the models and proved that the former is better than the latter on the grounds of 
encompassing intuitively reasonable elasticities and providing clear interpretation of 
the parameters of alternatives.  Moreover, Hensher (1999) compared the elasticities 
derived from several discrete choice models and established that the use of both 
multinomial and nested logit models tends to over-estimate the sensitivity of the 
population to systematic changes in the key parameters of the utility function. Later, 
Hensher and Greene (2002) established that the proper normalisation of non-
normalised nested logit model does make it consistent with the random utility model.  
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4.2. Calibration Methods 
 
We turn now to the problem of inferring the parameters θ1, θ2, …, θk of equation 2.3 
in order to work out the utility functions associated to various travelling modes 
present in the study area. The process of determining these parameters, also called 
estimators, is known as calibration or estimation of the model. This procedure 
requires the use of the survey data that we assumed to possess at the start. 
 
Generally, there are two statistical methods used for estimating the unknown 
parameters in the probability models discussed above. They are maximum likelihood 
and least-squares regression methods. The form and applicability of these methods 
depend on the structure of the probability functions whose unknown parameters are to 
be estimated. Here, a brief theoretical framework of both the methods is presented.  
 
4.2.1. Maximum Likelihood 
 
The method of maximum likelihood is the most common procedure used for 
determining the estimators in nested logit models. Stated simply as, 
 
The maximum likelihood estimators are the values of the 
parameters for which the observed sample is most likely to 
have occurred. 
(Ben-Akiva and Lerman 1985) 
 
This method requires a sample of individual decision-makers along with the 
data regarding the travelling mode chosen and the attributes of that particular 
mode. The basic equation of the method, that involves the maximisation of the 
likelihood function, is given as: 
L = ∏
=
M
m
m mtP
1
)( ,             (4.7) 
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where, 
L is the likelihood the model assigns to the vector of available 
alternatives; 
M is the total number of available alternatives; 
m is any alternative present in the set of available alternatives; 
tm is the mode observed to be chosen in alternative m; and 
P(tm,m) is the probability for choosing alternative m. 
 
The most widely used approach is to maximise the logarithm of L rather than L 
itself. This does not change the values of the parameter estimates since the 
logarithmic function is strictly monotonically increasing. Thus, the likelihood 
function is transformed to a log-likelihood function and is given as: 
 
L1 = ∑
=
M
m 1
log [P(tm,m)]            (4.8) 
 
Given this data, most existing estimation programs then solve for the coefficient 
estimates which best explain the observed choices in the sense of making them 
most likely to have occurred. Standard commercial packages such as ALOGIT 
(Hague Consulting Group 1992) can handle the complicated estimation process 
involved in a nested logit model. 
 
The method of maximum likelihood has been in use since the early 1920s. The 
first major breakthrough occurred when Haavelmo (1943) placed econometric 
models in the statistical context using this method. Bhat (2001) proposed a 
quasi-random maximum likelihood estimation of mixed multinomial logit 
models using this approach. Recently, Liu and Mahmassani (2000) and Xie and 
Tsui (2004) have implemented the maximum likelihood method in different 
diverse areas establishing its broad applicability in several research fields.  
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4.2.2. Least-Squares 
 
The method of least-squares is widely used in the case of linear regression (see 
section 2.1.2) for determining the coefficients of equation 2.1. In general 
context, the method can be stated as, 
 
The least square estimators are the values that minimise the 
sum of squared differences between the observed and 
expected values of the observations. 
(Ben-Akiva and Lerman 1985) 
 
The coefficients of regression are estimated by the basic objective function F 
which is given by (see equation 2.1): 
 
F = min ∑ E2 = min ∑ (β0 + β1X1 + β2X2 + …. + BkXk – Y)2          (4.9) 
 
The desired coefficients are estimated by taking (k+1) derivatives of equation 
4.9 and solving for (k+1) unknowns. This method is usually called the Ordinary 
Least-Squares (OLS). Generally, the least-squares estimators are unbiased 
under very general assumptions. However, it should be noted that the least-
square method works consistently and efficiently for linear models only. 
Current applications of the method in various diverse fields can be found in 
Hashemolhosseini et al. (2002) and Thissen et al. (2004). 
  
4.3. Summary 
 
This chapter discussed the theoretical framework of simple and nested multinomial 
logit models in accordance with the theory of utility maximisation. The basic 
assumptions used in the development of the structure of simple logit models were 
practically evaluated leading to the formulation of nested logit models. Later, the 
reader’s focus was diverted towards the calibration techniques generally implied for 
the estimation of the unknown parameters as described in equation 3.1. Both the 
maximum likelihood and least-squares approach were examined assuming the 
estimation data is provided from the survey done in the study area.  
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5. Model Specification 
 
In the last two chapters, various transport models were discussed with special 
emphasis on the development and calibration of logit models to forecast travel 
behaviour of the study area. As said earlier, this calibration is done with the help of 
data collected from the travel surveys indicating the usage of various travelling 
modes, along with the significance of their associated attributes, in the study area. 
Thus, the transport planners generally tend to identify all the travelling modes 
possibly being used in the study area, along with their associated attributes, before 
conducting the actual survey. This whole process is commonly known as model 
specification and incorporates the designing of travel survey to be conducted in the 
study area. 
 
This chapter focuses on different forms of travelling modes generally used by 
travellers for fulfilling their transportation needs. Each mode possesses various 
attributes associated with it (see Table 5.1), which in most cases, play the main role in 
an individual’s choice of a certain mode. However, the selection of the appropriate 
travelling mode is complex and depends on the geographical features and 
transportation infrastructure of the study area too. Therefore, this chapter throws light 
on all sorts of valuable factors contributing to an individual’s decision for selecting a 
certain travelling mode. In the end, the role of model specification in designing a 
travel survey is briefly discussed with special stress on a distinct kind of survey 
regarded as stated preference survey and its significance in predicting the travel 
behaviour, along with its benefits and limitations. 
 
5.1. Study Area 
 
The study area is generally regarded as the geographical region in which transport 
planning needs to be done. Therefore, one of the most important early issues facing 
the transport modeller is to have exact area boundaries, land features (Ben-Akiva and 
Richards 1976), population growth, and transport infrastructure of the study area that 
helps in determining the travelling modes commonly used by the residents, along 
with their significant attributes. Various ideas for distinguishing the study area from 
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the neighbouring regions and solving these issues are documented by Ortuzar and 
Willumsen (1994) and Lamb and Havers (1970). 
 
After defining the study area, and determining its general features, the next step is to 
subdivide it into small units commonly known as zones. This is done so that the 
origins and destinations of travel can be closely monitored and several factors 
associated with trip-making can be spatially quantified (Lane et al. 1971). The area of 
these zones are generally kept as small as possible in order to simulate travel with a 
higher degree of accuracy. 
 
5.2. Travelling Modes 
 
After solving all the geographical and land issues of the study area, as well as having 
a clear understanding towards its transportation infrastructure, the main task for 
transport modellers is to list all the main travelling modes being used in the area. 
Although this task seems to be straightforward, it sometimes turns out to be quite 
challenging due to various reasons such as the study area to be considered, level of 
complexity of the model, financial status of the residents (Ortuzar and Iacobelli 1998) 
or the frequently assorted practices of the residents’ travelling modes. These issues 
have to be considered by the transport modellers, so that only the major travelling 
modes, having significant current and future usage, are taken into account in the 
model specification for the study area. 
 
Millward et al. (1974) and Stopher and Meyburg (1975) discussed various ways in 
order to include only prominent travelling modes in a model and the role of transit 
modes in transport planning. They concluded that the growth rate in the public 
transport sector is directly proportional to the level of feasibility provided to the 
travellers to publicly access the transit modes.  
 
Chatterjee and Sinha (1975) developed a travel demand model for small urban areas 
in order to forecast future transit usage. They concluded that for model specification, 
the travelling modes should be selected on the basis of the following factors: 
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o Income level of the transit riders of the study area. 
o Car ownership in the transit riders’ households. 
o Transit usage in the study area as compared with those of neighbouring regions. 
 
Although various modellers have dealt with different travelling modes, following 
modes are generally considered in transport planning: 
 
5.2.1. Private Transport 
 
Private transport has always dominated the travelling modal arena since in most 
cases, it serves as the most reliable, comfortable and time-efficient mode. Due 
to these reasons, most of the residents of developed urban areas prefer 
travelling with private vehicles, instead of using public transport. These reasons 
have highly accounted for increasing road congestion, environmental pollution 
and traffic hazards (Queensland Government 2000).  
 
Jakobsson et al. (2000) developed and estimated a disaggregate travel model 
for forecasting private car usage in urban cities. He concluded that most urban 
residents are reluctant to step out of the driving seat despite the imposition of 
high road pricing. Steg (2003) and Clifton (2003) later supported him by 
describing the private car as the most luxurious and time-efficient travelling 
mode and stating that extra-ordinary measures are required in order to increase 
the number of users of public transport.  
 
5.2.2. Public Transport 
 
The extremely slow increasing growth rate of public transport users in 
developed countries has now become one of the major issues there. Therefore, 
considerable research has been in progress to determine the measures to be 
taken by the governments in order to encourage the residents to quit private 
transport in the favour of public transport (Queensland Government 2000, 
Bureau of Transportation Statistics 2001) since the late 1980s.  
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Abdelwahab et al. (1992) presented an intercity behaviour mode choice model 
for Canada and stated that for public transport, the level of service variables 
(travel time, cost, etc) are more significant than the socioeconomic variables 
(sex, age, income, etc), as previously described by Khan (1985). Later, Abu-
Eisheh (2001, 2002) added various qualitative attributes such as reliability, 
security, comfort etc. in order to increase the degree of accuracy of the results 
of Abdelwahab et al. (1992). Recently, Bobit Publishing Company (2004) and 
Krygsman et al. (2004) have presented various measures to be adopted by the 
governments that can assist in increasing the public transport usage, the most 
important of them being the development of separate bus ways. 
 
5.2.3. Walking & Cycling 
 
Walking and cycling have always been the most popular non-motorised 
travelling modes among the individuals. In the rural parts of developing 
countries in specific, these modes continue to dominate the travelling scene. 
Transport planners and environmentalists always encourage the use of these 
modes since they always play a handy role in decreasing the traffic hazards, 
pollution and congestion on the roads. Therefore, in the late 1990s, non-
motorized modes route choice modelling become an extremely vital issue in the 
area of transport modelling. 
 
Transport modellers describe pedestrians (Hoogendoorn 2003) and bicyclers as 
subjective utility maximisers, i.e. they schedule their activities to maximise the 
predicted utility of their efforts. Thus, in order to maximise the utility functions 
of these modes, various researchers have suggested certain travelling measures 
to be taken by the governments, the most decisive of them being the 
construction of separate walkways or cycleways (with separate free parking 
facilities) in all major cities.  
 
Clark (1997) and Bierlaire et al. (2003) presented travel demand models for 
walking and cycling modes and identified various improvements in certain 
corridors to be taken in order to improve pedestrian and bicycling activity. 
Hoogendoorn and Bovy (2004) suggested valuable future measures for solving 
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the dynamic pedestrian assignment problems such as lateral expansion of 
pathways and proved their validity by using mathematical algorithms. 
 
5.2.4. Access Modes 
 
A detailed description regarding access modes and their applications and 
benefits can be found in section 3.2. 
 
5.2.5. Summary 
 
Ortuzar (1980) deduced that the private car appears to be an obvious choice for 
travellers in low density areas. He then introduced the park `n ride mode in 
model specification and concluded that the public transport future usage can be 
increased by providing appropriate park `n ride facilities to the travellers. 
Earlier, Chodhoury (1971), Gatens (1974) and Douglas (1976) also encouraged 
the introduction of the park `n ride mode into the public transit infrastructure 
and identified it as one of the major reasons for future public transport usage 
increments. The latest work on the role of other motorised access modes such 
as kiss `n ride and feeder buses as well as non-motorised modes like walking 
and cycling in public transport planning can be found in Fontaine (2003) and 
Grava (2003). 
 
5.3. Attributes of the Modes 
 
The selection of a travelling mode by an individual depends on certain factors 
associated to that particular mode, known as attributes. These attributes play a very 
vital role in model specification since they act as the motive for a traveller opting for 
a certain mode. These attributes are mathematically grouped together in order to 
acquire the utility function for a certain mode, as shown in equation 3.1. Therefore, 
the theory of utility maximisation cannot be practically applied to travel demand 
models unless all the significant attributes associated to each mode are accounted for. 
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Commonly, the two main attributes associated with almost every travelling mode are 
time and cost. However, the description of these attributes can be different for 
different modes. For example, the cost accumulated for a private car may denote fuel 
price, while for that of a public bus may signify trip fare. There are also various other 
attributes associated only to certain travelling modes; some of them are tabulated and 
categorised in Table 5.1. 
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Primary 
Mode 
Secondary 
Mode 
Attributes 
Parking fee PRIVATE 
TRANSPORT 
(Motorised) 
 
Car 
 
Parking space search time  
(Tsamboulas et al. 1992) 
Walking Distance  
Walk 
 
Availability of walkway 
 
Availability of free bicycle parking 
facilities 
 
PRIVATE 
TRANSPORT 
(Non-Motorised) 
 
 
Cycle 
 
Availability of cycleway 
 
Bus-Interchange cost 
Frequency 
Delay 
 
 
PUBLIC 
TRANSPORT 
 
Bus 
& 
Train 
 
Availability of free parking facilities 
Walking time   
Feeder Bus 
 
Waiting time 
 
 
Park `n Ride 
 
Availability of secure car parking 
facilities 
(Williams et al. 1975) 
Drop-off time 
 
 
 
 
ACCESS MODES 
FOR PUBLIC 
TRANSPORT  
Kiss `n Ride 
 Availability of drop-off zones 
 
Table 5.1 Attributes Associated to Specific Travelling Modes 
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5.4. Use of Stated Preference Surveys 
 
Economists typically display a healthy scepticism about relying 
on what consumers say they will do compared with observing 
what they actually do; however, there are many situations in 
which one has little alternative but to take consumers at their 
word or do nothing. 
(Louviere et al. 2000)   
 
The standard manner to forecast travel behaviour of the study area is to calibrate (see 
section 4.2. for different calibration methods) a travel demand model on the data 
gathered from the survey conducted in the area. This data may involve elicitation of 
travel preferences and choices from samples of respondents indicating their travel 
behaviour in the multi modal environment. This elicitation needs to be realistic and 
practical in order to forecast travel behaviour with a higher degree of accuracy. 
Therefore, the surveys performed should not only involve questions regarding 
essential current travelling attributes but also be capable of observing the behaviour 
of the respondents when faced with hypothetical attributes and conditions (Stopher 
and Jones 2003). These surveys refer to a wide array of possible ways of asking 
individuals about preferences, choices, ways of using options, frequencies of use etc 
and are generally classified as Stated Preference (SP) surveys (Louviere and Street 
2000). 
 
During the last few years, stated preference methods have become established as one 
of the key tools of demand analysis (Bates 1994) as they are frequently adopted by 
transport planners for the analysis of the impact of transport policies on travel 
demand (Fujii and Garling 2003). Some of the main reasons behind this popularity 
are summarised as under: 
 
o They can provide a description of current travel behaviour and collect data for 
specific policy analysis purposes (Richardson et al. 1995). 
o They can ensure that the current transport planning reflects all the essential 
attributes of the travelling modes used in the study area (Ampt and West 1983). 
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o They can predict travel behaviours under various transport policies (Norman and 
Louviere 1974). 
o They can provide information from which to calibrate or validate models or 
procedures (Stopher 1983). 
o They can detect the relative importance of qualitative or latent variables such as 
comfort, convenience, safety etc, which may be inaccurately predicted by RP data 
(Ortuzar 1996b). 
 
Therefore, as soon as the model specification is done, the next task for the transport 
modellers is to design a stated preference survey that inculcates all the vital travelling 
modes of the study area, along with the essential attributes. However, the modellers, 
before, need to determine the survey sample from the population of the study area. 
The detailed description regarding sample generation and appropriate survey 
designing are covered in chapters 6 and 7 respectively. Substantial work in the field 
of stated preference surveys can be found in Hensher (1994) and Louviere et al. 
(2000). 
 
5.5. Summary 
 
This chapter presented a brief overview of the process of model specification and its 
role in model estimation. A concise description of various significant travelling 
modes was presented, along with their essential attributes. In the end, we discuss a 
specific kind of surveys, known as stated preference (SP) surveys and its role in 
model estimation and importance in forecasting travel behaviour. These surveys are 
supposed to inculcate all the vital travelling modes used in the study area and 
therefore, model specification should be very carefully done before these surveys take 
place. The next step seems to be the development of the survey instruments, or 
questionnaire design. However, brief understanding needs to be developed regarding 
the sample generation for the survey. Therefore, chapter 6 will discuss all these issues 
along with various sampling techniques currently being adopted by the transport 
modellers. 
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6. Data Sampling 
 
Before starting the process of designing a survey, transport modellers need to address 
a number of sampling issues. These issues generally involve the determination of an 
appropriate sample for surveying and eliminating errors and biases from the survey 
sampling data. These issues need to be handled quite carefully since they can totally 
alter the results of the survey, and thus affect the final results achieved by the 
calibration of the model. 
 
This chapter presents a general discussion regarding the determination of an 
appropriate sample for surveying as well as various techniques to reduce errors and 
biases from that sample. It starts by defining various technical terms such as target 
population, sample size and sampling. Then, the focus is shifted to the main issue of 
choosing the most appropriate sampling method to determine the sample for the 
survey. Finally, various methods to eliminate or reduce the errors and biases, present 
in the sample, are briefly discussed in order to achieve a high degree of effectiveness 
in the data to be collected. 
 
6.1. Introduction 
 
The selection of a proper sample is an obvious prerequisite to any travel survey. 
However, before determining the sample set, a transport modeller should have a clear 
understanding of the population of the study area to be targeted for the survey. This is 
known as the target population and is defined as the complete group of the 
individuals, households, vehicles, geographical areas or any other discrete units about 
which one would like to collect information (Richardson et al. 1995). The population 
to be sampled should coincide with this target population. Richardson et al. (1995) 
have defined a sample as a collection of units which is some part of the total 
population of the study area, specially selected to represent the whole population. 
Therefore, sampling can be described as the process by which inference is made to 
the whole by examining only a part (Nash et al. 2004). The total number of members 
of this sample set is known as sample size.  
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The accuracy of sample parameter estimates, however, is totally dependent on the 
sampling being performed. Therefore, it is extremely vital for a modeller to choose an 
appropriate sampling method depending on the transport infrastructure, land features 
and model specification of the study area. The next section discusses some of the 
significant sampling methods in practice, along with their benefits and limitations and 
applications. 
 
6.2. Sampling Methods 
 
This section throws light on the main subject of the chapter, i.e. methods to generate 
an apposite sample from the target population in order to conduct a survey in the 
study area. Although there is a substantial number of sampling methods available, 
some of the principal ones are discussed, and their benefits and limitations are 
characterised (see Table 6.1).  
 
6.2.1. Simple Random Sampling 
 
Simple random sampling is the simplest method of sampling and is the basis of 
all other random sampling techniques. In this method, a totally random sample 
is chosen from the target population, using a sampling frame with the units 
numbered (Richardson et al. 1995). Since the sampling is totally random, every 
member of the target population set has equal probability of being selected. 
Therefore, if the set of target population contains N number of members, and 
the sample is supposed to have n members, provided that n ε N, the probability 
to obtain all n specified units in n number of draws is given in Cochran (1977) 
as:  
 
NPn = N!
n)!(Nn! −              (6.1)
  
where, 
NPn  is the probability to select n number of members from a set of N 
members, such that n ε N. 
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This method is also known as random sampling without replacement. Further 
mathematical details of the method can be found in Kish (1995). 
 
Although this method is simple, it becomes highly impractical for larger sample 
sizes. Cullen (1994) performed various audits by census on patients of various 
age groups using simple random sampling and demonstrated that, as the sample 
size increases, it becomes highly difficult to determine the variances of the 
estimates. Later, Ampt and Ortuzar (2004) proved that the method often gives 
highly variable results from repeated applications. Therefore, this method is 
only applicable in simple sampling plans with small sample size. 
 
6.2.2. Stratified Random Sampling 
 
In stratified random sampling, the entire population is divided into distinct sub-
populations, known as strata. These strata are classified on the basis of various 
factors of relevant interest to the survey and are obtained by simple random 
sampling within each stratum. For example, for a transport survey, the strata 
can be categorized on the basis of the users of various travelling modes, i.e. the 
individuals using private cars and public transport (Steg 2003). Similarly, the 
classification can also be done on the basis of socioeconomic conditions of the 
households such as structure, age groups and income-levels (Koppelman 1989). 
 
Chang and Wen (1994) explain that if the entire population contains N units, 
then stratified random sampling can be done by dividing it into L number of 
non-overlapping strata, so that, 
 
N1 + N2 + ….. + NL = N            (6.2) 
 
where, 
N1,2, … , L are L distinct strata. 
 
Whilst stratified sampling is useful, in general, to ensure that the correct 
proportions of each stratum are obtained in the sample, it becomes highly 
significant when there are some relatively small sub-groups within the 
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population. Therefore, it enormously increases the precision of the estimates of 
attributes of the target population. However, considerable prior information 
regarding the attributes of the population should also be known before 
sampling takes place. Although, generally not a big issue for the modellers, it 
sometimes affects cost and time depending on the level of complexity of the 
model specification.  
 
6.2.3. Multi-stage Sampling 
 
Multi-stage sampling is a random sampling technique for study areas with large 
populations. It is based on the process of selecting a sample in two or more 
successive contingent stages. It proceeds by defining aggregates of the units 
that are subjects of the survey, where a list of the aggregates is easily available 
or can be readily created.  
 
Richardson et al. (1995) have explained the process of multi-stage sampling 
within Australian context by splitting it into five distinct stages which are 
shown in Figure 6.1. 
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Figure 6.1 Multi-stage Sampling Process 
 
At the end of this process, a random sample of individuals is obtained from the 
population provided that appropriate sampling procedures are used at each of 
the stages. 
 
Although multi-stage sampling may appear slightly complicated from the 
above discussion, its major advantage over simple random sampling lies in its 
convenience and economy, especially for surveys of large populations. 
Furthermore, various sampling methods can be applied at each stage of the 
process; thus, giving more viability to the transport modeller for selecting the 
most appropriate sampling method for a specific stage. 
 
Country 
(Australia) 
States 
Local 
Government 
Areas 
Census  
Collectors’ 
Districts 
Households 
Individuals 
Total  
Population 
1st – Stage 
Sample 
2nd – Stage 
Sample 
3rd – Stage 
Sample 
4th – Stage 
Sample 
5th – Stage 
Sample 
FINAL 
SAMPLE 
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The major disadvantage of multi-stage sampling is that the level of accuracy of 
the parameter estimates for a given sample size tends to be less than if a simple 
random sample had been selected. However, this reduction in accuracy is often 
traded off against the reduction in costs and efficiency in administration of the 
sampling process. Hossain et al. (2003) proved this argument by presenting 
various population models based on various sampling techniques, out of which 
the most efficient method, in terms of application and economy, was found to 
be multi-stage sampling. 
 
6.2.4. Cluster Sampling 
 
Cluster sampling is a variation of multi-stage sampling. In this method, the 
target population is first divided into clusters of sampling units, and are then 
sampled randomly. The units within the cluster are either selected in total or 
else sampled at a very high rate. Detailed explanation of the method, along with 
some useful examples, is presented in Stehman (1997). 
 
Like multi-stage sampling, cluster sampling can also be highly economical and 
administratively efficient as compared to simple random sampling, especially 
for study areas with large populations. Additionally, if the study areas are well-
defined, a transport modeller can easily manage to have a high degree of 
quality control on the conduct of the interviews. However, the main 
disadvantage, just as that of multi-stage sampling, continues to be the less 
accuracy in estimating the coefficients for any given sample size as compared 
to simple random sampling. Yamagata (1984) presented a method to estimate 
the error in cluster sampling stating that this lack of accuracy cannot be ignored 
in the case of cluster sampling. Therefore, the transport modellers generally 
prefer multi-stage sampling over cluster sampling, when dealing with complex 
sampling plans. 
 
6.2.5. Systematic Sampling 
 
Systematic sampling is perhaps the most widely known sampling method 
among transport modellers. It is a non-random sampling method that involves 
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selecting each kth member of the whole target population. The first member is 
chosen randomly and then, after every kth interval, another member is selected 
to be part of the sample. For example, if the whole population contains N 
members and the sample having size n is desired, then after selecting the first 
member randomly, the other members are selected every N/nth interval. 
However, this constraint does not need to be strictly enforced and can be 
modified by the modeller according to the level of model complexity. In the 
case where the size of the target population is very large or almost infinite, 
Stopher (2000) suggested that every twentieth member of the set should be 
selected as part of the sample. 
 
Although systematic sampling is the easiest and simplest sampling method 
known, it also possesses various limitations. First, and most importantly, the 
sample set can contain various biases because the target population set 
sometimes exhibit a periodicity with respect to the parameter being measured. 
This causes the resulting sampling set to be significantly biased towards that 
certain parameter. A detailed discussion on sample bias is presented in section 
6.3. The second limitation is the scenario in which the resulting sample set may 
not effectively represent the users of a certain travelling mode. This situation 
generally occurs in enormously populous study areas where there is assorted 
practise of travelling modes and the transport modellers unconsciously ignore 
these users, causing bias in the sample set. However, these problems can be 
avoided by taking proper care and should not stand in the way of the modellers 
adopting this simple method. 
 
6.2.6. Comparison of the Methods 
 
 In the above discussion, various standard sampling methods were presented 
and their benefits and practical limitations generally faced by the transport 
modellers, were discussed. These benefits and limitations are summarised in 
Table 6.1. 
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SAMPLING 
METHODS 
BENEFITS LIMITATIONS 
 
Infeasible for study areas 
with large populations. Simple 
Random 
Sampling 
 
Highly simple and does 
not involve complex 
computer algorithms. 
 
Inconsistent most of the 
times by giving highly 
variable results. 
 
Useful when data of 
known precision are 
wanted for certain 
subdivisions. 
 
Enormous administrative 
convenience, specially for 
transport surveys. 
Stratified 
Random 
Sampling 
 
Precise estimates of the 
characteristics of the 
whole population. 
 
Considerable prior 
information regarding the 
attributes of the 
population is needed 
before the actual 
sampling takes place. 
 
Feasible for study areas 
having large populations. 
Multi-stage 
Sampling 
 
At each stage of the 
process, different sampling 
methods can be applied 
giving more feasibility to 
the transport modeller. 
 
Level of accuracy of 
parameter estimates for a 
given sample size tends 
to be less than if a simple 
random sample had been 
collected. 
Cluster 
Sampling 
 
Highly economical and 
administratively efficient 
as compared to simple 
random sampling, 
especially for study areas 
with large populations. 
 
Less accuracy in 
estimating the 
coefficients for any given 
sample size as compared 
to simple random 
sampling. 
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If the study areas are well-
defined, a transport 
modeller can easily 
manage to have a high 
degree of quality control 
on the conduct of the 
interviews. 
 
Simplest of all other 
methods and is often easier 
to execute. 
 
The set of target 
population can exhibit a 
periodicity with respect 
to the parameter being 
measured causing bias in 
the results. 
Systematic 
Sampling 
 
 
Generally more precise 
than simple and stratified 
random sampling, since it 
is spread more evenly over 
the population. 
 
Some unique travelling 
mode users that may get 
ignored. 
 
Table 6.1 Comparison of Sampling Methods 
 
Section 6.3 deals with the sampling errors and biases along with a brief 
discussion on the remedies that can be performed, in general circumstances, in 
order to reduce or eliminate them.  
 
6.3. Sampling Error and Bias 
 
In the previous chapters, it was assumed implicitly that the data collected from the 
survey for model calibration are free from any error or bias. However, this is seldom 
the case in actual survey conditions. From the stage of data collection to that of final 
model calibration, the data are generally subject to various sorts of errors and biases 
in data and the estimates derived from them. Here, these errors and biases are 
discussed along with the methods to reduce or avoid them. 
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Sampling error arises simply because of the fact that a modeller deals with a sample 
rather than with the whole population. Thus, sampling error cannot be totally 
eliminated even if the sample is very carefully selected and the instrument well 
designed. Richardson et al. (1995) have defined sampling error as primarily a 
function of the sample size and the inherent variability of the parameter under 
consideration. However, the sampling error generally does not affect the estimated 
parameter values and merely influence the variability around these averages (Difiglio 
and Disbrow 1981).  
 
Sampling bias is a total different concept from sampling error and arises mainly 
because of the mistakes made by the modeller in choosing an appropriate sampling 
method. Having bias in the sample survey results is a more severe problem than 
sampling error itself since it directly affects the estimated values. The results can get 
highly unrealistic due to the induction of sampling bias and therefore, forecasting 
travel behaviour becomes impractical. However, sampling bias can be virtually 
eliminated, defiantly to sampling error, by careful attention to the various aspects of 
sample survey design and by adopting the most appropriate sampling method. 
 
In an attempt to improve the accuracy of sample surveys, a modeller needs to be 
aware of the likely sources of sampling bias and the possible measures to be taken in 
order to eradicate them. The most significant of these common sources and possible 
measures are mentioned in detail by Richardson et al. (1995). Some of the significant 
safeguards against the introduction of sampling bias in travel surveys are listed as 
follows: 
 
o Using the random sampling selection process and fully adopting the sample 
generated by it. 
o Designing the survey instrument in such a manner that there is no need of doing 
further sampling. 
o Performing random call-backs on some respondents in order to check the validity 
of the travel data obtained by surveying them. 
o Performing cross-checks with other secondary sources of data to check on the 
representativeness of the respondents. 
o Making every possible effort to increase the response rates. 
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o Having significant information regarding the travel characteristics of the entire 
sample. 
 
Sampling bias generally varies with the type of survey method being used by the 
modeller and the parameters which the survey seeks to estimate. Therefore, 
performing a temporary survey before the actual survey with a small but significant 
sample in order to determine sampling bias is highly recommended. This survey is 
commonly known as pilot survey. 
 
6.4. Summary 
 
This chapter presented a comprehensive overview of various sampling methods being 
used by the transport modellers in order to generate an appropriate sample from the 
target population. The benefits and limitations of these methods were later 
categorised and compared so that the reader can develop a basic understanding of the 
practical applications of these methods. Finally, a brief overview about sampling 
errors and biases was presented along with various suggestions to remove bias from 
the sample. The next chapter focuses on the design of survey instrument to be used 
for conducting survey in the study area. 
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7. Instrument Design for SP Survey 
 
In any study, it is important that there should be a match 
between the types of questions being asked, the types of data 
being collected, and the methods for collecting those data. 
(Demaline and Quinn 1979) 
 
Model specification acquaints a modeller with the understanding of the travel 
behaviour of the residents of the study area while data sampling assists in acquiring 
an apposite sample for surveying. Therefore, the next major step for a transport 
modeller is to conduct a travel survey on that sample and gather their specific travel 
related data. This data is further used in calibrating the travel mode choice model for 
the study area (see section 4.2). 
 
This chapter basically focuses on the designing of an SP survey instrument (see 
section 5.4) that can fetch all the vital travel information of the residents of the study 
area. The main reason for focussing on SP survey designing is the fact that they most 
effectively reflect the behaviour of the travellers under various transport policies 
(Norheim 2001) and are established as a standard demand analysis tool (Bates 1994). 
This chapter starts off by discussing various physical forms of SP survey instruments 
previously and currently used by the survey designers. The two current forms, namely 
the computer assisted and paper-and-pencil interviewing, is discussed in detail along 
with a brief discussion on various other forms. Then, the chapter examines another 
focal issue of designing an SP survey instrument by touching briefly on all the vital 
issues such as the overall organising of the instrument, questions to be asked and the 
formats to be followed. Finally, a brief discussion of conducting a pilot survey is 
presented that finalises all the steps to be taken by the modeller before conducting the 
actual survey and calibrating the mode choice model. 
 
7.1. Physical Forms of SP Survey  
 
An often overlooked aspect of the survey instruments is the physical nature of the 
form on which the data is to be recorded. It, however, plays a significant role in 
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leading to more efficient job performance by the respondents and the interviewers. In 
addition, a professionally designed and user-friendly survey interface generally leads 
to higher response rates (Korimilli et al. 1998), specially for self-completion surveys. 
 
Richardson et al. (1995) have suggested various measures for survey instrument 
interface designing to be taken by the survey designers in order to increase the 
response rates. Some of the important measures are documented as follows: 
 
o The overall layout should be clear, concise and should generally lead respondents 
to the next question. 
o The form should require minimum amount of writing by the respondent. 
o The interviewers should be trained to give an introduction which explains the 
purpose and background of the survey. 
o Different type faces or fonts should be used for different elements of the survey 
instrument to facilitate easier administration of the survey by the interviewer 
 
The survey instruments can be designed by various physical forms depending on the 
nature of the travel data being collected. Currently, the two common forms in practise 
are computer assisted and paper-and-pencil survey designing. Other forms such as 
mail-back and telephone surveys have become dormant since the current ones 
effectively reduce the survey non-response rates (Murakami et al. 2003) and reflect 
more genuine travel behaviour (Wermuth et al. 2003). However, the paper-and-pencil 
interviewing is also gradually becoming extinct because of the flexibilities and 
easiness computer assisted interviewing provides to the interviewers and the 
respondents. A brief description on these physical forms of survey instruments is 
presented in the next sections. 
 
7.1.1. Computer Assisted Survey Information Collection (CASIC) 
 
The movement to computer based survey methods is not an 
option. It seems as inexorable as the transition to computers 
in most other organised human activities in modern society. 
       (Couper and Nichols 1998) 
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Since computer technologies are available and accessible almost every where in 
the world today, computer assisted data collection methods are quickly 
replacing the old paper-and-pen methods of survey data collection in most of 
the industrial countries of the world. Computer Assisted Survey Information 
Collection (CASIC) refers to the class of the survey instruments that use 
computer technologies for survey designing, data collection, data capture, and 
data preparation and other activities that support these tasks. A variety of 
CASIC technologies have already had a significant effect on the survey 
industry, and the trend is likely to accelerate in the future. 
 
Computer assisted transport surveying came into practise in the early 1980s 
when the transport modellers realised that the designing and conducting of the 
then survey methods were expensive. Additionally, these methods demanded a 
lot of time, from both the respondents and the researchers, who fill the survey 
and process the data, respectively. Therefore, computer assisted surveying 
began getting popular among the transport modellers and the survey designers. 
Additionally, the use of computers in data collection can considerably reduce 
the amount of work and provide automatic data coding techniques that improve 
the data quality and thus, estimate the model with a higher level of accuracy. 
Various substantial examples in the favour of CASIC over the latent survey 
methods are presented by Deleeuw et al. (1995), Couper (2000) and Knapp and 
Kirk (2003).  
 
Bradley (1988) has listed the following major advantages that computer 
assisted interviewing has over other methods, 
 
 
o An interesting and flexible presentation format; 
o A format that is consistent across the interviewers and the respondents; 
o Automatic question branching and prompting; 
o Automatic data coding and storage; and 
o The ability to incorporate checks to avoid inconsistent or wrongly entered 
answers. 
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Commonly, CASIC is divided into two main classes namely CAPI and CATI. 
This division is done on the basis of the platforms that these classes use for data 
coding and data collection. A brief discussion on the structure and functionality 
of these classes are presented here. 
 
Computer Assisted Personal Interviewing (CAPI) 
Computer Assisted Personal Interviewing (CAPI) is a computer assisted 
data collection method used for surveying and collecting data in person. It 
is usually conducted at the home or business of the respondent using a 
portable personal computer such as a notebook (Australian Bureau of 
Statistics 2004). CAPI can also include Computer Assisted Self-Interview 
(CASI) session where the interviewer hands over the computer to the 
respondent for a short period, but remains available for any instructions or 
assistance for the respondent. 
 
The main advantage of CAPI over other latent survey methods is that it 
facilitates the job of the respondent because of the presence of the user 
friendly computer interface. Secondly, it allows the interviewers to 
conduct face-to-face interview using the computer. After finishing the 
interviews, the data is generally sent to a central computer, where all the 
survey databases are managed. A block diagram explaining the data 
collection process for CAPI surveys is shown in Figure 7.1. 
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Figure 7.1  CAPI Data Collection Process 
 
The role of the interviewer is a major factor in making CAPI interview a 
success. Wojcik and Hunt (1998) suggested various training techniques in 
detail to be implemented for the CAPI interviewers; some of them being 
maintaining the focus on the administration of the survey instrument, 
developing the instruments on latest available technologies and developing 
objective measures for assessing the success of the interviewers in 
achieving the survey objectives. Sperry et al. (1998) stressed the 
importance of sound communication and harmony between the 
interviewers and the respondents for achieving high response rates. 
 
As the technology advances to provide lighter computers with longer 
battery life and user friendly softwares, CAPI will be used more often 
especially for quick turnaround surveys. 
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Computer Assisted Telephone Interviewing (CATI) 
Computer Assisted Telephone Interviewing (CATI) is an interactive front-
end computer system that aids the interviewers to ask questions over the 
telephone (Australian Bureau of Statistics 2004). The answers are 
generally keyed into the computer system immediately and sent to a 
central computer, where all the survey databases are managed. The overall 
data collection process of CATI is quite similar to that of CAPI (shown in 
Figure 7.1) with the only major difference being the interview of the 
respondents on the telephone rather than in person as that in CAPI. 
However, the process management system of CATI is totally different and 
is based on network of the main telephone server connected to various 
telephones for surveying on one end and to the main database server on 
the other end as shown in Figure 7.2. 
 
  
Figure 7.2  CATI Process Management System 
(Taken from Australian Bureau of Statistics (2004) ) 
 
CATI allows the interviewers to perform multiple tasks of interviewing, 
data entry and simple coding simultaneously. The interviewers key the 
information directly into the computer system. As a result, data entry as a 
separate process is no longer necessary as that in CAPI. Most of the 
questions are in multiple-choice format, so that the CATI interviewers 
need only to point and click on the right answers. The answers are then 
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translated directly into a code by the CATI system and updated in the 
database 
 
Tarnai et al. (1998) have identified following five major organisational 
issues of CATI, 
 
o Hardware and software management; 
o Human resource management (Martin and Manners 1995); 
o Survey instrument designing and testing team management; 
o Survey administration management (Klehn 1993); and 
o Survey data management; 
 
Bennett and Steel (2000) and Wilson et al. (2001) have described various 
computerized survey management systems that can be used for collecting 
data as well as for providing information concerning vital operational and 
quality aspects of the survey. 
 
7.1.2. Paper-and-Pencil Interviewing (PAPI) 
 
Paper-and-Pencil Interviewing (PAPI) is an orthodox, but still prevailing, 
manual method for data collection done with the help of the interviewers 
involved in face-to-face interviews with the respondents. PAPI can also have a 
self-interviewing part, that is generally filled by the respondents with the help 
of the interviewers.  
 
Contrarily to CAPI, this method involves manual data coding and recording by 
the designers and interviewers respectively. Therefore, the probability of 
having errors and biases in the survey instrument design is higher than that of 
CAPI (Kalfs 1995, Wermuth et al. 2003). Further, examination and comparison 
of various aspects of PAPI and CATI by Bonnel and Nir (1998) suggested that 
the former is a very expensive method in terms of survey instrument designing, 
data coding and data recording. Due to these and many other reasons, PAPI are 
becoming extinct, particularly in the developed countries. 
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7.1.3. Other Forms 
 
Apart from computer assisted and paper-and-pencil interviewing, there also 
exist various other survey methods for data collection. However, these methods 
have already become inexistent due to the fact that the current two methods 
provide higher flexibility for the instrument designers in terms of coding and 
designing and to the interviewers and respondents in terms of data recording. 
Some of these methods are briefly described here. 
 
Postal Survey 
A postal survey, by definition, is another method of self-administered 
interviewing. Generally, it involves mailing a questionnaire to the 
respondent’s home by post so that he or she can complete it and mail it 
back to the person running the survey. Therefore, no interviewer, in 
specific, needs to be present.  
 
Although the absence of the interviewer causes the survey to be less 
expensive in terms of cost and time overall as compared to the current 
survey methods, it does raises the issue of no interviewer helping the 
respondent in answering the questions (Jenkinson and Richards 2004). An 
excellent detailed comparison of different aspects of postal, face-to-face 
and telephone interviewing such as survey implementation cost, data 
sampling, quality control and flexibility along with examples can be found 
in Bonnel (2001). 
 
Internet Survey 
 
An internet survey is comparatively a new self-interviewing method for 
data collection in which the respondent generally fills the questionnaire 
over internet. The identity of the respondent filling the questionnaire is 
generally unknown (Lazar and Preece 1999) and thus, the validity of the 
data provided by the respondent is usually hard to determine. 
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Timmermans et al. (2003) and Adler et al. (2002) presented results from 
an internet based travel survey concluding that though this methods offers 
potential in administering relatively complex tasks such as stated 
preference experiments, they can be highly unreliable. Thus, the model 
calibrated cannot be totally validated to produce accurate results. 
Secondly, the sampling frame for internet surveys is often not available as 
it cannot be known that the respondents may behave totally differently to 
the population of interest (Bricka and Zmud 2003). Due to these reasons, 
computer assisted surveying continues to be the dominate way of data 
collection among the survey instrument designers. 
 
7.2. SP Survey Design 
 
Development of a travel survey instrument has always been a challenging task for the 
designers since the travel data needed to be collected by the instrument entirely 
depend on the study area and the behaviour of its residents. This section basically 
throws light on the various aspects of designing an SP survey instrument.  
 
7.2.1. Length of the Questionnaire  
 
An important aspect of a questionnaire that is often ignored by the designers is 
the length of the survey instrument, i.e. the quantity of the data being collected. 
It is an essential attribute of the instrument since the validity and accuracy of 
the data collected on travel behaviour plays an integral role in determining the 
success of the survey.  
 
If the survey instrument is loaded with excess amount of questions, the 
possibility of getting poor response rates is extremely high. On the other hand, 
designing an instrument with a scarce number of questions raises the issue of 
instrument bias and errors (Hopwood 2004). Oppenheim (1992) has suggested 
that the questionnaire should contain minimal number of questions in such a 
manner that all the relevant and important information can be collected to the 
fullest with minimal effort for the respondents.  
 
 69
7.2.2. Question Types  
 
In designing a survey instrument, there are various types of questions that can 
be included in the questionnaire by the designers. Richardson et al. (1995) have 
classified these types into following three main categories, 
 
Classification Questions 
Classification questions are the queries specifically related to the 
respondents. These questions are generally asked in order to obtain a basic 
description or classification of the respondent such as the respondents’ 
age, sex, marital status, household structure, income etc. 
 
The data obtained from the classification questions play a very significant 
role when the dataset is likely to be used for identifying sub-populations 
within the original dataset (Ortuzar 1996a). 
 
Factual Questions 
Factual questions are generally part of self-completion questionnaires as 
they deal with the experiences and knowledge of the respondents. These 
questions ask the respondents to provide various travelling facts and 
experiences under different conditions. However, Rastogi and Rao (2003) 
have pointed out the fact that when the respondents are required to recall 
their past trips, they forget most of the part, thus revealing information 
unsuitable for model calibration. 
 
Opinion and Attitude Questions 
In contrast to factual questions, opinion and attitude questions generally 
seek to acquire the opinions and attitudes of the respondents rather than 
their knowledge. Therefore, they are more sensitive to the question 
wording used in the survey instrument. 
 
They generally seek to determine whether a respondent agrees or disagrees 
with a given opinion statement and to form an assessment of the 
respondent’s overall attitude towards a specific subject. The techniques of 
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attitude measurement are highly developed and covered in detail by 
Tischer (1981). 
 
7.2.3. Question Format 
 
The format of a question describes the way in which the questions are generally 
asked, and more importantly, the way in which the answers are recorded. This 
section describes the three basic categories of question format generally used 
by the survey designers. 
   
Open Questions 
Open questions are generally asked in face-to-face interviews and are 
answered by the respondents in their own words. These answers are 
recorded and later coded in such a manner as to extract maximum 
information in order to calibrate the model. 
 
Field-coded Questions 
Field-coded questions ask the respondents in such a manner that the 
answers can be classified into one of the several pre-determined 
categories. Therefore, the answers from the respondents can be recorded 
and simultaneously coded (Ampt and Waters 1993), contrarily to the open 
questions since the answers from the respondents directly fall into the 
categories the instrument is seeking. The designing of these types of 
questions, however, has to be done with due care since the possibility of 
having errors in these question is highest among all other formats. 
 
Closed Questions 
Closed questions are those queries that present the respondent with finite 
number of options for answering. Therefore, the respondents have to fit 
themselves into the most appropriate category in response to the question.  
 
Richardson et al. (1995) listed following features of closed questions that 
deserve specific mention: 
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o They are most useful for factual questions; 
o The use of pre-selected categories is valuable in defining the meaning 
and scope of the questions for the respondents; and 
o The options presented to the respondents should not be exhaustive and 
ambiguous. 
 
7.2.4. Relevance of the Questions 
 
The next major step in designing a survey instrument is the inclusion of only 
major relevant questions that are of vital essence for model calibration. In 
dealing with human population, Richardson et al. (2003) suggest that the 
information should not only be relevant to the study purposes but should 
appear to be relevant to the respondent as well. Therefore, the respondent 
remains interested in attempting the survey and this helps in increasing the 
response rate overall.  
 
On contrary, if the questions are no perceived to be relevant, a number of 
adverse effects are possible since most of the respondents will be annoyed to 
answer irrelevant questions. Additionally, the questions should also be 
reasonable and make some sense for the respondent so that mostly valid and 
accurate information can be recorded.  
 
7.2.5. Question Wording 
 
It is a common fact that one can only answer a question to the fullest unless he 
or she understands it properly. Therefore, for achieving high response rates 
from the survey, it is essential that the designers should include the relevant and 
reasonable questions in the instrument in the most simple wording. While there 
are numerous studies on the problems of specific wording, Oppenheim (1992) 
has suggested following points that form essential features of question wording: 
 
o Use simple vocabulary; 
o Use words appropriate to the audience; 
o Adopt appropriate length of the questions; 
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o Clarify the context of the questions, when required; 
o Avoid ambiguous questions; 
o Avoid loaded questions; and 
o Maintain a flow in the questions. 
 
7.3. Use of Pilot Survey 
 
A pilot survey is a complete run through of the actual survey, done over a small set of 
population in order to determine the level of credibility of the instrument, data coding 
and data recording (Stopher and Jones 2003). Further, analysis of the results is also 
done along with the calibration of the model so that the data validity could also be 
properly known. The actual aim of conducting this whole exercise is to identify the 
potential flaws in the survey instrument design and data recording, observe the 
response of the respondents and determine the discrete discrepancies in the survey 
administration before the interviewers begin conducting the actual survey. 
 
Although, pilot testing forms one of the most important components of the survey 
procedure, it is also one of the most neglected because of the lack of time and money 
on the side of the survey administration. However, Ampt (1993) has fully supported 
the use of pilot surveys and has even gone so far to say that pilot testing should be 
even done on those survey techniques and questionnaires that have been used 
successfully in similar circumstances on anyone other than the target population. Pratt 
(2003) later added that this testing should not be confined to the designer’s work 
associates but should substantially include people from the same population that are 
to be surveyed in the main survey. 
 
Richardson et al. (1995) have described various uses of conducting a pilot survey in 
detail. Some of them are listed here as follows: 
 
 
o Determine the adequacy of the sampling frame; 
o Observe the variability of the parameters within the survey population; 
o Examine the causes of the non-response rates; 
o Scrutinize the method used for data collection; 
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o Check the question wording and layout of the questionnaire; 
o Study the procedures of data entry, editing and analysis; and 
o Swot the cost of the survey. 
 
The size of the pilot survey is a trade-off between cost and efficiency. It cannot be as 
extensive as the main survey but nevertheless it should be large enough to yield 
significant results. Richardson et al. (1995) further pointed out a rule of thumb for the 
survey cost that the survey administration should allocate at most ten percent of the 
actual survey budget for the pilot survey.  
 
7.4. Summary 
 
This chapter threw light on various aspects of instrument designing currently used by 
the SP survey designers all over the world. It started by presenting a comprehensive 
overview on different physical forms of the survey instruments that are generally 
being implemented in order to achieve higher response rates, better data recording 
and more accurate results for the model. Then, the focal issue of designing an SP 
survey considering all its essential aspects was reviewed. Finally, a brief overview of 
conducting a pilot survey was presented and its uses listed. 
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Conclusion 
 
This report presents the literature review undertaken with the aim of developing and 
calibrating a travel mode choice model for Redland Shire using stated preference (SP) 
surveys. The literature reviewed in the report, therefore, encircles around the two 
main modules namely travel mode choice modelling and SP survey implementation. 
 
In the first module, the literature suggests that the current transport modelling trend is 
directed at the use of disaggregate nested logit models because of their capability to 
model the access mode choice behaviour with a higher level of accuracy. Therefore, 
particular emphasis in the report is laid on the theoretical framework, calibration and 
use of these models. 
 
The second module encases the literature reviewed on the development of stated 
preference surveys for the residents of Redland Shire. It starts off by throwing light 
on the use of model specification in designing an SP survey and its importance in 
calibrating a model. Then, various sampling techniques are presented in order to 
acquire an appropriate sample from the target population for surveying purposes. 
Finally, the focal issue of designing an SP survey instrument, along with its various 
physical forms, is discussed. Therefore, the second module covers all the necessary 
points to be considered before conducting the actual survey to be used for estimating 
the model, as described in the first module.  
 
Thus, this literature review concludes all the major steps to be taken by a transport 
modeller before conducting an actual survey and estimating the model with the help 
of the collected data. 
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Future Research 
 
The main future goals are to conduct an SP survey in Redland Shire and estimate the 
model according to the collected data. Nonetheless, before performing these major 
tasks, some minor issues need to be dealt. First of all, the instrument is to be designed 
using an SP survey designing package and a small pilot survey to be conducted so 
that the credibility of the survey instrument can be scrutinized.  
 
Further, after conducting the survey, data need to be recorded on the latest 
technological patterns and analysis need to be done for removing errors and bias. The 
model will be calibrated (using a mode choice model calibration software) and tested 
for validity. The final step is the preparation of a complete thesis report explaining all 
the modular tasks of the research in detail along with the results. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 76
References 
 
1) Abdel-Aty, M. and Abdel Wahab, H. (2001). Calibration of Nested-Logit 
Mode-Choice Models for Florida. Final PhD Thesis, Dept. of Civil & 
Environmental Engineering, University of Central Florida, U.S.A., pp  
 
2) Abdelwahab, W. M., Innes, J. D. and Stephens, A. M. (1992). Development of 
Disaggregate Mode Choice Models of Intercity Travel in Canada. Canadian 
Journal of Civil Engineering, 19 (6), pp 965-975. 
 
3) Abraham, J. E. and Hunt, J. D. (1998). Specification and Estimation of Nested 
Logit Model of Home, Workplaces, and Commuter Mode Choices by 
Multiple Worker Households. Transportation Research Record, (1606), pp 
17-24. 
 
4) Abrahamsson, T. (1996). Network Equilibrium Approaches to Urban 
Transportation Markets - Combined Models and Efficient Matrix Estimation. 
PhD Thesis, The Royal Institute of Technology, Stockholm, Sweden. 
 
5) Abrahamsson, T. (1998). Estimation of Origin-Destination Matrices Using 
Traffic Counts: An Application to Stockholm, Sweden, pp of Travel 
Behaviour Research: Updating the State of Play, edited by Ortuzar, J. d. D., 
Hensher, D. A. and Jara-Diaz, S. Oxford, U.K. 
 
6) Abu-Eisheh, S. A. (2001). Modeling Automobile Demand and Driver 
Population in Palestinian Territories - Simultaneous-Equation Estimation 
Method. Transportation Research Record, (1752), pp 108-116. 
 
7) Abu-Eisheh, S. A. (2002). Forecasting Automobile Demand for Economies in 
Transition: A Dynamic Simultaneous-Equation System Approach. 
Transportation Planning and Technology, 25 (4), pp 311-331. 
 
8) Adler, T., Rimmer, L. and Carpenter, D. (2002). Use of Internet-Based 
Household Travel Diary Survey Instrument. Transportation Research Record, 
(1804), pp 134-143. 
 
9) Amemiya, T. (1994). Qualitative Response Models: A Survey, pp 147-200 of 
Economics of Transport, edited by Mohring, H. England. 
 
10) Ampt, E. (1993). The Victorian Activities and Travel Survey (Vats) - Pilot 
Survey Objectives. Transport Research Centre, Melbourne, Australia: Vital 
Working Paper, VWP 93/2. 
 
11) Ampt, E. and Ortuzar, J. d. D. (2004). On Best Practice in Continuous Large-
Scale Mobility Surveys. Transport Reviews, 24 (3), pp 337-363. 
 
12) Ampt, E. and Waters, F. (1993). Melton-Bacchus Marsh Public Transport 
Study. Melbourne, Australia: Transport Research Centre Working Paper, TWP 
93/1. 
 77
 
13) Ampt, E. S. and West, L. (1983). The Role of the Pilot Survey in Travel 
Studies. Paper presented at the 2nd International Conference on New Survey 
Methods in Transport, Hungerford Hill, Australia. 
 
14) Australian Bureau of Statistics (2004). Guidelines on the Application of New 
Technology to Population Data Collection and Capture. Canberra, Australia:  
 
15) Bali, T. G. (2003). The Generalized Extreme Value Distribution. Economics 
Letters, 79 (3), pp 423-427. 
 
16) Bar-Gera, H. and Boyce, D. (2003). Origin-Based Algorithms for Combined 
Travel Forecasting Models. Transportation Research Part B: Methodological, 
37 (5), pp 403-499. 
 
17) Bates, J. (1994). Reflections on Stated Preference: Theory and Practise. Paper 
presented at the 7th International Conference on Travel Behaviour, Santiago, 
Chile. 
 
18) Ben-Akiva, M. (1974). Structure of Passenger Travel Demand Models. 
Transportation Research Record, (526), pp 26-42. 
 
19) Ben-Akiva, M. and Lerman, S. R. (1985). Discrete Choice Analysis: Theory 
and Application to Travel Demand. Massachusetts, U.S.A., The MIT Press. 
 
20) Ben-Akiva, M. and Richards, M. G. (1976). Disaggregate Multimodal Model 
for Work Trips in the Netherlands. Transportation Research Record, (569), pp 
107-123. 
 
21) Bennett, D. J. and Steel, D. (2000). An Evaluation of a Large-Scale C.A.T.I. 
Household Survey Using Random Digit Dialling. Australian & New Zealand 
Journal of Statistics, 42 (3), pp 255-270. 
 
22) Bhat, C. R. (2001). Quasi-Random Maximum Simulated Likelihood 
Estimation of the Mixed Multinomial Logit Model. Transportation Research: 
Part B, 35, pp 677-693. 
 
23) Bierlaire, M., Gianluca, A. and Mats, W. (2003). Behavioral Dynamics of 
Pedestrians. Paper presented at the 10th International Conference on Travel 
Behaviour Research, Lucerne, Switzerland, pp  
 
24) Bobit Publishing Company (2004). 1904-2004: Events That Shaped Public 
Transportation. Torrance, USA: Metro, Vol: 100, No. 6. 
 
25) Bonnel, P. (2001). Postal, Telephone and Face-to-Face Surveys: How 
Comparable Are They? Conference Proceedings of International Conference 
on Transport Survey Quality and Innovation, South Africa, pp  
 
26) Bonnel, P. and Nir, M. L. (1998). Quality of Survey Data: Telephone Versus 
Face-to-Face Interviews. Transportation, 25 (2), pp 147-167. 
 78
 
27) Borooah, V. K. (2002). Logit and Probit : Ordered and Multinomial Models. 
California, U.S.A., Sage Publications. 
 
28) Bradley, M. A. (1988). Realism and Adaption in Designing Hypothetical 
Travel Choice Concepts. Report for Hague Consulting Group, pp 121-140. 
 
29) Bricka, S. and Zmud, J. (2003). Impact of Internet Retrieval for Reducing 
Nonresponse in a Household Travel Survey. Paper presented at the Annual 
Meeting of the Transportation Research Board, Washington DC, USA. 
 
30) Bureau of Transportation Statistics (2001). Highlights of the 2001 National 
Household Travel Survey. Washington DC, USA:  
 
31) Chang, H. J. and Wen, B. S. (1994). The Distribution of an Actual Sample-
Size Increment in Stratified Random Sampling. Communications in Statistics - 
Theory and Methods, 23 (6), pp 1735-1742. 
 
32) Chatterjee, A. and Sinha, K. C. (1975). Mode Choice for Small Urban Areas. 
Transportation Engineering Journal, 101 (2), pp 265-278. 
 
33) Chodhoury, A. R. (1971). Park-and-Ride as a Modal Choice for the Journey to 
Work. Traffic Engineering and Control, 13 (6), pp 252-255. 
 
34) Clark, D. E. (1997). Estimating Future Bicycle and Pedestrian Trips from a 
Travel Demand Forecasting Model. Report, pp  
 
35) Clifton, K. J. (2003). Examining Travel Choices of Low-Income Populations: 
Issues, Methods, and New Approaches. Paper presented at the 10th 
International Conference on Travel Behaviour Research, Lucerne, 
Switzerland, pp  
 
36) Cochran, W. G. (1977). Sampling Techniques (3rd Edition). NewYork, 
U.S.A., John Wiley & Sons. 
 
37) Couper, M. P. (2000). Usability Evaluation of Computer-Assisted Survey 
Instruments. Social Science Computer Review, 18 (4), pp 384-396. 
 
38) Couper, M. P. and Nichols, W. L. (1998). The History and Development of 
Computer Assisted Survey Information Collection Methods, pp 1-22 of 
Computer Assisted Survey Information Collection, edited by Couper, M. P., 
Baker, R. P., Bethlehem, J., Clark, C. Z. F., Martin, J., Nichols, W. L. and 
O'Reilly, J. M. New York, USA. 
 
39) Cullen, R. (1994). Sample Survey Methods as a Quality Assurance Tool in a 
General-Practice Immunization Audit. New Zealand Medical Journal, 107 
(976), pp 152-153. 
 
40) Daganzo, C. F. (1979). Multinomial Probit: The Theory and Its Application to 
Demand Forecasting. New York, U.S.A., Academic Press. 
 79
 
41) Daganzo, C. F. (1980). Optimal Sampling Strategies for Statistical Models 
with Discrete Dependent Variables. Transportation Science, 14 (4), pp 324-
345. 
 
42) Daly, A. (1987). Estimating "Tree" Logit Models. Transportation Research 
Part B: Methodological, 21 (4), pp 251-267. 
 
43) Daly, A. (2001). Alternative Tree Logit Models: Comments on a Paper of 
Koppelman and Wen. Transportation Research Part B: Methodological, 35 
(8), pp 725-729. 
 
44) Daly, A. and Zachary, S. (1978). Improved Multiple Choice Models, pp 335-
357 of Determinants of Travel Choice, edited by Hensher, D. A. and Dalvi, Q. 
Farnborough, England. 
 
45) Dehghani, Y. (1980). Prediction, Models and Data: An Analysis of 
Disaggregate Choice Models. PhD Thesis, University of New York at Buffalo, 
U.S.A. 
 
46) Deleeuw, E. D., Hox, J. J. and Snijkers, G. (1995). The Effect of Computer-
Assisted Interviewing on Data Quality - a Review. Journal of the Market 
Research Society, 37 (4), pp 325-344. 
 
47) Demaline, R. E. and Quinn, D. W. (1979). Hints for Planning and Conducting 
a Survey and a Bibliography of Survey Methods. Kalamazoo, USA, Western 
Michigan University. 
 
48) Demetsky, M. J. and Korf, J. L. (1979). Modeling Park 'N Ride and Kiss 'N 
Ride as Submodal Choices. Transportation, 8 (4), pp 409-426. 
 
49) Dietrich, F. H. and Kearns, T. J. (1989). Basic Statistics: An Inferential 
Approach (3rd Edition). San Fransisco, U.S.A., Dellen Publishers. 
 
50) Difiglio, C. and Disbrow, J. A. (1981). Impact of Travel Survey Sampling 
Error on Travel Demand Forecasting. Transportation Research Record, (815), 
pp 31-41. 
 
51) Domencich, T. A. and McFadden, D. (1975). Urban Travel Demand : A 
Behavioral Analysis. Amsterdam, Elsevier Science Ltd. 
 
52) Douglas, J. V. (1976). Park-and-Ride Modelling. Traffic Engineering and 
Control, 17 (2), pp 74-75. 
 
53) Dow, J. K. and Endersby, J. W. (2004). Multinomial Probit and Multinomial 
Logit: A Comparison of Choice Models for Voting Research. Electoral 
Studies, 23, pp  
 
54) Fontaine, M. D. (2003). Factors Affecting Traveller Mode Choice: A Synthesis 
of the Literature. Virginia, U.S.A.: Virginia Transportation Research Council. 
 80
 
55) Freedman, J., Davidson, W. A., Schlappi, M. and Hunt, J. D. (1999). 
Comparing Stratified Cross-Classification and Logit-Based Trip Attraction 
Models. Paper presented at the 7th TRB Conference on the Application of 
Transportation Planning Methods, Boston, U.S.A. 
 
56) Fujii, S. and Garling, T. (2003). Application of Attitude Theory for Improved 
Predictive Accuracy of Stated Preference Methods in Travel Demand 
Analysis. Transportation Research Part A: Policy and Practice, 37 (4), pp 
389-402. 
 
57) Gatens, D. M. (1974). Locating and Operating Bus Rapid Transit Park-and-
Ride Lots. Transportation Research Record, (505), pp 21-30. 
 
58) Ghareib, A. H. (1996). Estimation of Logit and Probit Models in a Mode 
Choice Situation. Journal of Transportation Engineering, 122 (4), pp 282-
290. 
 
59) Grava, S. (2003). Urban Transportation Systems : Choices for Communities. 
New York, U.S.A., McGraw-Hill. 
 
60) Haavelmo, T. (1943). The Statistical Implications of a System of 
Simultaneous Equations. Econometrica, 11, pp 1-12. 
 
61) Hague Consulting Group (1992). Alogit Users' Guide - Version 3.2. The 
Hague, Netherlands:  
 
62) Hartley, T. M. and Ortuzar, J. d. D. (1980). Aggregate Modal Split Models: Is 
Current U.K. Practise Warranted? Traffic Engineering and Control, 23 (1), pp 
7-13. 
 
63) Hashemolhosseini, H., Dalayeli, H. and Farzin, M. (2002). Correction of 
Hydrostatic Pressure Obtained by the Finite Element Flow Formulation Using 
Moving Least Squares Method. Journal of Materials Processing Technology, 
125, pp 588-593. 
 
64) Hensher, D. A. (1994). Stated Preference Analysis of Travel Choices: The 
State of Practise. Transportation, 21, pp 107-133. 
 
65) Hensher, D. A. (1999). A Comparison of Elasticities Derived from 
Multinomial Logit, Nested Logit and Heterocedastic Extreme Value SP/Rp 
Discrete Choice Models. Conference Proceedings of the 8th World 
Conference on Transport Research Society, pp 1-13. 
 
66) Hensher, D. A. and Button, K. J. (2000). Introduction, pp 1-10 of Handbook 
of Transport Modelling, edited by Hensher, D. A. and Button, K. J. Oxford, 
U.K. 
 
 81
67) Hensher, D. A. and Greene, W. H. (2002). Specification and Estimation of the 
Nested Logit Model: Alternative Normalisations. Transportation Research 
Part B: Methodological, 36 (1), pp 1-17. 
 
68) Hensher, D. A. and Johnson, L. W. (1981). Applied Discrete-Choice 
Modelling. New York, U.S.A., John Wiley & Sons, Inc. 
 
69) Hoogendoorn, S. P. (2003). Pedestrian Travel Behavior Modeling. Conference 
Proceedings of 10th International Conference on Travel Behaviour Research, 
pp  
 
70) Hoogendoorn, S. P. and Bovy, P. H. L. (2004). Pedestrian Route-Choice and 
Activity Scheduling Theory and Models. Transportation Research: Part B, 38 
(1), pp 169-190. 
 
71) Hopwood, N. (2004). Research Design and Methods of Data Collection and 
Analysis: Researching Students' Conceptions in a Multiple-Method Case 
Study. Journal of Geography in Higher Education, 28 (2), pp 347-353. 
 
72) Horn, M. E. T. (2003). An Extended Model and Procedural Framework for 
Planning Multi-Modal Passenger Journeys. Transportation Research Part B: 
Methodological, 37 (7), pp 595-679. 
 
73) Horowitz, J. L. (1991). Reconsidering the Multinomial Probit Model. 
Transportation Research Part B: Methodological, 25 (6), pp 433-438. 
 
74) Hossain, M. I., Hossain, M. Z., Ahmed, M. S. and Ali, M. A. (2003). A Class 
of Predictive Estimators in Multi-Stage Sampling Using Auxiliary 
Information. International Journal of Information and Management Sciences, 
14 (1), pp 79-86. 
 
75) Jakobsson, C., Fujii, S. and Garling, T. (2000). Determinants of Private Car 
Users' Acceptance of Road Pricing. Transport Policy, 7 (2), pp 153-158. 
 
76) Jenkinson, C. and Richards, N. (2004). Mailed Questionnaires: Quality 
Matters - Reply. Journal of Public Health, 26 (2), pp 214-215. 
 
77) Kalfs, N. (1995). Effects of Different Data Collection Procedures in Time Use 
Research. Transportation Research Record, (1493), pp 110-117. 
 
78) Khan, A. (1985). Toward the Development of Innovative Models of Intercity 
Travel Demand. Transportation Quaterly, 39 (2), pp 297-316. 
 
79) Khisty, C. J. (1990). Transportation Engineering : An Introduction. New 
Jersey, Prentice Hall, Inc. 
 
80) Kilburn, R. and Klerman, J. A. (1999). Enlistment Decisions in the 1990s: 
Evidence from Individual-Level Data. Santa Monica, U.S.A.: RAND 
Corporation. 
 
 82
81) Kish, L. (1995). Survey Sampling. NewYork, U.S.A., John Wiley & Sons. 
 
82) Klehn, P. (1993). Managing a C.A.T.I. Installation on Limited Resources. 
Paper presented at Sawtooth Software's Conference for Small- and Medium- 
Sized CATI Facilities, Evanston, USA. 
 
83) Knapp, H. and Kirk, S. A. (2003). Using Pencil and Paper, Internet and 
Touch-Tone Phones for Self-Administered Surveys: Does Methodology 
Matter? Computers in Human Behaviour, 19 (1), pp 117-134. 
 
84) Koppelman, F. S. (1984). Application of Disaggregate Choice Models to 
Travel Demand Forecasting, pp 19-60 of Transportation Planning Models, 
edited by Florian, M. Amsterdam, The Netherlands. 
 
85) Koppelman, F. S. (1989). Multidimensional Model System for Intercity 
Travel Choice Behaviour. Transportation Research Record, (1241), pp 1-8. 
 
86) Koppelman, F. S. and Wen, C. (1998a). Alternate Nested Logit Models: 
Structure, Properties and Estimation. Transportation Research: Part B, 32 (5), 
pp 289-298. 
 
87) Koppelman, F. S. and Wen, C. (1998b). Nested Logit Models: Which Are 
You Using? Transportation Research Record, (1645), pp 1-7. 
 
88) Korimilli, M. S., Pendyala, R. M. and Murakami, E. (1998). Metaanalysis of 
Travel Survey Methods. Transportation Research Record, (1625), pp 72-78. 
 
89) Krygsman, S., Dijst, M. and Arentze, T. (2004). Multimodal Public Transport: 
An Analysis of Travel Time Elements and the Interconnectivity Ratio. 
Transport Policy, 11 (3), pp 265-275. 
 
90) Kumar, A. and Gur, Y. (1982). Consideration of Alternative Access, Egress, 
and Line-Haul Travel Choices within U.T.P.S. Framework. Transportation 
Research Record, (895), pp 11-17. 
 
91) Lamb, G. M. and Havers, G. E. (1970). Introduction to Transportation 
Planning: Treatment of Networks. Traffic Engineering & Control, 11 (10), pp 
486-489. 
 
92) Lane, R., Powell, T. J. and Smith, P. P. (1971). Analytical Transport Planning 
(1st Edition). London, U.K., Gerald Duckworth and Company Ltd. 
 
93) Lazar, J. and Preece, J. (1999). Designing and Implementing Web-Based 
Surveys. Journal of Computer Information Systems, 39 (4), pp 63-67. 
 
94) Lerman, S. R. and Manski, C. F. (1976). Alternative Sampling Procedures for 
Calibrating Disaggregate Choice Models. Transportation Research Record, 
(592), pp 24-28. 
 
 83
95) Liou, P. S. and Talvitie, A. P. (1974). Disaggregate Access Mode and Station 
Choice Models for Rail Trips. Transportation Research Record, (526), pp 42-
65. 
 
96) Liu, Y. and Mahmassani, H. S. (2000). Global Maximum Likelihood 
Estimation Procedure for Multinomial Probit (Mnp) Model Parameters. 
Transportation Research Part B: Methodological, 34 (5), pp 419-449. 
 
97) Louviere, J. J., Hensher, D. A. and Swait, J. D. (2000). Stated Choice Methods 
: Analysis and Applications. Cambridge, Cambridge University Press. 
 
98) Louviere, J. J. and Street, D. (2000). Stated-Preference Methods, pp 131-144 
of Handbook of Transport Modelling, edited by Hensher, D. A. and Button, K. 
J. Oxford, U.K. 
 
99) Luce, R. (1959). Individual Choice Behaviour: A Theoretical Analysis. 
NewYork, U.S.A., John Wiley & Sons. 
 
100) Martin, J. and Manners, T. (1995). Computer Assisted Personal Interviewing 
in Survey Research, pp 51-72 of Information Technology for the Social 
Scientist, edited by Lee, R. M. London, UK. 
 
101) McFadden, D. (1978). Modelling the Choice of Residential Location. 
Transportation Research Record, (672), pp 72-77. 
 
102) McFadden, D. (1986). Econometric Models of Probabilistic Choice, pp 198-
272 of Structural Analysis of Discrete Data with Econometric Applications, 
edited by Manski, C. F. and McFadden, D. Cambridge, U.S.A. 
 
103) McNally, M. G. (2000). The Four-Step Model, pp 35-52 of Handbook of 
Transport Modelling, edited by Hensher, D. A. and Button, K. J. Oxford, U.K. 
 
104) Meyburg, A. H. and Stopher, P. R. (1975). Aggregate and Disaggregate 
Travel Demand Models. Journal of Transportation Engineering, 101 (2), pp 
237-245. 
 
105) Millward, C., Coleman, A. H. and Dunford, J. E. (1974). Passenger Transport 
Interchanges on Merseyside. Traffic Engineering and Control, 15 (16/17), pp 
744-748. 
 
106) Morikawa, T. and Sasaki, K. (1998). Discrete Choice Models with Latent 
Variables Using Subjective Data, pp 435-456 of Travel Behaviour Research: 
Updating the State of Play, Ortuzar, J. d. D., Hensher, D. A. and Jara-Diaz, S. 
Oxford, U.K. 
 
107) Mukundan, S., Jeng, C. Y., Schultz, G. W. and Ryan, J. M. (1991). An 
Access-Mode and Station Choice Model for the Washington D.C. Metrorail 
System. Paper presented at 70th Annual Meeting of Transportation Research 
Board, Washington D.C., U.S.A. 
 
 84
108) Murakami, E., Morris, J. and Arce, C. (2003). Using Technology to Improve 
Transport Survey Quality, pp 499-506 of Transport Survey Quality and 
Innovation, edited by Stopher, P. R. and Jones, P. M. Oxford, U.K. 
 
109) Nash, J. K., Kupper, L. L. and Fraser, M. W. (2004). Using Multilevel 
Statistical Models in Social Work Intervention Research. Journal of Social 
Service Research, 30 (3), pp 35-54. 
 
110) Natarajan, R., McCulloch, C. E. and Kiefer, N. M. (2000). Monte Carlo E.M. 
Method for Estimating Multinomial Probit Models. Computational Statistics 
and Data Analysis, 34 (1), pp 33-50. 
 
111) Nielsen, O. A. (1994). Two New Methods for Estimating Trip Matrices from 
Traffic Counts. Paper presented at 7th International Conference on Travel 
Behaviour, Santiago, Chile. 
 
112) Norheim, B. (2001). Stated Preference Surveys - Do We Have Confident 
Tests of the Results? Paper presented at the International Conference on 
Transport Survey Quality and Innovation, South Africa. 
 
113) Norman, K. L. and Louviere, J. J. (1974). Integration of Attributes in Public 
Bus Transportation: Two Modelling Approaches. Journal of Applied 
Psychology, 59 (6), pp 753-758. 
 
114) Nuzzolo, A., Crisalli, U. and Gangemi, F. (2000). A Behavioural Choice 
Model for the Evaluation of Railway Supply and Pricing Policies. 
Transportation Research Part A: Policy and Practice, 34 (5), pp 395-404. 
 
115) Oi, K. I. Y. and Shuldiner, P. W. (1962). An Analysis of Urban Travel 
Demands. Northwestern University, Evanston, U.S.A., Transportation Center. 
 
116) Oppenheim, A. N. (1992). Questionnaire Design, Interviewing and Attitude 
Measurement. London, UK, Pinter Publishers. 
 
117) Ortuzar, J. d. D. (1980). Mixed-Mode Travel Demand Forecasting 
Techniques. Transportation Planning and Technology, 6 (2), pp 81-95. 
 
118) Ortuzar, J. d. D. (1982). Fundamentals of Discrete Multimodal Choice 
Modelling. Transport Reviews, 2 (1), pp 47-78. 
 
119) Ortuzar, J. d. D. (1996a). Modelling Route and Multimodal Choices with 
Revealed and Stated Preference Data. Transportation Planning Methods: 
Proceedings of Seminar D&E held at the PTRC European Transport Forum, 
pp 12-25. 
 
120) Ortuzar, J. d. D. (1996b). Stated Preference Data Collection: From Design to 
Implementation. Paper presented at the 2nd International Conference on 
Survey and Statistical Computing, London, U.K. 
 
 85
121) Ortuzar, J. d. D. (2001). On the Development of the Nested Logit Model. 
Transportation Research Part B: Methodological, 35 (2), pp 213-216. 
 
122) Ortuzar, J. d. D. and Iacobelli, A. (1998). Mixed Modelling of Interurban 
Trips by Coach and Train. Transportation Research Part A: Policy and 
Practice, 32 (5), pp 345-357. 
 
123) Ortuzar, J. d. D. and Willumsen, L. G. (1994). Modelling Transport (2nd 
Edition). Chichester, John Wiley & Sons Ltd. 
 
124) Parajuli, P. M. (1996). Analysis of Line Haul Transit Systems with Low Cost 
Feeder Modes. PhD Thesis, University of Calgary, Canada. 
 
125) Pas, E. I. (1978). Empirical Comparison of Zonal, Household and Personal 
Models of Home-Based Trip Generation. Traffic Engineering and Control, 19 
(2), pp 64-68. 
 
126) Patriksson, M. (1994). The Traffic Assignment Problem: Models and Methods. 
Utrecht, The Netherlands, VSP. 
 
127) Pratt, J. H. (2003). Survey Instrument Design, pp 137-150 of Transport 
Survey Quality and Innovation, edited by Stopher, P. R. and Jones, P. Oxford, 
UK. 
 
128) Queensland Government (2000). 2007 Vision - Integrated Regional Transport 
Plan for South East Queensland. Brisbane, Australia: Queensland Transport. 
 
129) Rastogi, R. and Rao, K. V. K. (2003). Travel Characteristics of Commuters 
Accessing Transit: Case Study. Journal of Transportation Engineering, 129 
(6), pp 684-694. 
 
130) Richards, M. G. and Ben-Akiva, M. E. (1975). A Disaggregate Travel 
Demand Model. Farnborough, England, Lexington Books. 
 
131) Richardson, A. J. (2003). Creative Thinking About Transportation Planning. 
Paper presented at the 82nd Annual Meeting of the Transportation Research 
Board, Washington, DC, USA. 
 
132) Richardson, A. J., Ampt, E. S. and Meyburg, A. H. (1995). Survey Methods 
for Transport Planning. Melbourne, Australia, Eucalyptus Press. 
 
133) Richardson, A. J., Seethaler, R. K. and Harbutt, P. L. (2003). Design Issues 
for before and after Surveys of Travel Behaviour Change. Paper presented at 
the 26th Australasian Transport Research Forum, Wellington. NewZealand. 
 
134) Ridout, R. and Miller, E. J. (1989). A Disaggregate Logit Model of Intercity 
Common Carrier Passenger Modal Choice. Canadian Journal of Civil 
Engineering, 16, pp 568-575. 
 
 86
135) Robbins, J. (1978). Mathematical Modelling - the Error of Our Ways. Traffic 
Engineering and Control, 19 (1), pp 32-35. 
 
136) Safwat, K. N. A. and Magnanti, T. L. (2003). A Combined Trip Generation, 
Trip Distribution, Modal Split, and Trip Assignment Model in the 
Automobile. Classics in Transport Analysis, 7, pp 336-352. 
 
137) Sargious, M. A. and Janarthanan, N. (1983). Forecasting Demand for the 
Park-and Ride Mode and Determining the Optimal Location of Stations. Can 
J Civ Eng, 10 (4), pp 695-702. 
 
138) Shen, P. (1994). Efficient Methods for Trip Generation and Distribution 
Forecasts: A Case Study. Compendium of Technical Papers, Institute of 
Transportation Engineers. 
 
139) Sobel, K. N. (1980). Travel Demand Forecasting by Using the Nested 
Multinomial Logit Model. Transportation Research Record, (775), pp 48-55. 
 
140) Southworth, F. (1977). A High Disaggregated Modal Split Model: Some 
Tests. Environment and Planning, 10 (1), pp 795-812. 
 
141) Sperry, S., Edwards, B., Dulaney, R. and Potter, D. E. B. (1998). Evaluating 
Interviewer Use of C.A.P.I. Navigation Features, pp 351-366 of Computer 
Assisted Survey Information Collection, edited by Couper, M. P., Baker, R. P., 
Bethlehem, J., Clark, C. Z. F., Martin, J., Nichols, W. L. and O'Reilly, J. M. 
New York, U.S.A. 
 
142) Steg, L. (2003). Can Public Transport Compete with the Private Car? IATSS 
Research, 27 (2), pp 27-35. 
 
143) Stehman, S. V. (1997). Estimating Standard Errors of Accuracy Assessment 
Statistics under Cluster Sampling. Remote Sensing of Environment, 60 (3), pp 
258-269. 
 
144) Stephanedes, Y. J. and Kumar, V. (1984). Comparative Evaluation of Intercity 
Demand Models, pp of Discrete Choice Models in Regional Science, Studies, 
I. o. T. UC-Berkeley, U.S.A. 
 
145) Stopher, P. R. (1983). The State of the Art in Cross-Sectional Surveys in 
Transportation. Paper presented at the 2nd International Conference on New 
Survey Methods in Transport, Hungerford Hill, Australia. 
 
146) Stopher, P. R. (2000). Survey and Sampling Strategies, pp 229-252 of 
Handbook of Transport Modelling, edited by Hensher, D. A. and Button, K. J. 
Oxford, U.K. 
 
147) Stopher, P. R. and Jones, P. (2003). Developing Standards of Transport 
Survey Quality, pp 1-38 of Transport Survey Quality and Innovation, edited 
by Stopher, P. R. and Jones, P. Oxford, U.K. 
 
 87
148) Stopher, P. R. and Meyburg, A. H. (1975). Urban Transportation Modeling 
and Planning. Lexington, USA, Lexington Books. 
 
149) Stopher, P. R. and Meyburg, A. H. (1976). Behavioral Travel-Demand 
Models - Part 1. Massachusetts, U.S.A., Lexington Books. 
 
150) Swait, J. (2001). Choice Set Generation within the Generalized Extreme 
Value Family of Discrete Choice Models. Transportation Research Part B: 
Methodological, 35 (7), pp 643-666. 
 
151) Szplett, D. and Kieck, L. T. (1995). Variations of Trip Generation and Trip 
Distance within the Urban Area. Paper presented at the 65th Annual Meeting 
of the Institute of Transportation Engineers, Denver, U.S.A. 
 
152) Talvitie, A. and Dehghani, Y. (1979). Comparison of Observed and Coded 
Network Travel Time and Cost Measurements. Transportation Research 
Record, (723), pp 46-51. 
 
153) Talvitie, A. P., Dehghani, Y. and Anderson, M. (1982). An Investigation of 
Prediction Errors in Work Trip Mode Choice Models. Transportation 
Research Part A: General, 16 (5-6), pp 395-402. 
 
154) Tarnai, J., Kennedy, J. and Scudder, D. (1998). Organisational Effects of 
C.A.T.I. In Small and Medium Survey Centers, pp 85-104 of Computer 
Assisted Survey Information Collection, edited by Couper, M. P., Baker, R. P., 
Bethlehem, J., Clark, C. Z. F., Martin, J., Nichols, W. L. and O'Reilly, J. M. 
New York, U.S.A. 
 
155) Thissen, U., Ustun, B., Melsseit, W. J. and Buydens, L. M. C. (2004). 
Multivariate Calibration with Least-Squares Support Vector Machines. 
Analytical Chemistry, 76 (11), pp 3099-3105. 
 
156) Timmermans, H., Arentze, T., Bos, I. and Molin, E. (2003). Internet-Based 
Travel Surveys: Potentials and Pitfalls. Post-Conference Workshop on 
Transport Survey Methods, Baptist University, HongKong. 
 
157) Tischer, M. L. (1981). Attitude Measurement: Psychometric Modelling, pp 
111-138 of New Horizons in Travel-Behaviour Research, edited by Stopher, 
P. R., Meyburg, A. H. and Brog, W. Massachusetts, USA. 
 
158) Tsamboulas, D., Golias, J. and Vlahoyannis, M. (1992). Model Development 
for Metro Station Access Mode Choice. Transportation, 19, pp 231-244. 
 
159) Warner, S. L. (1962). Stochastic Choice of Mode in Urban Travel: A Study in 
Binary Choice. Northwestern University, Evanston, U.S.A., Transportation 
Center. 
 
160) Watson, P. L. (1974). Comparison of the Model Structure and Predictive 
Power of Aggregate and Disaggregate Models of Intercity Mode Choice. 
Transportation Research Record, (527), pp 59-65. 
 88
 
161) Wermuth, M., Sommer, C. and Kreitz, M. (2003). Impact of New 
Technologies in Travel Surveys, pp 455-482 of Transport Survey Quality and 
Innovation, edited by Stopher, P. R. and Jones, P. Oxford, UK. 
 
162) Williams, H. C. W. L. and Ortuzar, J. D. (1982). Behavioural Theories of 
Dispersion and the Mis-Specification of Travel Demand Models. 
Transportation Research Part B: Methodological, 16 (3), pp 167-219. 
 
163) Williams, H. C. W. L., Sanderson, I. R. and Senior, M. L. (1975). The Design 
and Evaluation of an Urban Park-and-Ride System: Some Methodological 
Issues. Environment and Planning, A (7), pp 689-702. 
 
164) Wilson, D., Taylor, A. and Chittleborough, C. (2001). The Second Computer 
Assisted Telephone Interview (C.A.T.I.) Forum: The State of Play of C.A.T.I. 
Survey Methods in Australia. Australian and New Zealand Journal of Public 
Health, 25 (3), pp 272-274. 
 
165) Wojcik, M. S. and Hunt, E. (1998). Training Field Interviewers to Use 
Computers: Past, Present, and Future Trends, pp 331-349 of Computer 
Assisted Survey Information Collection, edited by Couper, M. P., Baker, R. P., 
Bethlehem, J., Clark, C. Z. F., Martin, J., Nichols, W. L. and O'Reilly, J. M. 
NewYork, USA. 
 
166) Xie, J. and Tsui, H. T. (2004). Image Segmentation Based on Maximum-
Likelihood Estimation and Optimum Entropy-Distribution (Mle-Oed). Pattern 
Recognition Letters, 25 (10), pp 1133-1141. 
 
167) Yai, T., Iwakura, S. and Morichi, S. (1997). Multinomial Probit with 
Structured Covariance for Route Choice Behavior. Transportation Research 
Part B: Methodological, 31 (3), pp 195-207. 
 
168) Yamagata, K. (1984). Effect of Cluster Sampling on the Data Precision of 
Person Trip Survey. Proceedings of the Japan Society of Civil Engineers, 
(347), pp 163-173. 
 
