This study compares model averaging and model selection methods to estimate design floods, while accounting for the observation error that is typically associated with annual maximum flow data. Model selection refers to methods where a single distribution function is chosen based on prior knowledge or by means of selection criteria. Model averaging refers to methods where the results of multiple distribution functions are combined. Numerical experiments were carried out by generating synthetic data using the Wakeby distribution function as the parent distribution. For this study, comparisons were made in terms of relative error and root mean square error (RMSE) referring to the 1-in-100 year flood. The experiments show that model averaging and model selection methods lead to similar results, especially when short samples are drawn from a highly asymmetric parent. Also, taking an arithmetic average of all design flood estimates gives estimated variances similar to those obtained with more complex weighted model averaging.
Introduction
A common task in applied hydrology is the estimation of the design flood, i.e. a value of river discharge corresponding to a given exceedence probability that is often expressed as a return period in years. Flood risk assessment, floodplain mapping and the design of hydraulic structures are a few examples of applications where estimates of design floods are required. Two common approaches for estimating a design flood are either rainfall-runoff modelling (e.g. Moretti and Montanari 2008 , Beven 2012 , Breinl 2016 or the fitting of a probability distribution function to a record of annual maximum or peak-overthreshold flows (Viglione et al. 2013, Yan and Moradkhani 2016) . The latter approach, which is the focus of this paper, has been referred to in the literature as the "standard approach" to the frequency analysis of floods (Klemeš 1993) . The standard approach is affected by various sources of uncertainty, including: the choice of the sample technique (peak-over-threshold or annual maximum flows), a limited sample size, the selection of a suitable probability distribution function, the method of parameter estimation for the chosen distribution function, and errors in the observed annual peak flows derived from a rating curve (Sonuga 1972; Laio et al. 2009; Di Baldassarre et al. 2012) It is common practice in any form of modelling or statistical analysis (including flood frequency analysis) to consider a range of models as possible representations of the observed reality. A single model is usually selected based on different criteria, such as (a) goodness-of-fit statistics, e.g. by using the chi-squared (χ 2 ) test; (b) prior selection of a distribution function as a result of what Chamberlain (1965) referred to as "parental affection" towards a given model; or (c) standardization, such as the log-Pearson Type III distribution used for flood frequency analysis in the USA (US Water Resources Council 1982) . In the field of flood frequency analysis, the selection of a single best distribution function represents an implicit assumption that the selected model can adequately describe the frequency of observed and future floods, including the extreme ones. This assumption departs from the understanding that low and ordinary floods (which usually make up the annual peak flow record) are dominated by different processes compared to extreme floods, which are often the main focus in flood risk management. Therefore, the selection of a single distribution model, which is valid for the whole range of flows, may lead to uncertainty in the design flood estimates. Also, smaller floods are known to influence the smoothing and extrapolation of the largest discharges in the record and in turn may lead to uncertain estimates of the design flood (Klemeš 1986) .
Experience from evaluating probability plots of discharge records shows that different distribution functions commonly used in flood frequency analysis give similar fits to data. The reason for this is that a majority of the parametric models used in flood frequency analysis have two or three parameters and are built to preserve the mean and variance of the calibration data (Koutsoyiannis 2004) . Hence, there is always a model choice uncertainty when a particular distribution function is selected for estimation purposes. Within the hydrological modelling community, the phenomenon where different models give a similar fit to data has been referred to as "equifinality" (Beven 1993 (Beven , 2006 . In that context, Beven and Binley (1992) developed the generalized likelihood uncertainty estimation (GLUE) to support ensemble predictions of a model output variable. Just like GLUE, other techniques on how to combine estimates from different model structures (and parameter sets) using weights were developed and are generally referred to as model averaging (Hoeting et al. 1999, Burnham and Anderson 2002) . Bayesian model averaging (BMA), for example, is used extensively in hydrogeology (Tsai and Li 2008 , Ye et al. 2010 , Foglia et al. 2013 ) to quantify predictive uncertainty when diverse conceptual models are used for recharge and/or hydraulic conductivity estimates. The reader is referred to Schöniger et al. (2014) and Volpi et al. (2017) for a detailed discussion on Bayesian model evidence (BME) for hydrological applications, especially when the problem of model selection is addressed using BMA.
Uncertainties present in the record of annual maximum flows are often neglected. For example, flood discharges, which are considerably larger than the directly measured discharges, and are therefore derived by extrapolating the rating curve, are subject to major errors, which may in turn impact the estimate of sample statistics such as the skewness (Potter and Walker 1985) . Kuczera (1996 Kuczera ( , 1992 showed that significant uncertainty in the design flood estimate is often caused by errors in discharge data derived from a rating curve. Other studies made use of numerical approaches based on hydraulic modelling or Monte Carlo sampling to quantify the uncertainty in flow data due to rating curve errors Montanari 2009, Westerberg and McMillan 2015) . According to their findings, the uncertainty present in derived discharges may add up to 30% or more.
Given this background, in this study we account for two sources of uncertainty that can significantly affect the design flood estimate: errors in the river flow data, i.e. annual maximum flows derived from a rating curve, and the choice of distribution function.
We compare model selection (denoted here as MS) with two different types of model averaging: arithmetic model averaging (denoted as MM) and weighted model averaging (MA). Model selection refers to a case where a single best distribution function is selected based on a selection criterion; MM describes the averaging by applying the arithmetic average of all estimated design floods; and MA refers to the application of a weighted average of design flood estimates from different probability functions (with weights based on a selection criterion). We used the Akaike information criterion (AIC) as a selection criterion for both MS and MA. The study was conducted in a simulation framework using the Wakeby distribution as the parent model for generating synthetic annual maximum flows of different sample sizes.
The aims of our study are as follows: (a) to simulate the systemic uncertainty in the real-world scenario; that is, in the real world, the parent distribution is unknown and likely more complex than the simpler distribution functions used for fitting and estimation purposes; (b) to make a systematic assessment and comparison of the performance of alternative methods for estimating design floods (MS vs MA vs MM) and; (c) to analyse the effect of flood data errors.
The comparison is based on the relative errors across the three techniques and the respective candidate distribution functions. The 1-in-100 year flood, i.e. the discharge value corresponding to a return period of 100 years (hereafter 100-year flood), is selected as the design flood of interest due to its wide use as a design standard in flood risk management (Brandimarte and Di Baldassarre 2012) . For example, the current policy in the USA for flood defence design refers to the 100-year flood (Commission on Geosciences Environment and Resources). The analyses presented in this study are built on the assumption of stationarity, which has been widely discussed in hydrology (e.g. Milly et al. 2008 , Montanari and Koutsoyiannis 2014 , Serinaldi and Kilsby 2015 , Luke et al. 2017 and is not further discussed here.
Methods
The problem of the MS and MA methods is formulated as follows: a record of a random variable X is available and sampled from an unknown parent distribution g(x). The samples are arranged in ascending order x 1 ≤ x 2 … ≤ x N . A set of probability distribution functions, whose general mathematical form can be written as f x i jθ ð Þ with θ as model parameter, are specified as potential candidates for design flood estimation. To implement the MS and MA techniques, we used the Akaike selection criterion, which is a commonly used method for model comparison in hydrology (e.g. Mutua 1994 , Strupczewski et al. 2001 . MS techniques based on information theory require the estimation of a measure of discrepancy, or amount of information loss, when a model is used to approximate the full reality (Linhart and Zucchini 1986) . Akaike (1973) formulated the AIC as an estimator of information loss or gain when a model is fitted to data. The AIC index (I) is expressed as:
where K is the number of parameters, Lθ is the numerical value for the log-likelihood at its maximum point for the selected model andθ is the maximum likelihood estimator of model parameters. For a detailed mathematical description, the reader is referred to Linhart and Zucchini (1986) and Burnham and Anderson (2002) . A heuristic interpretation of Equation (1) suggests that the first term decreases with an increase in the second term. This shows a distinct property of the AIC in finding a trade-off between bias and variance of an estimator. The AIC is relative and -since the "truth" is not known -the relationship between AIC values of respective models indicates the model of choice, not AIC values per se (Burnham and Anderson 2002) .
An extension of the AIC, denoted AIC c , was proposed by Sugiura (1978) to correct for bias due to a short sample size n, the AIC c index (I c ) is expressed as:
Burnham and Anderson (2002) suggested using AIC c when the ratio n/K is small (e.g. <40), and the original formulation when the ratio is sufficiently large. We considered both AIC and AIC c in this study. The AIC c was used for the short samples, which in this application is a sample size of 30 years, and AIC was used for large sample sizes generated in our numerical experiments, as detailed in the following sections. In principle, the model with a minimum AIC (or AIC c ) value was considered the most suitable model.
Model selection
The aim of MS is to identify an optimal model from a set of possible candidates using a selection criterion (such as the aforementioned AIC). The MS technique can also be seen as a special case of model averaging (see Section 2.2 for details), where a weight of 1 is given to one distribution function and a weight of 0 is assigned to all other models considered. The efficiency of selecting the right parent model using various model selection techniques and their effect on design flood estimation has been discussed in detail in the hydrological literature (e.g. 
Model averaging (MA and MM)
Both model averaging methods (MA and MM) address the issue of uncertainty in the choice of probability distribution functions, by combining all model estimates of the design flood. Several studies have demonstrated the use of MA in dealing with model structure uncertainty (Bodo and Unny 1976 , Tung and Mays 1981a , 1981b , Laio et al. 2011 , Najafi et al. 2011 , Najafi and Moradkhani 2015 , Yan and Moradkhani 2016 . Model averaging is similar to the concept of multiple working hypotheses (Chamberlain 1965) , which is thought to cope better with the unavoidable bias of using a single model. The weighted MA technique assigns different weights to the distribution functions considered for estimation. In order to compute these weights, models are first ranked based on their estimated AIC values, followed by the computation of weights for all the distribution functions. The distribution with the minimum AIC is assigned the highest weight. These weights are referred to as Akaike weights (w i ) (Burnham and Anderson 2002) :
where R is the number of models considered and Δ i is called the Akaike difference, which represents the discrepancy between the best model with the minimum AIC and the ith model, and is expressed as:
A zero value for the Akaike difference (i.e.Δ i ¼ 0) points to the best distribution function to be used to fit the data. The arbitrariness in the use of Akaike weights is recognized in this work since, in practice, the "true" design flood is not known and the weighting only gives information about the adequacy of a model to fit the observations, not about the accuracy of the estimated discharge. Let us consider R competing probability distribution functions that are denoted f i . A posterior predictive distribution of a quantity of interest φ (e.g. a design flood) given the vector of observed data X can be expressed as:
where p :jX ð Þ represents the conditional probability distribution function and p f i jX ð Þ is the posterior probability for a given model. Equation (5) was adapted from Hoeting et al. (1999) and provides a way of averaging the posterior distributions of the design flood under each of the models considered, weighted by the posterior model probability p f i jX ð Þ. The posterior model probability represents the degree of fit between a particular distribution function and the data, and can be assigned by expert judgement (Merz and Thieken 2005) , estimated using Bayesian or Akaike techniques, with the latter already described earlier as Akaike weights w i .
Uncertainty in the parameters of individual pdfs, and their effect on the accuracy of the estimated design flood is not considered in this study. However, the focus was on evaluating point estimates and not the posterior probability distribution of the design flood; a simplification of Equation (5) is required to implement MA and is expressed as:
whereQ T is the estimated design flood for a given return period T. The estimated model weights w i are assigned to candidate models, with the model that fits the data best having the highest weight.
As for MM, a simple arithmetic average is applied over the design flood estimates of all models, i.e. all models have equal weights. Similar to Graefe et al. (2015) , we use it as a benchmark to assess the skill of MS.
Numerical experiments

Choice of parent distribution
The Wakeby distribution function was used as the parent distribution to generate synthetic annual maximum flows of different sample sizes. The synthetic samples were used for the systematic assessment of the MS, MA and MM techniques. Various distribution functions (see Table 1 ) were then used to fit these synthetic time series and estimate the 100-year flood. The Wakeby distribution function is a five-parameter distribution and was defined by Houghton (1977 Houghton ( , 1978 . The use of the Wakeby distribution first came about as a result of findings by Matalas et al. (1975) , who showed that many commonly used distribution functions are not capable of reproducing the instability observed in sample estimates of skewness derived from flow records. In other words, the standard deviation of sample estimates of skewness derived from real-world flow data is higher than that derived from synthetic flow data. Matalas et al. (1975) called this behaviour the "separation-effect", a contradiction similar to the Hurst effect. The Wakeby quantile function is described as follows:
where F;F x ð Þ ¼ P X x ð Þand x . The density function f ;f x ð Þ is defined as:
The distribution can be thought of in two parts: a left-hand tail Table 1 . Probability distribution functions used in this study as operative models.
Probability model Parameters pdf or cdf
period T, and F is the non-exceedence probability, i.e.
; the values of x and f depend upon the values of the parameters of the distribution, the upper bound on x being þ 1 or m þ a À c ð Þ : Not all parameterizations of the Wakeby distribution are capable of accounting for the conditions of separation mentioned above. However, in an extensive Monte Carlo experiment, Landwehr and Wallis (1978) found that when b > 1 and d > 0 (i.e. long stretched upper tails) the Wakeby distribution accounts for conditions of separation. The parameter combinations used in this study (i.e. fixed values) in defining a Wakeby parent are listed in Table 2 and were taken from Landwehr and Matalas (1979) . A detailed presentation about parameter limits and valid parameter combinations for the Wakeby distribution is provided by Landwehr and Wallis (1978) .
We chose the Wakeby distribution for the following reasons: first, we want to simulate the epistemic uncertainty that affects any design flood estimation exercise, i.e. the understanding that the flood generation processes are complex (and not completely known), while simpler models are commonly used for fitting and estimation purposes. The Wakeby distribution has a higher level of complexity in the form of more parameters than the other distribution functions commonly used for estimation purposes. Second, it mimics the upper tail structures typical of flood distributions, which are essential to capture in any synthetic data, i.e. the occasional presence of an outlier (in this case an extreme flood peak), which is not expected, but probable. Third, its quantile function is expressed explicitly in terms of the unknown variable, making the generation of synthetic data straightforward (Hosking and Wallis 1997) .
It should be noted that previous numerical studies on flood frequency analysis used more common distribution functions, e.g. lognormal , Matalas and Wallis 1978 as the parent model. However, our choice was based on the need to simulate the fact that, in the real world, the parent distribution is unknown and likely more complex than the simpler distribution functions.
Choice of probability distribution functions
Four commonly used distribution functions were selected as operational models (i.e. R = 4) to fit the synthetic flows and to estimate the 100-year event. The distribution functions considered are (i) the EV1 (Gumbel) distribution, (ii) the generalized extreme value (GEV) distribution, (iii) the generalized gamma or Pearson Type III (P3) distribution, and (iv) the lognormal (LN) distribution. Table 1 provides their cumulative distribution functions (cdf), F x; θ ð Þ, and the probability density functions (pdf), f x; θ ð Þ; the latter are shown for those distribution functions whose cdf is not invertible.
Simulation framework
We set up a Monte Carlo simulation framework consisting of the following steps, in which the procedure is repeated for each of the Wakeby parent distributions fully determined by the five sets of parameters reported in Table 2 . We also let the sample size n vary by assuming values of 30, 50, 100 and 200 years.
(1) One of the Wakeby pdfs, with a fixed set of parameters (Table 2) is selected as parent distribution g x ð Þ: As parameters are fixed, the "true" design flood value Q 100 is the quantile corresponding to a return period of 100 years, which is computed using Equation (7), with F ¼ 1 À 1=100.
(2) The Wakeby cdf described in Equation (7) is used to generate a sample of synthetic annual maximum flows Q of fixed length; these values are considered true discharges. Introducing observation error, corrupted discharges Q Ã are generated using the error model for uncorrelated observation error (Kuczera 1992) as follows:
where ε denotes a standard Gaussian random variable (i.e. zero mean and standard deviation of 1), Q is the true discharge, and β is a positive valued coefficient denoting the magnitude of observation error. Values for β of 0.00, 0.15 and 0.30 (i.e. 0%, 15% and 30%) are magnitudes of observation error considered in this study and taken from Di . A β value of 0% represents the scenario in which observed discharge equals the true discharge; thus there is no observation error. Source: Landwehr and Matalas (1979) (3) Using the corrupted discharges Q Ã , the parameters of the four pdfs (Table 1) are estimated using the method of maximum likelihood. For the P3 and GEV distributions, maximum likelihood estimators are either not available or asymptotically efficient in a few non-regular cases. Due to this, Smith's estimators (Smith 1985) were used instead of maximum likelihood estimators. (4) The four pdfs are used to estimate the design flood as the quantile corresponding to a return period of 100 years. (5) AIC is applied for both MS and MA:
(i) MS: AIC or AIC c (depending on the sample size generated, see Section 2) is applied by using Equation (1) or (2), respectively, for the four distribution functions and the optimal distribution is used to estimate the design flood as the flood quantile corresponding to a return period of T years. (ii) MA: Using Equation (4), the Akaike differences Δ i (i = 1, 2, 3, …, R) are evaluated and used for the computation of model weights using Equation (3); the estimated design floods for each of the candidate distribution functions are combined by applying Equation (6). (6) The arithmetic average (MM) of design floods estimated using the candidate distribution functions (Step 4) is implemented. Steps 2-7 are repeated 1000 times, generating 1000 synthetic flow samples from a given parent Wakeby distribution and of a fixed sample size. A generated sample size of 30 and 50 years reflects the typical length of historical observations, while samples of length 100 and 200 years represent an optimistic case in hydrology.
Results
Box plots are used to support the comparison between the different techniques (four candidate distribution functions, MS, MA and MM). Figures   1 to Figures 5 show the results of the numerical experiments and summarize the performance of MA, MM and MS, and also the candidate distributions, in estimating the 100-year flood, for different statistical characteristics of the underlying parent distribution, different record lengths and levels of observation uncertainty. Figure 1 shows box plots of percentage relative estimation errors when Wakeby-1 is used as the parent distribution. Observation errors for a given sample size increase from the left to the right panels, while the sample size for a given observation error increases from the top to the bottom panels. In general, a tendency towards underestimation is observed for all techniques, namely MS, MA and MM, and the individual distribution functions when the parent is highly skewed, as shown in Figures 1 and 2 , respectively. For instance, considering Wakeby-1 as the parent model, an error magnitude of 15% and a sample size of 50 years, on average, MA underestimates the true design flood by 19.6%, while MS and MM give an equal underestimation of 22.3%. Major deviations across all techniques and distribution functions appear to be reasonable, as the underlying population was based on a complex parent distribution with five parameters, while the fitting is conducted using distribution functions with only two or three parameters.
Figures 3-5 show the boxplots obtained by using Wakeby-3 to Wakeby-5 as parent distributions, and in that order refer to the reduction in skewness of the parent distributions (see Table 2 for details about the value of skewness for each Wakeby parent). These diagrams show that, in general, all three techniques (MS, MA and MM) tend towards overestimation. For instance, considering Wakeby-3 as the parent model, with an error magnitude of 15% and sample size of 50 years, on average, MS, MA and MM overestimate the true value by 1.3, 3.6 and 6.88%, respectively. Looking at the panels of Figures 3-5 from left to right, this overestimation is influenced by increasing observation errors. This is due to the fact that these errors tend to increase the variance of the sample (see Equation (7)), which in turn leads to increased variance of the design flood estimates .
Another set of box plots was produced to help understand the influence of Akaike weights used in MA on the overall accuracy and variance of design flood estimates. For example, if one considers the centre panel of the first row in Figure 6 (i.e. the case of β = 15% and sample size 30), the interpretation is as follows: on average, the best model among the candidates is P3, and it accounts for approximately 50% of the weighted average; LN and GEV account for 20 and 18% respectively; while EV1 accounts for 12% of the weighted average. Thus, P3 is clearly the best distribution function in terms of Akaike weights when the parent is Wakeby-1. Figure 1 shows that -for the same 15% error -P3 has a highly biased estimate (with less variance) compared to the GEV, which has less bias but increased variance. The selection of P3 as the best distribution that fits the data in Figure 6 is fairly consistent, as the sample size increases from 30 to 100 for an error of 15%. Note that this behaviour changes when the sample size increases to 200, with GEV as the best distribution function followed by P3. If Wakeby-2 is selected as the parent, Figure 7 suggests that LN is the distribution function that fits the data best for almost all sample sizes and error magnitudes considered. Comparing  Figures 2 and 7 , it is observed that all models have almost the same accuracy and variance, except for EV1, which is slightly more biased. In summary, it is observed that, on the one hand, the performance between P3 and GEV (comparing Figs. 1 and 6 ) presents a scenario where a distribution function with the highest weight has less accuracy but small variance, and, on the other, comparing LN with all other distribution functions (Figs. 2 and 7) presents a scenario where distribution functions with a smaller weight have almost equal variance, with the distribution function having the highest weight. That is, having a higher (or lower) Akaike weight for a given distribution function does not necessarily translate to better (or worse) estimates of the design flood. The reason is that the Akaike weight, or any other model selection criterion, refers only to how well the model fits the data and not to how good the estimation is. Box plots of Akaike weights for Wakeby-3 to Wakeby-5 can be found in the Supplementary material. Tables 3 and 4 show the root mean square error (RMSE) and average percentage relative error (RE %), respectively, for the three methods and the four candidate distribution functions. Table 3 shows that for Wakeby-1, which has a true design flood of 7.05 m 3 /s, MA has a slightly better accuracy (±1.71 m 3 /s) when compared to MS (±1.87 m 3 /s) and MM (±1.77 m 3 /s). The same pattern was observed (Table 4) for the three techniques in terms of RE%. As skewness reduces, i.e. from Wakeby-2 to Wakeby-5, we see that the three techniques have similar performance in terms of RMSE Table 4 shows that, overall, AIC techniques always have a smaller average RE%, except for the case of Wakeby-1, where GEV has the lowest value. This may be seen as a positive outcome of model selection methods in selecting distribution functions for estimation purposes.
Discussion and conclusions
When it comes to flood frequency analysis, the true distribution of floods (which includes the true design flood corresponding to a given return period) is not known a priori. Therefore, the task for model selection -leading to a single best distribution function -and model averaging methods is driven towards better estimation, rather than the search for the true distribution that generated the data.
In this study, the MM approach assigns equal weights to all candidate distribution functions without taking into account how well these distribution functions fit the data. The MA approach is different from MM in the sense that the former takes into account individual performance of all distribution functions in fitting the data. The MA approach assigns higher weights to distribution functions that give better fits to the data.
There are certainly situations in which the distribution functions are all similar, i.e. having almost the same AIC values and Akaike weights, which will lead to similar estimates as MM. It seems this behaviour, where candidate distribution functions have similar AIC values, may be the norm rather than the exception, as seen in studies by Mutua (1994) and Strupczewski et al. (2001) . This might be the reason why, in our study, MA has about the same level of performance as the MM approach. However, MA can only surpass MM in terms of accuracy of estimates if one or more distributions have sufficient weights, and their estimates are close to the true value of the design flood.
The MM approach is usually neglected as a sort of outcast because of its obvious simplicity when compared to Bayesian and Akaike approaches for model averaging. However, studies in social sciences have demonstrated that MM can perform well compared to ensemble Bayesian model averaging (e.g. Graefe et al. 2015) , and similar conclusions were drawn from studies focusing on operational and financial forecasts (Clark and McCracken 2010, Graefe et al. 2014) . By assigning equal weights to all candidate distribution functions when implementing the MM method, one ignores the relative adequacy of fit of individual distributions, thereby deliberately introducing bias by taking into account distribution functions with inadequate fit. The MA approach, however, tends to assign higher weights to models with large degrees of freedom, even though the AIC is formulated to take into account overfitting. The effect of overfitting due to the MA approach may lead to improved accuracy, but at the expense of increased variance of the estimated design floods. However, introducing bias by implementing the MM approach may lead to less overfitting but reduced variance.
The trade-off between accuracy and variance observed for some candidate distribution functions might be the reason for the similar performance between MA and MM. To illustrate that trade-off, let us consider the top right corner of Figure 1 : the GEV model provides good accuracy, but high variance when compared to the two averaging approaches MA and MM. The same figure shows that LN has less variance but also less accuracy when compared to GEV. However, a comparison of the distribution of Akaike weights (see Fig. 6 , top right corner) shows that GEV has less weight compared to LN. This shows that there is no clear relationship between the calculated weights and the accuracy and variability of the estimates, and therefore demands that one must give some thought to the estimation problem before making up a list of distribution functions suitable for reliable design flood estimates. Also, one can speculate that the similar performance provided by the MA and MM approaches relates to the fact that none of the candidate distributions deviate too much from the parent distribution. For water management, selecting a distribution function with a high variance of the estimated design flood will complicate the design of an infrastructure, i.e. there is potential for substantial overdesign if the upper limit of the confidence interval is considered. An unbiased estimate in flood estimation is desirable, but, given the numerous sources of uncertainty, engineers and planners usually do not mind sacrificing accuracy in exchange for reduced variability in estimations . However, this ethos of preferring a distribution function with reduced variability can be problematic, since the true design flood is not known in advance; it may lead to an increased risk of over-or under-design of water-related infrastructure if the true design flood is outside the calculated confidence intervals. Furthermore, the decision on the design flood for a given infrastructure does not only depend on estimates based on distribution functions, but also on risk perception and economic feasibility.
Our study likewise shows that, when facing short sample sizes (30-50 years), which are common in hydrology and water resources engineering applications, model averaging (MA and MM) and model selection (MS) lead to better results than arbitrarily selecting a single distribution function. Moreover, for very large sample sizes (100-200 years), which are rare in real-world applications, our study shows that MS, MA and MM have similar variance also when observation uncertainty is introduced. This is related to the fact that the sample sizes are large enough for a better estimation of parameters (even for highly parameterized distribution functions such as GEV), but may not lead to reduced variance due to over-fitting.
It is important to note that our work is focused purely on the estimation of design floods using statistical techniques. Several limitations, such as the distribution functions considered, have unavoidably influenced our results. Future studies on design flood estimation could be extended to consider the physical processes behind flood generation.
