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.2012.08.0Abstract In the present study, artiﬁcial neural networks method (ANNs) is used to estimate the
main parameters which used in design of stable alluvial channels. The capability of ANN models
to predict the stable alluvial channels dimensions is investigated, where the ﬂow rate and sediment
mean grain size were considered as input variables and wetted perimeter, hydraulic radius, and
water surface slope were considered as output variables. The used ANN models are based on a back
propagation algorithm to train a multi-layer feed-forward network (Levenberg Marquardt algo-
rithm). The proposed models were veriﬁed using 311 data sets of ﬁeld data collected from 61 man-
made canals and drains. Several statistical measures and graphical representation are used to check
the accuracy of the models in comparison with previous empirical equations. The results of the
developed ANN model proved that this technique is reliable in such ﬁeld compared with previously
developed methods.
 2012 Ain Shams University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
What are the dimensions of a stable channel? Engineering con-
cerned with the design of such channels asked themselves this
question many years. The design of stable erodible channels is
a complex process involving numerous parameters, most of
which cannot be accurately quantiﬁed. The complexity of
erodible channel design process results from the fact that in8496.
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09such channels, stability is dependent not only on hydraulic
parameters but also on Properties of the material that com-
poses the bed and boundaries of channel. Despite decades of
research, the task of designing stable alluvial channels, or sta-
bilising natural rivers, is only partly supported by an adequate
theory. Historically, there have been three approaches to deter-
mining the stable (non eroding non depositing) dimensions of
such channel: (i) regime approach, Farias et al. [1] and El-Alfy
[2], (ii) tractive force approach, Henderson [3], Singh [4] and
Akan [5], and (iii) extremal hypothesis, Huang and Nanson
[6] and Huang et al. [7]. Many authors have done pioneering
work in what has become known as the regime concept, among
of them Lacey [8], Yalin [9] and Savenije [10]. In fact, there is
often considerable doubt expressed as to the generality of these
equations inasmuch as sediment load can be highly varying
and different from place to place and it was assumed that theseier B.V. All rights reserved.
Nomenclature
A area of channel cross-section
B bed width of channel
ds median size of sediment particle = d50
f Lacey’s silt factor
g gravitational acceleration
Ks a coefﬁcient (sub-s being 1, 2, 3)
n manning coefﬁcient
P wetted perimeter
Q discharge
R hydraulic radius
S water surface slope
sj effective incoming signal
T top water surface width
V mean ﬂow velocity
Xi incoming signal from neuron (i)
Y ﬂow depth
yi outgoing signal
wji weight for the signal xi from cell i to j.
164 H.I. Mohamedchannels were free from vegetal and underwater growth and
fairly straight. However, it is coincidental that most ﬁeld chan-
nels have vegetation at the water margins, Parker [11].
Kumar et al. [12] conducted experiments relevant to the re-
gime behaviour of an alluvial canal affected by seepage in a
large laboratory ﬂume under various discharge and seepage
conditions. They used the regime theory to determine the
regression equations for the canal dimensions under stable
conditions. Mathukrishnavellaisamy et al. [13] proposed a
method for estimation of longitudinal dispersion co-efﬁcient
using regime channel concept. They concluded that changing
the discharge of ﬂow along direction of ﬂow can change the
stream geometry also. Madvar et al. [14] evaluated the poten-
tial of simulating regime channel using artiﬁcial neural net-
works and concluded that ANN can simulate the width,
depth and slope of alluvial regime channel; however, their
analysis was concerned rivers with sediment transport.
Lacey [8] described the geometry of stable alluvial canals (in
metric units) as follows;
P ¼ 4:83Q1=2 ð1Þ
R ¼ 0:48ðQ=fÞ1=3 ð2Þ
S ¼ 0:00029Q1=6f5=3 ð3Þ
In which P is the wetted perimeter, R refers to the hydraulic
radius, S is the water surface slope, Q describes the ﬂow rate
and f is the silt factor deﬁned as;
f ¼ 1:76
ﬃﬃﬃﬃ
ds
p
ð4Þ
where ds is the sediment diameter in millimetres.
A lack of a clear criterion for determining Lacey’s silt factor
is one of the major objections to his approach. Swamee et al.
[15] tested Lacey’s regime equations for river Brahmaputra
and found that these do not match.
El-Attar [16] identiﬁed the following equations (in metric
units) to describe the Egyptian canals in regime;
Y ¼ K1Q0:314 ð5Þ
Y=B ¼ K2Q1=6 ð6Þ
S ¼ K3Q1=6 ð7Þ
In which Y is the ﬂow depth, B is the bed width, and K1, K2
and K3 are coefﬁcients depending on channel category and
ﬂow characteristics.For stable canals in Egypt, Khattab et al. [17], Bakry and
Khattab [18] deduced the following empirical equation for
the mean velocity (in metric units);
V ¼ KY1:6 ð8Þ
In which K is a coefﬁcient depending on the channel material.
While Bakry [19] proposed the following formula;
V ¼ 0:396R1:45S0:282 ð9Þ
Ali [20], using method of synthesis for dimensional analysis,
developed the following relations in SI units;
Y ¼ 0:92Q0:4 ð10Þ
B ¼ 4:16Q0:4 ð11Þ
S ¼ 7:5  103ðdsÞ0:415Q1=6 ðn 6 0:04Þ ð12Þ
and
S ¼ 3:6  103ðdsÞ0:415Q1=6 ðn > 0:06Þ ð13Þ
in which n is the manning coefﬁcient.
From the foregoing it appears that the regime of earthen ca-
nals in Egypt still requires more studies leading to a precise
practical approach suitable for modern design of alluvial
canals.
To get a discrete formula to be used, some effective param-
eters should be disregarded, and the accuracy of the predicted
results will decrease. In the last-view decades, neural networks
have been applied to many applications in science. The main
objective of this study is to predict alluvial channel dimensions
using ANN method. The performance of the proposed ANN
model is then compared with three different conventional re-
gime based methods.2. Collected ﬁeld data
Four main groups of data used in this study. The ﬁrst was the
data published by the ministry of irrigation (M.O.I.) and the
second was the data collected by the design Egyptian canal
group (DECA). Two other groups were published by EL-Attar
[16,21], one for canals and the other for drains. For more de-
tails about the ﬁeld data can be found in Saleh [22], Bakry [19],
and El-Attar [16,21]. The data cover all grades of irrigation
canals starting from distributary canals to branch canals and
carrier canals. Table 1 shows the range of variables for the
Table 1 Range of data used in build up and veriﬁcation of ANN model.
Source Q (m3/s) P (m) R (m) T (m) S · 105
Min. Max. Min. Max. Min. Max. Min. Max. Min. Max.
M.O.I. 1.97 316.12 15.14 77.75 0.91 5.78 14.28 73 2.03 15.6
DECA 2.54 301.87 15.1 86.44 1.21 4.66 14.2 84 2.07 9.5
El-Attar [16] 0.155 338.67 4.91 91.64 0.595 6.17 4.0 90.7 1.74 8.64
El-Attar [21] 0.31 4.88 4.97 17.0 0.464 1.683 4.5 15.7 2.5 9.0
M.O.I =Ministry of irrigation.
DECA= design of Egyptian canal group.
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ble irrigation channels and drains with ﬂow rates from
0.31 m3/s to 338.67 m3/s. The ﬁeld measurements involved
the ﬂow rate, water surface slope and geometric dimensions
of channel cross-section besides the median sizes of bed and
boundary materials for some channels, not for all the channels.
All the measurements were taken after the construction of the
High Aswan Dam (the measurements before the construction
of the High Aswan Dam were not taken into account). For this
the silt concentration is not taken into consideration in the
present analysis since its value is almost constant and low as
100 p.p.m. Bakry [19], Ali [20] and Raju et al. [23].
In this study, the wetted perimeter, hydraulic radius and
water surface slope were chosen as the parameters which clas-
sify the channel dimensions instead of the water depth and the
bottom width for many reasons. First of all, the channel bed
width cannot be well deﬁned where the shape of the channel
has a curvature. Secondly, the water depth varied from place
to place along the channel cross section. For this, it was
decided to take the former three parameters as representative
parameters for the channel. From these three parameters, the
channel bed and mean depth can be approximately calculated
by assuming value of side bank slope.
3. Study methodology
This study is done in three steps, at ﬁrst author has collected a
wide and reliable set of data that deﬁne the hydraulic and geo-
metrical conditions of stable regime channels. In the second
step, we have assessed the accuracy of some important empir-
ical available regime equations which are widely used in design
of Egyptian irrigation canals. Finally, at the third step we have
developed three ANN models to predict regime channel geom-
etry (wetted perimeter, hydraulic radius, and slope) and com-
pare the results of ANN models with empirical relations. In
the ﬁrst ANN model, three parameters of wetted perimeter,
hydraulic radius, and slope are estimated separately as a func-
tion in discharge and mean bed grain size but in the second one
these parameters are estimated simultaneously. In the later
model, ﬂow discharge is taken only as input variable in the
ANN model and geometry parameters are output variables.
The ANN model and ANN results are presented in the next
subsections.
3.1. Neural network model
In recent years, artiﬁcial neural network (ANN) models have
attracted researchers in many disciplines of science and engi-
neering, since they are capable of correlating large and com-plex data sets without any prior knowledge of the
relationships among them. Applications of ANNs include
those in the area of water resources, hydraulics, and environ-
mental engineering, Nagy et al. [24], Shayya and Sablani
[25]. The ﬁrst recorded use of ANN modelling in the ﬁeld of
civil engineering occurred in the early of 1980s, when the tech-
nique was applied to the optimisation of construction tasks,
Flood and Kartam [26]. Since then, the number and diversity
of applications has increased to include hydrology and water
resources engineering, Gamal El-Din and Smith [27].3.1.1. Overview of artiﬁcial neural network modelling
The artiﬁcial neural network (ANN) method is an artiﬁcial
intelligence technique that attempts to mimic the human brains
way of solving problems. Artiﬁcial neural networks are capa-
ble to learn and organize themselves by extracting patterns
and concepts directly from historical data, Grubert [28],
Tahershamsi et al. [29]. In general, artiﬁcial neural networks
can be applied to the following types of problems: pattern clas-
siﬁcation, clustering and categorisation, function approxima-
tion, prediction and forecasting, optimisation, associative
memory and process control. When presented with data pat-
terns, sets of historical input and output data describing the
problem to be modelled, ANNs are able to map the cause-
and build up relationships between the model input data and
output data. This mapping of input and output relationships
in the ANN model architecture allows to predict the value of
the model output parameter with satisfactory accuracy, if
any reasonable combination of model input data is given.
However, the success of an ANN application depends both
on the quality and the quantity of data available.
With respect to the disadvantages of ANN modelling tech-
nique, many researchers consider the developed models to be
‘‘black-box’’ models, as ANNs do not yield explicitly mathe-
matical formulae, Flood and Kartam [26], ASCE Task Com-
mittee [30]. In addition, little is known about the
applicability of the models to data that lie outside the domain
on which the models were trained. No set protocol for develop-
ing ANN models exists; each modeller may incorporate differ-
ent modelling techniques. Finally, the ANN technique is data
intensive and is best suited to problems where large data sets
exist. Current research efforts are aimed at eliminating or
reducing the effects of these disadvantages to encourage the
more widespread use of the ANN technique.
There are seven major components to an ANN model,
which are collectively known as the ANN architecture: (1) pro-
cessing units or neurons; (2) a state of activation; (3) an output
function for each neuron; (4) a pattern of connectivity or
weights between units; (5) a propagation rule for propagating
166 H.I. Mohamedpatterns of activities by the weights; (6) an activation function
for combining the inputs impinging on a unit with the current
state of that unit to produce a new level of activation for that
unit; (7) a learning rule whereby weights are modiﬁed by expe-
rience, Shayya and Sablani [25]. Depending on the ANN soft-
ware employed, some or all of these components may be
adjusted or modiﬁed by the model developer.
Artiﬁcial neural network models are generally grouped into
two broad categories, feed-forward networks and feed-back-
ward networks, according to the pattern of ﬂow of model input
information within the architecture. In feed-forward networks,
model input data is processed forward through the network in
sequential fashion independent of previous input data. The
network prediction error information may, however, be prop-
agated in a backward direction through the network. In feed
backward networks, recurrent loops exist within the architec-
ture that permits the network to retain a short-term memory
with respect to previous input information. Such information
is incorporated into the current information processing, mak-
ing feed-backward networks particularly useful for time-series
modelling.
3.1.2. The development of artiﬁcial neural network model
The artiﬁcial neural networks ANN are a relatively new tech-
nique, which can also be used to predict the dimensions of sta-
ble alluvial channels by building a multi-layer feed-forward
network. Such type of an ANN consists of several layers, each
composed by one or more units (neurons). Each unit of the
ﬁrst layer (input layer) receives input data of an independent
factor (variable). Each input is multiplied by the connectionFigure 1 Developed networkweight and transmitted the result to the corresponding unit
of the hidden layer where the activation function is applied.
The results from the hidden layer are transferred to the output
layer by multiplying the output of each neuron of the hidden
layer by the corresponding connection weight between hidden
and output neurons. The output layer produces the network
output for further processing of data. At this stage, the net-
work output is compared to the desired (target) output to com-
pute the error. If the error is acceptable, then the output is
assumed to be correct, otherwise the weights of the connection
are adjusted starting from the output layer and propagating
backward. Once the weights are updated, new iterations begin
until training is completed. The training is stopped when the
error level is reached or when the number of permitted itera-
tions is exceeded. But training should stop when the valida-
tion-system error reaches a minimum and begins to increase
(to avoid network over-training). If the training is stopped be-
fore this point, the network may be under-trained.
The architecture of a typical unit (neuron), in the hidden or
output layer, is shown in Fig. 1. Each unit j receives incoming
signals from every unit i in the previous layer. Associated with
each incoming signal (xi) is a weight (wji). The effective incom-
ing signal (sj) to the unit j is the weighted sum of all the incom-
ing signals as
sj ¼
Xi¼n
i¼1
wji  xi ð14Þ
in which n is the number of neurons on the input layer. The
effective incoming signal, sj, is passed through a non-linear
activation function (sometimes called a transfer function orfor the present application.
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of the unit j. The most commonly used transfer function in a
multi-layer perceptron network (MLP) trained with back-
propagation algorithm is the sigmoid function. The character-
istics of the sigmoid function are that it is bounded above and
below, monotonically increasing and continuous and differen-
tiable everywhere. The types of sigmoid function most often
used for ANN in the hidden layers are the logsig and tansig
functions, which can be written respectively as Eqs. (15) and
(16):
fðsjÞ ¼ 1
1þ expsj ð15Þ
In which sj can vary on the range ±1, but f(sj) is bounded be-
tween 0 and 1.
fðsjÞ ¼ 2ð1þ exp2sjÞ  1 ð16Þ
In which f(sj) is bounded between 1 and 1. In an analo-
gous manner the processed signals from the neurons on the
ﬁrst hidden layer are distributed to the neurons on the second
hidden layer and so on till the last hidden layer. In the output
layer all weighted incoming signals from neurons on the last
hidden layer are summed and processed using a linear transfer
function of purelin type, which can be written as:
fðsjÞ ¼ sj ð17Þ
Three networks were developed in the present application.
The ﬁrst and second ones consist of four layers as shown in
Fig. 1, while the third one consists of ﬁve layers. Two neurons
were chosen in the input layer representing the discharge value
(Q) and mean bed grain size (ds) in ANN-1 and ANN-2 and one
neuron was chosen in the input layer representing the discharge
value in ANN-3. For ANN-1, there is one neuron in the output
layer and three neurons in the output layer were selected to rep-
resent the wetted perimeter, P, the hydraulic radius, R, and the
water surface slope, S in ANN-2. The second layer (ﬁrst hidden
layer) consists of 2 neurons (chosen by trial and error) and the
third one consists of 6 neurons. The third network (ANN-3)
consists of 4, 8, 10 neurons in the second, third and fourth lay-
ers respectively. The whole set of data is divided into two sub-
sets, about two-third of the data for the training of the network
(learning phase), and one-third to validate and test the network
prediction. The logsig and tansig activation functions are used
as transfer function from the input layer to the hidden layer and
from the ﬁrst hidden layer to the second, third and fourth hid-
den layers, while the purelin activation function which a linear
transfer function calculates the neuron’s output by simply
returning the value passed to it as transfer function from the
third hidden layer to the output layer (obtained by trials). All
the computations are made with theMATLAB@ software (Re-
lease 12.1) and its neural modelling application, Neural Net-
work Toolbox (version 4.4). In order to ﬁnd the optimalTable 2 A comparisons between Lacey equations, El-Attar equatio
Model P R
r2 RMSE MRAE r2
Lacey eqs. 0.90 7.14 0.26 0.83
El-Attar eqs. 0.103 21.62 0.32 0.30
Ali eqs. 0.845 8.99 0.21 0.69network, several conﬁgurations tried in which the number of
the hidden layers, number of neurons in the hidden layers
and the type of transfer function varied. Once, a given neural
network is trained by the input data-set, then, its performance
is evaluated using the second data-set.
3.2. Statistical parameters and data processing
Both statistical and graphical criteria were adopted to select
the desired optimal network model in this study. The selection
process was composed of two consecutive stages. In the ﬁrst
stage, statistical accuracy measures such as root mean squared
of error RMSE), coefﬁcient of determination (r2) and mean
relative absolute error (MRAE) on both training and testing
data sets were used to ﬁlter out the most promising optimal
networks. The ideal values of RMSE and MRAE are zero.
This way, a value near to zero indicates a better performing
model. Values for the r2 range from 0 to 1, with higher values
indicating better model agreement. Furthermore, these indica-
tors are used to evaluate the performances of empirical equa-
tions. These statistical indicators can be expressed
mathematically as follows:
r2 ¼ 1
Pi¼n
i¼1ðyi  y^iÞ2Pi¼n
i¼1ðyi  y^Þ2
ð18Þ
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðyi  y^iÞ2
n
s
ð19Þ
MRAE ¼ 1
n
Xi¼n
i¼1
yi  y^i
yi

 ð20Þ
where yi is the actual value, y^i is the predicted value, y^ is the
mean of y values, and n is the total number of data records.
4. Results and discussion
In this paper available published data were used to develop an
artiﬁcial neural network model to simulate alluvial regime man
made canals. A data set of 311 ﬁeld data was used to train and
test ANN models and empirical equations. ANN effectiveness
depends on the understanding of the behaviour between the
variables as well as the extensive knowledge about the appro-
priate operation of neural network. In this section ﬁrstly the
results obtained from empirical equations are given and ﬁnally
the results of ANN model are presented.
4.1. Empirical equations results
Correlation coefﬁcient (r2), root mean square error (RMSE)
and mean relative absolute error (MRAE) of empirical equa-
tions are given in Table 2. From this table it is clear that Laceyns and Ali equations for all the data.
S
RMSE MRAE r2 RMSE MRAE
0.48 0.20 0.75 3.25 0.48
0.97 0.28 0.75 3.26 0.48
1.51 0.40 0.57 2.75 0.436
Table 3 The results of developed ANN models.
Model type Parameter ANN architecture Activation function Train Test
r2 RMSE MRAE r2 RMSE MRAE
ANN-1 P 2–2–6–1 Tansig 0.98 3.67 0.086 0.968 4.77 0.105
R 2–2–6–1 Tansig 0.94 0.351 0.091 0.935 0.369 0.112
S 2–2–6–1 Tansig 0.46 1.27 0.227 0.32 1.41 0.25
ANN-2 P 2–2–6–3 Tansig 0.98 3.56 0.107 0.96 5.3 0.143
R 2–2–6–3 Tansig 0.97 0.265 0.099 0.94 0.34 0.117
S 2–2–6–3 Tansig 0.363 1.38 0.256 0.33 1.4 0.261
ANN-3 P 1–4–8–10–3 Tansig/logsig 0.98 3.35 0.064 0.95 5.02 0.081
R 1–4–8–10–3 Tansig/logsig 0.93 0.316 0.098 0.86 0.438 0.10
S 1–4–8–10–3 Tansig/logsig 0.286 2.07 0.279 0.40 1.92 0.255
168 H.I. Mohamedequation has the best prediction of wetted perimeter (with r2
equal to 0.9) but all of empirical equations have high values
of RMSE. These values show the poor performance of all three
empirical equations in estimating stable channel wetted perim-
eter. Also Lacey equation with r2 = 0.83, RMSE = 0.48,
MRAE= 0.2, has the best estimation of hydraulic radiusa- Training
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testing stages.but the high values of RMSE and MRAE of this equation
and all of the other empirical equations indicate that these
equations cannot be used in accurate design of stable alluvial
channels. Based on the results of Table 2 it is seen that there
is no equation can predict the bed slope accurately. From this
table it is clear that several empirical regime equations haveb-testing
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ties in alluvial channel design. So, better and reliable designs
needs application of new techniques such as artiﬁcial neural
network which can learn the physical processes of real world
phenomenon from numerical or observed values.
4.2. Artiﬁcial neural network models results
In this section results of three developed ANN models are pre-
sented. The optimal structure of these models has obtained
using trial and error technique and is ﬁtted for all models to
compare the physical principles of regime channels. The ﬁrst
model estimates channel geometry (wetted perimeter, hydrau-
lic radius and slope) separately (ANN-1), the second predicts
these parameters simultaneously (ANN-2). In these two mod-
els the input parameters are ﬂow discharge and mean grain size
and the output parameter(s) are channel geometry variable(s):
wetted perimeter (P), hydraulic radius (R), slope (S). The third
model (ANN-3) is similar to the second model but the input
parameter is the ﬂow discharge only. To develop the ANN
models the data set was divided randomly in two parts: 67%
for training, and 33% for validating and testing the ANN
models. In Table 3, the results of models, the optimal structure
of the three developed models ANN-1, ANN-2 and ANN-3a- training
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Figure 3 Comparison between actual and ANN-2 model predicted va
testing stages.and the statistical results of them are given. From this table
it is clear that the ANN models can accurately extract the dy-
namic trends of alluvial regime channels. Comparisons be-
tween ANN-1 and empirical equations shows that the ANN
model have clearly better results and is superior to all of them.
Furthermore in Fig. 2 the results of ANN-1 are compared with
the observed values. The coefﬁcients of determination of
ANN-1 model in testing stage are 0.97, 0.94 and 0.32 for wet-
ted perimeter, hydraulic radius and water surface slope respec-
tively. These values are greater than the results of the best
empirical equations.
The results of the ANN-2 model, which predicts P, R, and
S simultaneously are presented in Fig. 3 and Table 3, and com-
pared with observed ﬁeld values. The ANN-2 model predicts
channel geometry parameters simultaneously so this model
has a single optimal structure and includes interaction of ﬂow
mechanisms in alluvial channels to reach their stable geometry.
The ANN-2 optimal structure is 2–2–6–3 with tansig activa-
tion function. These results show that this model predicts
channel regime geometry accurately. Also, its performance is
nearly the same as ANN-1 separate model. Furthermore, the
results of ANN-2 model clearly are superior to empirical equa-
tions and this evidence shows the superiority of ANN models
to regression methods of stable channel design.b- testing
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Figure 4 Comparison between actual and ANN-3 model predicted values of wetted perimeter, hydraulic radius and slope in training and
testing stages.
170 H.I. MohamedThe Egyptian irrigation canals are characterized by silty
and silty sand bed and the sediment load concentration is less
than 100 ppm. Because of the lack of the data concerning the
mean grain size of many irrigation canals, it will be more prac-
tical to correlate the canal dimensions with the ﬂow capacity
only. So, in Table 3 and Fig. 4a–f the results of ANN-3 model,
which predicts P, R, and S simultaneously as a function in dis-
charge only. It is noticeable that ANN-3 model can predict the
geometrical dimensions of regime channels with the same pre-
cision of ANN-1 and ANN-2 but the number of hidden layers
increased. The relatively large error in water slope prediction
can be attributed to bed forms development.5. Conclusions
In this paper, ANNs have been used for estimating stable allu-
vial channel dimensions. The ANN model relates hydraulic ra-
dius, wetted perimeter, and water surface slope to the channel
discharge and mean bed grain size. In developing the ANN
model, 311 sets of ﬁeld data collected from 61 manmade irriga-
tion canals and drains ranging from distributary canals to car-
riers canals were used. The ANN estimates were comparedwith the outputs of three existing methods, frequently used
to predict Egyptian canals dimensions, based on three different
statistical methods. It was found that the neural networks
model can be successfully applied for the design of stable allu-
vial channels when other approaches cannot succeed with the
uncertainty and the stochastic nature of the sediment move-
ment. Increasing input patterns with wide range variables,
which come from well established database system, will in-
crease the accuracy of the model estimated values. The ANNs
are more versatile than the regression based models because of
the freedom available with the choice of the number of hidden
layers and the needs associated with each of these layers. The
ANN structure allows information to be processed along mul-
tiple paths simultaneously, thereby offering opportunities for
parallel implementation.
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