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Abstract
The question if a given partial solution to a problem can be extended reasonably occurs
in many algorithmic approaches for optimization problems. For instance, when enumerating
minimal dominating sets of a graph G = (V, E), one usually arrives at the problem to decide
for a vertex set U ⊆ V , if there exists a minimal dominating set S with U ⊆ S. We propose
a general, partial-order based formulation of such extension problems and study a number of
specific problems which can be expressed in this framework. Possibly contradicting intuition,
these problems tend to be NP-hard, even for problems where the underlying optimisation
problem can be solved in polynomial time. This raises the question of how fixing a partial
solution causes this increase in difficulty. In this regard, we study the parameterised complexity
of extension problems with respect to parameters related to the partial solution, as well as the
optimality of simple exact algorithms under the Exponential-Time Hypothesis. All complexity
considerations are also carried out in very restricted scenarios, be it degree restrictions or
topological restrictions (planarity) for graph problems or the size of the given partition for the
considered extension variant of Bin Packing.
1 Introduction and Motivation
The very general problem of determining the quality of a given partial solution occurs basically in
every algorithmic approach which computes solutions in some sense gradually. Pruning search-trees,
proving approximation guarantees or the efficiency of enumeration strategies usually requires a
suitable way to decide if a partial solution is a reasonable candidate to pursue. Consider for example
the classical concept of minimal dominating sets for graphs. The task of finding a maximum
cardinality minimal dominating set (or an approximation of it) as well as enumerating all minimal
dominating sets naturally leads to solving the following extension problem: Given a graph G =
(V,E) and a vertex set U ⊆ V , does there exists a minimal dominating set S with U ⊆ S.
In this paper, we want to consider these kinds of subproblems which we call extension problems.
Informally, in an extension version of a problem, we will be given in the input a partial solution
to be extended into a minimal or a maximal solution for the problem (but not necessarily to a
solution of globally minimum or maximum value). Extension problems as studied in this paper are
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encountered in many situations when dealing with classical decision problems, say, with Vertex
Cover.
• When running a search tree algorithm, usually parts of the constructed solution are fixed. It
is highly desirable to be able to prune branches of the search tree as early as possible. Hence,
it would be very nice to tell (in polynomial time) if such a solution part (that we will call a
pre-solution below) can be part of a minimal vertex cover.
• The consideration of the previous item is valid both if we look for a minimum vertex cover
(or, as a decision variant, for a vertex cover of a size upper-bounded by a given number k),
or if we look for a minimal vertex cover of maximum size (or, for a minimal vertex cover
lower-bounded by a given number k).
• The same type of reasoning is true if one likes to enumerate or count all minimal vertex
covers or similar structures [10, 11, 12, 16, 22, 26, 33, 35]. It was this scenario where the
question of complexity was asked for Vertex Cover Extension in [16].
• More generally, the question of finding extensions to minimal solutions was encountered in
the context of proving hardness results for (efficient) enumeration algorithms for Boolean
formulae, in the context of matroids and similar situations; see [11, 26].
• The following question was already asked in 1956 by Kurt Go¨del in a famous letter to Joh(an)n
von Neumann [36]: It would be interesting to know, . . . how strongly in general the number of
steps in finite combinatorial problems can be reduced with respect to simple exhaustive search.
The mentioned pruning of search branches and hence the question of finding (pre-)solution
extensions lies at the heart of this question.
• Extensions also play some role in approaches for polynomial-time approximation schemes.
This paper is not the first one to consider extension problems, yet it proposes a general frame-
work to host this type of problems. In [11], it is shown that this kind of extension of partial solutions
is NP-hard for the problem of computing prime implicants of the dual of a Boolean function; a
problem which can also be seen as the problem of finding a minimal hitting set for the set of prime
implicants of the input function. Interpreted in this way, the proof from [11] yields NP-hardness
for the minimal extension problem for 3-Hitting Set. This result was extended in [3] to prove
NP-hardness for the extension of minimal dominating sets (denoted by Ext DS here), even when
restricted to planar cubic graphs. Similarly, it was shown in [2] that extension for minimum vertex
cover (Ext VC) is NP-hard, even restricted to planar cubic graphs. However, we are not aware of
a systematic study of this type of problems.
In an attempt to study the nature of such extension tasks, we propose a general framework
to express a broad class of what we refer to as extension problems. This framework is based on
a partial order approach, reminiscent of what has been endeavored for maximin problems in [30].
In essence, we consider optimisation problems in NPO with an additionally specified set of partial
solutions which we call pre-solutions (including the set of solutions) and a partial order on those.
This partial order 6 reflects not only the notion of extension but also of minimality as follows. For
a pre-solution U and a solution S, S extends U if U 6 S. A solution S is minimal, if there exists
no solution S′ 6= S with S′ 6 S. The resulting extension problem is formally defined as the task
to decide for a given pre-solution U , if there exits a minimal solution S which extends U .
We systematically study the complexity of extension problems of quite a number of classical
problems which fit into our framwork. Interestingly, extension variants tend to be NP-hard, even
if the underlying classical optimization problem is solvable in polynomial time. We encountered
this observation, for instance, in connection with Maximum Matching. We also study the pa-
rameterized complexity of these problems, in particular under the parameterization of the size (or
more general the value) of the fixed pre-solution or of its complement, as well as the complexity of
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extension problems assuming that the Exponential Time Hypothesis (ETH) holds1. Further, for
the graph problems considered here, we discuss the restriction to planar graphs, as for a certain
argument to obtain PTAS for this restricted graph class, pioneered by Baker [1], it is important
to know if solutions computed for certain parts of the graph can be (easily) extended to a solution
of the overall instance. Due to space limitations, many technical proofs have been moved to an
appendix.
2 A General Framework of Extension Problems and Nota-
tion
We use standard notations from graph theory and only deal with undirected simple graphs that
can be specified as G = (V,E). A subgraph G′ = (V ′, E′) of G is a partial graph if V ′ = V . If
U ⊆ V , then G[U ] denotes the subgraph induced by U . For X ⊆ E, G[X ] denotes the graph (V,X)
and V (X) denotes the set of vertices incident to edges in X .
In order to formally define our concept of minimal extension, we define what we call monotone
problems which can be thought of as problems in NPO with the addition of a set of pre-solutions
(which includes the set of solutions) together with a partial ordering on this new set. Formally
we define such problems as 5-tuples Π = (I, presol, sol,6,m) (where I, sol,m with an additional
goal ∈ {min,max} yields an NPO problem) defined by:
• I is the set of instances, recognizable in polynomial time.
• For I ∈ I, presol(I) is the set of pre-solutions and, in a reasonable representation of instances
and pre-solutions, the length of the encoding of any y ∈ presol(I) is polynomially bounded
in the length of the encoding of I.
• For I ∈ I, sol(I) is the set of solutions, which is a subset of presol(I).
• There exists an algorithm which, given (I, y), decides in polynomial time if y ∈ presol(I);
similarly there is an algorithm which decides in polynomial time if y ∈ sol(I).
• For I ∈ I, 6I is a partial ordering on presol(I) and there exists an algorithm that, given an
instance I and y, z ∈ presol(I), can decide in polynomial time if y 6I z.
• For each I ∈ I, the set of solutions sol(I) is upward closed with respect to the partial ordering
6I , i.e., U ∈ sol(I) implies U ′ ∈ sol(I) for all U,U ′ ∈ presol(I) with U 6I U ′.
• m is a polynomial-time computable function which maps pairs (I, x) with I ∈ I and x ∈
presol(I) to non-negative rational numbers; m(I, x) is the value of x.
• For I ∈ I, m(I, ·) is monotone with respect to 6I , meaning that the property y 6I z for
some y, z ∈ presol(I) either always implies m(I, y) 6 m(I, z) or m(I, y) > m(I, z).
The requirement that the set of solutions is upward closed with respect to the partial ordering
relates to independence systems, see [34].
Given a monotone problem Π = (I, presol, sol,6,m), we denote by µ(sol(I)) the set of minimal
feasible solutions of I, formally given by
µ(sol(I)) = {S ∈ sol(I) : ((S′ 6I S) ∧ (S′ ∈ sol(I)))→ S′ = S} .
Further, given U ∈ presol(I), we define ext(I, U) = {U ′ ∈ µ(sol(I)) : U 6I U ′} to be the set of
extensions of U . Sometimes, ext(I, U) = ∅, which makes the question of the existence of such
1ETH is a conjecture asserting that there is no 2o(n) (i.e., no sub-exponential) algorithms for solving 3-SAT,
where n is the number of variables; the number of clauses is somehow subsumed into this expression, as this number
can be assumed to be sub-exponential in n (after applying the famous sparsification procedure); cf. [23].
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extensions interesting. Hence, finally, the extension problem for Π, written Ext Π, is defined as
follows: An instance of Ext Π consists of an instance I ∈ I together with some U ∈ presol(I),
and the associated decision problems asks if ext(I, U) 6= ∅.
Although we strongly linked monotone problems to NPO, the corresponding extension problems
do not generally belong to NP (in contrast to the decision problems associated to NPO problems).
Consider the monotone problem Πτ = (I, presol, sol,6,m) with:
• I = {F : F is a Boolean formula}.
• For a formula F ∈ I on n variables, presol(F ) = sol(F ) = {φ | φ : {1, . . . , n} → {0, 1}}.
• For φ, ψ ∈ presol(F ), φ 6F ψ if either φ = ψ, or assigning variables according to ψ satisfies
F while an assignment according to φ does not.
• m ≡ 1 (plays no role for the extension problem)
The associated extension problem Ext Πτ corresponds to the co-NP-complete Tautology
Problem in the following way: Given a Boolean formula F which, w.l.o.g., is satisfied by the
all-ones assignment ψ1 ≡ 1, it follows that (F, ψ1) is a yes-instance for Ext Πτ if and only if F
is a tautology, as ψ1 is in µ(sol(F )) if and only if there does not exist some ψ1 6= φ ∈ sol(F )
with φ 6F ψ1, so, by definition of the partial ordering, an assignment φ which does not satisfy F .
Consequently Ext Πτ is not in NP, unless co-NP = NP.
Let us mention some monotone graph problems, for which I is the set of undirected graphs,
denoting instances by I = (V,E), and m(I, U) = |U | for all U ∈ presol(I):
• Vertex Cover (VC): 6I=⊆, presol(I) = 2V , C ∈ sol(I) iff each e ∈ E is incident to at
least one v ∈ C;
• Edge Cover (EC): 6I=⊆, presol(I) = 2E, C ∈ sol(I) iff each v ∈ V is incident to at least
one e ∈ C;
• Independent Set (IS): 6I=⊇, presol(I) = 2V , S ∈ sol(I) iff G[S] contains no edges;
• Edge Matching (EM): 6I=⊇, presol(I) = 2E , S ∈ sol(I) iff none of the vertices in V is
incident to more than one edge in S;
• Dominating Set (DS): 6I=⊆, presol(I) = 2V , D ∈ sol(I) iff N [D] = V ;
• Edge Dominating Set (EDS): 6I=⊆, presol(I) = 2E , D ∈ sol(I) iff each edge belongs to
D or is adjacent to some e ∈ D.
We hence arrive at problems like Ext VC (or Ext IS, resp.), where the instance is specified by
a graph G = (V,E) and a vertex set U , and the question is if there is some minimal vertex cover
C ⊇ U (or some maximal independent set I ⊆ U). Notice that the instance (G, ∅) of Ext VC can
be solved by a greedy approach that gradually adds vertices, starting from ∅ as a feasible solution,
until this is no longer possible without violating feasibility (since we do not request the solution to
be minimum). Similarly, (G, V ) is an easy instance of Ext IS. We will show that this impression
changes for other instances.
So far, it might appear that only few examples exist for defining instance orderings 6I . The
reader is referred to [30] as a rich source of further instance orderings. Let us mention one other
example. Bin Packing. Here, we make use of the well-known partition ordering. The underlying
optimization problem is Bin Packing, or BP for short, formalized as follows. The input consists
of a set X = {x1, . . . , xn} of items and a weight function w that associates rational numbers
w(xi) ∈ (0, 1) to items. A feasible solution is a partition π of X such that, for each set Y ∈ π,∑
y∈Y w(y) 6 1. The traditional aim is to find a feasible π such that |π| is minimized. Now,
presol(X) collects all partitions of X . For two partitions π1, π2 of X , we write π1 6X π2 if π2 is a
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Param.
Ext. of
EC EM DS EDS BP
standard FPT FPT W[3]-complete W[1]-hard para-NP-hard
dual FPT FPT FPT FPT FPT
Table 1: Survey on parameterized complexity results for extension problems
refinement of π1, i.e., π2 can be obtained from π1 by splitting up its sets into a larger number of
smaller sets. Hence, {X} is the smallest partition with respect to 6X . As a partition π is a set,
we can measure its size by its cardinality. Clearly, the set of solutions is upward closed. Now, a
solution is minimal if merging any two of its sets into a single set yields a partition π such that
there is some Y ∈ π with w(Y ) := ∑y∈Y w(y) > 1. In the extension variant, we are given a
partition πU of X (together with X and w) and ask if there is any minimal feasible partition π
′
U
with πU 6X π
′
U . This describes the problem Ext BP. One could think of encoding knowledge
about which items should not be put together in one bin within the given partition πU .
Further, we discuss the parameterized complexity of several extension problems, where we
define the standard parameter for an extension problem Ext Π for a monotone problem Π =
(I, presol, sol,6,m) to be the value of the given pre-solution, i.e., the parameter for instance (I, U)
of Ext Π ism(U). Accordingly, for dual parameterization, we consider the difference of the value of
the given pre-solution to the maximum mmax(I) := max{mI(y) : y ∈ presol(I)}, so the parameter
for instance (I, U) of Ext Π is mmax(I)−m(U).
Summary of Results For all problems that we consider, we obtain NP-completeness results, for
graph problems even when restricted to planar bipartite graphs of maximum degree three. Clearly,
we know that these hardness results are optimal with respect to the degree bound. Observe that
extension problems can behave quite differently from the classical (underlying) decision problems
with respect to (in-)tractability. For instance, EC is solvable in polynomial time, while Ext EC is
NP-hard. We also study this phenomenon more in depth by defining generalizations of edge cover
and matching problems such that the simple optimization problems can be solved in polynomial
time, while the extension variants are NP-hard. All our NP-hardness results translate into ETH-
hardness results, as well. All ETH-hardness results are matched by corresponding algorithmic
results. We further obtain parameterized complexity results as surveyed in Table 1. The hardness
results for graph problems contained in this table also hold for the restriction to bipartite graph
instances.
3 NP-Completeness Results
In this section, we present computational complexity results for some well known graph problems.
Most results are reductions from one of the following two variants of satisfiability. The first is
2-balanced 3-SAT, denoted by (3, B2)-SAT. An instance I = (C,X ) of (3, B2)-SAT is a set C
of CNF clauses defined over a set X of Boolean variables such that each clause has exactly 3 literals,
and each variable appears exactly 4 times in C, twice negated and twice unnegated. The bipartite
graph associated to instance I = (C,X ) is BP = (C ∪ X,E(BP )) with C = {c1, . . . , cm}, X =
{x1, . . . , xn} and E(BP ) = {cjxi : xi or ¬xi is literal of cj}. (3, B2)-SAT is NP-complete by [4,
Theorem 1]. The other problem used in our reductions is 4-Bounded Planar 3-Connected
SAT (4P3C3SAT for short), the restriction of exact 3-satisfiability to clauses in C over
variables in X , where each variable occurs in at most four clauses (at least one time negated and
one time unnegated) and the associated bipartite graph BP is planar of maximum degree 4. This
restriction is also NP-complete [27].
Let us summarize our findings in the following statement.
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Theorem 1. Let P ∈ {EC,EM,DS,EDS}. Then, Ext P is NP-complete on bipartite graphs of
maximum degree 3.
We make one of the possibly most surprising results explicit, as the underlying optimization
problem is well-known to be polynomial-time solvable. Not only in this case, there are additional
properties that graph instances might satisfy, still maintaining NP-hardness.
Theorem 2. Ext EC is NP-complete on bipartite graphs of maximum degree 3, even if the given
pre-solution forms an edge matching.
Proof. We reduce from (3, B2)-SAT, so let I be an instance of (3, B2)-sat with clauses C =
{c1, . . . , cm} and variables X = {x1, . . . , xn}.
From the bipartite graph BP associated to I, we build a graph G = (V,E) by splitting every
vertex xi ∈ X by a P5 denoted Pi = (xi, li,mi, ri,¬xi) where now xi (resp., ¬xi) is linked to cj if
xi appears unnegated (resp., negated) in cj (see Figure 1). It is easy to see that G is bipartite of
maximum degree 3. Finally, let U = {xili,¬xiri : 1 6 i 6 n}. We claim that I is satisfiable iff G
admits a minimal edge cover containing U .
c1
c2
c3
...
cm
x1
x2
...
xn
l1
l2
...
ln
m1
m2
...
mn
r1
r2
...
rn
¬x1
¬x2
...
¬xn
Figure 1: The graph G = (V,E) for Ext EC built from I with m+5n vertices and 3m+4n edges.
Edges of U are drawn bold. In this example, c1 = {¬x1, x2, xn}.
Assume I is satisfiable and let T be a truth assignment which satisfies all clauses. For each
clause cj , let f(j) be an index such that variable xf(j) satisfies clause cj for T and let J = [n]\f([m])
be the indices not used by mapping f . We set
S = {xf(j)cj ,mf(j)rf(j) : T (xf(j)) = true, xf(j) appears positively in cj}
∪ {¬xf(j)cj ,mf(j)ℓf(j) : T (xf(j)) = false, xf(j) appears negatively in cj}
∪ U ∪ {miri : i ∈ J} .
We can easily check that S is a minimal edge cover containing U .
Conversely, assume that G has a minimal edge cover S containing U . In order to cover vertex
mi for each i ∈ {1, . . . , n}, the edge cover S contains either limi or rimi (not both by minimality).
This means that if we set T (xi) = true if rimi ∈ S and T (xi) = false if limi ∈ S, we obtain a valid
assignment T . This assignment satisfies all clauses of I, since S must cover all vertices of C. 
Discussing the complexity of Ext BP requires a quite different approach. We reduce from
3-Partition which asks for a given multiset S = {s1, . . . , s3m} of intergers and b ∈ N if S can be
partitioned into m triples such that the sum of each subset equals b. 3-Partition is NP-complete
even if b/4 < si < b/2 for each i ∈ {1, . . . , 3m}, see [21]. As corresponding Ext BP instance we
build the set X = {x0, x1, . . . , x3m} with weights w(x0) = mm+1 and w(xi) = sib for each 1 6 i 6 3m
and set πU = {{x0}, {x1, . . . , x3m}} as a partial partition of X . It can be shown that (S, b) is a
yes-instance of 3-Partition if and only if (X, πU ) is a yes-instance of Ext BP which yields:
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xi
c1
c2
c3
c4
case 1
ti
li
mi
ri
fi
c1
c2
c3
c4
case 2
t1i
l1i
m1i
r1i
f1i
t2i
l2i
m2i
r2i
t2i
p1i p
2
i
c1
c2
c3
c4
case 3
t1i
t2i
l1i
l2i
m1i
m2i
rifi
c1
c2
c3
c4
Figure 2: Construction for Ext EC (planar). On the left: A variable xi appearing in four clauses
c1, c2, c3, c4 in I. On the right, cases 1, 2, 3: The gadgets H(xi) in the constructed instance depend
on how xi appears (negated or non-negated) in the four clauses. Bold edges denote elements of U .
Theorem 3. Ext BP is NP-hard, even if the pre-solution πU contains only two sets.
Planar Graphs
The following statement appears to be only strengthening Theorem 1, but the details behind can
be different indeed. We exemplify this by one concrete example theorem.
Theorem 4. Let P ∈ {EC,EM,DS,EDS}. Then, Ext P is NP-complete on planar bipartite
graphs of maximum degree 3.
All reductions are from 4P3C3SAT. This gives us a planar vertex-clause-graph G, correspond-
ing to the original SAT instance I. The additional technical difficulties come with the embeddings
that need to be preserved. Suppose that a variable xi appears in at most four clauses c1, c2, c3, c4
of I such that in the induced (embedded) subgraph Gi = G[{xi, c1, c2, c3, c4}], c1xi, c2xi, c3xi, c4xi
is an anti-clockwise ordering of edges around xi. By looking at Gi and considering how variable
xi appears negated or non-negated in the four clauses c1, c2, c3, c4 in I, the construction should
handle the 3 following cases:
• case 1: xi ∈ c1, c2 and ¬xi ∈ c3, c4,
• case 2: xi ∈ c1, c3 and ¬xi ∈ c2, c4,
• case 3: xi ∈ c1, c2, c3 and ¬xi ∈ c4.
All other cases are included in these 3 cases by rotations and / or interchanging xi with ¬xi. We
illustrate how these cases are used in the reductions explicitly for Ext EC. While the interconnec-
tions of the clause gadgets and the variable gadgets are similar to the non-planar case, the variable
gadgets differ according to the cases listed above, see Figure 2.
4 Parameterized Perspective
For notions undefined in this paper, we refer to the textbook [17]. Generally, our model for
extension allows for problems which are not in NP, which is due to the difficulty of deciding
minimality, i.e., checking if S ∈ µ(sol(I)) for S ∈ sol(I). For the specific problems we discuss here
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however, minimality can obviously always be tested efficiently. From our parameterized perspective,
this immediately yields membership in FPT for all cases where the set of S ∈ presol(I) with U 6I S
can be enumerated in a function in the parameter.
As U 6I S means U ⊇ S for Ext EM, it follows that we only have to consider the 2|U| = 2m(U)
subsets of U as candidates for a minimal extension of U , which yields:
Corollary 5. Ext EM with standard parameter is in FPT.
As we can list all supersets of a given set U ⊆ X in time O(2|X|−|U|), and similarly all partitions
of X refining a given partition πU in time O(c
|X|−|πU |), we also get the following (observe that for
a graph instance I = (V,E) we have mmax(I) = |V | for Ext EC and Ext DS and mmax(I) = |E|
for Ext EDS and that P = {{x} : x ∈ X} gives the partition of X of value |X | which gives the
maximum for dual parametrization of Ext BP):
Corollary 6. Ext EC, Ext DS, Ext EDS and Ext BP with dual parameter are in FPT.
In the following we derive a less obvious FPT membership result which is based on enumeration
of minimal vertex covers; see [16]. We discuss Ext EM where it is sometimes more convenient to
think about this problem as follows: Given a graph G = (V,E) and an edge set A, does there exist
an inclusion-wise maximal matchingM (given as a set of edges) of G that avoids A, i.e., M∩A = ∅.
With dual parameterization the parameter then is |A|. Assume there is a maximal matching M of
G such that M ∩ A = ∅, then the next property is quite immediate but very helpful.
Lemma 7. V (M) ∩ V (A) is a vertex cover of G′′ = (V,A).
In order to use this observation, we need the following construction to compute matchings
according to a fixed vertex cover. For a minimal vertex cover S of G′′ = (V,A), let (G′, wS) be
the edge-weighted graph defined as follows: For v ∈ V , dS(v) = 1 if v /∈ S, and dS(v) = |E| + 1
if v ∈ S. We define wS , the edge weight, by: wS(e) = dS(x) + dS(y) for e = xy ∈ E \ A. This
way, we link the profit of an edge in a weighted matching for (G′, wS) to how much it covers of the
vertex cover S of G′′ = (V,A), which formally yields:
Theorem 8. There is a maximal matching M of G such that M ∩ A = ∅ if and only if there is
a minimal vertex cover S of G′′ such that the maximum weighted matching of (G′, wS) is at least
|S|(|E|+ 1).
Using the characterization given in Theorem 8, the following result follows simply from enumerating
all minimal vertex covers of G′′.
Theorem 9. Ext EM with dual parameter is in FPT.
Minimum Hitting Set as NPO problem is defined by instances I = (X,S) where X is a finite
ground set and S = {S1, . . . , Sm} is a collection of sets Si ⊆ X (usually referred to as hyperedges)
and feasible solutions are subsets H ⊆ X such that H ∩ Si 6= ∅ for all i ∈ {1, . . . ,m}. In [6] the
associated extension problem, where pre-solutions are all subsets U ⊆ X , the partial ordering is
set-inclusion, in the following referred to as Ext HS, appears as a subproblem for the enumeration
of minimal hitting sets in lexicographical order and Ext HS is there shown to be W[3]-complete
with respect to the standard parameter m(I, U) = |U |. By a slight adjustment of the classical
reduction from the hitting set problem to Dominating Set, this result transfers and formally
yields:
Theorem 10. Ext DS with standard parameter is W[3]-complete, even when restricted to bipartite
instances.
To show that Ext EDS is not likely to be FPT by standard parameterization, we designed a
reduction from Ext VC which is shown to be W[1]-complete in [13].
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Theorem 11. Ext EDS with standard parameter is W[1]-hard, even when restricted to bipartite
instances.
Since edge domination can be seen as vertex domination on line graphs, the W[3]-membership
of Ext DS transfers to Ext EDS. It remains open where Ext EDS exactly belongs in the W
hierarchy, as we were not able to place it in W[2] or even W[1] or to show W[3]-hardness.
Discussing treewidth The crucial combinatorial properties of many classical decision problems
can be expressed in monadic second order logic (MSO), or counting variants thereof, the actual
characterization of the property can be often even written in FO. This is well known for the
problems considered in this paper. For instance, Cov(C) := ∀x, y (adj(x, y)→ (x ∈ C ∨ y ∈ C))
says that C is a vertex cover. Based on such a formula, it is also possible to express inclusion-wise
minimality or maximality (the most important cases for our paper). For instance,
µ-Cov(C) := ∀x, y (adj(x, y)→ (x ∈ C ∨ y ∈ C)) ∧ ∀x ∈ C∃y (adj(x, y) ∧ y /∈ C)
says that C is a minimal vertex cover. The fact that C is superset of a given set U can be easily
expressed by an implication. Also see [15, Sec. 7.4.2]. Hence, we state:
Proposition 12. All extension graph problems considered in this paper can be written as MSO
formulae. Hence, applying Courcelle’s theorem, these decision problems, parameterized by treewidth,
are in FPT.
We can also state the following result which does not use the previous meta-theorem:
Proposition 13. For each of the graph extension problems P discussed in this paper, there is a
constant cP such that P can be solved in time O∗(ctP ) on graphs of treewidth at most t.
5 Optimal Exact Algorithms under the Exponential Time
Hypothesis
Due to Proposition 13, we can also see that all our extension graph problems can be solved in
time O(cnP ) for some problem-P specific constant cP . As planar graphs of order n have treewidth
O(√n), Proposition 13 yields the following result.
Corollary 14. Each of our extension graph problems can be solved in time O(2O(
√
n)) on planar
graphs of order n.
For Ext BP, the situation is a bit more complicated. The validity of the dynamic program-
ming algorithm that we designed depends on a somewhat special combinatorial characterization
of minimal solutions. Namely, a partition solution π is minimal if and only if there is a constant
0 < δ < 1/2 such that for the two bins (sets) X1, X2 ∈ π of smallest weight, with w(X1) 6 w(X2),
w(X1) > δ and w(X2) > 1− δ.
Theorem 15. Ext BP with n items can be solved in time O∗(6n), using space O∗(3n).
The Exponential Time Hypothesis (ETH) was introduced to provide evidence for lower bounds
on exponential-time algorithms; see [23, 25, 29]. Now, if we look at the construction proving NP-
hardness of (3, B2)-SAT [4, Theorem 1], it is clear that these transformations blow up the instance
by a constant factor only. Hence, we can state:
Lemma 16. Assuming ETH, there is no 2o(n+m)-algorithm for solving n-variable, m-clause in-
stances of (3, B2)-SAT.
As all our reductions, starting out from (3, B2)-SAT, are blowing up the size of the instances
only in a linear fashion, we can immediately conclude:
9
Theorem 17. Let P ∈ {EC,EM,DS,EDS}. There is no 2o(n+m)-algorithm for n-vertex, m-edge
bipartite instances of maximum degree 3 of Ext P, unless ETH fails.
For planar graphs, the situation is a bit more involved. Kratochv´ıl’s construction for showing
NP-hardness of 4P3C3SAT is based on Lichtensteins’s [28] and offers a quadratic blow-up in total,
compared to 3SAT itself.
Proposition 18. There is no algorithm that solves 4P3C3SAT on instances with n variables and
m clauses in time 2o(
√
n+m), unless ETH fails.
Corollary 19. For any graph extension problem studied in this paper, there is no 2o(
√
n) algorithm
for solving planar instances of order n, unless ETH fails.
Ext BP delivers a nice example that it is not always that easy to take the textbook construction
from Garey and Johnsson for NP-hardness to immediately get hardness results under ETH that
match existing algorithms. According to [24, Corollary 3.2], there is no algorithm deciding 4-
Partition with n items in time 2o(n) × |I|O(1), unless ETH fails. As we can adapt our reduction
from Theorem 3 to reduce from this problem, we can formulate:
Corollary 20. Assuming ETH, Ext BP with n items cannot be solved in time 2o(n).
In conclusion, all exact algorithms we considered are optimal under ETH.
6 Generalizations of Matching and Edge Cover Problems
In this section, we want to consider more general versions of matchings and edge covers of a graph.
A partial subgraph G′ = (V, S) of G = (V,E) is called r-degree constrained if the maximum degree
of G′ is upper-bounded by r. The case r = 1 corresponds to a matching. A maximum r-degree
constrained partial subgraph can be found in polynomial time [20]. Here, we are interested in the
corresponding extension variant, called Ext r-DCPS.
Theorem 21. For every fixed r > 2, Ext r-DCPS is NP-complete in bipartite graphs with
maximum degree r + 1, even if the set of forbidden edges induces a matching.
On the positive side, it is also possible to generalize the FPT-result from Section 4:
Theorem 22. Ext r-DCPS with dual parameter is in FPT.
This generalization of Theorem 9 is not at all trivial, it combines the previous idea of listing
minimal vertex covers with solving the weighted version of Max r-DCPS on an auxiliary graph.
Similarly, we can generalize the notion of edge cover. A partial subgraph G′ of a given graph G
is called r-edge cover if the minimum degree of G′ is lower-bounded by r. A problem called Min
Lower-Upper-Cover Problem, or MinLUCP for short, generalizes the problem of finding an
r-edge cover of minimum size and can be solved in polynomial time [34]. The optimization variant
of MinLUCP is: given G = (V,E) and two non-negative functions a, b from V such that ∀v ∈ V ,
0 6 a(v) 6 b(v) 6 dG(v), find a subsetM ⊆ E such that the partial graph G[M ] = (V,M) induced
by M satisfies a(v) 6 dG[M ](v) 6 b(v) (such a solution is called a lower-upper-cover), minimizing
its total size |M | among all such solutions (if any). An r-EC solution corresponds to a lower-upper-
cover with a(v) = r and b(v) = dG(v) for every v ∈ V . Our name for the extension variant thereof
is Ext r-EC.
Theorem 23. For every fixed r > 1, Ext r-EC is NP-complete in bipartite graphs with maximum
degree r + 2, even if the pre-solution is an induced matching.
We exploit a combinatorial relationship between Ext r-EC and MinLUCP to show:
Theorem 24. Ext r-EC with standard parameter is in FPT.
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7 Conclusions
In this paper, we introduced a general framework to model extension for monotone problems with
the attempt to highlight the unified strucutre of such types of problems that seem to appear in
many different scenarios. Admittedly, our framework does not cover all problems of this flavour.
Quite similar problems have for example been considered in the area of graph coloring, under the
name of pre-coloring extension, which contains the completion of partial Latin squares as a special
case [5, 14, 32]. However, there is a crucial difference with our approach: While with our problems,
the minimality condition on the permissible extensions is essential for all our considerations, they
become at best uninteresting for pre-coloring extension problems, although it is pretty straight-
forward to define partial orderings on pre-colorings so that the set of proper colorings is upward
closed as required in our setting. It would be interesting to study such forms of extension problems
also in a wider framework.
Extension problems as introduced in this paper are also different from refinement problems as
studied in [7], which ask if a given solution is optimum. They also differ from incremental problems
where it is asked if a given solution provides sufficient information to obtain a good solution to an
instance obtained after modifying the instance in a described way, which is also very much related
to reoptimization; see [9, 31].
We only focused on few specific problems. In view of the richness of combinatorial problems,
many other areas could be looked into with this new approach. Further, it would be interesting to
investigate to what extend enumeration problems can be improved by a clever solution to extension
or, conversely, how the difficulty of extension implies bounds on enumeration problems. Finally, let
us give one concrete open question in the spirit of the mentioned letter of Go¨del to von Neumann:
Is it possible to design an exact algorithm for Upper Domination that avoids enumerating all
minimal dominating sets? This still unsolved question already triggered quite some recent research;
see [2, 3].
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Figure 3: The Gadgets H(c) and H(x) for Ext EM. Edges not in U are marked with bold line.
8 Appendix: Omitted proofs
8.1 Proof of Theorem 1 for P = EM
Theorem 25. Ext EM is NP-complete on bipartite graphs of maximum degree 3.
Proof. The proof is based on a reduction from (3, B2)-SAT. Consider an instance of (3, B2)-
SAT with clauses C = {c1, . . . , cm} and variables X = {x1, . . . , xn}. We build a bipartite graph
G = (V,E) of maximum degree 3, together with a set U of permitted edges (among which a
maximal matching should be chosen) as follows:
• For each clause c = ℓ1∨ℓ2∨ℓ3 where ℓ1, ℓ2, ℓ3 are literals, introduce a subgraphH(c) = (Vc, Ec)
with 8 vertices and 7 edges. Vc contains three specified literal vertices ℓ
1
c , ℓ
2
c , ℓ
3
c. Moreover,
Fc = {ℓ1c1c, ℓ2c2c, ℓ3c3c} is the set of three forbidden edges included inH(c), so that Uc = Ec\Fc.
The gadget H(c) is illustrated in the left part of Figure 3.
• For each variable x introduce 12 new vertices which induce the subgraph H(x) = (Vx, Ex)
illustrated in Figure 3. The vertex set Vx contains four special vertices x
c1 , xc2 , ¬xc3 and
¬xc4 , where it is implicitly supposed that variable x appears positively in clauses c1, c2 and
negatively in clauses c3, c4. Define Ux = {ex} ∪ {2c3x ¬xc3 , 2c4x ¬xc4} and U¬x = {e¬x} ∪
{1c1x xc1 , 1c2x xc2}.
• We interconnect H(x) and H(c) where x is a variable occurring in literal ℓi of clause c by
adding the edge ℓciℓ
i
c, with ℓ
c
i from H(x) and ℓ
i
c from H(c). These crossing edges are always
permitted and collected in the set Ucross.
Let U = (
⋃
c∈C Uc)∪(
⋃
x∈X(Ux∪U¬x))∪Ucross. This construction is computable in polynomial
time and G is a bipartite graph of maximum degree 3.
We claim that there is a truth assignment of I which satisfies all clauses iff there is a maximal
edge matching S of G which contains only edges from U . If T is a truth assignment of I which
satisfies all clauses, then we add the set of crossing edges xcx
c as well as Ux if T (x) = true;
otherwise, if T (x) = false, we add the crossing edges ¬xc¬xc and all edges in U¬x. For each clause
c, we determine the literals which satisfy the clause (either one, two or three; let ♯c be the number
of such literals); then, we add 3− ♯c edges saturating vertices 1c, 2c and 3c. For instance, assume
it is only ℓ2 (thus, ♯c = 1). Then, we add two edges saturating vertices 1c and 3c and the unnamed
vertices in gadget clause H(c). The resulting matching S is inclusion-wise maximal and satisfies
S ⊆ U .
Conversely, assume the existence of a maximal matching S with S ⊆ U . Hence, for each
variable x ∈ X exactly one edge between ex and e¬x belongs to S (in order to block edge 3x4x).
If it is ex ∈ S (resp., e¬x ∈ S), then Ux ⊆ S (resp., U¬x ⊆ S). Hence, S does not contain any
crossing edges saturating ¬xc (resp. xc)). Now, for each clause c = ℓ1 ∨ ℓ2 ∨ ℓ3, at least one vertex
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among ℓ1c , ℓ
2
c , ℓ
3
c must be adjacent to a crossing edge of S. In conclusion, by setting T (x) = true if
at least one vertex xc1 or xc2 of H(x) is saturated by S and T (x) = false otherwise we get a valid
assignment T satisfying all clauses. 
8.2 Proof of Theorem 1 for P = DS
Theorem 26. Ext DS is NP-complete on bipartite graphs of maximum degree 3, even if the
subgraph G[U ] induced by the pre-solution U is an induced matching.
Proof. The proof is based on a reduction from (3, B2)-sat as defined before. For an instance I
of (3, B2)-sat with clause set C = {c1, . . . , cm} and variable set X = {x1, . . . , xn}, we build a
bipartite graph G = (V,E) with maximum degree 3, together with a set U ⊆ V of forced vertices
as an instance of EXT DS as follows:
• For each clause c = ℓ1 ∨ ℓ2 ∨ ℓ3 where ℓ1, ℓ2, ℓ3 are literals, we introduce the subgraph
H(c) = (Vc, Ec) with 7 vertices and 6 edges as illustrated on the left side of Fig. 4. The
vertices 1′c and 2
′
c represent literals in clause c (1
′
c represents literals ℓ1 and ℓ2 while 2
′
c
represents ℓ3) and the vertices {3c, 4c} are included in the forced set Uc.
• For each variable x, we introduce a gadget H(x) = (Vx, Ex) which is a path of length 2. The
vertex 1x is in the set of forced vertices Ux. An illustration of variable subgraph H(x) is on
the right side of Fig. 4.
• We interconnect the subgraphs H(x) and H(c) in the following way: for each clause c with
literals ℓ1, ℓ2, ℓ3, corresponding to variables y1, y2, y3, respectively, connect 1
′
c (representing
ℓ1 and ℓ2) to the literal vertices ℓ1 in H(y1) and ℓ2 in H(y2) and connect 2
′
c (representing ℓ3)
to the literal vertex ℓ3 in H(y3).
• Also we set U = (⋃c∈C Uc) ∪ (⋃x∈X Ux).
This construction computes, in polynomial time, a bipartite graph G with maximum degree 3.
Moreover, G[U ] is an induced matching. We can prove that there exists a satisfying assignment T
for I iff (G,U) is a yes-instance of Ext DS. Suppose T is a satisfying assignment for I. Create a
dominating set S from U by adding for each x ∈ X the literal vertex x if T (x) = true and the literal
vertex ¬x if T (x) = false. Also, add to S for each clause c ∈ C the vertex 1c if 1′c is not dominated
by a literal vertex in S and 2c if 2
′
c is not dominated by a literal vertex in S. The resulting set S
is obviously a dominating set for G which contains U . Since T satisfies all clauses in I, S does not
contain both 1c and 2c for any clause c, so the vertex 3c has at least one private neighbor for each
c ∈ C. Since T further is a valid assignment, S only contains x or ¬x for each variable x ∈ X , so 1x
also has a private neighbor. If S is not minimal, it can hence be turned into a minimal dominating
set S′ by successively removing vertices without private neighbors from the ones that we added to
U . This could happen if there is a variable x whose setting does not matter, as all clauses that
contain x or ¬x are already satisfied by the other literals. Then, the corresponding literal vertex
(x or ¬x) put into S can be removed. The resulting minimal dominating set S′ still contains all
vertices from U ; observe that vertices 4c also have a private neighbor 5c. The vertices 4c and 5c
are present in the gadgets to prevent 3c to consider itself as its private neighbor.
Conversely, assume that S is a minimal dominating set of G with U ⊆ S. Because of mini-
mality, 3c needs a private neighbor, either 1c or 2c. Hence, S contains at most one vertex from
{1c, 1′c, 2c, 2′c} for each clause c. In particular, there is at least one vertex among {1′c, 2′c} which
needs to be dominated by a literal vertex. Again by minimality, 1x needs a private neighbor, either
x or ¬x. Hence, the two literal vertices x and ¬x cannot be together in S. Thus, by setting
T (x) = true (resp., false) if x ∈ S (resp., x /∈ S), we arrive at a partial truth assignment of I,
satisfying all clauses, that can be easily completed. 
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H(c) for c = ℓ1 ∨ ℓ2 ∨ ℓ3
1′c
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Figure 4: The Gadgets H(c) and H(x) for Ext DS. Vertices in U illustrated by their bold border.
H(c) for clause c = ℓ1 ∨ ℓ2 ∨ ℓ3
1′c
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H(x) for variable x
x
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Figure 5: The Gadgets H(c) and H(x) for Ext EDS. Edges in U are marked with bold line.
8.3 Proof of Theorem 1 for P = EDS
Theorem 27. Ext EDS is NP-complete on bipartite graphs of maximum degree 3, even if the
partial subgraph (V, U) induced by the pre-solution U is an induced collection of P3.
Proof. The proof is similar to the proof of Theorem 26. We start with instance of (3, B2-sat) with
clauses C = {c1, . . . , cm} and variables X = {x1, . . . , xn} and build a bipartite graph G = (V,E)
of maximum degree 3 as described in Figure 5. Here the clause gadget H(c) = (Vc, Ec) just has a
new vertex 6c and a new edge 5c6c while the variable gadget H(x) = (Vx, Ex) has an additional
vertex 4x and additional edge 3x4x. As forced edges we include the sets Uc = {3c4c, 4c5c} and
Ux = {1x2x, 2x3x} for each clause gadget H(c) and variable gadget H(x), respectively, and the
overall set of forced edges is given by U = (
⋃
x∈X Ux) ∪ (
⋃
c∈C Ux). Fig. 5 proposes an illustration
of H(c) and H(x).
Clearly G is bipartite with maximum degree 3 and is constructed in polynomial time. Similarly
to Theorem 26, we claim that I is satisfiable iff G has a minimal edge dominating set containing
U . 
8.4 Proof of Theorem 3
Theorem. Ext BP is NP-hard, even if the given pre-solution πU contains only two sets.
Proof. The proof consists of a reduction from 3-Partition which is defined as follows: given a
multiset S = {s1, . . . , s3m} of positive integers and a positive integer b as input, decide if S can
be partitioned into m triples S1, . . . , Sm such that the sum of each subset equals b. 3-Partition
is NP-complete even if each integer satisfies b/4 < si < b/2; see [21]. Let (S = {s1, . . . , s3m}, b)
be the input of 3-Partition, where b/4 < si < b/2 for each 1 6 i 6 3m. We build a set
X = {x0, x1, . . . , x3m} of items and a weight function w where w(x0) = mm+1 and w(xi) = sib for
each 1 6 i 6 3m and set πU = {{x0}, {x1, . . . , x3m}} as a partial partition of X . We claim that
(S, b) is a yes-instance of 3-Partition if and only if (X, πU ) is a yes-instance of Ext BP.
Suppose first that S can be partitioned into m triples S1, . . . , Sm where
∑
sj∈Si sj = b for
each Si ∈ S. We build a set Xi = {xj : 1 6 j 6 3m, sj ∈ Si}, 1 6 i 6 m. Considering πU ,
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π′U = {{x0}, X1, . . . , Xm} is a feasible partition and since for each Si ∈ S,
∑
sj∈Si sj = b, we have
w(Xi) = 1 for each Xi ∈ π′U . Hence π′U is not the refinement of any other feasible partition for
(S, b), as especially x0 cannot be added to any subset Xi ∈ π′U . Since π′U is obviously a refinement
of πU , π
′
U is a minimal feasible partition with πU 6X π
′
U .
Conversely, assume that π′U is a minimal partition of X as a refinement of πU . As the set
{x0} in the partition πU can not be split up further, it follows that the extension π′U is of the
form {{x0}, X1, . . . , Xk}. By using the minimality of π′U , it follows especially that
∑
xl∈Xi w(xl) +
w(x0) > 1 for all i ∈ {1, . . . , k}, as otherwise π′′U = {X1, . . . , Xi−1, Xi ∪ {x0}, Xi+1, . . . , Xk} would
be a feasible partition of X with π′′U 6X π
′
U . We claim that k = m. As k < m is not possible,
assume that k > m. Since
∑3m
i=1 w(xi) =
1
b
∑3m
i=1 si = m, this means that 5
∑
xl∈Xj xlw(Xj) 6
m
k
for at least one j ∈ {1, . . . , k}, which contradicts∑xl∈Xj w(xl)+w(x0) > 1 by the definition of x0.
Consider the collection of the sets Si = {sj : 1 6 j 6 3m,xj ∈ Xi}, 1 6 i 6 m as a partition for S.
By feasibility of π′U , it follows that w(Xi) 6 1, which means
∑
sl∈Si sl 6 b and k = m implies that
indeed
∑
sl∈Si sl = b for each i ∈ {1, . . . ,m}. The requirement b/4 < si < b/2 for each 1 6 i 6 3m
then implies that the size of each Xi equals 3, which overall means that S1, . . . , Sm is a solution
for 3-Partition on (S, b). 
8.5 Proofs for Theorem 4
These proves are summarized below in Section 11.
8.6 Proof of Theorem 8
Theorem. There is a maximal matching M of G such that M ∩ A = ∅ if and only if there is a
minimal vertex cover S of G′′ such that the maximum weighted matching of (G′, wS) is at least
|S|(|E|+ 1).
Proof. Let G = (V,E) be a graph and let A ⊆ E. Let M be any maximal matching of G such
that M ∩ A = ∅ (if any). From Lemma 7, we know V (M) ∩ V (A) is a vertex cover of G′′.
Let S ⊆ V (M) ∩ V (A) be any minimal vertex cover of G′′. By construction of wS , we have
wS(M) > |S|(|E|+ 1).
Conversely, assume that S is a minimal vertex cover of G′′ such that the maximum weighted
matching of (G′, wS) is at least |S|(|E|+1). LetM be any maximum weighted matching of (G′, wS).
By construction of wS , matchingM is incident to every vertex of S. In conclusion,M is a maximal
matching of G with M ∩ A = ∅. 
8.7 Proof of Theorem 9
Theorem. Ext EM with dual parameter is in FPT.
Proof. Consider an algorithm that lists all minimal vertex covers of G′′ and checks the matching
condition of (G′, wS) according to Theorem 8 in polynomial time. The running time is dominated
by the procedure that lists all minimal vertex covers. As the number of edges in a graph is an
upper bound on any minimal vertex cover of that graph, it is clear that we can enumerate all
minimal vertex covers of G′′ in time O∗(2|A|) by [16, 18]. 
8.8 Proof of Theorem 10
Theorem. Ext DS with standard parameter is W[3]-complete, even when restricted to bipartite
instances.
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Figure 6: The graph G = (V,E) for Ext DS, Vertices in U ′ are drawn bold.
Proof. Ext DS can obviously be modeled as special case of the extension for hitting sets by
interpreting the closed neighborhoods as subsets of the ground set of vertices. This immediately
gives membership in W[3] for Ext DS.
Conversely, given an instance (I, U) with I = (X,S), S = {S1, . . . , Sm} for Ext HS we create
a graph for the corresponding instance for Ext DS as follows:
• Start with the bipartite graph on vertices X ∪ {s1, . . . , sm} containing edges xsi iff x ∈ Si.
• Add two new vertices y, y′ with edges y′y and xy for all x ∈ X .
• Add four new vertices z1, z2, z3, z4 with edges z1z2, z2z3, z3z4 and z1si for all 1 6 i 6 m.
The construction is illustrated in Fig 6. Let G = (V,E) denote the obviously still bipartite
graph created in this way. With the set U ′ containing the vertex y to dominate X , z2 and
z3 to forbid including any vertex si in the extension (as this would make z2 obsolete) and the
vertices corresponding to the pre-solution U for Ext HS, it is not hard to see that (G,U ′) is
a yes-instance for Ext DS iff (I, U) is a yes-instance for Ext HS. As the parameters relate by
m(G,U ′) = |U ′| = |U | + 3 = m(I, U) + 3, this reduction transfers the W[3]-hardness of Ext HS
to Ext DS on bipartite graphs. 
8.9 Proof of Theorem 11
Theorem. Ext EDS (with standard parameter) is W [1]-hard, even when restricted to bipartite
graphs.
Proof. The hardness result comes from a reduction from Ext VC on bipartite graphs. Let I =
(G,U) be an instance of Ext VC, where G = (V,E) is a bipartite graph with partition (V1, V2) of
V and U ⊆ V . We build an instance I ′ = (G′, U ′) of Ext EDS as follows. Let us first construct
a new graph G′ = (V ′, E′) with V ′ = V ∪ {xi, yi, zi : i = 1, 2} and
E′ = E ∪
⋃
i=1,2
({xiyi, yizi} ∪ {vxi : v ∈ Vi})
by adding six new vertices (three for each part). G′ is obviously bipartite with partition into
V ′1 = V1 ∪ {x2, y1, z2} and V ′2 = V2 ∪ {x1, y2, z1}. Let
U ′ =
({ux1 : u ∈ U ∩ V1} ∪ {ux2 : u ∈ U ∩ V2}) ∪ {x1y1, x2y2} ;
so, |U ′| = |U |+2. This construction is illustrated in Fig. 7. We claim that (G′, U ′) is a yes-instance
of Ext EDS if and only if (G,U) is a yes-instance of Ext VC.
18
v1 v2
v3v4
v5 v6 v5 v1 v2 v6
v3v4
x1 y1 z1
x2 y2 z2
Figure 7: (G,U) as an instance of Ext VC is shown on the left, with V1 = {v2, v4, v5} and
V2 = {v1, v3, v6} and U = {v2}. The constructed instance (G′, U ′) of Ext EDS is shown on the
right. The vertices and edges of U and U ′ are in marked with bold lines.
Suppose (G,U) is a yes-instance for Ext VC; so there exists a minimal vertex cover S for G such
that U ⊆ S. Consider the set S′ = {vx1 : v ∈ V1 ∩ S} ∪ {vx2 : v ∈ V2 ∩ S} ∪ {x1y1, x2y2}. S′
is an edge dominating set of G′ which includes U ′ because S contains U . Since S is minimal, S′
is minimal, too; observe that private edges of a vertex v ∈ S ∩ V1 translate to private edges of
vx1 ∈ S′, analogously for x ∈ S ∩ V2. By construction, yizi is a private edge for xiyi, i = 1, 2.
Conversely, suppose S′ is a minimal edge dominating set of G′ containing U ′. Since S′ is minimal,
then for each e ∈ S′ there is a private edge set Se ⊆ E′, Se 6= ∅, which is dominated only by e.
Moreover, we have, for i ∈ {1, 2}:
∀v ∈ Vi ((vxi ∈ S′) ⇐⇒ (∀u ∈ V3−i(vu /∈ S′ ∩ E))
since S′ is minimal and {x1y1, x2y2} ⊆ U ′. We will now show how to safely modify S′ such that
S′ ∩ E = ∅. If it is not already the case, there is some edge, w.l.o.g., e = uv ∈ S′ ∩ E with u ∈ V1
and v ∈ V2. In particular from the above observations, we deduce u /∈ U , v /∈ U and Se ⊆ E.
Modify S′ by the following procedure.
• If the private solution set Se \ {e} contains some edges incident to u and some edges incident
to v, then e ∈ S′ will be replaced by ux1 and vx2;
• if every edge in the private solution Se is adjacent to u, replace e in S′ by ux1, otherwise if
every edge in the private solution Se is adjacent to v, replace e in S
′ by vx2.
The case distinction is necessary to guarantee that S′ stays a minimal edge dominating set
after each modification step. We repeat this procedure until S′ ∩ E = ∅. At the end of the
process, any vertex v ∈ V covers the same set of edges as vx1 or vx2 dominates. Hence, by setting
S = {v ∈ V : vx1 ∈ S′ or vx2 ∈ S′}, we build a minimal vertex cover of G containing U . 
Remark 28. Note that the procedure of local modifications given in Theorem 11 does not preserve
optimality, but only inclusion-wise minimality.
9 Generalization of matching extension
r-Degree Constrained Partial Subgraph (or r-DCPS for short) is defined as follows: the
instance I = (V,E) is a graph, 6I=⊇, presol(I) = 2E , S ∈ sol(I) iff none of the vertices in V is
incident to more than r edges in S.
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The particular case of r = 1 corresponds to the famous matching problem in graphs. The optimiza-
tion problem associated to r-DCPS, denoted hereMax r-DCPS, consists of finding an edge subset
E′ of maximum cardinality that is a solution to r-DCPS. Max r-DCPS is known to be solvable in
polynomial time even for the edge weighted version (here, we want to maximize w(E′)) [20]. When
additionally the constraint r is not uniform and depends on each vertex (i.e., at most b(v) = rv
edges incident to vertex v), Max r-DCPS is usually known as Simple b-Matching and remains
solvable in polynomial time even for the edge weighted version (Theorem 33.4, Chapter 33 of
Volume A in [34]).
We are considering the associated extension problem, formally described as follows.
Ext r-DCPS
Input: A graph G = (V,E) and U ⊆ E.
Question: Does there exists E′ ⊆ U such that the partial graph G = (V,E′) has maximum
degree at most r and is maximal in G?
9.1 Complexity results
We are first re-stating Theorem 21: For every fixed r > 2, Ext r-DCPS is NP-complete in bipartite
graphs with maximum degree r + 1, even if the set of forbidden edges induces a matching.
Proof. The proof is based on a reduction from (3, B2)-SAT. A main building block of our con-
struction is a subgraph, denoted Bk(v) with k < r, containing (kr)+1 vertices which are arranged
as a tree of depth 2 with root v such that v has k children within this gadget and each child w of
v has r children. For each child w of v one edge connecting w to a leaf in Bk(v) will be forbidden
in our construction, and we will use FBk(v) to denote a fixed set of k edges in Bk(v) such that
each child of v is adjacent to an edge in FBk(v) and v is not adjacent to an edge in FBk(v). The
left part of Fig. 8 gives an illustration of Bk(v). The purpose of this construction is that the root
v will connect to other parts of the graph, and the structure of Bk(v) with the forbidden edges
will make sure that a maximum r-degree constrained partial subgraph contains all edges between
v and its children in Bk(v), and can consequently only contain r−k edges connecting v to a vertex
outside Bk(v). Namely, if one edge e would be missing from the edges incident to v in Bk(v) in
any maximal edge set E′, say, e = vv′, then E′ would have to include the forbidden edge incident
to v′ by maximality.
Consider now an instance I of (3, B2)-SAT with clauses C = {c1, . . . , cm} and variables X =
{x1, . . . , xn}. We build a bipartite graph G = (V,E) of maximum degree r + 1, together with a
set U of permitted edges (among which a maximal partial subgraph of degree at most r should be
chosen) as follows:
• For each clause c ∈ C, build a clause gadget H(c) = (Vc, Ec) which is a B(r−2)(c) (the root
c of B(r−2)(c) has r − 2 children). Hence, we denote Uc = Ec \ FB(r−2)(c) set of permitted
edges in H(c).
• For each variable x introduce 3r new vertices which induce the primary subgraph denoted
H ′(x) = (V ′x, E
′
x). The vertex set V
′
x contains four special vertices x, x
′,¬x,¬x′. The vertices
x and ¬x have r − 2 distinct vertices in its neighborhoods and x′ and ¬x′ are connected
to r common vertices v1x, v
2
x, ..., v
r
x. Also we connect x,¬x to x′,¬x′ respectively with two
forbidden edges in H ′(x). The right part of Fig. 8 gives an illustration of H ′(x). By adding a
component B(r−1)(y) for each vertex y ∈ {vix : 1 6 i 6 r} and identifying the root of B(r−1)(y)
with y, we construct a new subgraph H(x) = (Vx, Ex). We define the set of forbidden edges
in H(x) by Fx = {xx′,¬x¬x′} ∪ (
⋃
16i6r FB(r−1)(vix)) and hence Ux = Ex \ Fx denotes the
set of permitted edges in H(x).
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Figure 8: The gadgets Bk(v) and H
′(x). Edges from the forbidden subset in FBk(v) are marked
with bold line of the left side and more generally, edges not in U are marked with bold line.
• We interconnect H(x) and H(c) by adding edge xc if x appears positively in clause c and
¬xc if x appears negatively. These crossing edges are always permitted and collected in the
set Ucross.
Let U = (
⋃
c∈C Uc)∪(
⋃
x∈X(Ux)∪Ucross be the global set of permitted edges. This construction
is computable in polynomial time, yielding a graph G that is a bipartite graph of maximum
degree r + 1.
We claim that there is a truth assignment T of I which satisfies all clauses iff there is a maximal
r-degree constrained partial subgraph GS = (V, S) where S ⊆ U of G.
If T is a truth assignment of I which satisfies all clauses, a maximal r-degree constrained partial
subgraph GS = (V, S) with S ⊆ U can be constructed as follows:
1. For each variable gadget H(c), by maximality Uc ⊆ S.
2. For each variable x we add edges according to the assignment as follows: If T (x) = true, we
add vixx
′ for all 1 6 i 6 r and the two crossing edges connecting ¬x with their respective
clause gadgets. If T (x) = false, we add vix¬x′ for all 1 6 i 6 r and the two crossing edges
connecting x with their respective clause gadgets. In both cases by maximality we add
2(r− 2) pendent edges incident to x and ¬x and also all permitted edges in B(r−1)(y) for all
y ∈ {vix : 1 6 i 6 r}.
3. At last, for each variable c which has more than one true literal in assignment T , add some
arbitrary crossing edges to c such that dGS (c) = r.
The resulting subgraph is a maximal r-degree constrained partial subgraph GS = (V, S) with
S ⊆ U .
Conversely, assume the existence of a maximal r-degree partial subgraph GS = (V, S) with
S ⊆ U . First, recall that for every gadget Bk(v), we must have E(Bk(v)) \ FBk(v) ⊆ S for
k ∈ {r − 1, r − 2}. Moreover, for each variable gadget H(x), at least one of the pairs of crossing
edges incident to x and ¬x have to be in S (by maximality). Hence we set T (x) = true if both
crossing edges incident to ¬x are in S and otherwise we set T (x) = false (if both, we choose
arbitrarily one of them). This assignment is valid and since for each clause c, at most two crossing
edges incident to vertex c are in S (GS is a subgraph with maximum degree r), then T satisfies all
clauses of I. 
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9.2 Parameterized perspective
Proposition 29. For graphs with maximum degree r+1, Ext r-DCPS is polynomial-time decid-
able when r = 1 and is in FPT respect to the number of isolated edges in E \ U for r > 2.
Proof. Consider the subgraph G′ = (V,E \ U) induced by E \ U , i.e. the graph induced by the
forbidden edges. Since maximum degree of G is r + 1, so if G′ contains a triangle or a path of
length at least 3, the answer is no. Therefore, we can suppose that G′ is a collection of stars. If
one leaf of a star of G′ has a degree at most r in G, then this star might be an isolated edge in
G′ and it is exactly for one of these two endpoints (otherwise, the answer is no). Hence, let PG′
be the set of the stars which are isolated edges in G′ and such that both extremities are of degree
r + 1 in G.
• For r > 2, for the set of stars of G′ with more than one edge, leaves and center are clearly
determined and for for each single edge of G′ not in PG′ , the extremity with degree less than r
is chosen as a center. Now, for each star in PG′ we have to determine one of the extremities as a
center and the other one as a leaf. We can now build the set L of leaves for all stars of G′. Let
E′L = {uv ∈ E : u ∈ L} and G′L = (V,E′L). We check for all possible labelings, if there is a label
which satisfies two following conditions the answer is yes, else the answer is no.
1. for each v ∈ L, dG′
L
=(v) = r + 1.
2. for each vertex v ∈ V \ L, dG′
L
(v) 6 r.
• For r = 1, we make a new graph H by omitting all sets of vertices {u′i, ui, vi, wi, w′i} for the
stars [ui, vi, wi] of G
′ (with center vi) where u′i, w
′
i are neighbors of the leaves ui, wi (without vi).
Notice at each time u′i, v
′
i have to be disjoint from one star to another one, otherwise the answer
is no. Now H is a collection of paths (maybe trivial) and cycles where the forbidden edges induce
a matching. Remove from H all cycles and the paths where both end edges are in U . Now H
is a collection of paths where at least one of end edges is forbidden. For all of these paths, start
from one side and satisfy the maximality by assigning the first possible edge to a forbidden edge,
if there is a path does not satisfy the maximality, the answer is no, else the answer is yes. 
Remark 30. For graphs with maximum degree r + 1, Ext r-DCPS with r > 2 is parameterized
equivalent to SAT with respect to the number of isolated edges in E \U and variables, respectively.
10 Generalization of edge cover extension
We assume r is a constant fixed greater than one (but all results given here hold even if r depends
on the graph). The r-degree edge-cover problem (r-EC for short) is defined as follows: the
instance G = (V,E) is a graph, 6G=⊆, presol(G) = 2E , and E′ ∈ sol(I) is a feasible solution
iff each v ∈ V is incident to at least r > 1 distinct edges e ∈ C. The particular case of r = 1
corresponds to the famous edge cover problem in graphs. A partial graph G′ = (V,E′) of r-EC
will be called an r-EC solution in the following.2
The optimization version of a generalization of r-EC known as the Min lower-upper-cover
problem (MinLUCP), consists of, given a graph G where G = (V,E) and two non-negative
functions a, b from V such that ∀v ∈ V , 0 6 a(v) 6 b(v) 6 dG(v), of finding a subset M ⊆ E
such that the partial graph G[M ] = (V,M) induced by M satisfies a(v) 6 dG[M ](v) 6 b(v) (such
a solution will be called a lower-upper-cover) and minimizing its total size |M | among all such
solutions (if any). Hence, an r-EC solution corresponds to a lower-upper-cover with a(v) = r and
2A different generalization of edge cover was considered in [19], requiring that each connected component induced
by the edge cover solution contains at least t edges. Clearly, if every vertex is incident to at least r edges from the
cover, then each connected component induced by the edge cover solution contains at least r edges.
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b(v) = dG(v) for every v ∈ V . MinLUCP is known to be solvable in polynomial time even for
edge-weighted graphs (Theorem 35.2 in Chapter 35 of Volume A in [34]).
Ext r-EC
Input: A graph G = (V,E) and U ⊆ E.
question: Does there exists E′ ⊇ U such that the partial graph G′ = (V,E′) has minimum
degree at least r and is minimal in G?
10.1 Complexity results
We are now proving Theorem 23, which we are re-formulating here for convenience.
For every fixed r > 1, Ext r-EC is NP-complete in bipartite graphs with maximum degree
r + 2, even if the pre-solution (V, U) is a collection of paths of length at most 1.
Proof. The proof is based on a reduction from (3, B2)-SAT. A main building block B2r(v) (or
B2r+1(v)) in our construction is based on a complete bipartite subgraph of 2r (or 2r + 1) vertices
where one specified edge between two special vertices v and v′ has been deleted. So, B2r(v) =
Kr,r−{vv′} and B2r+1(v) = Kr+1,r−{vv′}. Except for these two vertices v, v′, the other vertices
of B2r(v) are not linked to any other vertex in the whole construction, while for B2r+1(v), it is
only the case of v (i.e., only v is also linked outside B2r+1(v)). Block B2r(v) will appear five times
in each variable gadget and block B2r+1(v) will correspond to each clause gadget (see Fig. 9 for an
illustration). By construction, all edges of B2r(v) will belong to any r-EC solution (in fact, vertices
v and v′ still need one more edge to satisfy the minimum degree constraint) and for B2r+1(c), it will
be almost the case (except for few edges of B2r+1(c) incident to c, as all neighbors of c in B2r+1(c)
have degree r + 1, and all edges between N(c) and N(N(c)) \ {c} have to be in the edge cover; c
will need one more incident edge in the edge cover besides (some of) the edges from B2r+1(c)).
Now, consider an instance I of (3, B2)-SAT with clauses C = {c1, . . . , cm} and variables X =
{x1, . . . , xn}. We build a bipartite graph G = (V,E) of maximum degree r + 2, together with a
set U of permitted edges as follows:
• For each clause c ∈ C, we build a clause gadget B2r+1(c) which is a component Kr,r−1 plus
two vertices c, c′. An illustration of B2r+1(c) is given in the left side of Fig. 9.
• For each variable x ∈ X , we construct a subgraph H(x) = (Vx, Ex) as follows: build two P5
denoted P = (x, l,m, r,¬x) and P ′ = (x′, l′,m′, r′,¬x′) respectively; then between each pair
of vertices v, v′ of P and P ′ a block B2r(v) is added for each v on P ; this interconnects v on
P with the corresponding vertex v′ on P ′, as v and v′ are special to B2r(v). The variable
gadget H(x) = (Vx, Ex) is illustrated to the right of Figure 9.
• We interconnect H(x) and B2r+1(c) where x is a literal of clause c by adding edge xc if x
appears positively in c and the edge ¬xc if x appears negated. Such edges will be called
crossing.
Now, it is easy to see that G is bipartite of maximum degree r + 2. Finally, let U =
{xili,¬xiri : 1 6 i 6 n}, picking the corresponding vertices and edges in each H(xi).
We claim that there is a truth assignment T of I which satisfies all clauses iff G admits a
minimal r-EC solution H = (V, S) where U ⊆ S of G.
If T is a truth assignment of I which satisfies all clauses, a minimal r-EC solution H = (V, S)
can be constructed as follows:
• For each variable x, if T (x) = true, {xc : x appears positively in c} ∪ (Ex \ {lm, l′m′}) ⊆ S,
and if T (x) = false, {¬xc : x appears negatively in c} ∪ (Ex \ {mr,m′r′}) ⊆ S.
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Figure 9: Block B2r+1(c) for clause c is depicted on the left-hand side. The subgraph H(x) =
(Vx, Ex) is shown on the right-hand side. Edges of U are drawn in bold.
• Since T is a satisfying assignment, we have already added in the previous step k > 1 crossing
edges connected to block B2r+1(c) for each clause c. Then, we delete arbitrarily k − 1 edges
Sc of B2r+1(c) incident to c, and we add E(B2r+1(c)) \ Sc to S.
Conversely, assume that H = (V, S) is a minimal r-EC solution of G containing U . By consid-
ering the variable gadget H(x) and in order to keep minimality S contains either lm or rm (not
both since {xl,¬xr} ⊂ S by hypothesis and since all edges in the block B2r(v) for v ∈ {l,m, r}
have to be included into the edge cover by our previous observations). Hence, we set T (xi) = true
if rm ∈ S and T (xi) = false if lm ∈ S. Since H has to get a minimum degree at least r for each
vertex and vertex c has a degree r−1 in clause gadget B2r+1(c), then the partial graph H contains
at least one crossing edge incident to each c and hence T is a valid assignment of I. 
10.2 Parameterized perspective
Consider a graphG = (V,E) and let U ⊆ E; recall that G[U ] = (V, U) andG[U ] = (V,E\U) denote
the partial graphs induced by U and E \ U , respectively. Finally, V (U) denotes the endpoints of
edges in U (or equivalently the non-isolated vertices of G[U ]). The next property is quite immediate
for each solution G′ = (V,E′) of Ext r-EC.
Lemma 31. ext(G,U) 6= ∅ iff there is an r-EC solution G′ = (V,E′) where E′ ⊇ U such that
SG′ = {v ∈ V (U) : dG′(v) > r} is an independent set of G[U ].
Proof. The condition is obviously necessary, as an edge among two vertices x, y ∈ U of a minimal
extension X ⊇ U certifying that ext(G,U) 6= ∅ can only exist if x or y is, or both x and y are,
incident to at most r edges from X because of minimality.
Let us look into the other direction. Let G′ = (V,E′) be a partial subgraph of G with U ⊆ E′
and dG′(v) > r for all v ∈ V . Moreover, assume SG′ = {v ∈ V (U) : dG′(v) > r} is an independent
set of G[U ]. Consider any minimal partial subgraph H = (V,EH) of G
′ = (V,E′) maintaining the
property dG′(v) > r for all v ∈ V . Since SG′ is an independent set of G[U ], U ⊆ EH and therefore,
EH ∈ ext(G,U). 
Now let us establish a relation between the instances of the two problems Ext r-EC and
MinLUCP. Let (G,U) be a yes-instance of Ext r-EC where G = (V,E) is a graph of minimum
degree at least r and U ⊆ E. So, ext(G,U) 6= ∅ which implies by Lemma 31 the existence of a
particular independent set S of G[U ]. We build an instance (G[U ], a, b), U = E \U , of MinLUCP,
where a, b are two non-negative functions defined as follows:
a(v) :=
{
r if v ∈ V \ V (U)
r − dG[U ](v) if v ∈ V (U),
and
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b(v) :=
{
dG(v) if v ∈ (V \ V (U)) ∪ S
r − dG[U ](v) if v ∈ V (U) \ S.
The next property is rather immediate.
Theorem 32. If there is a solution of MinLUCP for the instance (G[U ], a, b), then ext(G,U) 6= ∅.
Proof. Assume that instance (G[U ], a, b) of MinLUCP admits a feasible solution and let G∗ =
(V,E∗) be an optimal solution. Then, the partial graph H = (V,E∗ ∪ U) satisfies the hypothesis
of Lemma 31 (actually, H is already minimal with respect to property ∀v ∈ V , dH(v) > r). 
Using the outcome given in Theorem 32, the next result is rather straightforward. We reformulate
Theorem 24 for the reader’s convenience.
Ext r-EC, with standard parameter, is in FPT.
Proof. Consider the algorithm that lists all possible instances (G[U ], a, b) for MinLUCP by check-
ing all independent sets of G[U ] included in V (U) from an instance I = (G,U) of Ext r-EC. This
means that we try different values for function b. Since MinLUCP is solvable in polynomial time
[34], then the running time is dominated by the procedure that lists all possible independent sets
of G[U ], i.e., there are 3|U| possibilities: each vertex of each edge in U can be either included or
excluded of the independent set, except for taking both endpoints in. 
11 Planar Problems (Proofs for Theorem 4)
We already mentioned above that we know the extension variants of Vertex Cover and of
Dominating Set are NP-hard on planar cubic graphs. In the following, we will consider Ext
EC, DS, EDS, EM in planar bipartite graphs and will show that all the problems are NP-hard
even we restrict the graphs to be subcubic planar bipartite. In order to prove these results, we will
give some reductions from 4-Bounded Planar 3-Connected SAT problem (4P3C3SAT for
short) which was already explained above.
Let I = (X,C) be an instance of 4P3C3SAT where X = {x1, . . . , xn} and C = {c1, . . . , cm}
are variable and clause sets of I respectively. By definition, the graph G = (V,E) with V =
{c1, . . . , cm} ∪ {x1, . . . , xn} and E = {cixj : xj or ¬xj appears in cj} is planar. In the following,
we always assume that the planar graph comes with an embedding in the plane. Informally, we are
looking a new construction by putting some gadgets instead of vertices xi of G which satisfies two
following conditions: (1) as it can be seen in Fig. 1, the constructions distinguishes between the
cases that a variable xi appears positively and negatively in some clauses (2) the new construction
preserves planarity.
Suppose that a variable xi appears in at most four clauses c1, c2, c3, c4 of the original instance
I such that in the induced (embedded) subgraph Gi = G[{xi, c1, c2, c3, c4}], c1xi, c2xi, c3xi, c4xi
is an anti-clockwise ordering of edges around xi. By looking at Gi and considering the fact that
variable xi appears negated or non-negated in the four clauses c1, c2, c3, c4 in I, the construction
should satisfies the 3 following cases:
• case 1: xi ∈ c1, c2 and ¬xi ∈ c3, c4,
• case 2: xi ∈ c1, c3 and ¬xi ∈ c2, c4,
• case 3: xi ∈ c1, c2, c3 and ¬xi ∈ c4.
Note that all other cases are included in these 3 cases by rotations and / or replacing xi(¬xi)
with ¬xi(xi).
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In Theorem 2 we show that Ext EC is NP-hard for subcubic bipartite graphs. In order to
this, we proposed a reduction from (3,B2)-SAT in which the corresponding construction does
not preserve planarity. In the following, we will propose a new construction containing 3 different
variable gadgets.
Theorem 33. Ext EC is NP-hard for planar bipartite graphs of maximum degree 3.
Proof. The proof is based on a reduction from 4P3C3SAT. We start from graph G and build
a planar bipartite graph H = (VH , EH) by replacing every node xi in G with one of the three
variable gadgets H(xi) which are illustrated in Fig. 2. The forced edge set Ui, corresponding to
variable gadget H(xi), contains tili, rifi for case 1, t
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for case 3. Let U =
⋃
16i6n Ui, the set of forced edges of H . This construction can be done in
polynomial time and the final graph H is planar bipartite with maximum degree 3. We now claim
that I is satisfiable iff H admits a minimal edge cover containing U .
Suppose T is a truth assignment of I which satisfies all clauses. For each clause cj , let h(j) be
an index such that variable xh(j) satisfies clause cj for T and let J = [n] \ h([m]) be the unused
indices by mapping h. We construct a minimal edge cover S of H by considering all possibilities
of H(xi):
• for each variable gadget H(xi) which complies with ”case 1” we set:
S1 :={th(j)cj ,mh(j)rh(j) : T (xh(j)) = true, xh(j) appears positively in cj}
∪{fh(j)cj ,mh(j)lh(j) : T (xh(j)) = false, xh(j) appears negatively in cj}
∪{miri : i ∈ J}.
• for each variable gadget H(xi) which complies with ”case 2” by assuming h(j) = k we set:
S2 :={t1kcj (t2kcj),m1kr1k, r1kp1k,m2kr2k, r2kp2k : T (xk) = true ∧ t1kcj ∈ EH (t2kcj ∈ EH)}
∪{f1kcj (f2kcj),m1kl1k, l2kp1k,m2kl2k, l1kp2k : T (xk) = false ∧ f1kcj ∈ EH (f2kcj ∈ EH)}
∪{l1i p2i , l1im1i , l2im2i , l2i p1i : i ∈ J}.
• for each variable gadget H(xi) which complies with ”case 3” by assuming h(j) = k we set:
S3 :={t1kcj (t2kcj),m1krk,m2krk : T (xk) = true ∧ t1kcj ∈ EH (t2kcj ∈ EH)}
∪{fkcj ,m1kl1k,m2kl2k : T (xk) = false}
∪{l1im1i , l2im2i : i ∈ J}.
Finally we set S = S1 ∪S2 ∪S3 ∪U . One can easily check that S is a minimal edge cover of H .
Conversely, suppose S is a minimal edge cover of H containing U . By minimality of S we
propose an assignment T of I depending on different types of variable gadgets of H as follows:
• If H(xi) complies with case 1, in order to cover vertex mi, the edge cover S either contains
miri or mili (not both by minimality). This means that we set T (xi) = true (resp., T (xi) =
false) if miri ∈ S (resp., mili ∈ S).
• If H(xi) complies with case 2, in order to cover vertices m1i ,m2i , p1i , p2i , the edge cover S con-
tains exactly one of edges in pairs (l1im
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im
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i ). Hence,
we set
– T (xi) = true if {l1im1i , l1i p2i , l2i p1i , l2im2i } ∩ S = ∅, and
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– T (xi) = false if |{l1im1i , l1i p2i , l2i p1i , l2im2i } ∩ S| > 1.
• If H(xi) complies with 3, in order to cover vertices m1i ,m2i , S contains exactly one of edges
in the pairs (rim
1
i , l
1
im
1
i ), (rim
2
i , l
2
im
2
i ). This means that we set
– T (xi) = true if S ∩ {l1im1i , l2im2i } = ∅ and
– T (xi) = false if |S ∩ {l1im1i , l2im2i }| > 1.
We obtain a valid assignment T . Since S covers all vertices of C, T satisfies all clauses of I. 
In the previous construction, we started from a planar graph G and made a new graph H by
replacing each vertex xi ∈ V with one of the three different variable gadgets H(xi) which are
depicted in Figure 2.
In the following we will introduce three new constructions in order to prove NP-hardness of Ext
DS, Ext EDS and Ext EM for subcubic planar bipartite graphs. All of the constructions include
variable and clause gadgets, the clause gadgets are very similar to what we proposed for these
problems before but in order to maintain planarity we introduce three different variable gadgets.
Theorem 34. Ext DS is NP-hard for planar bipartite graphs of maximum degree 3.
Proof. The proof is based on a reduction from 4P3C3SAT. For an instance I of 4P3C3SAT with
clause set C = {c1, . . . , cm} and variable set X = {x1, . . . , xn}, we build a planar bipartite graph
H = (VH , EH) with maximum degree 3 together with a set U ⊆ VH of forced vertices as an instance
of Ext DS.
For each variable xi, similar to what we did in Theorem 33, we propose 3 different gadgets
H(xi). As is depicted in Fig. 10, the forced vertex set Uxi corresponding to gadget H(xi) contains
mi for case 1, {p1i , p2i ,m1i ,m2i } for case 2 and {p1i , p2i , p3i } for case 3.
For each clause cj ∈ C, we consider a clause gadget H(cj) together with a forced vertex set Ucj
completely similar to what is defined before in Theorem 26 and illustrated in Fig. 4. Moreover
we interconnect with some crossing edges, the subgraphs H(xi) and H(cj) using the proposed
instructions in Theorem 26. We also set the forced vertex set U = (
⋃
xi∈X Uxi) ∪ (
⋃
cj∈C Ucj).
This construction computes in polynomial time, a planar bipartite graph with maximum degree
3. We now claim that (H,U) is a yes-instance of Ext DS iff I has a satisfying assignment T .
Suppose T is a truth assignment of I which satisfies all clauses. We construct a minimal
dominating set S from U as follows:
• For each variable gadget H(xi) complies with ”case 1”, add ti (resp., fi) to S if T (xi) = true
(resp., T (xi) = true).
• For each variable gadget H(xi) complies with ”case 2” add t1i , t2i (resp., f1i , f2i ) to S if
T (xi) = true (resp., T (xi) = true).
• For each variable gadget H(xi) complies with ”case 3” add t1i , t2i ,mi (resp., fi, l2i , r2i ) to S if
T (xi) = true (resp., T (xi) = true).
• For each clause c ∈ C, add vertex 1c to S if 1′c is not dominated by a variable vertex of S
and add 2c to S if 2
′
c is not dominated by a variable vertex of S.
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Figure 10: Variable gadgets H(xi) of Theorem 34. Cases 1, 2, 3 are corresponding to H(xi),
depending on how xi appears (negated or non-negated) in the four clauses (Here case 3 is rotated).
Black vertices denote elements of Uxi . Crossing edges are marked with dashed lines.
Since T is satisfiable, for each clause gadget H(c), at least one of 1′c, 2
′
c is dominated by a
variable vertex of S. Thus, S is a dominating set that contains U of H . If S is not minimal, it
can hence be turned into a minimal dominating set S′ by successively removing vertices without
private neighbors from the ones that we added to U .
Conversely, suppose S is a minimal dominating set of H with U ⊆ S. We show that in Theorem
26, for each clause gadget H(c) at least one of 1′c, 2
′
c needs to be dominated by a variable gadget
vertex thus there is an assignment T which satisfies all clauses of I. We now show that T is a valid
assignment, in order to this, we consider all variable gadgets independently:
• If H(xi) complies with case 1, by minimality, S cannot contain both ti, fi, So we set T (xi) =
true if {fi} ∩ S = ∅ and otherwise we set T (xi) = false.
• If H(xi) complies with case 2, by minimality, S cannot contain both vertices in each pair
(t1i , f
1
i ), (t
1
i , f
2
i ), (t
2
i , f
1
i ), (t
2
i , f
2
i ), so we set T (xi) = true if S ∩ {f1i , f2i } = ∅ and otherwise we
set T (xi) = false.
• If H(xi) complies with case 3, by minimality, S cannot contain both vertices in each pair
(t1i , fi), (t
2
i , fi), hence we set T (xi) = true if S ∩ {fi} = ∅ and otherwise, we set T (xi) = false.

Theorem 35. Ext EDS is NP-hard for planar bipartite graphs of maximum degree 3.
Proof. The proof is similar to the proof of Theorem 34. For an instance I of 4P3C3SAT with
clause set C = {c1, . . . , cm} and variable set X = {x1, . . . , xn}, we build a planar bipartite graph
H = (VH , EH) with maximum degree 3 together with a set U ⊆ EH of forced edges as an instance
of Ext EDS.
For each variable xi we propose 3 different gadgetsH(xi), which is depicted in Fig. 11, the forced
edge set Uxi corresponding to gadgetH(xi) contains {miri, ripi} for case 1, {pjirji , rjimji : 1 6 j 6 4}
for case 2 and {p1i p2i , p2i p3i , p5i p6i , p6ip7i ,m2i fi} for case 3.
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Figure 11: Variable gadgets H(xi) of Theorem 35. Cases 1, 2, 3 are corresponding to H(xi),
depending on how xi appears (negated or non-negated) in the four clauses (Here case 3 is rotated).
Bold edges denote elements of Uxi . Crossing edges are marked by dashed lines.
For each clause cj ∈ C, we consider a clause gadget H(cj) and a forced edge set Ucj similar
to what we did in Theorem 27, each clause gadget H(cj) contains 8 vertices and 7 edges where
|Ucj | = 2 (see Fig. 5). Moreover we interconnect with some crossing edges the subgraphs H(xi)
and H(cj) by the proposed instructions in Theorem 27. We also set the forced edge set U =
(
⋃
xi∈X Uxi) ∪ (
⋃
cj∈C Ucj ).
This construction computes in polynomial time, a planar bipartite graph with maximum degree
3. We now claim that T is a satisfying assignment of I iff H has a minimal edge dominating set
containing U . 
For the last proof in this section we will show NP-hardness of Ext EM.
Theorem 36. Ext EM is NP-hard for planar bipartite graphs of maximum degree 3.
Proof. The proof is based on a reduction from 4P3C3SAT. For an instance I of 4P3C3SAT with
clause set C = {c1, . . . , cm} and variable set X = {x1, . . . , xn}, we build a planar bipartite graph
H = (VH , EH) with maximum degree 3 together with a set U ⊆ EH of permitted edges as an
instance of Ext EM as follows.
• For each clause cj , we introduce a clause gadget H(cj) together with a permitted edge set
Ucj which is already explained in detail in Theorem 25.
• For each variable xi depending on how xi appears (negated or non-negated) in clauses, we
introduce 3 different gadgets H(xi) together with a set of permitted edges Uxi which is
depicted in Fig. 12.
• We also interconnect H(xi) to H(cj) where xi appears positively or negatively in clause cj
by some crossing edges which explained before in Theorem 25. Let Ucross be the set of all
crossing edges.
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Figure 12: Variable gadgets H(xi) of Theorem 36. Cases 1, 2, 3 are corresponding to H(xi),
depending on how xi appears (negated or non-negated) in the four clauses. Edges not in Uxi are
drawn bold. Crossing edges are marked with dashed lines.
Let U = (
⋃
cj∈C Ucj )∪ (
⋃
xi∈X Uxi)∪Ucross. This construction computes in polynomial time a
planar bipartite graph of maximum degree 3. We now claim that (H,U) is a yes-instance of Ext
EM iff T is a satisfying assignment of I.
Suppose T is a truth assignment of I which satisfies all clauses. We produce a maximal edge
matching S ⊆ Uas follows: the method of choosing edges from clause gadgets and crossing edges
is already explained in Theorem 25, so we here just show which edges of each H(xi) should be in
S:
• If H(xi) complies with case 1, we add {mil1i , h1i f1i , h2i f2i } (resp., {mil2i , g1i t1i , g2i t2i }) if T (xi) =
true (resp., T (xi) = false),
• If H(xi) complies with case 2, we add {f1i h1i , p1i p3i ,m2i r2i , f2i h2i , p5i p7i , l1im1i } if T (xi) = true;
otherwise, if T (xi) = false we add {p2i p3i , t1i g1i , l2im2i , p6i p7i , t2i g2i ,m1i r1i },
• If H(xi) complies with case 3, we add {l1im1i , l2im2i , l3im3i , fihi} if T (xi) = true; otherwise, if
T (xi) = false we add
⋃
16j63{rjimji , tjigji }.
Conversely, suppose S ⊆ U is a maximal edge matching of H . Because of maximality, for each
clause gadget H(xj) there exists at least one crossing edge in S incident to a vertex of H(xj). This
means that there is an assignment T which satisfies all clauses of I. We now show that T is a valid
assignment:
• If H(xi) complies with case 1, by maximality either l1imi or l2imi (not both) is in S, hence
we set T (xi) = true (resp., T (xi) = false) if l
1
im
1
i ∈ S (resp., l2imi),
• If H(xi) complies with case 2, by maximality either S1 = {p1ip3i ,m2i r2i , p5ip7i , l1im1i } or S2 =
{p2i p3i , l2im2i , p6ip7i ,m1i r1i } (not both) is in S, so we set T (xi) = true (resp., T (xi) = false)if
S1 ∈ S (resp., S2 ∈ S),
• IfH(xi) complies with case 3, by maximality either S1 =
⋃
16j63{ljimji} or S2 =
⋃
16j63{rjimji}
(not both) is in S, hence we set T (xi) = true (resp., T (xi) = false) if S1 ∈ S (resp., S2 ∈ S).

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12 Exponential Time Hypothesis and Exact Algorithms
Impagliazzo, Paturi and Zane initiated the analysis of computationally hard problems under the
hypothesis that there are (basically) no 2o(n) (i.e., no sub-exponential) algorithms for solving 3-
SAT, where n is the number of variables; the number of clauses is somehow subsumed into this
expression, as this number can be assumed to be sub-exponential in n (after applying the famous
sparsification procedure); cf. [23]. This hypothesis3 is also known as Exponential Time Hypothesis,
or ETH for short. This type of study was furthered in many directions; for us, the most relevant
seems to be recent work of Jonsson et al. [25] who showed, among other things, that ETH extends
to Not-All-Equal-3SAT, or NAE-3SAT, for short. So, if ETH is true, then there exists no
sub-exponential algorithm for NAE-3SAT, either. We also refer to the survey article [29].
Re-analyzing our NP-hardness (or W[1]-hardness) constructions, we can now immediately de-
duce the following results. This is interesting to see, as for all our graph extension problems, we
can easily find 2O(n+m) algorithms on instances with n vertices and m edges. Hence, the following
results show that, up to constant-factor improvements of the basis of the exponential term (which
is of course crucial for some practical considerations), these trivial algorithms are optimal under
ETH.
Corollary 37. Assuming ETH, there is no 2o(n+m)-algorithm for solving n-vertex, m-edge in-
stances of Ext EC in bipartite graphs of maximum degree 3, even if the required edges build an
edge matching. (From Theorem 2)
Corollary 38. Assuming ETH, there is no 2o(n+m)-algorithm for solving n-vertex, m-edge in-
stances of Ext EM in bipartite graphs of maximum degree 3. (From Theorem 25)
Corollary 39. Assuming ETH, there is no 2o(n+m)-algorithm for solving n-vertex, m-edge in-
stances of Ext DS in bipartite graphs of maximum degree 3. (From Theorem 26)
Corollary 40. Assuming ETH, there is no 2o(n+m)-algorithm for solving n-vertex, m-edge in-
stances of Ext EDS in bipartite graphs of maximum degree 3. (From Theorem 27 or from Theo-
rem 11)
We are now turning to planar variants of our problems. Instead of going through them one-by-
one, we only provide one corollary summarizing our observations. The main reason for being able
to state Corollary 19 that easily is that all our reductions presented in Section 11 start out from
the 4P3C3SAT problem introduced earlier by J. Kratochv´ıl [27], and all these reductions do not
blow up the instances too much. Now, Kratochv´ıl’s NP-hardness proof for 4P3C3SAT is based on
Lichtenstein’s construction [28] that in turn proved that 3SAT, restricted to planar instances, is
still NP-hard. Now, while Lichtenstein’s construction contains a quadratic blow-up, Kratochv´ıl’s
refinement is linear in size only, so that we can use it first to state an ETH result for 4P3C3SAT
and then make use of it for the problems we are interested in for our paper. This reasoning shows
Proposition 18 and finally Corollary 19.
Ext BP delivers a nice example that it is not always that easy to take the textbook construction
from Garey and Johnsson for NP-hardness to immediately get hardness results under ETH that
match existing algorithms. The classical reduction to show NP-hardness of 3-Partition is from
4-Partition, which again reduces from 3D-Matching, which reduces from 3-SAT. Instances of
3D-Matching have 2mn+ 3m+ 2m2n(n− 1) many triples according to [21]. Each of the three
involved sets W,X, Y has O(nm) many elements. Then, the corresponding 4-Partition instance
has O(|M |) many elements. The corresponding 3-Partition instance has O(x2) many elements if
the 4-Partition instance has x elements. Putting things together, a straight analysis would only
give a relatively weak non-existence of an O(2o(
8√
ℓ)) algorithm for Ext BP with ℓ items under
ETH.
3Actually, a slightly different variant of it.
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We have to apply another route to obtain the desired result. According to [24, Corollary 3.2],
there is no algorithm deciding 4-Partition with n items in time 2o(n) × |I|O(1), unless ETH fails.
As we can adapt our reduction from Theorem 3 to reduce from this problem, we can formulate
Corollary 20.
An Exact Algorithm for Ext BP The correctness of the DP algorithm claimed in Theorem 15
relies on the following characterization.
Lemma 41. A partition solution π is minimal if and only if there is a constant 0 < δ < 1/2 such
that for the two bins (sets) X1, X2 ∈ π of smallest weight, with w(X1) 6 w(X2), w(X1) > δ and
w(X2) > 1− δ.
Proof. The partition π is not minimal if and only if there are two bins, i.e., sets in the partition,
that can be merged without violating the size constraint of one. For a set of bins, any two of them,
say, A and B, can be merged if and only if there is some δ, 0 < δ < 1/2, such that the weight of A
is at most δ and the weight of B is at most 1− δ. To avoid this situation, we only have to consider
merging the two bins of smallest weight. 
The bound of the previous lemma is only helpful, because we do not have to test all (uncountably
many) values of δ, but only those that can be realized within our given instance (X,w, πU ) of Ext
BP.
Observation 42. It is sufficient to test all δ, 0 < δ < 1/2, such that there is a subset of items of
weight δ or 1− δ in the given instance.
Hence, for all δ, 0 < δ < 1/2 that can be realized by the instance (X,w, πU ) of Ext BP, we
consider the following problem; notice that only 2n problems are generated this way.
Ext δ-BP
Input: A set X = {x1, . . . , xn} of items, a weight function w associating rational numbers
w(xi) ∈ (0, 1) to items, a partition πU of X .
Question: Does there exist a minimal feasible partition π′U with πU 6X π
′
U such that, except
for Ymin ∈ π′U , all sets Y ∈ π′U satisfy 1− δ 6 w(Y ) 6 1, while Ymin satisfies δ < w(Ymin) 6 1?
The overall idea is similar to DP solutions solving well-known vertex ordering problems; see
[8]. One of the main ideas is to study all orderings in which items could have been put into bins.
This would be too expensive for our purposes. Therefore, we use dynamic programming in order
to maintain the possibility to consider all but one of the bins to be closed. It is sufficient to store
the set of items that has already been packed into bins that are considered closed, plus one that is
currently open. Also, we will maintain the invariant that all closed bins contain at least (1− δ) of
weight, so that potentially only the last, still open, bin might violate the constraint of the previous
lemma and contain at most δ of weight.
To this purpose, let Tδ[Y, L] = 1 if, maintaining the restriction imposed by πU , there is a
possibility to pack Y ⊆ X into bins such that all but the last bin described by L contain a weight
of at least 1 − δ, while w(L) ∈ [0, 1]. If such a special packing does not exist, we set Tδ[Y, L] = 0.
In our setting, this means that Tδ[Y, L] = 1 certifies the existence of a partition π of Y such that,
for all sets B ∈ π different from L, w(B) > 1 − δ. Also, whenever two elements x, y ∈ Y are put
into two different sets by πU , this is the case for π, as well.
Clearly, there are 3n many possibilities for choosing Y ⊆ X and L as a subset of Y . This
determines the space requirements of our algorithm.
In our dynamic programmming solution, we compute the entries of the table Tδ[·, ·] for all
Y ⊆ X with increasing size. For the smallest size, |Y | = 0, we initialize Tδ[∅, ∅] = 1. By induction,
assume that Tδ[Y, L] has been correctly filled for all Y such that |Y | 6 c and for all L ⊆ Y . Now,
consider some Y with c+1 many elements. Initialize Tδ[Y, L] = 0 for all L ⊆ Y . Walk through all
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y ∈ Y , basically looking for the last element that was put in, in order to produce a solution for Y .
If Tδ[Y \ {y}, L] = 1 and w(L ∪ {y}) 6 1 for any L ⊆ Y \ {y}, we can update Tδ[Y, L ∪ {y}] = 1,
because we can add y to the last, not yet closed bin, unless the open bin would then violate a
constraint imposed by πU , i.e., unless there is some x ∈ L and some A,B ∈ πU with x ∈ A, y ∈ B,
A 6= B. If Tδ[Y \ {y}, L] = 1 and w(L) > 1 − δ for any L ⊆ Y \ {y}, we can update Tδ[Y, y] = 1.
The last case corresponds to closing a previously open bin. This way, we can correctly fill all table
entries of Tδ[Y, L] for |Y | = c+1 and L ⊆ Y . By induction, the whole table Tδ[·, ·] can be correctly
filled.
After having filled the table for Tδ[X,L] for all L ⊆ X as described by the recursion, we walk
once more through all these table entries and look for some L ⊆ X such that w(L) > δ and
Tδ[X,L] = 1. If such an L can be found, then X can be partitioned such that πU is obeyed and
such that all but one bin contain weight at least 1 − δ, while the exceptional bin contains weight
more than δ. Hence, this partition is a minimal extension of πU as required. If no such L can be
found, then there is no minimal extension of πU that satisfies the weight restriction imposed by δ.
The overall running time for solving Ext δ-BP is clearly dominated by filling the DP table
Tδ[·, ·]. This can be estimated by
n∑
c=0
(
n
c
)
c2c 6 n3n .
As 2n many such tables have to be computed, we arrive at the claimed running time for solving
Ext BP.
13 Exact algorithms for the graph problems
In the following, we will first explain quite to some detail both the intuition and a rather concrete
implementation of an algorithm for Ext VC, because — although not being in the focus of the
studies in this paper — this is the simplest of all considered problems from the point of view
of developing algorithms. In the next subsection, we then show how to adapt these ideas for
developing algorithms for the other graph problems. Finally, we argue for exact exponential-time
algorithms. All these results are claimed and addressed in the main part of the paper.
13.1 A treewidth algorithm for Ext VC
We assume that the graph G that we are considering has treewidth at most t and that we are given
a nice tree decomposition of G.
We have to specify what happens at the leaf nodes, and then (in the recursion) what to do in
introduce, forget and join nodes, assuming we are given a nice tree decomposition.
We first define the concept of states appropriate for VC Ext.
Of course, there should be a distinction between a vertex being or not being in the vertex cover.
However, in contrast to the classical decision version, this is not sufficient, because once a vertex
is put into the cover (or is assumed to be there), we also must store the fact if (or if not) a vertex
in the cover has a private edge, as this proved minimality of the solution.
initialization: As we are assuming a nice tree decomposition, initial nodes contain one vertex only.
This vertex is either (1) not in the cover or (2) it is in the cover but does not have (yet) a private
edge. In the case that the specific vertex that we add a vertex that is bound to belong to the
(given) pre-solution, then only case (2) would apply. This describes all situations corresponding to
(potential) solutions of the VC extension problem.
introduce nodes : There is a (potential) solution to the extension problem if one of the following
cases apply.
1. The new vertex is determined not to be in the vertex cover. Of course, this also means that
it does not belong to the specified pre-solution. This is only feasible if all neighbors of this
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vertex (in the current bag) are determined to belong to the vertex cover. Also, if they might
not have seen a private edge so far, now they do.
2. The new vertex is determined to belong to the vertex cover. This new vertex is having a
private edge if and only if one of its neighbor in the current bag is determined not to belong
to the vertex cover.
forget nodes : One of the following two cases might apply.
1. The vertex that we like to forget is determined not to be in the vertex cover and this is also
the case for one of its neighbor, or it is put into the cover but does not have a private edge
yet. This is surely not leading to any feasible (extension) solution, so that such situations
must be excluded.
2. If the vertex that we like to forget is put into the vertex cover and has a private edge, or if
it is determined not to be in the vertex cover but all neighbors are in the cover, then we can
safely remove it.
Let us present our algorithm more formally in the following. To each bag with k vertices, we
associate (conceptually) a table with 3k many rows, indexed by tuples from {0, 1, 2}k, which either
carries the value 1 (meaning that the association of 0, 1, 2 to the vertices of the bag may still be
extended to some (minimal) extension of the given pre-solution) or the value 0 (no extension is
possible). Alternatively, we can view this table as a subset of {0, 1, 2}k, containing the rows of the
table with value one. Here, the value 0 means that the associated vertex does not belong to the
cover, 1 means that this vertex does belong to the cover but does not have a private edge (so far)
and 2 means that the vertex belongs to the cover and possesses a private edge.
Let U be the given pre-solution and G = (V,E) be the given graph. Also, we are given a nice
tree decomposition of G of width at most t 6 |V |. Finally, we assume a strict linear order < on
V , which naturally transfers to subsets of vertices, so that we can interpret tuples from {0, 1, 2}k
in a unique way as assigning 0, 1, 2 to vertices in a bag consisting of k vertices.
If v is a vertex that is belonging to a leaf node of the tree decomposition, then we associate the
set {0, 1} to this bag if v /∈ U , and {1} if v ∈ U .
Assume that B′ is a bag in the decomposition such that B := B′ ∪ {v} is the parent node in
the tree decomposition. In other words, B is an introduce node. Assume that the set (table) T ′ is
associated to B′. We are going to describe the table T associated to B in the following. Assume,
without loss of generality, that v is bigger than any vertex from B′ in the ordering on V . Let
1 6 i1 < i2 < · · · < iℓ 6 |B′| be the indices of the vertices of N(v) ∩ B. Also, define 0̂ = 0 and
1̂ = 2̂ = 2. For all tuples (x1, . . . , x|B′|) in T ′, we put (x̂1, . . . , x̂|B′|, 0) into T iff xi1 , · · · , xiℓ ∈ {1, 2}
and v /∈ U . Namely, all neighbors of v have now found a private edge. Moreover, for all tuples
(x1, . . . , x|B′|) in T ′, we put (x1, . . . , x|B′|, 1) into T iff xi1 , · · · , xiℓ ∈ {1, 2}. Finally, for all tuples
(x1, . . . , x|B′|) in T ′, we put (x1, . . . , x|B′|, 2) into T iff, for some j ∈ {1, . . . , ℓ}, xij = 0.
Assume that B′ is a bag in the decomposition such that B := B′ \{v} is the parent node in the
tree decomposition. In other words, B is a forget node and v is the vertex that has to be forgotten.
Assume, w.l.o.g., that v is last in the ordering of the vertices of B′. Assume that the set (table)
T ′ is associated to B′. We are going to describe the table T associated to B in the following. If
(x1, . . . , x|B|, 2) ∈ T ′, then (x1, . . . , x|B|) ∈ T .
We can always do a sort of clean-up operation after setting up one new table: Whenever
(x1, . . . , x|B|), (x′1, . . . , x
′
|B|) ∈ T such that always either xi = x′i or xi = 2 and x′i = 1, then we can
delete (x′1, . . . , x
′
|B|) from T . Namely, there seems to have been a way to determine a private edge
for the vertex corresponding to xi in B outside of B in some solution that, from the point of view
of B, looks identical to another solution where xi does not have a private edge so far. As finally
the (positive) decision about extensibility will be based on finding 2 and 0 only in the settings, we
can ignore the setting that we propose to delete. In conclusion, T will at no point contain more
than 2|B| many elements.
34
Assuming clean-up, we can also add the following rule in the forget-node case: If (x1, . . . , x|B|, 0) ∈
T ′, then (x1, . . . , x|B|) ∈ T .
This clean-up also simplifies the join operation considerably. Now, we first turn the two sets into
tables with binary (0/1) k-tuples that map to the unique (due to clean-up) tuple from {0, 1, 2}k.
Then, one performs the following: If a binary k-tuple (x1, . . . , x|B|) has corresponding ternary
tuples (y1, . . . , y|B|), (z1, . . . , z|B|) in the two child bags, we will put
(max{y1, z1}, . . . ,max{y|B|, z|B|})
into the parent’s bag. Conversely, if a binary tuple is only showing up in the table of one child
node, then this must mean that some 0-entry of this tuple would correspond to a situation that is
unfeasible in the other child node, because then some of the edges connected to the corresponding
vertex in the subgraph that is treated by that child bag is not covered. Hence, in such a situation
no tuple is added to the parent table.
This reasoning proves that Ext VC can be solved in time O∗(2tw), which matches the time
known for the classical corresponding decision problem.
13.2 Treewidth-based algorithms for other graph problems
This running time of O∗(2tw) can be also matched by the extension variant of domination. The
intuitive reason behind is that we are not interested in the value of a solution (not aiming at
solutions of small cardinality) but only at the existence of such solutions. This also allows us to
avoid using subset folding and other similar techniques; it is sufficient to update the information
about unique concretizations of the binary vectors associated to vertices in each bag.
To be more concrete, again (for dominating set) we basically have to store a collection of binary
vectors (telling if a vertex belongs to a dominating set or not) and then a pointer to the more refined
version saying if a vertex in a dominating set already has a private neighbor or not and also if a
vertex not in the dominating set is neighbor of a vertex in a dominating set or not. In both cases,
we have a kind of domination relation between the states (as with vertex cover).
Alternatively, we may refer to the algorithm given for Upper Domination parameterized by
treewidth in [3].
For edge domination as well as for edge cover and for maximum matching, one has to adapt
our ideas a bit more. To sum up these ideas:
• Given a nice tree decomposition, we can express for each vertex if it is incident to an edge
that is belonging to a solution or not. If it is incident to an edge belonging to a solution, one
can distinguish between the case that this is already satisfied or whether this will be satisfied
only in the future.
• Minimality and the related notion of privateness is specific to each problem. We will detail
this in the following.
We are now discussing the three problem variants separately, sketching some further ideas.
• For matching, there should be no possibility to insert another edge in the current solution.
This means that we should keep track of if a vertex that is not incident to an edge in the
currently considered matching is (not) neighbor of a vertex that is incident to some edge in
this matching. Conceptually, this means that we have to consider the following states in our
dynamic program:
0: a vertex that is not incident to an edge of the matching but is known to be neighbor to
some vertex incident to an edge of the matching.
0ˆ: a vertex that is not incident to an edge of the matching and is not yet proven to be a
neighbor to any vertex incident to an edge of the matching.
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1: a vertex that has already been paired up with another neighboring vertex, building together
an edge of the matching.
1ˆ: a vertex that is assumed to be incident to an edge in the matching, but so far has not
found its partner.
In the initialization at the leaf nodes, we only use 0ˆ or 1ˆ. Clearly, if x is incident to an edge
contained in the pre-solution, then the leaf nodes corresponding to x will only include the
case 1ˆ as the labeling for x.
If we introduce a vertex in an introduce node, then the status 0ˆ might be updated towards 0,
and similarly the status 1ˆ might be updated to 1, assuming that the conditions are satisfied
by setting the new vertex to 1ˆ or to 1 (in the second case, when the status of a neighbor turns
from 1ˆ to 1, clearly this pairing-up means that the status of the newly introduced vertex is
1; also notice that in that case, there is exactly one neighbor of the newly introduced vertex
that had status 1ˆ and no neighbor with status 1). In a forget node, if we associate status 0
or 1 to the vertex x that is going to be forgotten, this is fine, but table entries that associate
0ˆ or 1ˆ to x will be ignored in (not carried over to) the table associated to the forget node.
In any case, we have to make sure that the DP takes care of the natural consistency require-
ments of the status information, which is as follows.
– There should never be two neighboring vertices labeled 0 or 0ˆ.
– Finally, we have to look into the table of the root bag if there is any table entry consisting
of 0 and 1 only (i.e., no 0ˆ or 1ˆ are around). There is an extension to the given pre-solution
if and only if this is the case.
• For edge cover, the states of the vertices can keep track of the information if they serve as
a private vertex to some edge. In fact, this is only possible if there is exactly one edge in
the cover that is incident to this vertex. Hence, the natural states of a vertex are one of the
following:
0: not being incident to any edge in the cover but should be incident to an edge later on;
1: being incident to exactly one edge in the cover (and hence being private to some edge);
1ˆ: being incident to at least one edge in the cover (but not being private to any edge).
Initially, at leaf nodes, vertices have status 0. Whenever a vertex is inserted (introduce node),
the status of neighbors changes from 0 to either 1 or 1ˆ (both is possible). In introduce nodes,
also the pre-solution is taken care of, as then 0 is not an admissible state. When looking
into forget nodes, table rows that contain 0 as a state of the vertex that is forgotten will not
contribute to the new table. With join nodes, table rows combine according to rules like: If
there is status 0 in one table row but 1 in the other, then this combines to 1 in the parent
table row; etc.
• For edge domination, the situation is the most complicated. We have the following states.
0: No edges from the EDS are incident to such vertices. This means that all edges incident to
a vertex colored 0 can serve as private edges. Also, in order to form a valid edge domination
set at all, it is clear that the set of all 0-colored vertices forms an independent set.
1: At least one neighbor is 0-colored, and at most one edge from the EDS is incident to a
1-colored vertex. Hence, the edge from the EDS that is incident with a 1-colored vertex has
a private neighboring edge emanating from the 1-colored vertex. In the course of the DP
algorithm, 1 signals that indeed one neighbor is 0-colored, while the variant
1ˆ has the same semantics as 1 has, except that one still expects the 0-colored neighbor to
appear in the future. Hence, in forget nodes, table entries that contain 1ˆ for the vertex to be
forgotten have to be omitted.
2: No neighbor is (ever) 0-colored, but there is an edge of the EDS incident to a 2-colored
vertex.
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In the terminology introduced so far, all neighbors of a vertex colored 0 will be colored 1
(there will be another variant introduced below that is also fine here).
In the course of the algorithm, the actual EDS should be determined based on the colorings
described so far. This leads to three further color variants: 1◦, 1ˆ◦ and 2◦. The ring symbol
should indicate that such vertices are already paired-up. Here, certain rules have to be obeyed
for pairing-up neighboring vertices x and y.
– If x, y both have the status 1, then they can both obtain the status 1◦.
– If x, y both have the status 1ˆ, then they can both obtain the status 1ˆ◦.
– If x has the status 1ˆ and y has the status 1, then x can obtain the status 1ˆ◦ and y can
obtain the status 1◦.
– If x has status 1 and y has status 2 or 2◦, then x can get the status 1◦ and y the status
2◦.
– If x has status 1ˆ and y has status 2 or 2◦, then x can get the status 1ˆ◦ and y the status
2◦.
In other words, vertices with color 1 (or 1ˆ) can only find one partner (defining the edge in
the EDS), while vertices with color 2 can find multiple partners, but all of them carry color
1 or 1ˆ.
Initially, at the leaf nodes, only the colors 0, 1ˆ, and 2 are available. Moreover, if an edge of the
pre-solution is incident to the vertex introduced in the leaf node, then 0 is not a possible color.
Moreover, if x is incident to at least two edges from the given pre-solution, then x will have color
2.
In introduce nodes, we could again first distinguish the cases of colors 0, 1ˆ, and 2, again keeping
in mind that if an edge of the pre-solution is incident to the vertex introduced, then 0 is not a
possible color. Moreover, if x is incident to at least two edges from the given pre-solution, then x
will have color 2. Let us look more carefully at the situation when introducing vertex x.
Assume we are looking at a particular table row r (given by a tuple of colors uniquely associated
to the vertices in the child bag B), with c1, . . . , cj being in particular the colors of the neigbors of
x among the vertices in B.
• If one of the ci is 0, then we cannot color x with 0, nor with 2 (or with 2
◦). Rather, x has
to be colored with 1.
• If one of the ci is 1ˆ and we color x with 0, then ci = 1ˆ will be replaced by 1 in the table
row(s) of the parent bag.
In forget nodes, we have to pair-up yet unpaired vertices that are forgotten. More specifically,
assume we are about to forget vertex x and let c1, . . . , cj be the colors of the neigbors of x. Let
r be a specific row in the child bag. For simplicity, let r − x mean the row obtained from r by
omitting the color entry corresponding to x.
• If the color of x in r is 0 or 1◦, then r − x is put as a row in the table of the parent bag.
• Likewise, if x is colored 2◦. In addition, we change the colors ci = 1 to ci = 1◦ or from ci = 1ˆ
to ci = 1ˆ
◦, either testing all such possibilities (and hence introducing quite a number of new
rows in the table of the parent bag) or this can be also enforced, namely, if the corresponding
edge incident to x was belonging to the given pre-solution.
• Moreover, if x is colored 1, then pick any neighbor of x with color ci = 1 (or ci = 2 or ci = 2
◦,
resp.) and turn this chosen color to ci = 1
◦ (or ci = 2◦, resp.), implicitly also turning the
color of x to 1◦ before removing x. Hence, x is paired-up if necessary. Notice that this pick
is deterministic if x is incident to some edge from the given pre-solution.
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In join nodes, consistency checks are necessary. Clearly, identical rows can be copied as long
as they do not contain paired-up vertices with a variant of color 1, but if, for instance, vertex x is
colored 1◦ in both bags, then this row cannot be copied, because this means that in x (with color
1) has already found its partner in both sub-parts of the graph (represented by the two children
bags), which contradicts our semantics of the color 1. Conversely, there are also compatible vertex
colors that are not identical. For instance, if vertex x is colored 1ˆ in one bag but 1 in the other,
then in the parent bag, the situation is reflected by the color 1. Likewise, pairing-up of a vertex in
one child bag is fine and will combine with the non-paired variant of the same color. Finally, color
2◦ is compatible both with 2 and with 2◦.
Finally, a given pre-solution is extendible if and only if we can find in the root bag a table
row where all vertices not colored 0 are already paired-up or (if not) the remaining vertices can
be paired-up by computing a matching to match all vertices colored 1 with themselves or with
vertices colored 2 or 2◦, so that all vertices previously colored 1 or 2 have found their partner.
13.3 Exact exponential-time algorithms
Let us finally sketch how the ideas for treewidth-based algorithms can be used to construct exact
algorithms for the graph problems that we study. First, for the vertex problems (like vertex cover
or dominating set), it is trivial to come up with an algorithm with running time O∗(2n): just cycle
through all possible subsets and test for feasibility of the solution, i.e., is this a minimal extension of
the given pre-solution? For the edge problems, we can mis-use the earlier derived treewidth-based
algorithms, simply observing that a graph with n vertices has pathwidth bounded by n.
Clearly, it would be an idea to develop faster exact algorithms than the ones that follow in a
rather trivial way as sketched in the previous paragraph. We leave this for future research.
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