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Abstract
This book presents a detailed study of a system of interacting Brownian
motions in one dimension. The interaction is point-like such that the n-th
Brownian motion is reflected from the Brownian motion with label n − 1.
This model belongs to the Kardar-Parisi-Zhang (KPZ) universality class.
In fact, because of the singular interaction, many universal properties can
be established with rigor. They depend on the choice of initial conditions.
Discussion addresses packed and periodic initial conditions (Chapter 5),
stationary initial conditions (Chapter 6), and mixtures thereof (Chapter 7).
The suitably scaled spatial process will be proven to converge to an Airy pro-
cess in the long time limit. A chapter on determinantal random fields and
another one on Airy processes are added to have the notes self-contained.
This book serves as an introduction to the KPZ universality class, illus-
trating the main concepts by means of a single model only. It will be of
interest to readers from interacting diffusion processes and non-equilibrium
statistical mechanics.
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Chapter 1
Introduction
Back in 1931 Hans Bethe diagonalized the hamiltonian of the one-dimensional
Heisenberg spin chain through what is now called the “Bethe ansatz” [16].
At that time physicists were busy with other important developments and
hardly realized the monumental step: for the first time a strongly interact-
ing many-body system had been “solved exactly”. In the 1960ies Lieb [74],
Yang [102], and many more [97] discovered that other quantum systems
can be handled via Bethe ansatz, which triggered a research area known
as quantum integrability. More details on the history of the Bethe ansatz
can be found in [14]. Even with the Bethe ansatz at one’s disposal, it is a
highly non-trivial task to arrive at predictions of physical interest. This is
why efforts in quantum integrability continue even today, reenforced by the
experimental realization of such chains through an array of cold atoms [92].
On a mathematical level, quantum hamiltonians and generators of Markov
processes have a comparable structure. Thus one could imagine that the
Bethe ansatz is equally useful for interacting stochastic systems with many
particles. The first indication came somewhat indirectly from the Kardar-
Parisi-Zhang equation [72], for short KPZ, in one dimension. We refer to
books [11, 75], lecture notes [25, 26, 67, 79, 94, 95], and survey articles [35,
50, 59, 60, 73, 82, 85, 98]. The KPZ equation is a stochastic PDE governing
the time-evolution of a height function h(x, t) at spatial point x and time
t, h ∈ R, x ∈ R, t ≥ 0. The equation reads
∂th =
1
2
(∂xh)
2 + 1
2
∂2xh +W (1.0.1)
with W (x, t) normalized space-time white noise. We use here units of
height, space, and time such that all coupling parameters take a defi-
nite value. For a solution of (1.0.1), the function x 7→ h(x, t) is locally
like a Brownian motion, which is too singular for the nonlinearity to be
well-defined as written. This difficulty was resolved through the regularity
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structures of Hairer [58], see also [55] for a somewhat different approach.
Kardar [71] noted one link to quantum integrability. He considered the
moments of eh and established that they are related to the δ-Bose gas
with attractive interactions, which is an integrable quantum many-body
system [74]. More precisely, one defines
E
( n∏
α=1
eh(yα,t)
)
= ft(~y) (1.0.2)
with ~y = (y1, ..., yn). Then
∂tft = −Hnft, (1.0.3)
where Hn is the n-particle Lieb-Liniger hamiltonian
Hn = −12
n∑
α=1
∂2yα − 12
n∑
α6=α′=1
δ(yα − yα′). (1.0.4)
Almost thirty years later the generator of the asymmetric simple exclu-
sion process (ASEP) was diagonalized through the Bethe ansatz. In case of
N sites, the ASEP configuration space is {0, 1}N signalling a similarity with
quantum spin chains. In fact, the ASEP generator can be viewed as the
Heisenberg chain with an imaginary XY-coupling. For the totally asymmet-
ric limit (TASEP) and half filled lattice, Gwa and Spohn [57] established
that the spectral gap of the generator is of order N−3/2. The same order
is argued for the KPZ equation. This led to the strong belief that, despite
their very different set-up, both models have the same statistical properties
on large space-time scales. In the usual jargon of statistical mechanics, both
models are expected to belong to the same universality class, baptized KPZ
universality class according to its most prominent representative.
The KPZ equation is solved with particular initial conditions. Of in-
terest are (i) sharp wedge, h(x, 0) = −c0|x| in the limit c0 → ∞, (ii) flat,
h(x, 0) = 0, and (iii) stationary, h(x, 0) = B(x) with B(x) two sided Brow-
nian motion. The quantity of prime interest is the distribution of h(0, t)
for large t. More ambitiously, but still feasible in some models, is the large
time limit of the joint distribution of {h(xα, t), α = 1, ..., n}.
In our notes we consider an integrable system of interacting diffusions,
which is governed by the coupled stochastic differential equations
dxj(t) = βe
−β(xj(t)−xj−1(t))dt+ dBj(t), (1.0.5)
where {Bj(t)} a collection of independent standard Brownian motions. For
the parameter β > 0 we will eventually consider only the limit β →∞. But
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for the purpose of our discussion we keep β finite for a while. In fact there
is no choice, no other system of this structure is known to be integrable.
The index set depends on the problem, mostly we choose j ∈ Z. Note that
xj interacts only with its left index neighbor xj−1. The drift depends on
the slope, as it should be for a proper height function. But the exponential
dependence on xj − xj−1 is very special, however familiar from other inte-
grable systems. The famous Toda chain [99] is a classical integrable system
with exponential nearest neighbour interaction. Its quantized version is also
integrable [96].
Interaction with only the left neighbor corresponds to the total asym-
metric version. Partial asymmetry would read
dxj(t) =
(
pβe−β(xj−xj−1) − (1− p)βe−β(xj+1−xj))dt + dBj(t) (1.0.6)
with 0 ≤ p ≤ 1. These are non-reversible diffusion processes. Only in
the symmetric case, p = 1
2
, the drift is the gradient of a potential and the
diffusion process is reversible. Then the model is no longer in the KPZ
universality class and has very distinct large scale properties, see [29, 56],
for example.
Eqs. (1.0.5) and (1.0.6) should be viewed as a discretization of (1.0.1).
The independent Brownian motions are the natural spatial discretization
of the white noise W (x, t). For the drift one might have expected the form
(xj−xj−1)2+xj+1−2xj+xj−1, but integrability forces another dependence
on the slope. For p = 1 the similarity with the KPZ equation is even
stronger when considering the exponential moments
E
( n∏
α=1
eβxmα (t)
)
= ft(~m), (1.0.7)
~m ∈ Zn. Differentiating in t one obtains
β−2
d
dt
ft(~m) =
n∑
α=1
∂αft(~m) +
1
2
n∑
α,α′=1
δ(mα −mα′)ft(~m)− nft(~m), (1.0.8)
where δ is the Kronecker delta and ∂αf(~m) = f(..., mα, ...)−f(..., mα−1, ...).
When comparing with (1.0.4), instead of ∂α one could have guessed the
discrete Laplacian ∆α = −∂Tα ∂α with T denoting the transpose. To obtain
such a result, the drift in (1.0.5) would have to be replaced by βe−β(xj−xj−1)+
βe−β(xj−xj+1). But the linear equations for the exponential moments are no
longer Bethe integrable. Note however that the semigroups exp[∂αt] and
exp[∆αt] differ on a large scale only by a uniform translation proportional
to t. With such a close correspondence one would expect system (1.0.5)
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to be in the KPZ universality class for any β > 0, as has been verified
to some extent [4, 19, 84]. Also partial asymmetry, 1
2
< p < 1, should be
in the KPZ universality class. In fact, the true claim is by many orders
more sweeping: the exponential in (1.0.6), p 6= 1
2
, can be replaced by “any”
function of xj − xj−1, except for the linear one, and the system is still in
the KPZ universality class. There does not seem to be a promising idea
around of how to prove such a property. Current techniques heavily rely on
integrability.
This is a good opportunity to reflect another difficulty. Bethe ansatz
is like a first indication. But an interesting asymptotic analysis is yet an-
other huge step. This is well illustrated by the KPZ equation. Solving the
n-particle equations (1.0.2) yields the exponential moment E
(
enh(0,t)
)
. How-
ever these moments grow rapidly as exp(n3), much too fast to determine
the distribution of h(0, t). Because of the underlying lattice, for system
(1.0.5) the exponential moments grow only as exp(n2), still too fast. In
replica computations one nevertheless continues formally, often with cor-
rect results [28, 41, 63]. A proof must exploit integrability, but cannot use
exponential moments directly [18].
The system (1.0.5) simplifies substantially in the limit β → ∞. Then
one arrives at interacting Brownian motions, where the Brownian motions
maintain their ordering and Brownian motion with label j is reflected from
its left neighboring Brownian motion with label j − 1, see [86], Appendix
B. These are the reflected Brownian motions of the title. The proper def-
inition of their dynamics requires martingales involving local time, as will
be discussed in Chapter 2. Our note discusses exclusively this limit case.
Thereby we arrive at a wealth of results on universal statistical properties.
Only for the TASEP a comparably detailed analysis has been carried out
[50], which does not come as a surprise, since in the limit of low density,
under diffusive rescaling of space-time and switching to a moving frame of
reference, the TASEP converges to system (1.0.5) [70]. We will not ex-
ploit this limit. Our philosophy is to work in a framework which uses only
interacting diffusions.
The limit β → ∞ is meaningful also for p 6= 0, 1. Then the order of
Brownian particles is still preserved, but the reflection between neighbors
is oblique. The symmetric version, p = 1
2
, corresponds to independent
Brownian motions, maintaining their order, a case which has been studied
quite some time ago [61]. The partially asymmetric version of the model is
still Bethe integrable, but less tractable. Only for the half-Poisson initial
condition, an expression sufficiently compact for asymptotic analysis has
been obtained [86].
The notion of integrability was left on purpose somewhat vague. In the
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β = ∞ limit for (1.0.5), integrability can be more concretely illustrated.
For this case, let us set j = 2, ..., n with x1(t) a standard Brownian motion.
Then the transition probability from ~x to ~y at time t is given by
P
(
~x(t) ∈ d~y∣∣~x(0) = ~x ) = det{Φ(i−j)t (yj − xi)}1≤i,j≤n d~y, (1.0.9)
where
Φ
(j)
t (ξ, t) =
1
2πi
∫
iR+δ
dw etw
2/2+ξww−j (1.0.10)
with δ > 0 as first established by Sasamoto and Wadati [87]. There is
a similar formula for the TASEP [88]. Such formuli nourish the hope to
uncover interesting features of the model.
The three initial conditions of particular interest, wedge, flat, and sta-
tionary, are easily transcribed to system (1.0.5) and become (i) packed,
half-infinite system with xj(0) = 0 for j = 1, 2, ..., (ii) periodic, xj(0) = j
for j ∈ Z, (iii) Poisson, {xj(0), j ∈ Z} is a Poisson process with constant
density. According to our discussion, in the latter case one might think that
the quantity of prime interest is x1(t). But the reflection induces a propa-
gation of statistical fluctuations, as can also be seen from (1.0.7) together
with (1.0.8). Their propagation speed is 1 and the correct quantity is x⌊t⌋(t)
with ⌊t⌋ denoting integer part. Along other space-time observation rays a
central limit type behavior would be observed.
As for other models in the KPZ universality class, our asymptotic anal-
ysis is limited to a single time and arbitrary number of spatial, resp. index
points. Only recently Johansson [68] posted a result on the joint distribu-
tion of (x⌊t⌋(t), x⌊αt⌋(αt)), α > 0, and identified its universal limit. Possibly
such progress will lead eventually to a complete understanding of the Airy
sheet and the KPZ fixed point [40].
Let us explain of how our material is organized as a whole. The follow-
ing three chapters provide background material. In Chapter 2 we properly
define the infinite system of reflected Brownian motions as the solution of a
martingale problem and provide a variational formulation of this solution.
Also the uniform Poisson process is identified as stationary measure. In
Chapter 3 we introduce the theory of determinantal point processes and
some related material on Fredholm determinants. At first sight this looks
unconnected. But to study the quantities of prime interest one first identi-
fies a “hidden” signed determinantal process which leads to an analytically
more tractable representation. In the long time limit we will arrive at a
stochastic process which describes the limiting spatial statistics. Such a
process has been baptised Airy process, in analogy to the Airy kernel and
Airy operator which are one of the defining elements. In fact there are sev-
eral Airy processes depending on the initial conditions and on the window
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of observation. The literature on Airy processes is somewhat dispersed.
Chapter 4 provides a streamlined account.
In Chapter 5 we investigate the two deterministic initial data, packed
and periodic, while in Chapter 6 we study random initial data as defined
through a Poisson process. These results will be used to discuss more gen-
eral initial data, which should be viewed as an open ended enterprise. One
natural choice is to have in the left half lattice either packed, periodic, or
Poisson join up with either one of them in the right half lattice. An ex-
ample would be to have periodic to the left and Poisson to the right. This
then leads to distinct cross over processes. The mixed cases are studied in
Chapter 7. Slow decorrelation, referring to space-like paths more general
than fixed time, is a further topic. Each core chapter builds on a suitable
asymptotic analysis. In the early days the required techniques were devel-
oped ad hoc for the particular model. Over the years a common strategy
based on contour integrations has been established, which will be also used
here. Thus on the basis of a specific example one can learn a technique
applicable also to other models.
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Chapter 2
One-sided reflected Brownian
motions and related models
For reflected Brownian motions with index set Z+ we properly define the
dynamics using an iterated Skorokhod construction. The full index set Z
requires a proof of well-posedness. In addition, we establish that the uni-
form Poisson process is stationary under the dynamics and discuss previous
results for the model.
2.1 Skorokhod construction
Our definition of reflected Brownian motions is through the so-called Sko-
rokhod representation [5,93], which is a deterministic function of the driving
Brownian motions. This representation is the following: the process x(t),
driven by the Brownian motion B(t), starting from x(0) ∈ R and being
reflected (in the positive direction) at some continuous function f(t) with
f(0) ≤ x(0) is defined as:
x(t) = x(0) +B(t)−min{0, inf
0≤s≤t
(x(0) +B(s)− f(s))}
= max
{
x(0) +B(t), sup
0≤s≤t
(f(s) +B(t)− B(s))}. (2.1.1)
Let Bn, n ∈ Z, be independent standard Brownian motions starting
at 0. Throughout this work, Bn always denotes these Brownian motions,
allowing for coupling arguments. The non-positive indices will be used from
Section 2.3 on.
Definition 2.1. The half-infinite system of one-sided reflected Brownian
motions {xn(t), n ≥ 1} with initial condition ~x(0) = ~ζ, ζn ≤ ζn+1 is defined
7
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recursively by x1(t) = ζ1 +B1(t) and, for n ≥ 2,
xn(t) = max
{
ζn +Bn(t), sup
0≤s≤t
(xn−1(s) +Bn(t)− Bn(s))
}
. (2.1.2)
Introducing the random variables
Yk,n(t) = sup
0≤sk≤...≤sn−1≤t
n∑
i=k
(Bi(si)− Bi(si−1)) (2.1.3)
for k ≤ n, with the convention sk−1 = 0 and sn = t, allows for an equivalent
explicit expression:
xn(t) = max
k∈[1,n]
{Yk,n(t) + ζk}. (2.1.4)
Although we are constructing an infinite system of particles, well-definedness
is clear in this case, as each process xn(t) is a deterministic function of only
finitely many Brownian motions Bk, 1 ≤ k ≤ n.
Adopting a stochastic analysis point of view, the system {xn(t), n ≥ 1}
satisfies
xn(t) = ζn +Bn(t) + L
n(t), for n ≥ 0, (2.1.5)
Here, L1(t) = 0, while Ln, n ≥ 2, are continuous non-decreasing processes
increasing only when xn(t) = xn−1(t). In fact, Ln is twice the semimartin-
gale local time at zero of xn − xn−1.
2.2 Packed initial conditions
A canonical and in fact the most studied initial condition for the system
{xn(t), n ≥ 1} is the one where all particles start at zero. We call this packed
initial condition:
~x(0) = ~ζpacked = 0. (2.2.1)
Using the monotonicity,
Yk−1,n(t) = sup
0≤sk−1≤sk≤...≤sn−1≤t
n∑
i=k−1
(Bi(si)−Bi(si−1))
≥ sup
0=sk−1≤sk≤...≤sn−1≤t
n∑
i=k
(Bi(si)−Bi(si−1)) = Yk,n(t),
(2.2.2)
and inserting this initial condition into (2.1.4), leads to:
xn(t) = Y1,n(t) = sup
0≤s1≤...≤sn−1≤t
n∑
i=1
(Bi(si)−Bi(si−1)), (2.2.3)
again with the convention s0 = 0 and sn = t.
8
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1
2
3
4
5
s1 s2 s3 s4 t
Figure 2.1: A path π ∈ Π(0, 1; t, 5) (thick black) and the random back-
ground noise (gray).
2.2.1 Queues, last passage percolation and directed
polymers
There are other interpretations for the quantity xn(t) than the system of
reflected Brownian motions focused on in this work, and each interpretation
has inspired different results over the last decades. One of these is seeing it
as a sequence of Brownian queues in series. A famous theorem of queueing
theory, Burke’s theorem, which states that the output of a stable, stationary
M/M/1 queue is Poisson, can be adapted to the Brownian setting [76]. This
will be employed in Section 2.3.4.
Furthermore, xn(t) can be viewed as a model of directed last-passage
percolation through a random medium, or equivalently a zero-temperature
directed polymer in a random environment. This model is constructed as
follows:
Consider the space R+×Z and assign white noise dBn as random back-
ground weight on each line R+×{n} for n ≥ 1. An up-right path is charac-
terized by its jumping points si and consists of line segments [sn−1, sn]×{n},
see Figure 2.1. The set of up-right paths going from (t1, n1) to (t2, n2) can
then be parameterized by
Π(t1, n1; t2, n2) =
{
~s ∈ Rn2−n1+2|t1 = sn1−1 ≤ sn1 ≤ · · · ≤ sn2 = t2
}
.
(2.2.4)
The percolation time or weight of a path ~π ∈ Π is the integral over the
9
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background weights along the path. Explicitly, we have:
w(~π) =
n2∑
i=n1
(Bi(si)− Bi(si−1)) . (2.2.5)
The last passage percolation time is given by the supremum over all such
paths:
L(t1,n1)→(t2,n2) := sup
~π∈Π(t1,n1;t2,n2)
w(~π). (2.2.6)
The supremum is almost surely attained by a unique path ~π∗, called the
maximizer. It exists because the supremum can be rewritten as a com-
position of a finite maximum and a supremum of a continuous function
over a compact set. Uniqueness follows from elementary properties of the
Brownian measure. Most importantly, from the definition, we have
xn(t) = L(0,1)→(t,n). (2.2.7)
This representation will be used repeatedly throughout this work as it
nicely visualizes coupling arguments, however, it also gives some connec-
tions to different works. Our model can be seen as the semi-continuous
limit of a more widely studied discrete last passage percolation model (see
for example [65, 66]).
This last passage percolation model is also the zero temperature limit
of a directed polymer model, which has been studied thoroughly in the
recent past [19,90]. In the directed polymer setting we have a parameter β
representing the inverse temperature, consider w(~π) as an energy and assign
a Gibbs measure on the set of paths according to the density eβw(~π), i.e.
paths with higher energy have a higher probability. The partition function
of the polymer is given by
Z(t1,n1)→(t2,n2)(β) =
∫
Π(t1,n1;t2,n2)
d~π eβw(~π), (2.2.8)
and satisfies the limit
lim
β→∞
1
β
logZ(t1,n1)→(t2,n2)(β) = L(t1,n1)→(t2,n2). (2.2.9)
Although apparently more difficult to handle, attention has been turning to
these positive temperature models recently, because, among other things,
they allow for a scaling limit to the KPZ equation by tuning the parameter
β in the right way.
10
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2.2.2 Previous results
The behaviour of xn(t) under the packed initial condition is quite well under-
stood by now. Notice that by Brownian scaling we have the distributional
identity {xn(t), n ≥ 1} d= {
√
txn(1), n ≥ 1}. The first result has been a law
of large numbers, i.e. xn(1)/
√
n converges to a constant [53], therein it was
already conjectured it equals 2, which has been proven subsequently [89].
Much of the results that followed exploited connections to a random matrix
model, so let us introduce it in full generality right away:
Let bi,i(t) for 1 ≤ i ≤ N and bi,j(t), b′i,j(t) for 1 ≤ i < j ≤ N , be
independent Brownian motions. Define a stochastic process H(t), t ≥ 0, on
the space of N ×N Hermitian matrices by
Hi,i(t) = bi,i(t) for 1 ≤ i ≤ N
Hi,j(t) =
√
2
(
bi,j(t) + ib
′
i,j(t)
)
for 1 ≤ i < j ≤ N
Hi,j(t) =
√
2
(
bi,j(t)− ib′i,j(t)
)
for 1 ≤ j < i ≤ N
(2.2.10)
Denote by λn1 (t) ≤ λn2 (t) ≤ · · · ≤ λnn(t) the ordered eigenvalues of the n× n
principal minor of the matrix H(t). The process {λnk(t), 1 ≤ k ≤ n ≤ N} is
called the Dyson Brownian minor process. It is a classical result, that the
eigenvalues of consecutive minors are interlaced, λn+1k (t) ≤ λnk(t) ≤ λn+1k+1(t),
so this process lives in the Gelfand-Tsetlin cone:
GTN =
{
xnk ∈ R, 1 ≤ k ≤ n ≤ N, xn+1k ≤ xnk ≤ xn+1k+1
}
. (2.2.11)
Restricted to one layer n, the process {λnk(t), 1 ≤ k ≤ n} is called
Dyson’s Brownian motion [42]. It is a Markov process and satisfies the
coupled stochastic differential equation
dλnk = dBk +
∑
i 6=k
dt
λnk − λni
. (2.2.12)
Its fixed time distribution is the eigenvalue distribution of the Gaussian
unitary ensemble (GUE):
P (λnk(t) ∈ dyk, 1 ≤ k ≤ n) =
1
Zn(t)
N∏
k=1
e−
y2k
2t
∏
k<i
(yi − yk)2d~y. (2.2.13)
Recognizing the second product as the square of the Vandermonde determi-
nant, one is able to describe this eigenvalue distribution as a determinantal
point process governed by the Hermite kernel. Asymptotic analysis of the
11
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distribution of the largest eigenvalue in the appropriate edge scaling gives
the GUE Tracy-Widom distribution [100].
The first connections between our system of reflecting Brownian mo-
tions and the matrix diffusion were found by [54], proving that for every
n ≥ 1, xn(1) d= λnn(1), and [13] generalizing this to {xn(1), n ≥ 1} d=
{λnn(1), n ≥ 1} by a combinatorial procedure originating from group repre-
sentation theory, called the Robinson-Schensted-Knuth (RSK) correspon-
dence. [13] also showed the remarkable fact that conditioned on the top layer
{λNk (1), 1 ≤ k ≤ N} the distribution of {λnk(1), 1 ≤ k ≤ n < N} is uniform
on the compact set given by the Gelfand-Tsetlin interlacing inequality. Re-
stricting the Dyson Brownian minor process to a fixed time gives the GUE
minor process {λnk(1), 1 ≤ k ≤ n ≤ N}, whose full distribution has been
found in [69], again in the form of a determinantal point process.
There is a natural extension of the system of reflecting Brownian motions
{xn(t), n ≥ 1} to a process in the Gelfand-Tsetlin cone that is constructed
in the following way: Let B11(t) be a Brownian motion. Let B
2
1(t) and
B22(t) be Brownian motions, which are reflected downwards resp. upwards
from B11(t). Iteratively construct B
n
k (t) as a Brownian motion reflected
downwards from Bn−1k (t) and upwards from B
n−1
k−1 (t), with the peripheral
processes Bnk (t) for k = 1 or k = n being reflected from one process only. By
construction, we have xn(t) = B
n
n(t). The process {Bnk (t), 1 ≤ k ≤ n ≤ N}
is called Warren’s process, and has been introduced and studied in [101].
Restricted to one layer n, it is distributed as a Dyson’s Brownian motion.
Warren’s process shares the fixed time distribution with the GUE minor
process,
{λnk(1), 1 ≤ k ≤ n ≤ N} d= {Bnk (1), 1 ≤ k ≤ n ≤ N}. (2.2.14)
There are also formulas for the transition density of the system along the
edge, {Bnn(t), 1 ≤ n ≤ N} as well as for the system of two consecutive layers
{Bkn(t), 1 ≤ k ≤ n,N − 1 ≤ n ≤ N}.
The connection between Warren’s process and the Dyson Brownian mi-
nor process does not, however, hold in full generality. The common dynam-
ics of any amount of consecutive layers of Warrens process, i. e. the process
{Bkn(t), 1 ≤ k ≤ n,N1 ≤ n ≤ N2}, is simply given by Dyson’s SDE (2.2.12)
for the layer n = N1 and the reflection SDE’s for the higher order layers.
In the Dyson Brownian minor process, on the other hand, the common dy-
namics of two consecutive layers is given by a more complicated SDE (see
(2.30) in [1]) and the evolution of three or more consecutive layers is not
even a Markov process anymore. Interestingly, both processes still show the
same distribution along so-called space-like paths, i.e. sequences of points
12
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(ni, ti) satisfying ti ≤ ti+1 and ni ≥ ni+1, in which case also determinantal
formulas exist [2, 45].
The determinantal formulas coming from the random matrix model are
suitable for asymptotic analysis to show multi-point scaling limits, where
the Airy2 process arises. It appears both for correlations of xn(t) along the
n direction and the t direction, as well as along general space-like paths. [66]
gives a sketch of the proof for both directions, [3] prove the scaling limit
with correlations along t rigorously. A complete proof for correlations along
n is given in Section 5.1.
2.3 Infinite particle systems
The main focus of this work is showing determinantal formulas and scaling
limits for other initial conditions. Unfortunately the connection to random
matrices breaks down in this case. In fact, neither the Airy1 process nor the
Airystat process have ever been found in a scaling limit of a random matrix
model. This has been rather surprising, as the one-point distribution of
the Airy1 process, the GOE Tracy-Widom distribution, does arise in such
a model, namely as the limiting distribution of the largest eigenvalue of a
Gaussian real symmetric matrix, the GOE ensemble [17].
2.3.1 Definition
At first sight it might seem trivial to extend the definition of the half-infinite
system of one-sided reflected Brownian motions to an infinite number of
particles {xn(t), n ∈ Z}, by letting the index k run over (−∞, n] in (2.1.4).
However, it has to be shown that this maximum is finite, which is only
the case for initial conditions which are not too closely spaced together.
Roughly said, the growth rate of −ζ−k has to be faster than
√
k for large
k. We call those initial conditions admissible.
Knowing the law of large numbers under packed initial conditions, it is
reasonable to expect such a behaviour. It implies that Yk,n(t) grows roughly
as 2
√
(n− k)t, so in order for the maximum in (2.3.2) being attained by a
finite k for we need −ζ−k to grow faster than
√
k.
Definition 2.2. A random vector ~ζ ∈ RZ with ζn ≤ ζn+1 for all n ∈ Z is
called an admissible initial condition, if there exists a χ > 1
2
such that for
any n ∈ Z the sum ∑
M≥0
P (ζn − ζ−M ≤Mχ) (2.3.1)
13
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is finite.
Definition 2.3. Let ~ζ ∈ RZ be an admissible initial condition. The infinite
system of one-sided reflected Brownian motions {xn(t), n ∈ Z} with initial
condition ~x(0) = ~ζ is defined by
xn(t) = max
k≤n
{Yk,n(t) + ζk}. (2.3.2)
By Proposition 2.4 below, which is proven in Section 2.3.2, this maxi-
mum exists and is finite. More specifically, we will show that for ~ζ being
any admissible initial condition, the infinite system {xn(t), n ∈ Z} is the
limit of certain half-infinite systems {x(M)n (t), n ≥ −M} as M →∞, where
x(M)n (t) = max
k∈[−M,n]
{Yk,n(t) + ζk}, n ≥ −M. (2.3.3)
Notice that these processes indeed satisfy the Skorokhod equation,
x(M)n (t) = max
{
ζn +Bn(t), sup
0≤s≤t
(x
(M)
n−1(s) +Bn(t)−Bn(s))
}
, (2.3.4)
for n > −M , while the leftmost process is simply
x
(M)
−M(t) = ζ−M +B−M(t). (2.3.5)
Thus as desired x
(M)
n (t) is a Brownian motion starting from ζn and reflected
off by x
(M)
n−1 for n > −M .
Proposition 2.4. For any t > 0, n ∈ Z there exists almost surely a k ≤ n
maximizing Yk,n(t) + ζk, i.e. the maximum in (2.3.2) exists. Furthermore,
for any T > 0,
sup
t∈[0,T ]
|xn(t)| <∞, a.s., (2.3.6)
as well as
lim
M→∞
sup
t∈[0,T ]
|x(M)n (t)− xn(t)| = 0, a.s.. (2.3.7)
The convergence result allows for taking the limit in (2.3.4), implying
that the system {xn(t), n ∈ Z} satisfies the Skorokhod equation, too.
The initial conditions we are actually interested in are corresponding to
the two remaining fundamental geometries in the KPZ universality class.
The first one is the flat surface, which translates into periodic initial con-
ditions ~x(0) = ~ζflat, defined by
ζflatn = n, for n ∈ Z, (2.3.8)
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which is obviously admissible.
Finally we will study the case where the model starts in its random
stationary distribution, which is in our case a Poisson point process on
the real line. However, as already familiar from other models in the KPZ
universality class [7, 19, 49, 62], Theorem 6.1 will be proven via a sequence
of approximating initial conditions.
Let therefore be {Expn, n ∈ Z} be i.i.d. random variables with expo-
nential distribution with parameter 1. For parameters λ > 0 and ρ > 0
define the initial condition ~x(0) = ~ζ stat(λ, ρ) by
ζ stat0 = 0,
ζ statn − ζ statn−1 =
{
λ−1 Expn, for n > 0,
ρ−1 Expn, for n ≤ 0.
(2.3.9)
Admissibility of this initial condition is also not hard to prove.
To recover the uniform Poisson process on the whole real line, we will set
λ = 1 and carefully take the limit ρ→ 1 in the determinantal formulas that
hold in the case ρ < λ. Finally, setting ζ0 = 0 will induce a difference of
order one as compared to the true Poisson process case. By Proposition 7.11
this difference will stay bounded at all times, and consequently be irrelevant
in the scaling limit. Thus it is enough to prove Theorem 6.1 for the initial
conditions ~x(0) = ~ζ stat(1, 1).
2.3.2 Well-definedness
For the proof of Proposition 2.4 we first need the following concentration
inequality:
Proposition 2.5. For each T > 0 there exists a constant C > 0 such that
for all k < m, δ > 0,
P
(
Yk,m(T )√
(m− k + 1)T ≥ 2 + δ
)
≤ const · e−(m−k+1)2/3δ. (2.3.10)
This proposition is proven in Section 5.1.2. Another necessary lemma,
that will be proven an intuitive way in Section 2.3.3, is:
Lemma 2.6. Consider 0 ≤ t1 ≤ t2 and m, Mt1 , Mt2 such that
xm(ti) = x
(Mti)
m (ti) = x˜
(Mti)
m (ti), for i = 1, 2. (2.3.11)
Then
xm(t1) = x
(Mt2 )
m (t1) = x˜
(Mt2 )
m (t1). (2.3.12)
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Proof of Proposition 2.4. Let us define an auxiliary system of processes,
which we will use later in proving Proposition 2.7, by
x˜
(M)
−M(t) = ζ−M +B−M(t) + ρt, (2.3.13)
and
x˜(M)n (t) = max
{
ζn +Bn(t), sup
0≤s≤t
(x˜
(M)
n−1(s) +Bn(t)− Bn(s))
}
(2.3.14)
for n > −M . This system differs from x(M)n (t) just in the drift of the
leftmost particle, which of course influences all other particles as well (the
choice of the extra drift is because the system with infinite many particles
in R− generates a drift ρ). This system of particles satisfies
x˜(M)n (t) = max
{
Y˜−M,n(t) + ζ−M , max
k∈[−M+1,n]
{Yk,n(t) + ζk}
}
, (2.3.15)
with
Y˜k,n(t) = sup
0≤sk+1≤...≤sm≤t
(
ρsk+1 +
n∑
i=k
(Bi(si+1)− Bi(si))
)
. (2.3.16)
Also, we have the inequalities
Yk,n(t) ≤ Y˜k,n(t) ≤ Yk,n(t) + ρt. (2.3.17)
Consider the event
AM := {Y−M,n(T ) ≥ 3
√
(M + n + 1)T} ∪ {ζn − ζ−M ≤Mχ}
∪ {Yn,n(T ) ≤ ρT + 3
√
(M + n+ 1)T −Mχ}.
(2.3.18)
It is now straightforward to show
∑∞
M=0P(AM) < ∞. In fact, summa-
bility of the probabilities of the first set in (2.3.18) is a consequence of
Proposition 2.5, applied with δ = 1, while the second set is covered by the
definition of an admissible initial condition. For the third set, notice that
the left hand side is a Gaussian distribution independent of M , while the
right hand side is dominated by the Mχ term for large M . Finiteness of
the sum allows applying Borel-Cantelli, i.e. AM occurs only finitely many
times almost surely. This means, that a.s. there exists a MT , such that for
all M ≥MT the following three inequalities hold:
Y−M,n(T ) < 3
√
(M + n + 1)T
Mχ < ζn − ζ−M
−Yn,n(T ) < −ρT − 3
√
(M + n+ 1)T +Mχ
(2.3.19)
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Adding up these, Y−M,n(T ) + ζ−M + ρT < Yn,n(T ) + ζn for all M ≥ MT
and dropping the term ρT shows us that the maximizing element in (2.3.2)
cannot be a k ≤ −MT , or
xn(T ) = x
(MT )
n (T ). (2.3.20)
Moreover, applying (2.3.17), gives
Y˜−MT ,n(t) + ζ−MT ≤ Y−MT ,n(t) + ζ−MT + ρT < Yn,n(T ) + ζn, (2.3.21)
resulting in
x˜(MT )n (T ) = x
(MT )
n (T ). (2.3.22)
Repeating the same argument, we see that for every t ∈ [0, T ] there
exists Mt such that xn(t) = x
(Mt)
n (t) = x˜
(Mt)
n (t). Applying Lemma 2.6 then
gives xn(t) = x
(MT )
n (t) = x˜
(MT )
n (t) for every t ∈ [0, T ]. This settles the
convergence and the existence of a finite maximizing k in (2.3.2).
To see (2.3.6), which is equivalent to supt∈[0,T ] |x(MT )m (t)| <∞, we apply
the bound
|Yk,n(t)| ≤
n∑
i=k
(
sup
0≤s≤t
Bi(s)− inf
0≤s≤t
Bi(s)
)
<∞. (2.3.23)
2.3.3 Last passage percolation
It is also possible to extend the last passage percolation interpretation to
nontrivial initial conditions. In order to do this, add non-negative Dirac
background weights ζk − ζk−1 on (0, k), k ∈ Z. The weight of a path is
explicitly given by
w(~π) =
n2∑
i=n1
(
Bi(si)−Bi(si−1) + (ζi − ζi−1)1si−1=0
)
, (2.3.24)
and the percolation time L(0,n1)→(t,n2) again as the supremum over the
weight of all paths. As t → 0 it is clear that any contribution from the
Brownian background weight will converge to 0, so the path tries to ac-
cumulate as much of the Dirac weights as possible, i.e. we have the initial
condition
lim
t→0
L(0,n1)→(t,n2) =
n2∑
i=n1
(ζi − ζi−1) = ζn2 − ζn1−1. (2.3.25)
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By defining a normalized percolation time,
L̂(0,n1)→(t,n2) = L(0,n1)→(t,n2) + ζn1−1, (2.3.26)
we recover the system
x(M)n (t) = L̂(0,−M)→(t,n). (2.3.27)
For any M ≤ n, M = −∞ included, we can define an exit point of a
path π = (. . . , sn2−1, sn2) ∈ Π(0,−M ; t, n) by
inf{k ∈ [n1, n2], sk > 0}, (2.3.28)
which is of course the maximizing index k in (2.3.3).
We also can reproduce the system x˜
(M)
n (t) by adding a Lebesgue measure
of density ρ on the line {−M} × R+.
Proof of Lemma 2.6. For t1 = t2 there is nothing to prove, so let t1 < t2.
For each i, the equation xm(ti) = x
(Mti )
m (ti) implies that the maximizing
paths of the LHS and the RHS are equal on the restriction to (si, i ≥Mi),
i.e. they have the same exit point ei that satisfies ei ≥ Mti . Now if e1 ≥
e2, then also e1 ≥ Mt2 , which means that the path maximizing xm(t1) is
contained in the set Π(0,−Mt2 ; t1, m), resulting in xm(t1) = x(Mt2 )m (t1).
If, however, e1 < e2, then the maximizing path segments (0, e1) →
(t1, m) and (0, e2) → (t2, m) would need to have an intersection point
(t∗, m∗). We can then construct a new maximizing path for xm(t1) by string-
ing together the segments (0, e1)→ (0, e2)→ (t∗, m∗)→ (t1, m), where the
middle segment is part of the xm(t2)-maximizing path and the last seg-
ment is part of the original xm(t1)-maximizing path. This contradicts the
uniqueness of the maximizing path.
The equality xm(t1) = x˜
(Mt2 )
m (t1) is shown in the same way.
2.3.4 Stationarity
We establish a useful property which will allow us to study our system of
interacting Brownian motions through a system with a left-most Brownian
particle.
Proposition 2.7. Under the initial condition ~x(0) = ~ζ = ~ζ stat(λ, ρ) defined
in (2.3.9), for each n ≤ 0 the process
xn(t)− ζn − ρt (2.3.29)
is a standard Brownian motion.
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Remark 2.8. Proposition 2.7 allows us to restrict our attention to the
half-infinite system. In fact, conditioned on the path of x0, the systems
of particles {xn(t), n < 0} and {xn(t), n > 0} are independent, as it is
clear by the definition of the system. Then (2.3.29) implies that the law
of {xn(t), n > 0} is the same as the one obtained replacing the infinitely
many particles {xm(t), m ≤ 0} with a single Brownian motion x0(t) which
has a drift ρ. This property will be used to derive our starting result,
Proposition 6.2.
Remark 2.9. From a stochastic analysis point of view, we find that the
system {xn(t), n ≥ 0} satisfies
xn(t) = ζn +Bn(t) + L
n(t), for n ≥ 1,
x0(t) = B˜0(t) + ρt.
(2.3.30)
Here Ln, n ≥ 2, are continuous non-decreasing processes increasing only
when xn(t) = xn−1(t). In fact, Ln is twice the semimartingale local time
at zero of xn − xn−1. Notice that B˜0(t) is a standard Brownian motion
independent of {ζn, Bn(t), n ≥ 1}, but not equal to B0(t).
Proof of Proposition 2.7. First notice that for any M ,
x˜
(M)
−M(t)− ζ−M − ρt, (2.3.31)
is a Brownian motion. Now assume x˜
(M)
n−1(t)−ζn−1−ρt is a Brownian motion.
By definition,
x˜(M)n (t)− ζn−1
= max
{
ζn − ζn−1 +Bn(t), sup
0≤s≤t
(x˜
(M)
n−1(s)− ζn−1 +Bn(t)− Bn(s))
}
,
(2.3.32)
which allows us to apply Proposition 2.10, i.e., we have that
x˜(M)n (t)− ζn−1 − (ζn − ζn−1)− ρt = x˜(M)n (t)− ζn − ρt (2.3.33)
is a Brownian motion. Since x˜
(MT )
n (t) = xn(t) the proof is completed.
It is clear, that in the case λ = ρ the process (2.3.29) is a Brown-
ian motion for n > 0, too, i.e., the system is stationary in n. We also
have stationarity in t, in the sense that for each t ≥ 0 the random vari-
ables {xn(t)− xn−1(t), n ∈ Z} are independent and distributed exponen-
tially with parameter ρ. The following result is a small modification of
Theorem 2 in [76].
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Proposition 2.10 (Burke’s theorem for Brownian motions). Fix ρ > 0
and let B(t), C(t) be standard Brownian motions, as well as ζ ∼ exp(ρ),
independent. Define the process
D(t) = max
{
ζ + C(t), sup
0≤s≤t
(B(s) + ρs+ C(t)− C(s))}. (2.3.34)
Then
D(t)− ζ − ρt (2.3.35)
is distributed as a standard Brownian motion.
Proof. Extend the processes B(t), C(t) to two-sided Brownian motions in-
dexed by R. Defining
q(t) = sup
−∞<s≤t
{B(t)− B(s) + C(t)− C(s)− ρ(t− s)} (2.3.36)
and
d(t) = B(t) + q(0)− q(t), (2.3.37)
we can apply Theorem 2 [76], i.e., d(t) is a Brownian motion. Now,
q(0) = sup
s≤0
{−B(s)− C(s) + ρs} d= sup
s≥0
{
√
2B(s)− ρs} d= sup
s≥0
{
B(s)− ρ
2
s
}
,
(2.3.38)
so by Lemma 2.11 it has exponential distribution with parameter ρ. As it
is independent of the processes {B(t), C(t), t ≥ 0} we can write q(0) = ζ .
Dividing the supremum into s < 0 and s ≥ 0 we arrive at:
−d(t) = q(t)−B(t)− q(0)
= max
{
C(t)− ρt, sup
0≤s≤t
{−B(s) + C(t)− C(s)− ρ(t− s)} − ζ
}
,
(2.3.39)
which is (2.3.35) up to a sign flip of B(s).
Lemma 2.11. Fix ρ > 0 and let B(t) be a standard Brownian motion.
Then
sup
s≥0
(B(s)− ρs) ∼ exp(2ρ). (2.3.40)
Proof. This formula can be found in [27], Part II, Section 2, Eq. (1.1.4).
We provide here two different proofs of the claim.
(a) The random variable
sup
0≤s≤t
(B(s)− ρs) (2.3.41)
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is distributed as B˜(t), where B˜ is a Brownian motion starting at 0, re-
flected (upwards) at zero and drift −ρ. This follows from the Skorokhod
construction. Indeed,
B˜(t)
d
= sup
0≤s≤t
(B(t)− B(s)− ρ(t− s))
= sup
0≤s≤t
(B(t)− B(t− s)− ρs) d= sup
0≤s≤t
(B(s)− ρs),
(2.3.42)
where we changed s into t − s and used the fact that B(t) − B(t − s) has
the same distribution of B(s). As t→∞, this converges to the stationary
distribution of this process, which is the exponential distribution with pa-
rameter 2ρ.
(b) For x ≥ 0, define the stopping time τx = inf{s ≥ 0 |B(s)− sρ/2 ≥ x}.
Then,
P
(
sup
s≥0
(B(s)− ρs) ≥ x
)
= P(τx <∞). (2.3.43)
The process s 7→Ms = eρB(s)−
1
2
ρ2s is a martingale (the geometric Brownian
motion), with M0 = 1. Thus by applying the optional sampling theorem
(apply it first to τx ∧ T and then take T →∞) one obtains
1 = E(Mτx) = e
ρx
P(τx <∞) + 0P(τx =∞), (2.3.44)
from which P(τx <∞) = e−ρx as claimed (just replace ρ by 2ρ).
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Chapter 3
Determinantal point processes
Determinantal point processes are the main tool for the study of reflected
Brownian motions. Thereby marginal distributions can be expressed in
terms of Fredholm determinants, a form which is well suited for an asymp-
totic analysis. However, only partial aspects of the underlying theory of
determinantal point processes is needed for our purposes and we merely in-
troduce the main definitions including the crucial Lemma 3.5. Up to minor
modifications, we follow [67] as a very accessible introduction to the topic.
3.1 Definition
Definition 3.1. Let Λ be a complete separable metric space and let N (Λ)
denote the space of all counting measures µ on Λ which are boundedly finite,
i.e. µ(X) < ∞ for all bounded X ⊆ Λ. Define a σ-algebra F on N (Λ) by
taking the smallest σ-algebra for which X 7→ µ(X) is measurable for all
Borel sets X in Λ.
A point process is a probability measure on N (Λ). A signed point pro-
cess is a signed measure on N (Λ) that is normalized to 1.
Typically, Λ will be either R or S × R for some discrete set S. For any
realization µ of a point process Ξ, µ(X) is interpreted as the number of
points in the set X . For each bounded set X , the restriction of the point
process to this set is given by a finite sum of Dirac measures:
µ|X =
µ(X)∑
i=1
δ(xi). (3.1.1)
For a given point process Ξ we can construct a measure Mn over Λ
n,
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called the factorial moment measure, by
Mn = E
 ∑
xi1 6=···6=xin
δ(xi1 , . . . , xin)
 , (3.1.2)
where we abused the notation for the expectation in the case of a signed
point process. The measure Mn is an intensity measure for n-tuples of
distinct points in the original process.
Definition 3.2. If Mn is absolutely continuous with respect to the Lebesgue
measure, i.e.
Mn(X1, . . . , Xn) =
∫
X1×···×Xn
ρn(x1, . . . , xn) dx1 . . .dxn (3.1.3)
for all Borel sets Xi in Λ, we call ρn(x1, . . . , xn) the n-th correlation function
or joint intensity.
Often times we will construct a point process from a symmetric mea-
sure on RN with a density pN(x1, . . . , xN) by employing the canonical map
(x1, . . . , xN) 7→
∑N
i=1 δ(xi), and speak interchangeably of the measure and
its associated point process. The correlation functions are then given by
ρn(x1, . . . , xn) =
N !
(N − n)!
∫
RN−n
pN (x1, . . . , xN ) dxn+1 . . .dxN . (3.1.4)
If the density pN is not symmetric, but instead normalized over the Weyl
chamber WN = {~x ∈ RN |x1 ≤ · · · ≤ xN}, it can be transformed into a
symmetric one with density
1
N !
∑
σ∈SN
pN (xσ(1), . . . , xσ(N)). (3.1.5)
We will study point processes whose correlation function are given by
determinants:
Definition 3.3. Consider a (signed) point process on Λ, all of whose cor-
relation functions exist. If there is a function K : Λ× Λ→ C such that
ρn(x1, . . . , xn) = det
1≤i,j≤n
[K(xi, xj)], (3.1.6)
for all x1, . . . , xn ∈ Λ, n ≥ 1, then we say that it is a (signed) determinantal
process, and call K its correlation kernel.
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Correlation functions allow for a convenient calculation of hole probabil-
ities, i.e. the probability of finding no particle in some set X :
P (µ(X) = 0) =
∑
n≥0
(−1)n
n!
∫
Xn
ρn(x1, . . . , xn)dx1 . . .dxn. (3.1.7)
If Λ = R, then choosing X = (s,∞) gives the distribution function of the
rightmost particle P(xmax ≤ s), provided the series converges absolutely.
3.2 Fredholm determinants
Let H be a separable Hilbert space with scalar product denoted by 〈·, ·〉
and A be a bounded linear operator acting on H. Let |A| = √A∗A be the
unique square root of the operator A∗A, and {ei, i ∈ I} be an orthonormal
basis of H. The trace norm of A is given by ||A||1 =
∑
i〈ei, |A|ei〉, and A
is called trace class, if ||A||1 < ∞. Similarly, the Hilbert-Schmidt norm of
A is given by ||A||2 = (
∑
i ||Aei||2)1/2, and A is called Hilbert-Schmidt, if
||A||2 < ∞. Both norms are independent of the choice of the basis, and,
with || · ||op denoting the usual operator norm, satisfy:
||A||op ≤ ||A||2 ≤ ||A||1. (3.2.1)
With B being another bounded linear operator acting on H we also have
the inequalities
||AB||1 ≤ ||A||2||B||2, (3.2.2)
as well as
||AB||1 ≤ ||A||1||B||op. (3.2.3)
We call A an integral operator on the space L2(Λ) if there is a function
A : Λ× Λ→ R, called its integral kernel, so that (Af)(x) = ∫
Λ
A(x, y)f(y)dy.
We abuse notation by denoting the operator and its integral kernel by the
same letter. The Hilbert-Schmidt norm of an integral operator is given by
||A||22 =
∫
Λ2
|A(x, y)|2dxdy. (3.2.4)
Definition 3.4. Let A : L2(Λ) → L2(Λ) be a trace class operator with in-
tegral kernel A(x, y). Then the Fredholm determinant of A is given by
det(1+ A)L2(Λ) =
∞∑
n=0
1
n!
∫
Λn
dx1 . . .dxN det
1≤i,j≤n
[A(xi, xj)]. (3.2.5)
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Instead of using the series expansion, one can define the Fredholm deter-
minant in a more abstract way for operators on a general separable Hilbert
space H, see [91]. It can be seen as a natural generalization of the ordinary
determinant as it satisfies det(1 + A) =
∏
n(1 + λn), with λn being the
eigenvalues of A, and has also the following properties:
• Continuity, specifically:
| det(1+A)−det(1+B)| ≤ ||A−B|| exp(||A||1+ ||B||1+1), (3.2.6)
• Multiplicativity:
det(1+ A +B + AB) = det(1+ A) det(1 +B), (3.2.7)
• Sylvester’s determinant theorem:
det(1+ AB) = det(1+BA). (3.2.8)
By the last identity, the Fredholm determinant is invariant under conjuga-
tions A 7→ U−1AU . Definition 3.4 can thus be extended to operators that
are not necessarily trace class themselves, but have a conjugate that is trace
class.
For a determinantal point process, the formula (3.1.7) for the hole prob-
ability can be written as a Fredholm determinant:
P (µ(X) = 0) =
∑
n≥0
(−1)n
n!
∫
Xn
det
1≤i,j≤n
[K(xi, xj)]dx1 . . .dxn
= det(1− 1XK1X)L2(Λ),
(3.2.9)
where 1X denotes the projection operator on the set X . In the case Λ = R
we recover the distribution function of the rightmost particle by choosing
X = (s,∞).
In the case Λ = S×R, for a discrete set S, we have a point process with
particles in each layer {rk} ×R, rk ∈ S. The choice X =
⋃
k{rk} × (sk,∞)
then gives the joint distribution of the rightmost particles in the layers rk.
For this choice of X we use the shorthand 1X = χs(rk, x). The integrals
over the discrete measure can be written out explicitly as sums, resulting
in the formula
P
( m⋂
k=1
{
xmax(rk) ≤ sk
})
= det(1− χsKχs)L2(S×R)
=
∑
n≥0
(−1)n
n!
m∑
i1,...,in=1
∫
Rn
det
1≤k,l≤n
[K(rik , xk; ril, xl)]
n∏
k=1
1xk>sik
dxk.
(3.2.10)
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3.3 Correlation kernel
Whenever a point process comes from a measure that is given by the product
of two or more determinants in a certain way, the correlation functions are
determinantal and there is an explicit formula for the correlation kernel.
This has been discovered in [43] and generalized to various similar settings
later on [47,52,66]. This explicit formula, however, involves the inverse of a
quite complicated matrix. Instead of finding this inverse, which is usually
not feasible, one relies on the orthogonal polynomial method, i.e. chooses
functions in the right way, such that the resulting matrix is diagonal. A
variant of this method is the basis of our analysis:
Lemma 3.5 (Corollary of Theorem 4.2 [21]). Assume we have a signed
measure on {xni , n = 1, . . . , N, i = 1, . . . , n} given in the form,
1
ZN
N∏
n=1
det[φn(x
n−1
i , x
n
j )]1≤i,j≤n det[Ψ
N
N−i(x
N
j )]1≤i,j≤N , (3.3.1)
where xnn+1 are some “virtual” variables and ZN is a normalization constant.
If ZN 6= 0, then the correlation functions are determinantal.
To write down the kernel we need to introduce some notations. Define
φ(n1,n2)(x, y) =
{
(φn1+1 ∗ · · · ∗ φn2)(x, y), n1 < n2,
0, n1 ≥ n2,
. (3.3.2)
where (a ∗ b)(x, y) = ∫
R
dz a(x, z)b(z, y), and, for 1 ≤ n < N ,
Ψnn−j(x) := (φ
(n,N) ∗ΨNN−j)(y), j = 1, . . . , N. (3.3.3)
Then the functions
{φ(0,n)(x01, x), . . . , φ(n−2,n)(xn−2n−1, x), φn(xn−1n , x)} (3.3.4)
are linearly independent and generate the n-dimensional space Vn. Define a
set of functions {Φnn−j(x), j = 1, . . . , n} spanning Vn defined by the orthog-
onality relations ∫
R
dxΦnn−i(x)Ψ
n
n−j(x) = δi,j (3.3.5)
for 1 ≤ i, j ≤ n.
Further, if φn(x
n−1
n , x) = cnΦ
n
0 (x), for some cn 6= 0, n = 1, . . . , N , then
the kernel takes the simple form
K(n1, x1;n2, x2) = −φ(n1,n2)(x1, x2) +
n2∑
k=1
Ψn1n1−k(x1)Φ
n2
n2−k(x2). (3.3.6)
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3.4 Strategy for future proofs
The basic concepts of the asymptotic behaviour of our system of one-sided
reflected Brownian motions in the three fundamental initial conditions as
well as the three mixed initial ones have quite some overlap.
The starting point is always the formula for the transition density pro-
vided by Proposition 5.3. After that one can insert resp. integrate over the
initial condition, subject to some simplifications using stationarity. This is
trivial for packed and periodic initial conditions, but involves some subtle
algebraic handling in the Poisson case. After obtaining the fixed time mea-
sure in this way, one has to introduce virtual particles to obtain a version
of the measure that allows applying Lemma 3.5.
The resulting Fredholm determinant expression for the joint distribution
of particles at a fixed time can then be analyzed asymptotically using steep
descent. In order for the Fredholm determinants to converge, one has to
show not only pointwise convergence of the kernel but also some uniform
exponential bounds.
The situation is more complex for the Poisson case, as a determinantal
structure exists only for a positive difference λ− ρ of the Poisson densities
on the positive and negative half-axis. The rigorous limit ρ→ λ is the topic
of Section 6.5.
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Chapter 4
Airy processes
Airy processes arise through a scaling limit of our system of reflected Brown-
ian motions. Their detailed structure depends on the initial conditions. For
the various Airy processes appearing in the text we list here the definitions
and, in particular, discuss their interrelation.
4.1 Elementary Airy processes
4.1.1 Airy2 process
The first appearance of an Airy-type process has been the Airy2 process as
the limit of the top layer in the polynuclear growth model [77]. In this initial
paper, it has already been noted that this process is stationary, has continu-
ous sample paths, its one-point distribution is the GUE Tracy-Widom distri-
bution, as well as that the correlation E (A2(r)A2(0))−E(A2(r))E(A2(0))
is positive and decays as r−2. Later it was proven that its sample paths are
locally absolutely continuous to Brownian motion [37], which implies they
are Ho¨lder continuous with exponent 1
2
−.
The Airy2 process is defined by its finite-dimensional distribution func-
tion:
Definition 4.1 (Airy2 process). The Airy2 process, A2, is the process with
m-point joint distributions at r1 < r2 < · · · < rm given by the Fredholm
determinant
P
(
m⋂
k=1
{A2(rk) ≤ sk + r2k}
)
= det(1− χsKA2χs)L2({r1,...,rm}×R), (4.1.1)
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where χs(rk, x) = 1x>sk . The correlation kernel KA2 is given by
KA2(s1, r1; s2, r2) = −Vr1,r2(s1, s2)1r1<r2 +Kr1,r2(s1, s2), (4.1.2)
with
Vr1,r2(s1, s2) =
e
− (s2−s1)
2
4(r2−r1)√
4π(r2 − r1)
Kr1,r2(s1, s2) =
e
2
3
r32+r2s2
e
2
3
r31+r1s1
∫ ∞
0
dx ex(r2−r1)Ai(r21 + s1 + x)Ai(r
2
2 + s2 + x).
(4.1.3)
Remark 4.2. The parts of the kernel, (4.1.3), have alternative representa-
tions:
Kr1,r2(s1, s2) =
−1
(2πi)2
∫ e2pii/3∞
e−2pii/3∞
dW
∫ e−pii/3∞
epii/3∞
dZ
eZ
3/3+r2Z2−s2Z
eW 3/3+r1W 2−s1W
1
Z −W
Vr1,r2(s1, s2) =
e
2
3
r32+r2s2
e
2
3
r31+r1s1
∫
R
dx e−x(r1−r2)Ai(r21 + s1 + x)Ai(r
2
2 + s2 + x).
(4.1.4)
In the integral defining K, the path for W and Z do not have to intersect.
Remark 4.3. Using the integral representation (4.1.4) for V , inserting the
parameter shift si → si − r2i and finally applying a conjugation, leads to
another way to describe the Airy2 process. With
K ′A2(s1, r1; s2, r2) =
{∫∞
0
dx e−x(r1−r2)Ai(s1 + x)Ai(s2 + x) for r1 ≥ r2
− ∫ 0−∞ dx e−x(r1−r2)Ai(s1 + x)Ai(s2 + x) for r1 < r2.
(4.1.5)
its multi-dimensional distributions are given by
P
(
m⋂
k=1
{A2(rk) ≤ sk}
)
= det(1− χsK ′A2χs)L2({r1,...,rm}×R). (4.1.6)
4.1.2 Airy1 process
The Airy1 process has been discovered three years later as the limit of
the TASEP with flat initial condition [83]. It is also stationary with the
one-point distribution now being the GOE Tracy-Widom distribution, i.e.
P(A1(r) ≤ s) = FGOE(2s), which has already been conjectured in the initial
paper, and soon been confirmed [48]. More recently, it was proven that the
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sample paths have locally Brownian fluctuations [80], and are consequently
Ho¨lder continuous with exponent 1
2
−, too.
The Airy1 process is also defined in terms of its finite-dimensional dis-
tributions:
Definition 4.4 (Airy1 process). Let
KA1(s1, r1; s2, r2) =− Vr1,r2(s1, s2)1r1<r2
+Ai
(
s1 + s2 + (r2 − r1)2
)
e(r2−r1)(s1+s2)+
2
3
(r2−r1)3 .
(4.1.7)
The Airy1 process, denoted by A1, is the process with m-point joint distri-
butions at r1 < r2 < · · · < rm given by the Fredholm determinant
P
(
m⋂
k=1
{A1(rk) ≤ sk}
)
= det(1− χsKA1χs)L2({r1,...,rm}×R), (4.1.8)
where χs(rk, x) = 1x>sk .
Remark 4.5. The kernel can also be stated in a different way. Let therefore
B0(x, y) = Ai(x + y) and ∆ be the one-dimensional Laplacian. Then the
kernel KA1 is given by
KA1(s1, r1; s2, r2) = −
(
e(r2−r1)∆
)
(s1, s2)1r2>r1 +
(
e−r1∆B0er2∆
)
(s1, s2).
(4.1.9)
The equivalence of these formulas is proven in Appendix A [22].
4.1.3 Airystat process
In spite of what the name might suggest, the Airystat process is not sta-
tionary. The name is derived from the fact that it arises as limit pro-
cess of models started in their respective stationary initial condition. The
one-point distribution Astat(0) has been identified in [8] as the limit of the
PNG model, it has mean zero and is often called Baik-Rains distribution.
The multi-point distribution has been discovered some time later in the
TASEP [7].
The increments of the Airystat process are identical to those of a Brow-
nian motion, this is straightforward to see by indirect arguments:
Since {xn(t), n ∈ Z} is a Poisson point process for every t ≥ 0, the
process Xstatt (r)−Xstatt (0) is a scaled Poisson jump process up to a linear
part and
lim
t→∞
(
Xstatt (r)−Xstatt (0)
) d
= B(2r) . (4.1.10)
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By Theorem 6.1 the limit process Astat(r) − Astat(0) must also have the
statistics of two-sided Brownian motion. This property is not so easily
inferred from the formulas in Definition 4.6. We will provide a direct proof
of this fact in Section 4.4. The structure of the Airystat is nevertheless
quite rich, as these Brownian increments are non-trivially correlated with
the random height shift Astat(0).
Definition 4.6 (Airystat process). Let Ps be the projection operator on
[s,∞) and P¯s = 1−Ps the one on (−∞, s). With Vr1,r2(s1, s2) as in (4.1.3),
define
P = 1− P¯s1Vr1,r2P¯s2 · · ·Vrm−1,rmP¯smVrm,r1 , (4.1.11)
as well as an operator K with integral kernel
K(s1, s2) = Kr1,r1(s1, s2) = e
r1(s2−s1)
∫ ∞
r21
dxAi(s1+ x)Ai(s2+ x). (4.1.12)
Further, define the functions
R = s1 + e 23 r31
∫ ∞
s1
dx
∫ ∞
x
dyAi(r21 + y)e
r1y,
f ∗(s) = −e− 23 r31
∫ ∞
s
dxAi(r21 + x)e
−r1x,
g(s) = 1− e 23 r31
∫ ∞
s
dxAi(r21 + x)e
r1x.
(4.1.13)
With these definitions, set
Gm(~r, ~s) = R−
〈
(1− PK)−1 (Pf ∗ + PKPs11+ (P − Ps1)1) , g
〉
, (4.1.14)
where 〈·, ·〉 denotes the inner product on L2(R). Then, the Airystat process,
Astat, is the process with m-point joint distributions at r1 < r2 < · · · < rm
given by
P
( m⋂
k=1
{Astat(rk) ≤ sk}
)
=
m∑
i=1
d
dsi
(
Gm(~r, ~s) det (1− PK)L2(R)
)
.
(4.1.15)
Remark 4.7. In this definition there appears actually yet another repre-
sentation for the joint distributions of the Airy2 process:
P
( m⋂
k=1
{A2(rk) ≤ sk + r2k}
)
= det(1−PK)L2(R). (4.1.16)
This is actually the version first obtained in [77] for m = 2. Equivalence of
this formula to our definition is proven in [20].
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For well-definedness of the formula (4.1.14) we need the following lemma:
Lemma 4.8. The operator 1− PK is invertible.
Proof. We employ the same strategy as in Appendix B [7]. For that purpose
we use the following equivalence
det(1 + A) 6= 0 ⇐⇒ 1+ A is invertible. (4.1.17)
Let smin = mink sk.
det(1− PK) = P
( m⋂
k=1
{A2(rk)− r2k ≤ sk}
)
≥ P
( m⋂
k=1
{A2(rk)− r2k ≤ smin}
)
≥ P
(
max
r∈R
(A2(r)− r2) ≤ smin
)
= FGOE(2
2/3smin) > 0
(4.1.18)
for any smin > −∞, where FGOE is the GOE Tracy-Widom distribution
function. For the last equality see Section 4.3. The tails of the GOE
Tracy-Widom distribution have been studied in great detail in various pub-
lications, see for instance [6].
Our Definition 4.6 is actually an alternative formula for the joint dis-
tributions of the Airystat process compared to the one given in [7] (Def-
inition 1.1 and Theorem 1.2 therein). The main difference is that in [7]
the joint distributions are given in terms of a Fredholm determinant on
L2({1, . . . , m}×R), while here we have a Fredholm determinant on L2(R).
A similar twist was already visible in [77] and has been generalized in [20].
4.2 Crossover Processes
In this section we introduce the three mixed Airy processes that are tran-
sition processes between two of the elementary Airy processes, as well as a
new process with a parameter that interpolates between an elementary and
a crossover Airy process.
4.2.1 Airy2→1 process
The Airy2→1 process has been discovered as the limit of the TASEP under
half-periodic initial conditions [23]. It is again defined in terms of its finite-
dimensional distributions:
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Definition 4.9 (Airy2→1 process). The Airy2→1 process, A2→1, is the pro-
cess with m-point joint distributions at r1 < r2 < · · · < rm given by
P
( m⋂
k=1
{A2→1(rk) ≤ sk + r2k 1rk≤0}
)
= det (1− χsKA2→1χs)L2({r1,...,rm}×R) ,
(4.2.1)
where χs(rk, x) = 1x>sk and the kernel KA2→1 is defined by
KA2→1(r1, s1; r2, s2) = KA2(s1, r1; s2, r2)
+
e
2
3
r32+r2s2
e
2
3
r31+r1s1
∫ ∞
0
dx ex(r1+r2)Ai(r21 + s1 − x)Ai(r22 + s2 + x),
(4.2.2)
with KA2 as in (4.1.2).
The Airy2→1 process satisfies the limits:
lim
w→∞
A2→1(r + w) = 2−1/3A1(22/3r),
lim
w→∞
A2→1(r − w) = A2(r).
(4.2.3)
Remark 4.10. There exists a contour integral representation, which will
be used in proving Theorem 7.2:
KA2→1(r1, s1; r2, s2) = −Vr1,r2(s1, s2)1r1<r2
+
1
(2πi)2
∫
γW
dW
∫
γZ
dZ
eZ
3/3+r2Z2−s2Z
eW 3/3+r1W 2−s1W
2Z
W 2 − Z2 .
(4.2.4)
The contours γW : e
−2πi/3∞ → e2πi/3∞ and γZ : eπi/3∞ → e−πi/3∞ are
chosen in such a way that both γW and −γW pass left of γZ . (4.2.2) can be
derived from (4.2.4) by noticing the identity
2Z
W 2 − Z2 =
1
W − Z −
1
W + Z
= −
∫ ∞
0
dx ex(W−Z) −
∫ ∞
0
dx e−x(W+Z),
(4.2.5)
and employing the definition of the Airy function.
4.2.2 Airy2→BM process
The Airy2→BM process has been discovered in [62]. Therein it was already
shown that A2→BM(r) converges to the GUE Tracy Widom distribution for
r → −∞ and to a Gaussian distribution as r →∞. They also identified the
distribution at r = 0, which is given by P(A2→BM(0) ≤ s) = (FGOE(s))2,
i.e. the distribution of the maximum of two independent GOE-distributed
random variables.
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Definition 4.11 (Airy2→BM process). The Airy2→BM process, A2→BM, is
the process with m-point joint distributions at r1 < r2 < · · · < rm given by
P
( m⋂
k=1
{A2→BM(rk) ≤ sk}
)
= det (1− χsKA2→BMχs)L2({r1,...,rm}×R) ,
(4.2.6)
where χs(rk, x) = 1x>sk and the kernel KA2→BM is defined by
KA2→BM(r1, s1; r2, s2) = K
′
A2(r1, s1; r2, s2)
+
(
e−
1
3
r31+r1s1 −
∫ ∞
0
dxAi(s1 + x)e
−r1x
)
Ai(s2).
(4.2.7)
Here, K ′A2 is defined as in (4.1.5).
4.2.3 AiryBM→1 process
The last one of the mixed Airy processes is the AiryBM→1 process, which
first appeared in [24]. The limit process that appears therein is actually
more general, denoted by A2→1,M,κ with parameters M ∈ Z≥0 and κ ∈ R.
In our case this more general process would appear through modifying the
model asymptotically analyzed in Section 7.3: Instead of applying the drift
ρ to the particle x1(t) only, the first M particles have drift ρ. Furthermore,
ρ is not equal to 1, but scaled critically as ρ = 1− κt−1/3.
We will not give this general definition, but only the version that appears
in this work, i.e. ABM→1(r) = A2→1,1,0(r).
Definition 4.12 (AiryBM→1 process). The AiryBM→1 process, ABM→1, is
the process with m-point joint distributions at r1 < r2 < · · · < rm given by
P
( m⋂
k=1
{ABM→1(rk) ≤ sk}
)
= det (1− χsKABM→1χs)L2({r1,...,rm}×R) ,
(4.2.8)
where χs(rk, x) = 1x>sk and the kernel KABM→1 is defined by
KABM→1(r1, s1; r2, s2) = KA2→1(r1, s1; r2, s2)
+ e−
2
3
r31−r1s1Ai(s1 + r21)
(
1− 2e 23 r32+r2s2
∫ ∞
0
dxAi(r22 + s2 + x)e
r2x
)
.
(4.2.9)
Here, KA2→1 is defined as in (4.2.2).
Remark 4.13. In the original definition of the Airy2→1,M,κ process, Defi-
nition 18 [24], there is an issue with incompletely specified contours, that
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can be misleading. For the triple contour integral (5.8), with integration
variables u ∈ Γκ, w1 ∈ γ1 and w2 ∈ γ2, it is only required that γ1, γ2 pass
on the left of Γκ. In fact, for the formula to be correct, both γ2 and −γ2
have to pass to the left of u. As Γκ is a loop around κ, this requires some
intricate choices especially in the case κ = 0. A good way to avoid this
problem is by calculating one of the residues, so that γ2 can be chosen in
a more usual form, resulting in Definition 4.12 after specifying M = 1 and
κ = 0.
4.2.4 Finite-step Airystat process
The finite-step Airystat process is a new presumably universal limit process
that appears in the course of proving Theorem 6.1. It has a parameter δ,
which one can interpret as a step size, that gives the transition from the
standard Airystat process at δ = 0 towards the Airy2→BM process as t→∞.
It is defined again by its finite-dimensional distribution:
Definition 4.14 (Finite-step Airystat process). The finite-step Airystat pro-
cess with parameter δ > 0, A(δ)stat, is the process with m-point joint distribu-
tions at r1 < r2 < · · · < rm given by
P
( m⋂
k=1
{A(δ)stat(rk) ≤ sk}
)
=
(
1 +
1
δ
m∑
i=1
d
dsi
)
det
(
1− χsKδχs
)
L2({r1,...,rm}×R) ,
(4.2.10)
where χs(rk, x) = 1x>sk and the kernel K
δ is defined by
Kδ(r1, s1; r2, s2) = −Vr1,r2(s1, s2)1r1<r2 +Kr1,r2(s1, s2) + δfr1(s1)gr2(s2).
(4.2.11)
Here, Vr1,r2 and Kr1,r2(s1, s2) are defined as in (4.1.3), and
fr1(s1) = 1− e−
2
3
r31−r1s1
∫ ∞
0
dxAi(r21 + s1 + x)e
−r1x
gr2(s2) = e
δ3/3+r2δ2−s2δ − e 23 r32+r2s2
∫ ∞
0
dxAi(r22 + s2 + x)e
(δ+r2)x.
(4.2.12)
Remark 4.15. Instead of integrals over Airy functions, the functions (4.2.12)
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can also be written as contour integrals:
fr1(s1) =
1
2πi
∫ e2pii/3∞
e−2pii/3∞, right of 0
dW
e−(W
3/3+r1W 2−s1W )
W
gr2(s2) =
1
2πi
∫ e−pii/3∞
epii/3∞, left of δ
dZ
eZ
3/3+r2Z2−s2Z
Z − δ .
(4.2.13)
Remark 4.16. The identity A(0)stat(r) = Astat(r) is a consequence of Propo-
sition 6.13. The limit
lim
δ→∞
A(δ)stat(r) = A2→BM(r)− r2 (4.2.14)
can be seen as follows. Using the identity (D.3) from [49] on gr2(s2) we
obtain that
lim
δ→∞
δ · gr2(s2) = e
2
3
r32+r2s2 lim
δ→∞
∫ 0
−∞
dxAi(r22 + s2 + x)δe
(δ+r2)x
= e
2
3
r32+r2s2 lim
δ→∞
∫ 0
−∞
dyAi(r22 + s2 + y/δ)e
y(1+r2/δ)
= e
2
3
r32+r2s2Ai(r22 + s2).
(4.2.15)
This means precisely,
lim
δ→∞
Kδ(r1, s1; r2, s2) =
e
2
3
r32+r2s2
e
2
3
r31+r1s1
KA2→BM(r1, s1 + r
2
1, ; r2, s2 + r
2
2), (4.2.16)
Finally, taking δ →∞ in (4.2.10) implies that all the terms with the deriva-
tives vanish, giving (4.2.14).
4.3 Variational identities
In the work [66], an interesting variational identity was given that connects
the Airy2 and the Airy1 process:
P
(
sup
x∈R
{A2(x)− x2} ≤ s) = FGOE(22/3s). (4.3.1)
Its proof was however very indirect, and it took some time until the first
direct proof appeared [39]. It was conjectured that identities of this struc-
ture hold for all Airy-type processes [81], as the Airy2 process corresponds
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to delta initial conditions for the KPZ equation, and it should be possible
to derive all other initial profiles by integrating this delta initial condition.
The first proof of all of these identities was given recently in [38] through
studying TASEP with general initial conditions:
max
x∈R
(A2(x)− (x− r)2) d= 21/3A1(2−2/3r) (4.3.2)
max
x∈R
(
A2(x)− (x− r)2 +
√
2B(x)
)
d
= Astat(r), (4.3.3)
max
x≥0
(A2(x)− (x− r)2) d= A2→1(r)− r21r≤0, (4.3.4)
max
x≥0
(
A2(x)− (x− r)2 +
√
2B(x)
)
d
= ABM→2(−r)− r2, (4.3.5)
max
x∈R
(
A2(x)− (x− r)2 +
√
21s≥0B(x)
)
d
= A2→1,1,0(−r)− r21r≥0. (4.3.6)
Notice that all equalities hold for the one-point distribution only.
4.4 Gaussian fluctuations of the Airystat
process
In this section we show that the Airystat process has Brownian increments
for nonnegative arguments. As a rigorous proof of this fact is already estab-
lished by indirect arguments, we do not care for full mathematical precision,
but rather give a sketch of a proof:
Theorem 4.17. Let 0 ≤ r1 < r2 < · · · < rm. Then
P
( m⋂
k=2
{Astat(rk)−Astat(rk−1) ∈ dσk}
)
=
m∏
k=2
e−σ
2
k/4(rk−rk−1)√
4π(rk − rk−1)
d~σ. (4.4.1)
Proof. Without loss of generality we can assume that r1 = 0. Denoting the
partial derivative with respect to the i-th coordinate by ∂i, we have
P
( m⋂
k=1
{Astat(rk) ≤ sk}
)
=
m∑
i=1
∂iΛ (s1, . . . , sm) , (4.4.2)
with
Λ (s1, . . . , sm) = Gm(~r, ~s) det (1− PK)L2(R) . (4.4.3)
With a small abuse of notations, in what follows we will write
P
( m⋂
k=1
{Astat(rk) ∈ dsk}
)
≡ P
( m⋂
k=1
{Astat(rk) = sk}
)
ds1 · · ·dsm. (4.4.4)
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Then,
P
( m⋂
k=1
{Astat(rk) = sk}
)
=
m∏
i=1
∂i
m∑
j=1
∂jΛ (s1, . . . , sm) . (4.4.5)
Inserting (4.4.5) into
P
( m⋂
k=2
{Astat(rk)−Astat(rk−1) = σk}
)
=
∫
R
dσ1P
( m⋂
k=1
{Astat(rk) = σ1 + · · ·+ σk}
) (4.4.6)
we get
(4.4.6) =
∫
R
dσ1
( m∏
i=1
∂i
m∑
j=1
∂j
)
Λ (σ1, σ1 + σ2, . . . , σ1 + · · ·+ σm)
=
∫
R
dσ1
d
dσ1
( m∏
i=1
∂i
)
Λ (σ1, σ1 + σ2, . . . , σ1 + · · ·+ σm)
=
( m∏
i=1
∂i
)
Λ (σ1, σ1 + σ2, . . . , σ1 + · · ·+ σm)
∣∣∣∣σ1=∞
σ1=−∞
.
(4.4.7)
We therefore have to study the asymptotics of Λ as σ1 → ±∞.
First we decompose Λ as
Λ = Λ1 + Λ2,
Λ1 := (R− 1) det (1−PK)L2(R) ,
Λ2 := det
(
1−PK − (Pf ∗ + PKPs11 + (P − Ps1)1)⊗ g
)
L2(R)
.
(4.4.8)
Since r1 = 0 some functions simplify as
R = s1 +
∫ ∞
s1
dx
∫ ∞
x
dyAi(y),
f ∗(s) = −
∫ ∞
s
dxAi(x), g(s) = 1−
∫ ∞
s
dxAi(x),
K(s1, s2) =
∫ ∞
0
dxAi(s1 + x)Ai(s2 + x),
(4.4.9)
where we used the identity (D.3) from [49]. Now consider Λ1.( m∏
i=1
∂i
)
Λ1(~s) = (R−1)
( m∏
i=1
∂i
)
det(1−PK)+∂1R
( m∏
i=2
∂i
)
det(1−PK).
(4.4.10)
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Regarding the first term, notice that the multiple derivative of the Fred-
holm determinant gives exactly the multipoint density of the Airy2 process,
which is known to decay exponentially for both large positive and negative
arguments. This exponential decay dominates over the linear growth of R.
Similarly, the (m − 1)-fold derivative is smaller the (m − 1)-point density
of the Airy2 process, so this contribution vanishes in the limit, too.
Continuing to Λ2, using f
∗ = −K1, we first simplify the expression
Λ2 = det
(
1−PK + (PKP¯s11− (P − Ps1)1)⊗ g)
L2(R)
. (4.4.11)
We introduce the shift operator S, (Sf)(x) = f(x + σ1), which satisfies
SVri,rjS
−1 = Vri,rj and Pa+σ1 = S
−1PaS, and consequently also
1− P¯s1+σ1Vr1,r2P¯s2+σ1 · · ·Vrm−1,rmP¯sm+σ1Vrm,r1 = S−1PS. (4.4.12)
Using det(1− AB) = det(1− BA), we have
Λ2(~s+σ1) = det
(
1−PSKS−1+(PSKS−1P¯s11− (P − Ps1)1)⊗Sg)
L2(R)
.
(4.4.13)
Now the dependence on the vector ~s is only in the projection operators,
while the dependence on σ1 is only in these two operators:
(Sg)(s) =
∫ s+σ1
−∞
dxAi(x),
(SKS−1)(s1, s2) =
∫ ∞
σ1
dxAi(s1 + x)Ai(s2 + x).
(4.4.14)
For large σ1, we have Sg → 1 and SKS−1 → 0 (both strong types of
convergence from the superexponential Airy decay). So
lim
σ1→∞
Λ2(~s+ σ1) = det (1− (P − Ps1)1⊗ 1)L2(R) = 1− 〈(P − Ps1)1, 1〉L2(R)
(4.4.15)
Applying the expansion (6.5.44), we arrive at:
m∏
i=1
∂i lim
σ1→∞
Λ2(~s+ σ1) = −
m∏
i=1
∂i
m∑
k=2
〈P¯s1Vr1,r2 . . . P¯sk−1Vrk−1,rkPsk1, 1〉
= −
m∏
i=1
∂i〈P¯s1Vr1,r2 . . . P¯sm−1Vrm−1,rmPsm1, 1〉
(4.4.16)
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Writing out this scalar product and applying the fundamental theorem of
calculus leads to:
(4.4.16) = Vr1,r2(s1, s2)Vr2,r3(s2, s3) . . . Vrm−1,rm(sm−1, sm), (4.4.17)
which is the desired Gaussian density after setting si =
∑i
k=2 σk as in
(4.4.7).
For large negative σ1, we have Sg → 0 and SKS−1 → 1. The rank one
contribution is thus (PP¯s11− (P − Ps1)1)⊗ 0. (4.4.18)
We have to be somewhat careful here, as the convergence is weak (only
pointwise) and (Sg) is not even L2-integrable. But the first factor decays
superexponentially on both sides for finite σ1 and also in the limiting case
PP¯s11 − (P − Ps1)1 = (1 − P)Ps11, so one should be able to derive nice
convergence properties. Neglecting this rank one contribution we are left
with
lim
σ1→−∞
Λ2(~s+ σ1) = det (1− P1)L2(R) = 0. (4.4.19)
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Chapter 5
Packed and Periodic initial
conditions
Packed initial conditions turn out to be the most readily accessible case.
Although such initial conditions have been studied extensively in the litera-
ture, we provide here a complete proof, introducing essentially all methods
required later on in more complicated situations. The second treatable case
of deterministic initial data are periodic initial conditions. Here we will be
rather brief, in stating only the main results, since the tools used in [51] are
comparable to the ones employed in case of packed initial conditions.
5.1 Packed initial conditions
We start with the simplest case of packed initial conditions. Our first result
is a determinantal expression for the fixed time distribution.
Proposition 5.1. Let {xn(t), n ≥ 1} be the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ~ζpacked. Then for any finite
subset S of Z>0, it holds
P
( ⋂
n∈S
{xn(t) ≤ an}
)
= det(1− χaKpackedχa)L2(S×R), (5.1.1)
where χa(n, ξ) = 1ξ>an. The kernel Kpacked is given by
Kpacked(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1n2>n1 +K0(n1, ξ1;n2, ξ2), (5.1.2)
41
5.1. Packed initial conditions
with
φn1,n2(ξ1, ξ2) =
(ξ2 − ξ1)n2−n1−1
(n2 − n1 − 1)! 1ξ1≤ξ2
K0(n1, ξ1;n2, ξ2) = 1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w
etz2/2+ξ2z
(−w)n1
(−z)n2
1
w − z .
(5.1.3)
Here Γ0 is a simple loop around 0 and ε > 0 is chosen large enough that
both contours do not touch.
This proposition is the basis for proving the asymptotic theorem:
Theorem 5.2. With {xn(t), n ≥ 1} being the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ~ζpacked, define the rescaled
process
r 7→ Xpackedt (r) = t−1/3
(
x⌊t+2rt2/3⌋(t)− 2t− 2rt2/3
)
. (5.1.4)
In the sense of finite-dimensional distributions,
lim
t→∞
Xpackedt (r)
d
= A2(r)− r2. (5.1.5)
5.1.1 Determinantal structure
The first step in proving Proposition 5.1 is a formula for the transition
density of a finite system of one-sided reflected Brownian motions. It gen-
eralizes Proposition 4.1 [51], which has been first shown in [101], to the case
of non-zero drifts.
Proposition 5.3. Let WN = {~x ∈ RN |x1 ≤ · · · ≤ xN} be the Weyl cham-
ber. The transition probability density of N one-sided reflected Brownian
motions with drift ~µ from ~x(0) = ~ζ ∈ WN to ~x(t) = ~ξ ∈ WN at time t has
a continuous version, which is given as follows:
P
(
~x(t) ∈ d~ξ |~x(0) = ~ζ
)
= rt(~ζ, ~ξ) d~ξ, (5.1.6)
where
rt(~ζ, ~ξ) =
( N∏
n=1
eµn(ξn−ζn)−tµ
2
n/2
)
det
1≤k,l≤N
[Fk,l(ξN+1−l − ζN+1−k, t)], (5.1.7)
and
Fk,l(ξ, t) =
1
2πi
∫
iR+µ
dw etw
2/2+ξw
∏k−1
i=1 (w + µN+1−i)∏l−1
i=1(w + µN+1−i)
, (5.1.8)
with µ > −min{µ1, . . . , µN}.
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Proof. We follow the proof of Proposition 8 in [101]. The strategy is to
show that the transition density satisfies three equations, the backwards
equation, boundary condition and initial condition, the latter one being
contained in Lemma 5.4. These equations are then used for Itoˆ’s formula
to prove that it indeed is the transition density.
We start with the backwards equation and boundary condition:
∂rt
∂t
=
N∑
n=1
(
1
2
∂2
∂ζ2n
+ µn
∂
∂ζn
)
rt. (5.1.9)
∂rt
∂ζi
= 0, whenever ζi = ζi−1, 2 ≤ i ≤ N (5.1.10)
To obtain (5.1.10), move the prefactor e−µiζi inside the integral in the
(N + 1− i)-th row of the determinant and notice that the differential op-
erator transforms Fk,l into −Fk+1,l. Consequently, ζi = ζi−1 implies the
(N + 1− i)-th being the negative of the (N + 2− i)-th row. (5.1.9) can be
seen from the computation
∂rt
∂t
=
1
2
N∑
n=1
(
−µ2n + e−µnζn
∂2
∂ζ2n
eµnζn
)
rt. (5.1.11)
Let f : WN → R be a C∞ function, whose support is compact and has
a distance of at least some ε > 0 to the boundary of WN . Define a function
F : (0,∞)×WN → R as
F (t, ~ζ ) =
∫
WN
rt(~ζ, ~ξ)f(~ξ) d~ξ. (5.1.12)
The previous identities (5.1.10) and (5.1.9) carry over to the function F in
the form of:
∂F
∂ζi
= 0, for ζi = ζi−1, 2 ≤ i ≤ N (5.1.13)
∂F
∂t
=
N∑
n=1
(
1
2
∂2
∂ζ2n
+ µn
∂
∂ζn
)
F. (5.1.14)
Our processes satisfy xn(t) = ζn + µnt + Bn(t) + L
n(t), where Bn are in-
dependent Brownian motions, L1 ≡ 0 and Ln, n ≥ 2, are continuous non-
decreasing processes increasing only when xn(t) = xn−1(t). In fact, Ln is
twice the semimartingale local time at zero of xn − xn−1. Now fix some
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ε > 0, T > 0, define a process F (T + ε − t, ~x(t)) for t ∈ [0, T ] and apply
Itoˆ’s formula:
F (T + ε− t, ~x(t))
= F (T + ε, ~x(0)) +
∫ t
0
− ∂
∂s
F (T + ε− s, ~x(s)) ds
+
N∑
n=1
∫ t
0
∂
∂ζn
F (T + ε− s, ~x(s)) dxn(s)
+
1
2
N∑
m,n=1
∫ t
0
∂2
∂ζm∂ζn
F (T + ε− s, ~x(s)) d 〈xm(s), xn(s)〉 .
(5.1.15)
From the definition it follows that dxn(t) = µndt+ dBn(t) + dL
n(t) and
d 〈xm(t), xn(t)〉 = d 〈Bm(t), Bn(t)〉 = δm,ndt, (5.1.16)
because continuous functions of finite variation do not contribute to the
quadratic variation. Inserting the differentials, by (5.1.14) the integrals
with respect to ds integrals cancel, which results in:
(5.1.15) = F (T + ε, ~x(0)) +
N∑
n=1
∫ t
0
∂
∂ζn
F (T + ε− s, ~x(s)) dBn(s)
+
N∑
n=1
∫ t
0
∂
∂ζn
F (T + ε− s, ~x(s)) dLn(s).
(5.1.17)
Since the measure dLn(t) is supported on {xn(t) = xn−1(t)}, where the
spatial derivative of F is zero (see (5.1.13)), the last term vanishes, too. So
F (T + ε− t, ~x(t)) is a local martingale and, being bounded, even a true
martingale. In particular its expectation is constant, i.e.:
F (T + ε, ~ζ ) = E [F (T + ε, ~x(0))] = E [F (ε, ~x(T ))] . (5.1.18)
Applying Lemma 5.4 we can take the limit ε→ 0, leading to
F (T, ~ζ ) = E [f (~x(T ))] . (5.1.19)
Because of the assumptions we made on f it is still possible that the dis-
tribution of ~x(T ) has positive measure on the boundary. We thus have to
show that rt(~ζ, ~ξ) is normalized over the interior of the Weyl chamber.
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Start by integrating (5.1.7) over ξN ∈ [ξN−1,∞). Pull the prefactor
indexed by n = N as well as the integration inside the l = 1 column of the
determinant. The (k, 1) entry is then given by:
e−µN ζN−tµ
2
N/2
∫ ∞
ξN−1
dξNe
µN ξNFk,1(ξN − ζN+1−k, t)
= e−µN ζN−tµ
2
N /2eµNxFk,2(x− ζN+1−k, t)
∣∣∣x=∞
x=ξN−1
.
(5.1.20)
The contribution from x = ξN−1 is a constant multiple of the second column
and thus cancels out. The remaining terms are zero for k ≥ 2, since all these
functions Fk,2 have Gaussian decay. The only non-vanishing term comes
from k = 1 and returns exactly 1 by an elementary residue calculation.
The determinant can thus be reduced to the index set 2 ≤ k, l ≤ N .
Successively carrying out the integrations of the remaining variables in the
same way, we arrive at the claimed normalization. This concludes the proof.
Lemma 5.4. For fixed ~ζ ∈ WN , the transition density rt(~ζ, ~ξ) as given by
(5.1.7), satisfies
lim
t→0
∫
WN
rt(~ζ, ~ξ)f(ξ) d~ξ = f(~ζ) (5.1.21)
for any C∞ function f : WN → R, whose support is compact and has a
distance of at least some ε > 0 to the boundary of WN .
Proof. At first consider the contribution to the determinant in (5.1.7) com-
ing from the diagonal. For k = l the products in (5.1.8) cancel out, so we
are left with a simple Gaussian density. This contribution is thus given
by the multidimensional heat kernel, which is well known to converge to
the delta distribution. The remaining task is to prove that for all other
permutations the integral vanishes in the limit.
Let σ be such a permutation. Its contribution is∫
RN
d~ξ f(~ξ)
N∏
k=1
Fk,σ(k)(ξN+1−σ(k) − ζN+1−k, t), (5.1.22)
where we have extended the domain of f to RN , being identically zero
outside of WN . We also omitted the prefactor since it is bounded for ξ in
the compact domain of f .
There exist i < j with σ(j) ≤ i < σ(i). Let
W˜1 = {~ξ ∈ RN : ξN+1−σ(i) − ζN+1−i < −ε/2}
W˜2 = {~ξ ∈ RN : ξN+1−σ(j) − ζN+1−j > ε/2}.
(5.1.23)
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It is enough to restrict the area of integration to these two sets, since on
the complement of W˜1 ∪ W˜2, we have
ξN+1−σ(i) ≥ ζN+1−i − ε/2 ≥ ζN+1−j − ε/2 ≥ ξN+1−σ(j) − ε, (5.1.24)
so we are not inside the support of f .
We start with the contribution coming from W˜1. Notice that by
Fk,l(ξ, t) = e
−ξµN+1−l d
dξ
(
eξµN+1−lFk,l+1(ξ, t)
)
, (5.1.25)
all functions Fk,l with k > l can be written as iterated derivatives of Fk,k
and some exponential functions. For each k 6= i with k > σ(k) we write
Fk,σ(k) in this way and then use partial integration to move the exponential
factors and derivatives onto f . The result is∫
W˜1
d~ξ f˜(~ξ)Fi,σ(i)(ξN+1−σ(i) − ζN+1−i, t)∏
k 6=i
Fk,max{k,σ(k)}(ξN+1−σ(k) − ζN+1−k, t)
(5.1.26)
for a new C∞ function f˜ , which has compact support and is therefore
bounded, too. We can bound the contribution by first integrating the vari-
ables ξN+1−σ(k) with k ≥ σ(k), k 6= i, where we have a Gaussian factor
Fk,k:
|(5.1.26)| ≤ sup
~x
∣∣f˜(~x)∣∣ ∫
W˜ ′1
∣∣Fi,σ(i)(ξN+1−σ(i) − ζN+1−i, t)∣∣ dξN+1−σ(i)∏
k<σ(k),k 6=i
∣∣Fk,σ(k)(ξN+1−σ(k) − ζN+1−k, t)∣∣ dξN+1−σ(k).
(5.1.27)
W˜ ′1 consists of the yet to be integrated ξ-components that are contained in
the set W˜1 ∩ supp(f˜). In particular, W˜ ′1 is compact, so the functions Fk,σ(k),
k 6= i, are bounded uniformly in t by Lemma 5.5. The remaining integral
gives:
|(5.1.26)| ≤ const
∫ −ε/2
−∞
∣∣Fi,σ(i)(x, t)∣∣ dx, (5.1.28)
which converges to 0 as t→ 0 by (5.1.30).
The contribution of W˜2 can be bounded analogously with j playing the
role of i. The final convergence is then given by (5.1.29).
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Lemma 5.5. For each ε > 0 we have
lim
t→0
∫ ∞
ε
|Fk,l(x, t)| dx = 0, 1 ≤ l ≤ k ≤ N, (5.1.29)
lim
t→0
∫ −ε
−∞
|Fk,l(x, t)| dx = 0, 1 ≤ k, l ≤ N. (5.1.30)
In addition, for each 1 ≤ k < l ≤ N the function Fk,l(x, t) is bounded
uniformly in t on compact sets.
Proof. Let x < −ε, and choose a µ which is positive. By a transformation
of variable we have
|Fk,l(x, t)| =
∣∣∣∣ 12πi
∫
iR+µ
dw etw
2/2+xw
∏k−1
i=1 (w + µN+1−i)∏l−1
i=1(w + µN+1−i)
∣∣∣∣
=
∣∣∣∣ 12πi
∫
iR+µ
dv
√
t
l−k−1
ev
2/2+xv/
√
t
∏k−1
i=1 (v +
√
tµN+1−i)∏l−1
i=1(v +
√
tµN+1−i)
∣∣∣∣
≤ (2π)−1√tl−k−1exµ/
√
t
∫
iR+µ
|dv| eRe(v2/2)g(|v|),
(5.1.31)
where g(|v|) denotes a bound on the fraction part of the integrand, which
grows at most polynomial in |v|. Convergence of the integral is ensured
by the exponential term, so integrating and taking the limit t → 0 gives
(5.1.30). To see (5.1.29), notice that by l ≤ k the integrand has no poles,
so we can shift the contour to the right, such that µ is negative, and obtain
the convergence analogously.
We are left to prove uniform boundedness of Fk,l on compact sets for
k < l. For x ≤ 0 we can use (5.1.31) to get
|Fk,l(x, t)| ≤ (2π)−1
∫
iR+µ
|dv| eRe(v2/2)g(|v|) (5.1.32)
for t ≤ 1. In the case x > 0 we shift the contour to negative µ, thus
obtaining contributions from residua as well as from the remaining integral.
The latter can be bounded as before, while the residua are well-behaved
functions, which converge uniformly on compact sets.
Proof of Proposition 5.1. Applying Proposition 5.3 for ~µ = 0 and ~ζ = 0
gives
P
(
~x(t) ∈ d~ξ|~x(0) = 0
)
= det
1≤k,l≤N
[Fk−l(ξN+1−l, t)], (5.1.33)
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where
Fk(ξ, t) =
1
2πi
∫
iR+1
dw etw
2/2+ξwwk. (5.1.34)
Using repeatedly the identity
Fk(ξ, t) =
∫ ξ
−∞
dxFk+1(x, t), (5.1.35)
relabeling ξk1 := ξk, and introducing new variables ξ
k
l for 2 ≤ l ≤ k ≤ N ,
we can write
det
1≤k,l≤N
[
Fk−l(ξ
N+1−l
1 , t)
]
=
∫
D′
det
1≤k,l≤N
[
Fk−1(ξ
N
l , t)
] ∏
2≤l≤k≤N
dξkl , (5.1.36)
where D′ = {ξkl ∈ R, 2 ≤ l ≤ k ≤ N |ξkl ≤ ξk−1l−1 }. Using the antisymmetry of
the determinant we can apply Lemma 5.6 to change the area of integration
into D = {ξkl , 2 ≤ l ≤ k ≤ N |ξkl < ξk+1l , ξkl ≤ ξk−1l−1 }.
The next step is to encode the constraint of the integration over D into
a formula and then consider the measure over {ξkl , 1 ≤ l ≤ k ≤ N}, which
turns out to have determinantal correlations functions. At this point the
allowed configuration are such that ξkl ≤ ξkl+1. For a while, we still consider
ordered configurations at each level, i.e., with ξk1 ≤ ξk2 ≤ · · · ≤ ξkk for
1 ≤ k ≤ N . Let us set
D˜ = {ξkl , 1 ≤ l ≤ k ≤ N |ξkl < ξk+1l , ξkl ≤ ξk−1l−1 } (5.1.37)
Defining φn(x, y) = 1x<y and using the convention that 1ξn−1n <y = 1 for any
n, it is easy to verify that
N∏
n=2
det
1≤k,l≤n
[
φn(ξ
n−1
k , ξ
n
l )
]
=
{
1, if {ξkl , 1 ≤ l ≤ k ≤ N} ∈ D˜,
0, otherwise.
(5.1.38)
Thus, the measure (5.1.33) is a marginal of
const ·
N∏
n=1
det
1≤k,l≤n
[
φn(ξ
n−1
k , ξ
n
l )
]
det
1≤k,l≤N
[
Fk−1(ξNl , t)
]
. (5.1.39)
Notice that the measure (5.1.39) is symmetric in the ξkl ’s since by permuting
two of them (at the same level k) one gets twice a factor 1. Thus, we relax
the constraint of ordered configurations at each level. The only effect is a
modification of the normalization constant.
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The measure (5.1.39) has the appropriate form for applying Lemma 3.5.
The composition of the φ functions can be evaluated explicitly as
φm,n(x, y) = (φm+1 ∗ · · · ∗ φn)(x, y) = (y − x)
n−m−1
(n−m− 1)! 1x<y, (5.1.40)
for n > m ≥ 0. Define
Ψnn−k(ξ) :=
(−1)n−k
2πi
∫
iR−ε
dw etw
2/2+ξwwn−k, (5.1.41)
for some ε > 0. In the case n ≥ k the integrand has no poles, which implies
Ψnn−k = (−1)n−kFn−k. The straightforward recursion
(φn ∗Ψnn−k)(ξ) = Ψn−1n−1−k(ξ) (5.1.42)
eventually leads to condition (3.3.3) being satisfied.
The space Vn is generated by
{φ0,n(ξ01 , x), . . . , φn−2,n(ξn−2n−1, x), φn−1,n(ξn−1n , x)}, (5.1.43)
so a basis for Vn is given by
{xn−1, xn−2, . . . , x, 1}. (5.1.44)
Choose functions Φnn−k as follows
Φnn−k(ξ) =
(−1)n−k
2πi
∮
Γ0
dz e−tz
2/2−ξzz−n+k−1, (5.1.45)
which are polynomials of order n−k by elementary residue calculating rules,
so these functions indeed generate Vn. To show (3.3.5), we decompose the
scalar product as follows:∫
R−
dξΨnn−k(ξ)Φ
n
n−ℓ(ξ) +
∫
R+
dξΨnn−k(ξ)Φ
n
n−ℓ(ξ). (5.1.46)
Since n − k ≥ 0 we are free to choose the sign of ε as necessary. For the
first term, we choose ε < 0 and the path Γ0 close enough to zero, such that
always Re(w − z) > 0. Then, we can take the integral over ξ inside and
obtain∫
R−
dξΨnn−k(ξ)Φ
n
n−ℓ(ξ) =
(−1)k−l
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2wn−k
etz2/2zn−ℓ+1(w − z) .
(5.1.47)
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For the second term, we choose ε > 0 to obtain Re(w − z) < 0. Then again,
we can take the integral over ξ inside and arrive at the same expression up
to a minus sign. The net result of (5.1.46) is a residue at w = z, which is
given by
(−1)k−l
2πi
∮
Γ0
dz zℓ−k−1 = δk,ℓ. (5.1.48)
Furthermore, both φn(ξ
n−1
n , x) and Φ
n
0 (ξ) are constants, so the kernel
has a simple form (compare with (3.3.6))
Kpacked(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1n2>n1 +
n2∑
k=1
Ψn1n1−k(ξ1)Φ
n2
n2−k(ξ2).
(5.1.49)
Note that we are free to extend the summation over k up to infinity,
since the integral expression for Φnn−k(ξ) vanishes for k > n anyway. Taking
the sum inside the integrals we can write∑
k≥1
Ψn1n1−k(ξ1)Φ
n2
n2−k(ξ2) =
1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w(−w)n1
etz2/2+ξ2z(−z)n2
∑
k≥1
zk−1
wk
.
(5.1.50)
By choosing contours such that |z| < |w|, we can use the formula for a
geometric series, resulting in
(5.1.50) =
1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w(−w)n1
etz2/2+ξ2z(−z)n2(w − z) = K0(n1, ξ1;n2, ξ2).
(5.1.51)
The lemma needed to alter the area of integration from D′ to D is a
continuous version of Lemma 3.3, [22]. As the proof is identical to the
discrete case, we do not state it here.
Lemma 5.6. Let f be an antisymmetric function of {xN1 , . . . , xNN}. Then,
whenever f has enough decay to make the integrals finite,∫
D
f(xN1 , . . . , x
N
N)
∏
2≤l≤k≤N
dxkl =
∫
D′
f(xN1 , . . . , x
N
N )
∏
2≤l≤k≤N
dxkl (5.1.52)
where
D = {xkl , 2 ≤ l ≤ k ≤ N |xkl < xk+1l , xkl ≤ xk−1l−1 },
D′ = {xkl , 2 ≤ l ≤ k ≤ N |xkl ≤ xk−1l−1 }, (5.1.53)
and the positions x11 < x
2
1 < . . . < x
N
1 being fixed.
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5.1.2 Asymptotic analysis
According to (5.1.4) we use the scaled variables
ni = t+ 2t
2/3ri
ξi = 2t+ 2t
2/3ri + t
1/3si.
(5.1.54)
Correspondingly, consider the rescaled (and conjugated) kernel
Krescpacked(r1, s1; r2, s2) = t1/3eξ1−ξ2Kpacked(n1, ξ1;n2, ξ2), (5.1.55)
which naturally decomposes into
Krescpacked(r1, s1; r2, s2) = −φrescr1,r2(s1, s2)1r1<r2 +Kresc0 (r1, s1; r2, s2). (5.1.56)
In order to establish the asymptotics of the joint distributions, one needs
both a pointwise limit of the kernel, as well as uniform bounds to ensure
convergence of the Fredholm determinant expansion. The first time this
approach was used is in [54]. These results are contained in the following
propositions.
Proposition 5.7. Consider any r1, r2 in a bounded set and fixed L. Then,
uniformly for (s1, s2) ∈ [−L, L]2, the kernel converges as
lim
t→∞
Krescpacked(r1, s1; r2, s2) = KA2(r1, s1; r2, s2). (5.1.57)
Corollary 5.8. Consider r1, r2 fixed. For any L there exists t0 such that
for t > t0 the bound ∣∣Krescpacked(r1, s1; r2, s2)∣∣ ≤ constL (5.1.58)
holds for all (s1, s2) ∈ [−L, L]2.
Proposition 5.9. For fixed r1, r2, L there exists t0 > 0 such that the esti-
mate
|Kresc0 (r1, s1; r2, s2)| ≤
1
2
e−(s1+s2) (5.1.59)
holds for any t > t0 and s1, s2 > 0.
Proposition 5.10 (Proposition 5.4 of [51]). For fixed r1 < r2 there exists
t0 > 0 and C > 0 such that∣∣φrescr1,r2(s1, s2)∣∣ ≤ Ce−|s1−s2| (5.1.60)
holds for any t > t0 and s1, s2 ∈ R.
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Now we can prove the asymptotic theorem:
Proof of Theorem 5.2. The joint distributions of the rescaled process Xt(r)
are given by the Fredholm determinant with series expansion
P
( m⋂
k=1
{
Xt(rk) ≤ sk
})
=
∑
N≥0
(−1)N
N !
m∑
i1,...,iN=1
∫ N∏
k=1
dxk 1xk>ξik det1≤k,l≤N
[Kpacked(nik , xk;nil , xl)] ,
(5.1.61)
where ni and ξi are given in (5.1.54). By employing the change of variables
σk = t
−1/3(xk − 2t− 2t2/3rik) we obtain
(5.1.61) =
∑
N≥0
(−1)N
N !
m∑
i1,...,iN=1
∫ N∏
k=1
dσk 1σk>sik
× det
1≤k,l≤N
[
Krescpacked(rk, σk; rl, σl)
(1 + σ2l )
m+1−il
(1 + σ2k)
m+1−ik
]
,
(5.1.62)
where the fraction inside the determinant is a new conjugation, which does
not change the value of the determinant. This additional conjugation is
necessary because without it the first part of the kernel does not decay
as σk → ∞, if there is some l, with ik < il and σl close to σk. Using
Corollary 5.8 and Propositions 5.9, 5.10, we can bound the (k, l)-coefficient
inside the determinant by
const1
(
e−|σk−σl|1ik<il + e
−(σk+σl)) (1 + σ2l )m+1−il
(1 + σ2k)
m+1−ik , (5.1.63)
assuming the rk are ordered. The bounds
(1 + x2)i
(1 + y2)j
e−|x−y| ≤ const2 1
1 + y2
, for i < j,
(1 + x2)i
(1 + y2)j
e−(x+y) ≤ const3 1
1 + y2
, for j ≥ 1,
(5.1.64)
which hold for x, y bounded from below, lead to
(5.1.63) ≤ const4 1
1 + σ2k
. (5.1.65)
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Using the Hadamard bound on the determinant, the integrand of (5.1.62)
is therefore bounded by
constN4 N
N/2
N∏
k=1
1σk>sik
dσk
1 + σ2k
, (5.1.66)
which is integrable. Furthermore,
|(5.1.61)| ≤
∑
N≥0
constN5 N
N/2
N !
, (5.1.67)
which is summable, since the factorial grows like (N/e)N , i.e., much faster
than the numerator. Dominated convergence thus allows to interchange
the limit t → ∞ with the integral and the infinite sum. The pointwise
convergence comes from Proposition 5.7, thus
lim
t→∞
P
( m⋂
k=1
{
Xt(rk) ≤ sk
})
= det (1− χsKA2χs)L2({r1,...,rm}×R)
= P
( m⋂
k=1
{A2(rk)− r2k ≤ sk}). (5.1.68)
By using just the exponential bounds on the kernel instead of the point-
wise convergence, we can now prove the concentration inequality required
for Proposition 2.4 in a similar way:
Proof of Proposition 2.5. First notice that by Yk,m(t)
d
= Y1,m−k+1(t) we can
restrict ourselves to k = 1 without loss of generality, and thus have to show
P
(
xm(T )√
mT
≥ 2 + δ
)
≤ const · e−m2/3δ, (5.1.69)
with ~x(t) being the system of reflected Brownian motions with packed initial
conditions.
Applying Proposition 5.1, we get by the Fredholm series expansion
P
(
xt(t) ≤ ξ
)
=
∑
N≥0
(−1)N
N !
∫
(ξ,∞)N
d~x det
1≤k,l≤N
[Kpacked(t, xk; t, xl)] .
(5.1.70)
We recognize that the N = 0 term is exactly 1, so the probability of the
complementary event is simply the negative of the series started at N = 1.
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Setting ξ = 2t+ t1/3s and using the change of variables σk = t
−1/3(xk − 2t),
we recognize the scaling (5.1.54) and obtain
P
(
xt(t)
t
≥ 2 + s
t2/3
)
≤
∑
N≥1
1
N !
∫
(s,∞)N
d~σ
∣∣∣∣ det1≤k,l≤N [Krescpacked(0, σk; 0, σl)]
∣∣∣∣ .
(5.1.71)
By Proposition 5.9 the (k, l)-coefficient inside the determinant is bounded
by a constant times e−(σk+σl). Using the Hadamard bound on the determi-
nant, the integrand is therefore bounded by
constN1 N
N/2
N∏
k=1
1σk>se
−σkdσk, (5.1.72)
leading to
P
(
xt(t)
t
≥ 2 + t−2/3s
)
≤
∑
N≥1
constN1 N
N/2
N !
e−Ns. (5.1.73)
For positive s we have e−Ns ≤ e−s, and the remaining sum over N is finite,
since the factorial grows like (N/e)N , i.e., much faster than the numerator.
We rename m := t and notice that for any positive T , by Brownian scaling:
xm(m)
m
d
=
xm(T )√
mT
, (5.1.74)
which implies
P
(
xm(T )√
mT
≥ 2 +m−2/3s
)
≤ const · e−s. (5.1.75)
Inserting s = m2/3δ finishes the proof.
Before showing Propositions 5.7 and 5.9, we introduce some auxiliary
functions and establish asymptotic results for them.
Definition 5.11. Using the scaling
n(t, r) = t+ 2t2/3r
ξ(t, r, s) = 2t+ 2t2/3r + t1/3s,
(5.1.76)
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define the functions
αt(r, s) :=
t1/3
2πi
∫
iR
dw et(w
2−1)/2+ξ(w+1)(−w)n
=
t1/3
2πi
∫
iR
dw et(w
2−1)/2+(2t+2t2/3r+t1/3s)(w+1)(−w)t+2t2/3r,
βt(r, s) :=
t1/3
2πi
∮
Γ0
dz e−t(z
2−1)/2−ξ(z+1)(−z)−n
=
t1/3
2πi
∮
Γ0
dz e−t(z
2−1)/2−(2t+2t2/3r+t1/3s)(z+1)(−z)−t−2t2/3r.
(5.1.77)
These functions will be very useful in the rest of this work, since often
times kernels can be written as integrals of them. We can then derive
pointwise convergence and uniform bounds of a kernel by analogous results
for the auxiliary functions, which are the subject of the two subsequent
lemmas. The proofs of Propositions 5.7 and 5.9 as well as their counterparts
in the Poisson case, Propositions 6.6 and 6.8, are considerably shortened in
this way, avoiding repeated steepest descent analysis.
Lemma 5.12. The limits
α(r, s) := lim
t→∞
αt(r, s) = Ai(r
2 + s)e−
2
3
r3−rs
β(r, s) := lim
t→∞
βt(r, s) = −Ai(r2 + s)e 23 r3+rs
(5.1.78)
hold uniformly for s and r in a compact set.
Proof. We start by analyzing βt. Defining functions as
f3(z) = −(z2 − 1)/2− 2(z + 1)− ln(−z)
f2(z) = −2r(z + 1 + ln(−z))
f1(z) = −s(z + 1),
(5.1.79)
we can write G(z) = tf3(z) + t
2/3f2(z) + t
1/3f1(z), leading to
βt(r, s) =
t1/3
2πi
∮
Γ0
dz eG(z). (5.1.80)
These types of limits of contour integrals appear frequently when studying
models in the KPZ universality class. As usual, they will be computed via
steep descent analysis. The idea is that the limit is dominated by the leading
order term tf3(z) at a point where Re(z) is maximal. One therefore chooses
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−1
Γ
θ
R
Figure 5.1: The contour Γ = γ1(R)∪γ1(R)∪γ2(R) used in the steep descent
analysis.
a contour that passes through a critical point z0, satisfying f
′(z0) = 0, in
such a way that Re(z) is strictly decreasing when moving away from z0 along
the contour. The vanishing derivative also ensures that the imaginary part
is stationary at the maximum of the real part, such that no rapid oscillations
occur, which might cause cancellations.
Let θ ∈ (π/6, π/4). We choose Γ = γ1 ∪ γ1(R) ∪ γ2(R) as our steep
descent contour, where
γ1(R) = {−1 + ueiθ, u ∈ [0, R]},
γ2(R) = {−1 +Reiu, u ∈ [−θ, θ]},
(5.1.81)
with the direction of integration as in Figure 5.1.
The integrand is dominated by the exp(−z2) term for large |z| as θ < π/4.
Thus the contribution coming from γ2(R) converges to 0 as R→∞. With
γ1 = limR→∞ γ1(R) the remaining contour of integration is now γ1 ∪ γ1. Let
us show that the real part is indeed decreasing along γ1:
dRef3(−1 + ueiθ)
du
=
d
du
Re
(
−u
2
2
e2iθ − ueiθ − log(1− ueiθ)
)
= Re
u2e3iθ
1− ueiθ =
u2
||1− ueiθ||2Re
(
e3iθ − ue2iθ) < 0.
(5.1.82)
Replacing θ by −θ gives the result for γ1. It is also evident that f3 de-
creases quadratically in u, while f2 and f1 increase at most linearly in u.
Convergence of the integral is therefore clear for arbitrary finite t.
We want to restrict the contour of integration to a small neighbourhood
of our critical point Γδ = {z ∈ Γ| |z + 1| ≤ δ}. Since f3 is a steep descent
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contour, the contribution coming from the remaining part will be bounded
by a constant times e−µt where µ is a constant of order δ3,
βt(r, s) = O
(
t1/3e−µt
)
+
t1/3
2πi
∫
Γδ
dz eG(z). (5.1.83)
For the computation of the integral along Γδ we can now use Taylor
expansion:
tf3(−1 + ω) = t
(
ω3/3 +O(ω4))
t2/3f2(−1 + ω) = t2/3r
(
ω2 +O(ω3))
t1/3f1(−1 + ω) = −ωst1/3.
(5.1.84)
All error terms are to be understood uniformly in s, t, r. Note that our
critical point z0 = −1 is actually a doubly critical point, i.e. the second
derivative f ′′3 (z0) vanishes, too. This is a core feature of formulas appearing
in the KPZ universality class. In a usual Gaussian scaling setting, the
leading term of tf3 would be tω
2, which required rescaling the integration
variable ω by t−1/2. This in turn led to the fluctuation scaling st1/2 in
order to obtain a non-degenerate limit. The limiting function had a second
order polynomial in the exponent, resulting in the Fourier transform of
a Gaussian function, i.e. again a Gaussian function. So a non-vanishing
second derivative is connected to both the scaling exponent 1/2 and the
Gaussian limiting distribution. The actual term tω3 appearing here is the
reason for the fluctuation exponent 1/3 as well as a third order polynomial
in the exponent, giving an Airy function.
Let f˜i(−1 + ω) be the expression fi(−1 + ω) but without the error
term, and define also G˜(−1 + ω) correspondingly. We use the inequality
|ex − 1| ≤ |x|e|x| to estimate the error we make by integrating over exp(G˜)
instead of exp(G):∣∣∣t1/3
2πi
∫
Γδ
dz
(
eG(z) − eG˜(z)
) ∣∣∣
≤
∫
Γδ+1
dω
∣∣∣eG˜(−1+ω)∣∣∣ eO(ω4t+ω3t2/3+ω2t1/3)O (ω4t+ ω3t2/3 + ω2t1/3)
≤
∫
Γδ+1
dω
∣∣∣etf˜3(−1+ω)(1+χ3)+t2/3 f˜2(−1+ω)(1+χ2)+t1/3 f˜1(−1+ω)(1+χ1)∣∣∣
×O (ω4t+ ω3t2/3 + ω2t1/3) ,
(5.1.85)
where χ1, χ2 and χ3 are constants, which can be made as small as desired
for δ small enough. The leading term in the exponential is
tf˜3(−1 + ω)(1 + χ3) = 1
3
ω3(1 + χ3)t, (5.1.86)
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which has negative real part and therefore ensures the integral to stay
bounded for t → ∞. By the change of variables ω = t−1/3Z the pref-
actor t1/3 cancels and the remaining O-terms imply that the overall error
is O(t−1/3).
t1/3
2πi
∫
Γδ
dz eG˜(z) =
t1/3
2πi
∫
Γδ+1
dω etω
3/3+t2/3rω2−t1/3sω
=
1
2πi
∫ −eθiδt1/3
eθiδt1/3
dZ eZ
3/3+rZ2−sZ .
(5.1.87)
Letting t → ∞ now just extends the integration contour up to infinity.
Noticing that we are free to choose an arbitrary angle π/6 < θ < π/2, this
is indeed the integral expression for β(r, s).
One can carry out an analogous analysis for αt. Notice that with the
same definition of the function G we now have:
αt(r, s) =
t1/3
2πi
∮
iR
dz e−G(z). (5.1.88)
We choose the contour Γ′ = {−1 + |u|esgn(u)2πi/3, u ∈ R} and show that it
is a steep descent curve:
dRe
(−f3(−1 + ue2πi/3))
du
=
u2
||1− ue2πi/3||2Re
(−1 + ue4πi/3) < 0.
(5.1.89)
Repeating the other steps of the steep descent analysis in the obvious way
one arrives at:
lim
t→∞
αt(r, s) =
1
2πi
∫ e2pii/3∞
e−2pii/3∞
dW e−W
3/3−rW 2+sW . (5.1.90)
Lemma 5.13. For fixed r and L, there exist t0, cL such that for all t > t0
and s > −L the following bounds hold
|αt(r, s)| ≤ cLe−s
|βt(r, s)| ≤ cLe−s
(5.1.91)
Proof. In the case s < L the result follows from the previous lemma. Let
us assume s ≥ L from now on. Notice that we can require L to be as large
as necessary, since the claim of the lemma is stronger for L large.
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−1
ω
Γ
θ
R
Figure 5.2: The contour Γ = γ1(R) ∪ γ1(R) ∪ γ2(R) ∪ γ3 used for obtaining
the uniform bounds.
Start by analyzing βt. We have again
βt(r, s) =
t1/3
2πi
∮
Γ0
dz eG(z), (5.1.92)
with G(z) as in the proof of Proposition 5.12.
Define a new parameter ω given by
ω = min
{
t−1/3
√
s, ε
}
, (5.1.93)
for some small, positive ε chosen in the following, and let θ ∈ (π/6, π/4).
We change the contour Γ0 to Γ = γ1(R) ∪ γ1(R) ∪ γ2(R) ∪ γ3 as shown in
Figure 5.2, with
γ1(R) = {−1 + ueiθ, u ∈ [ω/ cos θ, R]}
γ2(R) = {−1 +Reiu, u ∈ [−θ, θ]}
γ3 = {−1 + ω(1 + iu tan θ), u ∈ [−1, 1]}.
(5.1.94)
If t and s are fixed, the integrand is dominated by the exp(−z2) term
for large |z|. Thus the contribution coming from γ2(R) converges to 0 as
R→∞. With γ1 = limR→∞ γ1(R) our choice for the contour of integration
is now γ1 ∪ γ1 ∪ γ3.
We start by analyzing the contribution coming from γ3,
t1/3
2πi
∫
γ3
dz eG(z) = eG(z0)
t1/3
2π
∫
[−ω tan θ,ω tan θ]
du eG(z0+iu)−G(z0), (5.1.95)
where z0 = −1 + ω.
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Let us consider the prefactor eG(z0) at first. Since ω is small we can use
Taylor expansion, as well as (5.1.93), to obtain the bounds
tf3(z0) = t
(
ω3/3 +O(ω4)) ≤ 1
3
ωst1/3 (1 +O(ε))
t2/3f2(z0) = t
2/3r
(
ω2 +O(ω3)) ≤ ω√st1/3|r| (1 +O(ε))
t1/3f1(z0) = −ωst1/3.
(5.1.96)
All error terms are to be understood uniformly in s, t, r. The f1 term
dominates both f2, if L is chosen large enough, and f3, for ε being small.
This results in
eG(z0) ≤ e− 12ωt1/3s ≤ e−s, (5.1.97)
since ωt1/3 can be made as large as desired by increasing t0 and L while
keeping ε fixed.
To show convergence of the integral part of (5.1.95) we first bound the
real part of the exponent:
Re (G(z0 + iu)−G(z0))
= Re
[
t
(
u2 − 2z0iu
2
− 2iu− ln z0 + iu
z0
)
+ t2/3 · 2r
(
iu+ ln
z0 + iu
z0
)
− t1/3siu
]
= t
(
u2
2
− 1
2
ln
(
1 +
u2
z20
))
+ t2/3r ln
(
1 +
u2
z20
)
≤ tu
2
2
(
1− 1
z20
+
u2
2z40
)
+ t2/3r
u2
z20
=: −ηt2/3u2.
(5.1.98)
η satisfies:
η =
t1/3
2
(
1
(1− ω)2 − 1−
u2
2(1− ω)4
)
− r
(1− ω)2
= t1/3ω (1 +O(ω))− r (1 +O(ω)) ,
(5.1.99)
where we used |u| < ω. Given any ε we can now choose both L and t0 large,
such that the first term dominates. Consequently η will be bounded from
below by some positive constant η0. The integral contribution coming from
γ3 can thus be bounded as
|(5.1.95)| = eG(z0) t
1/3
2π
∣∣∣∣∫
[−ω tan θ,ω tan θ]
du eG(z0+iu)−G(z0)
∣∣∣∣
≤ e−s t
1/3
2π
∫
R
du e−η0t
2/3u2 =
e−s
2π
∫
R
du e−η0u
2
=
e−s
2
√
πη0
.
(5.1.100)
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Finally we need a corresponding bound on the γ1 contribution to the
integral. By symmetry this case covers also the contour γ1. Write
t1/3
2πi
∫
γ1
dz eG(z) = eG(z1)
t1/3eiθ
2πi
∫
R+
du eG(z1+ue
iθ)−G(z1), (5.1.101)
with z1 = −1 + ω(1 + i tan θ). From the previous estimates one easily gets∣∣eG(z1)∣∣ ≤ eG(z0) ≤ e−s, (5.1.102)
so the remaining task is to show boundedness of the integral part of (5.1.101).
At first notice that the real part of the f1 contribution in the exponent is
negative, so we can omit it, avoiding the problem of large s. By elementary
calculus, we have for all u ≥ ω/ cos θ,
d
du
Re
(
f3(−1 + ueiθ)
)
< 0, (5.1.103)
that is, γ1 is a steep descent curve for f3. We can therefore restrict the
contour to a neighbourhood of the critical point z1, which we choose of size
δ. The error we make is exponentially small in t, so can be bounded by 1
through choosing t0 large enough:∣∣∣∣t1/32π
∫
R+
du eG(z1+ue
iθ)−G(z1)
∣∣∣∣ ≤ 1 + ∫ δ
0
du
∣∣∣etfˆ3(ueiθ)+t2/3 fˆ2(ueiθ)∣∣∣ (5.1.104)
where fˆi(z) = fi(z1+ z)− fi(z1). Taylor expanding these functions leads to
Re(tfˆ3(ue
iθ)) = tRe(e3iθ)u
ω2
cos2 θ
(1 +O(δ)) (1 +O(ε))
≤ −χ3t1/3ω · t2/3uω
Re(t2/3fˆ2(ue
iθ)) = 2Re(e2iθ)t2/3ru
ω
cos θ
(1 +O(δ)) (1 +O(ε))
≤ χ2|r| · t2/3uω,
(5.1.105)
for some positive constants χ2, χ3, by choosing δ and ε small enough. For
large L and t0, −χ3t1/3ω dominates over χ2|r|, so we can further estimate:∫ δ
0
du
∣∣∣etfˆ3(ueiθ)+t2/3 fˆ2(ueiθ)+fˆ0(ueiθ)∣∣∣ ≤ ∫ ∞
0
du e−χ3tω
2u/2 ≤ 2
χ3tω2
. (5.1.106)
Combining this with (5.1.100) gives us
|βt(r, s)| ≤ e−s
(
1
2
√
πη0
+ 2
(
1 +
2
χ3tω2
))
≤ cLe−s (5.1.107)
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The bound on αt can be obtained by the same line of arguments. In
this case choose the contour Γ′ = γ′1 ∪ γ′1 ∪ γ′3, with
γ′1 = {−1 + ue2πi/3, u ∈ [2ω,R]}
γ′3 = {−1 + ω(−1 + iu
√
3), u ∈ [−1, 1]}. (5.1.108)
Proof of Proposition 5.7. We start with the first part of the kernel. It has
an integral representation:
φn1,n2(ξ1, ξ2) =
∫
iR−δ
dz
ez(ξ1−ξ2)
(−z)n2−n1 . (5.1.109)
Inserting the scaling gives
t1/3eξ1−ξ2φn1,n2(ξ1, ξ2) =
t1/3
2πi
∫
iR−δ
dz
e(z+1)(ξ1−ξ2)
(−z)n2−n1 . (5.1.110)
Setting δ = 1 and using the change of variables z = −1 + t−1/3ζ as well as
the shorthand r = r2 − r1 and s = s2 − s1, we have
(5.1.110) =
1
2πi
∫
iR
dζ
et
−1/3ζ(ξ1−ξ2)
(1− t−1/3ζ)n2−n1 =
1
2πi
∫
iR
dζ e−sζft(ζ, r) (5.1.111)
with
ft(ζ, r) =
e−2t
1/3rζ
(1− t−1/3ζ)2t2/3r = e
−2t1/3rζ−2t2/3r log(1−t−1/3ζ). (5.1.112)
Since this integral is 0 for r ≤ 0 we can assume r > 0 from now on. The
function ft(ζ, r) satisfies the pointwise limit limt→∞ ft(ζ, r) = erζ
2
, which is
easy to see by Taylor expanding the logarithm in the exponent. Applying
Bernoulli’s inequality, we also obtain a t-independent integrable bound
|ft(ζ, r)| = |1− t−1/3ζ |−2t2/3r =
(
1 + t−2/3|ζ |2)−t2/3r
≤ (1 + r|ζ |2)−1.
(5.1.113)
Thus by dominated convergence∣∣∣∣ 12πi
∫
iR
dζ
(
e−sζft(ζ, r)− e−sζ+rζ2
)∣∣∣∣ ≤ 12π
∫
iR
|dζ | ∣∣ft(ζ, r)− erζ2∣∣ t→∞−→ 0.
(5.1.114)
62
5.1. Packed initial conditions
This implies that the convergence of the integral is uniform in s. The limit
is easily identified as
lim
t→∞
−φrescr1,r2(s1, s2) = −
1
2πi
∫
iR
dζ e−sζ+rζ
2
1r>0 = − 1√
4πr
e−s
2/4r
1r>0,
(5.1.115)
which is the first part of the kernel KA2 .
The remaining kernel can be rewritten as integrals over the previously
defined functions α and β. Therefore, choose the contours in such a way
that Re(z − w) > 0 is ensured.
Kresc0 (r1, s1; r2, s2) = t1/3eξ1−ξ2K0(n1, ξ1;n2, ξ2)
=
t1/3
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1(w+1)
etz2/2+ξ2(z+1)
(−w)n1
(−z)n2
1
w − z
=
−t1/3
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
et(w
2−1)/2+ξ1(w+1)
et(z2−1)/2+ξ2(z+1)
(−w)n1
(−z)n2
∫ ∞
0
dx t1/3e−t
1/3x(z−w)
= −
∫ ∞
0
dxαt(r1, s1 + x)βt(r2, s2 + x)
(5.1.116)
Using the previous lemmas we can deduce compact convergence of the
kernel. Indeed (omitting the r-dependence for greater clarity) we can write:
sup
s1,s2∈[−L,L]
∣∣∣∣∫ ∞
0
dxαt(s1 + x)βt(s2 + x)−
∫ ∞
0
dxα(s1 + x)β(s2 + x)
∣∣∣∣
≤
∫ ∞
0
dx sup
s1,s2∈[−L,L]
|αt(s1 + x)βt(s2 + x)− α(s1 + x)β(s2 + x)| .
(5.1.117)
By Lemma 5.12 the integrand converges to zero for every x > 0. Using
Lemma 5.13 we can bound it by const · e−2x, thus ensuring that (5.1.117)
goes to zero, i.e., Kresc0 converges compactly. Applying the limit in (5.1.116)
and inserting the expressions for α and β finishes the proof.
Proof of Proposition 5.9. Inserting the bounds from Lemma 5.13 into (5.1.116)
results in
|Kresc0 (r1, s1; r2, s2)| ≤
∫ ∞
0
dx e−(s1+x)e−(s2+x) =
1
2
e−(s1+s2). (5.1.118)
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5.2 Periodic initial conditions
The periodic initial conditions have been analyzed in detail in [51]. We refer
the reader to this work for details and give only the main results as well
as a sketch of the idea of the arguments. Notice that here the direction of
space is reversed as compared to [51].
5.2.1 Determinantal structure
The first result is an expression for the joint distribution at fixed time t.
Proposition 5.14. Let {xn(t), n ∈ Z} be the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ~ζflat. Then, for any finite
subset S of Z, it holds
P
(⋂
n∈S
{xn(t) ≤ ak}
)
= det(1− PaKflatt Pa)L2(R×S), (5.2.1)
where Pa(x, k) = 1(ak ,∞)(x) and the kernel K
flat
t is given by
Kflatt (x1, n1; x2, n2) = −
(x2 − x1)n2−n1−1
(n2 − n1 − 1)! 1(x2 ≥ x1)1(n2 > n1)
+
1
2πi
∫
Γ−
dz
etz
2/2ezx1(−z)n1
etϕ(z)2/2eϕ(z)x2(−ϕ(z))n2 .
(5.2.2)
Here Γ− is any path going from∞e−θi to∞eθi with θ ∈ [π/2, 3π/4), crossing
the real axis to the left of −1, and such that the function
ϕ(z) = L0(ze
z) (5.2.3)
is continuous and bounded. Here L0 is the Lambert-W function, i.e., the
principal solution for w in z = wew, see Figure 5.3.
Interesting and quite unexpected is the appearance of the Lambert func-
tion, defined as the multi-valued inverse of the function z 7→ zez . It has a
branch structure similar to the logarithm, but slightly more complicated.
The Lambert function is of use in many different areas like combinatorics,
exponential towers, delay-differential equations [30] and several problems
from physics [10, 34, 64]. This function has been studied in detail, e.g.
see [12, 31, 33], with [32] the standard reference. However, the specific be-
haviour needed for our asymptotic analysis does not seem to be covered in
the literature.
64
5.2. Periodic initial conditions
Figure 5.3: A possible choice for the contour Γ− (dashed line) and its image
by ϕ (solid line).
The proof of Proposition 5.14 proceeds in several steps. The first step
develops a determinantal for the half-periodic system {xhalf-flatn (t), n ≥ 1}
with initial condition ~xhalf-flat(0) = ~ζ half-flat (see Section 7.1), in a similar
way as in the proof of Proposition 5.1 but with a slightly more complex
choice of the orthogonal polynomials. This system is subsequently scaled
to the full periodic case by
xn(t) = lim
M→∞
(
xhalf-flatn+M (t)−M
)
. (5.2.4)
The resulting kernel has a main part that is given by a double contour
integral,
− 1
(2πi)2
∮
Γ0
dw
∫
Γ−
dz
etz
2/2ezx1(−z)n1
etw2/2ewx2(−w)n2
(1 + w)ew
zez − wew
(
wew
zez
)n2
, (5.2.5)
which can then be simplified to the form of (5.2.2) using the Lambert-W
function.
5.2.2 Asymptotics
The second main result contains a characterization of the law for the posi-
tions of the interacting Brownian motions in the large time limit. Due to
the asymmetric reflections, the particles have an average velocity 1, so that
the macroscopic position of x⌊t⌋(t) is around 2t. For large time t the KPZ
scaling theory predicts the positional fluctuations relative to the character-
istic to be of order t1/3. Nontrivial correlations between particles occur if
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the particle indices are of order t2/3 apart from each other. The scaling is
thus the same as the one used in the packed initial conditions case.
Theorem 5.15. With {xn(t), n ∈ Z} being the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ζflat, define the rescaled
process
r 7→ Xflatt (r) = t−1/3
(
x⌊t+2t2/3r⌋(t)− 2t− 2t2/3r
)
. (5.2.6)
In the sense of finite-dimensional distributions,
lim
t→∞
Xflatt (r) = 2
1/3A1(2−2/3r). (5.2.7)
The proof of this theorem relies on the usual asymptotic analysis of the
kernel via steep descent. However, rather unconventional claims about the
behaviour of the Lambert-W function Lk(z) are necessary, which do not
seem to be covered in the literature. For a special choice of the integration
contour, these claims can be derived from the differential identity
L′k(z) =
Lk(z)
z(1 + Lk(z))
(5.2.8)
as well as some information about the branch structure (see also the proof
of Proposition 7.3).
Remark 5.16. Due to the translational invariance, other choices of the
rescaled process are possible, for which the asymptotic theorem still holds.
For example, one could choose
r 7→ X¯flatt (r) = t−1/3
(
x⌊−t+2t2/3r⌋(t)− 2t2/3r
)
, (5.2.9)
which is the way it has been proven in [51] (up to constant factors).
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Chapter 6
Stationary initial conditions
As stated more precisely in Proposition 2.7, stationary initial conditions
are given through a Poisson point process with uniform density. Our tools
can be adjusted to also cover such random initial data. The novel difficulty
comes from the determinantal expressions being seemingly ill-defined. This
forces a more elaborate approximation scheme, in which one starts from a
Poisson point process, which is uniform except for a jump at 0.
6.1 Poisson initial conditions
In the trio of basic initial conditions for KPZ we turn to the stationary
initial condition as given by a Poisson point process. The final result is
again an asymptotic theorem.
Theorem 6.1. With {xn(t), n ∈ Z} being the system of one-sided re-
flected Brownian motions with initial condition ~x(0) = ~ζ stat(1, 1), define
the rescaled process
r 7→ Xstatt (r) = t−1/3
(
x⌊t+2rt2/3⌋(t)− 2t− 2rt2/3
)
. (6.1.1)
In the sense of finite-dimensional distributions,
lim
t→∞
Xstatt (r)
d
= Astat(r). (6.1.2)
A crucial step towards this theorem is a determinantal formula for the
fixed time distribution of the process under the initial condition with two
different densities on R+ and R−:
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Proposition 6.2. Let {xn(t), n ∈ Z} be the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ζ stat(λ, ρ) for any λ > ρ >
0. For any finite subset S of Z≥0, it holds
P
( ⋂
n∈S
{xn(t) ≤ an}
)
=
(
1 +
1
λ− ρ
∑
n∈S
d
dan
)
det(1− χaKstatχa)L2(S×R),
(6.1.3)
where χa(n, ξ) = 1ξ>an. The kernel Kstat is given by
Kstat(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1n2>n1 +K0(n1, ξ1;n2, ξ2)
+ (λ− ρ)f (n1, ξ1)g(n2, ξ2).
(6.1.4)
where
φ0,n2(ξ1, ξ2) = ρ
−n2eρξ2 , for n2 ≥ 0,
φn1,n2(ξ1, ξ2) =
(ξ2 − ξ1)n2−n1−1
(n2 − n1 − 1)! 1ξ1≤ξ2 , for 1 ≤ n1 < n2,
(6.1.5)
and
K0(n1, ξ1;n2, ξ2) = 1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w
etz2/2+ξ2z
(−w)n1
(−z)n2
1
w − z ,
f (n1, ξ1) =
1
2πi
∫
iR−ε
dw
etw
2/2+ξ1w(−w)n1
w + λ
,
g(n2, ξ2) =
1
2πi
∮
Γ0,−ρ
dz
e−tz
2/2−ξ2z(−z)−n2
z + ρ
,
(6.1.6)
for any fixed 0 < ε < λ.
Notice that this result holds for λ > ρ only and not for the most inter-
esting case λ = ρ. The latter can be accessed through a careful analytic
continuation of the formula (6.1.3). One of the novelties of this work is to
perform the analytic continuation after the scaling limit. This allows us
to discover a new process, called finite-step Airystat process, describing the
large time limit close to stationarity.
In general, the limits t→∞ and λ− ρ ↓ 0 do not commute. Therefore
we have to consider λ − ρ > 0 (to be able to apply Proposition 6.2), but
vanishing with a tuned scaling exponent as t → ∞, a critical scaling. We
set λ− ρ = δt−1/3 for δ > 0. These considerations give rise to the following
positive-step asymptotic theorem:
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Theorem 6.3. With {x(ρ)n (t), n ∈ Z} being the system of one-sided re-
flected Brownian motions with initial condition ~x(ρ)(0) = ~ζ stat(1, ρ), define
the rescaled process
r 7→ X(δ)t (r) = t−1/3
(
x
(1−t−1/3δ)
⌊t+2rt2/3⌋ (t)− 2t− 2rt2/3
)
. (6.1.7)
For every δ > 0, the rescaled process converges to the finite-step Airystat
process
lim
t→∞
X
(δ)
t (r)
d
= A(δ)stat(r), (6.1.8)
in the sense of finite-dimensional distributions.
Recognizing X
(0)
t (r) = X
stat
t (r), in order to finally arrive at Theorem 6.1,
we have to prove that the limit t → ∞ commutes with δ ↓ 0 on the left
hand side, as well as convergence of the finite-step Airystat process to the
standard Airystat process. This is the content of Section 6.5.
6.2 Determinantal structure
To obtain a representation as a signed determinantal point process we have
to introduce a new measure. This measure P+ coincides with P on the
sigma algebra which is generated by ζ statk+1 − ζ statk , k ∈ Z, and the driving
Brownian motions Bk, k ∈ Z. But under P+, ζ stat0 is a random variable
with an exponential distribution instead of being fixed at zero. Formally,
P+ = P⊗P0, with P0 giving rise to ζ stat0 ∼ exp(λ− ρ), so that P is the
result of conditioning P+ on the event {ζ stat0 = 0}. This new measure
satisfies a determinantal formula for the joint distribution at a fixed time.
Proposition 6.4. Under the modified initial condition specified by P+, the
joint density of the positions of the asymmetrically reflected Brownian mo-
tions {xn(t), 0 ≤ n ≤ N − 1} is given by
P+(~x(t) ∈ d~ξ) = (λ− ρ)λN−1e−tρ2/2+ρξ0 det
1≤k,l≤N
[F˜k−l(ξN−l, t)] d~ξ (6.2.1)
with
F˜k(ξ, t) :=
1
2πi
∫
iR+ε
dw
etw
2/2+ξwwk
w + λ
. (6.2.2)
Proof of Proposition 6.4. The fixed time distribution can be obtained by
integrating the transition density (5.1.6) over the initial condition. Denote
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by p+(~ξ) the probability density of ~x(t), i.e., P+(~x(t) ∈ d~ξ) = p+(~ξ)d~ξ.
Then p+(~ξ) equals∫
WN∩{ζ0>0}
d~ζ eρ(ξ0−ζ0)−tρ
2/2(λ− ρ)λN−1eρζ0e−λζN−1
× det
1≤k,l≤N
[Fk,l(ξN−l − ζN−k, t)]
= (λ− ρ)λN−1e−tρ2/2+ρξ0
∫
WN∩{ζ0>0}
d~ζ eλζN−1
× det
1≤k,l≤N
[
1
2πi
∫
iR+µ
dwk e
tw2k/2eξN−lwke−ζN−kwkwk−lk
]
=
(λ− ρ)λN−1
etρ2/2−ρξ0
∑
σ∈SN
(−1)|σ|
N∏
k=1
∫
iR+µ
dwk
2πi
etw
2
k/2eξN−σ(k)wkw
k−σ(k)
k
×
∫ ∞
0
dζ0· · ·
∫ ∞
ζN−2
dζN−1 e−λζN−1e−ζN−1w1e−ζN−2w2 . . . e−ζ0wN
=
(λ− ρ)λN−1
etρ2/2−ρξ0
∑
σ∈SN
(−1)|σ|
N∏
k=1
∫
iR+µ
dwk
2πi
etw
2
k/2eξN−σ(k)wkw
k−σ(k)
k
w1 + · · ·+ wk + λ .
(6.2.3)
Since all wk are integrated over the same contour, we can replace wk by
wσ(k):
(6.2.3) =
(λ− ρ)λN−1
etρ2/2−ρξ0
×
∑
σ∈SN
(−1)|σ|
N∏
k=1
∫
iR+µ
dwk
2πi
etw
2
k/2eξN−σ(k)wσ(k)w
k−σ(k)
σ(k)
wσ(1) + · · ·+ wσ(k) + λ
=
(λ− ρ)λN−1
etρ2/2−ρξ0
N∏
k=1
∫
iR+µ
dwk
2πi
etw
2
k/2eξN−kwkw−kk
×
∑
σ∈SN
(−1)|σ|
N∏
k=1
wkσ(k)
wσ(1) + · · ·+ wσ(k) + λ.
(6.2.4)
We apply Lemma 6.5 below to the sum and finally obtain
p+(~x) =
(λ− ρ)λN−1
etρ2/2−ρξ0
N∏
k=1
∫
iR+µ
dwk
2πi
etw
2
k/2eξN−kwkw−kk det
1≤k,l≤N
[
wkl
wl + λ
]
= (λ− ρ)λN−1e−tρ2/2+ρξ0 det
1≤k,l≤N
[
F˜k−l(ξN−l, t)
]
.
(6.2.5)
70
6.2. Determinantal structure
Lemma 6.5. Given N ∈ Z>0, λ > 0 and w1, . . . , wN ∈ C\R−, the following
identity holds:∑
σ∈SN
(−1)|σ|
N∏
k=1
wkσ(k)
wσ(1) + · · ·+ wσ(k) + λ = det1≤k,l≤N
[
wkl
wl + λ
]
. (6.2.6)
Proof. We use induction on N . For N = 1 the statement is trivial. For
arbitrary N , rearrange the left hand side of (6.2.6) as∑
σ∈SN
(−1)|σ|
N∏
k=1
wkσ(k)
wσ(1) + · · ·+ wσ(k) + λ
=
N∑
l=1
wNl
w1 + · · ·+ wN + λ
∑
σ∈SN ,σ(N)=l
(−1)|σ|
N−1∏
k=1
wkσ(k)
wσ(1) + · · ·+ wσ(k) + λ
=
N∑
l=1
wNl
w1 + · · ·+ wN + λ
∑
σ∈SN ,σ(N)=l
(−1)|σ|
N−1∏
k=1
wkσ(k)
wσ(k) + λ
,
(6.2.7)
where we applied the induction hypothesis to the second sum. Further,
(6.2.7) =
∑
σ∈SN
(−1)|σ| wσ(N) + λ
w1 + · · ·+ wN + λ
N∏
k=1
wkσ(k)
wσ(k) + λ
=
1
w1 + · · ·+ wN + λ
N∏
l=1
wl
wl + λ
×
( ∑
σ∈SN
(−1)|σ|wσ(N)
N∏
k=1
wk−1σ(k) + λ
∑
σ∈SN
(−1)|σ|
N∏
k=1
wk−1σ(k)
)
=
1
w1 + · · ·+ wN + λ
N∏
l=1
wl
wl + λ
×
(
det
1≤k,l≤N
[
w
k−1+δk,N
l
]
+ λ det
1≤k,l≤N
[
wk−1l
])
,
(6.2.8)
with δk,N being the Kronecker delta. Inserting the identity
det
1≤k,l≤N
[
w
k−1+δk,N
l
]
= (w1 + · · ·+ wN) det
1≤k,l≤N
[
wk−1l
]
, (6.2.9)
we arrive at
(6.2.7) =
( N∏
l=1
wl
wl + λ
)
det
1≤k,l≤N
[
wk−1l
]
= det
1≤k,l≤N
[
wkl
wl + λ
]
. (6.2.10)
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To show (6.2.9) we introduce the variable wN+1 and consider the factor-
ization
det
1≤k,l≤N+1
[
wk−1l
]
=
N∏
i=1
(wN+1 − wi) det
1≤k,l≤N
[
wk−1l
]
, (6.2.11)
which follows directly from the explicit formula for a Vandermonde determi-
nant. Expanding the determinant on the left hand side along the (N+1)-th
column gives an explicit expression in terms of monomials in wN+1. Ex-
amining the coefficient of wN−1N+1 on the left and right hand side respectively
provides (6.2.9).
We can rewrite the measure in Proposition 6.4 in terms of a conditional
L-ensemble (see Lemma 3.4 of [22] reported here as Lemma 3.5) and obtain
a Fredholm determinant expression for the joint distribution of any subsets
of particles position. Then it remains to relate the law under P+ and P,
which is the law of the reflected Brownian motions specified by the initial
condition (2.3.9). This is made using a shift argument, analogue to the one
used for the polynuclear growth model with external sources [8, 62] or in
the totally asymmetric simple exclusion process [7, 49, 78].
Proof of Proposition 6.2. The proof is divided into two steps. In Step 1 we
determine the distribution under P+ and in Step 2 we extend this result
via a shift argument to P.
Step 1. We consider the law of the process under P+ for now. The first
part of the proof is identical to the proof of Proposition 3.5 [51], so it is
only sketched here. Using repeatedly the identity
F˜k(ξ, t) =
∫ ξ
−∞
dx F˜k+1(x, t), (6.2.12)
relabeling ξk1 := ξk−1, and introducing new variables ξ
k
l for 2 ≤ l ≤ k ≤ N ,
we can write
det
1≤k,l≤N
[
F˜k−l(ξN+1−l1 , t)
]
=
∫
D′
det
1≤k,l≤N
[
F˜k−1(ξNl , t)
] ∏
2≤l≤k≤N
dξkl , (6.2.13)
where D′ = {ξkl ∈ R, 2 ≤ l ≤ k ≤ N |xkl ≤ xk−1l−1 }. Proceeding as in the proof
of Proposition 5.1, we obtain that the measure (6.2.1) is a marginal of
const · eρξ11
N∏
n=2
det
1≤i,j≤n
[
1ξn−1i ≤ξnj
]
det
1≤k,l≤N
[
F˜k−1(ξ
N
l , t)
]
= const ·
N∏
n=1
det
1≤i,j≤n
[
φ˜n(ξ
n−1
i , ξ
n
j )
]
det
1≤k,l≤N
[
F˜k−1(ξNl , t)
] (6.2.14)
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with
φ˜n(x, y) = 1x≤y, for n ≥ 2
φ˜1(x, y) = e
ρy,
(6.2.15)
and using the convention that ξn−1n ≤ y always holds.
The measure (6.2.14) has the appropriate form for applying Lemma 3.5.
The composition of the φ˜ functions can be evaluated explicitly as
φ˜0,n(x, y) = (φ˜1 ∗ · · · ∗ φ˜n)(x, y) = ρ1−neρy, for n ≥ 1,
φ˜m,n(x, y) = (φ˜m+1 ∗ · · · ∗ φ˜n)(x, y) = (y − x)
n−m−1
(n−m− 1)! 1x≤y, for n > m ≥ 1.
(6.2.16)
Define
Ψnn−k(ξ) :=
(−1)n−k
2πi
∫
iR−ε
dw
etw
2/2+ξwwn−k
w + λ
, (6.2.17)
for n, k ≥ 1 and some 0 < ε < λ. In the case n ≥ k the integrand has
no poles in the region |w| < λ, which implies Ψnn−k = (−1)n−kF˜n−k. The
straightforward recursion
(φ˜n ∗Ψnn−k)(ξ) = Ψn−1n−1−k(ξ) (6.2.18)
eventually leads to condition (3.3.3) being satisfied.
The space Vn is generated by
{φ˜0,n(ξ01 , x), . . . , φ˜n−2,n(ξn−2n−1, x), φ˜n−1,n(ξn−1n , x)}, (6.2.19)
so a basis for Vn is given by
{eρx, xn−2, xn−3, . . . , x, 1}. (6.2.20)
Choose functions Φnn−k as follows
Φnn−k(ξ) =
{
(−1)n−k
2πi
∮
Γ0
dz z+λ
etz2/2+ξzzn−k+1
2 ≤ k ≤ n,
(−1)n−1
2πi
∮
Γ0,−ρ
dz z+λ
etz
2/2+ξzzn−1(z+ρ)
k = 1.
(6.2.21)
By residue calculating rules, Φnn−k is a polynomial of order n− k for k ≥ 2
and a linear combination of 1 and eρξ for k = 1, so these functions indeed
generate Vn. To show (3.3.5) for ℓ ≥ 2, we decompose the scalar product
as follows:∫
R−
dξΨnn−k(ξ)Φ
n
n−ℓ(ξ) +
∫
R+
dξΨnn−k(ξ)Φ
n
n−ℓ(ξ). (6.2.22)
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Since n − k ≥ 0 we are free to choose the sign of ε as necessary. For the
first term, we choose ε < 0 and the path Γ0 close enough to zero, such that
always Re(w − z) > 0. Then, we can take the integral over ξ inside and
obtain∫
R−
dξΨnn−k(ξ)Φ
n
n−ℓ(ξ)
=
(−1)k−l
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2wn−k(z + λ)
etz2/2zn−ℓ+1(w + λ)(w − z) .
(6.2.23)
For the second term, we choose ε > 0 to obtain Re(w − z) < 0. Then again,
we can take the integral over ξ inside and arrive at the same expression up
to a minus sign. The net result of (6.2.22) is a residue at w = z, which is
given by
(−1)k−l
2πi
∮
Γ0
dz zℓ−k−1 = δk,ℓ. (6.2.24)
The case ℓ = 1 uses the same decomposition and requires the choice ε > ρ
resp. ε < 0, finally leading to
(6.2.22) =
(−1)k−1
2πi
∮
Γ0,−ρ
dz
z1−k
z + ρ
= δk,1. (6.2.25)
Furthermore, both φ˜n(ξ
n−1
n , x) and Φ
n
0 (ξ) are constants, so the kernel
has a simple form (compare with (3.3.6))
K˜(n1, ξ1;n2, ξ2) = −φ˜n1,n2(ξ1, ξ2)1n2>n1 +
n2∑
k=1
Ψn1n1−k(ξ1)Φ
n2
n2−k(ξ2). (6.2.26)
However, the relabeling ξk1 := ξk−1 included an index shift, so the kernel of
our system is actually
Kstat(n1, ξ1;n2, ξ2) = K˜(n1 + 1, ξ1;n2 + 1, ξ2)
= −φn1,n2(ξ1, ξ2)1n2>n1 +
n2∑
k=1
Ψn1+1n1−k+1(ξ1)Φ
n2+1
n2−k+1(ξ2).
(6.2.27)
Note that we are free to extend the summation over k up to infinity,
since the integral expression for Φnn−k(ξ) vanishes for k > n anyway. Taking
the sum inside the integrals we can write∑
k≥1
Ψn1+1n1−k+1(ξ1)Φ
n2+1
n2−k+1(ξ2) =
1
(2πi)2
∫
iR−ε
dw
∮
Γ0,−ρ
dz
etw
2/2+ξ1w(−w)n1
etz2/2+ξ2z(−z)n2 η(w, z),
(6.2.28)
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with
η(w, z) =
z + λ
(w + λ)(z + ρ)
+
∑
k≥2
zk−2(z + λ)
wk−1(w + λ)
. (6.2.29)
By choosing contours such that |z| < |w|, we can use the formula for a
geometric series, resulting in
η(w, z) =
z + λ
(w + λ)(z + ρ)
+
z + λ
(w + λ)w
1
1− z/w
=
1
w − z +
λ− ρ
(w + λ)(z + ρ)
.
(6.2.30)
Inserting this expression back into (6.2.28) gives the kernel (6.1.4), which
governs the multidimensional distributions of xn(t) under the measure P+,
namely
P+
( ⋂
n∈S
{xn(t) ≤ an}
)
= det(1− χaKstatχa)L2(S×R). (6.2.31)
Step 2. The distributions under P and under P+ can be related via the
following shift argument. Introducing the shorthand
E˜(S,~a) :=
⋂
n∈S
{xn(t) ≤ an}, (6.2.32)
we have
P+(E˜(S,~a)) =
∫
R+
dxP+(x0(0) ∈ dx)P+(E˜(S,~a)|x0(0) = x)
=
∫
R+
dx (λ− ρ)e−(λ−ρ)xP(E˜(S,~a− x))
= −e−(λ−ρ)xP(E˜(S,~a− x))
∣∣∣∞
0
+
∫
R+
dx e−(λ−ρ)x
d
dx
P(E˜(S,~a− x))
= P(E˜(S,~a))−
∫
R+
dx e−(λ−ρ)x
∑
n∈S
d
dan
P(E˜(S,~a))
= P(E˜(S,~a))− 1
λ− ρ
∑
n∈S
d
dan
P+(E˜(S,~a)).
(6.2.33)
Combining the identity
P(E˜(S,~a)) =
(
1 +
1
λ− ρ
∑
n∈S
d
dan
)
P+(E˜(S,~a)) (6.2.34)
with (6.2.31) finishes the proof.
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6.3 Asymptotic analysis
Noticing that the change in variables
x 7→ λ−1x t 7→ λ−2t (6.3.1)
reproduces the same system with new parameters λ˜ = 1 and ρ˜ = ρ
λ
, we can
restrict our considerations to λ = 1 without loss of generality. According
to (6.1.7) we use the scaled variables
ni = t + 2t
2/3ri
ξi = 2t+ 2t
2/3ri + t
1/3si
ρ = 1− t−1/3δ,
(6.3.2)
with δ > 0. Correspondingly, consider the rescaled (and conjugated) kernel
Kresc(r1, s1; r2, s2) = t1/3eξ1−ξ2K(n1, ξ1;n2, ξ2), (6.3.3)
which decomposes into
Kresc(r1, s1; r2, s2) = −φrescr1,r2(s1, s2)1r1<r2 +Kresc0 (r1, s1; r2, s2)
+ δf resc(r1, s1)g
resc(r2, s2),
(6.3.4)
by
f resc(r1, s1) = e
−t/2+ξ1f (n1, ξ1)
g resc(r2, s2) = e
t/2−ξ2g(n2, ξ2).
(6.3.5)
As before, the proof of Theorem 6.3 relies both on the pointwise con-
vergence as well as a uniform bound for the rescaled kernel:
Proposition 6.6. Consider any r1, r2 in a bounded set and fixed L. Then,
the kernel converges as
lim
t→∞
Krescstat(r1, s1; r2, s2) = Kδ(r1, s1; r2, s2) (6.3.6)
uniformly for (s1, s2) ∈ [−L, L]2.
Corollary 6.7. Consider r1, r2 fixed. For any L there exists t0 such that
for t > t0 the bound
|Krescstat(r1, s1; r2, s2)| ≤ constL (6.3.7)
holds for all (s1, s2) ∈ [−L, L]2.
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Proposition 6.8. For fixed r1, r2, L and δ > 0 there exists t0 > 0 such that
the estimate ∣∣δf resc(r1, s1)g resc(r2, s2)∣∣ ≤ const · e−min{δ,1}s2 (6.3.8)
holds for any t > t0 and s1, s2 > 0.
Now we can prove the asymptotic theorem:
Proof of Theorem 6.3. The joint distributions of the rescaled processX
(δ)
t (r)
under the measure P+ are given by the Fredholm determinant with series
expansion
P+
( m⋂
k=1
{
X
(δ)
t (rk) ≤ sk
})
=
∑
N≥0
(−1)N
N !
m∑
i1,...,iN=1
∫ N∏
k=1
dxk 1xk>ξik det1≤k,l≤N
[Kstat(nik , ξk;nil, ξl)] ,
(6.3.9)
where ni and ξi are understood as in (6.3.2). Using the change of variables
σk = t
−1/3(xk − 2t− 2t2/3rik), we obtain
(6.3.9) =
∑
N≥0
(−1)N
N !
m∑
i1,...,iN=1
∫ N∏
k=1
dσk 1σk>sik
× det
1≤k,l≤N
[
Krescstat(rk, σk; rl, σl)
(1 + σ2l )
m+1−il
(1 + σ2k)
m+1−ik
]
,
(6.3.10)
where the fraction inside the determinant is a new conjugation, which does
not change the value of the determinant. This conjugation helps bounding
the first part of the kernel, which would otherwise not decay when some σk
and σl are close. By Proposition 5.9 we have
|Kresc0 (r1, s1; r2, s2)| ≤
1
2
e−(s1+s2) ≤ const · e−min{δ,1}s2 . (6.3.11)
Using this estimate together with Corollary 6.7 and Propositions 6.8, 5.10,
we can bound the (k, l)-coefficient inside the determinant by
const1
(
e−|σk−σl|1ik<il + e
−min{δ,1}σl) (1 + σ2l )m+1−il
(1 + σ2k)
m+1−ik , (6.3.12)
assuming the rk are ordered. The bounds
(1 + x2)i
(1 + y2)j
e−|x−y| ≤ const2 1
1 + y2
, for i < j,
(1 + x2)i
(1 + y2)j
e−min{δ,1}x ≤ const3 1
1 + y2
, for j ≥ 1,
(6.3.13)
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lead to
(6.3.12) ≤ const4 1
1 + σ2k
. (6.3.14)
Using the Hadamard bound on the determinant, the integrand of (6.3.10)
is therefore bounded by
constN4 N
N/2
N∏
k=1
1σk>sik
dσk
1 + σ2k
, (6.3.15)
which is integrable. Furthermore,
|(6.3.9)| ≤
∑
N≥0
constN5 N
N/2
N !
, (6.3.16)
which is summable, since the factorial grows like (N/e)N , i.e., much faster
than the numerator. Dominated convergence thus allows to interchange
the limit t → ∞ with the integral and the infinite sum. The pointwise
convergence comes from Proposition 6.6, thus
lim
t→∞
P+
( m⋂
k=1
{
X
(δ)
t (rk) ≤ sk
})
= det
(
1− χsKδχs
)
L2({r1,...,rm}×R) .
(6.3.17)
It remains to show that the convergence carries over to the measure P.
The identity
dsi
dξi
= t−1/3 = δ−1(1− ρ) (6.3.18)
leads to
P
( m⋂
k=1
{
X
(δ)
t (rk) ≤ sk
})
=
(
1 +
1
δ
m∑
i=1
d
dsi
)
P+
( m⋂
k=1
{
X
(δ)
t (rk) ≤ sk
})
.
(6.3.19)
Notice that in (6.3.10), si appears only in the indicator function, so dif-
ferentiation just results in one of the σk not being integrated but instead
being set to si. Using the same bounds as before we can again show in-
terchangeability of the limit t → ∞ with the remaining integrals and the
infinite sum.
Proof of Proposition 6.6. The kernel Krescstat consists of three parts, where
compact convergence for the first two parts of the kernel comes directly
from Proposition 5.7.
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As we did with Kresc0 , we rewrite the third part, which is the product of
f resc and g resc, as integrals over the previously defined functions α and β:
f resc(r1, s1) =
1
2πi
∫
iR−ε
dw
et(w
2−1)/2+ξ1(w+1)(−w)n1
w + 1
= 1 +
1
2πi
∫
iR−ε−1
dw
et(w
2−1)/2+ξ1(w+1)(−w)n1
w + 1
= 1− 1
2πi
∫
iR−ε−1
dw et(w
2−1)/2+ξ1(w+1)(−w)n1
∫ ∞
0
dx t1/3et
1/3x(w+1)
= 1−
∫ ∞
0
dxαt(r1, s1 + x).
(6.3.20)
Now,
sup
s1∈[−L,L]
∣∣∣∣∫ ∞
0
dxαt(r1, s1 + x)−
∫ ∞
0
dxα(r1, s1 + x)
∣∣∣∣
≤
∫ ∞
0
dx sup
s1,s2∈[−L,L]
|αt(r1, s1 + x)− α(r1, s1 + x)| .
(6.3.21)
By Lemma 5.12 the integrand converges to zero for every x > 0. Using
Lemma 5.13 we can bound it by const · e−2x, thus ensuring that (6.3.21)
goes to zero, i.e., f resc(r1, s1) converges to fr1(s1) uniformly on compact
sets.
Similarly,
g resc(r2, s2) = Resg ,−ρ +
∫ ∞
0
dx βt(r2, s2 + x)e
δx, (6.3.22)
with
Resg ,−ρ = et
2/3δ−t1/3δ2/2−ξ2t−1/3δ(1− t−1/3δ)−n2. (6.3.23)
The residuum satisfies the limit
lim
t→∞
Resg ,−ρ = eδ
3/3+r2δ2−s2δ (6.3.24)
uniformly in s2. By the same argument, uniform convergence holds again.
Proof of Proposition 6.8. The product δf resc(r1, s1)g
resc(r2, s2) can be bounded
using Lemma 5.13 in the representations (6.3.20) and (6.3.22):
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∣∣δf resc(r1, s1)g resc(r2, s2)∣∣ ≤ δ(1 + ∫ ∞
0
dx e−(s1+x)
)
·
(
Resg ,−ρ +
∫ ∞
0
dx e−(s2+x)eδx
)
= δ
(
1 + e−s1
)(
Resg ,−ρ +
e−s2
1− δ
) (6.3.25)
Since the convergence (6.3.24) is uniform in s2 we can deduce∣∣Resg ,−ρ∣∣ ≤ const1 · e−s2δ, (6.3.26)
resulting in
|(6.3.25)| ≤ const · e−min{δ,1}s2 . (6.3.27)
6.4 Path-integral style formula
Using the results from [20] we can transform the formula for the joint prob-
ability distribution of the finite-step Airystat process from the current form
involving a Fredholm determinant over the space L2({r1, . . . , rm} × R) into
a path-integral style form, where the Fredholm determinant is over the sim-
pler space L2(R). The result of [20] can not be applied at the stage of finite
time as one of the assumption is not satisfied.
Proposition 6.9. For any parameters χk ∈ R, 1 ≤ k ≤ m, satisfying
0 < χm < · · · < χ2 < χ1 < max
i<j
{rj − ri, δ} , (6.4.1)
define the multiplication operator (Mrif)(x) = mri(x)f(x), with
mri(x) =
{
e−χix for x ≥ 0
ex
2
for x < 0.
(6.4.2)
Writing Kδri(x, y) := K
δ(ri, x; ri, y), the finite-dimensional distributions of
the finite-step Airystat process are given by
P
( m⋂
k=1
{A(δ)stat(rk) ≤ sk}) = (1 + 1δ
m∑
i=1
d
dsi
)
det
(
1+Mr1QM
−1
r1
)
L2(R)
,
(6.4.3)
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with
Q = −Kδr1 + P¯s1Vr1,r2P¯s2 · · ·Vrm−1,rmP¯smVrm,r1Kδr1 , (6.4.4)
where P¯s = 1− Ps denotes the projection operator on (−∞, s).
Remark 6.10. The operator Vrj ,ri for ri < rj is defined only on the range
of Kδri and acts on it in the following way:
Vrj ,riKri,rk = Krj ,rk , Vrj ,rifri = frj . (6.4.5)
In particular, we have also Vrj ,ri1 = 1.
Proof. We will denote conjugations by the operator M by a hat in the
following way:
V̂ri,rj = MriVri,rjM
−1
rj
, f̂ri =Mrifri,
K̂δri = MriK
δ
ri
M−1ri , ĝri = griM
−1
ri
,
K̂ri,rj = MriKri,rjM
−1
rj
.
(6.4.6)
Applying the conjugation also in the determinant in (4.2.10), the identity
we have to show is:
det
(
1− χsK̂δχs
)
L2({r1,...,rm}×R)
= det
(
1− K̂δr1 + P¯s1 V̂r1,r2P¯s2 · · · V̂rm−1,rmP¯smV̂rm,r1K̂δr1
)
L2(R)
(6.4.7)
This is done by applying Theorem 1.1 [20].
It has three groups of assumptions we have to prove. We merged them
into two by choosing the multiplication operators of Assumption 3 to be
the identity.
Assumption 1
(i) The operators PsiV̂ri,rj , PsiK̂
δ
ri
, PsiV̂ri,rjK̂
δ
rj
and Psj V̂rj ,riK̂
δ
ri
for ri < rj
preserve L2(R) and are trace class in L2(R).
(ii) The operator V̂ri,r1K̂
δ
r1 − P¯siV̂ri,ri+1P¯si+1 · · · V̂rm−1,rmP¯smV̂rm,r1K̂δr1 pre-
serves L2(R) and is trace class in L2(R).
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Assumption 2
(i) Right-invertibility: V̂ri,rj V̂rj ,riK̂
δ
ri
= K̂δri
(ii) Semigroup property: V̂ri,rj V̂rj ,rk = V̂ri,rk
(iii) Reversibility relation: V̂ri,rjK̂
δ
rj
= K̂δri V̂ri,rj
The semigroup property is clear. To see the reversibility relation, start
from the contour integral representation (4.1.4) of Krj ,rj and (4.2.13) of frj
and use the Gaussian identity:∫
R
dz
1√
4π(rj − ri)
e−(z−x)
2/4(rj−ri)e−rjW
2+zW = e−riW
2+xW . (6.4.8)
This results in V̂ri,rjK̂
δ
rj
= K̂ri,rj + δf̂ri ⊗ ĝrj . On the other hand we have∫
R
dz
1√
4π(rj − ri)
e−(z−y)
2/4(rj−ri)eriZ
2−zZ = erjZ
2−yZ , (6.4.9)
so K̂δriV̂ri,rj = K̂ri,rj + δf̂ri ⊗ ĝrj , which proves Assumption 2 (iii). Noticing
Remark 6.10, the right-invertibility follows immediately.
Assumption 1 (ii) can be deduced from Assumption 1 (i) as shown in
Remark 3.2, [20]. Using the previous identities we thus are left to show that
the three operators PsiV̂ri,rj , for ri < rj, as well as PsiK̂ri,rj and Psi f̂ri⊗ ĝrj ,
for arbitrary ri, rj ∈ R, are all L2-bounded and trace class.
First notice Vri,rj(x, y) = V0,rj−ri(−x,−y). Using the shorthand r =
rj − ri and inserting this into the integral representation (4.1.4) of V , we
have
Vri,rj(x, y) = e
2
3
r3
∫
R
dλAi(−x+λ)er(−y+λ)Ai(r2−y+λ) = (V (1)V (2)r ) (x, y),
(6.4.10)
with the new operators
V (1)(x, y) = Ai(−x+ y)
V (2)r (x, y) = e
2
3
r3er(x−y)Ai(r2 + x− y).
(6.4.11)
Introducing yet another operator, (Nf)(x) = exp (−(χi + χj)x/2) f(x), we
can write
PsiV̂ri,rj = (PsiMriV
(1)N−1)(NV (2)r M
−1
rj
). (6.4.12)
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The Hilbert-Schmidt norm of the first factor is given by∫
R2
dx dy
∣∣(PsiMriV (1)N−1)(x, y)∣∣2
=
∫ ∞
s1
dx
∫
R
dym2ri(x)Ai
2(−x+ y)e(χi+χj)y
=
∫ ∞
s1
dxm2ri(x)e
(χi+χj)x
∫
R
dzAi2(z)e(χi+χj)z.
(6.4.13)
The asymptotic behaviour of the Airy function and χi > χj > 0 imply that
both integrals are finite. Similarly,∫
R2
dx dy
∣∣∣(NV (2)r M−1rj )(x, y)∣∣∣2
= e
4
3
r3
∫
R2
dx dy e−(χi+χj)xe2r(x−y)Ai2(r2 + x− y)m−2rj (y)
= e
4
3
r3
∫
R
dz e−(χi+χj)ze2rzAi2(r2 + z)
∫
R
dy m−2rj (y)e
−(χi+χj)y <∞,
(6.4.14)
where we used 2r > χi + χj as well. As a product of two Hilbert-Schmidt
operators, PsiV̂ri,rj is thus L
2-bounded and trace class.
We decompose the operator K̂ri,rj as
PsiK̂ri,rj = (PsiMriK
′
−riP0)(P0K
′
rj
M−1rj ) (6.4.15)
where
K ′r(x, y) = e
2
3
r3er(x+y)Ai(r2 + x+ y). (6.4.16)
Again, we bound the Hilbert-Schmidt norms,∫
R2
dx dy
∣∣(PsiMriK ′−riP0)(x, y)∣∣2
= e−
4
3
r3i
∫ ∞
si
dx
∫ ∞
0
dy m2ri(x)e
−2ri(x+y)Ai2(r2i + x+ y)
≤ e− 43 r3i
∫ ∞
si
dxm2ri(x)
∫ ∞
si
dz e−2rizAi2(r2i + z) <∞,
(6.4.17)
as well as∫
R2
dx dy
∣∣∣(P0K ′rjM−1rj )(x, y)∣∣∣2
= e
4
3
r3j
∫ ∞
0
dx
∫
R
dy e2rj(x+y)Ai2(r2j + x+ y)m
−2
rj
(y)
= e
4
3
r3j
∫
R
dy m−2rj (y)
∫ ∞
y
dz e2rjzAi2(r2j + z).
(6.4.18)
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The superexponential decay of the Airy function implies that for every
c1 > |rj| we can find c2 such that e2rjzAi2(r2j + z) ≤ c2e−c1z. This proves
finiteness of the integrals.
Regarding the last operator, start by decomposing it as
Psi f̂ri ⊗ ĝrj = (Psi f̂ri ⊗ φ)(φ⊗ ĝrj) (6.4.19)
for some function φ with L2-norm 1. Next, notice that∫
R2
dx dy |(PsiMrifri ⊗ φ)(x, y)|2 =
∫ ∞
si
dxm2ri(x)f
2
ri
(x) (6.4.20)
It is easy to see that lims→∞ fri(s) = 1, so fri is bounded on the area of
integration. But then the m2ri term ensures the decay, implying that the
integral is finite. Furthermore,∫
R2
dx dy
∣∣∣(φ⊗ grjM−1rj )(x, y)∣∣∣2 = ∫
R
dy m−2rj (y)g
2
rj
(y). (6.4.21)
Analyzing the asymptotic behaviour of grj we see that for large positive
arguments, the first part decays exponentially with rate −δ and the second
part even superexponentially. δ > χj thus gives convergence on the positive
half-line. For negative arguments, it is sufficient to see that grj does not
grow faster than exponentially.
6.5 Analytic continuation
We know from Theorem 6.3 and Proposition 6.9 that:
lim
t→∞
P
( m⋂
k=1
{
X
(δ)
t (rk) ≤ sk
})
=
(
1 +
1
δ
m∑
i=1
d
dsi
)
det(1− P̂K̂δr1). (6.5.1)
In this section we prove the main Theorem 6.1 by extending this equation to
δ = 0. The right hand side can actually be analytically continued for all δ ∈
R (see Proposition 6.13). Additionally we have to show that the left hand
side is continuous at δ = 0. This proof relies mainly on Proposition 6.11,
which gives a bound on the exit point of the maximizing path from the
lower boundary in the last passage percolation model.
Proof of Theorem 6.1. We adopt the point of view of last passage percola-
tion discussed in the Sections 2.2.1 and 2.3.3. By the stationarity property,
we know that xn(t)
d
= x˜
(0)
n (t) for n ≥ 0. We use the latter interpretation,
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i.e. consider xn(t) as being constructed from ζn with n ≥ 1, Bn with n ≥ 1
and B˜0, and base coupling arguments also on these variables being fixed.
In this way, we have
xn(t) = L(0,0)→(t,n), (6.5.2)
with background weights on both boundaries, i.e. Dirac weights ζk − ζk−1
on (0, k), k ≥ 1, and a Lebesgue measure of density ρ on the line {0}×R+
additionally to the white noise dB˜0.
We add superscripts to x, L and w indicating the choice of ρ, while λ
is always fixed at 1. It is clear that for any path ~π the weight w(ρ)(~π) is
non-decreasing in ρ. But then the supremum is non-decreasing, too, and:
x(ρ)n (t) ≤ x(1)n (t), (6.5.3)
for ρ < 1. We know there exists a unique maximizing path ~π∗ ∈ Π(0, 0; t;n).
We can therefore define Zn(t) := s
∗
0, the exit point from the lower boundary
specifically with ρ = 1. We want to derive the inequality
x(1)n (t) ≤ x(ρ)n (t) + (1− ρ)Zn(t). (6.5.4)
It can be seen as follows:
L
(1)
(0,0)→(t,n) − (1− ρ)Zn(t) = sup
~π∈Π(0,0;t,n)
w(1)(~π)− (1− ρ)Zn(t)
= w(1)(~π∗)− (1− ρ)s∗0 = w(ρ)(~π∗).
(6.5.5)
Note that ~π∗ maximizes w(1)(~π) and not necessarily w(ρ)(~π). In particular
we have
w(ρ)(~π∗) ≤ sup
~π∈Π(0,0;t,n)
w(ρ)(~π) = L
(ρ)
(0,0)→(t,n). (6.5.6)
Combining the last two equations results in (6.5.4).
(6.5.3) and (6.5.4) imply that for the rescaled processes X
(δ)
t , see (6.1.7),
we have
X
(δ)
t (r) ≤ Xstatt (r) ≤ X(δ)t (r) + δt−2/3Zt+2t2/3r(t). (6.5.7)
For any ε > 0 it holds
P
( m⋂
k=1
{X(δ)t (rk) ≤ sk}
)
≥ P
( m⋂
k=1
{Xstatt (rk) ≤ sk}
)
≥ P
( m⋂
k=1
{X(δ)t (rk) + δt−2/3Zt+2t2/3r(t) ≤ sk}
)
≥ P
( m⋂
k=1
{X(δ)t (rk) ≤ sk − ε}
)
−
m∑
k=1
P
(
δt−2/3Zt+2t2/3r(t) > ε
)
.
(6.5.8)
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Then, taking t→∞, we obtain
P
( m⋂
k=1
{A(δ)stat(rk) ≤ sk}
)
≥ lim sup
t→∞
P
( m⋂
k=1
{Xstatt (rk) ≤ sk}
)
≥ lim inf
t→∞
P
( m⋂
k=1
{Xstatt (rk) ≤ sk}
)
≥ P
( m⋂
k=1
{A(δ)stat(rk) ≤ sk − ε}
)
−
m∑
k=1
lim sup
t→∞
P
(
Zt+2t2/3r(t) > t
2/3ε/δ
)
.
(6.5.9)
Using Proposition 6.11 on the last term and Proposition 6.13 on the other
terms, we can now take the limit δ ↓ 0, resulting in
P
( m⋂
k=1
{Astat(rk) ≤ sk}
)
≥ lim sup
t→∞
P
( m⋂
k=1
{Xstatt (rk) ≤ sk}
)
≥ lim inf
t→∞
P
( m⋂
k=1
{Xstatt (rk) ≤ sk}
)
≥ P
( m⋂
k=1
{Astat(rk) ≤ sk − ε}
)
.
(6.5.10)
Continuity of (4.1.15) in the sk finishes the proof.
Proposition 6.11. For any r ∈ R,
lim
β→∞
lim sup
t→∞
P
(
Zt+2t2/3r(t) > βt
2/3
)
= 0. (6.5.11)
Proof. By scaling of t and β, (6.5.11) is equivalent to
lim
β→∞
lim sup
t→∞
P
(
Zt(t+ 2t
2/3r) > βt2/3
)
= 0, (6.5.12)
for any r ∈ R, which is the limit we are showing. We introduce some new
events:
Mβ := {Zt(t+ 2t2/3r) > βt2/3}
Eβ := {L(0,0)→(βt2/3 ,0) + L(βt2/3,0)→(t+2t2/3r,t) ≤ 2t + 2t2/3r + st1/3}
Nβ := {L(0,0)→(t+2t2/3r,t) ≤ 2t+ 2t2/3r + t1/3s},
(6.5.13)
where L is to be understood as in the proof of Theorem 6.1, with ρ = 1.
Notice that if Mβ occurs, then
L(0,0)→(t+2t2/3r,t) = L(0,0)→(βt2/3 ,0) + L(βt2/3,0)→(t+2t2/3r,t), (6.5.14)
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resulting in Mβ ∩ Eβ ⊆ Nβ. We arrive at the inequality:
P(Mβ) = P(Mβ ∩ Eβ) +P(Mβ ∩ Ecβ) ≤ P(Nβ) +P(Ecβ). (6.5.15)
We further define new random variables
ξ
(t)
spiked =
L(βt2/3,0)→(t+2t2/3r,t) − 2t− 2t2/3(r − β/2)
t1/3
+ (r − β/2)2,
ξ
(t)
GUE =
Lpacked
(0,1)→(t+2t2/3r,t) − 2t− 2t2/3r
t1/3
+ r2,
ξ
(t)
N =
L(0,0)→(βt2/3,0) − βt2/3√
βt1/3
,
(6.5.16)
where Lpacked is to be understood as the last passage percolation time with-
out boundary weights. By Theorem 7.12, for any fixed r ∈ R,
ξ
(t)
GUE
d→ ξGUE, (6.5.17)
where ξGUE has the GUE Tracy-Widom distribution. ξ
(t)
spiked follows the
distribution of the largest eigenvalue of a critically spiked GUE matrix, as
will be shown in Lemma 6.12. ξ
(t)
N has the distribution of a standard normal
random variable ξN for any β > 0, t > 0.
Combining these definitions, we have:
P(Eβ) = P
(√
βξ
(t)
N + ξ
(t)
spiked ≤ (r − β/2)2 + s
)
. (6.5.18)
Fix s = 3r2 − β2/16, such that:(
r − β
2
)2
+ s = 4r2 − rβ + β
2
16
+
β2
8
≥ β
2
8
. (6.5.19)
Using the independence of ξ
(t)
N and ξ
(t)
spiked, we obtain
P(Eβ) ≥ P
(√
βξ
(t)
N + ξ
(t)
spiked ≤
β2
16
+
β2
16
)
≥ P
(
ξ
(t)
N ≤
β3/2
16
and ξ
(t)
spiked ≤
β2
16
)
= P
(
ξ
(t)
N ≤
β3/2
16
)
P
(
ξ
(t)
spiked ≤
β2
16
) (6.5.20)
Further, the inequality
Lpacked
(0,1)→(t+2t2/3r,t) ≤ L(0,0)→(t+2t2/3r,t) (6.5.21)
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leads to
P(Nβ) ≤ P
(
ξ
(t)
GUE ≤ 4r2 − β2/16
)
. (6.5.22)
Inserting (6.5.20) and (6.5.22) into (6.5.15), we arrive at
P(Mβ) ≤ P
(
ξ
(t)
GUE ≤ 4r2 −
β2
16
)
+ 1−P
(
ξ
(t)
N ≤
β3/2
16
)
P
(
ξ
(t)
spiked ≤
β2
16
)
(6.5.23)
By (6.5.17) and Lemma 6.12 we can take limits:
0 ≤ lim sup
β→∞
lim sup
t→∞
P (Mβ)
≤ lim
β→∞
[
P
(
ξGUE ≤ 4r2 − β
2
16
)
+ 1−P
(
ξN ≤ β
3/2
16
)
P
(
ξspiked(β) ≤ β
2
16
)]
= 0.
(6.5.24)
Lemma 6.12. Let r ∈ R be fixed. For any β > 2(r + 1), as t → ∞, the
random variable
ξ
(t)
spiked =
L(βt2/3,0)→(t+2t2/3r,t) − 2t− 2t2/3(r − β/2)
t1/3
+ (r − β/2)2 (6.5.25)
converges in distribution,
ξ
(t)
spiked
d→ ξspiked(β). (6.5.26)
In addition, ξspiked(β) satisfies
lim
β→∞
P
(
ξspiked(β) ≤ β2/16
)
= 1. (6.5.27)
Proof. The family of processes L(βt2/3,0)→(βt2/3+t,n) indexed by n ∈ Z≥0 and
time parameter t ≥ 0 is precisely a marginal of Warren’s process with
drifts, starting at zero, as defined in [46]. In our case only the first particle
has a drift of 1, and all the others zero. By Theorem 2 [46], the fixed
time distribution of this process is given by the distribution of the largest
eigenvalue of a spiked n×n GUE matrix, where the spikes are given by the
drifts.
Thus we can apply the results on spiked random matrices, more con-
cretely we want to apply Theorem 1.1 [9], with the potential given by
V (x) = −x2/2. Since
L∗ := L(βt2/3,0)→(t+2t2/3r,n) (6.5.28)
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represents a n×n GUE matrix diffusion M(t) at time t = t+2t2/3(r−β/2),
it is distributed according to the density
pn(M) =
1
Zn
exp
(
−Tr(M − tI11)
2
2t
)
, (6.5.29)
where I11 is a n× n matrix with a one at entry (1, 1) and zeros elsewhere.
In order to apply the theorem we need the density given in equation (1) [9],
i.e., consider the scaled quantity L∗/
√
nt. The size of the first-order spike
is then:
a = t/
√
nt =
√
1 + 2t−1/3(r − β/2) = 1 + (r − β/2)t−1/3 +O(t−2/3).
(6.5.30)
We are thus in the neighbourhood of the critical value ac = 1. For α ≥ 0,
let
Cα(ξ) =
∫ 0
−∞
eαxAi(x+ ξ)dx. (6.5.31)
With FGUE(s) being the cumulative distribution function of the GUE Tracy-
Widom distribution, and K0,0(s1, s2) as in (4.1.3), define:
F1(s;α) = FGUE(s)
(
1− 〈(1− PsK0,0Ps)−1Cα, PsAi〉 ). (6.5.32)
Applying (28) [9], we have
n2/3(L∗/
√
nt− 2)→ ξspiked(β), (6.5.33)
with
P
(
ξspiked(β) ≤ β2/16
)
= F1(β
2/16, α), (6.5.34)
where α = β/2− r. Since in our case α > 1, we can estimate:
|Cα(ξ)| ≤
∫ 0
−∞
eαxe−x−ξdx = e−ξ
1
α− 1 . (6.5.35)
Combining this with the usual bounds on the Airy kernel and the Airy
function, we see that as β → ∞, the scalar product in (6.5.32) converges
to zero and we are left with the limit of F0 which is one.
On the other hand,
n2/3(L∗/
√
nt− 2) ≤ s ⇔ L∗ ≤ √nt(2 + n−2/3s), (6.5.36)
and
√
nt(2+n−2/3s) = 2t+2t2/3(r−β/2)+t1/3 (s− (r − β/2)2)+O(1), (6.5.37)
from which the claim follows.
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Proposition 6.13. The function δ 7→ δ−1 det(1 − P̂K̂δr1) can be extended
analytically in the domain δ ∈ R. Its value at δ = 0 is given by
Gm(~r, ~s) det (1− PK)L2(R) . (6.5.38)
Proof. We use the identity det(1+ A) det(1+B) = det(1+ A+B + AB)
and Lemma 4.8 to factorize
δ−1 det
(
1− P̂K̂δr1
)
= δ−1 det(1− P̂K̂δr1) = δ−1 det
(
1− P̂K̂ − δP̂ f̂r1 ⊗ ĝr1
)
= δ−1 det
(
1− δ(1− P̂K̂)−1P̂ f̂r1 ⊗ ĝr1
) · det (1− P̂K̂)
=
(
δ−1 − 〈(1− P̂K̂)−1P̂ f̂r1 , ĝr1〉) · det (1− P̂K̂)
=
(
δ−1 − 〈(1− PK)−1Pfr1 , gr1〉) · det (1− PK).
(6.5.39)
Since the second factor is independent of δ, the remaining task is the ana-
lytic continuation of the first. Using (4.2.13), decompose fr1 as
fr1(s) = 1 +
1
2πi
∫
〉0
dW
e−W
3/3−r1W 2+sW
W
= 1 + f ∗(s). (6.5.40)
Now,
〈Ps11, gr1〉 =
∫ ∞
s1
ds
1
2πi
∫
0〈δ
dZ
eZ
3/3+r1Z2−sZ
Z − δ
=
1
2πi
∫
0〈δ
dZ
eZ
3/3+r1Z2−s1Z
Z(Z − δ)
=
1
δ
+
1
2πi
∫
〈0,δ
dZ
eZ
3/3+r1Z2−s1Z
Z(Z − δ) =
1
δ
−Rδ.
(6.5.41)
The function Rδ is analytic in δ ∈ R. Using these two identities as well as
(1−PK)−1 = 1+ (1−PK)−1PK, we can rearrange the inner product as
follows:
1
δ
− 〈(1− PK)−1Pfr1 , gr1〉 = 1δ − 〈(1−PK)−1P1 + (1− PK)−1Pf ∗, gr1〉
=
1
δ
− 〈P1+ (1−PK)−1(PKP1 + Pf ∗), gr1〉
=
1
δ
− 〈Ps11, gr1〉 −
〈
(P − Ps1)1+ (1− PK)−1(PKP1 + Pf ∗), gr1
〉
= Rδ −
〈
(1−PK)−1 (Pf ∗ + PKPs11 + (P − Ps1)1) , gr1
〉
(6.5.42)
Since gr1 is evidently analytic in δ ∈ R, we are left to show convergence of
the scalar product.
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All involved functions are locally bounded, so to establish convergence
it is enough to investigate their asymptotic behaviour. gr1 may grow ex-
ponentially at arbitrary high rate, depending on r1 and δ, for both large
positive and large negative arguments. We therefore need superexponential
bounds on the function:
(1− PK)−1 (Pf ∗ + PKPs11+ (P − Ps1)1) . (6.5.43)
For this purpose we first need an expansion of the operator P:
P =
n∑
k=1
P¯s1Vr1,r2 . . . P¯sk−1Vrk−1,rkPskVrk,r1. (6.5.44)
Notice that all operators Psi, P¯si and Vri,rj map superexponentially de-
caying functions onto superexponentially decaying functions. Moreover Psi
and P¯si generate superexponential decay for large negative resp. positive
arguments.
The function f ∗ decays superexponentially for large arguments but may
grow exponentially for small ones. Since every part of the sum contains one
projection Psk , Pf ∗ decays superexponentially on both sides.
Examining (P − Ps1)1, notice that the k = 1 contribution in (6.5.44) is
equal to Ps1, which is cancelled out here. All other contributions contain
both P¯s1 and Psk , which ensure superexponential decay.
Using the usual asymptotic bound on the Airy function, we see that the
operator K maps any function in its domain onto one which is decreasing
superexponentially for large arguments. By previous arguments, functions
in the image of PK decay on both sides, in particular PKPs11.
Now, in order to establish the finiteness of the scalar product, decompose
the inverse operator as (1−PK)−1 = 1+PK(1−PK)−1. The contribution
coming from the identity has just been settled. As inverse of a bounded
operator, (1 − PK)−1 is also bounded. Because of the rapid decay, the
functions Pf ∗, PKPs11 and (P − Ps1)1 are certainly in L2(R) and thus
mapped onto L2(R) by this operator. Finally, the image of an L2(R)-
function under the operator PK is decaying superexponentially on both
sides.
The expression (6.5.42) is thus an analytic function in δ in the domain
R. Setting δ = 0 returns the value of Gm(~r, ~s). Combining these results
with (6.5.39) finishes the proposition.
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Chapter 7
More general initial conditions
and their asymptotics
Besides the three basic initial conditions analyzed in the previous two chap-
ters, a further class of natural initial measures is obtained by first restricting
the basic measures to a half-space and then joining pairwise. They all sat-
isfy an asymptotic theorem, where the limit process is given by a crossover
Airy process, which interpolates between two of the processes Airy2, Airy1
and Airystat. All the results can be further generalized to bounded modifi-
cations of the discussed initial conditions, as well as to asymptotics along
space-like paths instead of just at a fixed time.
7.1 Half-Periodic initial conditions
Let ~ζ half-flat ∈ RZ>0 be the vector defined by ζhalf-flatn = n. The determinantal
structure for this case has already been obtained as a byproduct of the full
periodic case. We can thus directly state the kernel, in its alternative form
as mentioned in Remark 4.3 [51]. Notice again that the direction of space
is reversed in our convention.
Proposition 7.1 (Proposition 4.2 of [51]). Let {xn(t), n ≥ 1} be the sys-
tem of one-sided reflected Brownian motions satisfying the initial condition
~x(0) = ~ζ half-flat. Then for any finite subset S of Z>0, it holds
P
( ⋂
n∈S
{xn(t) ≤ an}
)
= det(1− χaKhalf-flatχa)L2(S×R), (7.1.1)
where χa(n, ξ) = 1ξ>an. The kernel Khalf-flat is given by
Khalf-flat(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1n2>n1 +K1(n1, ξ1;n2, ξ2), (7.1.2)
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with
φn1,n2(ξ1, ξ2) =
(ξ2 − ξ1)n2−n1−1
(n2 − n1 − 1)! 1ξ1≤ξ2
K1(n1, ξ1;n2, ξ2) = 1
(2πi)2
∫
iR−1
dw
∮
Γ0
dz
etw
2/2+ξ1w
etz2/2+ξ2z
(−w)n1
(−z)n2
(1 + z)ez
wew − zez ,
(7.1.3)
where Γ0 is chosen in such a way that |zez| < |wew| holds always.
The law of large numbers now depends on the region we examine:
lim
t→∞
xα2t(t)
t
=
{
2α, for 0 ≤ α ≤ 1
1 + α2, for α > 1.
(7.1.4)
Notice that the first case is the same scaling as for the packed initial con-
dition and the second case is the scaling for the full periodic case. This
analogy carries over to the behaviour of the fluctuations around the macro-
scopic position. For 0 < α < 1 they are of order t1/3 and given by the Airy2
process, while for α > 1 they are of the same order and given by the Airy1
process. These limits are not proven here, instead we focus on the more
interesting transition regions. The transition at α = 0 is simple, as for any
finite n, xn(t) is a bounded modification of the system with packed initial
condition. By Lemma 7.11 this bounded modification stays bounded and
is therefore irrelevant on the scale
√
t. This implies that limt→∞ xn(t)/
√
t
behaves as the top line of a n-particle Dyson’s Brownian motion.
At the transition point α = 1 we find a new process that interpolates
between A2 and A1 and is therefore called the Airy2→1 process, A2→1:
Theorem 7.2. With {xn(t), n ≥ 1} being the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ~ζ half-flat, define the rescaled
process
r 7→ Xhalf-flatt (r) = t−1/3
(
x⌊t+2rt2/3⌋(t)− 2t− 2rt2/3
)
. (7.1.5)
In the sense of finite-dimensional distributions,
lim
t→∞
Xhalf-flatt (r)
d
= A2→1(r). (7.1.6)
Proof. With
ni = t+ 2t
2/3ri
ξi = 2t+ 2t
2/3ri + t
1/3si,
(7.1.7)
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define a rescaled and conjugated kernel by
Kreschalf-flat(r1, s1; r2, s2) = t1/3eξ1−ξ2Khalf-flat(n1, ξ1;n2, ξ2). (7.1.8)
Once the Propositions 7.3 and 7.4 are established, the result follows in the
same way as in the proof of Theorem 6.3.
Proposition 7.3. Consider any r1, r2 in a bounded set and fixed L. Then,
the kernel converges as
lim
t→∞
Kreschalf-flat(r1, s1; r2, s2) = KA2→1(r1, s1; r2, s2) (7.1.9)
uniformly for (s1, s2) ∈ [−L, L]2.
Proof. The proof is conceptually similar to the case of packed initial con-
ditions. However, some new issues arise, mainly due to the double contour
integral. The convergence of φ is clear from previous cases so we jump
directly to the main part of the kernel. Defining functions as
f3(z) = −(z2 − 1)/2− 2(z + 1)− ln(−z)
f2(z, r) = −2r(z + 1 + ln(−z))
f1(z, s) = −s(z + 1),
(7.1.10)
we can write G(z, r, s) = tf3(z) + t
2/3f2(z, r) + t
1/3f1(z, s), leading to
Kresc1 (r1, s1; r2, s2) =
t1/3
(2πi)2
∫
iR−1
dw
∮
Γ0
dz eG(z,r2,s2)−G(w,r1,s1)
(1 + z)ez
wew − zez .
(7.1.11)
The contour of the variable w is already a steep descent curve for the
leading order function −f3(w):
dRe (−f3(−1 + iu))
du
= Re
(
(iu)2
1 + iu
i
)
=
−u3
1 + u2
, (7.1.12)
which means that the real part is maximal at w = −1 and strictly decreasing
when moving away from it, quadratically fast for large |w|.
The choice for the contour of z is trickier. Not only do we need a steep
descent curve that comes close to the critical point z = −1, but we also have
to ensure that we are not crossing any poles by deforming it, i.e. respect
the inequality |zez| < |wew|. Let 0 < ω < √2 be a parameter and L0(z)
the principal branch of the Lambert W function defined by the inverse of
the function DL = {a + ib ∈ C, a + b cot(b) > 0 and − π < b < π} → C,
z 7→ zez . Choose
γω(u) = L0
(−(1− ω2/2)e−1+iu) . (7.1.13)
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Figure 7.1: The contours γω (solid line) and γ̂ω (dotted line) for ω = 0
(left picture) and some small positive ω (right picture). The dashed lines
separate the ranges of the principal branch 0 (right) and the branches 1
(top left) and −1 (bottom left) of the Lambert W function.
We have to show that this is actually a simple loop around the ori-
gin. For points in the domain DL of the principal branch of the Lambert
function, we have
sgn Im
(
(a+ ib)ea+ib
)
= sgn(a sin b+ b cos b) = sgn b. (7.1.14)
So the function z 7→ zez preserves the sign of the imaginary part, and
consequently its inverse does the same. γω(u) is thus in the lower half-
plane for 0 < u < π and in the upper one for π < u < 2π and meets
the real line in the two points γω(0) < 0 and γω(π) > 0. The latter two
inequalities follow from the monotonicity of z 7→ zez on [−1,∞).
It immediately follows that for any z ∈ γω,
|zez| = |1− ω2/2|e−1 <
√
1 + u2e−1 = |wew|. (7.1.15)
To see the steep descent property, first notice that L0 satisfies the following
differential identity:
L′0(z) =
L0(z)
z(1 + L0(z))
. (7.1.16)
Combining this formula with f ′3(z) = −(z + 1)2/z and using the shorthand
z(u) = −(1− ω2/2)e−1+iu leads to
dRe (f3(γ
ω(u)))
du
= Re
(
−(γ
ω(u) + 1)2
γω(u)
· γ
ω(u)
z(u)(1 + γω(u))
· z(u) · i
)
= Re (−i(γω(u) + 1)) = Im(γω(u)).
(7.1.17)
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So the real part is strictly decreasing along 0 < u < π, reaches its minimum
at γω(π) and then increases along π < u < 2π back to its maximum at
γω(0) = γω(2π).
By (4.22) in [32] the Lambert W function can be expanded around the
branching point −e−1 as
L0(z) = −1 + p− 1
3
p2 +
11
72
p3 + · · · , (7.1.18)
with p(z) =
√
2(ez + 1). This means that
γω(0) = −1 + ω +O(ω2) (7.1.19)
for small ω.
As both contours are steep descent curves, we can restrict them to a
neighbourhood of their critical point while making an error which is expo-
nentially small in t. We do this by simply intersecting both curves with the
ball B−1(2ω) = {z ∈ C, |z + 1| < 2ω}.
Now we can apply Taylor expansion of the function G as in (5.1.84) and
estimate the error made by omitting the higher order terms in the same
way as in (5.1.85). With z = −1 + Zt−1/3 and w = −1 +Wt−1/3 the term
constant in t converges as
t−1/3(1 + z)ez
wew − zez =
t−2/3ZeZt
−1/3
−1 +W 2t−2/3/2 + 1− Z2t−2/3/2 +O(t−1) →
2Z
W 2 − Z2 .
(7.1.20)
Applying this transformation of variable to the integral results in
Kresc1 (r1, s1; r2, s2) +O(t1/3e−constt) +O(t−1/3)
=
1
(2πi)2
∫ 2ωit1/3
−2ωit1/3
dW
∫
γ˜ωt
dZ
eZ
3/3+r2Z2−s2Z
eW 3/3+r1W 2−s1W
2Z
W 2 − Z2 ,
(7.1.21)
with γ˜ωt = t
1/3(γω ∩ B−1(2ω) + 1). The endpoints of this contour are at
±2ωeiθ, where θ is close to π/4 for ω being small. The limit t → ∞
now extends both contours up to infinity. While t → ∞ we have to keep
deforming γ˜ωt in order for it to not vanish to infinity. This is allowed, since
as long as | arg(Z)| < π/4, we have Re(W 2 − Z2) < 0, i.e. we are not
crossing any poles. We can then change the contours to the generic Airy
contours with the added restriction given in Definition 4.9 to arrive at the
final result:
lim
t→∞
Kresc1 (r1, s1; r2, s2) =
1
(2πi)2
∫
γW
dW
∫
γZ
dZ
eZ
3/3+r2Z2−s2Z
eW 3/3+r1W 2−s1W
2Z
W 2 − Z2
(7.1.22)
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Proposition 7.4. For fixed r1, r2, L there exists t0 > 0 such that the esti-
mate
|Kreschalf-flat(r1, s1; r2, s2)| ≤ const · e−s1 (7.1.23)
holds for any t > t0 and s1, s2 > 0.
Proof. Presumably we could show exponential decay in s2, too, but the
analysis would be even more involved, and the single-sided decay is enough
for proving the convergence of the Fredholm determinant.
We start with another representation of the kernel, which can be found
in (4.38), [51] combined with (4.51) therein. Defining a new contour
γ̂ω = {L⌊u⌋(−(1− ω2/2)e2πiu−1), u ∈ R \ [0, 1)} (7.1.24)
this representation is given by
Kresc1 (r1, s1; r2, s2) = Kresc1(a)(r1, s1; r2, s2) +Kresc1(b)(r1, s1; r2, s2), (7.1.25)
with
Kresc1(a)(r1, s1; r2, s2) =
t1/3
(2πi)2
∫
γ̂ω
dw
∮
γ0
dz eG(z,r2,s2)e−G(w,r1,s1)
(1 + z)ez
wew − zez
Kresc1(b)(r1, s1; r2, s2) =
t1/3
2πi
∫
γ̂0
dw
etw
2/2+(w+1)ξ1(−w)n1
etϕ(w)2/2+(ϕ(w)+1)ξ2(−ϕ(w))n2 ,
(7.1.26)
where ϕ(w) = L0(we
w). For a visualization of γ̂ω see Figure 7.1 and proven
results about its pathway can be found in Lemma A.1 [51]. Notice that now
we have |zez| = e−1 > |wew| for any ω > 0.
By Corollary 5.2 and Proposition 5.3 [51] Kresc1(b) is bounded by a constant
times e−(s1+s2) under the scaling
ni = −t + 25/3ri
ξi = 2
5/3ri + (2t)
1/3.
(7.1.27)
Noticing ϕ(w)eϕ(w) = wew we see that the kernel is invariant under simul-
taneous shifts ni → ni+k, ξi → ξi+k. Using k = 2t we recover our scaling
up to constant factors, which are irrelevant for our purposes.
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We are thus left to show boundedness of K1(a):
|Kresc1(a)(r1, s1; r2, s2)|
≤ sup
w∈γ̂ω,z∈γ0
∣∣∣∣ ezwew − zez
∣∣∣∣ ∮
γ0
dz
∣∣eG(z,r2,s2)(1 + z)∣∣
× t
1/3
(2π)2
∫
γ̂ω
dw
∣∣e−G(w,r1,s1)∣∣
≤ e−G(w0,r1,s1) sup
w∈γ̂ω,z∈γ0
∣∣∣∣ t−2/3ezwew − zez
∣∣∣∣ t2/32π
∮
γ0
dz
∣∣eG(z,r2,s2)(1 + z)∣∣
× t
1/3
2π
∫
γ̂ω
dw
∣∣e−G(w,r1,s1)+G(w0,r1,s1)∣∣ .
(7.1.28)
The point w0 is defined by
w0 = γ̂
ω(0) = −1− ω +O(ω2), (7.1.29)
and ω is chosen specifically as ω := min{t−1/3√s2, ε} for some small positive
ε chosen in the following.
We can estimate the factor eG(w0,r1,s1) as in the proof of Lemma 5.13,
see (5.1.97) and the preceding arguments:
e−G(w0,r1,s1) ≤ e− 12ωt1/3s1 ≤ cLe−s1 . (7.1.30)
Noticing |zez| = e−1 and |wew| = |1−ω2/2|e−1 the remaining prefactor can
be estimated as
sup
w∈γ̂ω,z∈γ0
∣∣∣∣ t−2/3ezwew − zez
∣∣∣∣ ≤ const · 1ω2t2/3 (7.1.31)
by choosing ε small enough. This can be bounded, as for any fixed ε, ωt1/3
is large by choosing t0 and L large.
It remains to show that the two integral expressions converge, starting
with the z integral. First notice that by s2 ≥ 0, and Re(z) ≥ −1, we
have |eG(z,r2,s2)| ≤ |eG(z,r2,0)|, avoiding the problem of large s2. Now we
can apply standard steep descent analysis, i.e. restrict the contour to a δ
neighbourhood of the critical point −1, Taylor expand the integrand and
estimate the error term as in (5.1.85). The analogue of (5.1.87) becomes
t2/3
2π
∫
γ0δ
|dz| |eG˜(z)(1 + z)| = t
2/3
2π
∫
γ0δ+1
|dω| |etω3/3+t2/3rω2ω|
≤ 1
2π
∫ −epii/4∞
epii/4∞
|dZ| |eZ3/3+rZ2Z| <∞
(7.1.32)
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Similarly the inequalities Re(w−w0) < 0 and s1 ≥ 0 allow us to simply
set s1 = 0 in the w integral. The differential identity (7.1.16) holds for any
branch of the Lambert function, so (7.1.17) can be derived analogously for
γ̂ω(u) = L⌊u⌋(−(1 − ω2/2)e2πiu−1), u ∈ R \ [0, 1):
dRe (−f3(γ(u)))
du
= −Im(γ(u)). (7.1.33)
γ̂ω is thus a steep descent curve for the leading order term and the rate of
decline along the path is even quadratic in |w|, allowing us to restrict the
contour to a small neighbourhood of w0. The path γ̂
ω is close to vertical in
a neighbourhood of w0, thus we can proceed as in the proof of Lemma 5.13
from here on.
7.2 Half-Poisson initial conditions
In this section we will study the initial condition given by a Poisson process
on the positive half-line and no particles on the negative one. Let therefore
be {Expn, n ∈ Z≥0} be i.i.d. random variables with exponential distribu-
tion with parameter 1. For a parameter λ > 0 define the initial condition
~x(0) = ~ζ half-stat(λ) by
ζhalf-stat0 = λ
−1 Exp0,
ζhalf-statn − ζhalf-statn−1 = λ−1 Expn, for n ≥ 1.
(7.2.1)
As before, a variation of ζ0 introduces only a bounded modification of the
initial condition and is thus irrelevant in the scaling limit as long as it stays
bounded almost surely. We chose it in this way to keep the determinantal
structure simple.
Notice that if we let ρ→ 0 in the initial condition ~ζ stat(λ, ρ) all particles
with negative label vanish to −∞ and can consequently be ignored. So
~ζ half-stat(λ) is simply ~ζ stat(λ, 0) shifted by ζhalf-stat0 . This means that we can
obtain the determinantal structure as a corollary of Proposition 6.2. Strictly
speaking, ~ζ half-stat(λ) equals ~ζ stat(λ, 0) under the modified measure P+. This
means the shift argument, i.e. Step 2 of the proof of Proposition 6.2, is not
necessary and we obtain the determinantal formula by simply specifying
(6.2.31) to ρ = 0:
Proposition 7.5. Let {xn(t), n ∈ Z≥0} be the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ζhalf-stat(λ) for any λ > 0.
For any finite subset S of Z≥0, it holds
P
( ⋂
n∈S
{xn(t) ≤ an}
)
= det(1− χaKhalf-statχa)L2(S×R), (7.2.2)
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where χa(n, ξ) = 1ξ>an. The kernel Khalf-stat is given by
Khalf-stat(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1n2>n1 +K0(n1, ξ1;n2, ξ2)
+ λf (n1, ξ1)g0(n2, ξ2).
(7.2.3)
where
φn1,n2(ξ1, ξ2) =
(ξ2 − ξ1)n2−n1−1
(n2 − n1 − 1)! 1ξ1≤ξ2 , for 0 ≤ n1 < n2,
K0(n1, ξ1;n2, ξ2) = 1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w
etz2/2+ξ2z
(−w)n1
(−z)n2
1
w − z ,
f (n1, ξ1) =
1
2πi
∫
iR−ε
dw
etw
2/2+ξ1w(−w)n1
w + λ
,
g0(n2, ξ2) =
−1
2πi
∮
Γ0
dz e−tz
2/2−ξ2z(−z)−n2−1,
(7.2.4)
for any fixed 0 < ε < λ.
We assume λ = 1 from now on. It is clear that the initial macroscopic
shape in this case is the same as in the half periodic case. We thus have
again the law of large numbers,
lim
t→∞
xα2t(t)
t
=
{
2α, for 0 ≤ α ≤ 1
1 + α2, for α > 1.
(7.2.5)
The fluctuations in the case 0 < α < 1 are of order t1/3 and given by
the Airy2 process, while for α > 1 they are now governed by the Airystat
process. For finite n, xn(t) fluctuates on the scale
√
t according to Dyson’s
Brownian motion. At the interesting transition point α = 1, however, the
Airy2→BM process will appear:
Theorem 7.6. With {xn(t), n ∈ Z≥0} being the system of one-sided re-
flected Brownian motions with initial condition ~x(0) = ζhalf-stat(1), define
the rescaled process
r 7→ Xhalf-statt (r) = t−1/3
(
x⌊t+2rt2/3⌋(t)− 2t− 2rt2/3
)
. (7.2.6)
In the sense of finite-dimensional distributions,
lim
t→∞
Xhalf-statt (r)
d
= A2→BM(r)− r2. (7.2.7)
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Proof of Theorem 7.6. With
ni = t+ 2t
2/3ri
ξi = 2t+ 2t
2/3ri + t
1/3si,
(7.2.8)
define the rescaled kernel
Kreschalf-stat(r1, s1; r2, s2) = t1/3eξ1−ξ2Khalf-stat(n1, ξ1;n2, ξ2). (7.2.9)
It decomposes into
Kreschalf-stat(r1, s1; r2, s2) = −φrescr1,r2(s1, s2)1r1<r2 +Kresc0 (r1, s1; r2, s2)
+ f resc(r1, s1)g
resc
0 (r2, s2),
(7.2.10)
by
f resc(r1, s1) = e
−t/2+ξ1f (n1, ξ1)
g resc0 (r2, s2) = e
t/2−ξ2t1/3g0(n2, ξ2).
(7.2.11)
We can apply the proof of Theorem 6.3 once we have shown compact
convergence as well as uniform boundedness of the kernel. The former
means that for any r1, r2 in a bounded set and fixed L, the kernel converges
as
lim
t→∞
Kreschalf-stat(r1, s1; r2, s2) =
e
2
3
r32+r2s2
e
2
3
r31+r1s1
KA2→BM(r1, s1 + r
2
1, ; r2, s2 + r
2
2)
(7.2.12)
uniformly for (s1, s2) ∈ [−L, L]2.
The first two parts of (7.2.10) are simply Krescpacked, so we can apply
Proposition 5.7 to them. In the proof of Proposition 6.6 it is shown that
f resc(r1, s1) converges compactly to fr1(s1). Finally,
g resc0 (r2, s2) = −βt(r + t−2/3/2, s− t−1/3), (7.2.13)
allows applying Lemma 5.12. Putting this together, we have that as t→∞,
the kernel Kreschalf-stat converges compactly to
KA2(r1, s1; r2, s2)
+
(
1− e− 23 r31−r1s1
∫ ∞
0
dxAi(r21 + s1 + x)e
−r1x
)
Ai(r22 + s2)e
2
3
r32+r2s2,
(7.2.14)
which is the right hand side of (7.2.12).
Since we can apply Proposition 5.10 and Proposition 5.9 on the first
two parts of the rescaled kernel, the only bound we have to show is the
following:
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For fixed r1, r2, L there exists t0 > 0 such that the estimate∣∣f resc(r1, s1)g resc0 (r2, s2)∣∣ ≤ const · e−s2 (7.2.15)
holds for any t > t0 and s1, s2 > 0.
This can be seen by:∣∣∣f resc(r1, s1)g resc0 (r2, s2)∣∣∣
=
∣∣∣∣1− ∫ ∞
0
dxαt(r1, s1 + x)
∣∣∣∣ ∣∣βt(r2 + t−2/3/2, s2 − t−1/3)∣∣
≤
(
1 +
∫ ∞
0
dx e−(s1+x)
)
e−s2+t
−1/3 ≤ const · e−s2,
(7.2.16)
which finishes the proof.
7.3 Poisson-Periodic initial conditions
The remaining mixed initial condition consists of equally spaced particles
on the positive half-axis and a Poisson process on the negative one. Let
therefore be {Expn, n ∈ Z≤1} be i.i.d. random variables with exponential
distribution with parameter 1. For a parameter ρ > 0 define the initial
condition ~x(0) = ~ζ stat-flat(ρ) by
ζ stat-flatn = n, for n ≥ 1
ζ stat-flatn − ζhalf-statn−1 = ρ−1 Expn, for n ≤ 1.
(7.3.1)
By the stationarity property, we know that x1(t) = 1 + B˜(t) + ρt for a
Brownian motion B˜(t) that is independent of Bn(t), n ≥ 2. We can there-
fore restrict our analysis to a half-infinite system, which is in fact the same
system as in the half-periodic setting except for the drift of the first particle
x1(t).
Proposition 7.7. Let {xn(t), n ∈ Z} be the system of one-sided reflected
Brownian motions with initial condition ~x(0) = ~ζ stat-flat(ρ), ρ > 0. Then for
any finite subset S of Z>0, it holds
P
( ⋂
n∈S
{xn(t) ≤ an}
)
= det(1− χaKstat-flatχa)L2(S×R), (7.3.2)
where χa(n, ξ) = 1ξ>an. The kernel Kstat-flat is given by
Kstat-flat(n1, ξ1;n2, ξ2)
= Khalf-flat(n1, ξ1;n2, ξ2) + Ψn1n1−1(ξ1)
(
Φ̂n2(1)(ξ2) + Φ̂
n2
(2)(ξ2)
)
,
(7.3.3)
102
7.3. Poisson-Periodic initial conditions
with Khalf-flat as in (7.1.2) and
Ψnn−1(ξ) =
1
2πi
∫
iR−ε
dw etw
2/2+w(ξ−1)(−w)n−1
Φ̂n(1)(ξ) =
(−1)n
2πi
∮
Γ0
dz
e−tz
2/2−z(ξ−1)
zn
ρ(1 + z)
ρ+ zeρ+z
,
Φ̂n(2)(ξ) = ρ
1−ne−tρ
2/2+ρ(ξ−1).
(7.3.4)
Proof of Proposition 7.7. Applying Proposition 5.3 with parameters µ1 =
ρ, µk = 0 for 2 ≤ k ≤ N gives
P
(
~x(t) ∈ d~ξ
)
= eρ(ξ1−1)−tρ
2/2 det
1≤k,l≤N
[Fk−l(ξN+1−l − ζN+1−k, t)], (7.3.5)
where
Fk(ξ, t) =
1
2πi
∫
iR+1
dw etw
2/2+ξwwk. (7.3.6)
Using repeatedly the identity
Fk(ξ, t) =
∫ ξ
−∞
dxFk+1(x, t), (7.3.7)
relabeling ξk1 := ξk, and introducing new variables ξ
k
l for 2 ≤ l ≤ k ≤ N ,
we can write
det
1≤k,l≤N
[
Fk−l(ξ
N+1−l
1 − ζN−1+k, t)
]
=
∫
D′
det
1≤k,l≤N
[
Fk−1(ξNl − ζN−1+k, t)
] ∏
2≤l≤k≤N
dξkl ,
(7.3.8)
where D′ = {ξkl ∈ R, 2 ≤ l ≤ k ≤ N |xkl ≤ xk−1l−1 }. Using the antisymmetry
of the determinant and encoding the constraint on the integration variables
into indicator functions, we obtain that the measure (7.3.5) is a marginal
of
const · eρξ11
N∏
n=2
det
1≤i,j≤n
[
1ξn−1i ≤ξnj
]
det
1≤k,l≤N
[
Fk−1(ξNl − ζN−1+k, t)
]
= const ·
N∏
n=1
det
1≤i,j≤n
[
φn(ξ
n−1
i , ξ
n
j )
]
det
1≤k,l≤N
[
Fk−1(ξ
N
l − ζN−1+k, t)
] (7.3.9)
with
φ˜n(x, y) = 1x≤y, for n ≥ 2
φ˜1(x, y) = e
ρy,
(7.3.10)
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and using the convention that ξn−1n ≤ y always holds.
The measure (7.3.9) has the appropriate form for applying Lemma 3.5.
The composition of the φ˜ functions can be evaluated explicitly as
φ˜0,n(x, y) = (φ˜1 ∗ · · · ∗ φ˜n)(x, y) = ρ1−neρy, for n ≥ 1,
φ˜m,n(x, y) = (φ˜m+1 ∗ · · · ∗ φ˜n)(x, y) = (y − x)
n−m−1
(n−m− 1)! 1x≤y, for n > m ≥ 1.
(7.3.11)
Define
Ψnn−k(ξ) :=
(−1)n−k
2πi
∫
iR−ε
dw etw
2/2+w(ξ−k)wn−k, (7.3.12)
for n, k ≥ 1 and some ε > 0. In the case n ≥ k the integrand has no poles,
which implies Ψnn−k(ξ) = (−1)n−kFn−k(ξ − ζk), now understood specifically
with ζk = ζ
stat-flat
k = k. Reversing the order of the index k one sees that the
second determinant in (7.3.9) is equal to detk,l
[
ΨNN−k(ξ
N
l )
]
. The straight-
forward recursion
(φ˜n ∗Ψnn−k)(ξ) = Ψn−1n−1−k(ξ) (7.3.13)
eventually leads to condition (3.3.3) being satisfied. A basis for the space
Vn is given by
{eρx, xn−2, xn−3, . . . , x, 1}. (7.3.14)
Choose functions Φnn−k as follows
Φnn−k(ξ) =
{
Φ˜nn−k(ξ) 2 ≤ k ≤ n,
Φ˜nn−1(ξ) + Φ̂
n
(1)(ξ) + Φ̂
n
(2)(ξ) k = 1,
(7.3.15)
where
Φ˜nn−k(ξ) =
(−1)n−k
2πi
∮
Γ0
dz
e−tz
2/2−z(ξ−k)
zn−k+1
(1 + z),
Φ̂n(1)(ξ) =
(−1)n
2πi
∮
Γ0
dz
e−tz
2/2−z(ξ−1)
zn
ρ(1 + z)
ρ+ zeρ+z
,
Φ̂n(2)(ξ) = ρ
1−ne−tρ
2/2+ρ(ξ−1).
(7.3.16)
The functions Φ˜nn−k are polynomials of order n − k by elementary residue
calculating rules. Φ˜nn−1 + Φ̂
n
(1) is in fact a polynomial of order n − 2, since
the poles of order n in each integrand cancel each other out exactly. So the
functions (7.3.15) indeed generate Vn. To show the orthogonality (3.3.5),
we decompose the scalar product as follows:∫
R−
dξΨnn−k(ξ)Φ˜
n
n−ℓ(ξ) +
∫
R+
dξΨnn−k(ξ)Φ˜
n
n−ℓ(ξ). (7.3.17)
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Since n − k ≥ 0 we are free to choose the sign of ε as necessary. For the
first term, we choose ε < 0 and the path Γ0 close enough to zero, such that
always Re(w − z) > 0. Then, we can take the integral over ξ inside and
obtain∫
R−
dξΨnn−k(ξ)Φ˜
n
n−ℓ(ξ) =
(−1)k−l
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2wn−ke−wk(1 + z)
etz2/2zn−ℓ+1e−zℓ(w − z) .
(7.3.18)
For the second term, we choose ε > 0 to obtain Re(w − z) < 0. Then again,
we can take the integral over ξ inside and arrive at the same expression up
to a minus sign. The net result of (7.3.17) is a residue at w = z, which is
given by
(−1)k−l
2πi
∮
Γ0
dz (zez)ℓ−k
1 + z
z
=
(−1)k−l
2πi
∮
Γ0
dZ Zℓ−k−1 = δk,ℓ, (7.3.19)
where we made the change of variables Z = zez . In the same way we get∫
R
dξΨnn−k(ξ)Φ̂
n
(1)(ξ) =
(−1)k
2πi
∮
Γ0
dz (zez)1−k
ρ(1 + z)
(ρ+ zeρ+z)z
=
1
2πi
∮
Γ0
dZ (−Z)−k 1
(1 + Zeρ/ρ)
=
1
2πi
∮
Γ0
dZ (−Z)−k
∑
i≥0
(
−Z e
ρ
ρ
)i
= − (ρe−ρ)1−k .
(7.3.20)
Regarding the scalar product with Φ̂n(2), choose ε < ρ for the integral over
R− and ε > ρ for the one over R+. We are left with the following:∫
R
dξΨnn−k(ξ)Φ̂
n
(2)(ξ) =
(−1)n−kρ1−n
2πi
∮
Γ−ρ
dw et(w
2−ρ2)/2−wk−ρwn−k
1
w + ρ
=
(
ρe−ρ
)1−k
,
(7.3.21)
which cancels out (7.3.20), eventually proving the orthogonality relation〈
Ψnn−k(ξ),Φ
n
n−l(ξ)
〉
= δk,l.
Furthermore, both φn(ξ
n−1
n , x) and Φ
n
0 (ξ) are constants, so the kernel
has a simple form (3.3.6):
Kstat-flat(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1n2>n1 +
n2∑
k=1
Ψn1n1−k(ξ1)Φ
n2
n2−k(ξ2).
(7.3.22)
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Note that we are free to extend the summation over k up to infinity,
since the integral expression for Φnn−k(ξ) vanishes for k > n anyway. Taking
the sum inside the integrals we can write∑
k≥1
Ψn1n1−k(ξ1)Φ˜
n2
n2−k(ξ2)
=
1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w(−w)n1
etz2/2+ξ2z(−z)n2
z + 1
z
∑
k≥1
(zez)k
(wew)k
.
(7.3.23)
By choosing contours such that |z| < |w|, we can use the formula for a
geometric series, resulting in
(7.3.23) =
1
(2πi)2
∫
iR−ε
dw
∮
Γ0
dz
etw
2/2+ξ1w(−w)n1
etz2/2+ξ2z(−z)n2
(z + 1)ez
wew − zez
= K1(n1, ξ1;n2, ξ2).
(7.3.24)
Note also that we required n1 > 0, in which case the definition of the
function φ is equal to the one in (7.1.3), allowing us to combine these
equations to (7.3.3).
The asymptotic behaviour of the Poisson-periodic initial condition de-
pends substantially on the parameter ρ. For ρ > 1 we have a shock moving
in positive direction, where the macroscopic particle density changes dis-
continuously. In the case 0 < ρ < 1 there is a region of linearly increasing
density between the two plateaus of density ρ and 1, and at the right edge
of this region we have again the Airy2→1 process. We will not focus more on
these two cases and refer the reader to [24] where these results are derived
for TASEP.
Instead we will study the case ρ = 1, that where the last of the crossover
Airy processes appears. There is a constant macroscopic density of 1, which
also results in the particles having an average speed of 1. The law of large
numbers therefore looks like this:
lim
t→∞
xαt(t)
t
= 1 + α. (7.3.25)
The behaviour of the fluctuations is not clear immediately. One thing that
follows directly from the Poisson case, is that for α ≤ 0 we have fluctuations
of order t1/3 described by Astat, if we normalize along the characteristic
direction, i.e. consider the position relative to x(α−1)t(0) (otherwise it is just
Gaussian fluctuations on a t1/2 scale). It is also to be expected, that for large
α, the periodic initial condition will dominate, leading to t1/3 fluctuations
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given by A1. As it turns out, there is again a single transition point, and it
is α = 1. The limit process is Astat for α < 1, A1 for α > 1, and a transition
process ABM→1 for α = 1. We will prove the limit only in the transition
case.
Theorem 7.8. With {xn(t), n ∈ Z} being the system of one-sided re-
flected Brownian motions with initial condition ~x(0) = ~ζ stat-flat(1), define
the rescaled process
r 7→ Xstat-flatt (r) = t−1/3
(
x⌊t+2rt2/3⌋(t)− 2t− 2rt2/3
)
. (7.3.26)
In the sense of finite-dimensional distributions,
lim
t→∞
Xstat-flatt (r)
d
= ABM→1(r)− r2. (7.3.27)
Proof. With
ni = t+ 2t
2/3ri
ξi = 2t+ 2t
2/3ri + t
1/3si,
(7.3.28)
define the rescaled kernel
Krescstat-flat(r1, s1; r2, s2) = t1/3eξ1−ξ2Kstat-flat(n1, ξ1;n2, ξ2). (7.3.29)
Once the Propositions 7.9 and 7.10 are established, the result follows in
the same way as in the proof of Theorem 6.3.
Proposition 7.9. Consider any r1, r2 in a bounded set and fixed L. Then,
the kernel converges as
lim
t→∞
Krescstat-flat(r1, s1; r2, s2) = KABM→1(r1, s1; r2, s2) (7.3.30)
uniformly for (s1, s2) ∈ [−L, L]2.
Proof. We can apply Proposition 7.3 to the Kreschalf-flat part of the kernel and
are left with studying the additional part of (7.3.3) given as a product.
We attach a factor e−t/2−1 to Ψ and its inverse to both Φ̂(1) and Φ̂(2).
Now,
t1/3eξ1−t/2−1Ψn1n1−1(ξ1) =
t1/3
2πi
∫
iR−ε
dw et(w
2−1)/2+(w+1)(ξ1−1)(−w)n1−1
= αt(r1 − t−2/3/2, s1)
(7.3.31)
107
7.3. Poisson-Periodic initial conditions
which converges to e−
2
3
r31−r1s1Ai(r21 + s1) uniformly for s1, r1 in a compact
set.
The function Φ̂(2) satisfies
e−ξ2+t/2+1Φ̂n(2)(ξ1) = 1. (7.3.32)
We are thus left to prove the limit of Φ̂(1). Recognize that
e−ξ2+t/2+1Φ̂n(1)(ξ1) =
t1/3
2πi
∮
Γ0
dz e−t(z
2−1)/2−(ξ2−1)(z+1)(−z)−n2 (1 + z)t
−1/3
1 + ze1+z
(7.3.33)
is precisely βt(r2, s2 − t−1/3) up to the fraction appearing in the integrand.
We can thus carry over the proof of Lemma 5.12 almost completely. Up
to (5.1.87) the generalization is straightforward, and the analogue of this
equation becomes:
t1/3
2πi
∫
Γ˜δ
dz eG˜(z)
(1 + z)t−1/3
1 + ze1+z
=
t1/3
2πi
∫
Γ˜δ+1
dω etω
3/3+t2/3rω2−t1/3sω 2
ωt1/3
(1 +O(ω))
=
1 +O(δ)
2πi
∫ −eθiδt1/3
eθiδt1/3, right of 0
dZ eZ
3/3+rZ2−sZ 2
Z
,
(7.3.34)
where Γ˜ is a small deformation of Γ such that it passes the real line to
the right of −1. Letting t → ∞ and δ → 0 we express the 1/Z term as
an integral and recognize the contour integral representation of the Airy
function to arrive at the desired limit
− 2e 23 r32+r2s2
∫ ∞
0
dxAi(r22 + s2 + x)e
r2x. (7.3.35)
Proposition 7.10. For fixed r1, r2, L there exists t0 > 0 such that the
estimate
|Krescstat-flat(r1, s1; r2, s2)| ≤ const · e−s1 (7.3.36)
holds for any t > t0 and s1, s2 > 0.
Proof. The bound on the first part of the kernel is already established by
Proposition 7.4. We decompose the product as in the proof of the pointwise
convergence:
|t1/3eξ1−t/2−1Ψn1n1−1(ξ1)| = |αt(r1 − t−2/3/2, s1)| ≤ cLe−s1, (7.3.37)
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as shown in Lemma 5.13. Recalling (7.3.32), we are finished if we show that
Φ̂(1) has a s2-independent upper bound.
Start by
|e−ξ2+t/2+1Φ̂n(1)(ξ1)| ≤
t1/3
2π
∮
Γ˜
|dz| eReG(z,r2,s2)
∣∣∣∣(1 + z)t−1/31 + ze1+z
∣∣∣∣ . (7.3.38)
We can now use eRe(−t
1/3s2(z+1)) ≤ 1 since s2 ≥ 0 and z stays to the right
of −1. Continuing with the steep descent analysis as in the proof of the
convergence we arrive at the absolute value analogue of equation (7.3.34),
|e−ξ2+t/2+1Φ̂n(1)(ξ1)| ≤ const
∫ −eθi∞
eθi∞, right of 0
|dZ| eRe(Z3/3+rZ2)
∣∣∣∣ 2Z
∣∣∣∣ , (7.3.39)
which is finite.
7.4 Attractiveness and a more general class
of initial data
We can relax the strict assumptions on the initial conditions by recognizing
that our model shows attractiveness. A stochastic particle system is called
attractive, if for two distinct initial configurations evolving under the same
noise their order is preserved.
Proposition 7.11. Let us consider two admissible initial conditions, de-
noted by ~a ∈ RZ, ~b ∈ RZ. Under the same noise they evolve to xam(t) and
xbm(t). If there is M > 0 such that |am − bm| ≤M for all m ∈ Z, then also∣∣xam(t)− xbm(t)∣∣ ≤M ∀m ∈ Z, t > 0. (7.4.1)
The same property holds for the standard coupling of the TASEP, as
explained in Section 2.1 of [23].
As an immediate consequence, the limit result of Theorem 5.15 holds for
bounded modifications of the initial condition ~x(0) = ~ζ flat, since an error
of size M vanishes under the t1/3 scaling. For example, one could choose a
unit cell of length 1 and take an arbitrary initial condition with the only
restriction that there are ℓ particles in each cell. Then the convergence to
the Airy1 process holds.
Furthermore, this Proposition allows us to choose ζ0 = 0 in Theorem 6.1
instead of considering the true Poisson case, since ζ0 gives rise to a global
shift, that is bounded with probability 1.
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Proof of Proposition 7.11. By definition,
xam(t) = −max
k≤m
{
Yk,m(t)− ak
}
,
(7.4.2)
xbm(t) = −max
k≤m
{
Yk,m(t)− bk
}
.
Since the inequality
Yk,m(t)− ak ≤ Yk,m(t)− bk +M (7.4.3)
holds for each k, the maximum can be taken on each side, resulting in
max
k≤m
{
Yk,m(t)− ak
} ≤ max
k≤m
{
Yk,m(t)− bk
}
+M,
(7.4.4)
xam(t) ≥ xbm(t)−M.
Correspondingly, one has xbm(t) ≥ xam(t)−M .
7.5 Asymptotics along space-like paths and
slow decorrelations
The rescaled process at fixed time is not the only one in which the Airy
limit processes appears. It is also the case for the joint distributions of
the positions of a tagged Brownian motion at different times, which means
correlations along the t direction. This is the content of Theorem 7.12
below. It is a consequence of a phenomenon shared by many models in the
KPZ universality class, which is called slow decorrelations [36, 44]. This
means that in the time-like direction the correlation length is not of order
t2/3 but t, as proven in Proposition 7.14. Thus instead of evaluating the
distribution along points with fixed t only, we can shift the points in the
time-like direction up to some tν with ν < 1, and still keep the same limit
result. These statistics on space-like paths are proven in Theorem 7.13.
Theorem 7.12. For each one of the initial conditions
~ζ∗ ∈ {~ζpacked, ~ζflat, ~ζ stat, ~ζ half-flat, ~ζ half-stat, ~ζ stat-flat}, (7.5.1)
define a rescaled process
X˜∗t ∈ {X˜packedt , X˜flatt , X˜statt , X˜half-flatt , X˜half-statt , X˜stat-flatt } (7.5.2)
by
τ 7→ X˜∗t (τ) := t−1/3
(
x⌊t⌋(t+ 2τt2/3)− 2t− 2τt2/3
)
, (7.5.3)
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where the process ~x(t) on the right hand side is subject to ~x(0) = ~ζ∗.
In the large time limit,
lim
t→∞
X˜packedt (τ) = A2(τ),
lim
t→∞
X˜flatt (τ) = 2
1/3A1(2−2/3τ),
lim
t→∞
X˜statt (τ) = Astat(τ),
lim
t→∞
X˜half-flatt (τ) = A2→1(τ),
lim
t→∞
X˜half-statt (τ) = A2→BM(τ),
lim
t→∞
X˜stat-flatt (τ) = ABM→1(τ),
(7.5.4)
hold in the sense of finite-dimensional distributions.
Theorem 7.12 is a corollary of the following result on space-like paths:
Theorem 7.13. Let ~x(t) be the system of one-sided reflected Brownian
motions subject to some initial condition ~x(0) = ~ζ. Let us fix a ν ∈ [0, 1),
choose any θ1, . . . , θm ∈ [−tν , tν ], r1, . . . , rm ∈ R and define the rescaled
random variables
X̂t(rk, θk) := t
−1/3 (x[t+2rkt2/3+θk](t + θk)− 2t− 2θk − 2rkt2/3) . (7.5.5)
Let s1, . . . , sm ∈ R and X̂t satisfy the limit
lim
t→∞
P
(
m⋂
k=1
{
X̂t(rk, 0) ≤ sk
})
= P
(
m⋂
k=1
{A∗(rk) ≤ sk}
)
, (7.5.6)
for some process A∗(r) whose joint distribution function is continuous.
Then it holds
lim
t→∞
P
(
m⋂
k=1
{
X̂t(rk, θk) ≤ sk
})
= P
(
m⋂
k=1
{A∗(rk) ≤ sk}
)
. (7.5.7)
Notice that specifying (7.5.5) to θk = 0 gives exactly the familiar scaling
where all our asymptotic results hold. Thus this theorem is applicable to
all six of the treated initial conditions.
Proof of Theorem 7.12. This follows by taking θk = 2τkt
2/3 and rk = −τk
in Theorem 7.13.
For the proof of Theorem 7.13 we need this slow decorrelation property:
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Proposition 7.14. Let X̂t(r, θ) be defined as in Theorem 7.13 and also
satisfy (7.5.6). For a ν ∈ [0, 1), consider θ ∈ [−tν , tν ] and some r ∈ R.
Then, for any ε > 0,
lim
t→∞
P
(
|X̂t(r, θ)− X̂t(r, 0)| ≥ ε
)
= 0. (7.5.8)
Proof. Without loss of generality we consider θ ≥ 0. For θ < 0 one just
have to denote t˜ = t+ θ so that t˜− θ = t and the proof remains valid with
t replaced by t˜. Recall that by definition we have
xm(t) = max
k≤m
{Yk,m(t) + ζk}. (7.5.9)
First we need an inequality, namely
xn+θ(t+ θ) = max
k≤n+θ
{ζk + Yk,n+θ(t + θ)} ≥ max
k≤n
{ζk + Yk,n+θ(t+ θ)}
= max
k≤n
{ζk + sup
0≤sk≤...≤sn+θ=t+θ
n+θ∑
i=k
(Bi(si)−Bi(si−1))}
≥ max
k≤n
{ζk + sup
0≤sk≤...≤sn+θ=t+θ
with sn=t
n+θ∑
i=k
(Bi(si)− Bi(si−1))}
= xn(t) + Yn+1,n+θ(t, t + θ),
(7.5.10)
with
Yn+1,n+θ(t, t+ θ) = sup
t≤sn+1≤...≤sn+θ=t+θ
n+θ∑
i=n+1
(Bi(si)− Bi(si−1)). (7.5.11)
Remark that xn(t) and Yn+1,n+θ(t, t + θ) are independent. Specifying this
to n = t+ 2rt2/3, the inequality can be rewritten as
X̂t(r, θ) ≥ X̂t(r, 0) + χ(t), (7.5.12)
where
χ(t) =
Yn+1,n+θ(t, t+ θ)− 2θ
t1/3
d
=
Y1,θ(θ)− 2θ
t1/3
. (7.5.13)
From Theorem 5.2 we know that (t/θ)1/3χ(t) converges to a Tracy-Widom
distributed random variable, which means that χ(t) itself converges to 0 in
distribution. By (7.5.6), we have
X̂t(r, 0)
D
=⇒ A∗(r), (7.5.14)
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and also
X̂t(r, θ)
D
=⇒ A∗(r), (7.5.15)
which follows from X̂t(r, θ) = X̂t+θ(r +O(tν−1)), 0).
Since both sides of (7.5.12) converge in distribution toA∗(r), by Lemma 4.1
of [15] (reported below) we have X̂t(r, θ)−X̂t(r, 0)−χ(t)→ 0 in probability
as t→∞. As χ(t)→ 0 in probability, too, the proof is finished.
Lemma 7.15 (Lemma 4.1 of [15]). Consider two sequences of random vari-
ables {Xn} and {X˜n} such that for each n, Xn and X˜n are defined on the
same probability space Ωn. If Xn ≥ X˜n and Xn ⇒ D as well as X˜n ⇒ D
then Xn − X˜n converges to zero in probability. Conversely if X˜n ⇒ D and
Xn − X˜n converges to zero in probability then Xn ⇒ D as well.
Finally we come to the proof of Theorem 7.13.
Proof of Theorem 7.13. Let us define the random variables
Ξk := X̂t(rk, θk)− X̂t(rk, 0). (7.5.16)
such that
P
( m⋂
k=1
{X̂t(rk, θk) ≤ sk}
)
= P
( m⋂
k=1
{X̂t(rk, 0) + Ξk ≤ sk}
)
. (7.5.17)
The slow decorrelation result (Proposition 7.14) implies Ξk → 0 in prob-
ability as t → ∞. Introducing ε > 0 we can use inclusion-exclusion to
decompose
(7.5.17) = P
( m⋂
k=1
{X̂t(rk, 0) + Ξk ≤ sk} ∩ {|Ξk| ≤ ε}
)
+
∑
j
P (Rj) .
(7.5.18)
The sum on the right hand side is finite and eachRj satisfies Rj ⊂ {|Ξk| > ε}
for at least one k, implying limt→∞P(Rj) = 0. Using (7.5.6) leads to
lim sup
t→∞
P
( m⋂
k=1
{X̂t(rk, θk) ≤ sk}
)
≤ P
( m⋂
k=1
{A∗(rk) ≤ sk + ε}
)
,
lim inf
t→∞
P
( m⋂
k=1
{X̂t(rk, θk) ≤ sk}
)
≥ P
( m⋂
k=1
{A∗(rk) ≤ sk − ε}
)
.
(7.5.19)
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Finally, the continuity assumption allows us to take the limit ε→ 0 and
obtain
lim
t→∞
P
( m⋂
k=1
{X̂t(rk, θk) ≤ sk}
)
= P
( m⋂
k=1
{A∗(rk) ≤ sk}
)
. (7.5.20)
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