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Quantum criticality has been invoked as being
essential to the understanding of a wide range
of exotic electronic behavior, including heavy
Fermion and unconventional superconductivity,
but conclusive evidence of quantum critical fluc-
tuations has been elusive in many materials of
current interest. An expected characteristic fea-
ture of quantum criticality is power law behavior
of thermodynamic quantities as a function of a
non-thermal tuning parameter close to the quan-
tum critical point (QCP). In the present work,
we observe power law behavior of the critical
temperature of the coupled nematic/structural
phase transition as a function of uniaxial stress
in a representative family of Fe-based supercon-
ductors. Our measurements provide direct evi-
dence of quantum critical nematic fluctuations in
this material. Furthermore, these quantum criti-
cal fluctuations are not confined within a narrow
regime around the QCP, but extend over a wide
range of temperatures and tuning parameters.
Long range electronic nematic order (defined as elec-
tronic order that only breaks point group symmetries) is
a ubiquitous feature of iron-based superconductors (see
for example references [1, 2] and references therein). For
cuprate superconductors, mounting evidence points to-
wards a generic in-plane electronic anisotropy for under-
doped compositions, implying the presence of at least a
nematic component to an electronic ordered state, and
possibly even a vestigial nematic state (see for example
references [3, 4] and references therein). From a theoreti-
cal perspective, several lines of reasoning suggest that ne-
matic fluctuations can provide a pairing interaction [5–7],
and hence suggest that the presence of nematic order in
the phase diagrams of these high temperature supercon-
ductors may not be coincidental. In particular, nematic
fluctuations enhance superconductivity in any symme-
try channel [8], and hence could be a key element for
increasing the critical temperature even when the domi-
nant pairing interaction arises from spin fluctuations. A
key open question is whether quantum critical nematic
fluctuations are present, and if so over how much of the
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phase diagram. The present work directly addresses this
latter question for a representative family of Fe-based
superconductors, revealing the presence of quantum crit-
ical nematic fluctuations via power law variation of the
critical temperature of the nematic phase transition with
respect to a non-thermal tuning parameter.
Direct evidence for a quantum critical regime in the
Fe-based superconductors has been limited thus far. A
divergence of the effective mass in BaFe2(As1−xPx)2 has
been inferred from penetration depth, quantum oscil-
lation, heat capacity, and resistivity measurements [9–
13], strongly suggesting the presence of a quantum crit-
ical point. These measurements cannot, however, estab-
lish the character of the fluctuating order, in particu-
lar whether it is nematic or magnetic. Measurements
of the doping and temperature dependence of the ne-
matic susceptibility for a wide variety of Fe-based super-
conductors, obtained via elastoresistivity [14, 15], elastic
constant measurements [16], Raman scattering [17–19],
and nuclear magnetic resonance [20], reveal the pres-
ence of strong nematic fluctuations and thus are strongly
suggestive of the presence of a nematic quantum crit-
ical point beneath the superconducting ’dome’ in all of
these materials. Recent elastoresistivity measurements in
Ba(Fe1−xCox)2As2 for a fine comb of overdoped compo-
sitions approaching the critical doping (xc) are consistent
with a power law divergence of the nematic susceptibil-
ity with respect to (x− xc), but the temperature depen-
dence is not currently understood in detail, and hence the
regime over which quantum critical fluctuations extends
is unknown [21]. Significantly, attempts to observe power
law behavior in thermodynamic quantities as a response
to a non-thermal tuning parameter upon approaching the
putative quantum critical point face daunting challenges.
These challenges are associated either with difficulties
in accurately determining the magnitude of the tuning
parameters as the material is tuned infinitesimally close
to the putative quantum critical point (this is the case
for chemical substitution) or in obtaining sufficient fine-
tuning of the tuning parameter in that regime (which
can be the case for hydrostatic pressure, another common
tuning parameter). Here we bypass these difficulties by
using symmetric strain (A1g ) and orthogonal antisym-
metric strain (B1g ) induced by in-plane uniaxial stress as
essentially-continuously-variable tuning parameters. By
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FIG. 1. Consequences of uniaxial stress along [100] (A) Deformation caused by the uniaxial stress applied along [100]
direction can be expressed as the combination of the symmetry preserving strain A1g , and orthogonal antisymmetric strain
B1g . The ratio of these strain components depends on the elastic moduli of the material. Note that orthogonal antisymmetric
B1g strain is defined as B1g = (xx − yy)/2, while symmetry preserving A1g strain, in this scenario, is a combination
of the in-plane A1g,1 = (xx − yy)/2, and out of plane A1g,2 = zz. (B) The variation of coupled nematic/structural phase
transition temperature as a function of the measured strain along [100], xx for a representative sample with cobalt concentration
x = 4.8%± 0.2%. The leftmost graph (purple) shows the (linear + quadratic) variation caused by uniaxial stress. The center
graph (blue) shows the linear contribution from A1g strain, and the rightmost graph (red) shows the quadratic contribution
from B1g strain. (C) Schematic showing TS − A1g − B1g phase diagram. The experimental path lies along the straight line
between A1g and B1g axes. The effects of these two tuning parameters are generally uncorrelated. However, in the presence
of strong quantum critical fluctuations, both coefficients are related to the zero strain transition temperature as 1/T
1/θ
0 .
doing so, we are able to show for underdoped compo-
sitions of the representative Fe-based superconductors
Ba(Fe1−xCox)2As2 that a single power law governs the
variation rate of the critical temperature of the coupled
nematic/structural phase transition (TS) with respect to
both of these symmetry-inequivalent tuning parameters.
This provides the first direct evidence of quantum crit-
ical power law behavior in this representative material.
Moreover, the technique we demonstrate establishes a
novel framework to observe quantum criticality in other
materials in this class and beyond.
Strain induced by external stresses only breaks point
symmetries, and consequently has a special role to play
in the study of electronic nematicity. In recent years,
considerable progress has been made exploiting the fact
that strain with the same symmetry as the nematic or-
der acts as an effective conjugate field due to the bilinear
coupling between the strain and the nematic order pa-
rameter (see for example references [14, 22, 23]). Here,
we explore how strains of different symmetries couple to
Ising nematic order and determine the shape of the phase
boundary in temperature-strain space. These ideas are
not specific to nematicity (since they do not rely on bi-
linear coupling) and could be applied to an even wider
set of strain tuned phase transitions.
The representative materials, Ba(Fe1−xCox)2As2, be-
long to the D4h point group and undergo a phase tran-
sition to an electronic nematic state with B2g symmetry.
Due to the coupling between the electronic and lattice
degrees of freedom, the phase is also characterized by a
spontaneous B2g strain, B2g ≡ xy. We consider the
effects of strains belonging to two other irreducible rep-
resentations of the point group, namely the symmetry
preserving strain A1g , and the orthogonal antisymmet-
ric strain B1g (Fig.1A center and right panels). Here
A1g is a combination of in-plane (A1g,1 ≡ (xx + yy)/2)
and out-of-plane (A1g,2 ≡ zz) symmetric strains, and
B1g is defined as B1g ≡ (xx− yy)/2 (see Appendix B).
Note here that the coordinates are defined in the two-
iron unit cell, i.e. xx and xy are the deformation along
Fe-As bond and Fe-Fe bond, corresponding to [100] and
[110] crystallographic directions respectively. The tuning
effect of A1g and B1g strains are different, as has been
shown previously [24]. In the small strain regime (which
applies to this work), A1g strain tunes the critical tem-
perature TS linearly to leading order. The orthogonal
antisymmetric strain B1g , however, can vary the criti-
cal temperature TS only quadratically to leading order;
linear variation with respect to B1g is prohibited by sym-
metry [25]. Hence, up to quadratic order, the variation
of the critical temperature TS in the presence of A1g and
B1g strains is
TS(A1g , B1g ) = T0 + aA1g + a
′2A1g + b
2
B1g (1)
where T0 ≡ TS(0, 0) is the free standing critical tem-
perature, and a, a′ and b are the rate of variation of the
critical temperature due to A1g and 
2
B1g
respectively. Of
particular relevance to the present work, measurements
performed under hydrostatic pressure conditions reveal
that the coefficient a′ is negligibly small for all compo-
3sitions studied (see Appendix B). Hence, the tuning ef-
fect of A1g and B1g can be unambiguously disentangled,
even in the presence of both symmetry strains. Since A1g
and B1g strains belong to different irreducible representa-
tions, the coefficients a and b are ordinarily anticipated to
be completely independent - i.e. unrelated by any sym-
metry operations. As we will demonstrate below, this
is no longer the case in the presence of strong quantum
critical fluctuations.
Uniaxial stress was applied to Ba(Fe1−xCox)2As2 sin-
gle crystals using a commercially available strain cell
(CS100, Razorbill Instrument) and varied in-situ in an
almost continuous fashion. Bar-shaped single crystalline
samples (with typical dimensions of 2000× 500× 35µm,
cut along [100] direction) are glued onto two mounting
plates, that can be pushed/pulled by varying the volt-
age to sets of lead-zirconium-titanate (PZT) piezoelectric
stacks (see Appendix A). The strain cell is designed to
compensate for thermal expansion of the PZT [26], and
since the differential thermal expansion of the cell body
and the sample is negligible, the strain is almost perfectly
temperature independent at a fixed voltage [24]. Strain
along the [100] crystallographic direction, xx, can be in-
ferred from the change in the mounting plate separation
by measuring the change in capacitance of the capacitive
sensor inside the cell body using a capacitance bridge
by Andeen-Hagerling (AH2550A). Through finite element
simulation, the strain relaxation through the glue can be
estimated, and the strain experienced by the sample is
found to be approximately 70% of the measured strain
[24]. The strains A1g and B1g are related to xx via the
elastic moduli cijkl of the samples. It can be shown (see
Appendix B) that a variation in cijkl within the com-
position and temperature range investigated here has no
effect on the conclusions of this work. The critical tem-
perature TS is determined using AC elastoresistivity [27]
outlined in Appendix A, as well as in some cases AC
elastocaloric effect described in detail elsewhere [28].
Fig.1A illustrates schematically how the deformation
due to [100] uniaxial stress can be expressed as a linear
combination of the symmetric and antisymmetric strains,
A1g and B1g . Using the fact that A1g and B1g are both
linearly proportional to xx (see Appendix B) , and that
the coefficient a′ is vanishingly small, the variation of TS
due to [100] uniaxial stress is
TS(xx) = T0 + αxx + β
2
xx, (2)
where α = dTS/dxx ∝ ∂TS/∂A1g and β = 1/2 ×
d2TS/d
2
xx ∝ ∂2TS/∂2B1g . Fig.1B shows representative
data for a sample with composition x = 4.8% ± 0.2%
revealing the linear and quadratic behavior.
Further investigation of the coefficients α and β within
the doping series of Ba(Fe1−xCox)2As2 reveals a striking
result. Fig.2A shows the normalized coefficients α/T0
and β/T0 as a function of cobalt concentration x. Both
normalized coefficients grow monotonically and appear to
diverge as the cobalt concentration approaches the crit-
ical doping, xc. Here, xc is defined in the absence of
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FIG. 2. Power law divergence of dTS/dxx and
d2Ts/d
2
xx as a function of cobalt concentration x in
Ba(Fe1−xCox)2As2. (A) The linear coefficient of the vari-
ation of TS caused by symmetric (A1g) strain, and (B) the
quadratic coefficient caused by antisymmetric (B1g) strain,
each case normalized by the zero strain critical temperature
T0. The insets illustrate the strain irreducible representa-
tions. Both the linear and the quadratic coefficient diverge
as the cobalt concentration approaches the critical doping of
xc ∼ 6.7% (vertical dashed line). (c) The same normalized
coefficients as a function of zero-strain critical temperature
T0 shown in a log-log scale. The linear behavior seen in this
plot at low temperatures indicates similar power law behavior
for both symmetry channels. The slope of the linear regimes
is equal to the inverse critical exponent 1/θ, which is found
to be 1/θ = 1.75± 0.2 and 1/θ = 1.87± 0.7 for A1g and B1g
strain respectively. Remarkably these values agree within a
standard deviation. Note that extracting statistically signif-
icant quadratic coefficients requires data extending to rela-
tively large strains. For two experiments (two extra data
points in the blue traces), this strain regime could not be
reached before the mechanical failure of the sample, thus only
the linear coefficients are shown.
superconductivity (see Fig.4B), and was recently mea-
sured to be xc ∼ 6.7±0.2% using high magnetic fields to
suppress the superconducting phase [21].
In what follows we argue that a power law describing
the divergence of α/T0 and β/T0 is a hallmark for quan-
tum critical fluctuations. We start from the ansatz:
TS ∼ (gC − g)θ, (3)
which suggests that within a regime dominated by quan-
tum critical fluctuations, the finite temperature phase
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FIG. 3. Scaling collapse of non-thermal tuning parameters. The scaling collapse described in Eq.(5) is illustrated in
(A) where T
1/θ
S is plotted versus δ. The best fit value θ = 0.52± 0.02 is extracted using the method explained in Appendix C.
Symbols represent samples with differing dopings. The data is expected to collapse onto a single line in the quantum critical
regime which is observed for samples within a range of Co concentrations between x = 4.8% and 6.2%. This regime is magnified
in the plot in panel (B) which shows a remarkable collapse over almost a decade of δ.
transition is governed by a power law of a single (rele-
vant) non-thermal tuning parameter, g [29]. Here, gC is
the value of g at the QCP, and θ is the critical exponent
governing the phase boundary in the immediate vicinity
of the QCP [30]. In the context of this work, g can be
varied by varying either A1g or 
2
B1g
[31], and we reiter-
ate that these are distinct tuning parameters belonging
to orthogonal symmetry channels.
Taylor expanding Eq.(3) in a small strain region
around zero strain, and substituting gC ∼ T 1/θ0 , we ar-
rive at a simple expression for the leading order effect
of the tuning parameter g on TS in the quantum critical
regime:
TS
T0
= 1− Cθ
T
1/θ
0
g +O(g2), (4)
where C is a constant. Substituting A1g or 
2
B1g
for g
gives α/T0 ∼ −T−1/θ0 and β/T0 ∼ −T−1/θ0 respectively.
This is the power law that governs the morphology of
the strain-tuned phase diagram in the presence of quan-
tum critical fluctuations. Notice in particular that in the
quantum critical regime, the same power law governs the
behavior of both symmetry channels, even though these
two strains belong to distinct irreducible representations
of the point group (Fig.1C). Notice also how the compo-
sition x does not enter into Eq.(4). All that is needed
is a measurement of T0 and of the rate of suppression of
TS with respect to A1g and 
2
B1g
. If the material is in
the quantum critical regime, tuned by x, then these two
coefficients will follow the same power law behavior.
The distinct advantages of this perspective lies in (i)
the fine tunability of xx, allowing for the accurate deter-
mination of dTS/dxx and d
2TS/d
2
xx; (ii) the simultane-
ous determination of the effect of two tuning parameters
(symmetric and antisymmetric strains) within one single
experiment; (iii) the circumvention of the large uncer-
tainties in determining the chemical composition - i.e.
the determination of the chemical composition is unnec-
essary; and (iv) our approach completely bypasses the
need to determine the critical value of the tuning pa-
rameter gC (with respect to composition or strain), be-
cause the analysis investigates the variation of TS with
respect to the tuning parameter in the limit of small
strains (this is especially useful in the present context
due to the presence of the superconducting dome, but
more generally it eliminates all errors one would ordinar-
ily incur due to considering decades of variation in the
quantity δ = g−gC when both g and gC suffer from large
uncertainty).
The power law behavior in α/T0 and β/T0 is visual-
ized best as a log-log plot, for which a straight line with
a slope of 1/θ is expected for both coefficients. This is
precisely what is observed as is shown in Fig.2B. As the
zero-strain critical temperature (T0) decreases (tuned by
composition, x), there is an apparent tendency for the
strain-coefficients towards a linear behavior in the log-log
plot, indicated by the dashed lines. The cross-over regime
appears at a similar value of T0 for both α/T0 and β/T0.
Moreover, the slopes of the best-fits which represent the
inverse critical exponents appear to be similar in both
cases, with the value 1/θ = 1.75 ± 0.2 for α/T0 , and
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FIG. 4. Quantum criticality in Ba(Fe1−xCox)2As2
phase diagram. (A) The normalized linear α/T0 (left axis)
and quadratic coefficients β/T0 (right axis), scaled with the
expected zero-strain critical temperature dependent T
−1/θ
0 .
These quantities are expected to be constant in the quantum
critical regime, which spans the higher dopings, as suggested
by the guide dotted line. The green shading represent the ra-
tio of these scaled coefficients with their saturated value. (B)
The phase diagram of Ba(Fe1−xCox)2As2 [32]. Power law be-
havior is observed for materials with a cobalt concentration
between x = 4.8% ± 0.2% all the way to x = 6.2% ± 0.2%,
above which TS is unobservable due to the presence of super-
conductivity. This power law behavior signifies the presence
of strong nematic fluctuation of quantum origin due to the
presence of the nematic QCP at xc. Note that the dotted
lines in (B) denotes the phase transition lines which presum-
ably backbend inside the superconducting state [33].
1/θ = 1.87 ± 0.7 for β/T0, agreeing within experimen-
tal error. Averaging the two exponents obtained from
the temperature dependence of the linear and quadratic
coefficients, we obtain θ = 0.56± 0.07.
Equivalently, this can also be illustrated by a scaling
collapse with respect to the non-thermal tuning param-
eters. As a function of the 3 tuning parameters, x, A1g
and B1g , the critical temperature TS varies as
TS(x, A1g , B1g ) = δ
θ
= [T0(x)
1/θ +A1A1g +A2
2
B1g ]
θ (5)
in the quantum critical regime. Here T0(x) ≡ TS(x, 0, 0),
A1 and A2 are constants. With appropriate fit values
of A1, A2, and θ, the data points should collapse into a
single line inside the quantum critical regime. This is ex-
hibited in Fig.3 where a linear relationship of δ and T
1/θ
S
can be seen in strain-tuned samples with TS ranging from
∼25K up to ∼ 70K. Using this method, θ = 0.52 ± 0.02
provides the best collapse, agreeing with the value ob-
tained from the power law analysis (for more details, see
Appendix C). This value of θ implies that the x deriva-
tive of TS diverges as x approaches xc, which is consistent
with the shape of the phase diagram (Fig.4B). Presum-
ably this value of θ relates to universal exponents of a
universality class appropriate for metallic Ising nematic
systems with disorder, and as such provides a test for fu-
ture theoretical treatments. We note in passing that the
measured value is equal to the mean field value (θ = 0.5)
within experimental error, a value which has been pre-
dicted based on perturbative renormalization of the tun-
ing parameter. [29, 34].
Ideally, power law behavior is established over decades
of a tuning parameter. In the present case, however, the
presence of superconductivity at Tc,max ∼ 25K limits
the accessible parameter range (chemical doping/T0) for
our investigation. Nevertheless, the observation of such
closely similar behavior for the two fully-independent
tuning parameters A1g and B1g , and the scaling col-
lapse shown in Fig.3, provide compelling evidence that
the apparent power law behavior is driven by critical fluc-
tuations.
The power law variation of α/T0 ∼ −1/T 1/θ and
β/T0 ∼ −1/T 1/θ implies that the normalized quantities,
T 1/θ×α/T0 and T 1/θ×β/T0, should be constant so long
as the material is in the quantum critical regime. This
behavior is verified in Fig.4A, which shows the variation
of the normalized quantities as a function of composition,
x. This figure makes clear two very important points.
Firstly, the composition x does not need to be accurately
determined to deduce that the material is in the quantum
critical regime - it is sufficient solely that the normal-
ized quantities have constant values; the absolute value
of the x-coordinates in Fig.4A does not matter in reach-
ing this conclusion. Secondly, the regime of power law
exists over a remarkably wide regime of composition and
temperature (gray brackets in Fig.4A and Fig.4B), ex-
tending over the majority of the superconducting dome
for these underdoped compositions. The immediate im-
plications for superconductivity are unknown. However,
these experimental results empirically establish that the
superconductor is not only born out of a metal that hosts
strong nematic fluctuations (as has been previously in-
ferred from a wide variety of measurements [14, 15, 17–
19]), but more specifically is born from a metal that ex-
hibits quantum critical nematic fluctuations. Put an-
other way, for a wide range of compositions in the x− T
plane, the material ’knows’ how far it is from the nematic
QCP tuned by chemical composition, and this approxi-
mately correlates with the range of compositions over
which the material superconducts.
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Appendix A: Experimental methods
1. Straining method
a. Uniaxial stress experiment
The uniaxial stress experiment is carried out in a com-
mercially available strain device ((CS100, Razorbill In-
strument). The device is constructed using 3 piezoelec-
tric stacks (PZT) based on the design by Hicks et al.
[26]. This design enables the full utilization of the PZT’s
expansions - yielding up to 1.5% tensile and compres-
sive strain, which in our case exceeds the yield strength
of the samples. Furthermore, the design compensates
for the thermal expansion of the PZT stacks. The only
other source of any eventual temperature dependence of
strain at a fixed voltage is the difference in thermal ex-
pansion of the sample and the cell body. In this case
it is found that the thermal expansion of titanium and
Ba(Fe1−xCox)2As2 are matched at all temperatures [24].
This means the setup will yield constant strain when
sweeping temperature at fixed voltage.
Samples are glued on top of the lower mounting plates
with Devcon 2-ton epoxy. Cigarette paper can be in-
serted in between to separate the sample from the mount-
ing plates electrically. Top mounting plates are glued to
the samples and are screwed on top of the lower mount-
ing plates separated by washers of fixed thickness to ob-
tain a uniform stress across the sample’s cross section.
Strain is inferred from the measured change in separa-
tion of the mounting plates and the initial separation of
the mounting plates at room temperature. The length
change is measured using a capacitance sensor inside the
strain cell body. The capacitance is sampled using an
Andeen-Hagerling AH2550A capacitance bridge. Finite
element simulation shows that strain is relaxed through
the glue layer and the strain experienced by the sample
is reduced from measured strain by a factor of 0.7± 0.07
[24]. The setup is illustrated in Fig.5
To measure the critical temperature, AC elastoresistiv-
ity [27] (outlined in the next section) is performed using
a standard 4-point contact method. The temperature of
the cell is measured using Cernox CX-150 temperature
sensor attached to the strain device’s body and sampled
using Lakeshore 336. The temperature sweep rate is set
to 0.5K/minute for all measurements yielding a temper-
ature lag of the sample with respect to the cell body of
around 0.1K.
b. Hydrostatic pressure experiment
Hydrostatic pressure experiments were performed us-
ing a Quantum Design HPC-30 Cu-Be based self-
clamping pressure cell. Although this version is no longer
commercially available, information on the very similar
updated version, HPC-33, can be found on the Quantum
Design website. Hydrostatic pressure up to ∼2.5 GPa is
applied using a hydraulic press and Daphne Oil 7373 is
used as a pressure transfer medium. The freezing point
of the Daphne oil is always below room temperature for
pressures less than 2 GPa, which ensures a high degree of
hydrostaticity throughout the pressure range [35]. Pres-
sure measurements were performed by probing the super-
conducting transition temperature of a lead manometer
[36]. In addition, the temperature dependence of the hy-
drostatic pressure within the HPC-30 pressure cell was
determined by calibration measurements using both a
lead and a manganin manometer [37]. Below 100 K the
hydrostatic pressure was found to be almost independent
of temperature.
2. Measuring the critical temperature
a. Resistivity as a probe to measure the critical
temperature, appropriate for hydrostatic pressure experiment.
Since the nematic phase transition behaves like a mean
field second order phase transition, a step-like anomaly
in the heat capacity signal can be observed at the critical
temperature TS [32]. This anomaly can also be measured
through resistivity probe: for a continuous transition into
a magnetically ordered state [38], scattering from critical
degrees of freedom and their energy density are closely
related. It has been shown [27] that this relation is not
limited to continuous magnetic transitions but also holds
for the nematic phase transition in iron pnictides. The
heat capacity anomaly around the nematic phase tran-
sition leaves an imprint in the temperature derivative of
the electrical resistivity. The critical temperature TS is
extracted from a peak in the second derivative of the
electrical resistivity. As illustrated in Fig.6A, step-like
anomalies appear in dρ/dT , which translate to a peak in
d2ρ/dT 2.
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FIG. 5. Strain cell setup. (A) Schematic showing the assembly procedure. The sample is glued on top of bottom mounting
plates and is electrically separated by thin cigarette papers. (B) shows the final arrangement where the top mounting plates
are glued on top of the sample and affixed to the cell by screws to provide uniform strain along the z-direction.
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FIG. 6. Measurement of the critical temperature TS. (A) Resistivity traces and their temperature derivatives for a
prototypical x = 4.8%±0.2% under various hydrostatic pressures. The step like anomalies in dρ/dT found at high temperature
of each trace signify the nematic phase transition. TS is then located at the peak of d
2ρ/dT 2. (B) Side band traces and their
temperature derivatives for a prototypical x = 4.8% ± 0.2% under various uniaxial stresses. The top panel shows the side
band signal which is directly proportional to the elastoresistivity (ER). The nematic phase transition occurs at the step-like
anomalies in the ER traces. TS is thus located at the peaks of d(ER)/dT .
8b. Elastoresistivity as a probe to measure the critical
temperature, appropriate for uniaxial stress experiment.
Elastoresistivity has recently been introduced as a
method [27] to detect features of continuous phase tran-
sitions. Since the accurate detection of TS from elas-
toresistivity is key to this work, below we summarize the
ideas presented in [27].
The resistivity close to a continuous phase transition
is a function of the reduced temperature ρ = ρ(T − TS)
[38], and since applying tuning strain changes the critical
temperature, TS = TS() (see Appendix B), the resistiv-
ity can be expressed as
ρ(T, ) = ρ(T − TS()).
Therefore,
∂
∂t
ρ(T − TS()) = − ∂
∂
ρ(T − TS())× 1/(dTS
d
),
and hence,
∂
∂t
ρ(T, ) ∝ ∂
∂
ρ(T, ).
This implies that measuring the elastoresistivity (i.e.
change in resistivity as a response to strain) is equivalent
to measuring the temperature derivative of the resistivity
and can therefore be used to determine TS .
AC Elastoresistivity
To measure the elastoresistivity, we employ the newly
developed AC elastoresistivity technique outlined in [27],
which allows us to measure this quantity quickly and with
high accuracy.
Slow oscillating strain (∼ 3Hz) is applied on top of DC
offset strain by applying a corresponding voltage signal
to the outer PZT stacks. The resistance of the sample as
a function of time can be expressed as
R(0 + δ(t)) = R(0) +
dR
d
∣∣∣∣
=0
× δ0 sin(ωst).
Here, δ(t) is a small oscillating strain, and ωs is its fre-
quency. AC current of ∼100Hz is passed through the
sample resulting in an AC voltage with slowly varying
amplitude which can be expressed as
V = I(t)R(t) = I0 sin(ωct)×R(0)
+
I0
2
dR
d
∣∣∣∣
=0
δ0 × (cos(ωc − ωs)t− cos(ωc + ωs)t)
where ωc is the carrier frequency and the the last term is
obtained from trigonometry product identity. The quan-
tity dR/d is measured by lock-in detection of the side
band (of either frequency ωc±ωs) using the dual mode of
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FIG. 7. Response of TS to applied hydrostatic pressure
for various compositions of Ba(Fe1−xCox)2As2. The
green circles represent the measured critical temperature TS
as a function of applied hydrostatic pressure P . The black
lines represent the linear fit to the data. It can be seen that
in all compositions, the variation is linear. Thus the quadratic
variation in uniaxial stress experiment (Fig.8) is exclusively
caused by the orthogonal antisymmetric B1g strain.
a Stanford Research SR860 lock-in amplifier. The critical
temperature can then be identified by a step-like anomaly
in this side band signal (Fig.6B).
This technique is particularly useful in uniaxial stress
experiments on samples with higher cobalt concentration.
For these materials, the signature of the phase transition
is smeared by disorder and strain anisotropy, and thus
a superior signal-to-noise ratio of the technique reduces
the uncertainty in TS .
Appendix B: Decomposing the variation of TS due
to tuning strains
In this section, we summarize our previous findings
[24], explaining how the effect of each tuning strain
(A1g,1 , A1g,2 , and B1g ) on TS can be disentangled
through the comparison of uniaxial stress and hydrostatic
pressure experiments.
1. Irreducible representation of strain
When describing an arbitrary deformations caused by
a uniform stress on a crystal, it is useful to express the
strain as a linear combination of irreducible representa-
tions of the crystal. The D4h point group, appropriate
for BaFe2As2 system, comprises of the following 6 irre-
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FIG. 8. Response of TS to applied uniaxial stress along [100] in various cobalt concentrations of
Ba(Fe1−xCox)2As2. (A) The purple circles represent the measured critical temperature TS as a function of the deduced
strain xx. The black lines represent linear + quadratic fits to the data. As the cobalt concentration approaches the critical
doping of xc ∼ 6.7%, both the quadratic and linear coefficients increase. Panel (B) and (C) represent the linear and quadratic
constituents due to A1g and B1g, respectively.
ducible representations: two symmetry preserving strain
- A1g,1 = (xx+yy)/2 and A1g,2 = zz, two C4 rotational
symmetry breaking strain - B1g = (xx − yy)/2 and
B2g = xy, and two vertical shear strain - Eg = (xz, yz)
components.
In this work, we focus on the tuning strain components
- defined as strains that move the critical temperature
the nematic phase transition without smearing the tran-
sition. Symmetry preserving strains, A1g,1 , and A1g,2 ,
and the orthogonal antisymmetric strain, B1g are clas-
sified as tuning strains, while the longitudinal antisym-
metric strain, B2g , is not since it induces nematic order
and smears the thermodynamic signatures of the phase
transition. Further, vertical shear strain is not expected
within our experiments and will be neglected in the dis-
cussion here.
2. Disentangling the quadratic response
The variation of TS due to the tuning strains (A1g,1 ,
A1g,2 , and B1g ) can be written as.
TS(A1g,1 , A1g,2 , B1g ) = T0 +
2∑
i=1
λ(A1g,i)A1g,i
+
2∑
i≤j=1
λ(A1g,i,A1g,j)A1g,iA1g,j + λ(B1g,B1g)
2
B1g + ...
(B1)
where T0 = TS(0, 0, 0) is the free standing (zero strain)
critical temperature, λ(a,b,...) ≡ ∂nTS/∂a∂b, .... The
coefficients λ(B1g) and λ(A1g,i,B1g) are strictly zero due
to symmetry constraints, and hence the corresponding
terms are omitted in the above equation.
In hydrostatic pressure experiment, the magnitude of
each irreducible strain can be calculated from the mea-
sured hydrostatic pressure and is linearly proportional to
the pressure P (i.e. A1g,i ∝ P ). Since hydrostatic pres-
sure cannot induce antisymmetric strain, B1g = 0, one
can write the variation of TS as a function of hydrostatic
pressure P to be:
TS(P ) = T0 +AP +BP
2
Where A is proportional to some combination of
λ(A1g,i) and B is proportional to some combination of
λ(A1g,i,A1g,j).
Fig.7 shows the result from a hydrostatic pressure
experiments. Within the pressure range investigated,
we observe only linear variations of TS as a function
of pressure. This result suggests that all coefficients
λ(A1g,i,A1g,j) are zero. This reduces Eq.(B1) to
TS(A1g,1 , A1g,2 , B1g ) = T0 +
2∑
i=1
λ(A1g,i)A1g,i
+ λ(B1g,B1g)
2
B1g + ...
This attributes the linear variation of TS in uniaxial
stress experiments to the response to symmetry preserv-
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ing strain and the quadratic variation to orthogonal an-
tisymmetric strain as illustrated in Fig.8.
3. Variation in elastic moduli in differing sample
dopings
In the main text, the symmetry preserving strain is
expressed as A1g without decomposing into the in-plane
and out-of-plane components. This A1g is a linear com-
bination of A1g,1 and A1g,2 and the relative magnitude
of the two strain modes depends on the applied uniax-
ial stress, and the elastic moduli of the samples. If the
elastic moduli change, the ratio of A1g,1 and A1g,2 will
change which could in turn alter Eq.(4). Here we will
show that in the range of our experiment, the effect of
changes in the elastic moduli is very small, such that the
power law suggested in the Eq.(4) stays intact.
According to [39], the elastic tensors for x = 3.7% and
x = 6.0% samples are
C3.7% =
 93 11 1111 93 11
11 11 88
GPa,
and
C6.0% =
 112 27 2727 112 27
27 27 84
GPa
respectively. Note here that since C13 cannot be mea-
sured accurately because of the crystal shape, C13 is as-
sumed to be equal to C12 [39] .
The relation between A1g,1 and A1g,2 , and xx is found
to be A1g,1 =
1
2 (1 − ν)xx and A1g,2 = −ν′xx, where
ν and ν′ are in-plane and out-of-plane Poisson’s ratio.
From the elastic tensors, one obtain ν3.7% = 0.11 and
ν′3.7% = 0.27 for x = 3.7% cobalt concentration, and
ν6.0% = 0.18 and ν
′
6.0% = 0.26 for x = 6.0% cobalt
concentration. This change in the Poisson ratios causes
the prefactors −ν′ and 12 (1 − ν) to change by −4%
and −9% from 3.7% to 6.0% cobalt concentration. For
B1g =
1
2 (1 + ν)xx, the change of the prefactor is +6%.
The changes of the Poisson ratios enters in the coeffi-
cients α and β in Eq.(2). However, the coefficients α and
β change by more than 100% from x = 4.8% to x = 5.7%.
Thus the effect of change in elastic moduli is negligible
to wide extent.
Furthermore, these changes are unlikely to contribute
to the power law dependence in temperature. Consider
a power law in case of two tuning parameters
TS = (T
1/θ
0 − a1A1g,1 − a2A1g,2)θ = (T 1/θ0 − Cxx)θ
where a1 and a2 are constants and C =
1
2 (1−ν)a1−ν′a2.
The change in C is at most -9% as shown above. Taylor
expansion to leading order yields Eq.(4):
TS
T0
= 1− Cθ
T
1/θ
0
xx +O(
2
xx), (B2)
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FIG. 9. Theta scan. The plot shows the R-square value
of the least square fit of Eq.(C3) for various θ values ranging
from 0.4−0.65. θ = 0.52±0.02 give the best fit with R-equare
of 0.994.
Since C has absorbed the change in the Poisson ratios,
one would expect it to change as a function of chemical
substitution. Given that there is no critical behavior in
the elastic moduli [39], we assume that C changes slowly
and linearly in doping: C = C0 + k(xc − x) where xc is
the critical doping. Substitution into Eq.(B2) gives
TS
T0
= 1− (C0 + k(xc − x))θ
T
1/θ
0
xx +O(
2
xx)
= 1−
(
C0θ
T
1/θ
0
+D
)
xx +O(
2
xx)
where the last equality comes from the fact that (xc−
x) ∼ T 1/θ. This shows that the slowly varying elastic
moduli do not affect the temperature dependence of the
linear coefficient α/T0. The same result can analogously
also be found for B1g strain.
Appendix C: Scaling collapse of the critical
temperatures
The variation of TS in the quantum critical regime can
be written as
TS(δ) = |δ|θ (C1)
Where δ is the magnitude of the ”relevant” perturbation
which is thus a linear combination of the various tuning
parameters. In the context of our experiment, δ can be
expressed as
δ = A1A1g,1 +A2A1g,2 +A3
2
B1g +A4(x− xc),
where Aj , for j = 1 − 4, are constants. In quantum
critical regime, x−xc ∼ T 1/θ0 and since A1g,1 ,A1g,2 , and
B1g are all proportional to xx, Eq.(C1) reduces to
TS = |δ|θ = (T 1/θ0 + axx + b2xx)θ. (C2)
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FIG. 10. Scaling collapse of critical temperature as a
function of strain. Symbols represent samples with differ-
ing dopings. It can be seen that the data collapse into a single
curve. The quadratic fit described in Eq.(C3) is shown by the
line with the best fit value of θ = 0.52± 0.02.
Note that there the constant A0 vanishes since T0 is
defined as the critical temperature in an absence of strain.
In order to fit to a,b, and θ, we will rearrange Eq.(C2) to
T
1/θ
S − T 1/θ0 = axx + b2xx. (C3)
The best fit value of θ can be obtained from an R-
square analysis of this quadratic fit in the quantum crit-
ical regime. Samples with a doping from 4.8% to 6.2%
exhibit power law behavior of the critical temperature
with θ = 0.56 ± 0.07 (Fig.2). Using this information we
scan θ from 0.4 − 0.6 for these samples. This is shown
in Fig.9 where the best fit value is θ = 0.52 ± 0.02 (the
uncertainty is obtained using Trust-Region optimization
methods). Fig.10 shows the quadratic fit with this value
of θ. All the data from the different samples collapse onto
a single line.
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