Introduction
Geochemical reference materials (GRMs) play a fundamental role for quality control in geochemistry (e.g., Flanagan, 1973; Abbey et al., 1979; Johnson, 1991; Kane, 1991; Gladney et al., 1992; Balaram et al., 1995; Quevauviller et al., 1999; Namiesnik and Zygmunt, 1999; Thompson et al., 2000; Jochum and Nohl, 2008; Marroquín-Guerra et al., 2009; Pandarinath, 2009; Verma, 2012 Verma, , 2016 Jochum et al., 2016; Verma et al., 2016a Verma et al., , 2017a . Therefore, their composition should be precisely and accurately known from the application of statistical procedures to interlaboratory analytical data (e.g., Govindaraju, 1984 Govindaraju, , 1987 Govindaraju, , 1995 Roelandts, 1988, 1990; Verma, 1997 Verma, , 1998 Verma, , 2005 Verma, , 2016 Verma et al., 1998; Velasco-Tapia et al., 2001; Jochum et al., 2016) . Two main types of statistical procedures (robust and outlier-based) are available for this purpose (e.g., Barnett and Lewis, 1994; Abbey, 1996; Verma, 1997 Verma, , 2012 Verma et al., 2014) . Hence, in geochemistry, quality control of the experimental data should be considered a fundamental part of the research activity (e.g., Verma, 2012) .
Unfortunately, it is rather puzzling to see too much spread in the geochemical data on individual GRMs reported by different laboratories (e.g., Gladney and Roelandts, 1990; Govindaraju et al., 1994; Verma et al., 1998; Velasco-Tapia et al., 2001; Villeneuve et al., 2004; Verma and Quiroz-Ruiz, 2008) . This makes it mandatory to develop new statistical methods to achieve the best central tendency (e.g., mean) and dispersion (e.g., total uncertainty or confidence interval of the mean) estimates for GRM compositions. These improved compositional values can be used for instrumental calibrations and thus eventually reduce the interlaboratory differences likely caused by systematic errors from faulty calibrations (e.g., Verma, 2012) . Now, in most scientific and engineering experiments, the data drawn from a continuous scale are most likely normally distributed. Thus, these data may have been mainly derived from normal or Gaussian distribution N(µ,σ), with some observations from a location N(µ+δ,σ)-or scale N(µ,σ×ε)-shifted distribution probably caused by significant systematic errors or due to higher random errors (e.g., Barnett and Lewis, 1994, Chap. 2; Verma, 2012; Verma et al., 2014 Verma et al., , 2016a . Our aim in statistical processing of such experimental data is to estimate the central tendency (µ) and dispersion (σ) parameters of the dominant sample, for which several statistical tests have been proposed to evaluate the discordancy of outlying observations (Barnett and Lewis, 1994, Chap. 6 ) and thus archive a normally distributed censored sample.
The conventional or existing tests (30 variants) can be classified in the following categories (using the nomenclature of Barnett and Lewis, 1994, Chapter 6 , but without distinguishing the upper and lower outlier types for one-sided tests): (i) 6 single-outlier or one-sided tests (Grubbs tests N1, N4k1; Dixon tests N7, N9, N10; and kurtosis test N15); (ii) 3 extreme outlier or two-sided tests (Grubbs N2; Dixon N8; and skewness test N14); (iii) 9 multiple-outlier tests for k = 2-4 (Grubbs N3k2 to N3k4, N4k2 to N4k4; Dixon N11, N12, and N13); and (iv) 12 recursive tests from k = 1-4 (ESD k1 to ESD k4 ; STR k1 to STR k4 ; KUR k1 to KUR k4 ).
New discordancy tests (32 variants: 4 modified Grubbs test variants; 4 robust tests, each with 4 variants; and 3 recursive tests, each with 4 variants; their statistical formulas are presented in Section 2) are proposed in this work to complement the 30 existing test variants.
New precise and accurate critical values had to be first simulated for numerous tests. We compared the performance of all tests (62 variants), which consisted of their performance criterion as well as swamping and masking effects. As a result, this is the first comprehensive study to present accurate quantitative information on the test performance criterion and swamping and masking effects of such a wide variety of tests. No other study (e.g., Barnett and Lewis, 1994, Chap. 6; Hayes and Kinsella, 2003; Daszykowski et al., 2007) has thus far documented such information. Furthermore, the implications of these simulations are clearly documented in the quality of compositional data for BHVO-1.
Thus, our objectives in this study were as follows: (i) propose new robust and recursive discordancy tests; (ii) generate new critical values from Monte Carlo simulations to enable an objective comparison of all tests; (iii) from Monte Carlo simulations, also evaluate all existing and new discordancy tests (test performance, swamping and masking effects); (iv) identify the overall best discordancy tests to propose the new statistical procedure; and (v) illustrate the application of the new procedure to a wellknown GRM (Hawaiian basalt BHVO-1).
New discordancy test statistics
Statistically speaking, we are dealing with a univariate ordered sample of size n x (1) , x (2), x (3), … , x (n-2), x (n-1), x (n) , in which the number of observations to be tested for discordancy is E = 1-4 (upper, lower or extreme observation). The interlaboratory geochemical data for a given element in a GRM determined by a group of analytical methods can be represented by such an array.
In order to keep the paper short, we present more details on the discordancy tests in the 
New critical values for discordancy tests
To use these tests for experimental data, the required critical values were newly simulated from our precise and accurate modified Monte Carlo procedure (Verma et al., 2014) . We used a fast algorithm ziggurat presented by Doornik (2005) , which is an improved, faster version of those of both Marsalia and Brey (1964) and Marsaglia and Tsang (2000) . Their efficiency and accuracy for generating IID N(0,1) were compared by Thomas et al. (2007) , who documented the ziggurat mechanism as being much faster than the polar method.
For 20 sequential test variants (one-sided: N1 mod ; N3 mod_k2 to N3 mod_k4 ; N MAD_k1 to N MAD_k4 ; N Sn_k1 to N Sn_k4 ; N Qn_k1 to N Qn_k4 ; and N σn_k1 to N σn_k4 ) and 24 recursive test variants (two-sided: ESD k1 to ESD k4 ; STR k1 to STR k4 ; KUR k1 to KUR k4 ; SKN k1 to SKN k4 ; FiMo k1 to FiMo k4 ; SiMo k1 to SiMo k4 ), the critical values were generated from 1,000,000 repetitions and 190 independent experiments. Although complete tables for n min (1)100 will be available from the authors for a large number of significance levels, the critical values for selected sample sizes n = 10, 20, 30, 40, 60, and 80, corresponding to a significance level of 0.01 for one-sided and two-sided test variants, are presented in Table 1 . Total simulation uncertainty was taken into account while rounding the critical values for these reports. 
Test characteristics and simulation
For the evaluation of discordancy tests, we used the test performance criterion criterion (π D|C ) proposed by Barnett and Lewis (1994, Chap. 4) , because the criterion of the power of test (Hayes and Kinsella, 2003) is rather similar to the π D|C (Verma et al., 2014) . For a certain number of contaminant observations (E) in a sample, when a test with k > E is applied and it detects k observations as discordant, this power is said to be the swamping effect (π swamp ), because the discordant observation(s) may exert an effect to declare one or more legitimate observations as discordant. Similarly, for a test with k < E, the less discordant observation(s) may render the extreme discordant observation as legitimate. This is called the masking effect (π mask ). Both of these effects are undesirable. Statistically contaminated samples of sizes n = 10, 20, 30, 40, 60, and 80 were constructed from Monte Carlo simulation through two independent streams of N(0, 1). The bulk of the sample was drawn (i.e. n-E observations) from one stream of N(0, 1) and the contaminants (E = 1-4) were taken from a shifted distribution N(0 + δ, 1) from another stream where δ varied from 2 to 10. Our Monte Carlo procedure differs from other applications because the contaminant observations are freshly drawn from a location or scale-shifted distribution. This procedure more likely represents actual experiments. To keep the paper short, we do not report the results of contaminants arising from N(0, 1 x ε) (the slippage of dispersion), which were similar to the slippage of central tendency.
Only the C-type events (according to the nomenclature of Hayes and Kinsella, 2003) when the contaminants occupy the outer positions of the ordered arrays were evaluated from a total of 190 independent experiments. Applying the tests at a lower value of confidence level such as 95% (significance level of 0.05) will not change their relative behavior. Therefore, the results are highly reliable with small simulation uncertainties (not reported in order to keep the journal space to a minimum).
Results and discussion of discordancy tests
The results summarized in Tables S1 to S4 (listed in the supplementary file available from http://tlaloc.ier.unam. mx/udasys2) are subdivided as follows: (i) as a function of δ and (ii) as a function of n. 5.1. E = 1-4 and n = 10-80 as a function of δ = 2-10 For one contaminant E = 1 (Table S1 ), there is no masking effect (π mask = 0). Therefore, only π D|C (Figures 1a-1d ) and π swamp (Figures 2a-2i ) will be reported. E = 1, n = 10 (Table S1 ): For all tests of k = 1, except STR k1 , the π D|C values increase with δ (Figures 1a-1d) (Figure 2c ). The same is true for N3 (Figure 2a) . However, all other tests show much higher values of π swamp (Figures 2a and 2b (Table S1 ): The π D|C values are higher (0.771-0.784 for δ = 5 and 1.000 for δ = 10) for Grubbs tests N1, N1 mod , N2, and N4 and recursive tests ESD k1 , KUR k1 , FiMo k1 , and SiMo k1 . All other tests show lower values of π D|C . The π swamp values are higher than for n = 20. E = 1, n = 40 (Table S1 ): The π D|C values are still higher (0.790-0.807 for δ = 5 and 1.000 for δ = 10) for Grubbs tests N1, N1 mod , N2, and N4 and recursive tests ESD k1 , KUR k1 , FiMo k1 , and SiMo k1 . Robust tests N Qn_k1 and N σn_k1 show slightly lower π D|C (~0.755 for δ = 5 and 1.000 for δ = 10), followed by high order statistics N15 and N14, robust test N Sn_k1 , and Dixon tests N7, N8, N9, and N10. Finally, robust test N MAD_k1 and recursive test STR k1 have the lowest values of π D|C (~0.600 for δ = 5). The π swamp values are similar to those for n = 30. E = 1, n = 60 and 80 (Table S1 ): The π D|C and π swamp values show a similar behavior as for n = 40, except that the values are higher. All tests reach π D|C = 1 for δ = 10. Grubbs tests N1, N1 mod , N2, and N4; recursive tests ESD k1 , KUR k1 , FiMo k1 , and SiMo k1 ; and robust tests N Qn_k1 and N σn_k1 show the highest values (0.800-0.830 for δ = 5 and n = 80). These are followed by N Sn_k1 , N15, N7, N8, N9, N MAD_k1 , N10, STR k1 , SKN k1 , and N14 (0.680-0.779 for δ = 5 and n = 80). Recursive tests show by far the lowest π swamp as compared to all other tests. E = 2, n = 10 (Table S2) (Table S2) : Instead of extending the presentation of the range of values, we would like to simply point out that the π mask , π D|C , and π swamp values are summarized in Table S2 . For a large sample size such as n = 80, the π mask values are low (0.037-0.134 for δ = 5 and ~0.000 for δ = 10) for all k = 1 tests. The exceptions include STR (0.431 for δ = 5 and 0.000 for δ = 10) and Dixon tests N7, N8, N9, and N10, for which they are very high (0.933-0.942 for δ = 5 and 0.996-0.998 for δ = 10). The π D|C values for k = 2 type tests (E = 2) are consistently high for all tests, reaching the highest value of about 1 for δ = 10. For δ = 5, the highest values (0.863-0.982) are for N3, N3 mod , N4, robust tests, and most recursive tests, except SKN and STR and Dixon tests N11, N12, and N13. The π swamp values (k = 4) are high for all one-sided and robust tests (0.704-0.966 for δ = 5 and 1 for δ = 10) but extremely low for all 6 recursive tests (0.025-0.100 for δ = 5 and 0.026-0.105 for δ = 10). The behavior of k = 3 variants is similar although π swamp is somewhat higher for all tests. (Table S3 ) and 4 (Table S4) and n = 10-80: Similarly, instead of commenting on the results in the text, we simply point out that they are generally similar to those for E = 2. More details are provided in Section 5.2. 5.2. E = 1-4 and δ = 2-10 as a function of n = 10-80 For E = 1 (Table S1) , the π D|C values (δ = 5; Figure 3 ) are highest for Grubbs tests N1 and N2 (Figures 1a and 1b) , N1 mod (Figure 1c) , and recursive test ESD k1 , closely followed by recursive tests FiMo k1 , SiMo k1 , and KUR k1 (Figure 1d) . The other tests show lower values of π D|C (Figure 1) . The π D|C values for all tests increase with n ( Figure 1) ; for example, for δ = 5 the π D|C of N1 increases from about 0.475 for n = 10 to 0.830 for n = 80. The π swamp (k = 2-4 tests; Figures 4a-4i) increases with n for all tests. Notable is the fact that all recursive tests (Figures 4c, 4f , and 4i; δ = 5) show extremely low values of π swamp (k = 2: 0.018-0.257 for n = 10 to 0.038-0.091 for n = 80; to k = 4: 0.011-0.012 for n = 10 to 0.017-0.031 for n = 80).
For E = 2 (Table S2) , the π mask evaluated from k = 1 type tests decreases sharply (from the maximum value of 1 to <0.1 for most cases) with increasing n (from 10 to 80; Figure  5 ). For large n = 80, the lowest π mask (0.037 and 0.051) is shown by recursive tests FiMo k1 and SiMo k1 (δ = 5). Still low values (0.055-0.134) are also shown by numerous other tests, except recursive test STR (0.431) and Dixon tests N7, N9, and N10 (0.933-0.942). Nevertheless, the π D|C values of k = 2 type tests were generally high for most tests. For example (δ = 5), for N3, N3 mod , and recursive tests (except STR k2 and SKN k2 ) they increased from about 0.500-0.617 for n = 10 to 0.863-0.983 for n = 80. For n = 10, the π D|C values for a recursive test (STR k2 ; 0.032), 3 Dixon tests (N11, N12, and N13; 0.054-0.274), all 4 robust tests (N MAD_k2 , N Sn_ k2 , N Qn_k2 , and N σn_k2 ; 0.231-0.315), a Grubbs test (N4; 0.433), and a recursive test (SKN k2 ; 0.524) were low, but for n = 80 they increased, respectively, to about 0.818, 0.738-0.782, 0.915-0.973, 0.980, and 0.664. The π swamp (k = 4 type tests; δ = 5) values were generally low for all tests for n = 10 but for n = 80 and one-sided and robust tests they significantly increased to high values of 0.704-0.966. However, for all 6 recursive tests (δ = 5) they were always very low (0.013-0.014 for n = 10 to 0.030-0.100 for n = 80). For k = 3 type tests, these tests showed a similar behavior of π swamp . For E = 3 (Table S3 ), π mask values for both k = 2 and k = 1 variants of tests (δ = 5) are high (0.717-1.000) for n = 10, but they decrease rapidly to small values (k = 2: 0.007-0.187; k = 1: 0.008-0.137) for n = 80. The exceptions are the Dixon tests, for which the π mask values remain high (k = 2: 0.923-0.947; k = 1: 0.984-0.988) even for large n = 80. The π D|C obtained from k = 3 type tests generally increases as a function of n. The π D|C values (δ = 5) are high (0.685-0.892 for n = 10; 0.886-0.998 for n = 80) for tests N3 and 4 recursive tests (except STR k3 and SKN k3 , which show values of 0.000 and 0.737 for n = 10 and change to 0.878 and 0.646 for n = 80). Other tests (N3 mod , N4, and 4 robust tests) show lower values of π D|C for small n = 10 (0.254-0.545) but increase rapidly with n (0.973-0.998 for n = 80). The π swamp for E = 3 can be obtained from k = 4 variants of tests. As for E = 2, the lowest π swamp values are shown by all 6 recursive tests (0.016-0.025 for n = 10; 0.079-0.320 for n = 80). The π swamp values for other tests are also low for small n (0.008-0.416 for n = 10) but very high for large n (0.943-0.998 for n = 80).
For E = 4 (Table S4) , the π mask values for k = 3-1 variants of tests are high (δ = 5; k = 3: 0.528-1.000; k = 2: 0.699-1.000; k = 1: 0.855-1.000; except for N Qn , 0.105-0.598) for n = 10, but decrease rapidly to small values (k = 3: 0.000-0.010; k = 2: 0.001-0.018; k = 1: 0.001-0.270, except for STR and Dixon tests, for which they remain high) for n = 80. The π D|C obtained from k = 4 type tests generally increases as a function of n. For small n, Grubbs type test N3 mod shows lower values of π D|C than the original Grubbs test N3 (0.839 versus 0.999 for n = 10); however, for large n they are similar (both 1.000 for n = 80). Other tests (N4 and robust tests N MAD_k4 , N Sn_k4 , and N σn_k4 ) show lower values of π D|C for small n = 10 (0.432-0.678) but these increase rapidly with n (0.991-1.000 for n = 80). The remaining robust test, N σn_k4 , shows high values of π D|C for all n (0.967-0.999). For π swamp , we should apply k = 5 or higher version tests.
We may now point out that π mask will not be a problem if all tests of single-to multiple-outlier types are applied programmed as the "default process" in UDASYS (Verma et al., 2013a) . In fact, the best method will be to apply all recursive tests that have the lowest π swamp and highest π D|C . The π mask will automatically be minimized by the recursive method because the highest k versions are first applied, with successively lower k versions up to k = 1. In fact, if k = 1 is applied before the recursive highest k versions, the swamping effect π swamp will be further minimized.
Application to the GRM Hawaiian Basalt BHVO-1
Material for BHVO-1 was collected from the surface layer of the pahoehoe lava that overflowed from Halemaumau in the fall of 1919 by the US Geological Survey (USGS). Details of the collection, preparation, and testing were reported by Flanagan (1976) . A compositional report is currently available from the website of the USGS: https:// crustal.usgs.gov/geochemical_reference_standards/pdfs/ basaltbhvo1.pdf. However, on this website only the mean and standard deviation values are included, with no indication of the respective number of observations. With this kind of information, the instrumental calibration can be achieved from an ordinary linear regression (OLR) or a weighted linear regression (WLR) procedure (e.g., Kalantar 1990; Guevara et al., 2005; Verma, 2005 Verma, , 2012 Verma, , 2016 Tellinghuisen, 2007; Miller and Miller, 2010) . However, because the number of observations is not available on this website, the new WLR procedure based on total uncertainty estimates cannot be used (Verma, 2012) . Although other compilations on BHVO-1 such as those of Gladney and Roelandts (1988) and Velasco-Tapia et al. (2001) do report the number of observations along with the mean and standard deviation values, and Jochum et al. (2016) reported 95% uncertainty estimates, these dispersion estimates seem to be inappropriate (too high) for WLR regressions. This will be shown in the present work.
We chose the application to BHVO-1 for the following reasons: (i) this is one of the oldest GRMs issued long ago in 1976; (ii) because it is a volcanic material, its aliquots are likely to be more homogeneous that the GRMs issued earlier such as G-1 and W-1; (iii) BHVO-1 is likely to have a large number of analyses for most elements from different laboratories around the world; (iv) earlier compilations and statistical summaries are available for comparison purposes; and (v) consequently, the deficiencies of literature statistical summaries can be best illustrated through this GRM.
Establishment of a new database and a newer version of UDASYS (UDASys2)
In order to arrive at the best central tendency and dispersion estimates for BHVO-1, we first achieved an extensive fairly exhaustive database from the published data in 188 papers. These references are too numerous to list them in this paper; instead, we have made them available from our website, http://tlaloc.ier.unam.mx/tjesbhvo-1 (see TJES_2017: BHVO1).
Unfortunately, the geochemical data are measured by instrumental calibrations for individual elements (response versus concentration regressions; e.g., Miller and Miller, 2010; Verma, 2012 Verma, , 2016 . The log-ratio transformations (e.g., Aitchison, 1986; Egozcue et al., 2003) recommended for the handling of compositional data cannot be used at this stage of the analytical process although such transformations have been successfully used for multielement classification and tectonic discrimination (e.g., Verma et al., 2013b Verma et al., , 2016b Verma et al., , 2017b . Therefore, the prior process of the best estimates of the central tendency and dispersion parameters for a GRM will have to be based on interlaboratory data for individual elements. The statistical procedure of recursive discordancy tests developed earlier in this paper (Section 5) will have to be applied.
The computer program UDASYS was written by Verma et al. (2013a) , which was used by the original authors for comparing mean compositions of island and continental arc magmas. These compositional differences were attributed to the influence of the underlying crust in continental arc magmas. This program was recently modified by the authors of the present paper to enable the application of recursive discordancy tests to the interlaboratory data for BHVO-1. Our proposed procedure is to first apply the k = 1 version of five (two new and three conventional) recursive tests followed by the highest available k (depending on the availability of new critical values; k = 10 for n > 21, or k = (n/2) -1 for smaller n) to k = 2 and repeat the entire process if necessary. A new version of our earlier computer program UDASys2 was prepared, which is available for use from our website, http://tlaloc.ier.unam.mx/udasys2. A ReadMe document can also be downloaded from this website. We will not describe the details of this computer program but will simply highlight that, as compared to UDASYS (Verma et al., 2013a) , UDASys2 allows the application of recursive tests at a strict confidence level of 99% two-sided, equivalent to 99.5% one-sided, with prior application of the respective k = 1 tests, to univariate statistical samples. Significance tests (ANOVA, F, and t) were used to decide which method groups did not show significant differences at a 99% confidence level and could be combined and reprocessed as a combined group. If the tests indicated that there were statistically significant differences, the identity of those groups was maintained. Automatized application of the combined discordancy and significance tests will be achieved in a future study (UDAsys3 developed by Rosales-Rivera et al., in preparation).
Results for BHVO-1
Our statistical results (final number of observations n out , mean x -, and its uncertainty at 99% confidence level U 99 ) are summarized in Table 2 , whereas the statistical information of earlier compilations on BHVO-1 (Gladney and Roelandts, 1988; Velasco-Tapia et al., 2001; Jochum et al., 2016 ) is reported in Table 3 . The element name and the method groups are also given in the first two columns in both tables. The major element (or oxide) data are first presented as the first block of results in Table 2 . All groups could be combined except for MgO, for which two difference results are included and designated as Recommended 1 and 2 (see *1 and *2 , respectively, in Table 2 ); any of them can be used to represent the composition of BHVO-1 (Table 2) . Each mean composition (column -x) is characterized by the 99% uncertainty of the mean (column U 99 ). The statistical meaning of U 99 is that when the experiments are repeated several times the mean values will lie 99% of times within the confidence interval of the mean defined by ( -x -U 99 ) and ( -x + U 99 ) (Verma, 2016) .
The percent relative uncertainty at 99% (%RU 99 ) can be calculated as follows:
This parameter is defined for the first time in the present work and is similar to the well-known %RSD (percent relative standard deviation) widely used in statistics to better understand data quality (e.g., Miller and Miller, 2010; Verma, 2016) . However, the new parameter, %RU 99 , has a connotation of probability, here a strict confidence level of 99%.
As an example, after the application of discordancy and significance tests from the software UDASys2, the data from SiO 2 obtained from six method groups (Gr1, Gr3, Gr4, Gr5, Gr6, and Gr8) showed no significant differences and were combined and reprocessed in this software. For SiO 2 , a total number (n out ) of 85 observations provided a mean ( -x ) of 49.779 %m/m, with 99% uncertainty (U 99 ) of 0.081 %m/m. These values (x -and U 99 ) signify that the percent relative uncertainty at 99% (%RU 99 ) is about 0.16% (Table 2 ). The %RU 99 values for the major elements from SiO 2 to P 2 O 5 varied from 0.16% to 1.0% (Table 2 ).
These elements are followed by loss on ignition (LOI), other volatiles (CO 2 , H 2 O + , and H 2 O -), and the two Fe oxidation varieties (Fe 2 O 3 and FeO). Some or all of these parameters can vary considerably as a result of how the GRMs are kept in different laboratories. Besides, in most instrumental calibrations, they are not generally required. The respective %RU 99 values are also unacceptably high (10% to 55%, except 1.1% for FeO) for the statistical information to be of much use. Thus, in the present century they have actually lost their importance in analytical geochemistry. These parameters are followed by three other volatiles (Cl, F, and S). Only for the element S are two separate statistical results reported, of which only the values for method Gr6 (mass spectrometry) are recommended (%RU 99 = 5%; see * in Table 2 ). These results are followed by 14 rare earth elements (REEs), of which La, Ce, Sm, and Lu showed significant differences among the different method groups (Table 2) . For La, Ce, and Sm, only one set of values is recommended, whereas for Lu, two sets of statistics could be suggested (both of them showed similar total number of observations and uncertainty inferences and %RU 99 of 0.6% and 0.7%; Table 2 ). For the REEs, the statistical information is also of high quality because the %RU 99 varied from 0.33% to 0.8% (Table 2) .
The other trace elements are presented as two separate groupings: the first B to Zr set as geochemically more useful and relatively easily determinable, and the second Ac to W set as the analytically more difficult and having generally lower concentrations than the earlier grouping. All elements from these two groupings, except Rb and Th, showed that all method groups could be combined to report a single set of statistical information. For Rb, the more abundant method group (Gr6) showed a very low uncertainty value and could therefore be recommended for further use, whereas for Th, two similar sets could be identified as Recommended 1 and 2 (Table 2) .
For the first set of trace elements (B to Zr in Table 2 ), the inferred data quality is also acceptable and useful for instrumental calibration purposes, because the %RU 99 varies from about 0.4% for Sr to about 1.2% for Ga, except for Li (2.1%), Cs (3.4%), Be (7%), and B (13%). Most of the second set of trace elements does not generally provide statistics appropriate for instrumental calibrations (%RU 99 > 10%), except for 6 elements that showed %RU 99 < 10% (Table 2) . 
Comparison with earlier compilations and evaluation of new statistical results for BHVO-1
The present statistical information summarized in Table  2 can now be compared with all earlier compilations (Table 3) , for which we adopted a set of diagrams ( Figures  6-9) . The x-axis of these diagrams gives the names of chemical elements, whereas the y-axis refers to the percent difference of the literature and the present uncertainties (%U diff ), which was calculated as follows:
This parameter gives the percentage by which the literature uncertainty is higher than the uncertainty obtained in this work. When the %U diff value is positive, the literature uncertainty is higher than that of the present work, and for those elements the present statistical information should be used for instrumental calibration and other quality control purposes. On the contrary, when the %U diff value is negative, the literature uncertainty is lower than that of the present work. In this case, the literature statistics are to be preferred.
For the major elements (SiO 2 to P 2 O 5 ; Tables 2 and 3; Figure 6 ), the percent differences of uncertainty reported in the literature compilations (%U diff values) are all positive, except for Fe 2 O 3 t reported by Jochum et al. (2016) . For Fe 2 O 3 t , %U diff is slightly negative (about -6%; Table 3 ; it lies within the dotted lines that represent 10% difference between the literature and present compilations; Figure  6 ). Thus, for 9 major elements, the literature uncertainties are higher than those obtained in the present work. Even for the most recent compilation (Jochum et al., 2016) , all uncertainties are considerably higher than the present work (+20% to +123%; Table 3 ). This implies that the present statistical information will be more useful than even this most recent compilation for BHVO-1. Major elements (oxides; from SiO 2 to FeO) are in %m/m and all trace elements (from Cl to W) are in µg/g. Groups of analytical methods according to Velasco-Tapia et al. (2001) , briefly stated: Gr1 -classical methods; Gr2 -atomic absorption methods; Gr3 -X-ray fluorescence methods; Gr4 -emission spectrometry methods; Gr5 -nuclear methods; Gr6 -mass spectrometry methods; Gr7 -chromatography methods; Gr8 -miscellaneous methods; n out -number of observations after statistical processing; -x-mean; U 99 -total uncertainty of the mean ( -x ) at 99% confidence level; * -recommended value; *1 -recommended value 1 (first recommended value); *2 -recommended value 2 (second recommended value); see the text for %RU 99 and %U diff ; the 99% uncertainty value was calculated in the present work from the reported standard deviation by the original authors (Gladney and Roelandts, 1988; Velasco-Tapia et al., 2001) or from the 95% uncertainty values reported by Jochum et al. (2016) ; the rounding of the data for this table was achieved from the application of the flexible rules put forth by Verma (2005 Verma ( , 2016 . Figure 6 . The parameter %U diff (percent difference, i.e. increase, of the literature uncertainty of the mean U 99_lit with respect to the present uncertainty U 99_tw ) for the major elements (SiO 2 to P 2 O 5 ). The solid horizontal line is for %diff = 0, whereas the two dotted horizontal lines are for %U diff = +10 and %U diff = -10.
For the REEs, the comparison provided the same indications that all literature compilations show higher uncertainty values than the present work (Table 3; Figure  7 ). Once again, even for the most recent compilation of Jochum et al. (2016) , this parameter (%U diff ) varied from about 50% for Ho to about 680% for Gd (Table 3) . The statistical information for the REEs obtained from the present methodology (Table 3) is therefore recommended for future applications of quality control.
The statistical information for the first set of trace elements (B to Zr; Table 3 ) is compared in Figure 8 . The uncertainty values reported in all earlier compilations are generally higher than those of the present work. The most recent compilation (Jochum et al., 2016) reported uncertainties higher than those obtained in the present work and %U diff values ranged up to about 890% (Table  3 ; Figure 8) .
Finally, Figure 9 shows the behavior of %U diff for the second set of trace elements along with the three elements Cl, F, and S (Table 3 ). The inference is exactly the same as for the other elements (Figures 6-8) , i.e. the literature compilations generally show positive %U diff values, i.e. higher uncertainties (Table 3) . For those few cases (i.e. Bi and Cd) with negative %U diff values, the literature statistics could be adopted for quality control, although the respective uncertainties are still very high.
Alternatively, the present compilation should be extended for these few elements. The statistical methodology outlined in this work should then be applied to improve the statistical information on BHVO-1. This kind of work should be repeated for other GRMs (already in progress by our group) to eventually achieve more reliable statistical information on all materials of interest. 6.4. Further implications of Monte Carlo simulations with respect to quality control of GRM: new results for BHVO-1 From Monte Carlo simulations, Verma et al. (2016a Verma et al. ( , 2017a demonstrated that the mean and standard deviation (related uncertainty of the mean) values are the best indicators of central tendency and dispersion parameters, respectively, as compared to several robust indicators. Similarly, the sample size (n) exerts a great influence on test performance (Figures 3-5 ) and data quality ( Figure  10 ; see also Verma et al., 2016a) . For major elements, Figure 7 . The parameter %U diff (percent difference, i.e. increase, of the literature uncertainty of the mean U 99_lit with respect to the present uncertainty U 99_tw ) for the rare earth elements (La to Lu). The solid horizontal line is for %U diff = 0, whereas the two dotted horizontal lines are for %U diff = +10 and %U diff = -10. The %U diff value for Pr is much higher than the y-scale (Tables 2 and 3) .
n varies from 59 to 116 and the resulting %RU 99 is very small (0.16%-1.0%; Table 3; Figure 10 ). Small values of %RU 99 are synonymous with high data quality. Therefore, all major element composition inferred in this work can be considered of high quality (Table 3 ). The REEs are similarly of the highest data quality (n = 172-264; %RU 99 = 0.33%-0.8%; Table 3; Figure 10 ). The first set of trace elements (B to Zr) show small %RU 99 (0.38%-1.2%) for large n (85-268), except for one case (Cs; n = 123; %RU 99 = 3.4%; Table 3; Figure 10 ). For this group of elements, when n < 60, the %RU 99 is much higher (Figure 10 ). For the other set of trace elements (Ac-W) and volatile elements (Cl-S), the n values are all small (<40) with the corresponding %RU 99 much higher (3.4%-250%; Table 3, Figure 10 ). Therefore, in order to obtain high data quality, it is desirable to achieve sample sizes greater than about 60.
Conclusions
When the tests are evaluated in the light of the new precise and accurate critical values put forth in this work and applied to the geochemical data for BHVO-1, the following conclusions can be drawn from this study:
1) The Grubbs tests N1, N2, and N3k2 to N3k4 and most of the recursive tests (ESD k1 to ESD k4 ; KUR k1 to KUR k4 ; FiMo k1 to FiMo k4 ; and SiMo k1 to SiMo k4 ) show the highest test performance criterion π D|C . The modified Grubbs tests N1 mod and N3 mod_k2 to N3 mod_k4 do not perform better than the original Grubbs tests N1 and N3. The Dixon tests (N7, N8, N9, N10, N11, N12, and N13) and robust tests (N MAD_ k1 to N MAD_k4 ; N Sn_k1 to N Sn_k4 ; N Qn_k1 to N Qn_k4 ; and N σn_k1 to N σn_k4 ) show considerably lower π D|C values. For most tests, the π D|C values increase with sample size n.
2) The masking effects (π mask values) are significantly high for most tests. However, the application of all k type tests (k = 4 to 1) in any given study will nullify or at least minimize this problem.
3) The swamping effects (π swamp values) are of concern but the recursive tests show very low values as compared to all other tests. This is true for all sample sizes from n = 10 to n = 80.
4) The recursive tests show the best combination of test performance criterion ( π D|C ) and masking (π mask ) and swamping (π swamp ) effects and are therefore recommended for the actual data in most science and engineering fields. The parameter %U diff (percent difference, i.e. increase, of the literature uncertainty of the mean U 99_lit with respect to the present uncertainty U 99_tw ) for the first set of trace elements (B to Zr). The solid horizontal line is for %U diff = 0, whereas the two dotted horizontal lines are for %U diff = +20 and %U diff = -20. The %U diff value for Pb is much higher than the y-scale (Tables 2 and 3 ). 5) Among the recursive tests, the new higher order recursive tests proposed in this work (FiMo and SiMo) show the best performance, even as compared to the other recursive tests. 6) Finally, statistical samples of large sample size n such as 60-80 are preferred as compared to small n such as 10-40. 7) Application of the proposed statistical method was facilitated by the new version of the computer program UDASYS (UDASys2).
8) We processed a new compilation of geochemical data for BHVO-1 through UDASys2 to obtain new improved compositions of 10 major elements, 14 rare earth elements, and 42 other trace elements and showed statistically improved concentration data with lower uncertainty values than the available compilations. 9) A new statistical parameter, %RU 99 (percent relative uncertainty at 99% confidence level), was used to characterize the quality of BHVO-1. This parameter can be used for all other GRMs. 10) Another statistical parameter, %U diff , was also used to evaluate the data quality of BHVO-1 and compare the proposed values with three earlier compilations. The concentration and the related uncertainty values obtained in the present work are shown to be superior to all other compilations on BHVO-1.
11) The new statistical methodology can therefore be recommended as the most reliable procedure for improving the quality of GRMs and their use in geochemistry for quality control.
12) The importance of sample sizes for the quality of compositional data is also documented, according to which higher sample sizes are likely to provide better data quality.
