Let N denote the set of positive integers. The sum graph G + (S) of a ÿnite subset S of N is the graph (S; E) with vertex set S and edge set E such that for u; v ∈ S; uv ∈ E if and only if u + v ∈ S. A graph G is called a sum graph if it is isomorphic to the sum graph G + (S) of some ÿnite subset S of N . The sum number (G) of a graph G is deÿned as the smallest nonnegative integer m for which G ∪ mK1 is a sum graph. Let Z be the set of all integers. By extending the set N to Z in the above deÿnitions of sum graphs and sum numbers, Harary [3] introduced the corresponding notions of integral sum graphs and integral sum number of a graph.
Introduction
All graphs considered here are ÿnite simple graphs. For a graph G, let V (G) denote its vertex set and E(G) its edge set. For all other notation and terminology not explained here, we refer to [1] .
Let N denote the set of positive integers. The sum graph G + (S) of a ÿnite subset S of N is the graph (S; E) with vertex set S and edge set E such that for u; v ∈ S; uv ∈ E if and only if u + v ∈ S. A graph G is called a sum graph if it is isomorphic to the sum graph G + (S) of some ÿnite subset S of N . The sum number (G) of a graph G is deÿned as the smallest nonnegative integer m for which G ∪ mK 1 is a sum graph.
To better understand the notion of sum graph, we give in what follows an equivalent deÿnition. For convenience, for a graph G and a positive integer m, we write G m for G ∪ mK 1 . A labelling of G m is an 1-1 mapping L : V (G m ) → N . A graph G m is called a sum graph if there exists a labelling L such that for every pair of distinct vertices u and v of G m , uv ∈ E if and only if there exists w ∈ V (G m ) with L(w) = L(u) + L(v). In this case, we say that L is a sum labelling of G m , and that L is an optimal sum labelling if m = (G).
The notions of sum graphs and sum number were ÿrst introduced by Harary [2] . By extending the set N to Z, the set of all integers, in the above deÿnitions of sum graphs and sum numbers, Harary [3] introduced the notions of integral sum graphs and integral sum number (G) of a graph G. It follows by deÿnition that for a graph G, (G) ¿ (G).
Let K r; s denote the complete bipartite graph having r and s vertices, respectively, in the two partite sets. Hartsÿeld and Smyth [4] claimed that for 2 6 r 6 s,
This result, however, is incorrect as can be seen from the following counterexample provided in [6] : Fig. 1 shows a sum labelling of K 2; 9 . Thus we have (K 2; 9 ) 6 5; but (3r + s − 3)=2 = 6 for r = 2 and s = 9.
In this paper, we determine the value of (K r; s ) and (K r; s ) for r 6 s. While the former one corrects the above result given by Hartsÿeld and Smyth [4] , the latter settles completely a problem proposed by Harary [3] .
2. A sum labelling of K r; s for 2 6 r ¡ s
In this section, we shall give a sum labelling of K r; s for 2 6 r ¡ s and thus obtain an upper bound for (K r; s ) for 2 6 r ¡ s. Throughout this section, let G = K r; s for 2 6 r ¡ s and (X; Y ) be a bipartition of G, where X = {x 1 ; x 2 ; : : : ; x r } and Y = {y 1 ; y 2 ; : : : ; y s }:
Also we deÿne two sequences as follows:
which are useful in proving the following theorem.
Theorem 2.1. For 2 6 r ¡ s and l ∈ N;
Proof. For a given l ∈ N , our aim is to construct a corresponding sum labelling f of K r; s to prove the inequality, where 2 6 r ¡ s. Let W be the set of all isolated vertices under f. We may assume that W = {w 1 ; w 2 ; : : : ; w n }. Now we shall consider two cases. Case 1. s = b l . Here n = a l+1 . We divide the set Y into the following l + 1 disjoint sets:
1 ; : : : ; y 
Let p be a positive integer such that p ¿ 5(l + 2). Consider a labelling f 1 of G n as follows:
j ) = (j − 1)p + (2k + 3) for 0 6 k 6 l and 1 6 j 6 a k ; f 1 (w j ) = (j − 1)p + (2l + 5) for 1 6 j 6 a l+1 :
For convenience, we name the vertices their labels under f 1 throughout this case. We wish to prove that J ∼ = G n , where n = a l+1 .
For x i ∈ X and y
Since 1 6 i 6 r and 1 6 j 6 a k , a k + r − 1 ¿ i + j − 1 ¿ 1. This, together with the fact that a k+1 = a k + r − 1, implies that there exists a vertex y
Thus x is adjacent to y in J for x ∈ X and y ∈ Y \ Y (l) . By using similar arguments, it can be seen that the labels of W take care of the adjacencies of the type x i y (l) j for 1 6 i 6 r and 1 6 j 6 a l .
Suppose that there exist x i ; x j ∈ X for some i; j such that x i is adjacent to x j in J . Then
which contradicts the fact that f 1 (x) ≡ 4 (mod p) for any x ∈ V (G n ). Suppose that there exist y i ; y j ∈ Y for some i; j such that y i is adjacent to y j in J . Then
where t 1 is even and 6 6 t 1 ¡ p (as p ¿ 5(l + 2)), a contradiction. Suppose that there exist u ∈ X ∪ Y and w ∈ W such that u is adjacent to w in J . Then
where 2l + 5 ¡ t 2 ¡ p, which contradicts the fact that f 1 (x) ≡ t 2 (mod p) for any x ∈ V (G n ). Combining the above observations, we conclude that f 1 is a sum labelling of G n , and consequently, (K r; b l ) 6 a l+1 . 
1 ; : : : ; y
. . .
. Consider the following labelling f 2 of G n :
for 0 6 k 6 l and 1 6 j 6 a k ;
:
For convenience, we name the vertices their labels under f 2 throughout this case. We wish to prove that J ∼ = G n , where n = a l+1 + d=(l + 1) .
, where 1 6 c 6 l + 1. Then there exists some , where 0 6 6 r − 2, such that s − b l = (l + 1) + c. We deÿne the following l + 1 disjoint sets:
By the deÿnition of f 2 , we know that the labels which are assigned to the vertices of Q (i) , where 0 6 i 6 l, form an arithmetic progression whose ÿrst item is 2i + 3. Clearly,
It is not di cult to verify that for any x ∈ X and y ∈ Q (i) , where 0 6 i ¡ l, there exists v ∈ Q (i+1) such that f 2 (v) = f 2 (x) + f 2 (y). Analogously, for any x ∈ X and y ∈ Q (l) , there exists w ∈ W such that f 2 (w) = f 2 (x) + f 2 (y). Thus x is adjacent to y for any x ∈ X and y ∈ Y . Further, we have
By an argument similar to that given in Case 1, we could verify that no other adjacencies are introduced. Hence f 2 is a sum labelling of G n and the result thus follows. Fig. 3 illustrates the case when r = 2 and s = 12, where l = 3 and p = 26: The proof of Theorem 2.1 is now complete.
The results on (K r; s ) and (K r; s )
In this section, we shall determine the value of (K r; s ) and (K r; s ) for 1 6 r 6 s. It is easy to verify that (K r; s ) = 1 and (K r; s ) = 0 for r = 1 and s ¿ 1. We thus need to consider only the case when r ¿ 2. Throughout this section, let m = (K r; s ) and S = V (K r; s ∪ mK 1 ), where r 6 s and min{r; s} ¿ 2. There exists a ÿnite subset L of Z such that L gives an optimal integral sum labelling of K r; s ∪ mK 1 . In this labelling, we may assume that (X; Y ) is a bipartition of K r; s , where Since min{r; s} ¿ 2, u = 0 for any u ∈ S. We now prove the following two lemmas, which will be used to prove our ÿrst result later.
Proof. It is obvious that x + y j ∈ S for any x ∈ X . Since x i + y j ∈ Y , there exists k = 1; 2; : : : ; s such that y k = x i + y j . As y k ∈ Y and x ∈ X , x + y k ∈ S. Notice that x + y k = x i + (x + y j ). Thus, if x i = x + y j , then x i is adjacent to x + y j , and so x + y j ∈ Y , as was to be shown. We now aim at proving that x i = x + y j .
Suppose to the contrary that x i = x + y j , i.e. x = x i − y j . Since x i − y j ∈ X and
As x i ∈ X and x i + y j ∈ Y , 2x i + y j ∈ S. We shall consider two cases.
Case 1: y j = 2x i . Then x = x i − y j = − x i ∈ X . Let l ¿ 3 be the smallest integer such that lx i ∈ Y . By the ÿniteness of Y and the fact that 0 ∈ S and 2x i ∈ Y , such an integer l exists. Now (l − 1)x i ∈ Y . Notice that lx i + (−x i ) = (l − 1)x i . It follows that lx i ∈ Y , a contradiction.
Case 2: y i = 2x i . Notice that 2x i ∈ S, 2x i + y j ∈ S and y j ∈ Y . So 2x i ∈ X . Now x i + y j ∈ Y . Then 2x i + (x i + y j ) = 3x i + y j ∈ S. Observe that 3x i + y j = (2x i + y j ) + x i and x i = 2x i + y j . Thus 2x i + y j ∈ Y . Since x = x i − y j ∈ X and 2x i + y j ∈ Y , we have
It follows that x i is adjacent to 2x i , contradicting the fact that x i ; 2x i ∈ X . Hence x i = x + y j , and consequently, the result follows.
Lemma 3.2. x + y ∈ X for any x ∈ X and y ∈ Y .
Proof. Suppose to the contrary that there exist x ∈ X and y ∈ Y such that x + y ∈ X . By applying an argument similar to that given in the proof of Lemma 3.1, we know that x + y ∈ X for any y ∈ Y . Thus {x ; x + y 1 ; : : : ; x + y s } ⊆ X , and so |Y | ¡ |X |, a contradiction. The result follows.
We are now in a position to establish in this section our ÿrst result which, indeed, can be found in [5, 6] . Proof. Let G = K r; r . Here Y = {y 1 ; y 2 ; : : : ; y r }. Observe that the following 2r − 1 vertices are distinct vertices in S:
By the fact that |X | = |Y |, and also by Lemmas 3.1 and 3.2, these 2r − 1 vertices are not in X ∪ Y . Thus (G) ¿ 2r − 1. Now we consider the following labelling f of G 2r−1 :
f(x i ) = 7(i − 1) + 1 for 1 6 i 6 r; f(y j ) = 7(j − 1) + 3 for 1 6 j 6 r:
Let S − V (K r; r ) = {u 1 ; : : : ; u 2r−1 } and f(u i ) = 7(i − 1) + 4 for 1 6 i 6 2r − 1. It is easy to verify that f is a sum labelling of G 2r−1 . Thus 2r − 1 ¿ (K r; r ) ¿ (K r; r ) ¿ 2r − 1 and the result follows.
Next we want to determine the value of (K r; s ) and (K r; s ) for 2 6 r ¡ s. We ÿrst deÿne the following two sets Y 1 and Y 2 under any given optimal integral sum labelling of K r; s : Proof. Let q = |Y |. Without loss of generality, we may assume that Y = {y 1 ; y 2 ; : : : ; y q }, where y 1 ¡ y 2 ¡ · · · ¡ y q . Observe that the following q+r−1 vertices are distinct vertices in S:
Clearly, these q + r − 1 vertices are not in Y . By Lemma 3.2, they are also not in X . That is, they are in S − (X ∪ Y ). Thus (K r; s ) ¿ q + r − 1, as required. Proof. Let t = |Y 1 | and assume that Y 1 = {u 1 ; u 2 ; : : : ; u t }. By Lemma 3.1, we have x i + u j ∈ Y for 1 6 i 6 r and 1 6 j 6 t. Thus the following r + t − 1 vertices are distinct vertices in Y :
More precisely, these r + t − 1 vertices are in Y 2 .
. It follows that t 6 (s − r + 1)=2 . By Lemma 3.3, (K r; s ) ¿ |Y \ Y 1 | + r − 1 = (s − t)+r − 1, and so (K r; s ) ¿ (3r + s − 3)=2 , as was to shown.
We now aim at proving that
Since u ∈ Y 2 , u = x + y for some x ∈ X and y ∈ Y 1 . Let P = {y ; x 1 + y ; : : : ; x r + y }:
Clearly, |P| = r + 1. By the fact that y ∈ Y 1 and by Lemma 3.1, P ⊂ Y . Now u ∈ Y 1 . It follows that x + u ∈ Y for any x ∈ X . Notice that x + u = (x + y ) + x and, by Lemma 3.2, x + y = x . Thus x + y ∈ Y for any x ∈ X , and so P ⊂ Y 1 . Let P denote the set of the following 2r − 1 distinct vertices:
It is not di cult to verify that P ⊂ Y . If P ∩ P = ∅, then
contradicting the fact that s 6 3r − 1, and the result follows. We thus aim at proving that P ∩ P = ∅. We shall consider two cases.
Case 1: y ∈ P ∩ P . Then y = x i + x j + y for some i; j, where 1 6 i 6 r and 1 6 j 6 r. Since 0 ∈ S, we have i = j and so, x i = − x j . Thus x i ; −x i ∈ X , where x i = 0. As y ∈ P and P ⊂ Y 1 , x i + y ∈ Y . Let l ¿ 2 be the smallest integer such that lx i + y ∈ Y . By the ÿniteness of Y and the fact that 0 ∈ S and x i + y ∈ Y , such an integer l exists. Now (l − 1)x i + y ∈ Y . Notice that lx i + y + (−x i ) = (l − 1)x i + y . It follows that lx i + y ∈ Y , a contradiction.
Case 2: x k + y ∈ P ∩ P for some k, where 1 6 k 6 r. Then x k + y = x i + x j + y for some i; j, where 1 6 i 6 r and 1 6 j 6 r. It follows that x k = x i + x j . Since x i ; x j ∈ X and (X; Y ) is a bipartition of K r; s , we have i = j and thus x i ; 2x i ∈ X . As y ∈ P and P ⊂ Y 1 , we have x i +y ∈ Y and 2x i +y ∈ Y . Let l ¿ 3 be the smallest integer such that lx i +y ∈ Y . By the ÿniteness of Y and the fact that 0 ∈ S and x i +y ; 2x i +y ∈ Y , such an integer l exists. Now (l−1)x i +y ∈ Y . Notice that (l−1)x i +y = x i +[(l−2)x i +y ]. Thus (l−2)x i +y ∈ Y 1 . By Lemma 3.1, [(l−2)x i +y ]+2x i = lx i +y ∈ Y , a contradiction.
Hence P ∩ P = ∅, as desired. Proof. Let L 1 be an optimal integral sum labelling of K r; s+m . This, together with the fact that m = (K r; s ), implies that (K r; s+m ) ¿ m+r−1, as required.
Our aim is to prove that (r + s + m − 1)=2 ¿ m. Since m 6 (3r + s − 3)=2 , we have
This, together with the fact that s ¿ r + 1, implies that (s − r + 1)=2 ¿ 0, i.e. The result follows. Now we are ready to prove the main result of this paper. Clearly, s + a k+1 = b k+1 and a k+1 + r − 1 = a k+2 . By Theorem 2.1 and the inequality (K r; s ) 6 (K r; s ), we know that (1)
Thus (1) The result thus holds for l = k + 1. By induction, we conclude that the result holds for l ¿ 1. The proof is now complete.
To end this paper, we present the following equivalent form of Theorem 3.2. 
