Abstract-As mobile devices are becoming more ubiquitous, it is now possible to enhance the security of the phone, as well as remote services requiring identity verification, by means of biometric traits such as fingerprint and speech. We refer to this as mobile biometry. The objective of this study is to increase the usability of mobile biometry for visually impaired users, using face as biometrics. We illustrate a scenario of a person capturing his/her own face images which are as frontal as possible. This is a challenging task for the following reasons. Firstly, a greater variation in head pose and degradation in image quality (e.g., blur, de-focus) is expected due to the motion introduced by the hand manipulation and unsteadiness. Second, for the visually impaired users, there currently exists no mechanism to provide feedback on whether a frontal face image is detected. In this paper, an audio feedback mechanism is proposed to assist the visually impaired to acquire face images of better quality. A preliminary user study suggests that the proposed audio feedback can potentially (a) shorten the acquisition time and (b) improve the success rate of face detection, especially for the non-sighted users.
I. INTRODUCTION

A. Motivation for Biometrics
Identity authentication is now a part of a daily routine, e.g., logging into a computer terminal, unlocking a mobile phone, gaining access to a secured building, queuing up for custom control in an airport, and phoning in to one's bank to perform some transactions. Traditionally, PIN/passwords and/or some knowledge about oneself (e.g., mother's maiden name, date of birth, home address) or one's possession (e.g., credit card number) are used as means of identity authentication. These methods can be easily compromised when a PIN/password is divulged to an unauthorized user or a card is stolen by an impostor. Furthermore, the PIN/password that a legitimate user chooses can often be easily guessed by an impostor; difficult passwords, on the other hand, can be easily forgotten by the legitimate user [1] . An appealing solution to the problem associated with the above traditional authentication methods is to use biometrics. This refers to the automatic identification (or authentication) of an individual by using the physiological or behavioral traits associated with the person. Examples of biometrics are iris, fingerprint, speech and face.
B. Motivation and Challenges in Mobile Biometry
Thanks to its compact size and continued miniaturization of electronics, a mobile device is becoming increasingly ubiquitous and user friendly for personal communication anytime and anywhere. There are several potential use cases of biometrics when implemented on a mobile device. Firstly, biometrics can prevent a mobile device from being used illegitimately if lost or stolen. Secondly, it can be used to digitally sign audio, text or image files, providing proof of their origin and authenticity [2] . We shall refer to biometric authentication on mobile device as "mobile biometry".
There are several engineering as well as user-interaction challenges related to mobile biometry. From the engineering view point, the realization of mobile biometry is made difficult mainly due to reduced computation capability, i.e., smaller memory, computation power, limited support for floatingpoint calculation, as compared to a desktop computer. Due to the portability of the device and the way it is being used -anytime and anywhere, the captured biometric data can potentially be of poor quality. For instance, it is well known that the performance of speech recognition can be severely degraded when recorded under noisy environment.
From the user-interaction perspective, the mobile biometry problem is difficult because of the following factors:
• Dependency on the skill of the user: The entire process of capturing the face and speech biometrics relies on the skill of the user.
• Physical disability of the user: Users with visual impairment are likely to be excluded from the use of mobile devices for biometric identity verification.
According to the World Health Organization, there are over 161 million of visually impaired globally and most of them are older people 1 . Considering that a potentially large population of users may be affected by visual impairment, they are the focus of this study. 
C. Challenges of Face as Biometrics
For mobile biometry, among all the available biometric modalities, face and speech modalities are probably the most important ones, in view that the new generation of mobile devices will always be equipped with one or even two cameras, and a microphone. As a result, the face and speech modalities are expected to be important traits for mobile biometry. Indeed, Allano et al has showed the feasibility of using face, speech and online signature on a mobile device [3] .
As a matter of fact, face as a biometrics is much more challenging than the speech modality. For a face recognition system, face images are considered having high quality if they have a frontal pose, taken under balanced illumination and with sufficient resolution and correct focus. Due to these limitations, the image acquisition task has become extremely challenging for the visually impaired.
Although advancements in the face recognition suggest that bad illumination can be corrected [4] , and non-frontal pose can be rectified [5] , the image restoration process is nevertheless not satisfactory. Furthermore, variation in facial expression can also negatively impact on the recognition performance. Among these factors, head pose is arguably the most difficult to rectify since a perfect restoration procedure is very complex and computationally expensive [6] . Fig. 1 gives an intuitive explanation of why head pose can severely impact on a face recognition system. Referring to this figure, under a perfect frontal pose, the system can give high likelihood scores that a processed face image belongs to a genuine person claiming to be himself/herself. However, as soon as there is a change in pose, the likelihood score values decrease and move closer to those of the impostors (low likelihood scores imply that an image belongs to an impostor). As can be observed, the change of head pose in two axes (pan and tilt) affects the scores more severely than the head pose change in one axis (tilt, in this example).
D. Challenges of Image acquisition by the Visually Impaired
Have you ever heard of visually impaired taking pictures ? Most people will just answer: "No, how can they take pictures if they can not see ?" Sadly, this has greatly affected the exclusion of the visually impaired from the photography products such as camera, web-cam and camcorder. Adaptivity of photography product is not getting much attention from researches, policy makers and manufacturers because of the small market share and the challenges posed to the photography technology. However, to the best of our knowledge, there exist a commercial product that displays a taken image using a Braille-like relief image on a dynamic Braille display. This specially designed camera can record three seconds of sound after the image is taken, which helps the visually impaired to retrieve the image again in the future.
Whenever the adaptive photography products are not available to the visually impaired, image acquisition becomes a very complicated task. Tools to improve the eyesight such as a magnifier may be used when taking pictures by the partially sighted. In the most recent work demonstrated by PhotoVoice 2 , photography capturing is becoming possible after users are trained in sensory photography techniques to create and experience photos. The idea of the techniques is to use senses other than sight to create images: hearing to judge distance, touch and smell to discover subjects. Once the photograph has been taken, description, textures and sounds are used to achieve interpretation of the image. In order to better understand the problems that may be encountered by the visually impaired during the face biometric sample acquisition, we carried out a simple user study using eyes-closed subjects. We observed that the acquired images were degraded by factors such as: motion blur, incomplete face (partial face) and angular head pose. However, when the subjects were asked to capture the face images using video mode, the chance of getting better quality of face images has improved. This is due to the following factors :
• the video sequence can be used as a set of images, thus providing more information than a static image and
• the quality of the images is less vulnerable to the unsteadiness of hand motion.
E. Audio-feedback for the Visually Impaired
In this paper, we aim to improve the usability of face biometrics for the visually impaired. Due to the potential low quality of images acquired by the visually impaired during data acquisition, we propose an audio feedback mechanism to assist the visually impaired in order to improve the quality of the acquired biometric sample. Audio feedback has proven its effectiveness in assisting the visually impaired in human-computer interfaces in many studies. Mereu and Kazman [7] studied three types of audio feedback, namely tonal, musical and orchestral sounds, that can guide the visually impaired to locate an (x, y, z) position in a 3D environment. P. Roth et al demonstrated a series of projects on tactile-auditory interaction tools for the visually impaired. Among the projects are AB-Web [8] , a 3D-audio Web browser that uses 3D sonic rendering, WebSound [9] , a generic tool that permits to associate with each HTML tag a given sonic object (earcon or auditory icon), From Dots to Shapes [10] , a family of sonic games, and IDEA [11] , a drawing creation and analysis audio tool. Fig. 2 illustrates our proposal using audio to assist visually impaired in getting a better quality of acquired image (in terms of head pose) using handheld devices. As can be seen, three different sinusoidal wave sounds at increasing frequencies and tempos are used to indicate 3 different stages (non-face/partial face, non-frontal face and frontal face). In this particular example, at the starting stage, a partial face is detected and the proposed system gives a low frequency sinusoidal wave sound at a slow tempo as feedback. Then, the user tries to associate the audio sound with the stage he/she is in. The user then cooperates with the system until the frontal face stage is reached and the system plays a final sinusoidal wave sound with the highest frequency and the fastest tempo compared to the two previous stages, before terminating the acquisition process automatically.
F. Paper Organization
Section II discusses the engineering issues relating to head pose variation affecting the performance of face recognition system. We also propose experimental studies to determine the design specification for our prototype system. Section III then presents a user study of our proposed system in order to understand the effect of the audio feedback for both sighted and non-sighted users. Finally, Section IV presents some conclusions and future work.
II. OBJECTIVE MEASURE OF HEAD POSE VARIATION ON FACE RECOGNITION SYSTEM
A. Face Detection and Face Authentication Modules
As already mentioned in Section I-C, we identified that among the various factors affecting the face recognition systems, head pose is the most difficult factor to rectify. However, we also conjecture that with a better design of human computer interface, the usability of the system could be improved, especially for the visually impaired. In this section, we would like to quantify to what extent a face recognition system can be affected by different head poses and then decide the prototype's system specifications using the quantization measure.
A face recognition system consists of two essential modules: a face detection module and a face authentication module. The purpose of a face detection module is to detect the existence of a face (whether partial or complete). A face authentication module, on the other hand, compares an acquired image with a previously registered one (known as reference template or model) and then outputs a similarity/likelihood score.
We incorporated the face detection module as described in [12] . It is a variant of Adaboost, a state-of-the-art approach proposed by Viola and Jones [13] , called WaldBoost 3 . An input image is first raster-scanned using a window of different sizes (from 50 to 100 pixels). Each image block is then rescaled to 24 by 24 pixels before given to the classifier. The face authentication module is based on Local Binary Pattern (LBP). LBP has been shown to be a very effective texture representation for general 2D texture patterns (e.g., textile and material surfaces) [14] as well as for face recognition [15] .
B. Create a Database with Head Pose as Degradation Factor
In order to quantify how head pose can impact the performance of a face recognition system, we need a ground truth pose database for each image of the same user taken from different views. The database should contain one degradation factor only, e.g: head pose variations and should not contain other factors such as illumination, facial expression and background variations. One way to do so is to use a gyroscope attached to a subject's head. Another way is to use a dome with arrays of cameras such as the one used to capture the CMU-PIE database [16] . Yet another approach is to use a 3D (range) scanner to capture a subject's head and then re-render 2D images of different head poses from the range data. All the approaches have some short-comings. For instance, the first approach is inconvenient and time consuming; the second approach is expensive and cumbersome; and the last approach 3 The original code can be downloaded from "http://personal.ee.surrey.ac.uk/Personal/Z. Kalal" requires additional processing, i.e., 3D face registration, which may be prone to error.
However, in comparision with the first two approaches, the last one is appealing in the following ways. Firstly, it does not require the subject to wear any devices. Secondly, one can generate (render) 2D images at any desired head poses from 3D data. Third, since the 3D range data as well as its associated facial texture images were captured under controlled environment (with no aging, background or lighting variation), by re-rendering the 3D models (with dark background), one can be certain that the observed performance is due only to head pose and not other factors.
In this study, we used a database of 3D models consisting of 168 subjects collected at the University of Surrey [17] . For each subject, we rendered their 2D images at different tilt and pan angles such that the angles are more densely sampled around a frontal face image and sparser towards the extreme poses. By sampling the tilt or pan angles in logarithmic scale between −45 and 45 degrees, we obtained the following coverage: {−45.00, −16.66, −5.78, −1.60, 01.60, 5.78, 16.66, 45.00}.
For the purpose of testing the face authentication module, we considered the first 150 users as legitimate and the remaining 18 users as impostors. The impostors are used to simulate the scenario where other users attempt to claim to be one of the legitimate users.
C. Discussion on the Prototype's System Specifications
Since there are 9 samples of the angular range in each of the tilt and pan directions, they can be conveniently arranged in a 9-by-9 grid. Fig. 3 shows the effect of setting the face detection threshold for one of the subject in the database (arranged in the 9-by-9 grid). As can be observed, by increasing the threshold, one is likely to obtain fewer near frontal images.
We then run the face detection module for each of the 9-by-9 images of each of the 168 users and summarized the face detection output in terms of the median values. This is shown in Fig. 4(a) .
For the face authentication module, we calculated the classification error of all the 150 legitimate users against the 18 impostors, and this is done for each of the 81 possible head poses. The classification error that we employed is known as Equal Error Rate (EER). EER is a point at which the probability of a false accept is equal to the probability of a false reject. For a perfect face authentication module, the error is zero; for a dummy system, its error can be at most 50%. Fig. 4(b) shows the EER (in percentage) as a function of tilt and pan directions. This figure will serve as a basis for the specification of our prototype system. For instance, based on the above results, in order to attain EER below 5%, the head pose variation should be within 5 degrees in both the pan and tilt directions. On the other hand, if the accuracy is relaxed to, say less than 15% EER, a greater head pose variation would be tolerated.
III. STUDY OF IMAGE ACQUISITION WITH AUDIO FEEDBACK
A. Objectives
The objective of this section is to find out whether or not visual and audio feedback can help users to acquire frontal images. To simulate the acquisition task, we created a prototype system consisting of a real-time face detection enhanced with an audio feedback mechanism. This audioassisted face detection module is developed based on the specification discussed in Section II-C. The software module runs on a notebook and acquires video images from a mockup handheld device. The device consists of a Advent Slim 300K web-cam that features a frontal-camera and slim-shaped body. This mock-up handheld device enables users to capture images at 640×480 video resolution at 30 frames per second.
B. Audio-feedback Mechanism
In this study, we identified several distinctive stages during image acquisition, namely, non-face, non-frontal face and frontal face. In the non-face stage, no face or only partial face is detected. In the non-frontal face stage, a face is detected (exceeding a lower face detection threshold) but not sufficiently high enough (as compared to an upper face detection threshold) to declare that a frontal face is found. The final stage, the face detector is said to be in the frontalface stage when its output value exceeds the upper threshold. The stages can be naturally ranked in terms of how well a face is detected: non-face, non-frontal face and frontal face. For each of these stages in the above order, we synthesize a sound at increasing frequencies as well as tempos so that the user knows which stage he/she is in.
A useful way to illustrate the transition from one stage of the acquisition process to another is to use a state diagram. This is shown in Fig. 5 . The start node denotes the beginning of a video capturing process and the end node denotes its termination. Immediately after the camera is restarted, the system can be in one of the three possible stages. For example, if the system is in the non-face or the non-frontal face stage, it may oscillate between the two stages, until the system reaches the frontal face stage. As soon as this stage is attained, the acquisition will be terminated automatically.
C. Experimental Setting
We recruited 12 sighted subjects (6 males and 6 females) to simulate the image acquisition process on four conditions, due to the following dichotomies: {with/without audio feedback, with/without visual feedback}. The condition without audio/visual feedback means that the subjects are asked to close their eyes, hence simulating visual impairment. On the other hand, with audio/visual feedback, the subjects are allowed to look into a mirror attached to the mock-up handheld device to determine whether or not he/she could see his/her face in the mirror. In each condition, the task is to hold the mock-up handheld device with one hand with the face facing the camera and then swipe it from the chin to the forehead to capture a face video. A timeout is set at 10 seconds for the video capturing process in each condition. However, it will terminate automatically if a frontal face is captured before the timeout.
The four conditions are:
The volunteer is asked to close his/her eyes to simulate a person with visual impairment. He/she then is asked to capture his/her own face image using the provided device. 2) Audio feedback: The volunteer is introduced the three different audio sounds. He/she is then asked to close his/her eyes and to listen to the changing audio sound. The volunteer then captures his/her own face image just as before. 3) Visual feedback : The volunteer now is allowed to look into the mirror attached to the mock-up mobile device (as a visual feedback cue). He/She then captures his/her own face images just as before. 4) Visual and audio feedback: The volunteer is allowed to look into the mirror and position the device according to the audio feedback.
All the volunteers performed the acquisition experiments in the different conditions in a quiet room and were instructed before starting to use the mock-up handheld device. For each condition, they had to perform three trials. Therefore, there are a total of 144 video sequences, consisting of 12 volunteers × 4 conditions × 3 trials. There are two advantages of using the same group of people throughout this study. First, there is no group-dependent bias as compared to the case where different populations of volunteers are involved in different conditions. As a result, one does not need to correct for the possible presence of inter-class variation. Second, by using the same subjects, this is also more cost effective, or less timeconsuming in terms of the recruitment effort.
A possible disadvantage of using the same group of volunteers, however, is the possible presence of the learning effect, i.e., a subject/volunteer may be able to learn the appropriate way of handling a mobile device from performing a previous task. In order to reduce the learning effect, we randomized the tasks in such a way that conditions 1 and 2 (both without visual feedback) were always presented at random orders. The same strategy was adopted for conditions 3 and 4 (with visual feedback). However, conditions 1 and 2 (without visual feedback) are always performed first followed by conditions 3 and 4 (with visual feedback). For example, a volunteer might have gone through the conditions {1, 2, 4, 3} and another might have been subjected to conditions {2, 1, 3, 4} but no one was subjected to {3, 4, 1, 2} or {1, 3, 2, 4}. The motivation for this is that all subjects are not visually impaired persons. As a result, by depriving the subjects of visual cues, the impact of the learning effect is significantly reduced.
D. Evaluation Metrics
We evaluated the effectiveness as well as the efficiency of the audio feedback mechanism, for both sighted and nonsighted conditions using two measures: success rates and the duration needed to obtain a frontal face. The success rate is defined as follow:
Success rate = Number of successful trials Total number of trials A trial is considered successful if at least one frontal face image is detected. The duration of acquisition is defined as the frame index with the first detected face image. In order to summarize the duration of acquisition across different trials (for a given condition), we used their median value, which is a robust way of summarizing the statistics. Another reason for preferring the median value over mean is that since the random variable of interest characterizes temporal information, the theoretical distribution for this random variable would be Poisson, which is an asymmetric distribution. This implies that using the mean value is not appropriate. Fig. 6 shows the success rate of the trials for each of the four conditions whereas Fig. 7 summarizes how long, in general (by using the median statistic), it takes to achieve a successful trial, in terms of the number of frames, for each of the four conditions.
E. Results and Discussion
We can observe that with reference to Fig. 6 , audio feedback improves the success rate of face detection over no audio environment for both sighted (11.1%) and non-sighted subjects (44.4% ). Without the audio feedback, subjects perform significantly worse in the non-sighted condition than in the sighted condition. Fig. 7 suggests that the auditory interaction shortens the acquisition time over no audio feedback by 50% for nonsighted subjects and 14% for the sighted ones. With audio feedback, subjects in the non-sighted condition can perform as fast as the sighted condition.
The above observations suggests that our proposed audio feedback can potentially (i) shorten the acquisition time and (ii) improve the success rate of getting frontal face (iii) The median duration (in frames) of a successful trial for each condition.
improve the accessibility of mobile biometry to the visually impaired over no audio feedback conditions. Fig. 8 shows a typical example of video acquisition process when a subject attempts to take her own face image guided only by the audio feedback (without any visual feedback). To simulate the visual impairement, the subject was asked to close her eyes. As can be seen, at the beginning of the acquisition, only part of the face is detected. By interpreting the audio feedback, the subject managed to steer the mock-up device until eventually the entire face is visible and is frontal. The last frame shows the successfully detected face, as marked by a red bounding box. This cropped image (the red bounding box) is subsequently passed to the face authentication module. This example illustrates the mapping of the sound perception and the interaction with the handheld device by non-sigthed subjects to acquire face images.
IV. CONCLUSION AND FUTURE WORKS
The demand for improved security in the last decade has encouraged the use of biometrics. This study addresses the human system interaction issues related to face authentication on mobile devices, with a focus on the visually impaired users. Face image acquisition is a challenging task for the visually impaired because : firstly, due to the motion introduced by the manual handling, the captured face images often contain greater variation in head pose and degradation in image quality (e.g., blur, de-focus). Second, there currently exists no mechanism to provide feedback (on whether a frontal face image is detected). Our contributions include: (i) proposal of inclusive design in mobile biometry for the visually impaired, and (ii) proposal of an audio feedback mechanism in face detection module. Preliminary user study suggests that the proposed audio feedback is effective in (a) shortening the acquisition time and (b) improving the success rate of face detection.
In the future, we will:
• carry out a usability study on visually impaired users.
In this extended study, we would like to understand the effect of audio-feedback on cognitive workload and user experience.
• enhance the system with a head pose estimator, which can eventually be used to steer users to frontal pose from non-frontal pose.
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