ABSTRACT The "conventional" way of obtaining word reference patterns for connected word recognition systems is to use isolatàd word patterns, and to rely on the dynamics of the matching algorithm to account for the differences in connected speech.
I. Introduction
Recently, several algorithms for recognizing a connected string of words based on a set of discrete word reference patterns have been proposed [1] [2] [3] [4] [5] . Although the details and the implementations of each of these algorithms differ substantially, basically they all try to find the optimum (smallest distance) concatenation of isolated word reference patterns that best matches the spoken word string. Thus the success of all these algorithms hinges on how well a connected string of words can be matched by concatenating members of a set of isolated word reference patterns. Clearly for talking rates that are comparable to the rate of articulation of isolated words (e.g. on the order of 100 words per minute (wpm)), these algorithms have the potential of performing quite accurately. However, when the talking rates of the connected word strings become substantially larger than the articulation rate for isolated words (e.g. around 150 wpm), then all the pattern matching algorithms tend to become unreliable (yield high error rates). The purpose of this paper is to show how improved word reference patterns for a connected word recognizer can be obtained in a reliable and robust manner from connected word strings. We also show how such embedded training patterns can be combined with standard isolated word reference patterns to provide a training set which is capable of recognizing connected word strings spoken at normal talking rates.
The 'standard" reference set for connected digit recognition for speaker trained use is the set of isolated word patterns obtained via the robust training procedure of Rabiner and Wilpon [6] . The "improved" set of word reference patterns is obtained by combining the isolated word reference patterns, with word reference patterns extracted from actual connected word strings.
A block diagram of the embedded reference word training procedure is given in Figure 1 . The philosophy of the training procedure is similar to that of the robust training procedure for isolated words [6] . For each word in the vocabulary a sequence generator (i.e. a talker) produces a string of words in which the 1621 The only unspecified aspect of the embedded training procedure is the word sequence generator. We have considered two sequence generators -a non-coarticulated (NC) sequence generator, and a coarticulated (CO) sequence generator. For both cases the desired digit was the middle digit of a 3-digit sequence. The NC sequences had the property that the preceding and following digits had different manners of production (at the boundary) than the middle digit. Similarly the CO sequences had the property that either the preceding or the following digit (or both) had a similar manner of production as the middle digit.
H. Evaluation of the Embedded Word Training Procedure
To study the effectiveness of the embedded word training procedure, 18 talkers (9 male, 9 female) each trained a connected digit recognizer in the following manner:
1. A set of isolated digit templates was created for each talker using the robust training procedure of Rabiner and Wilpon [6] . A single template was created for each of the 10 digits.
An lj template was created for the digit 8 in which the talker was requested to speak the digit 8 without releasing the final It!. For the normal 8 template, each talker was told to release the final It!. We designate the isolated digits training set as IS.
2. Four sets of embedded templates were created for each talker using the robust training procedure of Figure 1 . The recognition test consisted of using the LB based DTW algorithm [5] to match the spoken test strings by the best sequence of reference patterns, regardless of length. In performing the matches, the parameters of the LB algorithm were set as follows:
1. For all references and test sets the parameters Mi., and e were given values of 4, M1. = 1.6 and = 20. The logic for this choice was that the NC.DL patterns could be shortened somewhat, but not as much as the isolated patterns. However the CO.NR patterns could not be shortened at all since they came from highly reduced normally spoken digit sequences. Before presenting results of the recognition tests, we first give some statistics on the rate of talking of each of the talkers.
Talking Rate Statistics
The statistics on the overall average talking rate (as a function of number of digits in the string) is given in Figure 2 . The talking rates are given in terms of words-per-minute (V/PM). For deliberately spoken strings, the average talkers rate varies from 99 to 156 WPM (across the 18 talkers). Thus a high degree of rate variability exists across talkers for deliberately spoken strings of digits. For naturally spoken digit strings the average talking rates varies from 118 to 193 WPM (across the 18 talkers), again pointing out the high degree of variability in normal talking rates.
The plots of Figure 2 , however, show that when averaged across talkers, the talking rate for different length strings does not vary as markedly as for different talkers. For deliberately spoken digit strings, the slowest average rate is 126 WPM for 2-digit strings, and the average rate increases to 134 V/PM for 4-digit strings. Almost no increase in average talking rate is found for 5-digit strings over that for 4-digit strings. For normally spoken digit strings the same trends of the average talking rate are seen across different length strings. Thus the average rate for 2-digit strings is 150 WPM and it increases to 170 WPM for 4-digit strings. However the average rate for 5-digit normally spoken strings (171 WPM) is essentially the same as for 4-digit normally spoken strings.
Recognition Test Results on Large Data Base
The results of the recognition tests on the 18 talker data base are given in Tables I and II , and are plotted in Figure 3 . Tables I and   II give average and median string error rates (averaged over talkers and various length strings) for the 3 reference sets for TS.DL data (Table I ) and TS.NR data (Table II) . Included in the table are string error rates based on the top 1, 2, 3, 4, and 5 candidates (regardless of string length) and for the case in which the string length was known apriori (KL) -i.e. we only considered strings of the proper length. Results are given for the median error rate, the average error rate for all 18 talkers, the average error rate for 17 of the 18 talkers (omitting the one with the highest error rate) and the average error rate for 16 of the 18 talkers (omitting the 2 talkers with the highest error rates). Figure 3 shows plots of the average and median error rates as a function of the top n candidates (n1,2,3,4,5) for both TS.DL and TS.NR data using the reference set IS NC.DL e CO.NR, which provided the best overall results.
The results of Tables I and II and Figure 3 show the following:
1. For deliberately spoken strings (TS.DL) the median string error rate is 5% on the top candidate, and falls to 2.5% on the top 2 candidates for reference set IS NC.DL 0 CO.NR.
Using reference set IS alone the median error rate is 16.3% on 2. For deliberately spoken strings the median error rates with known length strings are 0% for reference set IS NC.DL 0 CO.NR, 10% for reference set IS, and 2.5% for reference set IS ONC.DL.
3. For deliberately spoken strings the average error rate scores for all 18 talkers are significantly larger than the median error rate scores. However, when the talker with the highest error rate is omitted (i.e. only 17 talkers are used) the average and median error rate scores are comparable.
4. For normally spoken strings (TS.NR) the median string error rate is 2.5% on the top candidate and falls to 1.3% on the top 2 candidates using reference et IS 0 NC.DL 0 CO.NR.
Using reference set IS alone the median error rate is 13.8% on the top candidate and 10% on the top 2 candidates. Using reference set IS 0 NC.DL the median error rates are 7.5% on the top candidate and 3.8% on the top 2 candidates.
5. For normally spoken strings the median error rates with known length strings are 2.5%, 11.3% and 5.0%, for reference sets IS ONC.DL OCO.NR, IS, and IS ONC.DL respectively.
6. For normally spoken strings the average error rate scores for all 18 talkers are significantly larger than the median error rate scores. Again when the talker with the highest error rate is omitted (the same one as for deliberate strings) the average and median error rate scores become comparable.
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