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PREFACE

This dissertation, mainly centered around four of my papers published in peer-reviewed journals,
is organized as follows: Chapter 1 gives the general overview of the presented research topic and
its background information. Chapter 2 explains the simulation methods and techniques used in the
calculations ranging from the standard density functional theory (DFT) to the Bethe Salpeter
Equation (BSE) and the genetic algorithm. Chapter 3 consists of the study of optical properties of
silicon telluride (Si2Te3). The optical dielectric property in this chapter has been published in the
MRS Advances, where I am the first author, and the coauthors are Jiyang Chen, Xiao Shen, Thang
Ba Hoang, and Jingbiao Cui. The Raman property is published in the Scientific Reports, where
Jiyang Chen is the first author, and I am the lead theory author. The other coauthors are Xiao Shen,
Thang Ba Hoang, and Jingbiao Cui. Chapter 4 contains a study of the mechanical properties of the
monolayer Si2Te3, including the effect of uniaxial strain on the electronic and optical properties,
which has been published in the Applied Physics Letters. Chapter 5 reports the study of phase
transition properties of Si2Te3 under external hydrostatic pressure. The results have been published
in the Journal of Physical Chemistry C. My advisor Xiao Shen is the coauthor in the last two
papers. Chapter 6 concludes the present work and discusses the outlook of our work by listing the
possible future works that can be carried out to further explore this material.
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ABSTRACT

First-principles calculations are performed to investigate the electronic, optical, mechanical, and
phase transition properties of two-dimensional silicon telluride (Si2Te3) nanostructures. We aim to
build a comprehensive understanding of Si2Te3, which will be useful for its potential applications
in optoelectronics, chemical sensors, photovoltaic cell, et al. The foundation of calculations is
based on the density functional theory (DFT) implemented in the Vienna Ab initio Simulation
Package (VASP) and Quantum ESPRESSO package. After the structural optimizations, the postprocessing calculations are carried out taking the lowest energy structure (structure with all the
silicon dimers oriented horizontally along y-direction). The optoelectronic properties of Si2Te3 are
analyzed under the GW approximation and the Bethe-Salpeter equation (BSE) on the top of the
DFT method, which show there exists an in-plane optical anisotropy. Also, BSE calculations
reduce the quasiparticle bandgap by 0.3 eV in bulk and 0.6 eV in the monolayer, which indicates
the strong excitonic effect. Further, the analysis of Raman intensity shows that the horizontally
misaligned silicon dimers do not have a noticeable impact on the Raman spectrum. However, the
vertically orientated dimers result in an additional peak around 127 cm-1 in the Raman spectrum,
which is close to an experimentally observed side-peak at 130 cm-1. In addition, the monolayer
Si2Te3 is studied under uniaxial tensile strain, which shows that Si2Te3 can sustain a tensile strain
up to 38%, making it one of the most flexible 2D materials. The uniaxial strain causes the
monolayer Si2Te3 to undergo an indirect-direct-indirect-direct band gap transition. It is also found
that the orientation of silicon dimers within the cell can be controlled by applying strain, which is
particularly important for controlling the structural variability for potential applications.
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Furthermore, the study of Si2Te3 subject to external hydrostatic pressure shows there is a structural
phase change at 7.4 GPa pressure at which the material goes to semiconductor-metal transition,
which is close to the experimental result. The continuous blue shifting of major Raman peaks with
the pressure and finally their disappearance from the spectrum confirms this transition. Two
possible high pressure-low energy metallic phases of Si2Te3, M1, and M2, are predicted using the
genetic algorithm combined with the DFT calculations. Further, the external pressure causes the
semiconducting Si2Te3 to undergo indirect-direct-indirect gap transition.
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Chapter 1. INTRODUCTION

1.1 General Consideration
Materials are classified into zero-dimensional (0D), one-dimensional (1D), two-dimensional (2D),
and three-dimensional (3D) based on their dimensions. If none of the dimensions are larger than
the nanoscale range, which is less than 100 nm, the materials are classified as zero-dimensional.
They are also called nanoparticles. Quantum dots of graphene1 is an example of 0D materials.
Because of their ultra-low size, hence the quantum confinement effect, biocompatibility, together
with other excellent physical and chemical properties, 0D nanoparticles have potential applications
in biosensing, ion detection, lasers, energy storage, catalysis, medicine, nano-sized devices,
quantum computing, and so on. If one of the dimensions is larger than 100 nm, the materials are
categorized as 1D. Example of these type of materials includes nanorods, nanowires, nanotubes.
They belong to an important category of nanomaterials. Carbon nanotubes are one of the most
popular nanotubes, which was experimentally investigated in 1991.2 Similarly if two of the
dimensions are greater than the other, they fall under the category of 2D materials. Graphene,
phosphorene, silicene, silicon telluride, transition metal dichalcogenides, hexagonal boron nitrides,
etc., are some examples of 2D materials. Among them, graphene is the first experimentally realized
2D material via mechanical exfoliation technique in 2004.3 And, if none of the dimensions is
smaller than 100 nm, the corresponding materials are classified as 3D materials. They have length,
width, a thickness, which are all outside of the 100 nm boundary. The 3D structures which involve
other low dimensional structures (0D, 1D, and 2D) are also considered as nanostructured
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materials.4 A schematic illustration of the nanostructured materials based on their dimensions is
shown in Figure 1 below.

Figure 1: Schematic of classification of nanostructured materials according to their dimensions.5

1.2 Two-Dimensional Materials
Two-dimensional materials are layered nanomaterials, where the individual atoms within each
layer are bonded strongly by ionic or covalent bonds, and the individual layers are bonded by weak
van der Waals bonds. The typical thickness of the 2D materials is less than 5 nm.6 This kind of
bonding arrangement makes it easier to separate their individual layers from their bulk phases.
Also, depending upon the number of layers within the cell, these ultrathin nanomaterials can have
different physical, chemical, electronic, optical, mechanical, thermal, and other properties that are
absent in their bulk counterparts.7 Some of the notable unique opportunities in 2D systems include
easy mechanical control,8 rippling,9 twisting,10,11 easy chemical functionalization,12,13 and defect
engineering by irradiation.14,15 These features make 2D materials strong candidates for a wide
2

range of potential applications, including optoelectronics,16,17 chemical sensors,18 biosensors,19,20
tissue engineering,21 photovoltaics,22 energy storage,23 nanoelectronics, and many more. They
possess large specific surface areas because of the thinnest materials, which is also useful for
therapeutic purpose.24 Figure 2 below represents the recent advances in the family of 2D
nanomaterials.

Figure 2: Schematic illustration of family of 2D nanomaterials.25
After the discovery of graphene in 2004 by Novoselov et al.,3,26 a new era for the novel 2D
materials discovery began by a variety of experimental and simulations techniques, which resulted
in the exploration of many other 2D materials, including transition-metal dichalcogenides
(TMDs),27,28 transition-metal oxides (TMOs),29 antimonene (AM),30 boron nanosheets (B NSs),31
phosphorene,32,33 silicene,34,35 hexagonal boron nitrides (h-BN),36,37 graphitic carbon nitride (gC3N4),38,39 MXenes,40 etc. These materials have been getting a lot of attention because of their
unique features and functionalities. In fact, 2D materials have been an important and rapidly
expanding area of the condensed matter and materials physics in recent years. The silicon telluride
3

(Si2Te3), our material of interest, is one member of the family of 2D nanomaterials. There are
several reasons behind our interest in this material. As the Si2Te3 belongs to the list of less explored
materials, we are always interested in exploring such hidden materials because we believe they
may sometimes offer important surprises. Also, its structural configuration is intriguing because
of the complex arrangement of silicon and tellurium atoms inside the cell, which is a unique feature
of this material absent in other layered compounds. In addition, most of the available 2D materials
are n-type, whereas Si2Te3 is a natural p-type semiconductor. The search for these materials is also
important from an industrial and technological point of view.

1.3 History of Silicon Telluride (Si2Te3)
The investigation on silicon telluride can be traced back to almost seven decades when Weiss and
Weiss in 1953 proposed Si2Te3 as the first member of the Si-Te system having a CdI2 type crystal
structure. It was assumed to be only the stable compound in this family, which has a trigonal lattice
with P-3m1 space group having lattice parameters a = b = 4.28 Å, and c = 6.71 Å.41 In 1966, L. G.
Bailey tried to fabricate other possible Si-Te compounds but ended up with the same result as of
Weiss experiment. They also claimed that SiTe and SiTe2 compounds don’t exist in the solid
phase.42 Later in 1976, Ploog et al.43 proposed that Si2Te3 crystallizes in trigonal lattice with a
space group P-31c and lattice parameters a1 = b1 = 7.430 Å, and c1=13.482 Å. They observed that
the structure proposed by Weiss was actually a subcell of Si2Te3 where a1 = √3*a, c1=2*c. They
found that in Si2Te3, there are Si2 units with Si-Si bond distances of about 2.3 Å. However, only
1/4 of the Si2 units run parallel to the c-axis direction. The others exhibit more complex
orientations. Each Si is tetrahedrally coordinated by 3 Te and 1 Si, having Si-Te bond lengths of
about 2.55 Å. Each Te is bonded to only 2 Si atoms with Si-Te-Si bond angles around 93°. The
shortest distance between two Te atoms of any two adjacent layers with no Si atoms inserted is
4

4.016 Å. Later, Ziegler et al. found Si2Te3 a p-type semiconductor with an optical band gap of 2.2
eV along with a strong anisotropic electrical conductivity at room temperature.44,45 Gregoriades et
al. in 1983 observed from the electron diffraction experiment that Si2Te3 undergoes a phase
transformation above 673 K. Above 723K, they observed a newly ordered 2D phase where the
silicon dimers got dissociated and occupied the neighboring tetrahedral sites in the Te layers.46
However, the material got a lot of attention only after the first successful experimental
fabrication of few layers of Si2Te3 by Keuleyan et al. in 2015.47 The layered structure they reported
has the lattice parameters which are the same as that observed by Ploog, which finally confirmed
that Si2Te3 is indeed a layered 2D material. Afterward, Shen et al.48 in 2016 performed a detailed
theoretical investigation on bulk and monolayer Si2Te3 and confirmed the unique layered structure,
where tellurium atoms form the hexagonal sublattices and silicon atoms present in the form of SiSi dimer occupying only 2/3 of the allowed possible metal sites thus leaving 1/3 sites vacant. Also,
the silicon dimers present in the Si2Te3 can have four possible orientations, including three inplane and one out-of-plane directions. Shen et al. found that the configuration where all the dimers
oriented horizontally in one direction has the lowest energy, meaning the corresponding structure
is the most stable one. In bulk Si2Te3, the in-plane misalignment of a dimer increases the energy
of the system by 17 meV, which is smaller than thermal energy at room temperature, whereas outof-plane misalignment increases the energy by 130 meV. This clues that horizontal misalignment
can happen at room temperature at a significant fraction of dimers, whereas vertical misalignment
occurs at a relatively low probability (~ 1%). These results are different from the experiment,
however, where the X-ray diffraction (XRD) results showed there may be around 25% of the
vertically misaligned dimers at room temperature.43 The difference is explained by Si2Te3 getting
energy from the irradiation during the XRD experiments, which drives the material out of
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equilibrium and having a greater number of vertically as well as horizontally flipped dimers. Also,
the activation energy of the dimer to reorient horizontally is about 1 eV, which also suggests that
reorientation of silicon dimers can happen at room temperature.48 In addition, there exists a
variation of electronic band gap up to 30 % depending upon the dimer orientations. As a result,
the material exhibits variable structural configurations, hence the resulting different intriguing
properties.
Wang et al. in 2018 showed that the optoelectronic properties of silicon telluride could be
tuned by substitutional doping with Ge atoms over Si atoms as well as intercalation of Ge and Cu
without altering the fundamental lattice.49 Wu et al.50–52 and Chen et al.53 also observed the
structural and photoluminescence properties of Si2Te3 nanostructures in addition to Si2Te3-Si
heterostructures. They also found the resistive switching behavior of Si2Te3, which is useful for
memory devices. Bletskan et al. in 2019 performed DFT+U calculations and reported an indirect
band gap of 2.05 eV,54 which is close to the experimental value of 2.13 eV at room temperature
and 2.34 eV at 4.2 K.55 Johnson et al. in the same year observed experimentally that silicon
telluride undergoes a semiconductor to metal phase transition under an external hydrostatic
pressure at around 9.5 GPa.56 Such transition was observed in relatively low pressure at around
7.5 GPa when intercalated with Mn. A Gradual change in color from red to black, along with the
complete disappearance of major Raman active A1g mode at 144 cm-1 with increasing pressure,
justified the phase transition. Juneja et al. in 2017 also reported, using DFT, that Si2Te3 can be
used as a thermoelectric material.57 In addition, Kwak et al. in 2019 discussed the different growth
mechanisms of the Si2Te3 nanoplates.58
In addition to Si2Te3, several pieces of research have been done on exploring the other
possible compounds of the Si-Te system.59–74 Ma et al. proposed 2D SiTe, which was already
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fabricated experimentally,75 as a topological insulator by means of first-principles DFT
calculations.76 Kandemir et al. theoretically investigated a metallic phase of monolayer 1T-SiTe2
in the CdI2 structure and its possible heterostructures with β-SiTe.77 Wang et al. found that 1TSiTe2 monolayer has an ultra-low lattice thermal conductivity (2.27 W/mK) at room temperature.78
Chen et al. investigated α- SiTe and β-SiTe monolayers which are the respective analogies of black
and blue phosphorene.79 These structures are proposed as stable 2D semiconductors. Recently, we
investigated a new phase of SiTe2 using the evolutionary algorithm, which we named ‘RX-SiTe2’,
where the tellurium atoms tend to form the hexagonal lattice as in the case of Si2Te3, whereas
silicon atom’s tendency to form tetrahedral bonding is also observed. Interestingly, this phase is
found to have lower energy than its counter CdI2 type, which signifies the high possibility for the
experimental realization of this phase. Owing to the lower effective masses, it has a potential for
applications in field-effect transistors (FET).80 Further, we recently studied the optical and
electronic properties of the bulk and monolayers of α-SiTe and β-SiTe, and RX-SiTe2 compounds
in detail, using many different methods, including the most effective approximations.81
Besides these theoretical as well as experimental investigations on Si2Te3 and other
compounds of the Si-Te family, some fundamental properties of Si2Te3 are still missing, which are
important for the systematic exploration of this material. Here, we investigate theoretically the
optical, mechanical, and phase transition properties of silicon telluride to better understand the
material and to explore it in a systematic fashion. All of our research outcomes have already been
published in the reputed journals.82–85

1.4 Project Overview
Our goal here is to understand the different unexplored characteristics of silicon telluride material
at the atomic level. We are going to deal with this problem via numerical simulations and possible
7

collaborations with the experimental groups. We aim to answer the following questions in this
project:
1. What are the optoelectronic properties of Si2Te3, and how strong does the effect of excitons
have on the optical spectra of bulk and monolayer Si2Te3? What is the role of silicon dimers
and their orientations on the Raman spectrum of Si2Te3, and how their vibrational modes
are contributing to the Raman peaks?
2. How does the Si2Te3 nanomaterial reacts to a uniaxial strain? Do the silicon dimers
contribute to the mechanical flexibility and strength of the Si2Te3? Is it possible to control
the dimer orientations with the applied strain?
3. What are the possible crystal structures of Si2Te3 under high external pressure, and how do
the electronic transitions get affected by the pressure?
The first question is related to the optical properties of the Si2Te3 nanostructures, including the
dielectric properties as well as the Raman spectrum related to the vibrational motion. We tackle
this problem by first calculating the static dielectric matrix under the density functional
perturbation theory and comparing the results with the available experimental data, which is
followed by the frequency-dependent dielectric tensor under three different approaches, namely,
standard DFT, many-body Green’s function (GW) and the Bethe Salpeter Equation (BSE). We
plot the optical spectra in all directions under these approximations and analyze the results. We
also calculate the Raman intensity and plot the Raman spectra under different cases of the silicon
dimers orientations, including both in-plane and out-of-plane rotations. The corresponding
vibrational modes contributing to each Raman peak in the spectra are also analyzed in detail. This
will be discussed in Chapter 3.
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The second question is about the behavior of Si2Te3 subjected to a mechanical strain. As similar
research has been done on other layered materials, it is interesting to know about how the Si2Te3
reacts under strain, given its unique structural features. The solution to this problem provides
information on the mechanical flexibility as well as the electronic and optical response of the
Si2Te3 monolayer to the external strain. Also, the role of those dimers on the flexibility of the
material will be exposed, if any. The first-principles density functional theory calculations are
performed to find the solution to this problem. It will be discussed in Chapter 4.
The third question is about the theoretical perspective of one recent experimental finding by
Johnson et al.,56 where they report a possible phase transition in Si2Te3 from semiconductor to
metal when subject to an external pressure of 9.5 GPa. Their conclusion is based on the gradual
color change of the sample from transparent red to opaque black around that pressure, as well as
the blue shifting of the major Raman peak with the pressure and finally disappearing. The crystal
structure corresponding to the metallic phase is unknown. We want to fill this gap by searching
for the possible structures by using the evolutionary algorithm along with the DFT calculations.
The post-processing calculations are performed in detail for all predicted phases, and the results
are compared with the available experimental data. This will be presented in Chapter 5.
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Chapter 2. METHODS

This chapter consists of two major sections. The first section explains the theoretical foundation
of the present work. The second section contains the details of simulations.

2.1 Many-Body Hamiltonian
According to quantum mechanics, the wavefunction contains all the information of any given
system. Since we deal with the many electrons systems in the project, our main job is to find the
wavefunction of those systems in an external field by solving the Schrodinger wave equation with
the correct Hamiltonian. For a system of N electrons and M nuclei interacting via Coulomb force,86
the total Hamiltonian is given by the expression:
2

2

2

2

ħ
𝑍𝐼 𝑒
𝑒
2
𝑁
𝑁
𝑁
𝑀 ħ
2
𝑀
̂𝑡𝑜𝑡 = − ∑𝑁
𝐻
𝑖=1 2𝑚 ∇𝑖 − ∑𝐼=1 2𝑀 ∇𝐼 − ∑𝑖=1 ∑𝐼=1 |𝒓 −𝑹 | + ∑𝑗>𝑖 ∑𝑖=1 |𝒓 −𝒓 | +
𝑒

𝑀
∑𝑀
𝐽>𝐼 ∑𝐼=1

𝑍𝐼 𝑍𝐽 𝑒 2

𝐼

𝒊

𝑰

𝒊

𝒋

,

|𝑹𝐼 −𝑹𝑱 |

(1)
where,
i, j = Indexes of electrons,
I, J = Indexes of nuclei,
𝑚𝑒 = Mass of electron,
𝑀𝐼 , 𝑍𝐼 = Mass and charge of 𝐼 𝑡ℎ nuclei
𝑟𝑖 , 𝑟𝑗 = Position of 𝑖 𝑡ℎ and 𝑗 𝑡ℎ electrons
𝑅𝐼 , 𝑅𝐽 = Position of 𝐼 𝑡ℎ and 𝐽𝑡ℎ nuclei

10

In Equation (1), the first and second terms correspond to the kinetic energies of electron and nuclei,
respectively. The third term represents the electron-nucleus attractive interaction. The fourth &
fifth terms represent the electron-electron and nucleus-nucleus repulsive interactions, respectively.
Applying Born-Oppenheimer approximation, we treat the nuclei as fixed for the moving electrons,
making the potential energy between the nuclei constant. So, we can neglect the second and last
terms in (1). The total energy of the system is thus given by the following modified equations:
2

2

2

ħ
𝑍𝐼 𝑒
𝑒
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𝑁
𝑁
𝑁
𝑀
̂𝑡𝑜𝑡 = − ∑𝑁
𝐻
𝑖=1 2𝑚 ∇𝑖 − ∑𝑖=1 ∑𝐼=1 |𝒓 −𝑹 | + ∑𝑗>𝑖 ∑𝑖=1 |𝒓 −𝒓 | ,
𝑒

𝒊

𝑰

𝒊

𝒋

̂𝑡𝑜𝑡 > =< 𝑇 > + < 𝑉𝑒𝑥𝑡 > + < 𝑉𝑒𝑒 > ,
𝐸𝑡𝑜𝑡 = < 𝐻

(2)

(3)

To make the above equation numerically solvable, we treat each term individually.

2.2 Hartree Approximation and Fock Correction
Hartree approximation assumes that each electron experiences only the electrostatic Coulomb
potential due to all other electrons and the atoms.87 According to this approximation, the many
electron wavefunction is equivalent to the simple product of individual electrons’ wavefunction.
𝛹(𝒓𝟏 , 𝒓𝟐 , … … 𝒓𝑵 ) = 𝛹1 (𝒓𝟏 ) 𝛹2 (𝒓𝟐 ) ………… 𝛹𝑁 (𝒓𝑵 )
But, according to Pauli’s exclusion principle, exchanging the coordinates of any two electrons
should result in the antisymmetric wavefunction.
𝛹1 (𝒓𝟏 ) 𝛹2 (𝒓𝟐 ) ………… 𝛹𝑁 (𝒓𝑵 ) = − 𝛹1 (𝒓𝟐 ) 𝛹2 (𝒓𝟏 ) ………… 𝛹𝑁 (𝒓𝑵 )
The two electrons having the same spin states tend to have spatial separation between them. This
phenomenon corresponds to the exchange interactions among the electrons, thereby separating
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them with the same spin, which the Hartree approximation fails to consider. Later, Fock88 solved
this problem by expressing the many electrons wavefunction as a Slater determinant.89
𝛹(𝒓𝟏 , 𝒓𝟐 , … … 𝒓𝑵 ) =

𝐴
√𝑁!

|𝛹(𝒓𝟏 )𝛹(𝒓𝟐 ) …………𝛹(𝒓𝑵 )|

The operator A considers the orbitals with all possible anti-symmetric combinations. The resulting
Hartree-Fock equations successfully dealt with the exchange term. However, there are other
contributions from the many-body effect, called “electron correlation”, which are not accounted
by the Hartree-Fock method. To overcome the downside of these approximations, a new theory
named Density Functional Theory (DFT) is introduced.

2.3 Density Functional Theory (DFT)
Density functional theory is a well-known theory that helps to obtain the approximate solutions of
the many-body Schrodinger wave equation by considering the exchange and correlation effects in
the total energy. It is a remarkable theory that allows one to replace complicated 𝑁-electron wave
function 𝛹(𝒙𝟏 , 𝒙𝟐 , … … , 𝒙𝑵 ) and the Schrödinger wave equation with much simpler electron
density ρ(𝒓). DFT can predict different molecular properties: electronic structures, vibrational
frequencies, atomization energies, ionization energies, electric and magnetic properties, reaction
paths etc.90 Now, ρ(𝒓) is given by:
ρ(𝒓) = 𝑁 ∑𝒔𝟏 ∑𝒔𝟏 … . ∑𝒔𝑵 ∫ ∫ … . ∫ |Ѱ(𝒓𝟏 , 𝒔𝟏 , 𝒓𝟐 , 𝒔𝟐 , … . . , 𝒓𝑵 , 𝒔𝑵 )|2 𝑑𝒓𝟏 𝑑𝒓𝟐 … . 𝑑𝒓𝑵 .

(4)

This ρ(𝒓) must satisfy the following conditions:
ρ(𝒓) ≥ 0,
ρ(𝒓 → ∞) = 0 , and
∫ ρ(𝒓)𝑑𝒓 = 𝑁.

(5)
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DFT is based on the Hohenberg-Kohn91 theorems and Kohn-Sham ansatz.92 The two basic
statements proposed by Hohenberg, and Kohn are:
1. “Ground state density ρ(𝒓) of a bound system of interacting electron in some external potential
𝑣𝑒𝑥𝑡 (𝒓) determines this potential uniquely.”
2. “The exact ground state energy of a system with an external potential 𝑣𝑒𝑥𝑡 (𝒓) is given by the
global minimum value of the energy functional, 𝐸[𝑛] and the density that minimizes the functional
in the exact ground state density ρ𝑜 (𝒓).”
The first statement says that for a given many-body system, there exists a unique one-to-one
correspondence between the ground state electron density and the external potential. Similarly, the
second statement implies that for a given external potential, the ground state energy of the manybody system is given by the global minimum value of the energy functional, which is a function
of electron density. And the corresponding density is the ground state electron density of that
system. DFT assumes electron density ρ(𝒓) as a basic variable instead of Ѱ (𝒓). According to this
theorem, the ground state electron density is a functional of the external potential 𝑣𝑒𝑥𝑡 (𝒓). Thus,
total energy:
𝐸[ρ] = 𝑇[ρ] + 𝑉𝑒𝑒 [ρ] + 𝑉𝑒𝑥𝑡 [ρ].

(6)

According to Kohn-Sham ansatz, it is possible to approximate an interacting many-body
system to a fictitious non-interacting system with a single electron wavefunction having the same
electron density as that of the interacting system. Therefore, the ground state energy of an
interacting system can be approximated by the ground state energy of the fictitious non-interacting
Kohn-Sham energy 𝐸𝐾𝑆 (ρ) as:
𝐸𝐾𝑆 (ρ) = 𝑇[ρ] + ∫[𝑉𝑒𝑥𝑡 (𝑟)ρ(r) + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒 [ρ] + 𝐸𝑥𝑐 [ρ]]𝑑 3 𝒓.
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(7)

The first term in Equation (7) is the kinetic energy of the fictitious non-interacting system.
Again, the second term refers to the potential energy of the system subject to an external potential.
The third one is the Coulomb interaction energy term between the electrons, which is also called
the Hartree energy or Hartree potential. The last term represents the energy due to the exchange
and correlation effects, which is given by the different functionals under different approximations.
The exact expression of the last term is still unknown. Some of the widely used approximations
are described below. A flowchart of the Kohn-Sham self-consistent procedure is given below.

Figure 3: Flow chart of the Kohn-Sham self-consistent equations.93
As shown in the chart above, the K-S equations must be solved self-consistently. One
should begin with the initial guess of the wavefunction Ѱ(𝑟), hence the electron density ρ(r),
solve the Kohn-Sham equation, a Schrodinger-like equation for the fictitious non-interacting
system to obtain the new wavefunction Ѱ(𝑟), and the corresponding energy, calculate the new
14

charge density ρ(𝑟), compare this new charge density with the initial guess within in a certain
threshold. If they are consistent, the corresponding energy is the ground state energy of the system.
If they are not, repeat the same process until they are consistent. Once the self-consistency is
reached, all the physical parameters of interest can be calculated from the wavefunction Ѱ(𝑟).

2.4 Exchange and Correlation Functional
The introduction of exchange and correlation functional in the Kohn-Sham equations is a major
challenge in DFT. Inaccurate inclusion of this part may lead to inaccurate results; thus, it should
be considered carefully in the calculations. The two most widely used functionals are the local
density approximation (LDA) and the generalized gradient approximation (GGA).

2.4.1 Local Density Approximation (LDA)
This is the simplest approximation which treats the electron density locally as in a uniform electron
gas. This was originally proposed by Kohn and Sham in 1965.92 Under this approximation, the
exchange-correlation energy of a system is equal to that of a uniform electron gas having the same
density and is applicable for the systems with slowly varying density. For the systems having
electron density ρ(r), the exchange-correlation is given as:
𝐿𝐷𝐴
𝐸𝑥𝑐
= ∫ ρ(r) ϵxc (ρ)dr ,

where, ϵxc (ρ) is a functional that gives the exchange-correlation energy per particle of an electron
gas of a uniform density ρ(r). It can be split into exchange and correlation part as
ϵxc [ρ(r)] = ϵx [ρ(r)] + ϵc [ρ(r)] .
ϵx (ρ) is the exchange energy and it can be written into the following analytic form:86
ϵx (ρ) =

−0.4582
rs

(In the Hartree unit, 1 Hartree = 2 Rydberg).

Correlation part is estimated as:86
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ϵc (ρ) = {

−0.1423/(1 + 1.0529√𝑟𝑠 + 0.3334𝑟𝑠 )
−0.048 + 0.0311𝑙𝑛 𝑟𝑠 − 0.0116𝑟𝑠 + 0.002𝑟𝑠 𝑙𝑛 𝑟𝑠

𝑓𝑜𝑟 𝑟𝑠 ≥ 1
𝑓𝑜𝑟 𝑟𝑠 ≤ 1,

4

where rs is the dimensionless parameter with 1/ρ = (3) 𝜋 rs 3.

2.4.2 Generalized Gradient Approximation (GGA)
Since LDA only works for the system with uniform electron gas, it fails to approximate the energy
functional of the systems where the electron density undergoes rapid change, such as molecules.
For those systems, the exchange-correlation energy functional can be approximated by considering
the electron density as well as its gradient. This is called generalized gradient approximation
(GGA).94 The expression is given as,
𝐺𝐺𝐴
𝐸𝑥𝑐
= ∫ 𝑛(r) ϵxc [𝑛(r), ∇𝑛(r)]dr .

In practice, LDA results are more accurate for metals, whereas GGA is more suitable for
semiconductors.

2.5 Hybrid DFT Method
This is a method of improving the exchange-correlation functionals in DFT by mixing some
percentage of the Fock exchange to a local or semi-local density functional. Calculations using
these functionals are shown to improve the results on describing the structural, electronic, thermal,
mechanical, and many other properties of materials. This means the hybrid DFT not only improves
the energy of the system but also better approximates the electronic band gap in solids. There are
different types of hybrid functionals: B3LYP functional,95,96 HSE03,97–99 and HSE06.100 The
B3LYP functional is named from the last initials of the four chemists A. D. Becke, C. Lee, W.
Yang, and R. G. Parr. In a similar fashion, the functional HSE is named from the last initials of the
three chemists J. Heyd, G. E. Scuseria, and M. Ernzerhof.
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2.6 GW Approximation
In solids, when an electron travels through, its motion is disturbed by the interactions with the
surrounding mediums (e.g., other electrons and nuclei). Since there is always a repulsion between
any two electrons, a moving electron displaces other electrons in its vicinity and polarizes them.
The potential of the moving electrons fields is thus changed. The resulting potential experienced
by an electron is called self-energy. The GW approximation is introduced to describe this effect.
It is an approximation used to calculate the self-energy of the many-body system, where the selfenergy (Σ) is expressed as a product of single-particle green function (G) and screened Coulomb
interaction energy (W), given by Σ ≈ iGW.
In the simple DFT method, the band gap is interpreted as the energy needed to add or
remove an electron in a system. DFT works better to find the ground state energy density when
the system is neutral. But if an electron is added or removed, the system gets charged, and the
redistribution of other electrons takes place. The energy needed to squeeze an extra electron in the
conduction band, or the energy needed to relieve an electron from the valence band is not
accurately described in DFT calculations. This is the reason why DFT underestimates the bandgap.
In GW approximation, the charged states of the system are also considered in the calculation. In
addition, as we add an extra electron, the force of attraction between the nucleus and valence
electrons decreases because of the increase in inner core electrons. This is called the screening
effect, which is also named as shielding effect because the inner core electrons act as a shield
between the valence electrons and the nucleus. Further, because of the interactions with other
electrons and the nucleus while in motion, the added electron behaves like it has the same charge
and same spin as other normal electrons but different mass (called effective mass). This is called
an electron quasiparticle. Similarly, if an electron is removed, the result is a hole quasiparticle. So,
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the effect arising because of adding or removing an extra electron to the system is considered in
the GW calculation, which is based on many-body perturbation theory. During the calculation, the
exchange and correlation potential in KS equations is replaced by self-interaction energy.101,102 In
this dissertation, the GW method is used to obtain more accurate optical dielectric constants
compared to the DFT method.

2.7 Bethe Salpeter Equations (BSE) Method
The GW approximation works well for the quasiparticle (QP) energies, but it fails to get optical
absorption spectra accurately because the GW method is designed to work for a single-particle
(electron QP or hole QP) excitations, but optical absorption describes the two-particles excitations.
In other words, under GW approximation, once either an electron or a hole is excited, and
quasiparticles are created, they are treated as free QP. But if the system is semiconductor or
insulator, the accurate prediction close to the experiment can be made by considering the electronhole pair and their correlative interactions rather than considering them as free QP. In the BSE
approach, when an electron and a hole are excited by an incoming photon, correlative excitation
occurs between electron-QP and hole-QP forming exciton, and the effect of this exciton is
considered in the calculations.103,104 In this dissertation, the BSE method is used to obtain the most
accurate optical dielectric constants.

2.8 Density Functional Perturbation Theory (DFPT)
Density Functional Perturbation Theory (DFPT)105 is a powerful theoretical approach that can be
used to calculate the phonon dispersion and phonon vibrational modes, Raman, infra-red spectra,
dielectric constants, and many more. It helps get insight into the microscopic understanding of the
quantum mechanical system. It is used to calculate the response of the system when it is subjected
18

to an external perturbation. DFPT is actually the DFT, along with some external perturbing
potentials. There are two main formalisms of DFPT: Baroni106 that connects with the Green
function method and Gonze107 that connects with the Kohn-Sham formalism. In this dissertation,
the DFPT method is used to obtain the Raman intensity and the static dielectric constants.

2.9 Finite Displacement Method
This is a method we use during the phonon band structures calculations when checking the
dynamical stability of the materials. In this technique, all the atomic positions are slightly displaced
in the vicinity of their equilibrium positions within a certain threshold, and the corresponding
positions of those displaced atoms construct a new structure. The idea is to construct the several
structures which are slightly displaced from the equilibrium positions and calculate the resulting
forces, from which we can obtain the phonon spectrum. For this process, the material is first
optimized to its lowest possible energy state. The number of those displaced structures is large for
a less symmetric structure and vice-versa.

2.10 Pseudopotential
Solving the Schrodinger wave equation (SWE) can be computationally expensive for large atoms
with many electrons. Pseudopotentials are developed to improve computational efficiency.
Basically, in any atom (except for H and He), there are two types of electrons present in the electron
cloud: core electrons and valence electrons. Core electrons are close and tightly bound to the
nucleus; hence they don’t actually take part in the interaction with electrons from other atoms, and
if they participate, their contribution is negligibly small as compared to the valence or outer
electrons. But they are the major source of problems in solving the SWE of many-body systems.
So, the idea of pseudopotential is to replace the complicated interaction with those core-electrons
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and nucleus, by considering them ‘frozen’, and replaced by a simpler potential. In this approach,
only the valence electrons are considered in the interaction with other atoms. The effective
potential provided by inner core electrons and nucleus to the outer valence electrons is replaced
by the pseudopotential, which gives the same wave functions outside the core as in the actual ion
cores. The concept of pseudopotential makes calculation efficient and gives a good result (i.e.,
without considerable change in results) considering computing time and effort. There are three
major

types

of

pseudopotentials:

norm-conserving

pseudopotentials,108

ultrasoft

pseudopotentials,108 and projected augmented wave (PAW) pseudopotentials.109 We use PAW and
norm-conserving potentials in our calculations.

2.11 Genetic Algorithm
Genetic algorithm is an advanced method of optimization pioneered by John Holland in 1975.110
As the name clues, the foundation of this model lies in Charles Darwin’s theory of natural
selection. In this method, mutation and inheritance are considered as the key elements where the
parents generate new generations. Since the optimization of any complex problem is centered
around finding the global minimum value or the most optimal configuration, the main objective of
this algorithm is also finding the global minimum value by following a biology-inspired process
in its path selection.111 It has been one of the most widely used optimization methods in various
fields, including physics, chemistry, biology, computer science, and so on. Three major steps of
this algorithm are selection, crossover, and mutation.112
(a) Selection
This refers to picking parents that will be used for producing offspring in successive
generations. The initial selection of parents, which are often randomly generated, is very
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important. In each generation, the selection will be carried out from the best offspring of the
previous generations.
(b) Crossover
This is also an important step during the simulation process, where the information from two
different individuals (we call them mating chromosomes) are reorganized, and a new offspring
is produced having features transferred from its parent structures. This is also called structure
recombination, which is done right after the selection process.
(c) Mutation
This is an operator which runs in the background when the other processes are running. The
main objective of this step is to make sure the system is exploring other possibilities during the
simulation. Although the first two steps are effective in recombining the best candidates in
each generation, there is also chance of not utilizing some potentially beneficial changes not
contained in the parents’ chromosomes. In that case, mutation explores those additional
possible changes for generating the best candidates.

2.12 Simulation Details
Here, we discuss the details of simulations. We use a number of simulation packages during the
calculations based on our needs. They are discussed below:

2.12.1 VASP
VASP is an acronym for Vienna Ab initio Simulation Package.113 We use it during the firstprinciples density functional theory (DFT) calculations.91 This is a widely used package in the
research area of materials modeling at the atomic scale, including electronic structure calculations
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and quantum-mechanical molecular dynamics from first principles, which we call ab initio
molecular dynamics (AIMD).
We have described how to deal with the many-electron system in our research in the
sections above. Our main task is to solve the many-body Schrodinger wave equation. VASP
provides an approximate solution of this kind of complex system within the density functional
theory by solving the self-iterative Kohn-Sham equations.92 It also implements hybrid functionals
into the DFT, which mixes the Hartree-Fock approximation87,88,114 into standard DFT, which we
call hybrid DFT calculations. In addition, the Green functions methods (GW and RPA
equations),101,102 the Bethe-Salpeter equations (BSE),103,104,115 and the density functional
perturbation theory (DFPT)105 approaches are also implemented in the VASP. Its source code is
written in Fortran. Calculation in VASP requires four major input files, which are discussed below
in brief:
(a) POSCAR
This file contains information about the input crystal structures used in simulations. The
structural data are present in terms of basis vectors and the positions of individual atoms. The
atomic coordinates can be written either in cartesian form or in fractional form. Once the
calculation is complete after achieving the provided optimization criteria, a corresponding file
called CONTCAR is produced, which contains the optimized structure.
(b) POTCAR
This file contains the pseudopotential, which is used in the calculation to consider the
interaction between the electrons and the ions. The POTCAR file should contain the
pseudopotential of each type of atom present in the POSCAR file. In the case of simulation of
more than one type of atom, the POTCAR is generated by the concatenation of POTCAR files
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of the individual atomic species in the database. For example, in our Si2Te3 calculations, we
generate a single POTCAR file by concatenating the POTCARs of Si and Te atoms. The VASP
has its own database for these pseudopotentials.
(c) KPOINTS
This represents the sampling points of the Brillouin zone in the reciprocal space. These are the
points in which self-consistent energy minimization is performed. These points determine how
well the integration of the continuous Brillouin zone is approximated by the discrete sampling
points. The denser the k-points, the more accurate the result is, although more k-points increase
the time and memory during the computation. Also, for larger dimensions of the cell in real
space, the sparser k-point grid is needed. There are several ways of specifying k-points in the
KPOINTS file, out of which the automatic generation of regular k-points mesh, MonkhorstPack sampling scheme,116 is the most popular one.
(d) INCAR
This is the most important input file of VASP. It actually determines what to do and how to do
it. The INCAR file contains many input tags that control the calculations. Most of these tags
have a default setting if not specified during the simulation. Geometry optimization, selfconsistent and non-self-consistent calculations, band structures and density of states
calculations, etc., should have different input tags in the INPUT file. Examples include
ISTART, ISIF, LWAVE, NWRITE, NSW, NELM, and so on.
The VASP code generates many different output files based on the calculations we perform. These
files are not discussed here. A detailed description of all the VASP input and output files can be
found here: https://www.vasp.at/wiki/index.php/The_VASP_Manual
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2.12.2 Quantum ESPRESSO
Quantum ESPRESSO is an acronym for Quantum opEn-Source Package for Research in
Electronic Structure, Simulation, and Optimization.117

It is a multi-purpose platform for

calculating the electronic structures and materials modeling using DFT. Quantum ESPRESSO is
distributed under GNU general public license. It is a versatile software having applications ranging
from structural optimizations, phonon vibrations, elastic constants, dielectric functions, Raman
spectra to ab-initio molecular dynamics. There are three main components of this package, which
are (a) Plane Wave self-consistent field (PWscf), (b) First-Principles Molecular Dynamics
(FPMD), and (iii) Car-Parrinello Molecular Dynamics (CPMD). The source code of Quantum
ESPRESSO is written in the Fortran language.
Unlike VASP, the calculation in Quantum ESPRESSO requires only two files. One file contains
crystal structure information, calculation types and necessary input tags, and the sampling points
for the simulation. This is equivalent to the combination of INCAR, KPOINTS, and POSCAR
files in VASP. There are many input tags in this file. Some examples include calculation, ibrav,
ecutwfc, nat, ntyp, celldm, and so on. The second file is a pseudopotential file, which contains the
same information as POTCAR in VASP. The only difference is in its format, which has been
designed in such a way that the Quantum ESPRESSO code can read it easily. We use it for
structural optimizations, calculation of Raman/IR spectra, and vibrational motion analysis of
silicon telluride in our project. Detailed information on Quantum ESPRESSO is found here:
https://www.quantum-espresso.org/.
In addition to these input files, a basic script file is used to run both the VASP and Quantum
ESPRESSO in a more systematic way, either on workstations or on high-performance computing
facilities. This file controls the controls regarding the wall time, memory allocation, output files,
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error files, etc. Although this file is not mandatory to use on PC or workstations as long as the
complete paths of their executables are provided, it will be more convenient to use it on the
workstation and is required in supercomputer clusters.

2.12.3 USPEX
It is an acronym for Universal Structure Predictor: Evolutionary Xtallography. It is a simulation
package developed by the Oganov laboratory in 2004 for predicting the new stable and metastable
crystal structures based on the genetic algorithm, also called the evolutionary algorithm.118,119
Owing to its robustness in predicting the materials based on the chemical composition only, it has
become an important and popular tool in materials discovery. USPEX is written in MATLAB and
Python. It is compatible with various simulation packages, including VASP,113 SIESTA,120
GULP,121

LAMMPS,122

CP2K,123

ABINIT,124

CRYSTAL,125

Quantum

Espresso,117

CASTEP,126,127 and many others. We use this package with VASP to predict the possible highpressure phases of Si2Te3.
USPEX can be used to predict the structures based on not only the energy but also on the
volume, band gap, elastic constant, hardness, density, dielectric constant, magnetic moment, and
so on. Also, it is capable of predicting the nanoparticles, polymers, surfaces, 2D crystals, and 3D
or bulk crystals under fixed as well as variable compositions. Based on the available tags in the
input file, named ‘INPUT.txt’, it starts initially by predicting the structures in parallel and selects
the best candidates as parents for the next generations afterward. The calculation stops once the
halting criteria are reached. It also lists all possible structures predicted during the simulation
process, the best individuals in each generation, and the final structures in separate files.
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2.12.4 PHONOPY
It is an open-source package for the phonon band structure calculations of the materials. This
package is compatible with many simulation software, including VASP,113 Quantum
ESPRESSO,117 LAMMPS,122 SIESTA,120 ABINIT.124 There are two major properties that need to
be tested of any materials to claim their stability in nature: (a) phonon or lattice vibration
(dynamical stability), (b) response to heat (thermal stability). For thermal stability, we use VASP
to perform the AIMD simulation at different high temperatures. For the dynamical stability test,
PHONOPY128 is used to calculate the phonon frequencies. If there is no sudden drop in the
fluctuating total energy as well as no formation of an additional structural configuration over the
course of time during AIMD simulation, and no imaginary phonon frequencies (represented by the
negatives sign, also called the soft phonon modes) present in the Brillouin zone in the phonon band
structure, the material is considered as stable. PHONOPY is written in Python.
Note: we can also use Quantum ESPRESSO for both the stability tests discussed above.
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Chapter 3. ELECTRONIC, OPTICAL, RAMAN, AND VIBRATIONAL PROPERTIES
OF Si2Te3

3.1 Introduction
The unit cell of silicon telluride consists of 20 atoms, where the silicon (Si) and tellurium (Te)
atoms are arranged in the ratio of 2:3 (12 Te atoms and 8 Si atoms) forming the chemical formula
Si2Te3. As mentioned earlier in Chapter 1 that the silicon dimers in Si2Te3 can be rotated either inplane or out-of-plane. The dimer rotations result in new structures with new energies. Based on
the dimer orientation, Si2Te3 can have several possible electronic states. However, the structure
with all the dimers oriented along the same direction (say y-axis) is found as the most stable
structure or lowest energy configuration. Figure 4 below represents the top view and side views of
Si2Te3 in the most stable structure. Each unit cell of the bulk Si2Te3 consists of two layers, each
layer can be exfoliated into a single layer, called the monolayer Si2Te3. Thickness of each layer is
4.07 angstrom (Å) (‘t’ in Figure 4), and the vertical spacing between every layer is 3 Å (‘d’ in
Figure 4), which facilitates separating the individual layers from the bulk phase. Similarly, the four
possible silicon dimers orientations are shown in Figure 5.
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Figure 4: Crystal structure of Si2Te3 (a) top view (b, c) side views. Si and Te atoms are represented
by blue and tan colors, respectively. The unit cell is shown by solid red lines along with the lattice
vectors “a” and “b”.

Figure 5: Four possible silicon dimers orientations in Si2Te3 (a-c) in-plane (d) out of the plane.
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The lattice parameters of the most stable structures of bulk and monolayer Si2Te3 from the
literature48 are shown in Table 1.
Table 1: Lattice parameters of ground state bulk and monolayer Si2Te3
State

a (Å)

b (Å)

c(Å)

α (deg)

β (deg)

Г (deg)

Bulk

7.54

7.94

14.15

90º

90º

120º

Monolayer

7.50

8.44

14.15

90º

90º

120º

3.2 Computational Details
We first describe the different methods used in the calculations as follows. For the structural
optimizations and the study of electronic as well as optical properties, we use the VASP code,113
whereas for the Raman spectra and phonon vibration analysis, we use the Quantum ESPRESSO
package.117 The first-principles DFT calculations are performed using the Perdew-BurkeErnzerhof (PBE)94 exchange-correlation functional under generalized gradient approximation
(GGA) along with the pseudopotential constructed under the projected augmented wave (PAW)
method.109 The electronic and ionic convergence are achieved when the energy and force
difference between two successive steps are less than 10-9 eV and 10-4 eV/Å, respectively. A planewave basis set with a cut off energy of 500 eV is used for the expansion of the wavefunction. The
integration over the Brillouin zone is performed with the k-point grids of 9 × 9 × 5 and 9 × 9 × 1,
respectively, for the bulk and monolayer Si2Te3, both centred at Γ point. The above-described setup
is used for getting the optimized structure of Si2Te3. However, comparatively loose convergence
criteria are used for the calculation of dielectric and optical properties because of the limitation in
CPU time and memory of the available computational resources. These calculations are carried
out in three steps. In the first step, we perform standard DFT calculations as described above with
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the smaller k-point sampling grids (5 × 5 × 3 for bulk and of 5 × 5 × 1 for monolayer). In the
second step, we carry out many-body calculations using the GW approximation101,129 that includes
the quasiparticle correction to the DFT Kohn-Sham states.130 As described in Section 2.6, in the
GW approximation, the electronic self-energy is approximated by a product of single-particle
Green’s function (G) and the screened Coulomb potential (W). In this work, single-shot GW
(G0W0) calculations are performed. The calculation is done using 248 bands to take into account
enough unoccupied bands. In the final step, we carry out calculations based on the Bethe-Salpeter
equation (BSE)103,104,115 which includes the electron-hole interaction (excitonic effect) that is
absent in DFT and GW approaches.
We calculate the phonon vibrations and the Raman spectrum using the first-principles
density functional perturbation theory105 as implemented in the Quantum Espresso package.117 We
use the norm-conserving (NC) pseudopotential108 generated via the Rappe-Rabe-KaxirasJoannopoulos (RRKJ) method.131 Plane-wave basis sets with 80 Rydberg (Ry) and 320 Ry cut-off
energies are used for the expansion of the wave function and charge density, respectively. Raman
intensity calculation is performed following a self-consistent calculation with a fully optimized
structure. The convergence thresholds on the total energy and force for ionic minimization are set
to 10-4 Ry and 10-3 Ry, respectively. Reciprocal space with a k-point grid of 5 × 5 × 3 under the
Monkhorst Pack scheme116 is used for the integration over the Brillouin zone. Comparatively tight
convergence criteria of 10-12 Ry and 10-14 Ry are set for self-consistent and phonon calculations,
respectively. Finally, the non-resonant Raman coefficients from the second-order response
function are computed.132
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3.3 Results and Discussions
The results are described in four major sections. In the first section, we discuss the electronic
properties of the Si2Te3 in detail. The dielectric and optical properties are discussed in the second
and third sections. The fourth section contains the vibrational and Raman properties of Si2Te3.

3.3.1 Electronic Properties of Si2Te3
To explain the electronic properties of Si2Te3, first, we plot the band structures and density of
states (DOS). There are two ways to plot them: (i) without considering the spin-orbit coupling
(SOC) and (ii) with spin-orbit coupling. Later, we also discuss the charge transfer property of
Si2Te3 along with its electron localization function (see Chapter 5). Figure 6 shows the electronic
band structures of bulk and monolayer Si2Te3 without spin-orbit coupling from the standard
density functional theory (DFT).

Figure 6: Band structures of Si2Te3 (a) bulk and (b) monolayer. VBM and CBM represent the
valence band maximum and conduction band minimum, respectively.
From Figure 6(a), it is seen that the valence band maximum (VBM) lies at the X points,
and the conduction band minimum (CBM) lies at the Г point with the band gap of 1.48 eV. This
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implies that the bulk Si2Te3 is an indirect band gap semiconductor. Also, from Figure 6(b), VBM
lies between Г & X, and CBM lies between the Y & H points with the corresponding band gap of
1.81 eV, indicating that the monolayer also has an indirect band gap.
Since tellurium is a heavy element having atomic number 52 in the periodic table, we
expect the spin-orbit interaction to play a role in the electronic structure of Si2Te3. It can be
regarded as a small perturbation on the system due to the relativistic interaction of particle’s spin
with their orbital motion. As a result, there is a splitting as well as a slight shifting of electron’s
energy level in the band structures. This generally ends up with changing the electronic band gap
in the order of few meV. The interaction is zero for the elements with only one valence electron
(alkali metals) and highest for the elements with eight valence electrons (inert gas), also, as the
atomic number increases, the magnitude of the coupling strength increases. So, the spin-orbit
coupling depends upon the number of valence electrons as well as the core electrons. For those
atoms which have higher numbers of both types of electrons, the spin-orbit effect is large.133 The
band structures of Si2Te3 with the spin-orbit interactions are shown in Figure 7 below.

Figure 7: Band structures of (a) bulk and (b) monolayer Si2Te3 with the spin-orbit interaction.
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When the SOC is turned on in the calculations, the corresponding band gaps of bulk and
monolayer Si2Te3 are slightly lowered to 1.47 and 1.78 eV, respectively (Figure 7), while the
splitting of the bands is too small to observe. This confirms the effect of spin-orbit interaction on
the band structures in the order of tens of meV. In either case, Si2Te3 is found to be an indirect
band gap semiconductor. These DFT values are much lower than the experimental gap of 2.13 eV
at room temperature and 2.34 eV at 4.2 K,55 which is because the DFT usually underestimates the
band gap as described in Section 2.6. The increase in band gap on going from bulk to monolayer
is due to the quantum confinement, where the extends of the wavefunctions of carriers (can be
electrons or excitons) are restricted in one or more dimensions. To obtain better results of bandgaps
to compare the experimental data, we use the hybrid functional HSE06 method for band structures
calculation without SOC, as in the case of DFT. From this approach, the band gaps for bulk and
monolayer Si2Te3 are found to be 2.29 and 2.65 eV, respectively. The bulk band gap is very close
to the experimental value. The nature of the gaps remains unchanged under HSE calculations.

Figure 8: Total and partial density of states of Si2Te3 (a) bulk (b) monolayer under DFT with spinorbit coupling.
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Figure 8 shows the total density of states of Si2Te3 under DFT with SOC along with the
partial density of states from Te and Si orbitals. The p-orbital of the Te atom mainly constitutes
the valence band, whereas the p-orbitals of both Si and Te atoms have major contributions to the
conduction band. There is a small contribution also coming from the s-orbital of Si and Te atoms
as well as the d-orbital of the Te atom in the conduction band. The density of states and the band
structures are in good agreement, both suggesting that Si2Te3 is a semiconductor.

3.3.2 Dielectric Properties of Si2Te3
The dielectric constant of any material is related to the ability to polarize that material under the
presence electric field. In other words, it is a measure of electric potential energy, which is stored
in a material due to induced polarization when subject to an external electric field. A higher
dielectric value implies a higher degree of electric polarization and vice-versa. There is an inverse
relationship between the dielectric constant and band gap of a specimen, i. e. the materials with
higher band gaps have smaller dielectric constants and vice-versa. Therefore, the dielectric
constants are small for the insulator and infinitely large for metals. Materials have numerous
applications based on their dielectric performance: those who have smaller dielectric constant can
be used in power applications because of the low dielectric loss, whereas the high dielectric
materials are used in the capacitors.
The static dielectric constants of Si2Te3 are calculated using the density functional
perturbation theory (DFPT) method. The calculations are carried out for both the bulk as well as
monolayer phases. The calculated results are also compared with the available experimental data
measured at room temperature. As we already mentioned, at room temperature, the sample of
Si2Te3 contains a considerable number of horizontally misaligned dimers as well as a very few
vertically misaligned dimers (~1%), it is, therefore, possible to approximate the measured
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dielectric constants at room temperature by taking a mole-fraction average of all the domains with
different in-plane orientations. Such average is equivalent to the average of our calculated
dielectric constants Ꜫ𝑥 and Ꜫ𝑦 , which neglects the contributions from the dimers oriented out of
the plane direction because of their very small population.
The calculated static dielectric constants for the bulk Si2Te3 are Ꜫ0 (x) = 8.76, Ꜫ0 (y) = 7.19,
and Ꜫ0 (z) = 6.17. Taking an average, we find Ꜫ0 (Ʇ) = 7.92 and Ꜫ0 (║) = Ꜫ0 (z) = 6.17, which are
very close to the experimentally measured values of Ꜫ0 (Ʇ) = 8.5 ± 0.2 and Ꜫ0 (║) = 6.5 ± 0.255. The
Si2Te3 structure we use in the calculations features all the silicon dimers aligned along the y-axis,
which facilitates the analysis of the dielectric results. The dielectric constant along the dimer (yaxis) is found to have a ~20% smaller value than x-axis, where the dimers are oriented
perpendicularly. From these results, we can calculate energy density in the electric field using the
1

formula U = 2 𝜀𝐸 2. The energy density is smaller when the applied electric field is aligned with the
dimer (y-axis) as compared to perpendicular to the dimer (x-axis). If a strong electric field is
applied to the sample, the dimers may align with the applied field to minimize the energy, given
that the dimer rotation can happen at room temperature as it has an activation energy of ~1 eV.
Therefore, the dimer alignment can be controlled by applying the large external electric field,
thereby altering the optical properties. For monolayer Si2Te3, the calculated dielectric constants
are Ꜫ0 (x) = 5.15, and Ꜫ0 (y) = 4.14, which implies Ꜫ0 (Ʇ) = 5.64. We do not have available
experimental data to compare with the monolayer.

3.3.3 Optical Properties of Si2Te3
To study the optical properties of Si2Te3, we use three different approaches, namely, Density
Functional Theory (DFT), the many-body GW method, and the Bethe-Salpeter equation (BSE)
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method. Optical dielectric properties are related to the absorption and reflection spectra. Figure 9
and Figure 10 show the imaginary part of the frequency-dependent dielectric function along with
the photon energy of bulk and monolayer Si2Te3. Here, the x- and y-axes represent the axes
perpendicular and parallel to the silicon dimers, respectively.

(a)

(b)

(c)

Figure 9: Frequency dependent dielectric function of bulk Si2Te3 under DFT, GW and BSE
method.
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(a)

(b)

Figure 10: Frequency-dependent dielectric function of monolayer Si2Te3 under DFT, GW and
BSE method.
The calculated electronic, quasi-particles, and excitonic band gaps of bulk Si2Te3 under
DFT, GW, and BSE approaches are respectively 1.45 eV, 2.24 eV, and 1.95 eV. This suggests that
the exciton binding energy is about 0.3 eV in bulk Si2Te3. Also, for monolayer Si2Te3, these values
are 1.80 eV, 2.85 eV, 2.24 eV, suggesting a large exciton binding energy of 0.6 eV in monolayer
Si2Te3.
Strong anisotropy in the frequency-dependent dielectric constants is observed in both bulk
and monolayer. From the BSE calculations of bulk Si2Te3, the maximum Im (Ꜫ𝑥 ) is observed at
3.3 eV of photon energy, with a peak value of 13.0 (Figure 9(a)). Meanwhile, the maximum Im
(Ꜫ𝑦 ) is observed at similar photon energy, with a peak value of 8.5 (Figure 9(b)). The results
indicate that Si2Te3 is highly anisotropy in the optical regime. The fact that Im (Ꜫ𝑥 ) is significantly
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larger than Im (Ꜫ𝑦 ) in the optical regime is also observed in DFT and GW calculations and in the
case of 2D monolayers as well (Figure 10).

Figure 11: Module-squared wavefunctions of monolayer Si2Te3 (a) Top view (b) side view at
VBM. (c) and (d) are corresponding wavefunctions at CBM.
It is also interesting to note from Figure 9(c) that the z-component of the imaginary part of
dielectric function under the BSE approach is significantly smaller as compared to DFT and GW
results. This indicates that the excitonic effect is strong in the out-of-plane direction. As we will
explain below, this effect, along with the in-plane anisotropy in Im (Ꜫ𝑥 ) and Im (Ꜫ𝑦 ), can be
explained from the specific composition of the valence bands and conduction bands, which is
shown in Figure 11.
The module-squared wave functions of the conduction band minimum (CBM) and valence
band maximum (VBM) in bulk Si2Te3 are shown in Figure 11. The oscillation strength under the
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electric field in x or y-direction is proportional to ⟨Φ𝐶𝐵 | r |Φ𝑉𝐵 ⟩. As can be seen in Figure 11(a),
the VBM contains the Te 5p orbitals, one of which is marked as point 1. Meanwhile, for CBM
(Figure 11(c)), the Si 2s orbitals are part of the wave function as marked as points 2 and 3. Under
an electric dipole perturbation in the x-direction, this orbital at point 1 in VBM will expand
horizontally and have a larger overlap with wave function at 2 and 3 CBM, resulting in a large
oscillation strength. For electric dipole perturbation in the y-direction, the enhancement of the
oscillation strength is not significant. The strong interlayer excitonic effect can be understood from
the particular compositions of the wave functions at the CBM and VBM as well. As shown in
Figure 11, the VBM consists of Te 5p orbitals and the bonding orbitals of Si atoms, while the CBM
of Si2Te3 consists of the Te 5p orbitals and the anti-bonding orbitals on Si atoms. From the side
views of the wave functions (Figure 11(b) and Figure 11(d)), it is obvious that both CBM and
VBM contain Te 5p orbitals that extend into the space between the Si2Te3 layers. Therefore, the
wave function of an electron in one layer and that of a hole in an adjacent layer can be closely
spaced. The close proximity leads to large Coulombic interactions and a strong interlayer excitonic
effect.
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Figure 12: The reflection intensity of bulk Si2Te3 at different polarization angles from 0° to 360°.
The difference between Im (Ꜫ𝑥 ) and Im (𝑦) implies the anisotropic behavior of Si2Te3 in
the optical regime, which is confirmed by the reflection spectra from experiments taken by our
collaborators (Fig. 12). The results in Subsection 3.3.2 and 3.3.3 are published in MRS Advances.85

3.3.4 Raman Spectra and Vibrational Properties of Si2Te3
Raman spectroscopy is a technique based on the inelastic scattering of light. In this technique,
high-intensity laser light with a certain wavelength is passed into the materials or sample under
study. More than 99.9% of such incident light gets scattered from the sample with the same
wavelength, but a very small portion of it (less than 0.1%) gets scattered with a different
wavelength based on the chemical structure of the sample, which is called Raman scattering. The
scattering gives a spectrum featuring the intensities of the scattered light and the corresponding
wavelength positions, which is called the Raman spectrum. Each peak in the spectrum corresponds
to a specific lattice vibration, which can be used to understand the bonding structure of the
materials. Therefore, the Raman scattering is one of the most widely used methods on
characterizing the materials. In general, the Raman analysis of metals is not suitable.
We calculate the Raman intensity of bulk Si2Te3 in three different cases. They are: (i) all
the four dimers oriented horizontally along the same direction (y-axis), which we call the original
structure with the minimum grounded state energy, (ii) one-fourth of the dimers misaligned
horizontally, and (iii) one-fourth of the dimers misaligned vertically. The corresponding Raman
intensities are computed in each case. Raman intensity of pure Si sample (background in the
experiment) is also calculated separately to help separate the signal from the Si substrate in
experiments.
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(a)

(b)

Figure 13: Raman spectrum of (a) Si2Te3 with all the silicon dimers oriented along y-axis (b) pure
silicon sample (background in the experiment).
The five major Raman peaks are found at 144 cm-1, 213 cm-1, 310 cm-1, 363 cm-1, and 464
cm-1, which are shown in the Raman spectrum in Figure 13(a). The Raman peak of the pure silicon
is calculated at 500 cm-1 (Figure 13 (b)). Our calculation also shows that the horizontal
misalignment of one dimer has no significant effect on the Raman peaks, meaning that the strength
of the peaks as well as their positions in the Raman spectrum remain the same in the first two cases
mentioned above. However, the vertical misalignment results in one additional peak in the Raman
spectrum, which appears at 127 cm-1. After combining the data obtained in three different cases,
we come to the conclusion that there are a total of six major peaks seen in the Raman spectrum at
wavenumbers 127 cm-1, 144 cm-1, 213 cm-1, 310 cm-1, 363 cm-1, and 464 cm-1 as shown in Figure
14(a). The experimental low-temperature Raman spectrum (at 7 K) also shows the six major peaks
at 127 cm-1, 152 cm-1, 225 cm-1, 342 cm-1, 398 cm-1, and 499 cm-1 excluding the silicon sample
(background) as shown in Figure 14(b). Small side peaks near the 4th, 5th, and 6th peaks in the
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calculated graph in Figure 14(a) corresponds to the minor Raman peaks in the flat region near the
respective major peaks in the experimental graph in Figure 14(b).

Figure 14: Raman spectrum of the Si2Te3 (a) from the calculation (b) from the experiment.84
We also analyze the vibrational modes corresponding to each of these major as well as the
minor Raman peaks shown in Figure 14(a). The corresponding vibrational modes of the major
peaks are shown in Figure 15. Similarly, the vibrational modes of minor peaks are shown in Figure
16.
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Figure 15: The corresponding vibrational modes of the major peaks shown in Figure 14(a).

Figure 16: The corresponding vibrational modes of the minor peaks shown in Figure 14(a).
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Overall, the calculated Raman spectra agree well with the experimental data. Our
calculations, in combination with the experimental work carried out by our collaborators, revealed
a detailed description of the Raman properties of Si2Te3 that can be helpful for future
investigations. The results in Subsection 3.3.4 are published in the Scientific Reports.84
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Chapter 4. STRAIN EFFECT ON THE MONOLAYER Si2Te3

4.1 Introduction
As described in the previous chapter, the inclusion of silicon dimers inside the silicon telluride
occupying only the 67% of ‘metal’ sites formed by the Te hexagonal sublattices is a peculiar
feature of this material. Because of such complex structural configuration arising from these
dimers, it is interesting to know how the material reacts to the external strain, how the orientation
of dimers gets affected, and what is the role of these dimers on deciding the mechanical, electronic,
and optical properties as the strain is applied on the material. The unique structure of Si2Te3 may
also lead to unusual mechanical flexibility. In this chapter, we investigate the response of Si2Te3
monolayer when a uniaxial strain is applied along the direction of dimer orientation.

4.2 Computational Details
First-principles density functional theory (DFT) calculations are performed using the VASP
package.25 The pseudopotential used in the calculations is constructed under the projected
augmented wave (PAW) method.109 We use the Perdew-Burke-Ernzerhof (PBE) exchangecorrelation functional under generalized gradient approximation (GGA).94 The convergences are
achieved when the difference in energies in two successive steps becomes less than 10-4 eV in
electronic relaxation and less than 10-3 eV in atomic relaxation. The kinetic energy cutoff for the
plane-wave basis set is 400 eV. The sampling of the Brillouin zone is done on a 4 × 4 × 1 K-point
grid centered at the Γ point. The band structure is investigated by the standard DFT-PBE method,
including the spin-orbital coupling effect. To model the 2D monolayer under the periodic boundary
condition, a vacuum of 8 Å is inserted between the periodic replicas of the monolayer. After
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obtaining the relaxed structure of monolayer Si2Te3, a series of incremental tensile strain up to 40%
was applied along the y (along the Si-Si dimers) direction, and the lattice constant in the x-direction
is fully relaxed. The applied strain is defined as ε =

𝑎−𝑎0
𝑎0

, where 𝑎, and 𝑎0 are the lattice constants

of the strained and relaxed structures, respectively. The positive and negative values of strain refer
to expansion and compression, respectively. Our study of the ideal strength follows the method
described in Refs. 134 and 135. The ideal strength corresponds to the maximum in the stress that
occurs at the instability point. The stress of the three-dimensional modeling unit is calculated from
forces obtained by the Hellmann-Feynman theorem.136 The stress of the two-dimensional
monolayer is defined as force per unit length as a function of tensile strain.137 In this study, the
stress for the monolayer is obtained by rescaling the value obtained from three-dimensional
modeling unit cell by a factor Z/d0, where Z is the length of the cell in the z-direction, and d0 is the
effective thickness of the monolayer, whose values in our calculations are 15.16 Å and 6.97 Å,
respectively.
To test the dynamical stability of unstrained and strained Si2Te3 monolayers, the phonon
spectra are calculated using the PHONOPY128 package. The force constants are computed using
the finite displacement method with the PBE exchange-correlation functional under GGA, PAW
potentials, and plane-wave basis as implemented in the VASP. A set of 3 × 3 × 1 supercell
consisting of 180 atoms are created with the finite displacements. The kinetic energy cutoff for the
plane wave basis set is 500 eV. The sampling of the Brillouin zone is done on a 3 × 3 × 1 Gammacentered K-point grids.

4.3 Results and Discussions
The optimized structure of a Si2Te3 monolayer used in the calculation is shown in Figure 17(a).
The primitive cell is marked by the dotted red lines and contains 4 Si and 6 Te atoms. To facilitate
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the application of strain in the y-direction and relax the lattice in the perpendicular direction, we
use a rectangular cell for calculation as marked by the black lines, which contains 8 Si and 12 Te
atoms. To estimate the elastic limit of monolayer Si2Te3, we plot the stress as a function of tensile
strain in the y-direction is shown in Figure 17(b). This curve tells us that the monolayer Si2Te3 can
sustain a critical tensile strain of 38%. This critical tensile strain is among the highest of all 2D
materials that have been reported (see Table 2 for more detail).138–153 The highest critical strain of
30% was reported previously for boron nitride146 and phosphorene.153 Interestingly even at such a
high strain, the breaking strength (stress) is 8.59 N/m, which is low among 2D materials. We
compare this value with MoS2, which has a breaking strength of 15 N/m.149 These results suggest
that Si2Te3 is an extremely flexible 2D material. Table 2 compares the critical strain and the
corresponding tensile stress (ideal strength) of Si2Te3 monolayer with some other monolayers
previously published.
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Figure 17: (a) Structure of monolayer Si2Te3 used in the calculation. Si and Te atoms are shown
in blue and tan colors, respectively. (b) The stress as a function of tensile strain along y axis (the
direction of Si-Si) dimers.
Table 2. Critical strain and ideal strength of 2D materials
Material

Critical Strain

Ideal Strength

Si2Te3 (this study)

38%

8.63N/m

along x

19.4%

110 GPa

along y

26.6%

121 GPa

graphene [Ref. 151]

25%

130 GPa

PeHe-A [Ref. 139]

24%

94 GPa

PeHe-B [Ref. 139]

21.4%

91 GPa

octa-graphene [Ref. 33]

23.8%

82 GPa

penta-graphene [Ref. 140]

18%

23.51 N/m

graphene [Ref. 152]
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phagraphene [Ref. 140]

18%

25.39 N/m

armchair

17%

18.9 N/m

zigzag

25%

21.4 N/m

armchair

20%

17.84 N/m

zigzag

20%

18.83 N/m

WS2 [Ref. 144]

12%

13 GPa

armchair

12%

12.8 N/m

zigzag

16%

16 N/m

armchair

18%

23.56 N/m

zigzag

30%

7.82 N/m

armchair

30%

4 N/m

zigzag

27%

10 N/m

MoS2 [Ref. 148]

22.5%

24.6 GPa

MoS2 [Ref. 149]

6-11%

15 N/m

armchair

16%

5.2 N/m

zigzag

22%

5 N/m

graphane [Ref. 141]

graphyne [Ref. 142]

α-boron [Ref. 145]

BN [Ref. 146]

phosphorene [Ref. 153]

ZnS [Ref. 150]

The high flexibility enables a large mechanical strain to be applied to Si2Te3 to tune the
electronic structure. We show the optical bandgap as a function of strain in Figure 18. The optical
bandgaps are obtained from the first excitonic peak in the imaginary part of the dielectric function
calculated using the Bethe–Salpeter equation.103,104,115 Due to the computational cost of the BetheSalpeter equation calculations, the kinetic energy cutoff for the plane-wave basis is set to a lower
value of 245 eV. It is found that as the strain is applied from 0-38%, the optical bandgap changes
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from 2.56 eV to 1.04 eV, which is a reduction of 1.52 eV, suggesting that mechanical strain can
be effective to tune the exciton emission in the Si2Te3 monolayer from the visible to the longer
wavelength part of the near-infrared spectrum.

Figure 18: Bandgap as a function of applied uniaxial strain for monolayer Si2Te3 using the BetheSalpeter equations (BSE) method.
The mechanical strain changes not only the value of the band gap but also the nature of the
band gap transition. Figure 19 shows the band structures of the monolayer Si2Te3 for different
strains along the y-direction calculated using the DFT method, including the spin-orbital coupling
effect. For the unstrained case in Figure 19(a), the band gap is indirect with the valence band
maximum (VBM), and the conduction band minimum (CBM) lies at different points between the
Г and Y points. At 15% strain in Figure 19(b), both these points get coincide at the same point,
thus changing the bandgap to direct. With increasing strain, band gap becomes indirect again (18%
in Figure 19(c)), and a further increase in strain causes the VBM and VBM to move at the same
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point again, making the gap to be direct (27% in Figure 19(d)). After 27%, there is no change in
bandgap. This type of indirect-direct-indirect-direct band gap transition under mechanical strain is
reported for the first time in 2D materials. Most transition metal dichalcogenide monolayers
feature a direct-indirect transition,154 whereas direct-indirect-direct transition was reported for
phosphorene.153

(a)

(b)

(c)

(d)

Figure 19: The band structures of monolayer Si2Te3 under the uniaxial strain along the y-axis. The
dotted line represents the Fermi level which is shifted to the VBM.
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The indirect-direct-indirect-direct band gap transition in Si2Te3 can’t be explained through
the competition of the near bands as in the case of phosphorene because it is seen clearly from the
band structures that there is no such band edges competition in Si2Te3 and VBM and CBM always
located on the same bands throughout the cases. Therefore, we explain such transition by the
chemical bonding modification in the structure. To better illustrate this, we plot the electron wave
functions of the VBM and CBM for 0%, 6%, 14%, and 25% strain in Figure 20. We can see that
the VBM mainly consists of the nonbonding states of Te 5s orbitals as marked by point 1 and the
Te 5p orbitals as marked by point 2, along with a small contribution from the Si-Si bond as marked
by point 3. The Te 5s orbitals (point 1) remain unaffected even at sufficiently large strains. The Te
5p orbital (point 2) shows a significant change upon the increasing strain. At 0%, the electron
wavefunction at point 2 has the character of px + py [Figure 20(a)]. With increasing strain, the
orbital rotates counterclockwise and becomes more px-like [Figure 20(d)]. Charge distribution in
the Si-Si bond at point 3 also exhibits visible changes with the strain. There is little charge density
at point 3 at 0% [Figure 20(a)], suggesting that the Si-Si bond orbital lies below the VBM, which
comprises most of the Te 5s and 5p orbitals. As the strain increases to 6% [Figure 20(b)], the
contribution from the Si-Si bond to the wavefunction at the VBM increases. This indicates that the
strain along the y-direction weakens the Si-Si bond and thus raises the energy of this bonding
orbital. As strain further increases from 6% to 25%, the contribution from the Si-Si bond changes
from being symmetric around the Si-Si bond [Figure 20(b)] to be more profound toward the center
of the ring structure [Figure 20(d)], indicating that the Si-Si bond bears the load induced by the
strain. The existence of the Si-Si bond at the metal site is a unique feature of Si2Te3, and the fact
that this additional Si-Si bond bears the load may explain why this material can sustain an
unusually large tensile deformation of 38%.
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Figure 20: The square modulus of the wavefunctions at the VBM (a)–(d) and CBM (e)–(h) for
various strain levels.
The CBM wavefunction as a function of strain is shown in Figure 20(e-h). As shown in
Figure 20(e), the CBM mainly consists of the nonbonding states of Te 5s orbitals as marked by
point 1, the Te 5p orbitals as marked by point 2, and Si 2s orbitals as marked by point 3. As the
strain increases, the Te 5s orbital at point 1 contributes less to the CBM [Figure 20(g) and Figure
20(h)], suggesting other orbitals are perturbed more by the strain. Meanwhile, the Te 5p orbital at
point 2 undergoes a significant change and becomes more s-like [Figure 20(h)]. The Si 2s orbital
at point 3 also undergoes visible changes. At 0% strain, this state is excluded in the region of the
Si-Si bond [Figure 20(e)]. With increasing strain, it expands to the region of the Si-Si bond [Figure
20(h)], which is consistent with the Si-Si bonding orbital being weakened under tensile strain. As
the Si 2s orbital expands toward the Si-Si bond, the gap between the upper and lower half of the
simulation cell narrows, resulting in more overlap of wavefunctions in the y-direction along the
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Si-Si bonds, as can be seen by contrasting Figure 20(e) and Figure 20(h). As a result of the better
overlap at high strain, the electron state at the CBM becomes more extensive along the y-direction
and thus more dispersive, consistent with a larger curvature at the CBM in the band structure, as
seen in Figure 20(d). The larger curvature means smaller effective masses and higher electron
mobility. Therefore, a large mechanical strain can potentially significantly enhance the electron
transport properties in Si2Te3.
Testing the dynamical stability of Si2Te3 monolayers is very important to determine
whether the material actually exists at such a high strain. The calculated phonon spectra of
unstrained and strained monolayer (at 38%) are shown in Figure 21. The absence of negative
frequencies in the phonon spectra implies no imaginary or soft phonon modes, which indicates the
dynamical stability of the Si2Te3 monolayers in both cases.

(a)

(b)

Figure 21: Phonon spectra of a Si2Te3 monolayer at (a) 0%, and (b) 38% uniaxial strain.
The structure variability of Si-Si dimers in Si2Te3 allows many interesting materials properties.
Meanwhile, for some applications, a uniform orientation of Si-Si dimers may be beneficial. We
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expect the uniaxial strain to promote the alignment Si-Si dimers along with the strain direction. To
verify this hypothesis, we investigate the effect of strain on the energy cost of having one Si-Si
dimer misaligned with other dimers. We consider the modeling cell containing 20 atoms in which
one out of 4 dimers is rotated by 120º in the plane, as shown in Figure 22(a). The energy cost of
having one Si-Si dimer misaligned, ΔE, is computed as the difference in total energies between
the model with a misaligned Si-Si dimer (in the black rectangle of Figure 22(a), the misaligned
dimer is highlighted by the red oval) and the model where all Si-Si dimers aligned (in the black
rectangle of Figure 17(a)). Without strain, having such a horizontally misaligned Si-Si dimer will
increase the total energy of the cell by 115 meV. Therefore, at room temperature, the probability
of a dimer being misaligned horizontally is about 1/80. The calculations show that the energy cost
to horizontally flip a dimer increases with positive strain applied along the dimer direction (Figure
22(b)). At 16% strain, the energy cost increases to 0.82 eV. Such a large energy cost means the
horizontal misalignment will only happen for about 1 out of 7 x1013 dimers. This result indicates
that the mechanical strain can be used as an effective way to control the dimer orientation in Si2Te3.

(a)

(b)
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Figure 22: (a) Structure of monolayer Si2Te3 with one horizontally misaligned dimer (the red oval)
and (b) the energy cost to flip a Si-Si dimer as a function of applied strain along y-axis.
The results in this Chapter are published in Applied Physics Letters.82
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Chapter 5. PRESSURE-INDUCED PHASE TRANSITION IN Si2Te3

5.1 Introduction
The phase transition is a phenomenon where a material can show completely different behaviors
between two different states. Examples include solid-liquid phase transition, liquid-gas phase
transition, and so on. Here we discuss a structural phase transition, which has been observed in
many materials. The study of phase transition not only helps to gain more insight into the materials
but also can lead to new applications. A recent experiment by Johnson et al.56 shows that the silicon
telluride nanoplates undergo a color change from red to black around a hydrostatic pressure of 9.5
GPa, indicating a phase transition to a metallic phase. Such phase transition can be observed at a
relatively lower pressure around 7 GPa if Mn is intercalated between the layers. Also, the major
Raman active mode in the semiconducting phase at 144 cm-1 shifts under external pressure and
finally disappears, which could be the sign of phase transition. The crystal structure of the metallic
Si2Te3 remains to be explored, however. In another recent experiment, Wu et al. discovered that
Si2Te3 nanowires could be switched between the semiconducting and metallic states under external
electric voltage.52 In addition, phase transition around 673-723 K was reported by Bailey,42
Ziegler,44 and Gregoriades,46 which was associated with silicon dimers break up. These pressure, electrical-, and temperature-induced phase changes make it particularly interesting to investigate
other possible phases of Si2Te3, especially the metallic ones. In this chapter, we report a
computational study of Si2Te3 under high pressure using the evolutionary algorithm combined with
first-principles density functional theory (DFT) calculations. We will also compare the results from
our calculations to the available experimental data.
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5.2 Computational Details
We use the universal crystal structure predictor USPEX118,119 to investigate the possible stable
phases of Si2Te3. The predictor works under the evolutionary algorithm coupled with the firstprinciples density functional theory method, as described in Subsections 2.11. Identification of the
global free-energy minimum is required to predict the most stable phase among all possible
structures generated. A total of 30 structures are considered as the initial population, which are
generated randomly by using the space group symmetry. The population in each generation is kept
fixed throughout the search with the evolutionary algorithm. The stopping criterion for the
evolutionary algorithm search is that the most-fit structure does not change for 15 generations. We
choose 60% of the current generation to produce the next generation. In total, 50% of the
population in every generation is produced by crossover, 20% produced randomly using the space
group symmetry, 10% produced by soft mutation, 10% produced by lattice mutation, and the
remaining 10% produced by permutation in each generation afterward. During the soft mutation,
the new structures are produced from the displaced atoms along the individual phonon
eigenvectors, or a linear combination of them corresponding to the lowest-frequency vibrational
modes (softest modes); in the lattice mutation, they are generated by taking some known structures
from the previous generation and building up the cell parameters distortion. The search is carried
out under an external hydrostatic pressure of 10 GPa. During the evolutionary algorithm search,
first-principles DFT calculations using the VASP113 package with the PBE exchange-correlation
funcational94 and the projected augmented wave method109 are used to relax the structures and
obtain the total energies. The maximum kinetic energy cutoff is 320 eV. The convergence criteria
for electronic and ionic relaxation are respectively 10-5 eV and 10-4 eV.
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For accurate comparisons of the energies, the low energy structures obtained by the
evolutionary algorithm are optimized further using the VASP package with tighter numerical
settings. A plane-wave basis set with a kinetic energy cutoff of 500 eV is used for the expansion
of wavefunction. The criteria for electronic and force convergence are set to 10-9 eV and 10-4 eV/Å,
respectively. Gamma centered k-point grids of 9 × 9 × 5, 9 × 9 × 9, and 13 × 13 × 5 are used in the
integration of Brillouin zones for the semiconducting (SC) phase and two metallic phases,
respectively. The calculations use both PBE94 and PBEsol155 versions of the exchange-correlation
functional. The dynamical stability of both metallic structures is confirmed by the phonon spectra
obtain using the Phonopy package128 with the finite displacement method. The dynamical stability
is further verified by the ab initio molecular dynamics simulations using the supercells containing
160 atoms for the M1 phase and 90 atoms for the M2 phases at 500 K for 30 ps with a time step
of 2 fs.
Further, the Raman spectra of the SC phase under different pressures are calculated using
the density functional perturbation theory (DFPT).105 We use the Quantum Espresso package117
with the norm-conserving pseudopotential generated via the Rappe-Rabe-Kaxiras-Joannopoulos
method.131 The exchange-correlation functional of the PBE type is used in the calculations. Planewave basis sets with the cutoff energy of 80 Rydberg (Ry) is used for the expansion of wave
function. The energy and force are converged to 10-8 Ry and 10-7 Ry/Bohr, respectively, during
the geometrical optimization. Brillouin zone is sampled with a 9 × 9 × 5 k-points grid centered at
Gamma point. The total energy is converged to 10-12 Ry and 10-14 Ry in self-consistent and phonon
calculations, respectively. Finally, Raman coefficients are computed from the second-order
response function.132
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5.3 Results and Discussions
The global search for the low energy configurations of Si2Te3 using the evolutionary algorithm
with USPEX and the density functional theory is done for the unit cells consisting of 5 to 80 atoms
at an external pressure of 10 GPa. A total of 2398 structures are generated, among which we find
two structures with the lowest energies: one with ten atoms per unit cell and another with five
atoms per unit cell, which we name as the M1 and M2 phases. We compare the energy per atom
on both the phases under PBE and PBEsol functionals. Under PBE functional, energy per atom of
M1 and M2 are -3.91 eV & -3.90 eV at 10 GPa respectively. However, under PBEsol, the
respective values are -3.30 eV & -3.32 eV at 10 GPa. The very small energy difference is within
the error bars associated with the exchange-correlation functional. Thus, we can only conclude
that they are close in energy and could both exist in nature.
The crystal structures of the M1 and M2 phases are shown in Figure 23 and Figure 24,
respectively. Both M1 and M2 phases maintain the stoichiometry of Si2Te3. The corresponding
lattice parameters of M1 and M2 are shown in Table 3. To the best of our knowledge, these two
structures have not been reported in other 2D chalcogenides. The M1 phase has a hexagonal crystal
lattice, whereas the M2 has a triclinic crystal lattice. (The predicted X-ray diffraction spectra of
the M1 and M2 phases are below.) We also explored ABAB and ABCABC types of stacking of
the layers in the M1 phase. It is found that the energies of different stacking only differ by less
than 1 meV. Therefore, multiple types of stacking are likely to occur in bulk and multiplayer of
the M1 phase. In this work, we focus on the stacking configuration shown in Figure 23.
Table 3: Structural parameters of the predicted M1 and M2 phases of Si2Te3
Phases

a (Å)

b (Å)

c (Å)

α (°)

60

β (°)

γ (°)

Bravais lattice

M1

6.82

6.82

7.48

90

90

60

Hexagonal

M2

3.90

3.90

10.93

100.26

90.07

120

Triclinic

SC(Ref. 48) 7.54

7.94

14.15

90.00

90.00

120.00

Trigonal

The disappearance of the van der Waals gaps under high-pressure has been reported in a
number of 2D materials, such as VSe2,156 TiTe2,157 BiTeBr,158 SnSb2Te4,159 LaO0.5F0.5BiS2,160 and
InSe.161 The M1 and M2 phases of Si2Te3, on the other hand, are layered. In this regard, Si2Te3
are similar to black phosphorus,162,163 MoS2,164,165 FePS3,166 FePSe3,167 MoSe2,168 MoTe2,169
MoSSe,170 Bi2Te3,171 and PbFCl,172 which remains layered at pressures greater than 4-5 GPa.

Figure 23: (a) Top and (b) side views of M1 phase of Si2Te3 with lattice vectors marked by solid
red lines. Te and Si atoms are represented in tan and blue color, respectively.
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Figure 24: (a) Top and (b) side views of the M2 phase of Si2Te3.
To facilitate future experimental exploration of the predicted phases, we plot their X-ray
diffraction (XRD) spectra. Figure 25 shows the calculated XRD patterns of the M1 and M2 phases
of Si2Te3 under the Cu k-alpha method. One major Bragg peak in M1 phase is found at 28.74º, in
addition to the minor peaks at 23.75º, 26.11º, 35.58º, 44.97º, 46.05º, 52.45º, and 55.18º. In the M2
phase, two closely spaced major peaks are found at 28.66º and 29.88º, whereas the minor peaks
are found at 25.14º, 26.48º, 26.93º, 32.98º, 34.76º, 38.82º, 40.98º, 45.71º, 46.46º, 48.15º, 51.61º,
53.53º, 55.50º, and 56.24º. These major peaks in M1 and M2 phases are close to the experimentally
observed peak at 26.5º in the SC phase (Fig. 1c in Ref. 84). The prediction of these peaks can be
helpful for future experimental investigations of the metallic Si2Te3.
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Figure 25. Calculated XRD spectra of the M1 and M2 phases of Si2Te3 using the Cu k-alpha
method showing the major as well as minor Bragg peaks.
The dynamical stabilities of M1 and M2 are tested under phonon dispersion calculation
using the finite displacement method with supercells of 160 atoms at 10 GPa pressure. The phonon
spectra have no imaginary phonon modes, as shown in Figure 26(a) and Figure 27(a), confirming
their dynamical stabilities. We further confirm their dynamical stability by performing the ab-initio
molecular dynamic (AIMD) simulation of both phases at 500 K and 10 GPa, which are shown in
Figures 26(b) and 27(b) for the M1 and M2 phases, respectively. No structure reconstruction is
found over the entire 30 ps. The fluctuation of the total energy per atom during the simulation time
of 30 ps without any sudden drop confirms that both the phases are dynamically stable at 10 GPa
pressure.
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Figure 26: (a) Phonon band structures of the M1 phase. (b) Energy of the M1 phase during AIMD
simulation at 500 K over 30 ps.

Figure 27: (a) Phonon band structures of the M2 phase. (b) Energy of the M2 phase during AIMD
simulation at 500 K over 30 ps.
Next, we discuss the electronic properties of the M1 and M2 phases. Figure 28 and Figure
29 show the electronic band structures and densities of states (DOS) obtained using DFT with the
spin-orbit interaction. From the band structure of the M1 phase (Figure 28(a)), we can see there is
no bandgap, indicating the phase is metallic. The corresponding partial and total DOS of M1 is
plotted in Figure 28(b). It shows that the p-orbital of the Te atom mainly constitutes the valence
band, whereas the p-orbital of both the Si and Te atom have major contributions to the conduction
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band. There are also small contributions coming from the s-orbital of Si and Te atoms as well as
the d-orbital of the Te atom. Similar patterns are seen in Figure 29(a) and Figure 29(b) for the M2
phase, where both the band structures and DOS indicate the metallic nature.

Figure 28: (a) Electronic band structures of the M1 phase along the high symmetric points in
Brillouin zone. (b) Partial and total DOS of the M1 phase. The effect of spin orbit coupling is
considered in the calculations.

Figure 29: (a) Electronic band structures of the M2 phase along the high symmetric points in
Brillouin zone. (b) Partial and total DOS of the M2 phase. The effect of spin orbit coupling is
considered in the calculations.
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As the DFT method is known to underestimate the band gap, to further verify the metallic
nature of the M1 and M2 phases, we perform hybrid DFT (HSE0697,99) calculation by considering
the spin-orbit effect and plot them as shown in Figure 30 and Figure 31, respectively. Both the
band structures and DOS from the HSE method confirm that M1 and M2 are metallic.

Figure 30: (a) Band structures and (b) DOS of the M1 phase of bulk Si2Te3 under HSE method.

Figure 31: (a) Band structures and (b) DOS of the M2 phase of bulk Si2Te3 under HSE method.
To get a deeper insight into the electronic properties of Si2Te3, we perform the Bader charge
analysis on the M1 and M2 phases and compare them with the result from the well-known SC
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phase. In the M1 phase, we found that the amount of charge transferred from each Si atom is not
the same. A charge of 0.523e is transferred from half of the Si atoms (labeled as Si1 in Figure
32(a)), whereas 0.459e is transferred from the other half (labeled as Si2 in Figure 32(a)). However,
the amount of charge received by each Te atom is the same, which is 0.327e. This kind of transfer
mechanism is found to be opposite in the M2 phase, where a total of 0.483e charge gets transferred
from each Si atom, but the amount of charge gained by all Te atoms is not the same throughout
the cell. Each Te atom at the surface gets a 0.339e charge, whereas a Te atom in the middle layer
gets relatively less charge (0.288e) as compared to the surface atom. In the semiconducting phase,
each Si atom transfers a 0.609e charge, whereas each Te atom gets a 0.406e amount of charge.

Figure 32: Top views of the electron localization function (ELF) in the M1 (a) and SC (b) phases
of Si2Te3. The iso-surface level is 0.72 in each case.
To explain the charge transfer mechanism in various phases, we analyze the chemical
bonding in Si2Te3 using the electron localization function (ELF). Figure 32(a) and Figure 32(b)
are the top views of the M1 and SC phases, respectively. In Figure 32(a), we observe two different
types of bonding in the M1 phase: every Te atom has a lone pair and participates in one Si-Te bond
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that indicates covalent bonding. However, only half of the Si atoms (marked as Si1 in Figure 32(a))
participates in the Si-Te bonds. The remaining half of the Si atoms (marked as Si2) are not bonded
to Te. This is consistent with the different amounts of charge transferred pates from two types of
Si atoms, as discussed above. Meanwhile, in the SC phase, each Si atom participates in one Si-Si
bond and three Si-Te bonds, and each Te atom participates in two Si-Te bonds and possesses one
lone pair, as shown in Figure 32(b). This result matches with the discussion above that all Si atoms
in the SC phase are losing charge equally, and all Te atoms are gaining charge equally. This
property of SC phase is already discussed in the ‘Electronic Properties of Si2Te3’ section of
Chapter 3.
Next, we analyze the ELF in the M2 phase and compare it with the SiTe structure. The
reason for such comparison is that the top and bottom surfaces of the M2 phase of Si2Te3 are
similar to SiTe. Figure 33(a) and Figure 33(b) are the side views of the M2 phase and SiTe,
respectively. In Figure 33(a), it is clearly seen the upper and lower Te atoms (i.e., surface atoms)
feature lone pair and Si-Te bond. Meanwhile, there is no indication of Si-Te bonds in the middle
Te layer. The ELF profiles of the top and bottom layers are very similar to that of the bulk SiTe
structure, which is shown in Figure 33(b). This similarity led us to conclude that the Si atoms are
covalently bonded with the surface Te atoms. Meanwhile, as the Te atoms in the middle are slightly
negatively charged, they likely form ionic bonding with the positive Si atoms. Such a layer of Te
atoms may have interesting electronic transport properties. To analyze those properties, we plot
the charge densities of M1 and M2 phases at the Fermi level.
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Figure 33: Side views of ELF in the M2 phase of Si2Te3 (a) and SiTe (b). The iso-surface level is
0.73 in each case.
The charge density plot of the M1 phase of Si2Te3 at the Fermi level is shown in Figure 34.
It is seen that the Si atoms bonded covalently with the Te atoms (Si1 in Figure 32(a)) are not
contributing to the metallic characteristics. On the other hand, the 2s orbital of the unbonded Si
atoms (Si2 in Figure 32(a)) and the 5p orbital of Te atoms are responsible for states at the Fermi
level. These unbonded Si atoms have more charge since they transfer less charge to the Te atoms
than the bonded Si atoms, which could be why the unbonded Si atoms are contributing to the
metallicity.
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Figure 34: Charge density plot of the M1 phase of Si2Te3 at the Fermi level (a) top view (b) side
view. Iso-surface is 1.856 x 10-5 in both cases.
Similarly, Figure 35 shows the charge density plot of the M2 phase of Si2Te3 at the Fermi
level. The 2p-orbital of Si atoms plays a major role in the conduction at the Fermi level, unlike the
2s orbital in the M1 phase. Also, the Te atoms in the middle layer, which get less charge as
compared to the surface atoms, are contributing more than the surface Te atoms.
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Figure 35. Charge density plot of the M2 phase of Si2Te3 at the Fermi level (a) top view (b) side
view. Iso-surface is 1.634 x 10-5 in both cases.
We now discuss the effect of external hydrostatic pressure on the SC phase of Si2Te3. First,
we calculate the phase transition pressure. We take all three phases viz; the M1, M2, and SC phases
of Si2Te3 and apply a subsequent hydrostatic pressure up to 12 GPa. The energies per atom of each
phase in the pressure range of 0-12 GPa are shown in Figure 36(a). Initially, when the pressure is
not applied, the total energy per atom of M1, M2, and SC phases are -4.04, -4.01, and -4.12 eV,
respectively. As the SC phase is the lowest in total energy, it is the ground state at low pressures.
However, upon applying the pressure, the energy of the SC phase is found to increases faster as
compared to M1 and M2 and exceeds the M1 phase beyond 7.4 GPa and M2 phase beyond 8.7
GPa. It implies that at 7.4 GPa, there is a phase transition from semiconductor to metal and the
resulting metallic phase (M1) has the lower energy. Also, at 8.7 GPa, there could be another phase
transition from the SC phase to the metallic M2 phase. The transition pressures of 7.4 GPa and 8.7
GPa are in agreement with the experimental value of 9.5 GPa.56 It could be possible that the phase
observed experimentally was actually either the M1 or the M2 phase or a mixture of the two. Future
experiments may resolve this. This possibility of two stable phases of Si2Te3 adds extra interest to
the Si-Te compounds.
We also find that the SC phase undergoes an unusual indirect-direct-indirect band gap
transition with the increase of hydrostatic pressure. Figure 36(b) shows the band gap of the SC
Si2Te3 as a function of applied pressure from DFT calculations using the PBE functional, including
the spin-orbital interaction. The band gap decreases from 1.48 eV to 0.31 eV as the pressure
changes from 0 to 10 GPa. We observe two kinks in the curve that indicate changes in the nature
of the band gap. The gap at 0 GPa is 1.48 eV and is indirect. However, the application of
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hydrostatic pressure changes the band gap to direct at 1.2 GPa. The band gap remains direct up to
6.7 GPa, beyond which (the next data point is calculated at 6.8 GPa) it changes back to indirect
and remains so until the material transitions to the metallic phase. It is interesting to note that a
similar pattern of band gap variation and direct-indirect transition with uniaxial strain was also
observed in the monolayer Si2Te3.82

Figure 36: (a) Variation of energy per atom of the SC, M1 and M2 phases of Si2Te3. (b) DFT-PBE
band gap as a function of the applied hydrostatic pressure in the SC phase showing indirect-directindirect band gap transitions.
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Figure 37: Electronic band structures of the SC phase of Si2Te3 under DFT with the PBE functional
at different pressures showing the gap transition. VBM and CBM refer to the valence band
maximum and conduction band minimum. Spin-orbit interaction is considered in the calculation.
A detailed analysis of the band gap transition is shown in the band structures in Figure 37.
At 0 GPa, the VBM of the SC Si2Te3 lies at the X point in the Brillouin zone, whereas the CBM
lies at the Gamma point, resulting in an indirect band gap (Figure 37(a)). As the pressure increases,
the CBM shifts towards the X points and arrives at it at 1.2 GPa, thus changing the band gap to
direct. The positions of CBM and VBM remain at X points (Figure 37(b)) up to 6.7 GPa, but as
the pressure increase further, the VBM starts to shift towards the Gamma points, causing the band
gap to be indirect again (Figure 37(c)). These shifts in CBM and VBM locations indicate that both
the electrons and holes in the SC Si2Te3 are strongly influenced by the pressure.

Figure 38: Calculated Raman spectra of the SC phase of Si2Te3 under different pressure.
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In the SC phase of Si2Te3 under ambient pressure, there is a very strong Raman peak at 144
cm-1, which is a well-known A1g mode, along with several other active peaks. Johnson et al.
observed that the major Raman peak shifts to higher frequency under external pressure and
disappearance at the pressure greater than 10 GPa.56 To compare with the experiment, we calculate
the Raman spectra of the SC phase of Si2Te3 under different pressures up to 12 GPa. The results
are shown in Figure 38. The calculated Raman spectrum at 0 GPa has been discussed in Subsection
3.3.4. The calculated major Raman peak at 144 cm-1 shifts towards higher frequencies
(wavenumbers) as the pressure increases. At 10 GPa, the peak position has changed to 162 cm -1,
which is close to the experimental value of 167 cm-1 at 9.86 GPa. Overall, the calculations of
Raman peak position and the pressure-induced shift are in excellent agreement with experiments.
To illustrate the comparison between experimental and calculated Raman spectra at different
pressures, we take a snapshot of Figure 2(a) in Ref. 56 and show it next to our calculated spectra
as shown in Figure 39.
Next, we discuss the disappearance of the Raman peak at pressures greater than 10 GPa.
Ideal metals do not have Raman active phonon modes due to the screening from free charge
carriers. However, the screening can be incomplete in 2D metals such as the metallic MoS2, where
Raman signals have been experimentally observed.173 The absence of the Raman peak at high
pressure in the experiment can be due to either sufficient screening in the metallic nanoplates or
the changes in the phonon modes upon the phase transition. Since the M1 and M2 phases are
metallic, it is not possible to directly carry out calculations of Raman intensities using the DFPT
method. Alternatively, we examine the vibrational modes of the M1 and M2 phases obtained from
phonon calculations. No phonon mode is found near the position of the major Raman peak in the
SC phase (144 cm-1 at 0 GPa and 162 cm-1 at 10 GPa). The results suggest that the absence of the
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A1g mode near 144 cm-1 can be used to identify the phase transition to the M1 and M2 phases, even
in experiments with smaller and thinner samples.

(a)

(b)

Figure 39: Comparison of calculated Raman spectra (a) with the experimental data (b)56 of the SC
phase of Si2Te3 under different pressure.
The results in this Chapter are published in Journal of Physical Chemistry C.83

Data Availability: Crystallographic Data of the M1 and M2 Phases of Si2Te3
The CIF files of the high-pressure metallic phases of Si2Te3 are deposited to the Cambridge
Crystallographic Data Centre (CCDC). The deposition numbers are 2054435 and 2054438 for the
M1 and M2 phases, respectively. These data can be obtained free of charge from FIZ Karlsruhe
via www.ccdc.cam.ac.uk/structures.
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Chapter 6. CONCLUSIONS AND OUTLOOK

6.1 Conclusions
We performed the first-principles density functional theory calculations to study the optical,
mechanical, and phase transition properties of silicon telluride. Overall calculations help us to
build a comprehensive understanding of this material in a systematic manner. These are the main
conclusions drawn from our calculations:
1. In Chapter 3, we first study the optical dielectric properties and the Raman spectra of
Si2Te3. We first find the calculated dielectric constants Ꜫ0 (Ʇ) = 7.92 and Ꜫ0 (║) = 6.17,
which are very close to the experimentally measured values of Ꜫ0 (Ʇ) = 8. 5 ± 0.2 and Ꜫ0 (║)
= 6.5 ± 0.2.55 These results validate our calculations. On studying the optical properties
using the standard DFT method, GW approximation, and the BSE method, we discover a
strong in-plane optical anisotropy in Si2Te3, where the imaginary part of the dielectric
constant in the direction parallel to the Si-Si dimers is found to be much lower than that
perpendicular to the dimers. The computational results are confirmed by the experiments
carried out by our collaborators led by Prof. Thang Ba Hoang and Prof. Jingbiao Cui
(currently at the University of North Texas). We show the optical anisotropy originates
from the particular compositions of the wavefunctions in the valence and conduction bands.
Because it is associated with the Si dimer orientation, the in-plane optical anisotropy can
potentially be dynamically controlled by electrical field and strain, which may be useful
for new device design. In addition, BSE calculations indicate a large excitonic effect in
Si2Te3 and suggest a strong interlayer exciton coupling in bulk and multilayers. We also
report the Raman spectrum and phonon vibration modes in Si2Te3, which shows that the
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horizontal misalignment of a silicon dimer has no significant effect on the Raman peaks;
however, a vertical misalignment results in one additional peak in the Raman spectrum at
a wavenumber of 127 cm-1, in addition to the major Raman active A1g mode at 144 cm-1.
This peak is consistent with the experimentally observed Raman peak at 130 cm-1 measured
at low-temperature Raman spectra (at 7 K), which is done by the experimental groups as
mentioned earlier.
2. In Chapter 4, we study of strain effect on the monolayer Si2Te3, which reveals that Si2Te3
monolayer can sustain a uniaxial tensile strain up to 38%, which is among the highest in
two-dimensional materials. The existence of Si-Si bonds at the metal sites appears to be
the main reason behind such an extremely high flexibility because this additional Si-Si
bond bears the main load when the pressure is applied to the system. The high mechanical
flexibility allows applying mechanical strain to reduce the band gap by 1.5 eV. In addition,
the increasing strain causes the band gap to undergo an unusual indirect-direct-indirectdirect transition. Further, we show that the uniaxial strain can effectively control the Si-Si
dimer alignment, which is beneficial for practical applications.
3. In Chapter 5, we study the phase transition properties of Si2Te3 using the evolution
algorithm and first-principles density functional theory (DFT) calculations. We propose
two metallic phases, M1 and M2, of Si2Te3. We find that, unlike the presence of Si-Si
dimers in the semiconducting (SC) phase, both M1 and M2 phases have individual Si
atoms, which play important roles in the metallicity. Analysis of structural properties,
electronic properties, dynamical as well as thermal stability is performed. The energies of
these new structures are compared with the SC phase under the subsequent hydrostatic
pressure up to 12 GPa. The results show that M1 and M2 phases have lower energies under
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high pressure, thus elucidating the appearance of the metallic phase of Si2Te3. In addition,
the external pressure causes the SC phase to have an indirect-direct-indirect bandgap
transition. Analysis of Raman spectra of the SC phase at a different pressure shows the
shifting of the major Raman peaks, and finally disappearing confirms the phase transition.
The results are in good agreement with the experimental observations. The understanding
of the insulator-metal phase transition increases the potential usefulness of the material
system.

6.2 Outlook
So far, many interesting characteristics of the silicon telluride (Si2Te3) are revealed by means of
first-principles density functional theory calculations and experimental observations. Our
theoretical studies further reveal some important and intriguing properties ranging from the optical,
mechanical, and phase transition properties. However, because of the time limitation, we are not
able to carry out some other important calculations we think may yield interesting results. Here we
list some of the projects which can be carried out in the future to get more insight into the material.
1. Just like the mechanical flexibility, we expect that the silicon dimers in Si2Te3 also have a
significant role in the lattice thermal conductivity. We expect that the conductivity is
different along the y-axis (dimer direction) as compared to the x-axis (perpendicular to the
Si-Si bond). So, it will be interesting to explore the lattice thermal conductivity of Si2Te3
and the role of the dimers on thermal conduction. Those calculations will further extract
the importance of the dimers in Si2Te3.
2. Chen et al.84 recently observed that there is a possible band gap transition at around 150 K
temperature. Two possible reasons for such transition are proposed: 1) silicon dimer
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reorientation and 2) formation of defect surface states. Such a band gap transition at high
temperature is another interesting property of Si2Te3 to be investigated. It will be worth
doing a first principles-based theoretical investigation of the possible reasons behind this
mechanism.
3. Studying the effect of a vertical external electric field on the monolayer Si2Te3 can be
another interesting research topic. One can explore the ‘Stark effect’ in this material. Also,
we expect that the silicon dimer orientations in the monolayer Si2Te3 may be tuned by the
application of a vertical electric field, which drives the material to the out of equilibrium,
thereby altering the optoelectronic properties.
4. Several pieces of research have been done over a few decades on exploring other
compounds of the Si-Te family. Among them, our recent publication featuring the
prediction of a novel phase of RX-SiTe2 looks very promising. In addition, the methods we
have used enable a path to search for other related 2D compounds outside the Si-Te family.
We believe that theoretical predictions will be an effective means of exploring the
nanomaterials in combination with the experiments. This will not only lead to an expansion
of the family of layered materials but also help establish a systematic way of exploration
in materials science.
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