Abstract. In this paper, in order to numerically solve for multiple positive solutions to a singularly perturbed Neumann boundary value problem in mathematical biology and other applications, a local minimax method is modified with new local mesh refinement and other strategies. Algorithm convergence and other related properties are verified. Motivated by the numerical algorithm and convinced by the numerical results, a Morse index approach is used to identify the Morse index of the root solution u 1 ε = 1 at any perturbation value, its bifurcation points and then the critical perturbation value. Many interesting numerical solutions are computed for the first time and displayed with their contours and mesh profiles to illustrate the theory and method.
minimum point of I ε so stable and will not bifurcate. All other solutions are unstable. u 1 ε will bifurcate to other positive solutions as ε decreases and generate a solution branch. Thus we call u 1 ε a root solution. Among all nontrivial unstable solutions, the one with the least energy is called a least energy solution, which need not be unique. So a least energy solution is not a point with the least energy. In particular, for each u ̸ = 0 in H 1 , we have lim t→∞ I ε (tu) = −∞. Thus I ε is indefinite and a global minimum of I ε cannot be expected.
Eq. (1.1) is known as the stationary equation of the Kelleregal system in chemotaxis or the limiting stationary equation of the so-called Gierer-Meinhardt system in biological pattern formation (see, e.g., [4, 23, 7, 8, 9, 16] for more details). Eq. (1.1) can also be obtained from a chemical diffusion process [4, 13] . When N = 1, a lot of work has been done by I. Takagi [19] . For N ≥ 2, the situation becomes much more interesting. The pioneering work [13, 14, 15, 16] verified the existence of a single-peak spike-layer solution u ε to (1.1) in 1993. Ni and Takagi in [15, 16] showed that, for ε sufficiently small, the least-energy solution has only one local maximum point P ε and P ε ∈ ∂Ω. Moreover, H(P ε ) → max P ∈∂Ω H(P ) as ε → 0, where H(P ) is the mean curvature of P at ∂Ω. In [20] , some multiplicity results were obtained by using Ljusternik-Schnirelman category. [7] proved the existence of solutions with multiple peaks on the boundary where the mean curvature H(P) attains its local maximum. Gui and Wei [9] pointed out that, for any fixed positive integer k, there exists a solution with exactly k boundary peaks located at the points where the local minimum value of H(P ) is attained. In [2] , Cao and Kupper proved the existence of solutions with k boundary peaks located at the points where H(P ) attains its local maximum or minimum on ∂Ω for k = 1, 2. They also gave an asymptotic expansion of these solutions. Further the boundary layer with the diameter O(ε) and the exponential decay of the solutions outside the boundary layers was proved. Gui, Wei and Winter also investigated solutions with multiple interior peaks [8] . It was shown that, for any fixed positive integer k, there exists a solution of eq. (1.1) with exactly k interior peaks located at the points P 
In [6] , some crucial behaviors of the function φ k were proved. As ε becomes large, (1.1) will eventually lose all of its one-sign solutions except the trivial ones [13] . In [12] , 1 when Ω is a ball, Lin and Ni proved the existence of (but did not identify) the critical perturbation value ε c for which there is no nontrivial positive solution if ε > ε c and there is at least one nontrivial positive solution if ε < ε c . In Proposition 3.1 of [14] , Ni and Takagi established a sufficient condition for a bifurcation point along ε.
The purpose of this paper is to develop some efficient and reliable numerical method and its related theory for finding multiple positive solutions to (1.1) . Since there could be many even infinitely many positive solutions to (1.1), we aim to find at least first few positive solutions (in order of their energy levels) and those typical ones whose properties have been predicted by existing theoretical results.
In terms of numerical methods for finding multiple solutions to the singularly perturbed Neumann problem, there is little work in the literature. The most closely related numerical results are done for the Henon equation with a zero Dirichlet boundary condition, see, e.g., [10, 11, 24, 3] . In this paper we try to modify the local minimax method (LMM) developed in [10, 11] to solve for multiple positive solutions to (1.1). Briefly LMM is an implementation of a two level optimization method min
where the closed subspace L is used as a support to find an unstable solution (as a minimum) in the higher energy level. So previously found solutions and trivial solutions with lower Morse index will be put in L. Thus solutions will be computed in the order of their energy level or their Morse index.
Comparing to the work done in [10, 11, 24, 3] , in addition to the usual difficulties due to high nonlinearity, solution multiplicity and instability in the problem, the current numerical work has three major difficulties to overcome (1) the Henon problem has only one trivial solution (a local minimum) u ≡ 0 with MI(0) = 0. So it is always put in the support L of LMM. While the current problem has two trivial solutions u (2) as the singularly perturbed parameter ε decreases, there exist both boundary and interior layers. So the peak(s) of a positive solution can be in the interior or on the boundary of the domain. Such a situation causes difficulty in determining the orthogonality of a function with existing solutions in the support L. In particular two positive functions satisfying zero Dirichlet/Neumann boundary condition cannot be orthogonal. So the strict orthogonality condition in the mathematical formulation of the original LMM actually prevents us from finding positive solutions with multi-peak or higher Morse index. Our model problem happens to be such a case. Thus we have to relax the orthogonality requirement in selecting an initial guess. Numerical computation shows that such a change is fine. However to establish its scientific background, we need to modify the original formulation of LMM and to analyze how this change will affect LMM in iterations. In particular we need to find a weaker property to compensate the loss of the homeomorphism property of a peak selection due to this change in proving the convergence of the algorithm; (3) as the singularly perturbed parameter ε becomes smaller, the peak of a positive solution becomes sharper and more narrow. An evenly meshed finite element grid lost its accuracy and may fail to catch the peak which may locate at many different interior/boundary points. For the success of our numerical computation, certain local refinement technique has to be developed. The organization of the paper is as follows. In Section 2, we modify the definition of a peak selection, prove some results that will be used as motivation/justification of the modified LMM. A local refinement technique will also be added to LMM to solve the singularly perturbed model problem numerically. After introducing the modified LMM in this section, we then verify some important algorithm related properties. Motivated by the numerical method and convinced by our numerical results, in Section 3, by using a Morse index approach which is different from that in [12, 14] , we identify the perturbation values that u 1 ε bifurcates to positive solutions, MI(u 1 ε ) for each ε-value and the critical perturbation value ε c . We also verify that a sign-changing solution has MI ≥ 2 and a local minimum energy solution on the Nehari manifold is non sign-changing. In Section 4, the last section, we display our numerical results. To the best of our knowledge, such numerical solutions to the singularly perturbed semilinear problem with Neumann boundary condition are computed and displayed for the first time. Some of our numerical results are consistent with the theoretical analysis in [2, 8, 9, 13, 15, 16] . Others are still open for theoretical verification.
Next we list some basic notions and properties for future development. Let H = H ε (Ω) = H 1 (Ω) be the Hilbert space with the inner product and the norm
It is known that ∥ · ∥ ε is an ε−dependent norm equivalent to the usual H 1 -norm given by 
A modified LMM with local refinements.
In this section, in order to solve for multiple positive solutions to the singularly perturbed Neumann problem (1.1), we modify the definition of the original LMM developed in [10, 11] by relaxing a strict orthogonal condition and then study how this modification will affect LMM in iterations and in convergence analysis. Such a modification actually improves the mathematical foundation of the original LMM.
Let L ⊂ H ε (Ω) be a given closed subspace with its orthogonal complement
(d) The original domain of the peak mapping P in [10, 11] is S L ⊥ not S H . Due to this change, the strict orthogonal condition between the domain and the space L containing previously found solutions is removed. Since two positive functions satisfying zero Dirichlet or Neumann boundary condition cannot be orthogonal each other, such modification allows us to theoretically find multiple positive solutions by LMM, which improves the mathematical foundation of the original LMM. Due to this change in the foundation, in principle all the proofs in [10, 11] related to LMM have to be modified. They are not trivial. However due to page limit, we have to skip those that can be routinely worked out by following the lines of the proofs in [10, 11] . 
We are now ready to state a new LMM for finding multiple solutions to the singularly perturbed Neumann problem (1.1).
A local minimax algorithm with local refinements Step 1. Generate a mesh on Ω;
Step 2. Given δ 1 > 0, λ > 0 and n − 1 previously found critical points w 1 , ..., w n−1 of I ε . Set the support L = span{w 1 , ..., w n−1 } where w n−1 is the one with the highest critical value. Choose an ascent direction v
Step 3. Using the initial guess w
and still denote w
and find
and update k = k + 1, then goto Step 4 ;
Step 8. Identify subdomains where the peaks of w 0 n are located and develop a corresponding locally refined mesh with one or more levels, then goto Step 2.
Remark 2.2. It is clear that the above algorithm is a very sophisticated one, many details need be addressed. So let us make some remarks on each step.
In Step 1: In our numerical code, a mesh is generated by using the Matlab subroutines "initmesh" and "refinemesh". If one roughly knows the peak location of a target solution to be found, one may also add some local refinements accordingly. The mesh is used with the finite element method in Step 4 to solve (2.2) for the steepest descent vector d k .
In step 2:
The scalar δ 1 is used in Step 5 to control the error in a numerical computation. Ideally w k is an exact solution if δ 1 = 0. In this paper we set δ 1 = 10 −4 . The scalar λ is an admissible maximum stepsize in terms of
Step 6. Since all nontrivial positive solutions to (1.1) are unstable, if a stepsize in the direction d k is too big, the algorithm may lose its stability. We set λ = 0.01 in this paper. The support L is the subspace spanned by some previously found solutions. So the trivial solution u 0 ε = 0 with MI= 0 is always in L. But we need to determine whether or not we should put the trivial solution u 1 ε = 1 in L. The Morse index result (2.1) provides a guideline for us to select previously found solutions and to put them in L. Roughly speaking, to compute a target solution of MI=n, only n − 1 previously found solutions at lower energy level (MI< n) can be selected and put in L.
should not be put in L. So we need to know MI(u 1 ε ). To select an ascent direction v 0 at w n−1 , when n = 1, any nonzero function is an ascent direction; when n > 1, thanks to the removal of the strict orthogonal condition from the original LMM, now we have much more flexibility than the original LMM. Intuitively, to guarantee v 0 ∈ S H \ L is an ascent direction at w n−1 , we always select v 0 so that there is a subdomain in Ω where v 0 has a peak but all solutions in L are almost zero there. To improve the efficiency of the computation, v 0 should be selected so that ∂v 0 ∂n = 0 on ∂Ω.
In
Step 3: Due to the even symmetry of the model problem, the maximization here is actually unconstrained in [L, v k ], or equivalently an unconstrained maximization over (t
. So in our numerical code, Matlab subroutines "fminsearch"/"fminunc" are called with the initial guess (1, 0, ..., 0, 1) to do the job. The solution to the maximization problem is then written as 
i.e.,
So in general the smoothness of I ′ ε (w k ) is "poor" and can not be used as a search direction in H ε (Ω). Thus we solve for its canonical dual
Thus finding the steepest direction d k in
Step 4 leads to solving a linear elliptic BVP (2.2). This is where a discretization is used. The problem can be solved by many existing numerical algorithms, such as a finite element method, a finite difference method, or a finite boundary element method, etc. In our numerical code, Matlab subroutine "assempde", a finite element method, is called.
In step 5:
We use the norm ∥d k ∥ ε < δ 1 to control the error in our numerical computation. Meanwhile we display the L 2 -norm of I ′ ε (w k ) and the maximum-norm of the residual of the model equation to monitor the accuracy of our numerical computation. When ∥d k ∥ ε > δ 1 , it means either more iterations are required or the mesh need be refined. Thus when ∥d k ∥ ε > δ 1 and k > k 0 , a local refinement is carried out in Step 8.
In step 6: The formula for v k (s) is designed to let the next point v k+1 stay in the domain S H of a peak selection p, so the iteration can continue. An appropriate stepsize s k is determined by the stepsize rule and is used to update the approximation solution in Step 7. The stepsize rule in determining s k is very important for the algorithm justification and convergence analysis. The result p(v k ( λ 2 m )) from the local maximization method used in this step depends on the initial guess. There could be multiple branches (peak selections). In order to have a continuous peak selection p, one should consistently trace a branch. So it is important to follow the initial guess given in this step.
In step 8: According to our numerical experience on the model problem (1.1), the local refinement technique is needed here only when ε is very small, say ε < 10 −4 . In this case the algorithm starts with a coarse mesh. When ε ≥ 10 −4 , we may fix a slightly dense mesh and solve the problem directly without using any local refinement. Also the peak locations of w 0 n can be easily determined here and a multi-level local refinement mesh can be generated accordingly by using, e.g., the Matlab subroutine "refinemesh". The integer ℓ of the local refinement levels depends on the scale of ε, since when ε is smaller, the solution peaks become sharper. We set ℓ to be the smallest integer such that ε > 10 −2ℓ . This process is very effective and usually need be performed only once to have a sufficiently good mesh. Once a new mesh with local refinement is generated, interpolation should be used for previously found solutions in L to get data on the new grids in a subdomain where local refinement is performed. Since the previously found solutions in L are almost zero in this subdomain, an usual interpolation method should yield an accurate result.
If one roughly knows about the peak location of a target solution to be found, one may also generate a corresponding mesh with one or multi-level local refinements in Step 1 and then skip Step 8.
For easy selecting an initial guess, in this paper, we have used S H instead of S L ⊥ to be the domain of a peak selection p. Consequently, p is, in general, no longer a homeomorphism. In order to follow the lines of the proof of Theorem 3.1 in [11] to prove the convergence result stated in Theorem 2.7 in the following, we first study how this modification will affect iterations in the algorithm and then verify a new property, a weaker version of the homeomorphism proved in Lemma 2.3 of [11] .
Lemma 2.5. Let {v k } ⊂ S H be a sequence generated by the algorithm. Assume
Steps in the algorithm lead to
Then {τ k } is positive, monotone decreasing in k and bounded by 1. Therefore
On the other hand,
ε is monotone increasing in k. Thus the lemma is proved.
It is interesting to note that we have three monotone properties in the algorithm
Lemma 2.5 also implies that once an initial guess v
i.e., there is a jump discontinuity in the domain of maximization as t → 0, so we cannot expect
To remove the jump discontinuity, by Lemma 2.5, we may assume ∥v
and denote
Then the closed subset U contains all vectors v k generated by the algorithm and we may assume p is continuous in U . 
By conditions (a) and
Using the property verified in Theorem 2.6 to replace the homeomorphism condition and then follow the lines of the original proof in [11, 26] , we obtain Theorem 2.7. Let p be a peak selection of I ε w.r.t. L, {w k } is the sequence generated by the algorithm with
Proof. Let v ∈ S H , we have
we obtain
By the embedding theorem, we have
where ∥v∥ ε = 1 is used. As a result, the peak selection
Next we prove p is differentiable. Denote G :
Then we have G(v, t v ) ≡ 0 for any v ∈ S H and t v > 0 given by (2.3). We obtain
Since t v ̸ = 0, we have
The implicit function theorem states that the solution t(v) = t v to the equation G(v, t(v)) = 0 exists uniquely in a neighborhood of each v and is C 1 in v. Define the Nehari manifold
We have proved that N is differentiable with dist(N , 0) > C 1 > 0 and min
It is clear that each nonzero critical point is on N , a local minimum of I ε on N is a solution with MI ≤ 1 and M ⊂ N . Since the conditions in Theorem 2.7 are verified, we obtain Theorem 2.9. Let p be a peak selection of I ε w.r.t L = {0}, {w k } be the sequence generated by the algorithm with Then {u 1 , u 2 , u 3 , ...} forms a complete basis for H 1 (Ω) [18] . Denote
On Bifurcation Points, MI(u
So u 0 ε = 0 cannot bifurcate to any solution. On the other hand, note that by the maximum principle, an one-sign solution either whose value and derivative are equal to zero at an interior point of Ω or whose value and normal derivative are equal to zero at a boundary point of Ω must be identically equal to zero. Since sign-changing solutions have nodal lines (where values are equal to zero) inside Ω, when a sequence of sign-changing solutions approach to an one-sign solution u 0 , there are two possibilities: (1) some nodal lines stay inside Ω thus u 0 attains its zero value and zero derivative at an interior point of Ω or (2) some nodal lines approach to the boundary ∂Ω thus u 0 attains its zero value and zero normal derivative (as a solution) at a boundary point of Ω. In either case, u 0 has to be identically equal to zero. Under such situation, as positive solutions are concerned, we only need to consider bifurcations from u 1 ε along the perturbation parameter ε. Our main theorem reads Theorem 3.1. For k = 1, 2, 3, ..., 
where
. 
are respectively the maximum negative, null and positive orthogonal subspaces of
ε is a nondegenerate critical point with MI(u 1 ε ) = k. This proves (a).
Since the multiplicity of µ k is equal to that of λ k , ∀k = 1, 2, ..., from the above analysis, denote the spectrum decomposition of
, then we have
So u 
It leads to a contradiction. Therefore we must have l = dim(H − ) ≥ k. Proof. It is known that a local minimum of I ε on N , if it exists, is a solution to (1.1) with MI≤ 1. On the other hand, we have proved that N is differentiable, closed and I ε is non negative on N . So a local minimum of I ε on N always exists. Therefore we only have to show that a sign-changing solution has MI ≥ 2, thus cannot be a local minimum of I ε on N .
If 
In particular when u = v
Computational examples.
In this section, we apply our modified LMM developed in the previous sections to solve for multiple positive solutions to the problem (1.1) with p = 3 and Ω = (0, 1) 2 ., i.e.,
So our previously conjectured (later on proved) critical perturbation value of ε is
Single-peak solutions. We first take the eigenfunction u 0 (x 1 , x 2 ) = cos (πx 1 ) · cos (πx 2 ) of the eigen-problem (3.1) as an initial ascent direction v 0 and reduce ε gradually to observe the change of the single-peak numerical solutions. We find that eq. (4.1) has only the trivial solution u 1 ε = 1 when ε > ε c . When ε < ε c , the least-energy numerical solutions with the unique peak at a corner of ∂Ω are obtained.
Figs. 2-6 reflect the impact of the change of ε on the least energy solutions, where the local refinement strategy is implemented when ε is small enough. Our numerical results are in accordance with the conclusion of Theorem 3.1.
Then we take v 0 = u 0 (x 1 , x 2 ) = sin (πx 1 ) sin (πx 2 ). Interior single-peak solutions are obtained by our modified LMM when ε is sufficiently small. But when ε is not sufficiently small, say ε = 10 −2 , our algorithm failed to get any single-peak solution as the norm of the gradient did not decrease in iterations even for more refined meshes. The figures of the interior single-peak solutions varying with ε are shown in Figs. 9-11 . It is noted that the energy of an interior single-peak solution is always larger than that of the least-energy solution for the same ε. Multi-peak solutions. In order to compute multi-peak solutions, we take the following function as an initial ascent direction, i.e.,
where x i ∈ Ω. This type of initial ascent directions satisfies the boundary condition ∂v 0 ∂n = 0 and can control the peak-locations of solutions conveniently. By carefully choosing the location of x i , we can get multi-boundary/interior-peak solutions when ε is sufficiently small. Actually when we compute multi-boundary-peak solutions, we always select a point x i ∈ ∂Ω, which attains a local extreme of the mean curvature on ∂Ω. When we compute multi-interior-peak solutions with k peaks, we select k (b) Among all the numerical solutions obtained in this paper, the analysis on the existence and location of the least-energy solutions, multi-boundary-peak solutions, interior single-peak solutions corresponding to Figs. 9-11 and interior two-peak solution corresponding to Fig. 13(left) have been studied in [15, 16] , [9, 7] and [8] , respectively. However, the locations of the peaks for the interior single-peak solutions in Figs. 12 and the three or four interior-peak solutions shown in our numerical examples have not yet been verified.
(c) Since the model problem is singularly perturbed, it is difficult to observe the figures of the numerical solutions clearly around their peaks when ε is very small. So to have a better view about the peaks, we present their near the peak zoom-in mesh profiles when ε is very small, e.g., ε = 10 
(right).
A Final Remark. The numerical algorithm developed in this paper is a local one. When there are multiple solutions with the same Morse index, the solution found by the algorithm depends on the initial guess selected. So one should use their knowledge on the target solution to select an initial guess. Also the algorithm is symmetry invariant but this symmetry invariance is sensitive to numerical error [21] . One may also carefully use this invariance to reduce the number of previously found solutions in the support L in finding a symmetric solution with high Morse index. See [22] for more detail.
