Let F 2 be a free group of rank 2. We prove that there is an algorithm that decides whether or not, for two given elements u, v of F 2 , u and v are translation equivalent in F 2 , that is, whether or not u and v have the property that the cyclic length of fðuÞ equals the cyclic length of fðvÞ for every automorphism f of F 2 . This gives an a‰rmative solution to problem F38a in the online version (http://www.grouptheory.info) of [1] for the case of F 2 .
Introduction
Let F n be the free group of rank n d 2 on the set S. As usual, for a word v in F n , jvj denotes the length of the reduced word over S representing v. A word v is called cyclically reduced if all of its cyclic permutations are reduced. A cyclic word is defined to be the set of all cyclic permutations of a cyclically reduced word. By ½v we denote the cyclic word associated with a word v. Also by kvk we mean the length of the cyclic word ½v associated with v, that is, the number of cyclic permutations of a cyclically reduced word which is conjugate to v. The length kvk is called the cyclic length of v.
In [2] , Kapovich, Levitt, Schupp and Shpilrain introduced and studied in detail the notion of translation equivalence in free groups. The following definition is a combinatorial version of translation equivalence: Corollary 1.4] ). Two words u; v A F n are called translation equivalent in F n if the cyclic length of fðuÞ equals the cyclic length of fðvÞ for every automorphism f of F n .
Several di¤erent sources of translation equivalence in free groups were provided by Kapovich, Levitt, Schupp and Shpilrain [2] and by Lee [3] . Pointing out in [2] that hyperbolic equivalence in surface groups (cf. [5] ) and character equivalence in free groups are algorithmically decidable, the authors of [2] asked whether there exists an algorithm which decides translation equivalence in free groups.
The purpose of the present paper is to prove that translation equivalence is algorithmically decidable in F 2 . Theorem 1.2. There exists an algorithm that decides whether or not, for given elements u, v of F 2 , u and v are translation equivalent in F 2 .
In Section 3, we show that a suitable algorithm is as follows.
Algorithm. Let F 2 ¼ hx; yi, and let W be the set of all chains of Whitehead automorphisms of F 2 of the form either ðfyg; xÞ m k ðfxg; yÞ l k . . . ðf yg; xÞ m 1 ðfxg; yÞ l 1 or
Then W is clearly a finite set. Check if kcðuÞk ¼ kcðvÞk for every c A W. If so, conclude that u and v are translation equivalent in F 2 ; otherwise conclude that u and v are not translation equivalent in F 2 .
Here, as in [4] , a Whitehead automorphism s of F n is defined to be an automorphism of one of the following types (cf. [6] ):
(W1) s permutes elements in S G1 ;
(W2) s is defined by a set S H S G1 and a letter a A S G1 with both a; a À1 B S in such a way that if c A S G1 then (i) sðcÞ ¼ ca provided that c A S and c À1 B S;
If s is of type (W2), we write s ¼ ðS; aÞ. By ðS; a À1 Þ, we mean the Whitehead automorphism ðS G1 À S À a G1 ; a À1 Þ. It is then easy to check that ðS; aÞðwÞ ¼ ðS; a À1 ÞðwÞ ð 1:1Þ
for every cyclic word w in F n .
Preliminary lemmas
We begin this section by establishing some notation. As in [2] , if w is a cyclic word in F n and a; b A S G1 , we use nðw; a; bÞ to denote the total number of occurrences of the subwords ab and b À1 a À1 in w. Then clearly nðw; a; bÞ ¼ nðw; b À1 ; a À1 Þ. Similarly we denote by nðw; aÞ the total number of occurrences of a and a À1 in w. Then again clearly nðw; aÞ ¼ nðw; a À1 Þ. As in [4] , for two automorphisms f and c of F n , by writing f 1 c we mean the equality of f and c over all cyclic words in F n , that is, fðwÞ ¼ cðwÞ for every cyclic word w in F n . From now on, let F 2 be the free group of rank 2 on the set fx; yg.
Lemma 2.1. Let a be a Whitehead automorphism of F 2 of type (W2). Then exactly one of a 1 1, a 1 ðfxg; yÞ, a 1 ðfxg; y À1 Þ, a 1 ðfyg; xÞ and a 1 ðfyg; x À1 Þ holds.
Proof. Let a be a Whitehead automorphism of F 2 of type (W2). By the definition of (W2), a is one of ðfxg; yÞ; ðfx À1 g; yÞ; ðfx G1 g; yÞ; ðfxg; y À1 Þ; ðfx À1 g; y À1 Þ; ðfx G1 g; y À1 Þ; ðf yg; xÞ; ðf y À1 g; xÞ;
ðfy G1 g; xÞ;
ðfyg; x À1 Þ; ðf y À1 g; x À1 Þ; ðf y G1 g; x À1 Þ:
Among these, ðfx G1 g; yÞ, ðfx G1 g; y À1 Þ, ðfy G1 g; xÞ and ðfy G1 g; x À1 Þ play the same role as the identity over every cyclic word in F 2 . Moreover, by (1.1), we have ðfx À1 g; yÞ 1 ðfxg; y À1 Þ; ðfx À1 g; y À1 Þ 1 ðfxg; yÞ; ðfy À1 g; xÞ 1 ðfyg; x À1 Þ; ðf y À1 g; x À1 Þ 1 ðf yg; xÞ in F 2 , thus proving the lemma. r
Now for the rest of the paper, let s ¼ ðfxg; yÞ and t ¼ ðfyg; xÞ be Whitehead automorphisms of F 2 . Then obviously s À1 ¼ ðfxg; y À1 Þ and t À1 ¼ ðfyg; x À1 Þ.
where p is a Whitehead automorphism of F 2 of type (W1) that sends x to y and y to x À1 .
Proof. For the first equality, check that ðptÞ À1 t À1 s ¼ ðfy G1 g; x À1 Þðfx G1 g; yÞ 1 1 in F 2 . The rest of the equalities can be checked similarly. r
For every automorphism f of F 2 , f can be represented as f 1 bf 0 , where b is a Whitehead automorphism of F 2 of type (W1) and f 0 is a chain of one of the forms
Proof. By Whitehead's theorem (cf. [6] ) together with Lemma 2.1, an automorphism f of F 2 can be expressed as
where b 0 is a Whitehead automorphism of F 2 of type (W1), t A N and p i , q i are (not necessarily positive) integers for i ¼ 1; . . . ; t. If not every p i and q i has the same sign (including 0), apply repeatedly Lemma 2.2 to the chain on the right-hand side of (2.1) to obtain that either
With the same notation as in the statement of Lemma 2.3, we define the length of an automorphism f of F 2 as P k i¼1 ðm i þ l i Þ; it is denoted by jfj. Then obviously jfj ¼ jf 0 j. thus proving the lemma when c ¼ 1. Now assuming that the assertion of the lemma is true for every c 1 A L with jc 1 j ¼ m 0 < m, we shall prove that nð½c 2 ðuÞ; xÞ ¼ nð½c 2 ðvÞ; xÞ and nð½c 2 ðuÞ; yÞ ¼ nð½c 2 ðvÞ; yÞ for every c 2 A L with jc 2 j ¼ m 0 þ 1. Such an element c 2 can be expressed in the form For a cyclic word w in F 2 and a Whitehead automorphism, say s, of F 2 , a subword of the form xy r x À1 (r 0 0), if any, in w is unchanged by passing from w to sðwÞ, although cancellation occurs in sðxy r x À1 Þ (note that sðxy r x À1 Þ ¼ xy Á y r Á y À1 x À1 ¼ xy r x À1 ). Such cancellation is called trivial cancellation, and cancellation which is not trivial is called proper cancellation. For example, a subword xy Àr x (r d 1) , if any, in w is transformed to xy Àrþ1 xy by applying s, and the cancellation occurring in sðxy Àr xÞ is proper cancellation.
Lemma 2.5. Let w be a cyclic word in F 2 , and let c be a chain of the form (C1) (or (C2)). If c contains at least kwk factors of s (or s À1 Þ, then proper cancellation cannot occur in passing from cðwÞ to scðwÞ (or cðwÞ to s À1 cðwÞ); if c contains at least kwk factors of t (or t À1 ), then proper cancellation cannot occur in passing from cðwÞ to tcðwÞ (or cðwÞ to t À1 cðwÞ).
Proof. We shall show that if c is a chain of the form (C1) such that c contains at least kwk factors of s, then no proper cancellation occurs in passing from cðwÞ to scðwÞ (the other cases are similar). Supposing that there is a chain c 0 of type (C1) such that no proper cancellation occurs in passing from c 0 ðwÞ to sc 0 ðwÞ, we see that proper cancellation cannot occur in passing from sc 0 ðwÞ to s 2 c 0 ðwÞ or in passing from t t sc 0 ðwÞ to st t sc 0 ðwÞ for any t d 1. Hence if there were proper cancellation in passing from cðwÞ to scðwÞ, then proper cancellation would also occur at every step of applying s in c. However since a cancelled y G1 in proper cancellation at every step of applying s in the chain sc must already exist in w and since the chain sc contains more than kwk factors of s, we reach a contradiction. r
Proof of Theorem 1.2
We shall prove the following.
( * ) Let W be the set of all chains of the form (C1) or (C2) of length at most 2kuk þ 3.
Suppose that kcðuÞk ¼ kcðvÞk for every c A W. Then u and v are translation equivalent in F 2 .
Once ( * ) is proved, the translation equivalence of u, v in F 2 is algorithmically decidable as follows.
Algorithm. Let W be the set of all chains of the form (C1) or (C2) of length at most 2kuk þ 3 (note that W is a finite set). Check if kcðuÞk ¼ kcðvÞk for every c A W. If so, conclude that u and v are translation equivalent in F 2 ; otherwise conclude that u and v are not translation equivalent in F 2 .
Let f be an automorphism of F 2 . By Lemma 2.3, f can be represented as f 1 bf 0 , where b is a Whitehead automorphism of F 2 of type (W1) and f 0 is of the form either (C1) or (C2). We proceed with the proof of ( * ) by induction on jf 0 j. Suppose that f 0 is a chain of the form (C1) with jf 0 j > 2kuk þ 3 (the case for (C2) is similar). Assuming that kcðuÞk ¼ kcðvÞk for every chain c of the form (C1) or (C2) with jcj < jf 0 j, we shall show that kf 0 ðuÞk ¼ kf 0 ðvÞk, which is equivalent to showing that kfðuÞk ¼ kfðvÞk. Suppose that f 0 ends with t (the case where f 0 ends with s is similar); that is,
where both l i ; m i d 0 for i ¼ 1; . . . ; k and m k > 0. Put
Also put
It then follows from tðu 1 Þ ¼ f 0 ðuÞ and tðv 1 Þ ¼ f 0 ðvÞ that kf 0 ðuÞk ¼ ku 1 k þ nð½u 1 ; yÞ À 2nð½u 1 ; y; x À1 Þ; kf 0 ðvÞk ¼ kv 1 k þ nð½v 1 ; yÞ À 2nð½v 1 ; y; x À1 Þ:
ð3:1Þ
By the induction hypothesis, we have ku 1 k ¼ kv 1 k. Moreover, by Lemma 2.4, we have nð½u 1 ; yÞ ¼ nð½v 1 ; yÞ. So it su‰ces to show nð½u 1 ; y; x À1 Þ ¼ nð½v 1 ; y; x À1 Þ to get the equality kf 0 ðuÞk ¼ kf 0 ðvÞk.
Clearly the chain f 1 has length jf 1 j ¼ jf 0 j À 1 d 2kuk þ 3. Hence either s or t occurs at least kuk þ 2 times in f 1 . We consider two cases accordingly.
Case 1. Suppose that s occurs at least kuk þ 2 times in f 1 .
In this case, clearly l k > 0. Put
Then u 2 ¼ t m k À1 ðu 0 2 Þ. In the following claims, we shall make some observations about the cyclic word ½u 0 2 .
Claim 1. (i) If l k À 1 > 0, then ½u 0 2 does not have x 2 or x À2 as a subword. (ii) Let l k À 1 ¼ 0. Then the cyclic word ½s l ðkÀ1Þ . . . t m 1 s l 1 ðuÞ does not have x 2 or x À2 as a subword. If there is a subword x 2 or x À2 in ½u 0 2 , then it is in fact part of the subword yx 2 or x À2 y À1 .
Proof of Claim 1. (i) Let l k À 1 > 0. Since the chain s l k À2 . . . t m 1 s l 1 contains at least kuk factors of s, by Lemma 2.5 no proper cancellation occurs in passing from ½s l k À2 . . . t m 1 s l 1 ðuÞ to ½s l k À1 . . . t m 1 s l 1 ðuÞ ¼ ½u 0
2 . This yields that neither x 2 nor x À2 can occur in ½u 0 2 as a subword.
(ii) Let l k À 1 ¼ 0. Then l ðkÀ1Þ > 0 and the chain s l ðkÀ1Þ À1 . . . t m 1 s l 1 contains at least kuk factors of s. Again by Lemma 2.5, no proper cancellation occurs in passing from ½s l ðkÀ1Þ À1 . . . t m 1 s l 1 ðuÞ to ½s l ðkÀ1Þ . . . t m 1 s l 1 ðuÞ. This yields that neither x 2 nor x À2 can occur in ½s l ðkÀ1Þ . . . t m 1 s l 1 ðuÞ as a subword.
Thus if there exists x 2 or x À2 in ½u 0 2 as a subword, it must have newly occurred in passing from ½s l ðkÀ1Þ . . . t m 1 s l 1 ðuÞ to ½t m ðkÀ1Þ s l ðkÀ1Þ . . . t m 1 s l 1 ðuÞ ¼ ½u 0
2 . This implies that if there is a subword x 2 or x À2 in ½u 0 2 , it is actually part of the subword yx 2 or x À2 y À1 , respectively. r Claim 2. The cyclic word ½u 0 2 can be written as ½w 1 z 1 . . . w t z t , where z i is either xy t x À1 or xy Àt x À1 (t d 1) , and w i contains no yx À1 or xy À1 as a subword and neither begins with nor ends with x G1 .
Proof of Claim 2. Since the chain s l k À1 . . . t m 1 s l 1 contains at least kuk þ 1 factors of s, by Lemma 2.5 no proper cancellation occurs in passing from ½u 0 2 to ½sðu 0 2 Þ. This implies that any subword yx À1 or xy À1 , if any, in ½u 0 2 must be part of a subword of the form xy t x À1 or xy Àt x À1 (t d 1), respectively, in ½u 0 2 . Suppose that xy t x À2 or x 2 y Àt x À1 (t d 1) occurs in ½u 0 2 as a subword. By Claim 1(i), this happens only when l k À 1 ¼ 0. Also by the second part of Claim 1(ii), any subword of the form xy t x À2 or x 2 y Àt x À1 (t d 1) in ½u 0 2 is part of a subword of the form xy t x Às y À1 or yx s y Àt x À1 (s d 2), respectively, in ½u 0 2 . But then a subword of the form yx Às y À1 or yx s y À1 (s d 2) must exist in ½s l ðkÀ1Þ . . . t m 1 s l 1 ðuÞ, a contradiction to the first part of Claim 1(ii). r Now put
By Claim 2, we have ½u 0
i contains no yx À1 or xy À1 as a subword and has the same initial and terminal letters as w i does for each i. Since u 1 and u 2 are obtained by applying t m k À1 to u 0 1 and u 0 2 , respectively, we see that
Arguing similarly, we have nð½v 1 ; y; x À1 Þ ¼ nð½v 2 ; y; x À1 Þ;
where v 2 ¼ t m k À1 s l k À1 . . . t m 1 s l 1 ðvÞ: Furthermore, since À2nð½u 2 ; y; x À1 Þ ¼ kt m k s l k À1 . . . t m 1 s l 1 ðuÞk À ku 2 k À nð½u 2 ; yÞ; À2nð½v 2 ; y; x À1 Þ ¼ kt m k s l k À1 . . . t m 1 s l 1 ðvÞk À kv 2 k À nð½v 2 ; yÞ;
by the induction hypothesis applied to both kt m k s l k À1 . . . t m 1 s l 1 ðuÞk ¼ kt m k s l k À1 . . . t m 1 s l 1 ðvÞk and ku 2 k ¼ kv 2 k together with Lemma 2.4 applied to nð½u 2 ; yÞ ¼ nð½v 2 ; yÞ, we finally have
that is, nð½u 1 ; y; x À1 Þ ¼ nð½v 1 ; y; x À1 Þ; as required.
Case 2. t occurs at least kuk þ 2 times in f 1 . We divide this case into two subcases.
Case 2.1. m k d 2. Put u 3 ¼ t m k À2 s l k . . . t m 1 s l 1 ðuÞ and v 3 ¼ t m k À2 s l k . . . t m 1 s l 1 ðvÞ:
Here since the chain t m k À2 s l k . . . t m 1 s l 1 contains at least kuk þ 1 factors of t, by Lemma 2.5 no proper cancellation occurs in passing from ½u 3 to ½tðu 3 Þ ¼ ½u 1 . Hence we have nð½u 1 ; y; x À1 Þ ¼ nð½u 3 ; y; x À1 Þ. Similarly nð½v 1 ; y; x À1 Þ ¼ nð½v 3 ; y; x À1 Þ. Since À2nð½u 3 ; y; x À1 Þ ¼ kt m k À1 s l k . . . t m 1 s l 1 ðuÞk À ku 3 k À nð½u 3 ; yÞ; À2nð½v 3 ; y; x À1 Þ ¼ kt m k À1 s l k . . . t m 1 s l 1 ðuÞk À kv 3 k À nð½v 3 ; yÞ;
the desired equality nð½u 1 ; y; x À1 Þ ¼ nð½v 1 ; y; x À1 Þ follows from the induction hypothesis and Lemma 2.4.
Case 2.2. m k ¼ 1.
In this case clearly m ðkÀ1Þ > 0. Put
À1 . . . t m 1 s l 1 ðuÞ and v 4 ¼ s l k t m ðkÀ1Þ À1 . . . t m 1 s l 1 ðvÞ:
As in Case 1, we can see that nð½u 1 ; y; x À1 Þ ¼ nð½u 4 ; y; x À1 Þ; nð½v 1 ; y; x À1 Þ ¼ nð½v 4 ; y; x À1 Þ:
Then since À2nð½u 4 ; y; x À1 Þ ¼ kts l k t m ðkÀ1Þ À1 . . . t m 1 s l 1 ðuÞk À ku 4 k À nð½u 4 ; yÞ; À2nð½v 4 ; y; x À1 Þ ¼ kts l k t m ðkÀ1Þ À1 . . . t m 1 s l 1 ðuÞk À kv 4 k À nð½v 4 ; yÞ;
the required equality nð½u 1 ; y; x À1 Þ ¼ nð½v 1 ; y; x À1 Þ follows from the induction hypothesis and Lemma 2.4. The proof of ( * ), and hence the proof of Theorem 1.2, is now complete. r
