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A Collaboration between Neural
Networks and Reinforcement





The intent ofthis work is to explore the interactions of artificial neural networks
and digital games. It details the development of an artificial neural nefwork
trained upon a brick breaking game like the Atari game Breakout. This network
was designed with the goals of not dropping the ball and maximizingthe game
score. Full game and network integration was not completed. However, two
versions of the network were developed to move the paddle to the right or left
based on the ball's point of impact on the paddle. In preliminary testing using
manual inputs, these networks eventually learned to return the expected output
100 percent of the time. Next steps in the development of this neural network
include the addition of multiple inputs, the ability to output a distance for the
paddle to move, and full integration with the brick breaking game.
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Introduction
Artificial intelligences are computer programs which are able to make
their own decisions based on certain inputs. Creating an artificial intelligence
(AI) that is capable of learning is a step toward creating AIs that are broadly
applicable, instead of only being applied to solve a narrow set of problems in
their specific fields. This would be a revolutionary step forward in the field
of AI, and would bring us closer to developing "super-intelligences" like
those which exist in science fiction. These "super-intelligences" are portrayed
as markedly similar to humans in most ways, while also having far more
processing capability than humans. They are able to make their own decisions,
carry on conversations, and participate in other human-like behaviors. Neural
networks currently have several applications in gaming, but are only able to
handle some specific cases. The development of more applications for neural
networks in gaming could lead to the development of AI which behaves
more similarly to a human player. This could enhance or even replace more
traditional techniques in the area of neural networks, which rely on the slow
pace of strategy games such as chess, allowing gaming AI to become more
adept at playing today's fast-paced games [8]. In addition, games can be used
to test or train the capacities of neural networks, as seen in [7].
In order to explore the ways neural networks and games interact, this
project created a game modeled on the classic Atari game "Breakout". In this
game a player controls a paddle that is used to bounce a ball into bricks and
break these bricks for points. An artificial neural network was then designed
to control and successfully play it. This network was given control only of the
paddle, just like any human player of the same game, and was designed with
the goal of maximizing its score by breaking as many bricks as possible. The
neural network would be considered successful if it consistently cleared the
game screen of bricks without dropping the ball, which results in a loss.
Neural Network Background
Artificial neural networks, often referred to as simply "neural networks,"
provide an opporrunity to create an artificial intelligence that is capable of
learning. Neural networks started being developed in the 1940s. In 1943,
a model neuron was proposed by McCulloch and Pitts [1]. Neurons are
conceptualized as nodes, or small processing units, which are capable of
processing only one operation. A few years later, Rosenblatt posited that these
model neurons could be arranged into a network in which each node could
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communicate with nearby nodes [2], and thereby developed the first simple
neural network, called the perceptron. These first neural networks were highly
promising, but a paper published by Minsky and Papert in 1969 [3] detailed the
many theoretical limitations ofthe perceptron. This led researchers to abandon
the concept of artificial neural networks for many years. They did not re-enter
the field of AI development until over a decade latel in the 1980s. After this
reemergence, multi-layer neural networks were conceived.
In the 1980s, the learning rule known as back-propagation was developed,
which spurred the development of more complex neural networks capable of
learning the solutions to problems. This process was developed by two teams
of researchers: Fogelman-Soulid, Gallinari, and Le Cun in France[4] and
Rumelhart, Hinton, and Williams in the United States [5, 6]. The process uses
an elror, typically found by taking the difference between an expected result
and an actual result from the network, and then runs backward through the
network, adjusting connection weights in order to minimize future eror. Since
then, neural networks have been developed and researched in many fields,
including biolory, psychology, physics, mathematics, and electronics.
One recent example of neural networks being used in gaming and of
gaming being used to train neural networks is the project undertaken by
Google's DeepMind team. This team developed a new take on neural networks
which they have termed a deep-Q network. The deep-Q network was designed
to bring neural networks even closer to approximating the human brain by
enabling them to develop solutions to problems based on complex sensory data.
To test this problem-solving ability, DeepMind trained the deep-Q network
to play awide variety of Atari 2600 video games [7]. The deep-Q network
displayed particular skill at learning the optimal strategy to beat Breakout.
This research is an attempt to replicate aspects of the success that the
deep-Q network showed at playing games. However, this research attempts to
create a network that is successful at learning to play only one game, as opposed
to DeepMind's attempt to create a network that could learn many games. In
addition, the network designed in this research is intended to specifically play
a brick-breaking game, whereas DeepMind's network was intended for a wider
range of problem solving; its use for digital gaming was only intended to test
its functionality.
Methodology
Al1 neural network and game design was done using Java, a common
programming language, and Java Swing, a set of tools used to create graphical
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interfaces in Java, within the Eclipse Integrated Development Environment
(IDE). The brick breaking game was created with Java Swing, and is comprised
of Brick, HardBrick, Paddle, Ball, and Wall objects. The ball is capable of
bouncing off any other object. When colliding with all objects excluding the
Paddle, the Ball's angular X- or Y-trajectory will simply be reversed. The
Paddle adjusts the Ball's X-trajectory upon collision, using the formula
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where dif is the distance between the Ball's point of impact and the center
of the Paddle, width is the width of the Paddle, and moveRate is the rate of
movement of the paddle at the time of impact. If the Ball passes below the
height of the Paddle, then it has been lost and the game is over. (See Fig. 1 for
a game screen image.)
Fig. l: An image of the brick-
breaking game being played.
First Version
The first version of the neural network contained only seven neurons
and three layers (see Fig. 2). Each neuron was connected to each neuron in
the next layer, but not to the neurons in its own layer. Each of the three input
neurons in the first layer could only take in a Boolean value, meaning that
the value could only be one of two things, of whether it was active or not. If
the input neuron was active, it transmified a value of one to the next layer.
If it was inactive, it transmitted a zero. The second, hidden layer contained
only one neuron. This neuron took in the three values from the input layer,
and would return a negative value, a positive value, or a zero based on which
input neuron was active. If the left input neuron was active, the hidden neuron









Fig. 2: A diagram of the layout of thefirst version of the neural network.
value was transmifted. If the center input neuron was active, the hidden neuron
transmitted azero.
The three output neurons all received this value from the hidden neuron.
Each output neuron would give a different output based on the received value.
If the left output neuron received a negative value, it would be activated and
return to that value. Otherwise, it only returned azero. The right output neuron
behaved similarly, but only returned a non-zero value if the value it received
was positive. The center output neuron would output zero if it received a non-
zero value, but upon receiving azero the center output neuron returned a value
ofone.
This network simulated a decision to move right or left based on which
part of the paddle the ball had impacted. If the ball hit the right side of the
paddle, it was reasoned that the paddle should move to the left to catch the
ball again. If it was hit on the left, it should move to the right. If the ball struck
the paddle directly in the center, the paddle should not move, as the ball was
expected to return directly downward.
Second Version
The second version ofthe neural network was nearly identical to the first,
with one layer added to increase functionality (see Fig. 3). This network was
comprised of four layers, one input and output layer, and two hidden layers.
The input layer consisted of one neuron, which took in a given double value.
Based on whether the value was positive, negative, or zero, the neuron would
transmit to one of the three neurons in the first hidden layer. This neuron would
then be assigned this transmitted value, while the other two would retain their
initial values of zero.
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Fig. 2: A diagram of the layout of thefirst version of the neural network.
The first hidden layertook on the function of the original input layer. The
second hidden layer was adjusted so that it would simply pass on the value of
the active neuron from the first hidden layer. The output layer was unchanged.
These changes enabled the network to take in the distance between the center
of the paddle and the ball's point of impact and then decide if it was to the left
or right side of the paddle and move accordingly.
Training
(-t)(tnput)
Eachversion ofthe neural network was outfitted with aback-propagation
algorithm. Back-propagation calculates an error based on the difference
between the network's output and the expected output, then runs backward
through the network to adjust connection weights in order to minimize future
error. It uses the partial derivatives of the connection weights and the network
error in order to calculate the effect that each connection's weight had on the
output. Then, it adjusts the weight in order to control this effect and thereby
minimize future error. For more details on the process of back-propagation, see
[9] and [10]. Though the back-propagation algorithm was fully integrated into
the networks and proved functional, it was unnecessary. The neural networks
were able to return expected results without any weight adjustments. This was
due to the fact that the formulas used in these rudimentary versions of the
neural network did not yet make use of the weights of each node, and therefore
returned results without taking any node weights into account.
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First Version: The nefwork was given a sequence of three numbers,
which were either azero or a one, such that there were always two zeroes and a
single one value. These numbers signified which one ofthe three input neurons
was activated: left, right, or center. Whichever neuron was given a one was
the active input neuron. After feeding this information through the network,
the network was considered to be successful if the proper output neuron was
activated. Output neurons are only considered active if they return a non-zero
value. The output neuron that should be properly activated in each case is the
neuron on the opposite side of the active input neuron, except for the center
neuron. If the center input neuron was active, the center output neuron was
also expected to be active. For example, ifthe right input neuron was activated,
then the network was expected to activate an active left output neuron. This
would be signified by the network returning a non-zero value, followed by two
zeroes.
Second Version: The network was given a single number which ranged
from negative to positive in value, and included zero. After feeding this
information through the network, it was considered to be successful in its
assessment of the situation if the output neuron corresponding to
was activated, or in the case of an input of zero, ifthe center output neuron was
active. Output neurons were considered to be active if they returned a non-zero
value. For example, if the network was given a value of -2, the expected result
was activation of the right output neuron, so the output would be zero, zero,
and a non-zero value, in that order.
Results
Although both versions of the neural network were outfitted with back-
propagation algorithms, these algorithms proved to be unnecessary. The
networks produced the desired results without taking the connection weights
into consideration. The networks produced the desired results without the
connection weights because of the nature of the data being used in these
networks, which was not being changed by anything in game. If the data the
nefwork received during gameplay was being changed in some way, and the
network had to adjust to these changes, a back-propagation algorithm could
prove to be very useful. At this stage, however, it is not.
In order to test the success of this stage of the neural network,
experiments were run using manual input. For the first version of the network,
one input neuron was activated manually. The correct combinations of active
input neurons to active output neurons are: right input neuron activating the
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left output neuron, center input neuron activating the center output neuron, and
left input neuron activating the right output neuron. For the second version,
the value of the input neuron was set to an arbitrary numerical value to test
the network. If the input was positive, the network was expected to activate
the left output neuron and if the input was negative, the right output neuron
was expected to be activated. If the input was exactly zero, then the center
output neuron would be activated. These experiments were run approximately
twenty times with various values, and each time the neural network was able
to activate the expected output neuron, giving both versions of the network a
one-hundred percent success rate.
Due to time consffaints, the neural network was not fully integrated with
the brick breaking game. However, this preliminary testing suggests that with
further development, the network could learn to catch the ball and successfully
play the game regularly. If the network was integrated with the game at this
stage, it would be incapable of even controlling the paddle properly. Even
though the network is choosing a direction to move the paddle as expected,
it does not currently output a distance for the paddle to move, and therefore
would not actually move the paddle dwing gameplay. This problem must be
addressed in future work.
Analysis and Next Steps
The success of the neural networks indicates that it is possible to
program the network to make simple decisions, such as whether the paddle
should move to the Ieft or right when based on only one input. In the future, the
neural network should be created to be more complex by adding the ability to
take in more inputs and make decisions based on these. Some possible inputs
include the ball's trajectory upon collision with the paddle and the amount of
bricks left on the game screen. The network should also be able to output a
distance for the paddle to move. Finally, an algorithm should be added to allow
the network to learn how to maximize its game score using a reinforcement
learning technique and the game and network should be fully integrated.
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