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Abstract
We give a scheme of using the coupling method to obtain strong
bounds for the convergence rate of the distribution of the backward
renewal process in the total variation distance. This scheme can be
applied to a wide class of regenerative processes in queuing theory.
keywords backward renewal process, renewal process, convergence
rate, strong bounds, total variation metric, Lorden’s inequality.
1 Introduction
Obviously, the behaviour of some queueing system (or of some reliability
system) can be described by regenerative process. Hence a study of the
behaviour of regenerative processes is an important problem in the queuing
theory and in the reliability theory.
Definition 1. Recall that the stochastic process {Xt, t > 0} with the mea-
surable state space (X ,B(X )) and filtration {Ft, t > 0} defined on the prob-
ability space (Ω,F ,P) is called regenerative process if there exists a sequence
of Markov moments {θi}i∈N with respect to the filtration Ft such that:
1. Xθi = Xθj for all i, j ∈ N;
2. The random elements Ξi
def
== {Xt, t ∈ [θi, θi+1]} (i ∈ N), are mutually
independent and identically distributed. ⊲
Hence, the random variables ζi+1
def
== θi+1 − θi, i ∈ N are i.i.d.; denote
1
F (s)
def
== P{ζi 6 s}, i ∈ N,
and
G(s)
def
== P{θ1 6 s}.
Also, the random variables
{
{ζi}
∞
i=1 and θ1
}
are mutually independent.
If the random variables ζi, i ∈ N, and ζ1
def
== θ1 have finite expectations,
then the ergodicity of the process Xt follows from the Harris-Khasminsky
principle, i.e. the distribution of Xt weekly converges to the unique proba-
bility (stationary) measure P on (X ,B(X )).
Moreover, in the 70s A.A. Borovkov [1] showed that if for some κ > 1 the
condition {
E θκ1 <∞, E ζ
κ
2 <∞
}
is satisfied, then for all α 6 κ− 1 there exists the (unknown) constant K(α)
such that for all S ∈ B(X ) and all t > 0 the inequality
|P{Xt ∈ S} − P(S)| < K(α)t
−α
is true.
The bounds for the constant K(α) was defined in some particular cases
– see e.g.[6, 5, 7, 4] et al.; our goal is to give some procedure to obtain such
bounds for a sufficiently wide class of regenerative processes.
Firstly we remark that the Markov moments {θi}i∈N form an embedded
renewal process Rt
def
==
∞∑
i=1
1(θi 6 t).
If θ1 = 0, then Rt is a renewal process without delay.
If θ1 > 0, then we can interpret the time interval (0, θ1) as the residual
time of the regeneration period of Xt (or the renewal period of Rt), where
the process Xt began its regeneration period at the some fixed time (−a).
The random variable Dt
def
== (θRt+1−t) is called forward renewal time. For
t > θ1, Lorden’s inequality [2] is true:
EDt 6 Θ
def
==
E ζ22
E ζ2
=
∞∫
0
s2 dF (s)
∞∫
0
(1− F (s)) d s
. (1)
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Also denote Bt
def
== t − θRt for t > θ1; Bt is a time from the last renewal
(θRt 6 t) to the time t, it is called backward renewal time of the renewal
process Rt.
The state space of the process Bt is (R+,B(R+)); if θ1 = 0 then the
process Bt starts from the state B0 = 0 (non-delay process).
If θ1 6= 0 then we consider the random variable θ1 as the residual time of
the first renewal period of the renewal process Rt started at some fixed time
(−a); consequently we put
G(s) = Fa(s)
def
==
F (a+ s)− F (a)
1− F (a)
;
we suppose that F (a) < 1 for all a ∈ R. So, for t ∈ [0, θ1] we put Bt = a+ t,
in the assumption that G(s) = Fa(s).
It is easy to see that the process Bt is Markov. If E ζ2 < ∞, and conse-
quently E θ1 < ∞, then Bt is ergodic, i.e. its distribution weekly converges
to the stationary distribution as t→∞.
Moreover, if the distribution of Bt converges to the stationary distribu-
tion, then the distribution of Xt also converges to the stationary distribution
as t→∞.
And if we know the bounds of the convergence rate of distribution of the
process Bt (in some sense), then we know the bounds of the convergence rate
of distribution of the process Xt (in the same sense), because the distribution
of Xt is determined by the value of Bt.
So, our goal is to obtain the bounds for the convergence rate of the back-
ward renewal process, and for this aim we will use the coupling method.
2 Coupling method
Let X ′t and X
′′
t be the homogeneous independent Markov processes with
the same state space (X ,B(X )) and the same transition function, but with
different initial states: X ′0 = x
′ 6= X ′′0 = x
′′. Denote the distribution of the
process Xt with the initial state x at the time t by P
x
t , i.e.
Pxt (S) = P{Xt ∈ S|X0 = x};
and for all x ∈ X , Pxt =⇒ P as t→∞.
Let the paired process Zt = (U
′
t , U
′′
t ) created on some probability space
satisfies the following conditions (i)–(iii):
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(i) For all t > 0 and S ∈ B(X ), P {U ′t ∈ S} = P {X
′
t ∈ S}, and
P {U ′′t ∈ S} = P {X
′′
t ∈ S}, therefore, U
′
0 = X
′
0 = x
′ and U ′′0 = X
′′
0 = x
′′.
(ii) For all t > τ (x′, x′′)
def
== inf {t > 0 : U ′t = U
′′
t }, the equality U
′
t = U
′′
t
is true.
(iii) For all x′, x′′ ∈ X , P{τ(x′,′′ ) <∞} = 1.
The paired process Zt satisfying conditions (i)–(iii) is called successful
coupling of the processes X ′t and X
′′
t , and for them, the based coupling in-
equality can be written so: for all S ∈ B(X )∣∣∣Px′t (S)− Px′′t (S)∣∣∣ =
=
∣∣P{X ′t ∈ S} −P{X ′′t ∈ S}∣∣ = ∣∣P{U ′t ∈ S} −P{U ′′t ∈ S}∣∣ =
=
∣∣P{U ′t ∈ S& τ(x′, x′′) 6 t}+P{U ′t ∈ S & τ(x′, x′′) > t}−
− (P{U ′′t ∈ S& τ(x
′, x′′) 6 t}+P{U ′′t ∈ S& τ(x
′, x′′) > t})
∣∣ 6
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∣∣P{U ′t ∈ S & τ(x′, x′′) > t} −P{U ′′t ∈ S& τ(x′, x′′) > t}∣∣ 6
6 P{τ(x′, x′′) > t},
and if we can find an estimate P{τ(x, y) > t} 6 ϕ(x, y, t), and
ϕ̂(x, t)
def
== Eϕ
(
x, X˜, t
)
<∞
for the random variable X˜ with the stationary distribution P, then for all
S ∈ B(X )
|Pxt (S)−P(S)| 6
∫
X
ϕ(x, u, t)P( d u) = ϕ̂(x, t), (2)
and
‖Pxt − P‖TV
def
== 2 sup
S∈B(X )
∣∣PX0t (S)−P(S)∣∣ 6 2ϕ̂(x, t). (3)
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3 Auxiliary considerations
Definition 2. The common part of the distributions of the random variables
ξ1 and ξ2 with distribution functions Ψj(s) = P{ξj 6 s}, s ∈ R (here and
hereafter j = 1, 2) is
κ
def
== κ(Ψ1(s),Ψ2(s))
def
==
∞∫
−∞
min(ψ1(u), ψ2(u)) d u,
where ψj(s)
def
== Ψ′j(s) if Ψ
′
j(s) exists, and ψj(s)
def
== 0 otherwise. ⊲
Proposition 1.
1. If κ > 0, then the function Ψ˜(s)
def
==
1
κ
s∫
−∞
min(ψ1(u), ψ2(u)) d u is
a distribution function, and the functions Ψ˜j(s)
def
==
Ψj(s)− κΨ˜(s)
1− κ
are a
distribution functions (j = 1, 2).
2. Let U ′, U ′′ and U ′′′ be independent random variables with uniform
distribution on [0, 1]. Then
ξ˜j
def
== Ψ˜−1(U ′′)1(U ′ < κ) + Ψ˜−1j (U
′′′)1(U ′ > κ)
D
= ξj,
and
P
{
ξ˜1 = ξ˜2
}
= κ.
Here and hereafter where we put h−1(s)
def
== inf{x ∈ R : h(x) > s} for
non-decreasing function h(x). ⊲
Remark 1. Proposition 1 is a simplified variant of the Coupling Lemma or
“Lemma about three random variables” (see, e.g., [3]). ⊲
4 Successful coupling for backward renewal
process
Now we consider the backward renewal process Bt; its state space is
(R+,B(R+)); its stationary distribution has a distribution function
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F˜ (s) = (E ζ1)
−1
s∫
0
(1− F (u)) d u
and the stationary distribution is
P(S) = (E ζ1)
−1
∫
S
(1− F (u)) d u.
4.1 Basic assumption.
Here and hereafter we suppose: κ > 2, and for some A > 0 for all t > A and
for all ε > 0,
t+ε∫
t
f(s) d s > 0, where f(s)
def
==
{
F ′(s), if ∃F ′(s);
0, otherwise,
and E ζκ2 <∞. (∗)
We will construct the successful coupling for two versions of the process
Bt started from different initial states b1 and b2; denote them B
(1)
t and B
(2)
t .
4.2 Construction of renewal process.
Recall the method of construction of the renewal process Rt with delay θ1
having the distribution function G(s).
Let {Un} be a sequence of independent random variables with uniform
distribution on [0, 1].
The construction of the renewal times for the renewal process Rt, i.e. θ1,
θ2, . . . , θn, . . . is follow:
θ1
def
== G−1(U1) = F
−1
a (U1) = ζ1; θ2
def
== θa1 + F
−1(U2) = θ1 + ζ2; . . .
. . . θn
def
== θn−1 + F
−1(Un) = θn−1 + ζn; . . .
So, for construction of two independent backward renewal processes we
need two sequences of independent random variables with uniform distribu-
tion on [0, 1] – let they be {Un,1} and {Un,2}. Now we denote for j = 1, 2
θ
(j)
1
def
== F−1bj (U1,j) = ζ
(j)
1 ; θ
(j)
2
def
== θ
(j)
1 + F
−1(U2,j) = θ
(j)
1 + ζ
(j)
2 ; . . .
. . . θ(j)n
def
== θ
(j)
n−1 + F
−1(Un,j) = θ
(j)
n−1 ++ζ
(j)
n ; . . . ,
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B
(j)
t =

bj + t, if t < θ
(j)
1 ;
t−
∞∑
i=1
(
1
(
θ
(j)
i 6 t
)
ζ
(j)
i
)
, otherwise;
(4)
and
R
(j)
t =
∞∑
i=1
1
(
θ
(j)
i 6 t
)
; D
(j)
t = θ
(j)
R
(j)
t +1
− t. (5)
From (4) and (5) we see that the processes B
(1)
t and B
(2)
t are piecewise
linear, and they can begin to be equal only at the time when both of them are
equal to zero. But for independent processes B
(1)
t and B
(2)
t the probability of
they coincidence is zero because the distribution of residual time of any re-
newal periods of corresponding renewal process has a continuous component
– see (∗).
Therefore we will construct the successful coupling concerning of two
dependent processes B˜
(1)
t and B˜
(2)
t such that B˜
(j)
t
D
= B
(j)
t ; for this aim we
need an additional sequences of independent random variables {U in} with
uniform distribution on [0, 1].
4.3 Construction of the successful coupling
Zt =
(
B˜
(1)
t
, B˜
(2)
t
)
.
We will construct the paired process Zt by following algorithm.
Step 1. We begin to construct independent processes B˜
(1)
t and B˜
(2)
t according
to the scheme 4.2 – i.e. we construct the renewal times θ
(j)
i for the processes
B˜
(j)
t . Put T1
def
== max
(
θ
(1)
1 , θ
(2)
1
)
.
Note, that T1 6 θ
(1)
1 +θ
(2)
1 . For simplicity, here we suppose that T1 = θ
(1)
1 .
If θ
(1)
1 = θ
(2)
1 then we go to the Step 3
(
but P
{
θ
(1)
1 = θ
(2)
1
}
= 0
)
. Otherwise,
we go to the Step 2.
Step 2. At the time Tk = θ
(1)
k ∈
(
θ
(2)
νk , θ
(2)
νk+1
)
, ED
(2)
Tk
6 Θ (see (1)), and
B˜
(1)
Tk
= 0 6= B˜
(2)
Tk
.
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By Markov inequality, for some R > Θ,
P
{
D
(2)
Tk
6 R
}
> πR
def
== 1−
Θ
R
.
And
P
{
θ
(1)
k+1 − Tk = ζk > R
}
= 1− F (R).
So, at the time θ
(2)
νk+1
= Tk + D
(2)
Tk
with probability PR
def
== πR(1 − F (R))
we have: B˜
(2)
θ
(2)
νk+1
= 0 and β
def
== B˜
(1)
θ
(2)
νk+1
= D
(2)
Tk
6 R.
If D
(2)
Tk
> R or ζ
(1)
k < R then we move on to the next time θ
(1)
k+1, i.e. we
replace k by k + 1 and return to the Step 2.
If D
(2)
Tk
6 R and ζ
(1)
k > R then we stop both processes at the time θ
(2)
νk+1
.
Then we prolong these processes (i.e. their residual times with distributions
Fβ(s) and F (s)) using the additional random variables U
1
k , U
2
k , U
3
k — by such
a way that with probability κ(Fβ(s), F (s)) the next renewal times of both
processes coincide (see Proposition 1).
Note that the condition (∗) implies that the common part of distribution
of the forward renewal times of both processes
κ(Fβ(s), F (s)) > κR
def
== inf
a∈[0,R]
{κ(Fa(s), F (s))} > 0
– see Definition 2.
Hence, at the time θ
(1)
k+1 the constructed processes B˜
(1)
t and B˜
(2)
t coincide
with probability pk > κRPR – denote this event by Ek; P(Ek) > κRPR.
If B˜
(1)
θ
(1)
k+1
= B˜
(2)
θ
(1)
k+1
(= 0) the we go to the Step 3. Otherwise, we move on to
the next time θ
(1)
k+1, i.e. we replace k by k + 1 and return to the Step 2.
Step 3. After the time τ
def
== θ
(1)
k+1 such that B˜
(1)
τ = B˜
(2)
τ = 0 we prolong
the construction of the processes B˜
(1)
t and B˜
(2)
t identically by the scheme 4.2.
Denote the event
{
B˜
(1)
θ
(1)
k+1
= B˜
(2)
θ
(1)
k+1
& B˜
(1)
θ
(1)
k
6= B˜
(2)
θ
(1)
k
}
by Ek;
Ek =
(
k⋂
m=2
Em
)
∩ Ek+1;
P(Ek) = pk
k∏
m=2
(1− pm) 6 (1− κRPR)
k−1 def== qk−1R .
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Proposition 2. The pared process Zt =
(
B˜
(1)
t , B˜
(2)
t
)
is a successful coupling
of processes B
(1)
t and B
(2)
t . ⊲
5 Strong bounds for convergence rate.
Now, for φ(s) = sα we can find an upper bound for
E φ(τ(b1, b2)) = E (τ(b1, b2)
α), α > 1
using Jensen’s inequality in the form(
n∑
k=1
ai
)α
6 nα−1
(
n∑
k=1
aαi
)
for positive ai, namely:
E (τ(b1, b2))
α
6
∞∑
n=1
E
((
T1 +
n+1∑
m=2
ζ (1)m
)
1(En)
)α
6
6
∞∑
n=1
(n+ 2)α−1E
(((
θ
(1)
1
)α
+
(
θ
(2)
1
)α
+
n+1∑
m=2
(
ζ (1)m
)α)
1(En)
)
6
6 K1(α)
(
E
(
θ
(1)
1
)α
+ E
(
θ
(2)
1
)α)
+
+
∞∑
n=1
(n+ 2)α−1
(
n∑
m=2
E
((
ζ (1)m
)α
1(Em)
)
qn−2R +
+ E
((
ζ
(1)
n+1
)α
1(En+1)
)
qn−1R
)
6
6 K1(α)
(
E
(
θ
(1)
1
)α
+ E
(
θ
(2)
1
)α)
+K2(α)E ζ
α
2 = ̟α(b1, b2, t),
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where
K1(α) =
∞∑
n=1
(n + 2)α−1qn−1R , K2(α) =
∞∑
n=1
(n+ 2)αqn−1R ,
1∑
m=2
def
== 0.
Now, by Markov inequality,
P{τ(b1, b2) > t} 6
E (τ(b1, b2))
α
tα
6 ϕα(b1, b2, t)
def
==
̟α(b1, b2, t)
tα
.
Then, for α 6 κ− 1 we have
∞∫
0
E (τ(b1, b2))
α d F˜ (b2) 6
∞∫
0
̟α(b1, b2, t) d F˜ (b2) =
= K1(α)E
(
θ
(1)
1
)α
+K2(α)E ζ
α +
∞∫
0
K1(α)E
(
θ
(2)
1
)α
d F˜ (b2) =
= K1(α)E
(
θ
(1)
1
)α
+K2(α)E ζ
α +
K1(α)
α + 1
E
(
θ
(2)
1
)α+1
= K(α, b1); (6)
and ϕ̂α(b1, t) =
K(α, b1)
tα
for α ∈ [1, κ− 1].
Therefore we have the bounds (2) and (3) for backward renewal process.
The estimate (6) can be improved by the choice of R. It is not optimal, and
it can be done better by use of the properties of the distribution F , and by
more accurate estimation of the series.
The bounds for the convergence rate can be extended for regenerative
processes described in Section 1.
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