Reliability properties of bivariate conditional proportional hazard rate models  by Navarro, Jorge & Sarabia, José María
Journal of Multivariate Analysis 113 (2013) 116–127
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Reliability properties of bivariate conditional proportional hazard
rate models
Jorge Navarro a,∗, José María Sarabia b
a Facultad de Matemáticas, Universidad de Murcia, 30100 Murcia, Spain
b Departamento de Economía, Universidad de Cantabria, 39005 Santander, Spain
a r t i c l e i n f o
Article history:
Available online 31 March 2011
AMS 2000 subject classifications:
62E10
62H05
Keywords:
Bivariate exponential distribution
Conditionally specified distributions
Dependence measures
Failure rate
Hazard gradient
a b s t r a c t
In this paper, we study reliability properties in two classes of bivariate continuous
distributions based on specification of conditional hazard functions. These classes were
constructed by conditioning on two different kinds of events in Arnold and Kim [6]. Several
reliability properties are studied here including survival and hazard bivariate functions,
hazard components, the Clayton–Oakesmeasure, and conditional densities and hazard rate
functions of the marginal and conditional distributions. We also study properties for the
series and parallel systems with component lifetimes having these particular dependence
models.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In the last few years, several methods of constructing bivariate and multivariate distributions based on marginal and
conditional distributions have been proposed and studied in the literature; see the recent works of Arnold et al. [4,5], Kotz
et al. [21] and Balakrishnan and Lai [10]. In this sense, the study of bivariate distributions when both conditionals belong to
some specified parametric families has received special attention.
The study of reliability properties in conditionally specified models is quite recent. Arnold [2,3] and Arnold and
Kim [6] have studied several classes of conditional survival models. Arnold’s [1] class of bivariate distributions with Pareto
conditionals was studied by Gupta [14]. The classes of bivariate distributions with the second-kind beta conditionals and
the Pearson type VII conditionals were also studied in [15,16]. Navarro and Shaked [27], Navarro et al. [25] and Kotz
et al. [22] have studied reliability properties of systems with exchangeable components and characterization problems
for distributions with exponential conditionals (see also Balakrishnan et al. [9]). The hazard gradient function defined by
Johnson and Kotz [20] is a key tool for studying these properties.
In this paper, we study reliability properties of two classes of bivariate continuous distributions based on specification
of conditional hazard functions. These classes are constructed by conditioning on two different kinds of events and using
the univariate Cox’s proportional hazard rate (PHR) model. Two characterization properties are obtained. We also study
properties for the series and parallel systems with component lifetimes having these particular dependence models. The
contents of this paper are the following. In Section 2 we study the model obtained with PHR models from conditioning
events of type {X = x} and type {Y = y}. In Section 3 we study the model obtained with PHR models from conditioning
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events of type {X > x} and type {Y > y}. Finally, in Section 4 we study the equilibrium distributions obtained from these
models.
The univariate Cox PHRmodel is a class of modelling distributions with probability density function (PDF) f and survival
function S given by
f (x;α) = αλ(x) exp{−αΛ(x)}, x ≥ 0 (1.1)
and
S(x;α) = exp{−αΛ(x)}, x ≥ 0, (1.2)
where α > 0, λ(x) is the baseline hazard rate function and Λ(x) =  x0 λ(t)dt is the baseline cumulative hazard function,
where both λ(x) andΛ(x)might involve parameter θ , besides the parameter α. This class was also considered by Haberman
and Renshaw [17] in the context of generalized linear models. A random variable X with PDF (1.1) will be denoted by
X ∼ PHR(α;Λ(x)). Note that the hazard (or failure) rate function of (1.1) is
h(x;α) = f (x;α)
S(x;α) = αλ(x).
Special cases of (1.1)–(1.2) are exponential (Λ(x) = x), Burr

Λ(x) = ln β+xγ
β

, Pareto

Λ(x) = ln β+x
β

and Weibull
(Λ(x) = xγ ) distributions, among others.
Throughout the paper we use the terms increasing and decreasing in a wide sense, that is, a function g is increasing
(decreasing) if g(x) ≤ g(y) (≥ g(y)) for all x ≤ y. Whenever we use a conditional random variable (or an expectation), we
assume that it exists.
2. Properties of a bivariate distribution with PHR conditional distributions
In this first specification we consider conditioning on events of the forms {X = x} and {Y = y}. Then, let (X, Y ) be a
bivariate random variable with support (0,∞)×(0,∞). Wewant to consider all possible joint distributions for (X, Y )with
the following properties:
(a) For each y the conditional distribution of X given Y = y is distributed according to (1.1) with a parameter α1(y) which
may depend on y and with a given hazard rate function λ1(·)which does not depend on y.
(b) For each x the conditional distribution of Y given X = x is distributed according to (1.1) with a parameter α2(x) which
may depend on x and with a given hazard rate function λ2(·)which does not depend on x.
In consequence, we seek the most general random variable (X, Y ) such that the conditional distributions admit the
stochastic representation
(X |Y = y) ∼ PHR(α1(y);Λ1(x)), (2.1)
(Y |X = x) ∼ PHR(α2(x);Λ2(y)), (2.2)
for x ≥ 0 and y ≥ 0, where αi(·), i = 1, 2, are unknown functions and Λi(·), i = 1, 2, are given cumulative hazard
functions. In the next theorem we obtain the most general model satisfying (2.1) and (2.2).
Theorem 2.1. If Λ1 and Λ2 are univariate cumulative hazard functions, then the most general bivariate PDF with conditional
distributions satisfying (2.1) and (2.2) is given by
f (x, y) = c(φ)a1a2λ1(x)λ2(y) exp[−a1Λ1(x)− a2Λ2(y)− φa1a2Λ1(x)Λ2(y)] (2.3)
for x, y ≥ 0, where a1, a2 > 0 and φ ≥ 0.
Proof. If λ(x) is given, the PDF (1.1) is a one-parameter exponential family and, in consequence, Theorem 1 in [7] can be
used. This result deals with the most general bivariate distribution with conditional distributions in exponential families.
Defining the vectors
v1(x) = (1,Λ1(x))⊤, v2(y) = (1,Λ2(y))⊤,
the most general PDF that satisfies (2.1) and (2.2) is
f (x, y) = λ1(x)λ2(y) exp[−v1(x)⊤Mv2(y)]
for x, y ≥ 0, where M = {mij}, i, j = 0, 1, is a 2 × 2 matrix of parameters and m00 is the normalizing constant. After
parametrizing the above PDF, we get (2.3). Clearly, to have a proper bivariate PDF in R+ × R+, we need ai > 0 and φ ≥ 0.
Finally, to prove that the normalizing constant only depends on φ note that
1
c
=
 ∞
0
 ∞
0
a1a2λ1(x)λ2(y) exp[−a1Λ1(x)− a2Λ2(y)− φa1a2Λ1(x)Λ2(y)]dxdy
and hence, making the change u = a1Λ1(x) and v = a2Λ1(y) in the above integral, we obtain the stated result (by using
the properties of the cumulative hazard functions). 
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The model given in (2.3) is a reparametrization of the bivariate conditional proportional hazard rate model obtained
in (2.6) of Arnold and Kim [6]. A bivariate random variable with joint PDF (2.3) will be denoted by (X, Y ) ∼
BCPHR1(a1, a2, φ;Λ1,Λ2). The special case φ = 0 corresponds to the case of independence. In particular, ifΛ1(x) = x
and Λ2(y) = y, we obtain the class of bivariate distributions with exponential conditionals considered by Arnold and
Strauss [8] (see also (11) in [22]). Conversely, (2.3) is a marginal transformation of the Arnold and Strauss model (see [6]).
2.1. Marginal and conditional distributions
The conditional densities of (2.3) are of the form (1.1)–(1.2), that is,
Pr(X > x|Y = y) = exp{−a1[1+ φa2Λ2(y)]Λ1(x)}, x > 0 (2.4)
and
Pr(Y > y|X = x) = exp{−a2[1+ φa1Λ1(x)]Λ2(y)}, y > 0. (2.5)
Note that α1(y) = a1[1+ φa2Λ2(y)] and α2(x) = a2[1+ φa1Λ1(x)] and hence they are increasing functions. Of course, the
conditional hazard rate functions of (X |Y = y) and (Y |X = x) are given by
h(X |Y=y)(x) = a1[1+ φa2Λ2(y)]λ1(x)
and
h(Y |X=x)(y) = a2[1+ φa1Λ1(x)]λ2(y),
respectively. Note that h(X |Y=y)(x) increases in y and h(Y |X=x)(y) increases in x (i.e., in the case of a system, if a component has
failed, the hazard rate of the other component is an increasing function of the failure time of the failed component). So we
have proved that it is not possible to have a BCPHR model without this property (e.g. it is not possible to have a model
with decreasing functions α1(y) and α2(x)). Also note that h(X |Y=y)(x) is increasing (decreasing) in x if, and only if, λ1(x) is
increasing (decreasing) in x. A similar property holds for h(Y |X=x)(y) and λ2(y).
From (2.3), the marginal densities are given by
fX (x) = c(φ)a1λ1(x)1+ φa1Λ1(x) exp[−a1Λ1(x)], x > 0 (2.6)
and
fY (y) = c(φ)a2λ2(y)1+ φa2Λ2(y) exp[−a2Λ2(y)], y > 0. (2.7)
Notice that X and Y do not satisfy a PHR based on λ1 and λ2. From (2.4) and (2.5), we have
α1(Y )Λ1(X) ∼ Exp(1) (2.8)
and
α2(X)Λ2(Y ) ∼ Exp(1), (2.9)
where Exp(1) denotes a usual exponential distribution with mean 1. If (X, Y ) ∼ BCPHR1(a1, a2, φ;Λ1,Λ2), the random
variables α1(Y )Λ1(X) and Y are independent and the random variables α2(X)Λ2(Y ) and X are also independent. This
property can be used to generate data from model (2.3). We first generate a value Y from the PDF (2.7) and then we obtain
the corresponding value X from (2.8) by using a random data from an exponential distribution with mean 1. Analogously,
we might use (2.6) and (2.9).
To obtain the normalizing constant we use the identity ∞
0
exp(−z)
1+ φz dz =
exp(1/φ)
φ
[−Ei(1/φ)], (2.10)
where−Ei(z) = ∞z 1t e−tdt represents the exponential integral function. In consequence, from (2.7), we have
c(φ) = φ exp(−1/φ)−Ei(1/φ) (2.11)
and hence c(φ) is an increasing function in φ.
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2.2. Dependence measures
In order to study the dependence between the random variables X and Y , we consider the local dependence function,
defined by (see [18])
γ (x, y) = ∂
2
∂x∂y
ln f (x, y).
The definition of total positive of order 2 (TP2) functions and reverse rule of order 2 (RR2) functions is the following.
Definition 2.1. A PDF f (x, y) is said to be TP2 (RR2) if
f (x, y)f (u, v)− f (x, v)f (u, y) ≥ 0 (≤ 0)
for all x ≤ u and y ≤ v.
These properties are the strongest of all dependence notions existing in the literature. Other dependence properties can
be found in [19]. The following result relates the local dependence function γ (x, y) with the TP2 and RR2 properties (see
Theorem 7.1 in [18]).
Theorem 2.2. Let f (x, y) be the PDF of (X, Y )with support on a set S where the set S = S1× S2. Then f (x, y) is TP2 (RR2) if and
only if γ (x, y) ≥ 0 (≤ 0).
For the joint PDF defined in (2.3), it can be verified that
γ (x, y) = −φa1a2λ1(x)λ2(y) < 0,
and then f (x, y) is RR2.
Shaked [31] proved that if f (x, y) is TP2 (RR2), then the conditional hazard rate of (X |Y = y) is decreasing (increasing)
in y. A similar property holds for (Y |X = x). As the PDF in (2.3) is RR2, this property explains the monotonicity properties
of the hazard rate functions of the conditional distributions of (X |Y = y) as a function of y and (Y |X = x) as a function of x
given in the preceding subsection.
2.3. The bivariate survival function and bivariate hazard rate
The bivariate survival function
S(x, y) = Pr(X > x, Y > y) =
 ∞
x
 ∞
y
f (u, v)dudv
of the PDF given in (2.3) can be obtained in closed form. First, we have the identity ∞
y
f (x, v)dv = c(φ)a1λ1(x)exp[−a1Λ1(x)− a2Λ2(y)− φa1a2Λ1(x)Λ2(y)]1+ φa1Λ1(x) . (2.12)
Now, using identity (2.10), we have ∞
x
 ∞
y
f (u, v)dudv = c(φ)e
1/φ
φ

−Ei

g(x, y; a1, a2, φ)
φ

, (2.13)
where
g(x, y; a1, a2, φ) = [1+ φa1Λ1(x)][1+ φa2Λ2(y)]. (2.14)
Note that g is increasing in x and y. Finally, using (2.11) and (2.13) we have the expression
S(x, y) = −Ei[g(x, y; a1, a2, φ)/φ]−Ei[1/φ] .
An alternative expression is also possible in terms of the function c(φ). From (2.11), we have
−Ei(z) = exp(−z)
zc(1/z)
and the bivariate survival function can be written as
S(x, y) = c(φ) exp[−a1Λ1(x)− a2Λ2(y)− φa1a2Λ1(x)Λ2(y)]
g(x, y; a1, a2, φ)c

φ
g(x,y;a1,a2,φ)
 . (2.15)
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Finally, the bivariate hazard rate function defined by Basu [11] is obtained by combining (2.3) with (2.15) as
r(x, y) = f (x, y)
S(x, y)
= a1a2λ1(x)λ2(y)g(x, y; a1, a2, φ)c

φ
g(x, y; a1, a2, φ)

. (2.16)
Arnold and Strauss [8] proved that for the bivariate distribution with exponential conditionals (i.e., the model obtained
whenΛi(u) = u, i = 1, 2), the function r(x, y) is increasing in both x and y. We can extend this result as follows.
Proposition 2.1. For the bivariate distribution with PDF (2.3), if λ1(x) (resp. λ2(y)) is increasing, then the function r(x, y) is
increasing in x (resp. y).
Proof. It is easy to see from (2.11) that
β(z) = zc(1/z) = exp(−z)∞
z
1
x e
−xdx
(2.17)
holds. Hence β is an increasing function for z > 0. Moreover, from (2.16), we have
r(x, y) = f (x, y)
S(x, y)
= φa1a2λ1(x)λ2(y)β(g(x, y; a1, a2, φ)/φ)
where g(x, y; a1, a2, φ) is increasing in both x and y. Hence if λ1(x) (resp. λ2(y)) is increasing, then the function r(x, y) is
increasing in x (resp. y). 
2.4. Hazard gradient and marginal hazard functions
Johnson and Kotz [20] defined the hazard gradient as the vector
h(x, y) = (h1(x, y), h2(x, y))⊤ = −∇ ln S(x, y),
where ∇ =

∂
∂x ,
∂
∂y
⊤
, h1(x, y) is the hazard rate of the conditional distribution of X given {Y > y} and h2(x, y) is the
hazard rate of the conditional distribution of Y given {X > x}, that is,
h1(x, y) = h(X |Y>y)(x) = − ∂
∂x
ln S(x, y) = 1
S(x, y)
 ∞
y
f (x, v)dv,
h2(x, y) = h(Y |X>x)(y) = − ∂
∂y
ln S(x, y) = 1
S(x, y)
 ∞
x
f (u, y)du.
If (X, Y ) ∼ BCPHR1(a1, a2, φ), by using (2.12) and (2.15), we get
h1(x, y) = a1λ1(x)(1+ φa2Λ2(y))c

φ
g(x, y; a1, a2, φ)

. (2.18)
Analogously we have
h2(x, y) = a2λ2(y)(1+ φa1Λ1(x))c

φ
g(x, y; a1, a2, φ)

. (2.19)
Notice that (X |X > y) does not satisfy a PHR model based on λ1. The monotonicity of the conditional hazard rate of X
given Y > y can be determined by using the following result (obtained in Shaked [31]).
Lemma 2.1. If f (x, y) is TP2 (RR2), the conditional hazard rate h1(x, y) of X given Y > y is decreasing (increasing) in y.
By using the above result and that f is RR2, we conclude that h1(x, y) is increasing in y and h2(x, y) is increasing in x.
Moreover we have the following result. A function g is log-convex if ln g is convex.
Proposition 2.2. If 1+φa1Λ1(x) (resp. 1+φa2Λ2(y)) is log-convex, then h1(x, y) is increasing in x (resp. h2(x, y) is increasing
in y).
Proof. From (2.18), we get
h1(x, y) = φa1λ1(x)1+ φa1Λ1(x)β(g(x, y; a1, a2, φ)/φ)
where β is the increasing function defined by (2.17). As g(x, y; a1, a2, φ) is increasing in x, if 1 + φa1Λ1(x) is log-convex,
we obtain the stated result. The proof of the other case is similar. 
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Note that the condition ‘‘g(x) = 1 + φa1Λ1(x) is log-convex’’ is equivalent to ‘‘g ′(x)/g(x) = φa1λ1(x)/(1 + φa1Λ1(x))
is increasing’’. Hence, it is easy to obtain models satisfying this property by solving the corresponding differential equation.
For example, by solving g ′(x)/g(x) = ax+ b for x ≥ 0, we get
λ1(x) = 1
φa1
(ax+ b) exp

1
2
ax2 + bx+ c

for x ≥ 0, which is a proper hazard rate whenever φ, a1 > 0, a, b ≥ 0 and a and b are not both zero.
In particular the marginal hazard rate functions of X and Y are given by
h1(x) = h1(x, 0) = a1λ1(x)c

φ
g(x, 0; a1, a2, φ)

(2.20)
and
h2(y) = h2(0, y) = a2λ2(y)c

φ
g(0, y; a1, a2, φ)

. (2.21)
As the function c(z) is increasing, then X (resp. Y ) has a decreasing hazard rate (DHR) whenever λ1 (resp. λ2) is decreasing.
Also, from the preceding proposition we have that if 1+φa1Λ1(x) is log-convex, then X has an increasing hazard rate (IHR).
However, note that X can be DHR even if λ1(x) is increasing (e.g., when λ1(x) = 1 for x > 0, the exponential case). Notice
that X does not satisfy a PHR model based on λ1(x).
The conditional moment function associated with (X, Y ) and the function g(x, y) = (g1(x, y), g2(x, y))⊤ is defined
(see [22,32,30]) as
mg(x, y) = (m1(x, y),m2(x, y))⊤,
where
mi(x, y) = E(gi(X, Y )|X > x, Y > y)
for i = 1, 2. When g1(x, y) = x and g2(x, y) = y, mg is called the mean function. Shanbhag and Kotz [32] proved that mg
determines S (see also Ruiz et al. [30]).
In Kotz et al. [22] a general procedure is given for characterizing multivariate models from relationships between the
conditional moment function mg and the hazard gradient function h. In the next theorem we apply this procedure to
characterize the model with PDF (2.3) for a specific function g.
Theorem 2.3. Let λ1 and λ2 be two hazard rate functions such that λ1(0)λ2(0) > 0. A bivariate model has the PDF given
in (2.3) with hazard rate functions λ1 and λ2 if and only if
mg(x, y) = k+ Q (x, y)h(x, y)
where g = (a1Λ1(x), a2Λ2(y))⊤, k = (−1/φ,−1/φ)⊤ and
Q (x, y) =
 0
1
φa2λ2(y)
1
φa1λ1(x)
0
 .
The proof is obtained from Theorem 4 in [22]. In particular, if λ1(x) = 1 and λ2(y) = 1, we obtain the characterization
of the Arnold and Strauss model given in Section 4 of [22].
2.5. The Clayton–Oakes measure
In the context of bivariate survival models induced by frailties, Oakes [29] considered the association measure
θ(x, y) = S(x, y)f (x, y)
S1(x, y)S2(x, y)
,
where f (x, y) = ∂2S(x, y)/∂x∂y, S1(x, y) = ∂S(x, y)/∂x and S2(x, y) = ∂S(x, y)/∂y. Clayton [12] obtained θ(x, y) deriving
from the Cox PHR model, in a study of the association between the lifespans of fathers and their sons. Also, it can be
obtained as
θ(x, y) = h(X |Y=y)(x, y)
h1(x, y)
.
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Because h(X |Y=y)(x, y) = α1(y)λ1(x) and using (2.18), we get
θ(x, y) = 1
c[φ/g(x, y; a1, a2, φ)] .
Hence θ(x, y) is increasing in both x and y. Note that it is also increasing in a1 and a2. For x, y > 0, θ(x, y) is decreasing in φ
for φ ∈ [0, φ0) and increasing in φ for φ ∈ (φ0,∞)with a minimum value at
φ0 =

1
a1a2Λ1(x)λ2(y)
. (2.22)
2.6. Series and parallel systems
In this subsection we consider a series and a parallel system with component lifetimes (X, Y ). If (X, Y ) represent the
lifetimes of two components in a system, conditions (2.1) and (2.2) mean that if we know that a component has failed at
time t , then the hazard rate of the other component (under this condition) has a PHRmodel with parameter αi(t) depending
on t and a fixed baseline hazard rate function. The parameter functions αi(t), i = 1, 2, can be used to model the influence
of the failure of a component at time t in the hazard rate of the other component.
The series system lifetime is T1:2 = min(X, Y ) and its survival function can be computed as
S1:2(t) = Pr(min(X, Y ) > t) = S(t, t).
Hence if (X, Y ) has the PDF (2.3), then
S1:2(t) = −Ei[g(t, t; a1, a2, φ)/φ]−Ei[1/φ] .
From Navarro and Shaked [27], we have that the hazard rate function of the series systemwith components in P is given by
hP(t) =

i∈P
hi(tP),
where hi is the ith component of the hazard gradient and tP = (t1, t2, . . . , tn)with ti = t when i ∈ P and ti = 0 when i ∉ P .
Hence the hazard rate function of T1:2 is given by
h1:2(t) = h1(t, t)+ h2(t, t). (2.23)
Therefore, from (2.18) and (2.19), we have
h1:2(t) =

φa1λ1(t)
1+ φa1Λ1(t) +
φa2λ2(t)
1+ φa2Λ2(t)

β(g(t, t; a1, a2, φ)/φ),
where β is the increasing function defined by (2.17). Therefore, we have that h1:2 is increasing in a1 and a2. Moreover, by
using that h1(x, y) is increasing y and h2(x, y) is increasing in x, we have
h1(t) = h1(t, 0) ≤ h1(t, t)+ h2(t, t) = h1:2(t)
and
h2(t) = h2(0, t) ≤ h1(t, t)+ h2(t, t) = h1:2(t),
that is, T1:2≤HR X, Y , where≤HR denotes the hazard rate order.
Analogously, the parallel system lifetime is T2:2 = max(X, Y ) and its survival function can be computed as
S2:2(t) = Pr(max(X, Y ) > t)
= Pr({X > t} ∪ {Y > t})
= Pr(X > t)+ Pr(Y > t)− Pr(X > t, Y > t)
= SX (t)+ SY (t)− S(t, t)
= S(t, 0)+ S(0, t)− S(t, t).
Hence, if (X, Y ) has the PDF (2.3), we obtain
S2:2(t) = Ei[g(t, 0; a1, a2, φ)/φ] + Ei[g(0, t; a1, a2, φ)/φ] − Ei[g(t, t; a1, a2, φ)/φ]Ei[1/φ] .
Its hazard rate function can be computed from the preceding expression. Navarro and Shaked [27] proved that series and
parallel systems are not necessarily HR ordered. However in the following proposition we prove that this property holds for
the present model. First we need a lemma.
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Lemma 2.2. Let (X, Y ) be a random vector with an absolutely continuous joint distribution and let T1:2 = min(X, Y ) and
T2:2 = max(X, Y ). If T1:2≤HR X, Y , then T1:2≤HR T2:2. Moreover, if X and Y are identically distributed and T1:2≤HR X, then
X ≤HR T2:2.
Proof. It is well known that
S1:2(t)+ S2:2(t) = SX (t)+ SY (t).
Hence let us consider the survival function R defined by
R(t) = 1
2
S1:2(t)+ 12S2:2(t) =
1
2
SX (t)+ 12SY (t).
Note that R is a mixture of S1:2 and S2:2. It is also a mixture of SX and SY . It is well known that the hazard rate of a mixture is
between the hazard rates of the members of the mixture. So, if hR is the hazard rate of R, we have
min(h1:2(t), h2:2(t)) ≤ hR(t) ≤ max(h1:2(t), h2:2(t))
and
min(h1(t), h2(t)) ≤ hR(t) ≤ max(h1(t), h2(t))
for all t . Hence from T1:2≤HR X, Y , we obtain h1:2 ≥ max(h1, h2), and then T1:2≤HR T2:2. Moreover, if X and Y are identically
distributed, then SX = SY = R and hence hX ≤ h1:2 implies hX ≥ h2:2. 
Proposition 2.3. If (X, Y ) has the PDF (2.3), then T1:2≤HR T2:2.
The proof is immediate from Lemma 2.2. Notice that we do not knowwhether T2:2≥HR X, Y holds. However this property
holds when a1 = a2 and λ1 = λ2 (i.e., when X and Y are identically distributed).
Finally, from the results given in [28], we obtain the following properties concerning the monotonicity of hazard rate
functions.
Proposition 2.4. If (X, Y ) has the PDF (2.3) and
ln(λ1(x))+ ln(λ2(y))− a1Λ1(x)− a2Λ2(y)− φa1a2Λ1(x)Λ2(y)
is concave, then X, Y and T1:2 are IHR and X, Y and T2:2 are DRHR (i.e., decreasing reversed hazard rates).
The proof is obtained from (2.3) and Corollary 1 in [28].
3. Properties of a second bivariate distribution with PHR conditional distributions
In this section we study another bivariate conditional survival model based on the PHR univariate survival function (1.2)
by conditioning on events of the form {X > x} and {Y > y}. Suppose that for each value y > 0, the conditional survival
function for X given Y > y is of the form (1.2) with parameter α1(y) and cumulative hazard functionΛ1(x). Analogously, the
conditional distribution of Y given X > x is of the form (1.2), with parameter α2(x) and cumulative hazard functionΛ2(y),
for each x > 0. In consequence, for some functions α1(y) and α2(x), we have
Pr(X > x|Y > y) = exp[−α1(y)Λ1(x)] (3.1)
and
Pr(Y > y|X > x) = exp[−α2(x)Λ2(y)] (3.2)
for x, y ≥ 0. The most general model satisfying these properties is obtained in the next theorem.
Theorem 3.1. If Λ1 and Λ2 are cumulative hazard functions, the most general bivariate survival function satisfying (3.1) and
(3.2) is given by
S(x, y) = exp[−a1Λ1(x)− a2Λ2(y)− φa1a2Λ1(x)Λ2(y)] (3.3)
for x, y ≥ 0, where a1, a2 > 0 and 0 ≤ φ ≤ 1.
Proof. If there exists a joint survival function for (X, Y ) consistent with conditional distributions (3.1) and (3.2), the
associated marginal survival functions SX (x) = Pr(X > x) and SY (y) = Pr(Y > y)must satisfy
S(x, y) = exp[−α1(y)Λ1(x)]SY (y) = exp[−α2(x)Λ2(y)]SX (x), (3.4)
where SX (x), SY (y) and αi(u), i = 1, 2, are unknown functions. Taking logarithms on both sides of (3.4), this functional
equation becomes
u1(y)− α1(y)Λ1(x) = u2(x)− α2(x)Λ2(y),
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where u1(y) = ln SY (y) and u2(x) = ln SX (x), which is a functional equation of the Stephanos–Levi-Civita type. The solution
of this equation appears in Theorem1.3 in [4] and it isu1(y) = a11+a12Λ2(y),α1(y) = a21+a22Λ2(y),u2(x) = a11−a21Λ1(x)
and α2(x) = −a12 + a22Λ1(x), where aij are arbitrary real numbers. From u1(y) = ln SY (y) and u2(x) = ln SX (x), we have
a11 = 0, a12 < 0 and a21, a22 > 0. After parametrizing this model we get (3.3). Finally it is easy to see that
∂2S(x, y)
∂x∂y
≥ 0, x, y ≥ 0
holds if, and only if, 0 ≤ φ ≤ 1. 
This model is a reparametrization of the model obtained in (3.4) of Arnold and Kim [6]. A bivariate random variable
with joint survival function (3.3) will be denoted by (X, Y ) ∼ BCPHR2(a1, a2, φ;Λ1,Λ2). In particular, if we set
Λ1(x) = x, x > 0 andΛ2(y) = y, y > 0 in (3.3), we obtain the Gumbel type I bivariate exponential distribution considered
by Gumbel [13]. All these models share the same copula.
3.1. Marginal distributions, bivariate density and the bivariate hazard rate
The marginal distributions are of the type (1.2) with X ∼ PHR(a1,Λ1(x)) and Y ∼ PHR(a2,Λ2(y)), that is,
SX (x) = S(x, 0) = exp[−a1Λ1(x)] (3.5)
and
SY (y) = S(0, y) = exp[−a2Λ2(y)]. (3.6)
From (3.3), we can obtain the bivariate PDF, which is given by
f (x, y) = a1a2λ1(x)λ2(y)[g(x, y; a1, a2, φ)− φ]S(x, y) (3.7)
where g is defined by (2.14). In consequence, the bivariate hazard rate defined by Basu [11] is
r(x, y) = f (x, y)
S(x, y)
= a1a2λ1(x)λ2(y)[g(x, y; a1, a2, φ)− φ]. (3.8)
Hence r(x, y) is increasing in x and y whenever λ1 and λ2 are increasing. In the next theorem we state that this bivariate
hazard rate function, jointly with the marginal survival functions (3.5) and (3.6), characterizes the model (3.3).
Theorem 3.2. If λ1 and λ2 are analytical hazard rate functions in (0,∞), then a bivariate survival function satisfies (2.14) if,
and only if, X ∼ PHR(a1,Λ1(x)), Y ∼ PHR(a2,Λ2(y)) and r(x, y) is given by (3.8).
The proof is obtained from Theorem 1 in [23].
3.2. The hazard gradient and marginal hazard functions
The hazard components of the joint survival function (3.3) are
h1(x, y) = h(X |Y>y)(x) = a1λ1(x)[1+ φa2Λ2(y)],
h2(x, y) = h(Y |X>x)(y) = a2λ2(y)[1+ φa1Λ1(x)],
that is, α1(y) = a1[1 + φa2Λ2(y)] and α2(x) = a2[1 + φa1Λ1(x)]. Notice that α1(y) and α2(x) are increasing functions.
Moreover we have the following immediate result.
Proposition 3.1. The function h1(x, y) is increasing in y and the function h2(x, y) is increasing in x. If λ1(x) is increasing
(decreasing), then h1(x, y) is increasing (decreasing) in x. If λ2(y) is increasing (decreasing), then h2(x, y) is increasing
(decreasing) in y.
In particular, the marginal hazard rate functions are given by
h1(x) = h1(x, 0) = a1λ1(x),
h2(y) = h2(0, y) = a2λ2(y).
Notice that h1(x) ≤ h1(x, y) and h2(y) ≤ h2(x, y).
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3.3. The Clayton–Oakes measure
For the joint survival function S(x, y) given in (3.3), we have
S1(x, y) = ∂
∂x
S(x, y) = −a1λ1(x)[1+ φa2Λ2(y)]S(x, y), (3.9)
S2(x, y) = ∂
∂y
S(x, y) = −a2λ2(y)[1+ φa1Λ1(x)]S(x, y). (3.10)
Then, using (3.7), (3.9) and (3.10), the Clayton–Oakes measure θ(x, y) is
θ(x, y) = g(x, y; a1, a2, φ)− φ
g(x, y; a1, a2, φ) . (3.11)
Note that θ(x, y) ≤ 1 and that θ(x, y) is increasing in x, y, a1, a2. For x, y > 0, if φ0 given in (2.22) is less than 1, then θ(x, y)
is decreasing in φ for φ ∈ [0, φ0) and increasing in φ for φ ∈ (φ0, 1]with a maximum value at φ = 0 and a minimum value
at φ0. If φ0 ≥ 1, then θ(x, y) is decreasing in φ with a maximum value at φ = 0 and a minimum value at φ = 1.
3.4. Conditional PDFs and hazard rate functions
From (3.5)–(3.7), we get the conditional PDFs, which are given by
f(X |Y=y)(x) = a1λ1(x)[g(x, y; a1, a2, φ)− φ] exp{−a1Λ1(x)[1+ φa2Λ2(y)]}
and
f(Y |X=x)(y) = a2λ2(y)[g(x, y; a1, a2, φ)− φ] exp{−a2Λ2(y)[1+ φa1Λ1(x)]}.
To get the hazard rate of X given Y = y, we use the formula h(X |Y=y)(x) = −f (x, y)/S2(x, y). This gives
h(X |Y=y)(x) = a1λ1(x)[g(x, y; a1, a2, φ)− φ]1+ φa1Λ1(x) .
Analogously, we obtain
h(Y |X=x)(y) = a2λ2(y)[g(x, y; a1, a2, φ)− φ]1+ φa2Λ2(y) .
Note that (X |Y = y) (resp. (Y |X = x)) does not belong to a PHR model based on λ1 (resp. λ2). Moreover we have the
following result. Its proof is immediate from the preceding expressions.
Proposition 3.2. If (X, Y ) has survival function (3.3), then h(X |Y=y)(x) is increasing in y and h(Y |X=x)(y) is increasing in x.
Moreover, if 1 + φa1λ1(x) (resp. 1 + φa2λ2(y)) is log-convex, then h(X |Y=y)(x) is increasing in x (resp. h(Y |X=x)(y) is increasing
in y).
Note that it is easy to obtainmodels satisfying the property ‘‘1+φa1λ1(x) is log-convex’’ (or 1+φa2λ2(y) is log-convex).
For example, we can take
ln (1+ φa1λ1(x)) = ax+ b
for x ≥ 0, which gives
λ1(x) = exp(ax+ b)− 1
φa1
for x ≥ 0, which is a proper hazard rate function whenever φ, a1, a > 0 and b ≥ 0.
3.5. Series and parallel systems
In this subsection we consider a series and a parallel system with component lifetimes (X, Y ) having joint survival
function (3.3). This is equivalent to assuming that if we know that a component is working at age t , then the conditional
distribution of the other component satisfies the PHR model with baseline hazard rate functions λi and parameters αi(t)
depending on t .
The series system lifetime is T1:2 = min(X, Y ) and its survival function can be computed as
S1:2(t) = S(t, t) = exp[−a1Λ1(t)− a2Λ2(t)− φa1a2Λ1(t)Λ2(t)].
Its hazard rate function can be obtained from (2.23) as
h1:2(t) = h1(t, t)+ h2(t, t) = a1λ1(t)[1+ φa2Λ2(t)] + a2λ2(t)[1+ φa1Λ1(t)].
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Therefore, it is increasing in t if λ1 and λ2 are increasing. Moreover, h1:2 is increasing in φ, a1 and a2. Also note that
h1(t) = a1λ1(t) ≤ h1:2(t)
and
h2(t) = a2λ2(t) ≤ h1:2(t),
that is, T1:2≤HR X, Y .
Analogously, the parallel system lifetime is T2:2 = max(X, Y ) and its survival function is
S2:2(t) = S(t, 0)+ S(0, t)− S(t, t)
= exp[−a1Λ1(t)] + exp[−a2Λ2(t)]
− exp[−a1Λ1(t)− a2Λ2(t)− φa1a2Λ1(t)Λ2(t)].
From Lemma 2.2 we have that T1:2≤HR X, Y implies T1:2≤HR T2:2. However, we do not know whether T2:2≥HR X, Y holds. It
holds when a1 = a2 and λ1 = λ2.
Finally, from the results given in [28], we obtain the following properties concerning the monotonicity of hazard rate
functions.
Proposition 3.3. If (X, Y ) has the joint survival function (3.3) with support (0,∞)× (0,∞) and
a1Λ1(x)+ a2Λ2(y)+ φa1a2Λ1(x)Λ2(y)
is convex (concave), then X, Y and T1:2 are IHR (DHR).
The proof is obtained from (3.3) and Proposition 1 in [28].
4. Equilibrium distributions
In this section we obtain the equilibrium distribution of (3.3) in the sense of Navarro et al. [24] (see also Navarro and
Sarabia [26]). Let (X, Y ) be a bivariate positive random variable with survival function S(x, y) and with E(XY ) finite. If we
consider the backward recurrence times from a random point in the rectangle (0, x) × (0, y), they are represented by XU1
and YU2, where U1,U2 have independent uniform distributions in (0, 1) and U1 and U2 are independent of (X, Y ). Now, if we
assume that the sampling probability of (X, Y ) is proportional to XY , the recurrence times are (X eq, Y eq), where X eq = X sbU1
and Y eq = Y sbU2, where (X sb, Y sb) is the size biased random vector with PDF defined by
f sb(x, y) = xy
E(XY )
f (x, y),
U1 and U2 have independent uniform distributions in (0, 1) and Ui is independent of (X sb, Y sb) for i = 1, 2. It is easy to see
that, under the previous hypothesis, the joint PDF of the bivariate equilibrium distribution (X eq, Y eq) is given by
f eq(x, y) = S(x, y)
E(XY )
, x, y ≥ 0 (4.1)
(see [24]). According to (4.1), the equilibrium PDF associated with (3.3) is
f eq(x, y) = k exp[−a1Λ1(x)− a2Λ2(y)− a1a1φΛ1(x)Λ2(y)]
for x, y ≥ 0,where k, a1, a2 > 0 and 0 ≤ φ ≤ 1. Note that it is of the form (2.3)whenλ1 andλ2 are constant. The equilibrium
distribution of the model defined by (2.3) can be obtained from (2.15).
In general, the bivariate weighted model associated with a PDF f (x, y) and a non-negative weighted function w(x, y) is
defined by the PDF
f w(x, y) = w(x, y)
E[w(X, Y )] f (x, y),
whenever 0 < E[w(X, Y )] < ∞. Clearly, from (3.7), the model (3.3) is the weighted model associated with (2.3) with
w(x, y) = g(x, y; a1, a2, φ)− φ for 0 ≤ φ ≤ 1.
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