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1 Introduction 
There are many global optimization algorithms which use global infor-
mation. For instance, the algorithms of Piyavskii-Shubert [l, 2] and its 
variants [3], Mladineo [4], Wood [5], Brent [6], and Breiman & Cutler [7], 
interval methods [8, 9]), and "standard" simulated annealing ([10] for dis-
crete setting, [11, 12] for continuous). All of these algorithms share the 
properties that they require global information in the form of a parameter 
( e.g. Lipschitz constant, bound on second derivate, functional form, or 
a cooling schedule) and they are guaranteed to find the global optimum. 
One criticism of these algorithms is that this information, being of a global 
nature, is hard to obtain ( or simply may not be available). 
Thus there is a desire to design algorithms which avoid the need for 
global information. A number of algorithms have been proposed with this 
in mind. For instance, the DIRECT algorithm of Jones et al. [13], Strongin's 
algorithm [14], algorithms of Gergel ([15]), pages 3-4) and Sergeyev [15], 
and simulated annealing in practice. While performing well in empirical 
tests, all of these algorithms, and indeed all algorithms which avoid global 
information, have inherent theoretical limitations. 
Inherent limitations of algorithms which stop after a finite stage are 
well known. Solis & Wets [16] point out that "the search for a good[sic] 
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stopping criterion seems doomed to fail", because as noted by Dixon "even 
with [the domain] compact convex and f twice differentiable, at each step 
of the algorithm there will remain an unsampled square region of nonzero 
measure v (volume) on which f can be redefined (by means of spline fits) so 
that the unsampled region now contain the global minimum." Thus, after 
the run it possible that the algorithm failed. Our results strengthen this 
by implying the existence of functions, a priori, for which the probability 
of success is arbitrarily small. 
Some limitations for algorithms which are allow to run forever are also 
known. Hansen et al. [17] found a class of functions which Strongin 's algo-
rithm fails to converge. It is well known that all deterministic algorithms 
which use only function values at sample points converge to the global 
optimum on all continuous functions if and only if it· searches a dense set 
(Torn and Zilinskas [18] provide a proof for this). 
In this paper we extend the above results. We show that the result 
reported in Torn and Zilinskas holds for algorithms which can run forever 
and use other local information, such as derivatives, in addition to function 
values. We describe other classes of functions for which these algorithms 
fail. We show for convergence to the localization of the global optimum, 
the algorithm always fails, regardless of whether or not it searches a dense 
set. 
Introducing a stochastic element to algorithms is often seen as a way 
to overcome these limitations, (so that no function can be found that will 
definitely fail). However, we show that there are analogous results for 
stochastic algorithms. For instance, for simulated annealing in practice 
there are functions for which the probability of success is arbitrarily small. 
2 Definitions and Notation 
Our results require very few conditions on the objective function. Here 
we consider functions f : D - IR, with D ~ Rn a compact set with no 
isolated points. Note, functions from standard domains such as the closure 
of a bounded open subset, or a feasible region in Rn satisfying "reasonable" 
constraints, are included. 
For the results in this paper, the class of functions for which the algo-
rithm is designed must contain sufficiently many functions. Intuitively we 
require conditions that allow arbitrarily large modifications of a function on 
arbitrarily small neighborhoods without affecting the function elsewhere. 
Formally we have the following. 
Definition 2.1 A non-empty class of functions :F is sufficiently rich, if 
it consists of continuous Junctions and \:/y E IR, \:Ix E D, \;/ f E :F and 
\:IN~ D an open set containing x, there exists g E :F such that g(x) = y 
and U!D\N = f1D\N· 
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Commonly used examples are continuous functions, en, C00 , contin-
uous functions with a unique global optimum, Lipschitz continuous func-
tions, and functions with Lipschitz continuous derivatives. Many non-
standard classes of functions satisfy our definition. For example, continu-
ous functions with continuous first partial derivative and having multiple 
global optima. 
We now provide a formal definition of local information. Let Xfinite be 
the set of all finite sequences in D. 
Definition 2.2 Local information for a family :F is a function, LI, de-
fined on :F X XJinite satisfying Vf,g E :F, VX E XJinite, VN open in D 
containing X, if f1N = YIN then LI(J,X) = LI(g,X). 
We have intentionally left the range of a local information function un-
specified as there are many diverse examples. Local information includes 
any information depending on function values and any "limiting" informa-
tion at a finite number of sample points. Examples of such limiting infor-
mation include (partial and directional) derivatives, but also includes less 
common "limiting" information, for instance, the limiting fractal dimen-
sion at a point. Also, any formula depending ori these examples (indeed, on 
any local information) is itself local information. Thus, the maximum sam-
ple point, the maximum slope between sample points and the interpolating 
polynomial through sample points are local information. 
Examples of non-local information are the Lipschitz constant, the con-
stant of uniform continuity, bounds on higher derivatives, the level set 
associated with a function value, the measure of the basin of attraction, 
the "depth" of the function, the number of local optima, the functional 
form and the global optimum itself. If the family of functions has a dis-
tribution associated with it, the induced distribution for any of the above 
examples is also non-local information. 
In this paper, we call non-local information global information, since we 
concerned with showing that this is a necessary condition for guarantee-
ing convergence. Note, some non-local information, such as the Lipschitz 
constant of the function on a proper subset of the domain, is not global in 
the sense of being information about the function over the whole domain. 
Such information still may not guarantee convergence of an algorithm that 
uses it. More refined versions of our results could characterize which types 
of global information are sufficient. 
We define formally the algorithms under consideration. They produce 
sample sequences ( xo, x1, x2, ... ) . We denote by X k the partial sequence 
(xo, ... , xk), 
Definition 2.3 A deterministic sequential sampling algorithm on a class 
of functions :F is an algorithm for which there is a local information func-
tion LI such that for all f E :F, when running on f, Xk+l depends only on 
LI(j,Xk)· 
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Note, in a deterministic sequential sampling algorithm Xk+i is, itself, 
local information. 
Definition 2.4 A stochastic sequential sampling algorithm on a class of 
functions :Fis an algorithm for which there is a local information function 
LI such that for all f E :F, when running on f, Xk+l depends on LI(f,Xk) 
and Wk+1, an instance of a random variable. 
The sample sequence produced by a stochastic sequential algorithm 
when run on the function f is denoted by x,. Note that x, is a random 
variable. Let w be (w1 ,w2 , .•• ). We denote an instance of Xi by X1(w). 
X I is an infinite sequence as we are considering algorithms which "run 
forever". Denote the closure of XI by XI and the sub-sequential limit 
points by x1. Note, X't is never empty, as Dis compact and x, = x,ux1. 
Often algorithms in literature are 'justified but showing that they "con-
verge" in the limit. Using the above ideas, we now define this formally. 
Let Xj be the set of global optimizers, {x* E Dl/(x*) ~ f(x), 'c:/x ED}. 
Definition 2.5 An algorithm is said to see the global optimum of f if 
Xt nXj #- 0. 
This form of convergence is typical of algorithms for which the emphasis 
is on finding the global optimal value. For instance, the DIRECT algorithm 
uses this type of convergence. 
Definition 2.6 An algorithm is said to localize the global optimizers if 
X't = Xj (or weaker 0 #- X1 ~ Xj). 
This convergence is more typical of algorithms which emphasize finding 
the location of (some of) the global optimizers in the limit. For instance, 
Sergeyev's algorithm and simulated annealing use this type of convergence. 
3 Main Results 
Both definitions of convergence seem easy to satisfy because we allow the 
algorithm to run forever. However, our results show algorithms which do 
not use global information have inherent limitations. 
Practical realizations of the algorithm terminate with only an initial 
finite segment of the sample sequence produced, (ideally with some indi-
cation of error). Clearly, this compounds the limitations. The results in 
this paper can be extended to terminating sequential sampling algorithms 
by repeating the "optimizers found". 
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3.1 Deterministic Case 
We now give the theorems for the the two forms of convergence defined 
above. These theorems are (almost)·special cases of the stochastic results. 
Since in this case X f is no longer a random variable, but a determined 
sequence, the proofs are simple and quite intuitive. 
Theorem 3.1 Any detenninistic sequential sampling algorithm on a suf-
ficiently rich class of functions :F sees the global optimum of every function 
g E :F if and only if X f = D for every function f E :F. 
Proof: It follows immediately from the definitions that sampling a dense 
set implies seeing the global optimum (of the same function in fact). For 
the converse, suppose that there exists a function f E :F such that X f =I= D 
and X f n Xj =I= 0. If there is no such f we are done. Since X f =I= D, there 
exist x0 E D \ Xi, Take a neighborhood about this point whose closure 
is disjoint from X f. Find another function g agreeing with our original 
function outside this neighborhood and taking a value smaller than the 
global optimum off at xo. Since 
Vn, LI(!, (xi, x2, · · · , Xn)) = LI(g, (x1, x2, · · · , Xn)), 
running the algorithm on g gives sample sequence X 9 = X f and so fails to 
see the global optimum of g. D 
Since localizing implies seeing, it follows immediately that an algorithm 
localizing for every g implies X f = D for every f. However, we have the 
following stronger result. 
Theorem 3.2 For any deterministic sequential sampling algorithm on a 
sufficiently rich class of functions :F, there exists a function in :F for which 
the algorithm fails to localize the global optimizers. 
Proof: Let f be a function for which D \ Xj is uncountable, (the ex-
istence of such a function is assured by the conditions on :F and D ([19], 
Theorem 2-80, page 88).) If XI is not contained in Xj then we are finished, 
so assuming that XI ~ Xj gives X f \ Xj = X f \ Xj which contains at most 
countably many points. As D \ Xj is uncountable, X f =I= D. Theorem 3.1 
gives a g such that X9 n x; = 0 so x~ ix;. o 
3.2 Stochastic Case 
The essence of the proofs in the stochastic case relies upon the same ideas 
as the deterministic case, however quite a few technical difficulties had to 
be overcome because X f is a random variable. 
We start with a lemma which shows that a bound on the probability 
of a point being seen extends to a neighbourhood. 
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Lemma 3.1 Let X be any random sequence of points in D. If for some 
xo ED and probability p, 
P(xo EX')< p 
then there exists y0 E D and a neighborhood N of Yo in D, such that 
P (X n N # 0) < p. 
Furthermore, if M is any closed subset of D and xo ¢ M then it is 
possible to choose Yo and N such that N and M are disjoint. 
Proof: Consider the non-negative real valued random variable 
R = inf{llx - xoll: x E X,x # xo}. 
Note, whenever X is constantly x0 , R = 0. Clearly, R = 0 implies 
x0 E X' so P(R = 0)$P(xo E X') < p. By right-hand continuity of the 
cumulative distribution function, there exists 8 > 0 such that P(R $ 8) < 
p. 
Therefore, 
P (X n B# 0) $ P(R $ 8) < p 
where B = { x : llx - xo II < 8, x # xo} is the punctured open ball of radius 
8 centered at xo. 
Finally, since D has no isolated points and x 0 ¢ M there exists Yo E 
DnB\ M. Let N be a neighborhood of Yo whose closure is contained 
within B \ M. Then 
P (X n N # 0) $ P (X n B# 0) < p. 
and furthermore, N is disjoint from M. D 
We now give the stochastic analog for Theorem 3.1. 
Theorem 3.3 For any probability p and any stochastic sequential sam-
pling algorithm, 
P(algorithm sees the global optimum of g) 2: p, Vg) E :F 
if and only if 
P(x E X1) 2: p, Vx ED, f E :F. 
Proof: If the probability for each point in the domain being in XI is 
greater than or equal to p, it follows immediately that the global optimum 
points (of the same function) have probability greater than or equal to 
p of being seen. For the converse, suppose that there exists f E :F and 
xo ED such that P(xo E X f) < p. Clearly, xo E X1 implies x0 E Xi, so 
P(xo E X1) < p and Lemma 3.1 gives a non-empty neighborhood N <;:;;; D 
such that 
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Because :F is sufficiently rich there exists g E :F such that 





Since Vkxk+l depends only on LI(!, Xk) and wk+l, it follows from (1) 
that if x1(w) n N = 0 then X 1(w) = X 9 (w) and so x1(w) = Xg(w). 
Therefore, 
P (X9 n N =I= 0) < p. 
As the global optimum of g is contained within N, P( algorithms sees 
the global optimum of g) < p. D 
As in Section 3.1, we immediately get that P(algorithm localizes the 
global optimum of g) ~ p, \:/g implies P(x E XI) ~ p, \:/x and f. 
In the deterministic case, Theorem 3.2 showed attempts to localize are 
guaranteed to fail. For stochastic algorithms the existence of functions 
with zero probability of localizing cannot be guaranteed. However, we do 
have the following result, analogous to Theorem 3.2 and stronger than the 
above. 
Theorem 3.4 For any stochastic sequential sampling algorithm and any 
E > 0 there exists a function f E :F such that 
P( algorithm localizes the global optimum of !) < E. 
Proof: Suppose, to the contrary, that for all f E :F and for some fixed 
€ > 0, 
P(X1 ~ Xj) ~ E. (3) 
We obtain a contradiction by showing this allows the construction of a 
function g E :F and a subset M such that P(X~ ~ M) > 1! 
Let n > 2 be an integer such that 1/n < E and let x1, ... , Xn+2 be n + 2 
distinct points in D. We construct g in the following iterative manner. 
For i E {1, ... , n + 2}, we produce Ji E :F and open set Ni with Ni 
disjoint from {xi+l, ... , Xn+2} such that 
where 
i 
Mi= LJ Nk 
k=l 
(4) 
The function g = fn+2 E :F and M = Mn+2 give the desired contradiction. 
The specific details are: 
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For i = 1, let N1 be a neighborhood of x1 whose closure is disjoint from 
{ x2 , .•. , Xn+2}. Since :F is sufficiently rich there exists Ji E :F such that 
x;
1 
~ N1, Then from (3) we have (4) in the case of i = 1, 
P(X11 ~ N1) ~ € > (n -1)/n2. 
For i ~ n + 1, assume we have the required functions and sets. Since Xi+1 
is disjoint from Mi, 
By Lemma 3.1, there exists Yi+l E D and a neighborhood Ni+1 of Yi+l, 
whose closure is disjoint from Mi U {xi+2, ... , xn}, such that, 
or 
Since :F is sufficiently rich, there exists /i+1 E :F such that 
and 
Xi.+i ~ Ni+1 · 
As in the proof to Theorem 3.3, if X1;(w) n Ni+1 = 0 then Xl.+i (w) = 
X1/w). So that 
P(X'ti+I ~ Mi) :2: P(X'ti ~ Mi and xii n Ni+l = 0) 
= P(XJ; ~Mi)· P(XJ; n Ni+1 = 01X11 ~ Mi) 
From (4) (for i) and (5) we get 
P(Xf;+i ~ Mi) > (ni - i - 1)/n2. (6) 
Observe [(X1i+1 ~ Mi) or (X1i+1 ~ Ni+1)] implies X/;+i ~ Mi U Ni+l, 
the events (X1i+1 ~ Mi) and (X1i+1 ~ Ni+1) are mutually exclusive (as 
Ni+l is disjoint from Mi) and Xji+1 ~ Ni+l· Therefore (3) and (6) give 
P(X'ti+I ~ Mi+1) = P(X'ti+I ~ Mi U Ni+1) 
Thus ( 4) holds for i + 1. D 
> P(X11+1 ~Mi)+ P(Xl.+i ~ Ni+1) 
> P(X'ti+I ~ Mi) + P(X'ti+l ~ Xji+I) 
> (ni - i - 1)/n2 + 1/n 
= (i + l)(n - 1)/n2 • 
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4 Examples 
The function g constructed where the algorithm fails, may have quite high 
global constants associated with it, e.g. for Lipschitz continuous functions 
it may have a high Lipschitz constant. This is precisely the main point. If 
an overall limit for the Lipschitz constant in the class were known ( even 
probabilistically) and used as a parameter to the algorithm, such examples 
could be prevented. 
For every finitely terminating sequential sampling algorithm on a suffi-
ciently rich class, there is, a priori, a function for which the probability of 
seeing the global optimum is arbitrarily small. The key here is that a finite 
terminating algorithm that sees the global optimum can be modified, by 
repeating the best point, to one which localizes. Theorem 3.4 applies. 
An algorithm using "hidden" local information on which the next sam-
ple point depends is, strictly speaking, not a sequential sampling algorithm. 
That is, it uses "global" information. For example, using the results of an 
internal finite local search or reporting only record values, give such algo-
rithms. Of course, these algorithms correspond to algorithms which do not 
hide any local information, and suffer the same limitations. 
Global information may in fact be disguised. For example, in Serge-
yev's paper there are parameters r and ~ involved in the algorithm. Careful 
reading of a convergence result for this algorithm says for every function 
there is an r* dependent on {, past which convergence is always guaranteed. 
However the proof shows r{ must exceed a multiple of the overall Lipschitz 
constant involved. So r{ is in fact a global constant for the given function. 
Similar comments hold for Gergel's algorithm. 
Simulated annealing provides another example where global informa-
tion is disguised. "Standard" simulated annealing localizes if the cooling 
schedule is slow enough. Hajek ([20] shows (in the deterministic setting) a 
necessary and sufficient condition on the cooling schedule depends on the 
depth of the lowest local minimum. This is clearly a global parameter. In 
the continuous case where gradients are used, our results show the cooling 
schedule must depend on global properties. So, attempts to find a suitable 
( or optimize an existing) cooling schedule by pre-sampling or adjusting 
the cooling schedule on the run using sample points are doomed to fail-
ure. Theorem 3.4 shows that there are always functions in sufficiently rich 
classes for which the probability of success of such a scheme is arbitrarily 
small. 
Other algorithms do not have hidden global information. The DIRECT 
algorithm of Jones et al. is guaranteed to see the global optimum and 
uses only local information. This is a result of looking in a dense set of 
the domain. This is really where the local information becomes global. In 
practice, however, one stops the algorithm after a finite number of steps, 
and there will always exist a function for which the global optimum is in 
an unsampled region. 
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5 Extensions 
The proofs of Theorems 3.1 and 3.3 need only that the global optimum can 
be extracted from the information obtained at the sample points. A more 
general result is thus available for other definitions of convergence. For 
instance, Wood's algorithm "brackets" x• at each iteration and is proven 
to converge in the sense that the infinite intersection of the brackets is 
equal to x•. Wood's algorithm requires global information to do this, but 
conceivably another algorithm using only local information could attempt 
to approximate this approach. Such an algorithm would only converge on 
all functions in a sufficiently rich class if it sampled a dense set. 
In practice one weakens the requirements for x• to allow for approxi-
mate answers. For instance, the set x; of points whose value is within E 
of the global optimum is often sought and our results apply. 
Alternatively, rather than search for points whose value in within an ac-
ceptable tolerance of the global optimum, one may be interested in, say, the 
best 5% percent of the domain. Formally, for O S a S 1, and a-best point 
is a point in X~ = {x : the relative volume of {x'lf(x') < f(x)} S a}}. 
Results for convergence to X~ require modifying "sufficiently rich", from 
meaning functions can be changed at arbitrary points in a given open set, 
to allowing changes at all points in an arbitrary set of relative volume a 
contained in a given open set. Analogous to Theorems 3.1 and 3.2, a deter-
ministic algorithm sees an a-best point for every g if and only if the relative 
volume of X f is greater than or equal to 1 - a for every f, and it alway 
fails to localize every function (for a < 1/2). For the stochastic case, the 
analog to Theorem 3.3 is P(algorithm sees an a-best point of g) 2: p, \:/g if 
and only if P(X1 n A# 0) 2: p), VJ, \:/A a set of relative volume a. Note, 
the latter condition is met by choosing at least N = ln(l - p)/ ln(l - a) 
points uniformly in the domain. By repeating the best of these points, 
we establish, in contrast to Theorem 3.4, that there exists an algorithm 
which localizes a a-best point of every f with arbitrarily high probability. 
Thus convergence, in terms of seeing and localizing to the a-best points is 
realizable in practice. We conjecture that N is also a lower bom;1d on the 
number of points required for stochastic sequential sampling algorithms. 
Only algorithms which use global information could improve upon this. 
All our results assume the algorithms sample only from the "feasible" 
set. Often functions are defined on a larger domain but one is interested 
in the global optimum when constraints are satisfied. Algorithms such as 
relaxed dual and penalty methods use infeasible sample points. Our results 
can easily be extended to handle this by appropriate reformulation. 
Finally, the results in this paper apply to algorithms attempting to find 
global information other than (approximate) global optimum. All that is 
necessary is the appropriate definition of sufficiently rich class. The class 
needs to have functions in it agreeing closely to others associated with 
different global information. 
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6 Summary and Conclusions 
Limitations on specific types of algorithms have been noted before. We 
have looked at a more general class of (finitely terminating and infinite) 
algorithms, both deterministic and stochastic, that might utilize function 
and derivative values (indeed, any type of limiting information) but not 
global information. All of these algorithms have theoretical limitations. 
Theorem 3.3 means such algorithms will succeed frequently on all func-
tions if and only if all points in the domain are frequently seen. That is, 
the algorithms must use brute force. Theorem 3.4 shows that attempts to 
localize the global optima on all functions with such algorithms is doomed 
to failure. In the real-world, algorithms must stop after a finite time, and 
there exists functions for which deterministic algorithms fail or stochastic 
algorithms fail with arbitrarily high probability. So, if no global infor-
mation about problem is utilized, the real-world function may be one on 
which the algorithm (likely) fails. We cannot have justified confidence in 
the results. 
However, many of these algorithms do have heuristic justification. They 
are often designed for certain real-world problems and perform well when 
tested on these and similar problems. Indeed, using these global optimiza-
tion heuristics are often far more practical than running general algorithms 
until the mathematically proven stopping criteria are satisfied. These real-
world and test functions must have nicer characteristics, than "randomly 
chosen" functions from a formal class. 
By our results, this "niceness" must be a global characteristic. This il-
lustrates the need to quantify this "niceness" into useful global parameters. 
Success of such an undertaking would result in algorithms with the prac-
tical usefulness of current heuristics with the addition of mathematically 
justified confidence in the results. 
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