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It is the intent of this study to acquaint a student of Function 
Theory -with the methods of recognizing singularities through the 
Laurent expansion of a single-valued, analytic function. The order 
chosen for presentation may be seen in the table of contents. 
This study may be used as a reference for clarification of 
singularities prior to the lectures on residues. Also, for those 
who wish to consider essential singularities and the complicated 
discontinuities of the functions involved, the theorems of Weierstrass, 
Picard, Landau, and Julia will be of prime importance in understanding 
the behavior of an analytic, single-valued function at an essential 
singularity. No consideration is given, however, to the theorems of 
Schottky, Montel and to extensive applications of normal familiès. 
The author is indebted to Dr. Lonnie Cross, thesis chairman, for 
moral support and unerring guidance during the summer of 1962, when 
most of this study was written. 
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CHAPTER I 
ON ESSENTIAL SINGULARITIES AND PICARD«S SECOND THEOREM 
INTRODUCTION 
The Problem.—In the study of the singularities of an analytic, single¬ 
valued function, a function has a complicated discontinuity at an essential 
singularity. The problem of this study is to investigate the behavior 
of such a function at an essential singularity. 
Definitions 
1. Algebraic Function.—The polynomial of the form 
V n+alxn”1+* * *^n 
is the simplest algebraic function. However, the rational function 
P(x) , 
Q(x) 
where P(x) and Q(x) are polynomials, is also an algebraic function. The 
function 
- P(x) 
may be considered to have arisen from solving the equation 
Q(x) « y - P(x) = o for y. 
In general, a function f which satisfies an equation 
P0(x) + Px(x) . y f P2(x). y
2-** +• En(x) • y
11 = o, 
where P0(x), P^(x), P2(x), ..., Fn(x) are polynomials, is called an 
algebraic function. 
2. Analytic Function.—A function f of the complex variable z is 
analytic at a point zQ if its derivative f*(z) exists not only at z0 
but at every point z in some neighborhood of z0. 
1 
2 
It is analytic in a domain of the z- plane if it is analytic at every point 
in that domain. 
3. Conformality at a Point.—If given a mapping such that angles and 
sense of angles are preserved at that point under the mapping, then con¬ 
formality at that point is said to exist. 
U. Deleted Neighborhood of Zg-—A neighborhood of ZQ excluding 70itself 
is said to be a deleted neighborhood of Z0 . 
f>. Doubly-Periodic Function.—A function which possesses two periods of 
which no submultiple of either is a period is called a doubly periodic 
function. 
6. Elliptic Function.—A doubly-periodic function whose only singulari¬ 
ties are poles in the finite plane is called an elliptic function. 
7. Entire Function.—A function which is analytic in the entire finite 
plane is called an entire function. 
8. Fundamental Region of the \ -Group.—If a number which is con¬ 
gruent to a given number "T' with respect to the ^-group, and which satis¬ 
fies the inequalities, 
1 < J 2m + 1 + 2n T/> fT| *|2 P + (2q +1)7»/, for all positive 
and negative integral or zero values of m,n,p, and q, then each of these 
inequalities is satisfied if 
î^'p+ij , |T/^|*P+2| 
ié|2T- i| ,/7>/^|T-2J. 
The point "P lies, therefore, in a region bounded by the straight lines 
Re CP) =±1 and the semi circles /2?±l/ = 1; moreover, the only boundary 
points which belong to the region are those for which Re 0P)<£o. The region 
defined in this way is known as the fundamental region of the^ -group. 
.--(sij ■ rfjçr) i is true if 2(ùi, 2uJ; 
9. Inverse Function -The equation z -Atm defines T as a 
many-valued function of z. The function ”U(z), just defined, is called 
the fundamental branch ofTj any branch of T is connected with ^(z) by 
a )[ - transformation. 
10. X-Group (Lambda-Group) 
for a pair of primitive periods of (^pis a doubly-periodic 
function), such that = ej_, ) = ^2* and (^3 ) = £3* This is 
the case if 
d^L + 2e<*£ , &Ç = 2b^ + acü2 , 
where a, b, c, and d are integers such that ad - U be = 1, a and d being 
odd. Writing 
that Atr> -MT) when 
—aT+ 2b , where 
r = 2cfpi 
a, b, c, and d are integers such that ad-Ubc = 1. 
It is said that a modular transformation of the special type is a A - 
transformation. The set of all transformations evidently constitutes a 
group, which is a sub-group of the modular group. This is known as a - 
group. 
131. Modular Group of Transformations.—If 2Co, 2C(JP and 2 ùjp are 
two pairs of primitive periods of an elliptic function, there exists 
integers a, b, c, and d connected by the relation ad - be * 1, 
- atyP+ b40, CO^= cUiT + dù). Changing from one pair of primitive 
periods to another, the quotient undergoes the M o bius transformation 
■n* a?+ b 
* = cp + d 
h 
A transformation of this type, where a, b, c, and d are integers 
connected by the relation ad - be = 1, is called a modular transformation. 
The set of all modular transformations forms a group, since it 
possesses two characteristic properties of a group, i.e., 
(i) If f = cp + a is a modular transformation, so is the 
inverse transformation 
d - b . 
cPp / - a 
(in 7\ ai 7* * bj c -p + di 
a2 ?! + b2 
c2 Ti + d2 
are two modular transformations, so is the transformation 
(aiap + çbp)?* (biap + dibp) 
aic2 + cid2?+ ^bic2 + dld2^ 
which is obtained by the successive application of the given transformations. 
The group of modular transformations is called the modular group. 
11. Mobius Transformation.—A conformal transformation of the form 
W = az * b "  cz + d ’ where 
a, b, c, and d are constants ad-bc^o. 
12. Normal Family.—The set of all functions that are analytic and 
omit the values o and 1 in a region G constitutes a normal family in Gl 
I 
13. Primitive Periods.—If 200 and 2Lo are two periods of a doubly- 
periodic function with the property that every other period is the sum of 
i I 
multiples of 2(j) and 2 Co' , then 2Co and 2<0 form a pair of primitive 
periods. 
ill. Rational Function.—Any function that is the ratio of two polynomials, 
5 
1 *6 • y 
P(z) _ ao * ai z * an 7,71 
Q(zj bQ + b^ z +... + bn z
n 
15. Schwarz»s Lemma.—If f(z) is analytic in J z |.-£.R, where it 
satisfies the inequality |f(z)^ — M, and if f(o) * 0, then the inequality 
|f(z)| < M j z j. 
holds whenever j. z j. ^-R. Moreover, equality can occur only when 
M ze ^ 
f(z)m R * where c( is a real constant. 
16. Single-Valued Function.—Let z denote the complex number repre¬ 
sented by any point of S, an arbitrary point set in the complex plane, z 
is a complex variable with range S. If a second complex variable,W, is 
a function of z on S so that W * f (z) and if there is just one value of W for 
each value of z, then f is a single-valued function of z. 
IT. Transcendental Function.—Any function which is not an algebraic 
function is a transcendental function. 
Procedure.—The Laurent expansion is developed and applied to the 
determination of the types of singularities. The behavior of a function 
at an essential singularity is then shown by the Casorati-Weierstrass 
theorem. Weierstrass ' theorem is made more precise by the property of 
preservation of neighborhoods. With the aid of Liouville's First Theorem, 
Picard's First Theorem on entire functions is proved. The dependence of 
the first two non-vanishing coefficients in the expansion of f(f(z )*o, 
î{z)fl for J. z fXR) as a Taylor series in powers of z on an upper bound 
L is shown by Laudau's Extension. 
6 
Picard's great second theorem is proved for an essential singularity of 
any function f. Finally, Julia's Extension is shown which admits a 
stronger conclusion to Picard’s Second Theorem. 
The Laurent Expansion 
Due to the importance of the Laurent expansion in the s tudy of singulari¬ 
ties of a function, it is considered essential that a brief description 
of the expansion be initially undertaken. 
Assume a given domain in the sense of the above definitions of analy¬ 
tic function and single-valued function. Consider a function f which is 
single-valued and analytic in a concentric annular ring Yi^-f-% - zoj< fg* 
Nothing need be known about the behavior of the function at points outside 
the ring. It can be shown that inside the ring the function f may be 
represented by an expansion involving positive and negative powers of 
(z-zQ). This Laurent expansion is unique for a given function and annular 
ring, and integral expressions can be obtained for its coefficients. 
Such expansions are particularly important when z0 is an isolated singularity 
of f, and the rigg is taken as some deleted neighborhood of zc, 
o<| z - zo^^2* "I*1 this case> the Laurent series may be used to study 
the nature of the singular point, and the behavior of the function near 
Laurent's theorem is stated as follows: 
Assume that f is analytic in j z-zThen, for every point z 
in this annulus 
  f (z) - fn(z) * f,(z) (1-1).  
1 




fl(z) = 21 an(z_zo)n and f2<z) - 2. a-n(z“zo) 
n^° h-i 
The coefficients are given by the formulas 
-n (1-2) 
a = 
n 2TTi ffc] '(é-H0)nH
aZ (n=0i
 *1* ±2>--'h (1"3) 
where the path is any positively oriented circle with center at zQ 
and radius r, with r-^C r< The function f-^ (called the regular part 
of f at zQ) is analytic in o<(z - zQJ<r2« The function fg (called the 
principal part of f at zQ) is analytic in |z - zQj>r1>o. The proof 
of this theorem may be found in textbooks listed in the bibliography. 
The following example shows the expansion of f(z) = 
for o<Jz/^./. 
Observe, that g(z) = — has as its Laurent expansion for 
° < |zl^ h 
dz 
z2(l - z) 




for f(z), we have 
n 
Hence, using the partial fraction representation 
z^(l 
and A = B = C * 1. Tlierefore, 
_1 A B , C , 
2M_z) ~ z ' (1-z) 
(1-U) 
s2(l-z) 
1 -1.1. 1 
1 
(l - z) 
CO 
- zn , it follows that 
n=o 
z2(l-z) 
- i+v 1 ‘n 
z z^ n=o 
=z - £ .» 
n=l n-o 








- 2 or *> z11”^ valid 
n=-2 i n=o 
for o<| z (-41. Observe, that from (1-8) 
If fx(z) = °k 
2 , 
z and f2(z) = X _n 
n=o n=l z 
(1-9) 
it can be seen that the propositions of Laurent's theorem are satisfied. tl « 
. z |41 is made up of points for which z11 
n=o 
is absolutely convergent. 
Now, one of the main applications of the Laurent expansion may be 
shown, that is, investigating singular points of a function. 
The Various Types of Singularities 
If a function is analytic in a deleted neighborhood of a point z0 
excluding zc itself, then z0 is called a singular point or a singularity 
of the function. For example, if 
f(z) =— , then fl(z) \ 
z 
Thus f is analytic at every point except the point z = o, where it is not 
continuous, so that ff(o) cannot exist. The point z = o is a singular 
point. 
Extending this idea somewhat, let f be defined and analytic in 
domain D. f has an isolated singularity at the point zQ if f is analytic 
in a deleted neighborhood of z0, but not at zQ. The point zQ is then a 
boundary point of D and would be called an isolated boundary point 
(See Fig. 1). 
A deleted neighborhood: o*c| z “ zo^4.R forms a special case of 
the annular domain for which Laurent's theorem is applicable. Hence 
in this deleted neighborhood f(z) has a representation as a Laurent series 
9 
oo oo _n 
f(z) = ]§r a (z » z0)
n + a (z - z ) . It is significant 
n=o n=l 
to note, however, that the negative powers of (z - zQ), i.e., the prin¬ 
cipal part, present in the expansion of a function f determine the character 
of the singularity. Consequently, three cases result. 
Case 1. Removable singularity. No terms in negative powers of 
(z - zQ) appear. The sum of the expansion is a function analytic at 
zQ. If f(z0) was given as equal to aQ, the function f was analytic at 
zo at the outset. If f(zQ) was undefined, or defined as a Value different 
from aQ, then f was not analytic at zQ. However, if the function f 
is redefined at Zq, as aQ, it becomes analytic. In this case the original 
function is said to have a removable singularity at-z0. Since defining 
f(zQ) as aQ makes the function continuous at zQ, it follows that if f 
f 
is analytic in some deleted neighborhood of zQ, and continuous at zQ, 
oo 
then the function f has the Taylor expansion an(z-zQ)
n. Consequently, 
n=o 
is analytic when |z - Zcj ■cR£c. Singularities of this type are of little 
importance. This is illustrated by 
sin z _ 1 - 
3} 9} (2-2) 
10 
at z = o. (Observe, that there are no negative powers of (z - z ) • 
Case 2. Non-essential Singularity or Pole. Only a finite number of 
negative powers of (z - z0) appear. Hence, we have 






■ r + % . (z-z )N (z-z0) n Û 
(2-3) 
(2-U) 
- — + ... + a-l + a0 
+ + an(z"eo) + ••• 
(z-z0)N TZ-ZQT 
with N = 1 and a_n^ o. Here, f is said to have a pole, or non-essen¬ 
tial singularity, or order N at zQ. It can be written that 
f(z) = (z-zo)N g(*)j g(
z) " + a-fl+! (z-z0) 
+ ••• t2-^ 
so that g(z) is analytic for jz-z^^R and g(zQ)^t 0. Conversely, every 
function f representable in the form (2-5) has a pole, or non-essential 
singularity, of order N at zQ. Poles are illustrated by rational functions, 
such as 
z - 2  i which has poles of order 1 at i i 
“(z2 + 1)(z-l)3 
and of order 3 at z * 1. The poles are obtained by finding the zeros 
of (z2 + 1) (z * 1)^. 
Case 3. Essential Singularity. Infinitely many negative powers 
of (z - z ) appear. This is illustrated by 
f(z) = z 
111 + 
= 1 + Z + 72 
1 1 + (2-7) 
which has an essential singularity at z * 0 (Observe that the negative 
powers of (z - zQ) form an infinite series)'. 
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In Case 1, f(z) has a definite finite limit at zQ and accordingly 
f (z) is bounded near z0; i.e., there is a real constant M such that 
Jf(z)|< M for z sufficiently close to zQ. In case 2, 
lim . f(z) s 00 (2-8) 
z-*z0 
and it is customary to assign the value o* (complex) to f(z) at a pole. 
At an essential singularity, f(z) has a very complicated discontinuity} 
it can in fact, for every complex number c, be possible to find a 
sequence ^z^ converging to zQ such that 
(2-9) lim f (zn) = c. This result, known as the 
n-*oo 
theorem of Weierstrass and Casoratij will be discussed shortly. 
Since Cases 1, 2, and 3 are mutually exclusive, it follows that, if 
f(z) is bounded near Zq, then zQ must be a removable singularity and, 
if lim f(z) " OP at zQ, then zQ must be a pole. If neither of the above 
occur, then zQ must be an essential singularity. This is known as the 
theorem of Riemann. 
Now consider the point at infinity. A function f(z) is said to be 
analytic in a deleted neighborhood of oo if f(z) is analytic for 
|z| ^ R^ for some R^. In this case, the Laurent expansion with Rg - 00 
and zQ = o is available and one has 
f(z) = £ anz
n , M>Rr (2-10) 
n --oo 
If there are no positive powers of z here, f(z) is said to have a 
removable singularity at 00 and we make f analytic at oo by defining 
f(oo) = aQi 
f(z) » a0 + J. ... ,|z/>R, ; 
z zn i « J- 




This is clearly equivalent to the statement that, if by setting z\ ~ z~ > 
then f(z) becomes a function of z^_ with removable singularity at z^_ = o. 
If a finite number of positive powers occur, for N2tl, 
f(z)= 




= z^h(z) , h(z) = a + + ... 
N Z 
where h(z) is analytic at 00and h (o°) = ^jy^o. In this case f(z) 
is said to have a pole of order N at OQ . The same holds for f(-^) at 
zi * o. furthermore, 
lim f(z) = OQ 
z—» OQ 
(2-13) 
If infinitely many positive powers appear, f(z) is said to have an 
essential singularity at z =oo. 
Similarly, the behavior of a function at may be determined as 
follows: 
’•Let f be regular and single-valued in \z\> R. Set^= T . Then 
let the function^)be defined in UI <1 by M ) = f (^) . Indeed 
the function (j) is regular and single-valued in jf » except possibly 
at^ a o. By the theorem or Laurent series, <P(i ) can be expanded in 
°<\i\ in a Laurent series, i.e., 
(j>(fr - ê \f,n > valid in .”2 (23-Ht) 
Hence, the behavior of f at z "Oats the behavior that exhibits at o. 
Examples: 
Consider f(z) = T . (2il5) 
L. Cross, ’’Entire Functions" (Lecture delivered to class in Complex 
Variables 5lk, Atlanta University, Atlanta, Georgia, February 13, 1962). 
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1 1 
+ ... (2-16) f(z) =CZ = 1 + z + 2 J 7“ 3| z3 
f has a removable singularity at z = OO (observe that there are no 
positive powers of z here), f can be made analytic at p0 by defining 
f(Oo) = 1. Let i = ^ . Then set 
<t> 0$) = f( I ) , i.e., 








Consider f(z) = z gz . 
erefore,f is analytic at z = oo. 
(2-18) 
, . , i o 1+1 1+1 1+.... (2-19) f(z) = e * - *
2 - * + Y\ 3f r îî 7 
f has a pole at z = 00 (observe that there are only a finite number of 
positive poxjers of z here). 
In (2-19), set^ = \ . Then set 
(2'£Q) <J>($ = f( i ), i.e., 
* 1 + -L + il+ ••• 
- -**■ . This series (2 
*21)^) "•f ' f + j£ + IT 3Ï Sf 
shows that (J} has a pole (of order 2) at)^= o. Therefore, f has a pole 
at z * 00. 
(2-22) Consider f(z) = sin z. 
(2-23) f(z) = sin z = z - +..., which has infinitely 
3} sf 7^ 
many positive powers of z, and hence has an essential singularity at 
z = OO. Let ^ i . Then set 
P^) ■ f( i ). i.e., 
•#-#*■••• 
This series shows that^= o is an essential singularity of Therefore, 
z = OO is an essential singularity of f. 
CHAPTER II 
BEHAVIOR OF A FUNCTION AT AN ESSENTIAL SINGULARITY 
With the preceding development, the complicated discontinuity dis¬ 
played by f at an essential singularity can now be considered. The 
behavior of a function near an essential singularity is quite irregular 
as shown by the theorem of Casorati-Weierstrass. The theorem shows 
that the value of f is arbitrarily close to any prescribed number c at 
points arbitrarily near an essential singularity. 
THEOREM. Let zQ be an essential singularity of a function f and let 
c be any given complex number. Then for each positive number £ , how¬ 
ever small, the inequality 
(2-1) jf (z) - c^ 6 
is satisfied at some point z(z£z0) in each neighborhood of z0. 
Proofs 
If a is a limiting point of zeros of the function f(z)-c, 
the theorem is obviously true, since we have only to take z^ to be 
any zero in the given neighborhood of a. Suppose that condition (2-1) 
is not satisfied at any point in a neighborhood h - z <{* ro> 
where r0 is small enough that f is analytic in the domain o 
Then jiM-ojit, for all points of that domain, and the function 
(2'2) eM - (°* A-zo/<ro> 
is analytic and bounded. Hence, according to the theorem of Riemann, 
- 
R. Churchill, Complex Variables and Applications, New York, I960, 
p. 270. 
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z0 is a removable singularity of g. Let g(zD) be so defined that g is 
analytic at z0. Since f cannot be a constant (for a constant has no 
singularities in the closed plane) and, according to Taylor's series, 
either g(z0)£o or else g has a zero of some finite order at zQ. There¬ 
fore, its reciprocal 
(2-3) 1  = f(z) -c 
gCz) 
is either analytic at zQ or else it has a pole there. But this con¬ 
tradicts the hypothesis that zQ is an essential singularity of f. HenCC 
condition (2-1) must be satisfied at some point. 
Example : 
 i 
Consider f(z) = , which has an essential singularity at 
z = o. ^ince the function , (2-i|) defined byW= log z , is infinitely 
multiple-valued, a single-valued function may be determined as follows: 
Set z ■ r (cosô+ i sin0), then (2-5) log zz: togf+fa Cut the 
z-plane along the negative real axis and let -TT*^ <3 •< TT* Hence, a 
single-valued function is determined by (2-5), which is a branch of the 
multiple-valued function (2-U), and conformal (see definition &) on the 
V^-plane (u + iv - log r + i0, - O0<u<+ oo, -7T< v -< 7T)• Generally, 
(2-6) (2k-l)TJ“* £<(2k+l)Jf defines the kth branch of (2-1).), 
k = o, - 1, - 2, « » • # 
In the W-plane the values of the function are distributed over 
distinct non-overlapping strips. If a distinct surface is chosen for 
each branch in the z-plane, single-valuedness will be maintained by the 
mapping. 
Let distinct surfaces be chosen in the ^-plane exclusive of the 
points o and OO. Then each surface goes over into a strip of the 
16 
z-plane and these strips cluster about the point z = 00. 
IV-plane 
(only two surfaces are shown here). 
If the z-plane is subjected to the transformation: 
(2-7) z* - \ y 
these strips go over into regions bounded by two circles tangent to each 
other at z^ = o. If an arbitrarily small circle, j z j. = &, be drawn 
about the point z^ = o, it will contain the whole of one (and so, of an 
infinite number) of these regions. 
z i - plane 
Thus Weierstrass's theorem is verified in this case. "It should be 
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noted that no value can be assigned to the function at z = oj in fact, 
it takes on every value c, c-^o, in any neighborhood of z = o. The 
function has no limit for approach along the imaginary axisj it becomes 
infinite if z-^o through positive real values, but tends to zero if 
z->o through negative real values."^ 
A More Precise Fora Of Weierstrass' Theorem 
Reference is made to the property of preservation of neighborhoods 
in showing a more precise form of Weierstrass' Theorem. 
Except for constant functions, most of the functions that occur in 
Function Theory are continuous functions 
(2-8) 
whose domain of definition is a region Gz and that satisfy the following 
additional property: Let zQ be any point of Gz. Let W0 = F(z0) be 
the image of zQ in the W-plane and let Az be any subset of Gz that also 
contains z0 as an interior pointj then the image A of A^ under the 
mapping given by (2-8) contains Wo as an interior point. A mapping that 
has this property is said to be neighborhood preserving. 
Use of this property is made in making Weierstrass' Theorem mofre 
exact. 
THEOREM. If zQ is an essential singularity of the function f, 
whose only discontinuities are pèles (or regular), then in thelY-plane 
there is an everywhere-dense set U of points Qj for each of which the 
- 
E. Hille, Analytic Function Theory, Vol. I, New York, l?59j p. 211|. 
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equation 
(2-9) W • f (z) 
has infinitely many solutions in every neighborhood of z0. 
Proof: 
Consider any circle of the ^-plane having a given point 
a as its center. In the z-plane, consider a sequence 
(2-10) k]_, k2> k^, k^, ... 
of concentric circular discs 
(2-11) kn: |z - zcj rn » where 
r^ > rg > and lim rn = o. 
- n-^oo 
Now if the function 
W= f(a) 
has an essential singularity at the point z0 and if f(z) has discon¬ 
tinuities only at poles, which are interior points of k^_, then by 
Weierstrass* Theorem there is in the punctured disc 
(2-12) k-fr-^î o 4. jz - z0j^r^ 
at least one z-^ whose image Wi = f(z^) lies in the interior of the 
circle fl . Furthermore, by the preservation of neighborhoods, there is 
L & 
a closed disc fl with center at Wi and wholly contained in the interior 
'f îf 
of /£o, and which is such that every point of is the image of at 
least one point of k*^. Similarly, by Weierstrass' theorem there is in 
the punctured disc 
(2-13) k*2 i o 4 |z - z0|^
r2 
• I r*J 
a point Z2 whose image W2 = f^) lies in the interior of 7^ , and in 
19 
there is a closed disc Yi with center at 1V9 and such that every point 
A/ 
of l^is 6he lmaSe of at least one point of Continuing in this 
way, a nested infinite sequence of circular discs 
(2-lU) 
/\j <\/ ^ 
in the IV- plane having at least one common point By this construction, 
each of the infinitely many punctured discs kn* contains a point ,  % for 
are 
which 
(2-15) W = f (^) where n - 1,2, ... holds. These points^ 
all distinct from zQ and by (2-ll) oonverge to z0; hence there must be 
infinitely many different f] • furthermore, the choice of the number a, 
'*> 5 
and of the circle 1^ in which dj lies, was arbitrary. 
Picard's First Theorem 
Proceeding in a logical manner, the author considers the special 
case of functions with essential singularities at the point z = OO, 
i.e., the case of entire transcendental functions. 
It can be observed that Weierstrass' theorem only shows that a 
sequence of points can be found at which an entire function comes 
arbitrarily close to a given value. However, Picard's First Theorem 
actually proves that an entire function definitely attains every finite 
value save one exceptional value at most. 
Since the statement and proof of Liouville's Theorem on entire functions 
lends itself to the completion of the proof of Picard's First Theorem, 
5 
C. Cavatheodory, Theory of functions of a Complex Variable, Vol. I, 
New York, 195U» p. 163. 
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it will be considered next. 
THEOREM. (Liouville). 
Outside every circle a non-constant entire function becomes 
arbitrarily large, i.e., given any positive constants M, R and a non¬ 
constant entire function f, then there always exists points a. in j z|>R 
such that |f(z)/>M. 
Proofs 
Assume the contrary. There exists a positive constant M such 
that |f(z)|éM for all z in |z 
Recall Cauchy's inequality. 
(2-16) , n = o, 1, 2, ... 
Ç is the radius of the circle c s (zl ? is arbitrary 
and since jf(Z)j Hz M for all z injzjx. -f-oo, WL must have an * o 
for all n£o. Therefore^ f (z) = a0, i-.e., f is a constant entire function. 
A contradiction exists here. Hence the theorem is proved. 
Although Picard's proof of his first theorem is quite simple, it 
involves the rather difficult theory of the elliptic modular function 
A(T> (refer to definition 6). In order to prove Picard's first 
theorem, it is sufficient to show that an entire function F(z), which 
6 
never takes two given values, a or b, must bt a.cohstant. The 
following proof is Picard's own proof by means of the function ”t/(z) 
(refer to definition 9)» 
Picard's First Theorem. 
6 
E. T. Copson, An Introduction to the Theory of Functions of a 
Complex Variable, Oxford, 1935» P* U39. 
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An entire function actually attains every finite value save one 
exceptional value at most. 
Proof: 
The function 
F^Z) - a 
(2-17) f (as) ' " 
is an entire function -which never takes the values o or 1. Consider the 
function 
(2-18) T ='y^(z)J y 'where T lies initially in the 
fundamental region of the \ -group (refer to definitions Ô and/0- 
when z * o. 
"When z describes a closed curve C, the point t = f(z) describes a 
closed curve P, since f(z) is single-valued. This curve P cannot enclose 
either of the points o or 1$ for if it enclosed the point t * o (or 1), 
P could be made to pass through t = o (or 1) by deforming C, and this 
is impossible by hypothesis. Thus iXt) returns to its original value 
when t describes P, and so vfw} is a single-valued function of z. 
The pointT- ~u(f (z)} lies, therefore, in the fundamental region 
for all values of z, and Pis always finite, since f(z) is never zero. 
Hence is an entire function whose imaginary part is positive. 
It follows that the function 
(2-19) <j)(z) « £iV£(z)} 
is also an entire function. But since 
(2-20) |<M 
by applying Liouville’s Theorem above, it follows that (f)(z) is a constant. 




(2-21) Consider gz * a , which has an infinite number of roots for 
any finite value of a, except a = o. If a = o, the equation has no 
roots at all. Thus zero is an exceptional value of gz. 
Borel, in 1896, devised an elementary proof of Picard's Theorem 
which led to Landau’s Extension, in 1901;, concerning the influence of 
the first two coefficients of a power series on the properties of the 
function defined by the series. 
Landau's Extension 
Let f be an analytic function which is regular and never takes the 
values o or 1 when | z |<<R. If this were true for all values of R, 
no matter how large, f would be an entire function with two exceptional 
values, and this is impossible by Picard's First Theorem. The set of 
permissible values of R possesses, therefore, a finite upper bound Lj 
if RJ-> L, the function f is either not regular everywhere in j z f ^.R^ 
or else takes there one of the values o, 1. 
In 190U Landau discovered a remarkable extension of Picard's First 
Theorem when he found that this upper bound L depends only on the first 
two non-vanishing coefficients in the expansion of f(z) as a Taylor 
series in powers of z. 
The following and best proof is due to C. Carstheodory in the 











f(z) = a0 + a^ z +^2Z^ + 
the values o or 1 in the region 
T . 2 InVW 
~ /* l/ |lAa0)f 
... (a^j: o) is analytic and never 
I z |.<C R, then R^L, 
Proof: 
As in the proof of Picard’s First Theorem, consider the function 
1>{f(z)} , where *jfao} is understood to mean the fundamental value 
of V ; this function is single-valued and analytic in |z{ R, where its 
imaginary part is positive. 
Now the transformation 
* T- c* , where Im*>o, 
""p —» P< 
maps the region Im1'> o conformally on M*l and turns T^oi into l//= o. 
Hence, the function 
vl M rfMl-rf. , 
V{f (z)J-3 
where-y(a0) = p{, vanishes at z = o and is analytic in Jz\ R, where it 
takes only values for which IwM. 
As W(£) satisfies all the conditions of Schwarz's lemma (refer to 
definition 15), the inequality 
2L&Mir4 ^ ki 
*p o< ~~ R 
holds when |z|<R. Dividing through by JzJ and then letting |z|-£o, 
it can be seen that 
1 >lim v{f(z.)} -l>£(o)} . t 





Hence, . 2 VlKao) 
'•'hi |v'(a0)j 
Thus, Landau's Extension is proved. 
Picard's Second Theorem 
This theorem holds for any function with an essential singularity, 
and hence is more or less a generalization of the first theorem of 
Picard. With the strong implications of the following additional 
definitions and subsequent theorem, Picard's Second Theorem may be con¬ 
sidered. 
Definition.—The chordal distance of two points in thety-plane is 
y (w;_w6> —ty&.-ffaL 
(L + (1 + \ Wz\2)^ 
This formula tells us that if a figure in the plane is projected on the 
sphere, then the linear magnification at the point Wequals (1+ M2)-1 . 
Definition.—A sequence of functions fn(z) defined on a set S 
converges spherically uniformly on S if, given any£>o, there exists an 
N = N ( £ ) such that 
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where m, n, >N for every z in S. 
TKËOREMî A family F of functions ^(z), whose only singularities are 
poles in a domain D, is normal in D if there are three fixed numbers 
a, b, c such that none of the equations 
^dC (z) = fpQ(z) = ^p^(z) = ^ 
has a solution in D. 
Proof; Normalize by setting 
g (z) 
c - b 
c - a frftiT 
- a 
- b 
This yields a family G •which omits the three values o, 1, OP* If G is 
normal, so is F, and vice versa. Consider the inverse modular function 
U(W)- If is infinitely multiple-valued but each branch satisfies 
Im M> o. Each branch is analytic in the neighborhood of an 
arbitrary point Wo £o, 1. Choose a point z0 in D and take for 
life* (« o| that uniquely determined value which belongs to the funda¬ 
mental region (refer to definitions). tfith this initial value 
can be defined uniquely in some neighborhood N(z0) of z0. 
Let D0 be a simply-connected domain such that N(z0)cD0C.ÏÏ0CD. 
Then V E*(z0 can be continued indefinitely in D0 without, any 
singularity being encountered, for g^(z) is analytic in D0 and never 
assumes the values o, 1, and oo, which are singularities of 1/(W)« 
Since DQ is simply-connected, the theorem of monodromy applies so that 
each of the function ^o((z3 is analytic in D0. Thus the family 
N = fe (4 consists of analytic functions in DQ and these functions 
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have positive imaginary parts so they omit a fixed half of the sphere. 
Hence M is a normal family in D0. But D0 was an arbitrary simply- 
connected sub domain of D. It follows that N is normal in D. 
From this fact it can be concluded that G is also normal. Suppose 
singularities only at poles in the wide sense and its imaginary part is 
£ o. The latter property prevents the presence of any poles, for in a 
small neighborhood of a pole a function is free to take on all large 
values, without limitation on the imaginary part. Thus h(z) is either 
analytic in D or identically 00* Further, it should be noted that h(z) 
cannot take on a real value in D unless it is a real constant. Thus 
either Im [h(zjj >o in D or Im M = o. Actually the only real 
values which can occur are o and + 1. hn(z0) is chosen in B so that h(zQ) 
must be in ÏÏ and the only real points in B are o and + 1. 
gn(z)~>'l. The first limit holds uniformly with respect to z in D0 and, 
that fhn(z)J « [U[gn(
z)jj is a sequence which converges spherically 
uniformly on compact sets to a limit function h(z). Here h(z) has 
io) 
(o) te (o) 
— + 
Now if h(z) s o and D0 is chosen as above, then there exists an 
M(€) such that jhn(z)^<£for z belonging to D0, m(€)^. n. 
Therefore gn(z) * k^ fn(
z)]I , since 
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thus, also the second. Similarly, if hn(z).->l or -1 
gn(z) = k
2 £hn(z)j-* 00, and this holds uniformly in the 
chordal metric. Further, if hn(z)—>oo, then k
2 (Vz)J —> o uniformly 
in D0. 
Suppose now that h(z) does not have one of these three exceptional 
constant values. Then h(z) is analytic in DQ and in this domain it 
is bounded away from infinity and from the real axis. Ordinary uniform 
convergence exists for h^z) to its limit h(z). From this it follows that 
gn(z) - k
2 |hn(z)j~»k
2 (h(z)J = g(z) 
uniformly in D0. Here D0 is arbitrary, so the conclusion extends to any 
compact subset of D. This shows that any spherically uniformly con¬ 
vergent sequence in N gives rise to a spherically uniformly convergent 
sequence in G. On the other hand, for any sequence in G, then it can 
be mapped on a sequence in N by the t ransf ormation . From the 
latter a spherically uniformly convergent subsequence can be selected 
which can be mapped back into G by the transformationV-*k2( V ). The 
final sequence obtained in this manner is a subsequence of the original 
one and it converges spherically uniformly. Thus G is also normal. 
Since this implies that F is normal, the theorem is proved. 
The following proof of Picard's Second Theorem was taken from 
THEOREM: (Picard's Second). 
If the function f has an essential singularity at the point 
zQ (which may also be the point at infinity), then in every neighborhood 
of zQ the function f assumes every value, with the possible exception of 
at most two values, an infinite number of times. 
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Proof : 
Suppose that there were two such values, a and b. Without 
restricting the generality, assume that the equations 
f(z) = a, f(z) = b have no roots in the punctured disk 
o4l|.z|.<R. Consider the (2-23) sequence of functions 
(2-23) fn<z) * f( Ifc) , n - o, 1, 2 ... , 
in the annulus A0 s ^ ■< j^R. The values that fn(z) assumes in 
AQ coincide with the values of f(z) in the annulus An: ~'fi+"g' ^|
z 
Since AR and An+^ overlap, each value assumed by f(z) in the disk 
o<|.z|.<^ R is assumed by at least one of the functions fn(z) in A0. 
By the previous theorem, the sequence fn(z) is normal in A0. There is 
consequently a subsequence fn^(z) which converges spherically uniformly 
in the annulus to a limit function. In particular, convergence is on 
ii ^ 
the circle |z|. => jj • There are two possibilities. 
(l) The limit function is analytic in AQ. It is then bounded on 
ii R 
the circle |.zj. = — , and this implies that the functions fn^ are 
uniformly bounded on the circle. Thus, a finite M may be found 
I fnk ( 
Hence » 
|f(f%^|£M' k - 1» 2. 3, .... 
This asserts the existence of a sequence of concentric circles con¬ 
verging to the origin on which f(z) is bounded, |f(z)|^:M. Since f(z) 
is analytic in each annulus bounded by two consecutive circles in this 
family, the maximum principle shows that f(z)^M also in the annulus. 
This implies 
i i R 
(2-21*) |f(z)|£M, o</z/< 2n-i 
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A contradiction exists here, for in any neighborhood of an essential 
singularity the function is necessarily unbounded. 
(2) The limit function is identically oo. In this case there 
exists a subsequence fn^ (z) such that-fff^ converges uniformly to o on 
â l R 
the circle } z | * — . Using the same argument as above, it can be 
seen that (2-2U) holds with f(z) replaced by This also contradicts 
the Weierstrass theorem: if z B o is an essential, cannot be 
bounded in a neighborhood of z = o. 
Example : 
I 
Consider Ç z = 3 . It follows that we cannot have two 
omitted values a and b. This is the best possible result since the 
function does omit one value, o, in every neighborhood of the 
essential singularity at z = o. 
Suppose the only singularities of f are poles rather than f being 
analytic in the disk. The same augument may be used to show that there 
are at most two omitted values, one of which may be infinity. 
Julia’s Extension 
It was first discovered by Gaston Julia that the proof of Picard’s 
Second Theorem admits a stronger result, which will now be brought out. 
The proof, taken from §S259j , shows that if z = o is an essential 
singularity of the function f which is analytic in the disk o<Jz|.*R, 
then the family jfn(z)} defined by 
z 
fn(z) = f ( gn ) , n = o, 1, 2, ... 
cannot be normal (refer to definition 12) in the annulus 
2 |<3 R. 
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This implies that there is at least one point z = z0 of A0 and a small 
disk Dq: |Z-Zc|< € in AQ J the sequence is not normal in DQ. With 
this disk also consider the homothetic (similar or similarly situated) 
disks 
(2-25) Dnt | z - 
£ 
2n , n 
= 1, 2, 3, *•» • 
The values taken on by fn(z) in D0 are simply the values taken on by 
f(z) in Dn. Let a and b be any two numbers. Assert that at least one 
of the equations 
f(z) = a, f(z) * b 
has a root in infinitely many of the disks Dn* Suppose this were not so. 
Then there would exist an integer k such that 
f(z)£a, f(z)^rb} z £En, k£n. 
The definition of normal family now applies to the sequence |fn(z)j k£nj 
and shows that this sequence is normal in DQ. Since this implies that 
the original sequence ffn(z)î is normal in D0, a contradiction exists. 
Thus Julia’s Extension is proved, i.e., 
if z = o is an essential singularity of f(z), then there exists a 
sequence of homothetic disks (2-25) in which f(z) assumes every value 
infinitely often with at most one exception. 
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