The use of crop modeling as a decision tool by farmers and other decision-makers in the agricultural sector to improve production efficiency has been on the increase. In this study, artificial neural network (ANN) models were used for predicting maize in the major maize producing provinces of South Africa. The maize production prediction and projection analysis were carried out using the following climate variables: precipitation (PRE), maximum temperature (TMX), minimum temperature (TMN), potential evapotranspiration (PET), soil moisture (SM) and land cultivated (Land) for maize. The analyzed datasets spanned from 1990 to 2017 and were divided into two segments with 80% used for model training and the remaining 20% for testing. The results indicated that PET, PRE, TMN, TMX, Land, and SM with two hidden neurons of vector (5,8) were the best combination to predict maize production in the Free State province, whereas the TMN, TMX, PET, PRE, SM and Land with vector (7,8) were the best combination for predicting maize in KwaZulu-Natal province. In addition, the TMN, SM and Land and TMN, TMX, SM and Land with vector (3, 4) were the best combination for maize predicting in the North West and Mpumalanga provinces, respectively. The comparison between the actual and predicted maize production using the testing data indicated performance accuracy adjusted R 2 of 0.75 for Free State, 0.67 for North West, 0.86 for Mpumalanga and 0.82 for KwaZulu-Natal. Furthermore, a decline in the projected maize production was observed across all the selected provinces (except the Free State province) from 2018 to 2019. Thus, the developed model can help to enhance the decision making process of the farmers and policymakers.
Introduction
Agriculture is considered the most vulnerable sector to yearly climate change and variability, with the greatest impact on agricultural production [1] . Up to 30% yearly variations in the growing
Materials and Methods

Study Area
The study area includes the north-eastern part of South Africa between longitude 22 • E to 33 • E and latitude −32 • S to −24 • S. It covers KZN, FS, MP, and NW provinces, see Figure 1 . Agriculture dominates the FS landscape. This is attributed to the fact that the province is agro-ecologically located on a flat plain with approximately 5% slopes. It is about 1300 m above sea level, characterized by summer rainfall (500-600 mm annually), temperature ranging between 1 • C to mild 17 • C in winter and 15 • C to 32 • C in summer. As the FS has more than 30,000 farmers producing over 70% of the country's grain, hence the province is referred to as the "Heart and Bread-Basket of the Country".
The NW province is considered to be an important contributor to the South Africa food basket with an estimated 43.9% of the province categorized as "arable" land. There are three distinct climatic regions which allow a wide variety of agricultural activity. The drier western region (hunting, cattle, and game farming), the central and southern parts (maize, wheat and cash crops) and the eastern and north-eastern region (variety of crops). The province is characterized by almost all year-round sunshine, rainfall ranges between 300 and 700 mm per annum, summer temperature ranging from 22 • C to 34 • C and winter temperature ranging from 2 • C to 34 • C. The MP province is rated as one of South Africa's most important and productive agricultural regions. The province is characterized by rainfall of about 500 reaching up to 800 mm per annum with an average temperature of about 19 • C. In KZN the land area devoted to grain and seed production varies yearly according to the price of crops, demand and supply, and annual rainfall received. The province is characterized by long, hot summer with temperature ranging from 23 • C to 33 • C, winter temperature ranging from 16 • C to 25 • C, and an average annual rainfall of 500 to 800 mm [25] . The NW province is considered to be an important contributor to the South Africa food basket with an estimated 43.9% of the province categorized as "arable" land. There are three distinct climatic regions which allow a wide variety of agricultural activity. The drier western region (hunting, cattle, and game farming), the central and southern parts (maize, wheat and cash crops) and the eastern and north-eastern region (variety of crops). The province is characterized by almost all year-round sunshine, rainfall ranges between 300 and 700 mm per annum, summer temperature ranging from 22 °C to 34 °C and winter temperature ranging from 2 °C to 34 °C. The MP province is rated as one of South Africa's most important and productive agricultural regions. The province is characterized by rainfall of about 500 reaching up to 800 mm per annum with an average temperature of about 19 °C. In KZN the land area devoted to grain and seed production varies yearly according to the price of crops, demand and supply, and annual rainfall received. The province is characterized by long, hot summer with temperature ranging from 23 °C to 33 °C, winter temperature ranging from 16 °C to 25 °C, and an average annual rainfall of 500 to 800 mm [25] .
Datasets
The datasets used in this study are: the Normalized Difference Vegetation Index (NDVI), potential evapotranspiration (PET), precipitation (PRE), minimum temperature (TMN), maximum temperature (TMX), soil moisture (SM), size of land cultivated for maize production (Land) and maize production per province (P) as the dependent variable. The PET, PRE, TMN, and TMX datasets were acquired from the Climate Research Unit Time-Series 3.24.01 (CRU TS 3.24.01). These data were derived from monthly observations from over 4000 meteorological stations distributed across the world's land areas. The gridded CRU TS 3.24.01 product is freely available for the science community on http://badc.nerc.ac.uk/data/cru or http://www.cru.uea.ac.uk. The reader is referred to [26] for more details on the construction of the CRU TS 3.24.01 product. The SM data was acquired from the European Space Agency (ESA), as part of their Climate Change Initiative (CCI) program. This product is a combination of both active and passive microwave sensors. It has a spatial resolution of 0.25 degrees, given in volumetric units (m 3 m -3 ) and is provided in NetCDF-4 format. Maize production data sets per province in tons (tons), as well as the land area cultivated in hectares (ha) 
The datasets used in this study are: the Normalized Difference Vegetation Index (NDVI), potential evapotranspiration (PET), precipitation (PRE), minimum temperature (TMN), maximum temperature (TMX), soil moisture (SM), size of land cultivated for maize production (Land) and maize production per province (P) as the dependent variable. The PET, PRE, TMN, and TMX datasets were acquired from the Climate Research Unit Time-Series 3.24.01 (CRU TS 3.24.01). These data were derived from monthly observations from over 4000 meteorological stations distributed across the world's land areas. The gridded CRU TS 3.24.01 product is freely available for the science community on http://badc.nerc.ac.uk/data/cru or http://www.cru.uea.ac.uk. The reader is referred to [26] for more details on the construction of the CRU TS 3.24.01 product. The SM data was acquired from the European Space Agency (ESA), as part of their Climate Change Initiative (CCI) program. This product is a combination of both active and passive microwave sensors. It has a spatial resolution of 0.25 degrees, given in volumetric units (m 3 m −3 ) and is provided in NetCDF-4 format. Maize production data sets per province in tons (tons), as well as the land area cultivated in hectares (ha) for maize production for the major maize-producing provinces were obtained from the abstract of agricultural statistics compiled by the Department of Agriculture, Forestry and Fisheries of South Africa (DAFF). This abstract document contains important information on inter alia, field crops, horticulture, livestock, vital indicators, total land area in hectares (ha) cultivated for maize production, and the contribution of primary agriculture to the South African economy. The data are available on the department's website (www.daff.gov.za). All datasets are extracted monthly and are averaged from October to April (average maize growing period in South Africa). This was done to ensure the same data scale as the maize data which was collected yearly. All datasets span from 1990-2017. Summary of the input data is given in Table 1 . 
Data Analysis
Artificial Neural Network
In this study, the input variables include the PET, PRE, TMN, TMX, SM, and land cultivated for maize production. The mathematical model is presented in Equation (1), where; y is the output, x 1 , x 2 . . . . . . . x n represents the input variables, w 1 , w 2 . . . . . . . w n represents the weights of the combination which generates the output, θ(.) is the unit step function, w i are the weights related with the ith input and µ is the mean.
The generalized weight w i is defined as the contribution of the ith covariate to the log-odds, and was introduced by [27] . The equation below represents the generalized weight:
where the generalized weight shows the effect of the individual covariate x i and consequently has an analogous interpretation as the ith regression parameter in regression models, o(x) is the predicted outcome probability by covariate vector and log-odds is the link function for the logistic regression model. Note that, the generalized weight depends on all other covariates. The analysis was performed using the neuralnet package in R software. The neuralnet uses the supervised learning algorithms which comprise a flexible function that trains multilayer perceptron to a particular data set [28] . A two layer back propagation network with sufficient hidden nodes that has been proven to be a universal approximator was adopted [22, 27] . The data were scaled in order to nullify the ambiguous effect that a variable might have on the prediction variable due to its scale. Hence, the min-max normalization was used to transform the data into a common range, thereby removing the scaling effect from all the variables. Both the dependent variable (maize) and independent variables were partitioned into training and test datasets. The training data consist of the 80% of the data (1990 to 2011) while the test data is 20% of the data (2012 to 2017). The training data is the set of data from which the system learns from and testing data is used to validate the model's performance by comparing the predicted maize yield with the actual maize yield. In order to improve the performance of the neural network different combinations of the input variables (PET, PRE, TMN, TMX, SM, and Land) with a vector (hidden neuron); (indicating the number of hidden layers and hidden neurons in each layer) were used with an automated loop to change the vector (architecture) for each province. Hence, the best combination of variables and architecture for each province was selected using the percentage of accuracy. The best combination for each province was then used to predict maize production and was compared with the testing data (20%) left out from the machine learning process. The projection was made using the avNNet function in Caret package in R. The performance measures of the prediction were accessed using the adjusted R 2 . The projection for maize production for the years 2018 and 2019 was then performed. 
Results
Optimizing Combinations of Variable Selection
Owing to the fact that there is no standard method for the selection of variables in the neuron network, it is usually done by testing various variable combinations so as to arrive at the best combination for the model. In this case, as reported by [29] , the major agro-climatic variable that influences maize yield varies across the maize producing areas of South Africa. According to the current study, the TMX is the major determinant in the FS and MP provinces, while the TMN is largely responsible for changes in maize yield in the NW province. Both the PET and TMN are found to be the major drivers of maize yield in KZN. These variables were selected as a baseline for the variable combination check, by holding them constant in all the combinations. Since six variables (i.e., PET, PRE, TMN, TMX, Land and SM) were used in the model, 12 combinations were created for each province except for KZN province, which had just 10 because two climatic variables largely determine its maize yield. Table 2 illustrate the combination of variables, the hidden neuron, overall error, and accuracy of the best three ranked combinations that best predict maize yield in each of the provinces. According to Table 2 , in the FS province, the combination of TMX, Land and SM variables at different automated two hidden neurons with vector (8,9) ranked first within this group with 76.64% accuracy and has a root mean squared error (RMSE) of 0.038. The combination of the PET, PRE, TMN, TMX, Land and SM using vector (5, 8) resulted in an accuracy of 82.42% and RMSE of 0.037 and ranked first. On the other hand, an accuracy of 82.46% and RMSE of 0.035 was achieved when PRE, TMN, TMX, Land and SM were combined using vector (2, 6) . Hence, the combination of variables PRE, TMN, TMX, Land and SM with vector (2,6) was chosen to model maize production for the FS province. For the NW province, the combination of only two variables TMN and SM using vector (2, 8) gave an accuracy of 69.22% and had RMSE of 0.014. When PRE was added to TMN and SM but with vector (5,6) the accuracy improved to 71.51% with RMSE of 0.014. However, a higher accuracy of 73.74% with RMSE of 0.015 was attained with the variable combination of TMN, Land, and SM with vector (3, 4) . Considering the combination with the highest accuracy, a variable combination of TMN, Land and SM with vector (3, 4) was selected for the model for the NW province.
Furthermore, for MP province, the combination of variables PET and TMX using vector (4,7) gave an accuracy of 88.39% and RMSE of 0.025. The accuracy for a variable combination that better combined to predict maize yield improved to 92.02% when PET, PRE, TMN, TMX and Land were combined. The accuracy further improved to 93.79% with RMSE of 0.024 when variables TMN, TMX, Land and SM were combined using vector (3, 4) . Consequently, the combination of TMN, TMX, Land and SM with vector (3, 4) were selected as the model for MP province. In the case of KZN, the combination of PET, TMN, TMX, Land, and SM with vector (1, 8) produced an accuracy of 61.23% and RMSE of 0.0036. When the PET, PRE, TMN and TMX were combined with vector (3,5) an accuracy of 89.39% was achieved. However, the combination of PET, PRE, TMN, TMX, Land, and SM using vector (7, 8) gave 93.90% accuracy and RMSE of 0.003 in predicting maize yield in KZN. Therefore, the combination of the PET, PRE, TMN, TMX, Land and SM variables with two hidden neurons of (7, 8) was selected for the model for KZN province. Tables 3-6 show the generalized weight expressing the effect of each independent variable on the dependent variable in the combination. As shown in Table 3 , PRE, TMX and Land have a positive linear effect on maize production for all the trained years in the FS province. This indicates a favorable relationship between PRE, TMX, Land and maize production in the area with variance ranging from 0.01 to 0.42, 0.24 to 7.88 and 0.19 to 5.24 for PRE, TMX and Land, respectively. A negative effect is noticed between SM and maize production with variance ranging from −5.56 to −0.20, suggesting an unfavorable relationship between the two variables. Similarly, there exist both negative (40.91%) and positive (59.09%) effects between TMN and maize production for the trained year. The relationship was negative for years 1991, 1992, 1995, 2003, 2004, 2005, 2009, 2010 , and 2011 with its variance ranging from −5.56 to −0.20, suggesting an unfavorable relationship between the two variables in those corresponding years. The generalized weight for the independent variables for the NW province is shown in Table 4 . Both TMN and Land depict a positive linear effect on maize production in the province with variance ranging from 1.12 to 1.70 and 0.36 to 0.54, respectively. This suggests a favorable relationship between the two independent variables and maize production in the province. On the other hand, SM has a negative linear effect on maize production in the province with the variance ranging from −1.55 to −0.95. This implies an unfavorable relationship between the two variables. Table 5 depicts the generalized weight for the independent variables in MP province. The TMX depicts a positive linear effect on maize production in the province with its variance ranging from As depicted in Table 6 , the PET and SM have a negative linear effect on maize production in KZN province with their variance ranging from −6.22 to −1.04 and −5.37 to −1.61, respectively. Therefore, these variables have an unfavorable relationship with maize production in the area. The following variables PRE, TMX, and Land display a positive linear effect on maize production in the province and their variances range from 0.42 to 1.06, 1.95 to 8.76 and 0.76 to 2.95, respectively. The case is different for TMN where 45.45% of this variable has a negative linear effect on maize production in the area as its variance ranges from −1.66 to −0.02. The remaining 54.55% has a positive linear effect on maize production in the province and its variance ranges from 0.13 to approximately 1.81. 
Generalized Weight of the Variables (w i )
Network Topology
The training process results are illustrated in Figure 2A -D. The figure reflects the structure of the trained neural network for each province. The network topology conveys basic information such as the trained synaptic weights, the number of steps needed for converge and the overall errors. For the purpose of this study, the threshold for the partial derivatives of the error function was set at 0.01. Each province has its own unique variable combinations as well as hidden neurons (see Table 2 ; i.e., the FS province has PRE, TMN, TMX Land and SM with hidden neuron c(2,6); NW province TMN, Land and SM with hidden neuron c (3,4) ; MP province TMN, TMX, Land, and SM with hidden neuron c (3,4) ; and KZN province PET, PRE, TMN, TMX, Land and SM with hidden neuron c (7, 8) . Figure 2A shows that in the FS province, the training process needed 90 steps to achieve less error function (i.e., < threshold of 0.01). The process has an overall error of about 0.20. In the NW province, according to Figure 2B , the training process needed 66 steps until all absolute partial derivative of the error function were smaller than 0.01 with the process having an overall error of about 0.49. On the other hand, in MP province (Figure 2C ), the training process needed 68 steps until all absolute partial derivatives of the error function were smaller than the default threshold of 0.01 with the process having an overall error of about 0.45. In KZN (see Figure 2D ) the training process needed 78 steps until all absolute partial derivatives of the error function were smaller than 0.01, and the overall error was 0.16. the trained neural network for each province. The network topology conveys basic information such as the trained synaptic weights, the number of steps needed for converge and the overall errors. For the purpose of this study, the threshold for the partial derivatives of the error function was set at 0.01. Each province has its own unique variable combinations as well as hidden neurons (see Table 2 ; i.e., the FS province has PRE, TMN, TMX Land and SM with hidden neuron c(2,6); NW province TMN, Land and SM with hidden neuron c (3,4) ; MP province TMN, TMX, Land, and SM with hidden neuron c (3,4) ; and KZN province PET, PRE, TMN, TMX, Land and SM with hidden neuron c (7, 8) . Figure 2A shows that in the FS province, the training process needed 90 steps to achieve less error function (i.e., < threshold of 0.01). The process has an overall error of about 0.20. In the NW province, according to Figure 2B , the training process needed 66 steps until all absolute partial derivative of the error function were smaller than 0.01 with the process having an overall error of about 0.49. On the other hand, in MP province (Figure 2C ), the training process needed 68 steps until all absolute partial derivatives of the error function were smaller than the default threshold of 0.01 with the process having an overall error of about 0.45. In KZN (see Figure 2D ) the training process needed 78 steps until all absolute partial derivatives of the error function were smaller than 0.01, and the overall error was 0.16.
Maize Prediction and Validation
Having trained the neural network with 80% of both the independent and dependent variables, and the best combinations with the hidden neuron selected, the prediction for maize production per 
Having trained the neural network with 80% of both the independent and dependent variables, and the best combinations with the hidden neuron selected, the prediction for maize production per province was made for the same time frame (2012-2017) of the testing data (20%). The predicted output was then compared with the reserved 20% that was not used for machine learning. The results are displayed in Tables 7-10 . The accuracy level of the prediction varies for each province. For instance, the model for the FS province has an adjusted R 2 of 0.75, and NW, MP and KZN provinces have an R 2 of 0.67, 0.86 and 0.82, respectively.
As depicted in Table 7 , the predicted maize production in the FS province deviated from the actual maize production by −0.13 (13%), −0.34 (34%), −0.002 (0.2%), −0.46 (46%) and −0.30 (30%) for years 2012, 2013, 2014, 2016, and 2017, respectively. The results suggest an under-prediction of maize production in the province. On the other hand, 2015 resulted in over-prediction (i.e., 0.26 which is equivalent to 26%) of maize production. As shown in Table 8 , the predicted maize production for the NW province deviated from the actual maize production by −0.33 (33%), −0.38 (38%), and −0.13 (13%) for 2013, 2016 and 2017 respectively, thus there was under-prediction of maize production. Contrasting this, maize production was over-predicted by 0.04 (4%), 0.23 (23%) and 0.24 (24%) in 2012, 2014 and 2015, respectively. From Table 9 , maize production is under-predicted for the MP province across the entire testing period by −0.09 (9%), −0.08 (12%), −0. In KZN province according to the results presented in Table 10 , maize production was under-predicted by −0. 
Maize Production Projection
The results of the projected maize production performed with AvNNet() in Caret package across each province for the year 2018 and 2019 is shown in Figure 3A -D and Table 11 . The results indicate that maize production will decrease across all the provinces (except FS) from the current year 2017 to 2018 and 2019. The FS depicts a 32% increase in maize production, i.e., from 2018 (4651.03 tons) to 2019 (6146.33 tons). In Figure 3A -D, the dark gray shaded and light gray shaded area is the 80% and 95% prediction confidence interval, respectively. The results of the projected maize production performed with AvNNet() in Caret package across each province for the year 2018 and 2019 is shown in Figure 3A-D and Table 11 . The results indicate that maize production will decrease across all the provinces (except FS) from the current year 2017 to 2018 and 2019. The FS depicts a 32% increase in maize production, i.e. from 2018 (4651.03 tons) to 2019 (6146.33 tons). In Figure 3A -D, the dark gray shaded and light gray shaded area is the 80% and 95% prediction confidence interval, respectively. 
Discussion
In this study, maize production in the FS, NW, MP and KZN provinces of South Africa was modeled based on the ANN approach. The analysis considered various variable combinations and 
In this study, maize production in the FS, NW, MP and KZN provinces of South Africa was modeled based on the ANN approach. The analysis considered various variable combinations and ranked the accuracy of these combinations across the study area. The results indicated spatial dependence of different combinations in different provinces. For instance, the PRE, TMN, TMX, Land and SM with hidden neuron c(2,6) combination were ranked first in the FS province; TMN, Land and SM with hidden neuron c (3, 4) in the NW province; TMN, TMX, Land, and SM with hidden neuron c(3,4) in MP and lastly, PET, PRE, TMN, TMX, Land and SM with hidden neuron c (7, 8) ranked first in KZN. The three variables, i.e., TMN, Land and SM, seem to dominate in all first ranked levels across all the four provinces.
Maize production in the four selected provinces is highly affected by different agro-climatic parameters, as reported in [29] . In this study, we found that TMX is the main driver of change in maize yield in the FS and MP, whereas TMN has a dominant impact in the NW. The PET and TMN climate variables dominate in KZN, hence significantly affecting the maize yield in the province. The results indicate that the variables have a linear effect on maize production since their variance was very small. In addition, the influence of TMN on maize production varied in the NW, FS and KZN, having a positive linear effect. However, the TMN in MP exhibited a negative linear effect on maize production. The land has a positive linear effect on maize production across all the provinces except for MP where it has a negative linear effect. Similarly, SM exhibited a negative linear effect on maize production across all the provinces. The TMX displayed a positive linear effect on maize production in the FS, MP and KZN. PRE appeared in the variable combination of just two provinces (FS and KZN) and it has a positive linear effect on maize production in both of these provinces.
The accuracy of the combined variables to predict maize production varied across the provinces. The accuracy was recorded in MP (93.79%) and KZN (93.90%). This accuracy suggests that the TMN, TMX, Land and SM are sufficient for modelling maize production in MP province while PET, PRE, TMN, TMX, Land and SM are ideal for the effective modelling of maize production in KZN. Nevertheless, these results do not extensively mean that other farm management practices such as fertilizer application, irrigation and choice of cultivar are not significant in achieving best output for maize production. They are thought to account for the deviations in the comparison between the actual and predicted maize production. On the other hand, despite the high accuracy of about 82.46% of the combined variables of PRE, TMN, TMX, Land and SM to predict maize production in the FS, a high deviation is noticed between the actual maize production and predicted production particularly in the year 2016 where maize is up by 46%. These results are in contrast with the deviation between actual and predicted maize production in the NW where the selected combination of TMN, Land and SM gave an accuracy of 73.74% but gave a smaller deviation between actual and predicted maize production. This could suggest that the FS province is more prone to the influence of other farm management practices.
The projected maize production indicates that maize production is on the decline across all the provinces. This can be attributed to the future trend of changes in climatic variables as well as a projected increase in drought occurrences [29, 30] .
Conclusions
This study demonstrates the value of the artificial neural network in predicting maize yield across the four major maize producing provinces of South Africa. These results agree with the previous research findings [27] . The results indicate that different climatic variables and/or their combinations serve(s) as major drivers for maize production across the different provinces. The accuracy level of the prediction obtained between the actual and predicted maize production for each province as given by the adjusted R 2 value, with 0.75 in the FS, 0.67 in the NW, 0.86 in MP and 0.82 in KZN. In this study, the adjusted R 2 is used as a measure of future prediction of maize production.
Although the predicted maize production is under-predicted, we conclude that it is better to under-predict than over-predict. This is because an under-prediction will enhance the decision making process of the farmers and/or the policymakers to put in place measures to ensure that loss of production is prevented or minimized, rather than be blinded by expectation of high production. In addition, all the predictions (under-predictions), particularly in MP and KZN, are within 10% of the actual maize production except for the year 2016, in which the production was approximately 20%.
The decline in projected maize production can be attributed to the effects of climate change and variability; hence adequate adaptation and coping measures are needed for both commercial and small-scale farmers to prevent loss of production and aggravated famine.
This research study is essential in South Africa, as food security is threatened by drought due to climate change and variability. The availability of historical and current agro-climatic data combined in a model could serve as a vital decision support system to cope and mitigate climate change. The model is developed to incorporate different farming scenarios such as the combination of agro-climatic parameters with different farming practices to predict maize yield. Hence, this tool can help farmers to make informed choices, which include mitigation and adaptation measures in order to maximize profit on crop production. Furthermore, the model will be operationalized and made available to relevant stakeholders and decision makers such as commercial and small-scale farmers and the Department of Agriculture.
This study can be improved to ensure its operability by incorporating other farm management practices such as fertilizer application that was not available/accessible during the period of undertaking this research. However, the current status of this model can be validated by comparing the projected production of maize with the actual production at the end of the 2018 and 2019 season. Funding: This research received no external funding.
