In this paper a simple two-layer neural network's model, similar to that, studied by D.Amit and N.Brunel 11] , is investigated in the frames of the mean-eld approximation. The distributions of the local elds are analytically derived and compared to those obtained in ref. 11]. The dynamic properties are discussed and the basin of attraction in some parametric space is found. A procedure for driving the system into a basin of attraction by using a regulation imposed on the network is proposed. The e ect of outer stimulus is shown to have a destructive in uence on the attractor, forcing the later to disappear if the distribution of the stimulus has high enough variance or if the stimulus has a spatial structure with su cient contrast.
1 Introduction.
During the last decade many attempts have been done in the investigation of the physics of attractor neural networks ( 1] -3] and the references therein). Using ideas from the spin-glass theory, a well developed procedure of investigation within the frames of the statistical mechanics of attractor neural networks has been build ( 2] -5] and the references therein).
An experimental evidence of the attractor dynamics in the inferotemporal cortex of monkeys has been reported in the experiments of the Miyashita group 6, 7] . These experiments show that there exist long-lived elevated spike rate distributions, which are selective to the stimulus and that the reverbations, observed in localized modules 1 mm 2 , are attractors such that some neurons activated by the stimulus stop to be so during the period of delay.
Concerning the learning in attractor neural networks, a lot of investigations 8]-14] appeared in the literature during the last few years describing the dynamics of these systems using the above mentioned experimental facts. Introducing some more realistic features as separated excitatory and inhibitory neurons, low attractor spike rates and learning only between excitatory units, it was shown that the network learns e ectively a set of attractors,representing the stimuli, and modi es its attractors when the inputs change 11, 13] .
A crucial relevance for the role of the attractors and of the external stimuli during the learning process in layered neural networks is due to the investigation by D.Amit and N. Brunel 11] .
The model they investigate is composed of two layers: an input layer and a recurrent layer. Both layers are connected by feed-forward connections which project the input stimulus on the recurrent network. The last is assumed to store uncorrelated patterns. Amit and Brunel demonstrated that the a erents from the stimulus, arriving at the neuron in the attractor network compete with the a erents in the recurrent network when both sets of synaptic e cacies are approximately equal. They showed that if the stimulus is correlated with the structure of the receptive eld of the recurrent network and if it is of su cient contrast, then the system changes its state into a state correlated with the stimulus even if it was in one of the previous attractors.
Here we investigate analytically and in details the distribution of the local elds in the recurrent layer, the relation between the threshold and the stability of the system, as well as the e ect of the stimulus over the behavior of the system. We also discuss the dynamic properties of the system and propose a procedure for driving the system into a basin of attraction by using a suitable regulation on the network. Finally we brie y discuss a further application of the proposed technique for investigating more complex topologies of layered neural networks.
This papers is organized as follow: In Section 2 we describe the model, in Section 3 we give the analytical results for the local-eld distribution in the recurrent network without stimulus (Section 3.2) , as well as we discuss the area of stability in some parametric space (Section 3.3). In Section 4 we investigate the e ect of the stimulus for noise-like stimulus (Section 4.1) and for structured stimulus (Section 4.2). Final remarks and conclusions are given in Section 5. 2 The model.
The model we investigate consists of two layers of neurons: input layer denoted by upper index I and recurrent layer denoted by R. For simplicity it is assumed that the number of the neurons N of the input layer is equal to that of the recurrent layer.
The stimulus of the input layer , by means of feed-forward connections, creates receptive elds on the neurons of the recurrent layer. Every neuron j of the input layer is de ned by its state I j 2 f0; 1g which is assumed to be constant in time.
In the same way every neuron i of the recurrent layer is de ned by its state R i (t) 2 f0; 1g.
The local eld h R i , coming to neuron i ,which belongs to the recurrent network, is composed by a part coming from the recurrent network and a part coming from the input network. It is de ned as:
at every moment t, and the dynamics of the system is given by:
(2) Here T is some universal with respect to i threshold level for the local eld and is the Heaviside function. J R ij in eq. (1) is the synaptic strength between neurons i and j in the recurrent layer. J R ij has three possible values -0, J o and J o +J R . J I ij is the synaptic strength between the input and the recurrent layer and has two possible values 0 and J I . We suppose that J o = J I = J R = 1.
Let the recurrent layer memorizes p binary patterns i 2 f0; 1g, = 1; :::; p. Each pattern has a coding rate f R , i.e.:
Prob( i = 1) = f R ;
(3) We assume that the network is sparse and that the probability that two neurons from the recurrent layer interact is C R :
Prob(J R ij 6 = 0) = C R :
(4) The patterns are memorized only by non-zero couplings J R ij according to the Hebb's rule:
We will say that a neuron i belongs to the pattern if i = 1. Using this terminology we can say that for all neurons with J R ij 6 = 0 one has J R ij = J o + J R if exists a pattern that i and j belong to , and J R ij = J o otherwise (Willshaw's prescription 11, 15] ).
Regarding the dynamics of the recurrent system without taking into account the presence of the stimulus, we assume that the network is in a state near one of the stored patterns 
The total activity of the recurrent network can be described in terms of the parameter m 0 ,
normalized in such a way that m 0 = 1 when the number of the active neurons in the network is equal to the mean number of neurons belonging to one pattern. After taking into account only the contribution due to the currents in the recurrent layer and performing the summation over the active neurons, i.e. those with R j = 1 one obtains the bimodal distribution of the recurrent local elds, shown on Fig.1 . This bimodal distribution is composed of a small and a high peaks. The smaller peak corresponds to the fraction of the foreground neurons , which are active in the attractor. These neurons receive higher currents. The higher peak of background neurons is the contribution of the neurons outside the attractor. Most of them receive low currents and are in a state R i = 0. A small fraction of them, which is located on the right side of the higher peak, does not belong to the attractor, but the currents which the neurons receive are enough to keep them active.
From the bimodal distribution it can be also seen that an e ective threshold (see Figs.1 ) appears naturally between the two peaks.
3 Analytical results for the recurrent network.
Assumptions
One new point in the present investigation, compared to ref. 11] is that we succeeded to calculate analytically the bimodal distribution of the recurrent local-eld distribution , discussed above. We used the following hypothesis:
1. The distribution of the currents coming to the neuron inside or outside the rst pattern does not depend on the site.
2. The state of the network does not change if one reduces the number of neurons by 1, i.e. N ! N ? 1.
3. The synaptic weights J R ij and the spike rates R j are independent random variables.
The rst two hypothesis seem reasonable in the limit of large N, while the last one is questionable in the case of a high activity of the neural network.
In Appendix A we calculate the distributions of the local eld inside (h in ) and outside (h out ) the attractor, taking into account the above hypothesis.
Network without a stimulus
After performing the analysis using simple combinatorics we obtain (Appendix A) , in the limit of a large N , Gaussian distributions for the local elds inside h (in) and outside h (out) the attractor. They have means:
and variances: : (13) Because the distributions are Gaussian, the fraction of neurons from the foreground neurons having h i > T is:
Analogously for the background neurons one has: (15) Eqs. (14), (15) and eq. (8) can be solved with respect to m + , m ? and T using the values for the means and the variances (eqs. (9)- (12)) if the other parameters C R , f R , N and p are xed, as they can be regarded as characteristic parameters of the neural network.
Thus, one can nd h (in) , h (in) ,h (out) , h (out) and T as a function of m 0 . The iterative procedure for solving the above set of equations is described in Appendix B.
In the case of N = 1600, p = 10, f R = :1, C R = :5 and J o = 1, using the above expressions, we reproduced with high accuracy the bimodal distribution of the numerical simulation of D.Amit and N.Brunel ( Fig.2 in ref . ( 11])). This result shows that the third assumption , made at the beginning of this section, is not critical for the behavior of the system.
The bimodal distribution for di erent total activities m o and with the same values of the parameters is computed using the above expressions (see Figs.1). One can observe that for the activity m o = 1:05, i.e. a little bit larger than the activity of the foreground neurons, both peaks are well separated with some e ective threshold at about T = 130. This means that only a small fraction of the background neurons are active. When the total activity m o increases, the distance between both peaks decreases and for high activity both distributions overlap signi cantly (Fig 1b) .
The plots of h (in) ; h (out) and T as functions of m o , obtained using the proposed scheme, are shown on Fig.2. 
Area of stability
If one considers the threshold as a function of fh i g, one can keep the system at any activity level m o . In biological system it is not feasible, because the local elds h i are accessible only inside the cells, and therefore there is no mechanism to calculate T = T(fh i g). The only plausible possibility for this system is to suppose that T(t + 1) = T(f i (t)g). Here we try to nd a more limited case of T, namely T(t + 1) = T(m o (t)).
The dependence of the threshold on the total activity for di erent connectivities and coding rates is presented on Figs.3.
On Fig.4 the solution for the threshold T = T(m o ) is presented. The detailed investigation of the solution shows that the lines OA and DE are unstable solutions of eqs. (8), (14) and (15) . Every small deviation of T from these solution lines leads to a collapse of the system into a state with zero (m o = 0) total activity or in a state with m o = 1=f R . The solution lines AB and CD are respectively right and left-stable. The only stable solution is along the line BC. We conclude therefore that ABCD is the region of attraction.
We have tried to use di erent regulation schemes for T(m 0 ) in order to increase the area of the attractor. The scheme proposed in 11] does not work outside of the attractor area and requires immediate response of the inhibitory network 11, 12] . We have tried with polynomial regulators and integro-di erential ones, but all attempts to achieve stability outside the area of the attractor fail if the goal of the regulation is to keep m 0 constant. The problem is that the system only in one or two iterations goes into its ground or totally exited state. Therefore the knowledge of the history of the process is of a little importance.
On the contrary, we were able to nd a procedure which drives the network into its attractor, when the overlapping with the pattern is large. This procedure consists of keeping the state between two curves T + (m o ) and T ? (m o ) bounding the equilibrium line T(m 0 ). More precisely, at each step we are choosing a threshold T(t + 1) as the intersection of m o (t) and the curve bounding T(m o ) on the opposite side of the current state (T (t); m o (t)) (see Fig.(5) ).
The exact behavior of the bounding curves T + and T ? inside the attractor area is of little importance. There one can choose T = const or use more complex regulations like in refs. 11] -13].
Here we would like to comment that the main di erence between our approach and that of ref. 11] consists of nding a closed system of equations with few phenomenological parameters, described by eqs. (8), (14) and (15) . This system can easily be solved in the region of physical values of the parameters. Although we did not introduce explicitly inhibitory neurons, the threshold level, we introduce, serves e ectively as an inhibitory subnetwork of the same kind as in ref . 11] . Here, in contrast to the work of Amit and Brunel, we don't need any concrete form of the inhibition in order to do the analysis. As we will see later, these di erences will also be present when stimulus is applied.
E ect of the stimulus
In the present Section we propose an investigation of the dynamics of the network in the presence of a stimulus, based on the calculation of the distribution of the local elds and the next study of the dynamical equations for the order parameters, leading to the condition of learnability. This study reveals the intrinsic properties of the system as, for example, the dependence of the threshold on the total activity of the system when a stimulus is applied to the network.
Noise-like stimulus
In the presence of a stimulus a term P j J I ij I j is added to the recurrent elds (eq.1).
Let us suppose that the probability J I ij to take values 0 or J I does not depend on i and j. In that case the stimulus has no spatial structure and its presence a ects in an additive way the mean and the variance of the recurrent elds. The last is true, since in the large-N limit the currents due to the stimulus, as a sum of random numbers, are Gaussian distributed.
In that case eqs. 
Here < h I > and < ( h I ) 2 > are the mean and the variance of the local elds coming from the inputs. < h I > can be assumed to modify only the threshold T and can not change the behavior of the system. The only term, which can do that is < ( h I ) 2 >. When this term is large enough we can assume that the distributions of the local eld h over 
Structured stimulus
If the distribution of the stimulus is Prob(J I ij = J I 0 ) / e ? ji?jj the calculation for the probability of having K links with active neurons from the input layer leads to the result that the area at which the stimulus acts is actually very limited around the active neurons. For example it is with average radius of 10 neurons apart if = 0:99. Therefore we can assume that the stimulus has a sharp structure, i.e. < h I >= P j J I ij j J I inside the stimulus and it is equal to zero outside it. Here J I is of the order of the area of the receptive eld of the recurrent neurons. The parameters m + and m ? are not enough for the description of the system, because there will be an overlapping with the stimulus. 
Final remarks
In the present paper we showed that the approach based on the calculation of the distributions of the local elds within the mean eld approximation, using simple combinatorial methods, gives very good accuracy and is in agreement with the simulations 11].
We showed that the network can be driven from states of attractor orbit near a remembered pattern to a state with strong correlation with the stimulus by noise-like stimulus with high enough variance and by spatial structured stimulus with high enough contrast and area.
Using a threshold regulation we succeeded to nd an empirical procedure to drive the network into the area of the attractor from states outside it. We demonstrated that this is possible if these states have signi cant overlap with the pattern.
Our description of the network in the form of a closed system of equations with small number of parameters, easily derived from experiments, permits to de ne the threshold and the existence of attractor. These are the main problems concerning the stability of the hardware realization of recurrent networks.
The method used in the present paper for nding the distribution of the local elds can be generalized also to more complex topologies of connection between multi-layer networks. For example, one can consider a network with several recurrent layers. In each layer a group of patterns can be selectively connected to a pattern representing this group in the next layer. It is also possible to consider connections between recurrent layers , forming a general graph. Investigations in these directions, as well as some hardware realization will be presented in a future work. The rst term in eq.(34) describes the interaction between neuron i , always in the attractor (pattern 1), and neuron j, when j belongs to the same pattern, which we denote by 1 j = 1. According to the Willshaw's law, the strength of interaction is J 0 + J R . Contribution B:
The second term in eq.(34) describes the interaction between neuron i belonging to the rst pattern and neuron j belonging to some other pattern in such a way that they both have a common pattern di erent from the rst one. This we introduce by the restriction a ij P p r=2 r i r j 6 = 0. In that case a factor J 0 + J R is also present. Contribution C:
The last term in eq.(34) describes the interaction between neuron i and neuron j, which has not a common pattern with i. In that case the strength of interaction is J o .
The contributions to the current h 
is the probability l from these k neurons to be active. After performing the summation we obtain the nal expression for the probability distribution of the rst term in h 
from where the mutual dependence of both terms can be easily seen. Now the combinatorics is more complicated since one has to take into account that neuron i can belong to more than one patterns and that neuron j is outside the rst pattern, but has a common pattern with i. The rst term in eq. (40) gives the probability neuron j not to belong to the rst pattern, but to some other pattern common with i. Since one has a total number N ? Nf R of possible neurons outside the rst pattern, an analogous calculation to the previous one gives the following probability to have L linked and active neurons
This interaction leads to an e ective eld h b of order J 0 L.
To calculate the second term in eq.(40) one has to nd the probability neuron i to be common with k-patterns and t from L neurons to take part in these k-patterns to which i belongs. This probability is
The interaction coming from that part gives an e ective eld h a of order J 0 t.
Here instead of p we took p ? 1 patterns, since the rst pattern is xed.
Assuming for simplicity J o = J R the probability distribution of the second and the third terms in the expression for h (in) i is: P h
From here the explicit form of the joint distribution follows:
and every moment of the current distribution can be calculated according to: < c n >= X c c n P(c):
Using the expressions for P b (L) and P a (L; t) , eqs.(41,42), one can introduce a generating function P( ) de ned in the following way: X c c P(c) = P :
After taking the sum over c one obtains nally the generating function responsible for the joint probability distribution of the second and the third terms of h (in) (eq. (40)).
The moments of the current joint distribution are obtained by taking the derivative of the generating function with respect to :
In the large N-limit the both peaks of the bimodal distribution become Gaussian and it is enough to take into account only the rst and the second moments. Adding to the mean and the variance of the rst term in h (in) i , obtained from eq.(39), the mean and the variance of the second and the third terms of h (in) i , obtained from eq. (47) 
It is easy to be shown that the third and the fourth terms in h 
Appendix B
In this Appendix we give the iterative procedure for solving eqs. (14), (15) (Fig.1a) and for larger activity m o = 2 (Fig.1b) . In the last case both distributions begin to overlap signi cantly. The parameters are: N = 1600, p = 10, f R = 0:1 , C R = 0:5 and J o = 1. Figure 2 : The m o -dependence of h (in) , h (out) and T. The values of the parameters are the same as on Fig.1 . Figure 3: The dependence of the threshold on the total activity for different connectivities C R and for coding rates f R = 0:1 (Fig.3a) , and f R = 0:2 (Fig.3b) . The simulation is performed with N = 1600, p = 10 and J o = 1. Figure 4 : The region of stability (attraction). Figure 5 : The scheme of regulation. Figure 6 : The e ect of the noise-like stimulus. The system looses its stability when when < ( h I ) 2 > is large enough . For the set of parameters given on 
