We develop e cient algorithms for computing the expansion of a given symmetric polynomial into Schur functions. This problem frequently arises in applications as the problem of decomposing a given representation of the symmetric (or general linear) group into irreducible constituents.
Introduction
The general sparse interpolation problem can be posed as follows. Let V be a vector space over the rationals or a Z-module of functions with a xed basis f . Suppose there is a \black box" that computes the value of some function F from V at any given argument x. We want to nd the decomposition 1 as fast as possible. The computational complexity of any such algorithm is of course bounded from below by the actual length of the decomposition (1.1), that is by the number L = jLj of basis functions f which occur in (1.1) with nonzero coe cients (since computing the decomposition requires, at the very least, writing the answer). So we want to do it e ciently, preferably in time polynomial in L. The term \sparse" refers to the fact that the complexity of the algorithm must be bounded from above by a function of L.
The most important particular case is V = Q x 1 ; : : : ; x n ], the ring of polynomials, with f being the basis of monomials. Then there exists an algorithm 2] which nds the decomposition (1.1) in time which is polynomial in the number of non-zero coe cients a , even if this number is unknown a priori. Another interesting case is the interpolation with respect to the eigenfunctions of some operator (see 5]).
In this paper, we study the sparse interpolation problem for symmetric polynomials.
Let us consider the ring Z x 1 ; : : : ; x n ] of polynomials with integer coe cients in n variables x = (x 1 ; : : : ; x n ). We are interested in the subring n Z x 1 ; : : : ; x n ] of symmetric polynomials, i.e., polynomials p(x) which are invariant under any permutation of the variables x 1 ; : : : ; x n . As a Z-module, n possesses quite a few distinguished bases, most prominently the Schur functions s which are indexed by vectors = ( 1 ; : : : ; n ) 2 Z n , where 1 2 : : : n 0. Following the tradition, we call such a vector a partition (note that, contrary to the usual convention, some of the i are allowed to vanish). The Schur function s (x) can be de ned in many di erent ways, in particular, as the following ratio of two n n determinants: ). The sparse interpolation problem in n with respect to the basis fs g can now be stated as follows. 1.1 Sparse interpolation of symmetric polynomials. Input: (i) a \black box" which computes the value F(x) of some polynomial F 2 n for any x;
(ii) the upper bound l on the degree of F.
Output: the decomposition of F into a linear combination of Schur functions:
a s (1:1:1)
Our study of this problem is motivated by the fact that many important computational problems in the theory of symmetric functions and representation theory of the symmetric and general linear groups can be formulated in the form (1.1). Here are three typical examples. Generally, it may be interesting to nd expansions (1.1) for some algebraic expressions involving the p ; h , and s = , such as h 0 ?h 00 or s 0 = 0 ?s 00 = 00, where partitions 0 and 00 (resp., 0 and 00 ) are \close" to each other, so that one can expect a short expansion in the Schur functions basis, although it is hard to tell in advance which 's do come up.
In this paper, we construct a probabilistic algorithm, which solves Problem (1.1) in time which is polynomial in the number of variables n, the upper bound l on the degree of F, the length L = jLj of the resulting expansion, and the value log 2 M, where
ja j (this takes care of the binary size of the output). Note that neither M nor L are known in advance.
The paper is organized as follows. In Section 2 we discuss the necessary facts and notions concerning symmetric functions, on one side, and computational complexity, on the other. The purpose of that section is to bridge the gap between these two topics. In Section 3 we discuss the general idea of our algorithms and prove the main technical lemmas. The algorithms are presented in Section 4.
The authors are thankful to John Stembridge for a number of valuable comments. 2.3 Computational complexity and algorithms. We adopt the usual computational model, namely RAM with the uniform cost criterion (see 1]). Thus our machine operates with integral (rational) numbers represented by bit strings. The input size of a number M is approximately log 2 M. We assume that our machine can perform arithmetic operations (addition, subtraction, multiplication, division and comparison) at the unit time. We also make sure that the size of all numbers appearing in the course of the algorithm is bounded by a polynomial in the input/output size. We will use probabilistic algorithms, meaning that our machine has a biult-in device which can \toss a coin." More precisely, we assume that, at any time, our machine is able to choose, uniformly at random, an integer from the interval 1; N]. By introducing randomness, we allow a certain probability that our algorithm fails to work at a certain step, or produces an incorrect answer, or does not stop at all. However, we will make sure that, with the probability at least 0.99, our algorithm stops after certain time and produces the correct answer. To ensure an overwhelming probability, we will then run several copies of our algorithm in parallel, and pick the most frequent answer. For example, if we run m independent copies of the algorithm, then the probability of failure (that is, more than m=2 copies do not stop in time with the correct answer) does not exceed 2.3.1 Example. As an illustration, we refer to the randomized polynomial time algorithm for testing polynomial identities 9]. Suppose we are given a \black box" which computes the value of a certain polynomial F(x) at any point x = (x 1 ; : : : ; x n ) 2 Z n . Suppose we know that the degree of F does not exceed d. Our goal is to nd out whether F identically vanishes or not. The algorithm proposed in 9] works as follows. Let N = 3dn, and let us choose the coordinates x i independently and uniformly from the set f1; : : : ; Ng. If F(x) 6 = 0, then F we conclude that F is not identically zero. If F(x) = 0, then the algorithm decides that F 0. It is proven in 9] that if F is not identically zero, the probability of choosing an x such that F(x) = 0 is at most 1/3, so the algorithm makes an error with probability 1=3. To make the probability of error as small as 3 ?m , we can generate m vectors x in the above-described fashion. If for some of them F(x) 6 = 0, then F is not identically 0. Otherwise our algorithm will conclude that F 0.
Complexity of symmetric functions. Let us discuss the computational com-
plexity of the symmetric polynomials p ; h ; s and s = . For each of these, we want to construct a \black box" that e ciently computes the value of a function in a given point x.
Our presentation of such constructions will be self-contained, except for making use of the fact that the determinant of an n n matrix can be computed in O(n 3 2) allow to compute the values of s = (x) and s (x) in O(j j 2 n + n 3 ) and O(j j 2 n + n 3 ) time, respectively. 2.5 Notation. We will need some extra notation to be used throughout the paper. A partition = ( 1 ; : : : ; n ) will often be interpreted as a vector in R n , the latter being endowed with the scalar product h ; i = 1 1 + 2 2 + : : : + n n :
We have already used the notation x to denote x 1 1 x n n , where = ( 1 ; : : : ; n ) 2 Z n .
The base of exponentiation and logarithms will be 2 by default, so that expfag = 2 a and log a = log 2 a. Finally, x] will denote the integer nearest to x.
The Idea of the Algorithms. Basic Lemmas
Our main observation is that the coe cients of the decomposition
can be extracted from some asymptotics of F(x). Namely, suppose we are able to choose a vector c = (c 1 ; : : : ; c n ), where c 1 > c 2 > : : : > c n such that the linear function hc; i attains its maximum on L on the unique partition 2 L. Let us de ne y t = (expftc 1 g; : : : ; expftc n g). Then lim t?!+1 t ?1 log jF(y t )j = hc; i: Knowing scalar products hc; i for various vectors c, we are able to reconstruct . Furthermore, we can extract the coe cient a from the limit lim t?!1 F(y t )=y t = a :
Modifying F := F ? a s , we proceed to nd the next summand.
The following two issues should be taken care of. First, we want to nd a vector c which separates some partition 2 L from the others. We can't do it deterministically without knowing the actual set L, but we can choose such a c at random with a su ciently high probability. Second, we can't compute asymptotics and we are barred from using very big numbers. This can be xed because of the discrete structure of the problem: the coe cients a are integers and partitions 2 L are integral vectors as well.
The results of this section formalize the above considerations. Proof. Let X be the set of all vectors = ( 1 ; : : : ; n ) such that the coe cient before x in F(x) is nonzero. First, we prove that the coe cient before x in F(x) is equal to a . Suppose that for some 2 L the monomial x appears in the expansion of the Schur function s (x) with a nonzero coe cient. Then (see (2.2)) belongs to the permutohedron P , and, therefore, the value hc; i does not exceed the maximal value of the linear function Proof. Lemma 3.3 implies that with the probability at least 0.99 we have hc; 1 i 6 = hc; 2 i for any two 1 6 = 2 from L. We claim that if on Step 0 we managed to choose c so that the condition is indeed satis ed, then the algorithm works correctly. Using Lemma 3.1 and Corollary 3. So the algorithm works correctly.
To estimate the complexity of the algorithm, we note that because of our choice of t, the bit size of z i (which is approximately log z i ) is bounded by a polynomial in n; l; log M and L. The algorithm calls the black box (n + 1) times to compute F(z i ) and uses at most L(n + 1) computations of s (z i ) which can be accomplished in polynomial time (see (2.4)) Using the construction of (2.3) we can make the error probability smaller than any given > 0 by running O(log ?1 ) independent copies of the algorithm in parallel.
4.2 The general algorithm. We proceed with the situation where no a priori bounds on jLj and M are given. We do need a bound l on j j : 2 L, that is a bound on the degree of F. Note that l is implicitly encoded in the input: the size of F(x) for a general x is proportional to deg F.
Input: A polynomial F 2 n given by the \black box" and a number l such that deg F l.
Algorithm:
Step 0. Introduce integral variables M 1 ; L 1 ; s.
Set M 1 = L 1 = 1, s = 0.
Step 1. Let Then with the probability at least 0.99 the above algorithm stops in time polynomial in log M; n; L, and l, providing the correct decomposition.
Proof. There are two types of possible errors. First, the algorithm can accept a decomposition which is not correct. Or, the algorithm may not come up with a decomposition at all. The probability of the rst type of error does not exceed Proof. As stated in (2.4), for any given x we can compute the values of p (x), h (x), and s = (x) in time which is polynomial in n and j j. So we can design a polynomialtime \black box" for F in the cases when F is one of p ; h or s = , and then apply the algorithm (4.2).
We remark that the computation of the Littlewood-Richardson expansions was the original motivation for our work.
If we know in advance the set L = f g of the for which a is nonzero (this is the case, for example, in (1.3)), then the algorithm can be greatly simpli ed. Namely, we can compute the values of F and s at jLj randomly generated points x and then extract the coe cients a from the resulting system of linear equations. However, even in this case our methods might appear useful. For example, the set L may be so big that it is impossible to solve (or even to store) the corresponding system of equations. In this case, we cannot hope to nd the decomposition (1.1). On the other hand, our algorithm enables us to write some m terms of this decomposition in O(m 2 ) time. To do this, let us nd 2 L with the maximal norm k k and use Lemma 3.1 and Corollary 3.2 with c = . Then we let F := F ? a s , L = L n f g and proceed as before.
