Abstract. We define and consider k-distant crossings and nestings for matchings and set partitions, which are a variation of crossings and nestings in which the distance between vertices is important. By modifying an involution of Kasraoui and Zeng (Electronic J. Combinatorics 2006, research paper 33), we show that the joint distribution of k-distant crossings and nestings is symmetric. We also study the numbers of k-distant noncrossing matchings and partitions for small k, which are counted by well-known sequences, as well as the orthogonal polynomials related to k-distant noncrossing matchings and partitions. We extend Chen et al.'s r-crossings and enhanced r-crossings. 
Introduction
A (set) partition of [n] = {1, 2, . . . , n} is a set of disjoint subsets of [n] whose union is [n] . Each element of a partition is called a block. We will write a partition as a sequence of blocks, for instance, {1, 4, 8}{2, 5, 9}{3}{6, 7}. Let Π n denote the set of partitions of [n] .
Let π be a partition of [n] . A vertex of π is an integer i ∈ [n]. An edge of π is a pair (i, j) of vertices satisfying either (1) i < j, and i and j are in the same block with no vertex between them in that block, or (2) i = j and the block containing i has no other vertex. Thus when we arrange vertices of π = {1, 5}{2, 4, 9}{3}{6, 12}{7, 10, 11}{8}, in a line in increasing order and draw edges we get A vertex v of π is called an opener (resp. closer) if v is the smallest (resp. largest) element of a block consisting of at least two integers. A vertex v is called a singleton if v itself makes a block. A vertex v is called a transient if there are two edges connected to v. Let O(π) (resp. C(π), S(π), T (π)) be the set of openers (resp. closers, singletons, transients) of π. Let type(π) = (O(π), C(π), S(π), T (π)) and type ′ (π) = (O(π), C(π), S(π) ∪ T (π)). For the partition in Figure 1 , the type of π is type(π) = ({1, 2, 6, 7}, {5, 9, 11, 12}, {3, 8}, {4, 10}).
A (complete) matching is a partition without singletons or transients; this is the same thing as a partition in which all blocks have size 2.
Now we can define the main object of our study.
Definition. Let k be a nonnegative integer. A k-distant crossing of π is a pair of edges (i 1 , j 1 ) and (i 2 , j 2 ) of π satisfying i 1 < i 2 ≤ j 1 < j 2 and j 1 − i 2 ≥ k. A k-distant nesting of π is a set of two edges (i 1 , j 1 ) and
is the number of usual crossings of π.
For example, in the partition in Figure 1 , the edges (4, 9) and (6, 12) form a 3-distant crossing (as well as an i-distant crossing for i = 0, 1, 2), the edges (1, 5) and (2, 4) form a 2-distant nesting, the edges (2, 4) and (4, 9) form a 0-distant crossing, and the edges (7, 10) and (8, 8) form a 0-distant nesting. That partition has dcr 0 (π) = 5, dcr 2 (π) = 2, and dne 2 (π) = 2.
Kasraoui and Zeng [5] found an involution ϕ : Π n → Π n such that type(ϕ(π)) = type(π) and dcr 1 (ϕ(π)) = dne 1 (π), dne 1 (ϕ(π)) = dcr 1 (π). Modifying this involution, for k ≥ 0, we find an involution
Noncrossing partitions and matchings are interesting and pervasive objects that arise frequently in diverse areas of mathematics; see [10] and [11] and the references therein for an introduction to noncrossing partitions. A partition π is called k-distant noncrossing if π has no k-distant crossing. Let N CM k (n) denote the number of k-distant noncrossing matchings of [n] . Let N CP k (n) denote the number of k-distant noncrossing partitions of [n]. Table 1 and Table 2 show N CM k (n) and N CP k (n) for small values of n and k. We use k = ∞ to indicate that i-distant crossing is allowed for any positive integer i, so that N CM ∞ (n) and N CP ∞ (n) equal the total number of matchings of [2n] and partitions of [n], respectively. A matching or partition cannot have a k-distant crossing for k > n − 3, so for fixed n, N CM k (n) and N CP k (n) will "converge" to the number of matchings and number of partitions, respectively; for readability we omit those numbers in the tables. The n = 0 column is all 1's for both tables, of course.
It is well known that noncrossing matchings of [2n] and noncrossing partitions of [n] are counted by the Catalan number C n . Thus N CM 0 (2n) = N CM 1 (2n) = N CP 1 (n) = C n . We will show that N CM 2 (2n) = s n and N CP 0 (n) = M n , where s n and M n are the little Schröder numbers (A001003 in [12] ) and the Motzkin numbers (A001006 in [12] ) respectively. We will also find the generating functions for N CP 2 (n) and N CM 3 (2n). Throughout this paper we will frequently refer to sequences in the Online Encyclopedia of Integer Sequences [12] using their "A number"; we will usually omit the citation to [12] and consider it understood that things like "A000108" are a reference to the corresponding sequence in the OEIS.
The rest of this paper is organized as follows. In section 2, we modify Kasraoui and Zeng's involution to prove the joint distribution of k-distant crossings and nestings is symmetric. In section 3, we review a bijection between partitions and Charlier diagrams. In section 4 and section 5, we study the number of k-distant noncrossing matchings and partitions, and, in section 6, we consider the orthogonal polynomials related to these numbers. In section 7, we extend r-crossings and enhanced r-crossings of Chen et al. [1] .
Modification of the involution of Kasraoui and Zeng
Kasraoui and Zeng [5] found an involution ϕ : Π n → Π n such that dcr 1 (ϕ(π)) = dne 1 (π), dne 1 (ϕ(π)) = dcr 1 (π) and type(ϕ(π)) = type(π). In this section, for fixed k ≥ 0, we find an involution
We will follow Kasraoui and Zeng's notations. We will identify a partition π to its diagram as shown in Figure 1 .
The i-th trace T i (π) of π is the diagram obtained from π by removing vertices greater than i. If a vertex v ≤ i is connected to u > i in π then make a half edge from v in T i (π). Each vertex with a half edge is called vacant vertex. For an example, see Figure 2 .
Let k be a fixed nonnegative integer. We define ϕ k : Π n → Π n as follows.
is obtained as follows.
i . Remove the half edge from j and add an edge
i (π)-th smallest element of U . Remove the half edge from j ′ and add an edge (j for π = {1, 6}{2, 4, 5}{3}.
For example, see Figure 3 . Using the same argument as in [5] , we can prove that ϕ k is an involution and satisfies
Thus we have the following.
Theorem 2.1. Let k be a nonnegative integer. Then
π∈Πn x dcr k (π) y dne k (π) = π∈Πn x dne k (π) y dcr k (π) .
Motzkin paths and Charlier diagrams
In this section, we recall a bijection between partitions and Charlier diagrams [4, 5] .
A step is a pair (p, q) of points p, q ∈ Z × Z. The height of a step (p, q) is the second component of p, i.e, if p = (a, b) then the height of the step (p, q) is b. A step (p, q) is called an up (resp. down, horizontal) step if the component-wise difference q − p is (1, 1) (resp. (1, −1), (1, 0) ). A path of length n is a sequence (p 0 , p 1 , p 2 , . . . , p n ) of n + 1 points in Z × Z. The i-th step of a path (p 0 , p 1 , p 2 , . . . , p n ) is (p i−1 , p i ). A nonnegative path of length n is a path from (0, 0) to (n, 0), which never goes below the x-axis. A Motzkin path of length n is a nonnegative path of length n consisting of up steps, down steps and horizontal steps. A Charlier diagram of length n is a pair (M, e) where M = (p 0 , p 1 , . . . , p n ) is a Motzkin path of length n and e = (e 1 , e 2 , . . . , e n ) is a sequence of integers such that 1. if the i-th step is an up step then e i = 0, We will identify a Charlier diagram (M, e) with the sequence (s 1 , s 2 , . . . , s n ) of labeled letters in 
if the i-th
step is a down step of height h then 1 ≤ e i ≤ h, 3. if the i-th step is a horizontal step of height h then 0 ≤ e i ≤ h.{U, D 1 , D 2 , . . . , H 0 , H 1 , H 2 , . . .} such that s i = U (resp. s i = D ei , s i = H ei )if the i-th step of M is an up (resp. down, horizontal) step. Let π be a partition of [n]. Recall that in the previous section, if i is a closer or transient, then γ (1) i (π) is the integer r such that i is connected to the r-th largest integer in T (1) i−1 (π). The corresponding Charlier diagram Ch(π) = (s 1 , s 2 , . . . , s n ) is defined as follows: 1. if i is an opener in π then s i = U , 2. if i is a closer in π and γ
k-distant noncrossing matchings
In this section we will find the number of k-distant noncrossing matchings for k = 0, 1, 2 and 3. Note that since there is no matching of [2n + 1] we have N CM k (2n + 1) = 0 for all n and k. Thus we will only consider N CM k (2n).
0-and 1-distant noncrossing matchings
Since matchings have no transient vertices, being 0-distant crossing is equivalent to being 1-distant crossing.
We can easily see that a matching π is 1-distant noncrossing if and only if Ch(π) consists of U and D 1 . Thus a 1-distant noncrossing matching corresponds to a Dyck path.
Theorem 4.1. We have
N CM 0 (2n) = N CM 1 (2n) = C n = 1 n + 1 2n n .
2-distant noncrossing matchings
Let π be a 2-distant noncrossing matching. Then Ch(π) consists of U, D 1 , and D 2 . By definition of Ch(π), D 2 is of height at least 2. Moreover, since π has no 2-distant crossing, D 2 must immediately follow U . Thus we can consider Ch(π) as a nonnegative path consisting of the three steps U = (1, 1), D 1 = (1, −1) and U D 2 = (2, 0) such that U D 2 never touches the x-axis. This is exactly the definition of a little Schröder path, see [13] . Thus we get the following theorem.
Theorem 4.2. We have
where s n is the little Schröder number (A001003).
3-distant noncrossing matchings
Let π be a 3-distant noncrossing matching. One can check that Ch(π) consists of U , D 1 , D 2 , and D 3 satisfying the following.
1. D ℓ is of height at least ℓ for ℓ = 1, 2, 3.
2. D 3 can only occur after two consecutive U , and 3. D 2 can only occur after U or after either D 2 or D 3 which follows U .
Thus we can consider Ch(π) as a nonnegative path consisting of the 6 steps U ,
such that the last four steps must be above the line y = 1. Let g(n) be the number of nonnegative paths of length n consisting of U,
Decomposing nonnegative paths, we get that
Now we get the generating function for N CM 3 (2n).
Theorem 4.3. We have
5 k-distant noncrossing partitions
0-distant noncrossing partitions
Let π be a 0-distant noncrossing partition. Then Ch(π) consists of U, D 1 , H 0 . Thus Ch(π) is a Motzkin path.
Theorem 5.1. The number of 0-distant noncrossing partitions of [n] is equal to the number of Motzkin paths of length [n] (A001006).

1-distant noncrossing partitions
Let π be a 1-distant noncrossing partition. Then π is a usual noncrossing partition. It is well known that the number of noncrossing partitions of [n] is the Catalan number C n .
Theorem 5.2.
We have N CP 1 (n) = C n .
2-distant noncrossing partitions
Let π be a 2-distant noncrossing partition. Thus we can consider Ch(π) as a nonnegative path with the following steps:
where k is a nonnegative integer and H k 2 means k consecutive H 2 steps. Let a(n) (resp. b(n)) denote the number of nonnegative paths of length n consisting of the above steps such that D ℓ and H ℓ is of height at least ℓ − 2 (resp. at least ℓ − 1). In fact, the height condition is unnecessary for a(n) since every step is of height at least 0. Let
n≥0 a(n)x n , and B(x) = n≥0 b(n)x n . Note that the steps which increase the y-coordinate by 1 are
the steps which do not change the y-coordinate are
and the steps which decrease the y-coordinate by 1 are
Thus, by decomposing nonnegative paths, we get
Solving these equations, we get the following theorem.
This sequence is A007317. Mansour and Severini [9] proved that the generating function for the number of 12312-avoiding partitions is equal to that in 5.3. Thus the number of 2-distant noncrossing partitions of [n] is equal to the number of 12312-avoiding partitions of [n]. Yan [16] found a bijection from 12312-avoiding partitions of [n] to UH-free Schröder paths of length 2n − 2. Composing several bijections including Yan's bijection, Kim [7] found a bijection between 2-distant noncrossing partitions and 12312-avoiding partitions.
Orthogonal polynomials
Given a sequence {µ n } n≥0 , one may try to define a sequence of polynomials {P n (x)} n≥0 that are orthogonal with respect to {µ n }; that is, if we define a measure with µ n = x n dµ, then
whenever n = m. These polynomials must satisfy a three-term recurrence relation of the form
with P 0 (x) = 1 and P 1 (x) = x − b 0 . Viennot showed [14, 15] that for any sequence {µ n }-which are called the moments-one can interpret the moment µ n as the generating function for weighted Motzkin paths of length n in which up steps have weight 1, horizontal steps of height k have weight b k , and down steps of height k have weight λ k ; then the polynomials in (1) will be orthogonal with respect to {µ n } n≥0 . Many classical combinatorial sequences have been interpreted as the moment sequences for a set of orthogonal polynomials, and the corresponding orthogonality relation proved with a sign-reversing involution. In particular, it is known that:
• If µ 2n+1 = 0 and µ 2n = C n , the Catalan number, then b n = 0 and λ n = 1; the corresponding polynomials are Chebyshev polynomials of the second kind [2] , which may be defined by
with U 0 (x) = 1 and U 1 (x) = x. These moments are N CM 0 (n).
• If µ 2n+1 = 0 and µ 2n = (2n − 1)!!, then b n = 0 and λ n = n; the corresponding polynomials are Hermite polynomials [14] . These moments are N CM ∞ (n).
• If µ n = M n , the n-th Motzkin number, then b n = 1, λ n = 1; the corresponding polynomials are shifted Chebyshev polynomials of the second kind: U n (x−1). See [3, section 4.1]. These moments are N CP 0 (n).
• If µ n = B n , the number of partitions of [n], then b n = n + 1 and λ n = n; the corresponding polynomials are Charlier polynomials (with a = 1) [14] . These moments are N CP ∞ (n).
With these observations, it is natural to try to use, say, N CM k (n) as a sequence of moments. Letting k go from 0 to infinity would then allow us to interpolate between Chebyshev polynomials and Hermite polynomials; using N CP k (n) would give the corresponding interpolation between shifted Chebyshev and Charlier polynomials.
If we use N CM 2 (n) for the moments, then we have b n = 0, λ 2n+1 = 1, and λ 2n = 2. This follows from the work of Kim and Zeng [6] : use U n (x, 2) in their paper. In their paper, they derive formulas for the moments of U n (x, 2) which are the same as known formulas for N CM 2 (n), which are the little Schröder numbers.
If we attempt to do the same with N CM 3 (n), we get stuck: since N CM 3 (2n + 1) = 0, we know that b n = 0, but the λ n sequence starts with 
Not only are some λ n 's fractions, but some are negative, which means prospects for polynomials with nice combinatorics are dim. Let us try the same line of attack with k-distant noncrossing partitions. Using N CP 1 (n)-Catalan numbers-for a set of moments, we get a shifted version of Chebyshev polynomials of the second kind: b 0 = 1, all other b n = 2, and all λ n = 1. These polynomials can be written U n (x − 2), with slightly different initial conditions: U 0 (x) = 1 and U 1 (x) = x − 1. The easiest way to see why these recurrence coefficients and initial conditions are orthogonal with respect to the Catalan numbers is with a bijection between Motzkin paths of length n with the above weighting and Dyck paths of length 2n: take each up step U and make it U U , take each down step D and make it DD, and take each horizontal step H and make it either U D or DU -except for the horizontal step at height zero, which can only be made into U D. This process turns a weighted Motzkin path of length n into a Dyck path of length 2n and is easily shown to be a bijection.
When using N CP 2 (n) and N CP 3 (n) as the moments, we again get some fractional coefficients, but they seem much nicer. We have computed the following with Maple: if µ n = N CP 2 (n) then
, . . . and
, . . . ; if µ n = N CP 3 (n) then {b n } n≥0 = {1, 2, 3, 3, 3, . . .} and {λ n } n≥1 = {1, 2, 2, 2, 2, . . .} .
The first case is very interesting. The sequences of denominators of b n 's and λ n 's appear in A064170 and A081068 respectively. Based on the above evidence, we make the following conjectures. and λ n = 1 + 1 (F 2n−3 ) 2 , where F n is the n-th Fibonacci number, i.e., F n+1 = F n + F n−1 and F 1 = F 2 = 1. Conjecture 6.2. If µ n = N CP 3 (n) then b 0 = 1, b 1 = 2, b 2 = 3, λ 1 = 1, λ 2 = 2, and, for n ≥ 3, b n = 3 and λ n = 2.
7 k-distant r-crossing Chen et al. [1] considered a different kind of crossing number. Our definition of k-distant crossing can be applied to their definition.
Let k ≥ 0 and r ≥ 2 be integers. A k-distant r-crossing is a set of r edges (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i r , j r ) such that i 1 < i 2 < · · · < i r ≤ j 1 < j 2 < · · · < j r and j 1 − i r ≥ k. Similarly, a k-distant r-nesting is a set of r edges (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i r , j r ) such that i 1 < i 2 < · · · < i r ≤ j r < j r−1 < · · · < j 1 and j r − i r ≥ k. In [1] , they defined an r-crossing and an enhanced r-crossing, which are a 1-distant r-crossing and a 0-distant r-crossing respectively.
Let DCR k (π) (resp. DNE k (π)) be the maximal r such that π has a k-distant r-crossing (resp. kdistant r-nesting). Let f n,S,T (k; i, j) denote the number of partitions π of [n] such that DCR k (π) = i, DNE k (π) = j, O(π) = S and C(π) = T . Chen et al. [1] proved that f n,S,T (k; i, j) = f n,S,T (k; j, i) for k = 0, 1. Krattenthaler [8] extended this result using growth diagrams. Using Krattenthaler's growth diagram method, we can get the following theorem.
Theorem 7.1. Let n ≥ 1 and k ≥ 0 be integers. Then f n,S,T (k; i, j) = f n,S,T (k; j, i).
