INTRODUCTION
The unmixed gamma distribution has been used extensively in fitting precipitation data. After the author [l] proposed a mixed distribution for precipitation series where zeros occur this distribution also began to be widely employed. Since it is often necessary to add precipitation, i.e. June plus July, for example, it is a great convenience to be able to accomplish this analytically and so avoid tabulating and fitting the summed series. The approximate convolution of two unmixed precipitation distributions was first given in [2] . Since then the approximation has been tested many times and extended to the sum of any number of variates. More recently, an approximate convolution of the mixed gamma distribution has been developed. Both approximations are discussed here.
THE GAMMA DISTRIBUTION
The gamma probability density function is
The requirements for the convolution of several gamma distributions are that the variates be independent and have the same scale. Hence, the sum of several independent gamma variates with scale 0 and shapes yl, and yZ, . . . yf, . . . y n each having the distributionf(xf; 8, yf) have the distribution of the sumf C x f ; P , C y f . Thus, the gamma distribution is one of a special family of distributions which repeats itself in convolution. Unfortunately, these stringent conditions are not often met exactly in climatological series. The great advantage of being able to form convolutions, however, makes any approximate method very useful.
The first three moment's of the gamma distribution will be needed. These are given by the following equations for the first three moments 
and ut= p y ,
From (3) and (4) it follows that the skewness statistic is &=2Isg.
(5)
This will be employed in assessing the accuracy of the approximations of the distribution statistics.
Since the shape parameters add in convolution of gamma distributions, and the mean z is also a sufficient estimator of p it seemed natural to sum the shape statistics and determine the scale statistic from the summed mean. This gives the following two formulas for g estimating y and b estimating 8:
and Birmingham, Ala., and Columbia, Mo., were chosen at random for application of formulas (6) and (7). The results are shown in table 1, the estimated values and the approximated values being obtained by fitting the summed series and the components of the approximated values by maximum likelihood. The approximations for g appear to be somewhat divergent; however, b and g are negatively correlated and, therefore, tend to compensate each other. I n nonreal time prediction it is the quantiles which are of main interest. The 0.10 and 0.90 quantiles are often of practical use there and can be readily obtained from the tables of [4] . These are compared in table 2. The approximations here are quite acceptable being well within the sampling errors.
The gamma distribution approaches the normal distribution as y becomes large. Although this approach is mathematically slow it is practically fast enough so 6, or in effect / 3 is unity, and by equations (2) and ( These values compare with 0.10 and 0.90 on the gamma dist.ribution. Thus, the normal approximation is only off 0.015 probability a t t,he 0.10 quantile and 0.008 a t the 0.90 quantile for a 3-1110. total precipitation series.
A similar check may be made more quickly using the F(x) is the gamma distribution function or integral from zero to x of equation ( l ) , p is the probability of zero precipitation, and p= 1 -p. The formal convolution of this distribution is complicated and not useful in applications. Later work produced an alternative theoretical model but it is not practical because of difficulties in estimating the parameters. However, the distribution (9) has been employed extensively with good results possibly because of the good estimate p usually provides; hence, some approximate convolution should be very useful.
It is clearly seen that the convolution of (9) would entail products in which p would become smaller as it should since the longer the time period of the variate the less is the probability of a zero. It was, therefore, observed that the convolution of mixed distributions could be put in the form
G ( Z ) = q + p F b ) (9)
where F = x i is not a gamma distribution but is only closely approximated by one and hence the shape parameters do not add. It was found, however, that convolution could be accomplished by summing the variances of the individual distributions which are known from equation (3) and the zero probability p to obtain the variance of the sum taking advantage of the fact that the correlation between precipitation events is usually very low and, therefore, there is no appreciable covariance.
The development is most easily carried out for two distributions and then is easily extended to many distri- 14) (15) and (16) The general principle t o be followed is to add the variances of the mixed variates to obtain the variance of the mixed convolved variate. Then remove the effect of the zeros to obtain the variance of the approximated gamma variate and add the probability of zeros in the convolved variate to obtain the final mixed distribution. It was found t o be more simple to first accomplish this for two variates after which it is easily extended to any number of variates. Using equations (13) and (14) This agreement may be evaluated using confidence intervals on the estimated 0.10 and 0.90 probabilities of table 3. The 0.90 confidence intervals (binomial) are appropriate for meteorological work, and these may be found in Dixon and Massey [6] for the 0.10 and 0.90 probabilities and converted to t by interpolation in the inverse tables of [4] and multiplying by the scale b. Of the 32 values tested only two fell slightly out of the confidence intervals. With the 0.90 interval three could have been expected to fall out. The departures of the approximation from the parameter estimates may therefore be considered to be random.
