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Anotace
Tato práce pojednává o IPTV (Internet Protocol Television) systému televizního vysílání, o
mo?nostech vysílání multimediálního obsahu skrze po?íta?ové sít? a mo?nosti p?enosu
signalizace. Rovn?? popisuje v?echny nezbytné prvky, metody a procesy pou?ívané IPTV
technologií.
První ?ást se zam??uje na celkový pohled na IPTV a popis pou?ívané terminologie, dále
pak na základní informace o klasickém televizním vysílání, znázor?uje a vysv?tluje rozdíly
oproti IPTV a rovn?? popisuje výhody a nevýhody tohoto typu vysílání. Tato ?ást rovn??
ukazuje, pro? má tato technologie zá?ivou budoucnost.
Následující ?ásti popisují vývoj IPTV od jeho návrhu a? po realizaci a je zde znázorn?no
skute?né za?len?ní multimediálního vysílání do ADSL (Asymmetric Digital Subscriber Line)
prost?edí a popsány v?echny d?le?ité prvky sít? jako je Head-End, ADSL, DSLAM (Digital
Subscriber Line Access Multiplexer) a mo?nosti p?enosu dat. Dále pak stru?ný popis
pou?ívaných technik komprese p?ená?ených dat (MPEG-2 a MPEG-4) a mo?nosti vlastního
??enosu jako je broadcast, unicast a multicast. Jist? zajímavým údajem je nezbytná ???ka
pásma a po?adavky na kvalitu p?enosu.
 Nedílnou sou?ástí je vlastní realizace aplikací v programovacím jazyce C++ pro vysílání
a p?íjem paket? pomocí protokolu UDP (User Datagram Protocol) . Tyto aplikace mají za úkol
vytí?it hlavní server, kde se provádí m??ení ztrátovosti paket? a vytí?ení procesoru. Výstupem
je tabulka nam??ených hodnot pro dané velikosti paket? a pro dané intervaly mezi jejich
vysíláním. Smyslem tohoto m??ení je nalézt hodnotu maximálního mno?ství po?íta?ových
stanic, které je sumariza?ní server schopen zpracovat.
 Posední ?ástí je realizace dvojice aplikací v jazyce JAVA, které mají za úkol zji??ovat
informace o koncových uzlech sít?. Oba algoritmy jsou provedeny dvojicí vláken ke zvý?ení
dynami?nosti a rychlosti získávání daných informací. Klientská strana na jednom z vláken
provozuje náhodné generátory, které budou pozd?ji nahrazeny reálnými algoritmy pro
získávání skute?ných hodnot.
Klí?ová slova
Sumarizace, Hierarchie, IPTV, Monitorování, Tree Transmission Protocol
2Abstract
This paper deals with IPTV (Internet Protocol Television) transmission of feedback and is
showing options and ways of construction, problems and optimalization of signalization
protocol.
In the beginning are described IPTV and technology terms that this technology uses.
Here can be found information about classical TV (Television) transmitting and comparing
with IPTV technology, the advantages and disadvantaged of IPTV and answers why this
solution has future.
Next parts are about history of IPTV and real use over ADSL (Asymmetric Digital
Subscriber Line) in present. Here are explained all the necessary units like Head-End,
feedback target, root feedback target, ADSL, DSLAM (Digital Subscriber Line Access
Multiplexer) and methods of data stream transmission. Also here are described the
techniques of video stream compression (MPEG-2 and MPEG-4) and all options of data
transmission as broadcast, unicast and multicast. Important part is about transmission speed
and needs.
 The realization also contains applications, written in the C++ language, for
transmitting and receiving packets by UDP (User Datagram Protocol) protocol. The task of
these applications is to load the main server, where the measurement of packet loss and CPU
(Central Processing Unit) load takes place. The result is a table of measured values for
specified packet sizes and for specified time intervals between them. The meaning of this
measuring is to find the maximal number of computer nodes, which the feedback target is
able to proceed.
 Last part is about realization of 2 applications in JAVA language, which get the
information about end-nodes. Both algorithms are using 2 threads to increase speed of
getting the information. The client has few random generators within one thread, which will
be later replaced by special algorithms for getting real values.
Keywords
Summarization, Hierarchical, IPTV, Monitoring, Tree Transmission Protocol
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5Seznam pou?itých zkratek a symbol?
Zkratka Anglický název ?eský název nebo ekvivalent
ADSL Asymmetric Digital Subscriber Line
BER Bit Error Rate Pom?r chybných bit?
CPU Central Processing Unit Centrální Procesorová Jednotka
DSL Digital Subscriber Line
DSLAM Digital Subscriber Line Access Multiplexer
EPG Electronic Program Guide Elektronický programový pr?vodce
FT  Feedback Target Sumariza?ní server
HD High Definition Vysoké rozli?ení
HTTP Hypertext Transfer Protocol
IPSTB  Internet Protocol Set Top Box ??ijíma? Multimed. Internetového Signálu
IPTV Internet Protocol Television Televize p?es internetový protocol
MPEG  Moving Picture Experts Group
PES Packetized Elementary Stream
Pu Celkový po?et uzl?
RFT  Root Feedback Target Hlavní server
RTCP Real Time Control Protocol
RTP Real Time Protocol
SLA Service Level Agrrement
STB Set Top Box ??ijíma? multimediálního signálu
TCP Transport Control Protocol
TDBP  Time Diference Between packets  ?asový rozdíl mezi pakety
TTP  Tree Transmission Protocol Stromový P?enosový Protokol
TV Television Televize
UDP User Datagram Protocol
Ur Reálný po?et aktivních uzl?
VoD Video on Demand Video na Po?ádání
Zp Po?adované zpo???ní mezi pakety
Zz Zm??ené zpo???ní mezi pakety
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Úvod
IPTV je ve své podstat? p?enos klasického TV signálu skrze po?íta?ovou sí?, pomocí
technologie IP protokolu. Klasický analogový signál musí být digitalizován a s pou?itím
speciálních technik je tento odeslán k p?ijíma?i. Základním rozdílem mezi klasickým a IPTV
vysíláním je mno?ství mo?ných kanál?, které koncoví u?ivatelé mohou sledovat ve stejný ?as.
Ov?em IPTV nabízí plnou u?ivatelskou interaktivitu [13], [10]. Obrázek 1 ukazuje typické
??esm?rové vysílání (broadcast) klasického TV signálu. Je z?ejmé, ?e touto metodou jsou
doru?eny v?echny vysílané kanály v?em potenciálním p?íjemc?m ve stejný ?as, který si
pomocí svého p?ijíma?e vybere ten, který chce sledovat.
Obrázek 1: Klasické TV vysílání
 Tato metoda je ?ist? jednosm?rná, tak?e vysíla? nemá informace o po?tu aktivních
??ijíma??, práv? sledovaných kanálech a ?ase jak dlouho je daný kanál sledován. Z tohoto
??vodu provádí jednotlivý poskytovatelé náro?né pr?zkumy, které na základ? velkého po?tu
respondent? poskytují nep?íli? p?esné informace. Ov?em výhodou tohoto typu vysílání
je obrovský po?et u?ivatel?, kte?í mohou sledovat v?echny vysílané kanály.
 Ji? zmi?ovanou nevýhodou je skute?nost, ?e ka?dý koncový u?ivatel dostane stejný
multimediální obsah. Tento obsah nem??e být selektivn? m???n, nap?. podle v?ku
koncových u?ivatel?. V sou?asné dob? je nedostatek interaktivity nahrazován nap?.
Internetovým p?ipojením, kde si u?ivatel m??e koupit kanály (programy), které jsou normáln?
uzam?ené, av?ak jsou vysílány v?em [13].
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Práv? IPTV ???í v?echny problémy se zp?tnou vazbou koncového u?ivatele, s ohledem na
obousm?rný zp?sob komunikace [1],[5],[7]. Poskytovatel rovn?? m??e identifikovat p?ijíma?
a sledovat jeho aktivitu jako diváka. Tato zji???ní slou?í hlavn? k lep?ímu cílení reklamního
vysílání a to nejen podle obsahu, ale i podle ?asu. Nap?. v ?ase kolem 17 hodiny bude vysílána
reklama zam??ená na diváky ni??ího v?ku, kolem 20 hodiny ji? na diváky st?edního v?ku.
 Dal?ím rozdílem, který je ov?em velkou nevýhodou je schopnost odeslat jen jeden
nebo jen málo kanál? k p?ijíma?i sou?asn?. To je zp?sobeno malou p?enosovou kapacitou
Internetového nebo sí?ového prost?edí. Z toho plyne, pokud u?ivatel má více jak jeden IPTV
??ijíma?, co? je b??né, ???ka pásma jeho p?ipojení musí vzr?st násobn? s mno?stvím zvolených
kanál?. Tato skute?nost je ?áste???????ena výb?rem televizních kanál? v po?íta?ové síti mezi
??ístupovou a páte?ní sítí, proto?e páte?ní sí? má dostate?nou kapacitu na p?enos velkého
mno?ství multimediálních kanál?. P?ístupová vrstva pouze p?ená?í kanály, které si koncový
??ivatel zvolil. Je z?ejmé, ?e s rostoucím mno?stvím koncovým u?ivatel? bude i tato kapacita
nedostate?ná, z tohoto d?vodu rozvoj IPTV závisí na technologickém r?stu ADSL, ADSL2+
nebo optickým technologií za ú?elem zvý?ení ???ky pásma p?ístupové sít? [19].
 Dal?í nevýhodou je zpo???ní mezi p?epínáním kanál?. To je zp?sobeno faktem, ?e
vysíla? posílá jen ty kanály, o které je zrovna v této ?ásti sít? zájem. V p?ípad?, ?e u?ivatel
zm?ní na jiný, vysíla? musí být informován o tomto po?inu a za?ít vysílat dal?í kanál. Na toto
zpo???ní má vliv i velikost vyrovnávací pam?ti p?ijíma?e u?ivatele, její? velikost zále?í na
stabilit?????ky poskytovaného pásma a kvalit? sít?. ?ím v???í je tato pam??, tím déle trvá její
napln?ní multimediálními daty. Z m??ení p?ímo v reálných situacích vyplývá, ?e tento ?as je
mezi 1 a? 5 vte?inami [10],[19].
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1. Systém IPTV
Obrázek 2: Topologie IPTV p?enosu pomocí ADSL
Obrázek 2 vý?e ukazuje topologii IPTV v p?ístupovém prost?edí skrze ADSL. V?echny prvky
jsou popsány ní?e.
??ijíma? klasického TV vysílání
Jde o b??ný analogový nebo digitální televizní, satelitní ?i rádiový p?ijíma?.
Head-end
Head-end kóduje signál na digitální video formu MPEG-2 nebo MPEG-4 na jeho? výstupu je
datový tok typu multicast, kde ka?dý kanál je representován svou unikátní adresou. Tato
jednotka omezuje celkovou ???ku pásma (v?ech kanál?) tak, aby ochránila páte?ní sí? p?ed
??etí?ením. Výstupní ?ást této jednotky p?ená?í pouze ty kanály, o které mají u?ivatelé zájem
nebo ty, které poskytovatel práv? nabízí [18].
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Video servery (VoD)
Jde o sestavu po?íta?ových uzl? které representují datové úlo????? velkého po?tu
multimediálních kanál? jako jsou filmy a hudba. Kone?ný u?ivatel IPTV si m??e vybrat
v kterémkoliv ?ase co chce sledovat a jeho volba bude representována p?ímo do jeho
??ijíma?e. Z pohledu u?ivatele je ovládání stejné jako práce s DVD p?ehráva?em, je mo?né
film zastavit, p?eto?it ?i p?ehrát znovu [15].
DSLAM a ADSL modem
Tyto jednotky p?ístupové sít? a jejich místo v topologii zále?í na technologii poskytovatele.
Tento model zahrnuje zp?sob p?ipojení pomocí ADSL, ale je mo?né i p?ipojení pomocí jiných
technologií (Ethernet, Optická vklákna) [18].
IPSTB
Internet Protocol Set Top Box je za?ízení schopné zpracovat kanál typu multicast, ve formátu
MPEG-2 (MPEG-4) a representovat jej do klasického TV signálu. Celé ???ení je zalo?eno na
vlastních protokolech výrobce. N?které za?ízení jsou schopné zpracovat jak klasický TV signál
tak IPTV a reprezentovat je spole??? na obrazovku [19].
TV p?ijíma?
Klasická televize, která je schopna zobrazovat signál p?ená?ený z IPSTB.
Rozd?lování kanál? je provád?no na posledním mo?ném míst? v topologii, b???? mezi
??ístupovou a páte?ní vrstvou viz Obrázek 2, rozd?lení nap??? DSLAM za?ízeními.
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2. Mo?nosti a slu?by IPTV
IPTV nabízí pokro?ilé mo?nosti a slu?by jakou jsou televize kdekoliv, celosv?tové televizní
kanály, osobní kanály, cílená reklama, elektronický programový pr?vodce, televize na
po?ádání, video na po?ádání a zobrazení po zaplacení [13], [19].
Televize kdekoliv je mo?nost sledovat v?echny programy na kterémkoliv míst? na sv???.
Obvykle daný poskytovatel nabízí p?enos televizních kanál?, typu multicast, skrze jeho vlastní
podsí?, ale technologie IPTV ve spojení s vhodným ???ením signalizace je schopná nabídnout
?irokopásmový p?enos i na jiné místo v Internetu. Signalizace m??e být vyu?ita k sestavení
nejlep?í p?enosové cesty mezi poskytovatelem a kone?ným p?íjemcem.
Cílená reklama je nejvíce zajímavá vlastnost z pohledu poskytovatele. Pou?ívá se k doru?ení
mediálního obsahu na specifický p?ijíma? podle adresy koncového u?ivatele. Pou?ívání cílené
reklamy umo??uje rychlé a p?ímé m??ení efektivnosti reklamních kampaní.
Elektronický programový pr?vodce (známý jako EPG), je seznam program?, které jsou nebo
budou vysílány. V duchu u?ivatelské interaktivity, u?ivatel je schopen vyhledat nejlep?í
programy, nebo si vytvo?it seznam jeho oblíbených program?.
Video na po?ádání (VoD) je slu?ba kde si koncový u?ivatel m??e zvolit film ?i skladbu podle
databáze poskytovatele, který bude p?ehrán jakmile u?ivatel bude chtít. Film m??e být
zastaven, p?eto?en, zrychlen… Tato technologie pou?ívá k p?enosu multimediálních dat
technologii typu unicast.
Zobrazení po zaplacení (PPV) je systém pomocí kterého si diváci mohou koupit po?ady, které
cht?jí mít zobrazeny na jejich p?ijíma?i. Platí tak za soukromý multimediální p?íjem. Shodný
obsah je zobrazován v?em ú?astník?m, kte?í si po?ad zaplatili. Ke koupi m??e slou?it zmín?ný
seznam program? (EPG), automatický telefonní systém, p?ímé zavolání do telefonního centra
poskytovatele nebo pou?ití sít? Internet. S ohledem na fungující ?pan?lskou IPTV sí?, v???ina
objednavatel? po?ad? sleduje ?ivé vysílání jejich oblíbeného fotbalového mu?stva.
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3. Historie a vývoj IPTV
1994 - ABC's World News Now byla prvním televizním po?adem p?ená?eným p?es Internet.
1995 – Termín IPTV se poprvé objevil p?i zalo?ení Percept Software Jidithem Estrinem a
Billem Carrioem. Spole?nost navrhla a vytvo?ila aplikaci pojmenovanou IP/TV, která byla
první aplikací kompatibilní jak s Windows tak s UNIX systémy, schopná p?epravit
multimediální datový tok, o nízké a? vysoké kvalit?, pomocí p?enosu typu unicast ?i
multicast.
1998 – Spole?nost Cisco získala Percept Software a s tím i obchodní zna?ku IP/TV. V tém?e
roce spole?nost AudioNet spustila první nep?eru?ovaný ?ivý p?enos, následována spole?ností
KCTU-LP.
1999 – Kingston Communications, regionální telekomunika?ní operátor v Anglii, spustil KIT
(Kingston Interactive Television), co? byla IPTV vyu?ívající DSL ?irokopásmové p?ipojení.
2001 – Tentý? operátor doplnil do své nabídky VoD slu?by. Kingston byla jedna z prvních
spole?ností na sv???, která p?edvedla IPTV a VoD vysílání skrze ADSL. D?íve byla tato
mo?nost p?enosu zna??? omezena, kv?li malé ???ce pásma této technologie.
2005 – IPTV zaznamenala skute??? velký rozmach v domácnostech, rychlost tohoto postupu
je krom? marketingu také dána rychlostí rozvoje ?irokopásmových p?ipojení koncových
??ivatel?. K tomuto roku se odhaduje 200 milion? divák? vyu?ívajících IPTV technologii.
2010 – O?ekává se navý?ení po?tu domácích divák? IPTV na 400 milion?.
Je d?le?ité zd?raznit, ?e historicky zde bylo velmi mnoho variací definicí IPTV, nap?.
jednoduché multimediální toky skrze IP sít? [2],[6],[10],[14].
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4. Kodeky pou?ívané pro p?enos multimediálního obsahu
Video obsah je typicky komprimován pomocí MPEG-2 nebo MPEG-4 kodekem a po té je jako
MPEG datový tok odeslán ke svému p?íjemci pomocí technologie typu unicast nebo
multicast. Nejnov???í vydaný kodek H.264 (MPEG-4) je navr?en jako náhrada za starý
MPEG-2 [2] a? [6].
4.1. MPEG-2
MPEG-2 kodek podporuje ?iroké spektrum aplikací od mobilních a? po vysoce kvalitní HD
(High Definition) videa. Pro mnoho aplikací je nereálné ?i p?íli? nákladné podporovat celý
standard, proto MPEG-2 definuje profily a úrovn?, které dovolují aplikacím pou?ívat pouze
??které jeho ?ásti. Profily definují seznam schopností jako je kompresní algoritmus apod..
Úrove? definuje seznam kvantitativních mo?ností jako je maximální bitový tok, maximální
velikost rámce, atd.
MPEG-2 úrovn?
Název Po?et snímk? za vte?inu (Hz) Max. rozli?ení Max. bit. tok (Mb/s)
Nízký 23.9, 24, 25, 29.9, 30 352x288 4
Hlavní  23.9, 24, 25, 29.9, 30 720x576 15
Vysoký 1 23.9, 24, 25, 29.9, 30, 50, 59.94, 60 1440x1152 60
Vysoký 2 23.9, 24, 25, 29.9, 30, 50, 59.94, 60 1920x1152 80
Tabulka 1: Omezení MPEG-2, spadající pod ka?dou úrove?
4.2. MPEG-4
MPEG-4 je soubor metod definujících kompresi zvukového nebo obrazového signálu. Byl
poprvé p?edstaven v roce 1998, návrh zahrnoval i standardizaci skupin jak zvukového tak
obrazového formátu a související technologie.
 V???ina vlastností obsa?ená v MPEG-4 je ponechána jednotlivým vývojá??m, tak aby
se mohli kdykoliv rozhodnout, které z nich pou?ít. Tzn., ?e v praxi pravd?podobn? neexistuje
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kompletní implementace celého standardu MPEG-4. Tento standard, stejn? jako MPEG-2,
zahrnuje profily a úrovn?.
4.3. Princip MPEG p?enosu
Obrazový server generuje PES (Packetized Elementary Stream) paket, který obsahuje max.
65626 B (hlavi?ka má 9 B). Tento PES paket je rozd?len na MPEG datové toky, které jsou
tvo?eny 188 B dlouhými pakety (min. 4 B hlavi?ka). Datový tok je p?enesen skrze IP sí? ke
koncovému u?ivateli.
 Rámec typu Ethernet, který má maximáln? 1514 B m??e obsahovat 7 MPEG paket?,
dlouhých 188 B, datová ?ást má tedy 7 x 188 = 1316 B.
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5. Po?adavek na kvalitu spojení a ???ku pásma
Následující tabulky (Tabulka 2, Tabulka 3) ukazují po?adavky na realizaci IPTV p?enosu
pomocí technologie typu multicast nebo unicast [19].
Zpo???ní < 200ms
Rozptyl zpo???ní < 20ms
Doba p?epínání kanál? < 1,3s
??ipraven k p?enosu minuty
Tabulka 2: Po?adavky na kvalitu spojení
Parametry v tabulce (Tabulka 2) mohou mít vliv na zpo???ní mezi p?epínáním jednotlivých
kanál? a velikost vyrovnávací pam?ti, ale nem??e ovlivnit jistotu doru?ení multimediálního
datového toku, která závisí na stabilit? sít? a rychlosti p?ipojení koncového u?ivatele
(Tabulka 3).
Kvalita pro MPEG-2
Velmi nízká 56 kb/s
Normální 500 kb/s
TV kvalita 3800 kb/s
Vysoká kvalita 5000 – 15000 kb/s
Tabulka 3: P?enosové rychlosti MPEG-2
MPEG-4 kodek má 2x siln???í kompresní pom?r. M??e poskytnout stejnou kvalitu jako MPEG-
2 ov?em s p?ibli??? polovi?ním datovým tokem.
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6. Multicast a unicast
?esky tyto termíny m??eme popsat jako paralelní a sériové vysílání. Multicast je p?enos
jednoho signálu k v???ímu mno?ství p?íjemc? sou?asn?. Ka?dá odeslaná informace obsahuje
speciální adresu, pomocí které m??e velké mno?ství potenciálních p?ijíma?? v síti p?ijmout
stejný signál [12] a? [17].
Pou?ití p?enosu typu multicast je efektivní, proto?e ta sama informace je doru?ena
velkému po?tu p?íjemc? ve stejný ?as. Implementace systému tohoto typu je technologicky
slo?it???í ne? typu unicast, nap?. je t?eba ?ízení p?i p?idávání a odstra?ování ?len? ze skupin.
Tato metoda p?enosu musí být implementována do celé sít? mezi vysíla? a p?ijíma?.
Celé ???ení vy?aduje speciální za?ízení jako jsou nap?. sm?rova?e typu multicast a pro
koncové u?ivatele IPTV ?irokopásmové p?ipojení.
Tabulka 3 ukazuje, ?e sledování ka?dého kanálu vy?aduje p?ibli??? 5 Mb/s, pokud
tedy jeden u?ivatel má 2 IPTV p?ijíma?e bude pot?ebovat p?ipojení k poskytovateli o rychlosti
10 Mb/s [18]. S ohledem na nezávislý test rychlostí [16], pouze pr???rný japonský divák
???e p?ijímat vysoce kvalitní IPTV programy, viz Obrázek 3.
Obrázek 3: Pr???rné hodnoty p?ipojení koncových u?ivatel?
??enos typu unicast znamená doru?ení informací pouze k jednomu p?íjemci v síti. Pou?ití
tohoto zp?sobu p?enosu je neefektivní v p?ípad?, ?e mnoho u?ivatel? p?ijímá stejný datový
tok ve stejný ?as, proto?e ka?dý z nich musí mít vyhrazenu minimální úrove?????ky pásma.
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Z toho vyplívá, ?e s rostoucím po?tem koncových u?ivatel? násobn? poroste po?adavek na
celkovou ???ku pásma. Tato skute?nost vede k pou?ívání p?enosu typu unicast v prost?edí
IPTV pouze k nenáro?né signalizaci, nebo pro speciáln? zpoplatn?né slu?by jako nap?.
zmín?né VoD.
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7. Hierarchická sumarizace
Z d?vodu neustále rozvíjejícího se internetu, dochází k vytvá?ení velké nep?ehlednosti a
zvy?ování ?asové náro?nosti p?i hledání konkrétního dotazu. Z tohoto d?vodu jsou v poslední
dob? kladeny po?adavky na rychlej?í zpracování a sumarizaci obsahu. Byla vytvo?ena ?ada
technik, z nich? 2 nejd?le?it???í se nazývají shlukování a sumarizace.
 Shlukování je metodou umís?ování rozdílných objekt? do ur?itého mno?ství skupin,
co? se d?je na základ? podobnosti s obsahem informací v dané skupin?. Algoritmus musí být
správn? navr?en, tak aby nalezl a správn? umístil daný objekt, co? není mo?né v?dy
realizovat, proto ???ení shlukováním není p?íli? vhodné.
 Sumarizace je prezentace jen d?le?itých ?ástí daného obsahu ve zjednodu?ené
podob?. Proces zahrnuje 2 podstatné ?ásti, vyjmutí a odd?lení. Ka?dé vyjmuté ?ásti je
pomocí váhy ud?len koeficient, pomocí n?ho? i dal?ích je rozhodnuto do které oblasti daný
objekt pat?í (odd?lení).
 Vý?e zmín?ný postup je obecným vyjád?ením ???ení problému sumarizace. V tomto
projektu se ov?em pracuje výhradn? s ?ísly, tzn. je nevhodné pomocí vah ?i skupin
stanovovat význam jednotlivých hodnot, je tedy provád?n pr???r v?ech relevantních
hodnot systému.
 V p?ípad? velkého mno?ství uzl? (objekt?) by sumarizace jako taková ztrácela na
významu, proto?e by ve výsledku vznikla obrovská ?ada pr???rných hodnot. Proto je t?eba
vhodným algoritmem vytvo?it celý systém jak tyto hodnoty dále hierarchicky sumarizovat. V
ideálním p?ípad? bude na konci jen jedna informace obsahující sumu v?ech ostatních beze
ztrát.
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Obrázek 4: Zjednodu?ený model sumariza?ních IPTV ?len?
Obrázek 4 ukazuje sumarizaci pomocí signaliza?ního protokolu Tree Transmission Protocol
(TTP). Informace je sumarizována na prvním sumariza?ním serveru (Feedback Target, FT)
pomocí vhodné hierarchické metody. FT posílá sumarizované informace na jinou vrstvu FT
nebo p?ímo na mana?er p?enosu signalizace. Server pomocí TTP paketu dynamicky m?ní
celou topologii uspo?ádání FT na základ? získaných informací a musí být konfigurován tak,
aby uspo?ádání bylo úm?rné po?adavk?m sít? nebo poskytovatele.
 Tato stromová signaliza?ní technika m??e být pou?ita pro mnoho aplikací, které pro
svoji ?innost pou?ívají velké mno?ství koncových uzl?, které komunikují pouze s jedním
hlavním serverem. Mezilehlé sumariza?ní servery tedy ve své podstat? fungují jako ochrana
hlavního serveru p?ed p?etí?ením.
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8. ???ení p?enosu signalizace
V sou?asné dob? n?které spole?nosti nabízí pouze ?áste?né ???ení. Informace p?enesená ke
koncovému u?ivateli uchovává za?ízení DSLAM a v p?edem definovaných ?asových
intervalech je odesílá na hlavní server ke zpracování. Tento proces je ale zna??? neefektivní,
proto?e ?as odesílání informací od koncového u?ivatele k hlavnímu serveru je v ?ádu desítek
minut.
 Dal?í mo?ností je pou?ití adresy typu unicast k p?enosu signalizace na definovanou
adresu hlavního serveru v reálném ?ase. Toto ???ení je vhodné pouze pro malé sít?, proto?e
velké mno?ství komunikujících uzl? m??e p?etí?it hlavní server [5],[7]. Nejefektivn???ím
???ením, které se stále vyvíjí a tato práce o tom pojednává [5], je pou?ití cesty typu unicast
s hierarchickou agregací a s dynamickou zm?nou adres v?ech cílových sumariza?ních server?
v závislosti na fyzické poloze v síti (internet). ?ást celého ???ení této technologie zahrnuje i
vizualizaci závislostí, parametr? a uzl? p?i p?eprav? IPTV signálu.
8.1. Signalizace s vyu?itím TTP protokolu
V síti IPTV je signalizace, sm?rem k hlavnímu serveru (Root Feedback Target (RTF)) a zp?t,
??ená?ena pomocí FT (sumariza?ních server?), které zpracovávají data specifickou metodou.
Signalizace je p?ená?ena skrze dynamicky sestavovanou stromovou strukturu, a? na hlavní
server, ke zpracování. FT systém je rozd?len na n?kolik úrovní. Úrove? 0 obsahuje jen jeden
hlavni server. Dal?í úrovn? jsou za?len?ny do stromové topologie jak je mo?né vid?t na
následujícím obrázku (Obrázek 5).
 Mana?er p?enosu signalizace, vizualiza?ní server, monitorovací server a sumariza?ní
servery jsou jednotkami, které pou?ívají TTP protokol k p?enosu signaliza?ních dat. Tato
struktura se nazývá ?ízená. K ?ízení stromové struktury, mana?er p?enosu signalizace
pot?ebuje znát alespo? základní informace o ka?dém koncovém uzlu, jako nap?. jeho
fyzickou polohu v síti. K nalezení konkrétní pozice uzlu je vyu?it systém zalo?ený na
algoritmech jako je Vivaldi nebo Global Network Positioning. K p?edání t?chto informací je
sestrojen algoritmus, jen? je sou?ástí této práce.
 Obrázek 5 ní?e ukazuje v?echny jednotky a d?le?ité protokoly signaliza?ního systému
pou?ívajícího TTP protokol a hierarchickou agregaci.
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Obrázek 5: Struktura IPTV signaliza?ního systému
ISP
Internet Service Provider (Poskytovatel slu?eb) ?ídí celý systém pomocí IPTV mana?eru
obsahu. Poskytovatel m??e p?istoupit do systému a ?ídit ho jen skrze tuto jednotku.
IPTV mana?er obsahu
Je schopen ?ídit obsah IPTV p?enosu (filmy, reklamy, rádiové stanice atd.)
Mana?er p?enosu signalizace
Tato jednotka pou?ívá TTP protokol k dynamické koordinaci vazeb mezi v?emi FT a RFT
jednotkou. Rovn?? konfiguruje IPTV mana?er obsahu.
IPTV multimediální servery
Výstupem této jednotky je datový tok typu multicast, který je p?epraven do IPSTB jednotek
pomocí RTP protokolu.
RTP a RTCP
Real Time Protocol je pou?it pro datový tok typu multicast. Real Time Control Protocol je
pou?it, mimo jiné, k p?enosu signalizace koncového u?ivatele.
TTP
Signaliza?ní systém pou?ívá TTP protokol k vytvo?ení, zm??? a ?ízení celého systému.
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FT a RFT
Sumariza?ní servery (FT) shroma??ují, sumarizují a p?ená?í informace od koncových u?ivatel?
k hlavnímu serveru (RFT).
Monitorovací server
Tento uzel komunikuje s ka?dým uzlem systému (FT, koncový u?ivatel) a shroma??uje
informace o typu jejich spojení, aktuální rychlosti, zpo???ní apod..
Vizualiza?ní server
Je schopen v reálném ?ase zobrazovat polohu ka?dého koncového uzlu systému, ka?dý FT a
??echny relevantní informace o nich. P?íklad grafického výstupu vizualizace ukazuje
následující obrázek (Obrázek 6).
Obrázek 6: Výstup vizualizace
Oba zmín?né servery pou?ívají MYSQL databázi ke shroma??ování v?ech informací.
8.2. Monitorování poskytovatelem slu?eb
V sou?asnosti mají poskytovatelé jako sou?ást smluv se svými zákazníky tzv. SLA (Service
Level Agrrement) slou?ící k porovnávání skute?né kvality poskytovaných slu?eb se smluvn?
dohodnutými. SLA je formáln? vyjednaná dohoda mezi ob?ma stranami, obsahující
specifikaci poskytovaných slu?eb, priorit, odpov?dností a záruky. Nap?íklad by m?la
specifikovat úrovn? dostupnosti slu?by, výkon nebo dal?í sou?ásti jako je ú?tování ?i pokuty
v p?ípad? poru?ení SLA smlouvy.
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9. Testování vytí?ení a ztrátovosti paket? hlavního serveru
Tato ?ást práce obná?í vyu?ití realizovaných program? a skript? pro m??ení vytí?ení
procesoru hlavního serveru a ztrátovosti paket?. Celé ???ení je rozd?leno na n?kolik
nezávislých ?ástí viz Obrázek 7.
Obrázek 7: Rozmíst?ní jednotlivých program? v experimentální síti
9.1. Teoretická p?íprava realizace
9.1.1. Planetlab
PlanetLab je celosv?tová výzkumná sí?, která podporuje vývoj nových sí?ových slu?eb. Od
za?átku roku 2003 více ne? 1000 vývojá?? z nejlep?ích akademických a pr?myslových
výzkumných laborato?í vyu?ilo PlanetLab pro vývoj nových technologií z oblastí poskytování
prostoru, sí?ového mapování, peer-to-peer a databázových systém?. VUT v Brn? je ?lenem
výzkumného teamu pod zá?titou spole?nosti Cesnet.
Sí? aktuáln? obsahuje 840 uzl? ve 408 sítích (Obrázek 8). Z d?vod? velkého vytí?ení uzl?
ostatními vývojá?i je po?et aktivních dostupných uzl? p?ibli??? 400.
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Obrázek 8: Umíst?ní uzl? v síti Planetlab (p?evzato z „The Trustees of Princeton University“)
9.1.2. Popis protokolu RTCP
Protokol RTCP slou?í pro p?enos signalizace svázané s p?enosem multimédií. Tento protokol
také pracuje nad protokolem UDP (jiný protokol transportní vrstvy je v?ak také mo?ný).
Signalizace je p?ená?ena ve dvou typech paket?:
· Pakety nesoucí informace o zdroji dat (Sender Report, SR) ve sm?ru od zdroje
k p?ijíma?i
· Pakety nesoucí informace o p?íjemci dat (Receiver Report, RR) ve sm?ru od p?ijíma?e
ke zdroji.
??ená?eny jsou nap?íklad informace o po?tu zaslaných paket? (SR), ztrátovosti (RR), zpo???ní
(RR) atd. Dále tyto signaliza?ní informace slou?í k synchronizaci pomocí ?asových zna?ek a
identifikací ú?astník? spojení (emailová adresa, u?ivatelské jméno, atd.). Tato signalizace
???e být také poskytována dal?ím zájemc?m za ú?elem vyhodnocování aktuálního stavu sít?
(nap?. monitorovací aplikace).
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Obrázek 9: Za?len?ní protokolu RTP / RTCP do komunika?ního procesu
Struktura tohoto protokolu slou?ila k vytvo?ení experimentálního UDP paketu.
9.2. Vytvo?ený software pro ú?ely m??ení
9.2.1. Popis skript? napsaných v jazyce Bash
Jak je nastín?no vý?e, bylo nezbytné vytvo?it ?adu podp?rných skript? automatizující procesy
v prost?edí velkého mno?ství testovacích uzl?, tyto skripty jsou koncipovány pro opera?ní
systém Linux Fedora Core 4, jazyk Bash.
Skript „getip“
Struktura zadání p?íkazu: getip
Stru?ný popis funkce: Zji???ní IP adres server? PlanetLabu z DNS názv?
#!/bin/bash
   processline(){ // procházení souboru ?ádek po ?ádku
   line="$@"
}
FILE="DNS.txt" // na?ítat ze souboru DNS.txt
exec 3<&0
exec 0<$FILE
 while read line
do
      host $line | cut -d " " -f 4 >> adresy.txt  // export IP adres do souboru adresy.txt
echo $line
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    done
exec 0<&3
exit 0
Skript „aktivni“
Struktura zadání p?íkazu: aktivni po?et_IP_adres název_souboru
Stru?ný popis funkce: Zji??ování stavu programu „odesílatel“ v PlanetLabu.
#!/bin/bash
  processline(){ // procházení souboru ?ádek po ?ádku
  line="$@"
  }
I=0
POCET="999"            // maximální po?et procházených ?ádk?
FILE="adresy.txt            // soubor s IP adresami
if [ "$2" == "" ]; then // obsluha chybného vstupu
    echo "chybny pocet argumentu"
    exit 1
 else
POCET="$1" // pomocná prom?nná
FILE="$2"
  if [ ! -f $FILE ]; then // o?et?ení existence souboru
echo "$FILE : nenexistuje"
    exit 2
elif [ ! -r $FILE ]; then // o?et?ení ?itelnosti souboru
echo "$FILE : necitelny"
     exit 3
  fi
fi
exec 3<&0
exec 0<$FILE
while read line
 do
      if [ $I == $POCET ]; then // o?et?ení maximálního po?tu ?tených ?ádk?
echo "konec odesilani"
        exit 4
else
        ssh -f -l cesnet_vutbr1 $line ps -u cesnet_vutbr1 | grep sender // zobrazí proces sender
        let I=$I+1
echo "odesilam $I: $line"
fi
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done
exec 0<&3
exit 0
Ostatní skripty se ve své podstat? li?í jen odeslaným p?íkazem.
Skript „delete“
Struktura zadání p?íkazu: delete po?et_IP_adres název_souboru
Stru?ný popis funkce: Smazání programu „odesílatel“ ze sít? Planetlab
ssh -f -l cesnet_vutbr1 $line rm ./sender
Skript „kill“
Struktura zadání p?íkazu: kill po?et_IP_adres název_souboru
Stru?ný popis funkce: Ukon?ení procesu „odesílatel“ v Planetlabu
ssh -f -l cesnet_vutbr1 $line killall -r sender
Skript „odeslat“
Struktura zadání p?íkazu: odeslat po?et_IP_adres název_souboru
Stru?ný popis funkce: Odeslání programu „odesílatel“ do sít? Planetlab
if ping -c 1 -w 5 "$line" &>/dev/null ; then // test dostupnosti uzlu
scp ./sender cesnet_vutbr1@$line:./sender
fi
Skript „spustit“
Struktura zadání p?íkazu: spustit po?et_IP_adres název_souboru
Stru?ný popis funkce: Spou???ní procesu „odesílatel“ v síti Planetlab
ssh -f -l cesnet_vutbr1 $line ./sender
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Skript „testerip“
Struktura zadání p?íkazu: testerip po?et_IP_adres název_souboru
Stru?ný popis funkce: Otestuje zda je stanice dostupná, pokud ano zapí?e její IP do soboru
„online“, pokud ne zapí?e do souboru „death“
if ! ping -c 1 -w 3 "$line" &>/dev/null ; then
  let DEATH=$DEATH+1
echo "$line je death, celkem OFFLINE/ONLINE $DEATH/$ONLINE "
echo "$line" >> death
else
  let ONLINE=$ONLINE+1
echo "$line je online, celkem OFFLINE/ONLINE $DEATH/$ONLINE"
 echo "$line" >> online
fi
Skript „vypis“
Struktura zadání p?íkazu: vypis po?et_IP_adres název_souboru
Stru?ný popis funkce: Vypí?e seznam aktivních proces? v síti Planetlab
ssh -f -l cesnet_vutbr1 $line ls
Dále byla realizována celá ?ada dal?ích skript? automatizujících spou???ní lokálních
program?. Vzhledem k jejich triviálnosti a podobnosti s p?edchozími uvedenými skripty zde
nebudou podrobn? rozepsány.
9.3. Popis program? napsaných v jazyce C++
K vlastní realizaci program? pro posílání UDP paket? podle protokolu RTCP (z d?vodu
dynamické velikosti datové ?ásti zde nebude uvedena struktura tohoto paketu), ale i TCP
paket? byl pou?it programovací jazyk C++. ???ení obsahuje 4 nezávislé programy (Obrázek
7). Pro odesílání a p?ijímání paket? byly vyu?ity sokety.
 Z hlediska komplexnosti t?chto program? zde nebude uveden jejich celý zdrojový
kód, ale jen podstatné úseky.
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?ÍDÍCÍ ?LEN
Program na portu 9931 ode?le TCP paket na v?echny IP adresy uvedené v souboru
adresy.txt. Jednotlivé IP adresy jsou zadávány pomocí skriptu napsaném v jazyce Bash.
// otev?e TCP soket
    sock = socket(AF_INET, SOCK_DGRAM, IPPROTO_IP);
    if ( sock < 0 ) // chybová obsluha
 perror("Error creating socket"), exit(0);
// definice adresy, IP adresa, PORT 9931, IP adresa je zapsána v prom?nné ?adreska?
    saddr.sin_family = AF_INET; // rodina adres IP
    saddr.sin_port = htons(PORT); // PORT 9931
    saddr.sin_addr.s_addr = inet_addr(adreska); // IP adresa zapsaná v prom. ?adreska?
// p?íprava kone?né podoby odesílaného paketu
    header_mc_t *hdr = (header_mc_t*)buffer;         // definice prom?nné buffer
    hdr->pkt_size = htonl(size); // zapí?e po?adovanou velikost paketu
    hdr->pkt_delay = htonl(delay); // zapí?e zpo???ní mezi pakety
    hdr->pkt_count = htonl(count); // zapí?e po?et paket?
// odeslání paketu podle zadaných parametr?
    status = sendto(sock, buffer, 40, 0, (struct sockaddr *)&saddr, socklen);
ODESÍLATEL
Tento program pracuje podobn? jako program ?ídící ?len, alespo? co se tý?e odesílání
paket?. Jediným rozdílem v tomto sm?ru je, ?e odesílá UDP pakety na jednu ji? nastavenou
IP adresu. Zárove?? ?eká na portu 9931 na p?íchozí ?ídící TCP paket, který obsahuje
informace, podle kterých je vytvo?en odesílaný UDP paket. Tento program je nastaven, tak
aby b??el jako slu?ba na pozadí systému.
// otev?e UDP soket
 if ((sUC=socket(AF_INET, SOCK_DGRAM, IPPROTO_UDP))==-1)
        diep("socket");
// nastavení adresy p?íjemce, v tomto p?ípad? adresa ?kolního serveru
    sockaddr_in serversock;
    serversock.sin_family = AF_INET;
    serversock.sin_port = htons(PORT);
    serversock.sin_addr.s_addr = inet_addr("195.113.161.83");
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// ?ekání na p?íchozí paket podle nastavených parametr?
status = recvfrom(sock, buffer, MAXBUFSIZE, 0, (struct sockaddr *)&saddr, &slen);
OPAKOVA?
Program v podstat? toto?ný s programem Odesílatel. Program ?eká na UDP pakety, po
obdr?ení ur?itého po?tu, ?i po stanovené dob? provede sumarizaci dat, a ode?le ji?
sumarizovaný paket na sv?j nad?azený server. V sou?asné dob? program neprovádí
sumarizaci v pravém slova smyslu, ale generuje náhodné hodnoty.
??IJÍMA?
Program vycházející z ?ástí p?edchozích zmín?ných program?. ?eká na nastaveném portu
9931 na p?íchozí paket, který po svém p?ijmutí dále zpracuje nebo zahodí podle nastavení.
??echny tyto programy pracují v re?imu unicast, ale jsou p?ipraveny pro zavedení vysílání
typu multicast. Pro testování posílání paket? skrze sí? internet není mo?né pou?ít vysílání
tohoto typu bez úpravy p?enosového prost?edí.
9.4. Výsledky m??ení
9.4.1. Testování vytí?ení procesoru a ztrátovosti paket?
Zmín?né programy byly vyvinuty pro odesílání testovacích paket? s náhodnými daty, tak aby
bylo mo?né co nejefektivn?ji m??it vytí?ení serveru a jejich ztrátovost p?i p?ijímání velkého
mno?ství paket? z velkého mno?ství uzl?.
 Program „?ídící ?len“ ode?le TCP paket do sít? nastavených IP adres PlanetLabu.
Program b??ící v síti PlanetLab „Odesílatel“ po obdr?ení tohoto TCP paketu, p???te jeho
datovou ?ást s informacemi o podob? odesílaného UDP paketu. Dále je zahájeno odesílání
UDP paket? ze v?ech aktivních „Odesílatel?“ na jeden kone?ný server s programem
„P?ijíma?“, který pakety p?ijímá a zahazuje. A práv? zde je provád?no m??ení vytí?ení CPU a
ztrátovosti paket?.
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9.4.2. Výsledky nam??ených hodnot
Velikost
paket?
(byte)
TDBP
(ms)
Aktivních
uzl?
Testovacích
paket?
Vytí?ení
CPU (%)
Ztracených
paket?
Ztracené
pakety (%)
 Doba
???ení
(min)
60 100 394 10000 57,49% 518052 12,918953%       16,67
890 100 394 10000 59,12% 637819 16,065970%       16,67
60 250 383 4000 32,95% 16579 1,076558%       16,67
890 250 383 4000 31,06% 64679 4,199935%       16,67
60 500 379 2000 23,47% 3962 0,517232%       16,67
890 500 379 2000 22,78% 11385 1,501979%       16,67
60 1 000 376 1000 12,57% 1327 0,347382%       16,67
890 1 000 376 1000 12,68% 6296 1,639583%       16,67
60 1 250 376 800 10,27% 1620 0,532895%       16,67
890 1 250 376 800 11,25% 3236 1,072944%       16,67
60 1 500 376 600 8,75% 1754 0,771328%       15,00
890 1 500 376 600 8,64% 2382 1,050265%       15,00
60 2 000 376 500 6,44% 1058 0,559788%       16,67
890 2 000 376 500 6,46% 2286 1,206332%       16,67
60 2 500 376 400 5,41% 626 0,412929%       16,67
890 2 500 376 400 5,23% 1225 0,805921%       16,67
60 5 000 351 200 2,60% 323 0,454930%       16,67
890 5 000 351 200 2,61% 350 0,492958%       16,67
60 10 000 412 100 1,53% 210 0,525000%       16,67
890 10 000 412 100 1,56% 463 1,118357%       16,67
60 20 000 412 50 1,76% 183 0,892683%       16,67
890 20 000 412 50 0,87% 129 0,637037%       16,67
Tabulka 4: Nam??ené hodnoty
Z p?edchozí tabulky (Tabulka 4) m??eme vy?íst parametry ?ídících paket? i výsledky
testování. Sloupec „testovacích paket?“ je mno?ství odeslaných paket? z „Odesílatel?“ na
„P?ijíma?“, jejich po?et ur?uje statistickou p?esnost m??ení, stejn? jako mno?ství ztracených
paket?. Doba m??ení je doba, po kterou „P?ijíma?“ p?ijímal pakety a je násobkem mno?ství
paket? a zpo???ní mezi nimi.
 TDBP z anglického Time Diference Between Packets znamená zpo???ní mezi
jednotlivými pakety (Obrázek 10).
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Obrázek 10: Grafické znázorn?ní významu TDBP
Zanedbáme-li vlastnosti n?kterých segment? sít?, m??eme podle vzorce 1 aproximovat
výsledek skute?ného vytí?ení serveru, p?i násobn? v???ím zatí?ení. Z grafu 1 je patrné, ?e ?ím
men?í je rozdíl mezi Zp a Zz, tím men?í bude mo?ná chyba.
Vzorec 1: P?epo?et velikosti zpo???ní mezi pakety na po?et stanic
Pu ……………… celkový po?et uzl?
Zp ……………… po?adované zpo???ní mezi pakety
Zz ……………… zm??ené zpo???ní mezi pakety
Ur………………. reálný po?et aktivních uzl?
9.4.3. ??íklad výpo?tu
Z tabulky lze dále vy?íst, ?e pro hodnoty 0,5 sec., 379 uzl?, 60 bytový paket, odpovídá
vytí?ení procesoru 23,47% a ztrátovost 0,52%.
Dosadíme tyto hodnoty do vzorce 1. P?edpokládejme, ?e chceme aproximovat výsledek pro
5 sec. zpo???ní mezi pakety.
Výpo?et 1: Aproximovaný výsledek
Ur
Zz
ZpPu *=
uzl?3790379
5,0
0,5
=*=Pu
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Je t?eba brát v úvahu, ?e vytí?ení CPU není lineárn? závislé na ztrátovosti paket? (Graf 2).
Pro vytí?ení procesoru byla p?edb???? stanovena hranice 10%. Pro pakety s velikostí 60 a
890 byt?, pro zpo???ní mezi pakety 5sec (dopo?ítáno podle vzorce 1), pak této hranice
dosáhne 1504 aktivních uzl?.
 Pokud uva?ujeme zpo???ní 10sec, pak této hranice dosáhne 3008 uzl?. 20sec pak
6016 uzl?.
9.4.4. Grafické zpracování výsledk? m??ení
Pro lep?í p?ehled jsou zde uvedeny jednotlivé závislosti a p?ípadn? jejich zam??ení na
relevantní hodnoty m??ení.
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Graf 1: Vytí?ení CPU 0s – 20 s
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Ztrátovost paket? na vytí?ení procesoru
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Graf 2: Ztrátovost v závislosti na vytí?ení procesoru
Ztrátovost paket? 0s - 20s (Ø 383 uzl?)
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Graf 3: Ztrátovost paket? 0s-20s
Ztrátovost paket? 0s - 2,5s (Ø 383 uzl?)
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Graf 4: Ztrátovost paket? 0s – 2,5s
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Vytí?ení CPU 0s - 2,5s (Ø 383 uzl?)
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Graf 5: Vytí?ení CPU 0s – 2,5s
Grafické i ?íselné výsledky ukazují, jaký má vliv po?et aktivních komunikujících uzl? na výkon
testovaného serveru. Z t?chto výsledk? lze jednodu?e odvodit, kolik po?íta?ových stanic je
schopen jeden sumariza?ní server obslou?it, tak aby nedo?lo k jeho p?etí?ení. Výsledkem je
??edstava o kone?né podob? hierarchického stromu.
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10. Monitorovací server
Vytvo?ení toho serveru bylo realizováno jazykem JAVA. ???ení zahrnuje 2 nezávislé
programy z nich? jeden nese nazván SERVER, který je spojen s databází adres koncových
??ivatel? (klient?), kte?í jsou pomocí TCP paket? oslovovány ?ádostmi o informace. Tyto
?ádosti mohou být m???ny v závislosti na aktuálních pot?ebách. KLIENT pracuje ve své
podstat? jako zrcadlo, tedy ?eká na paket s ?ádostí, analyzuje jej a odpoví na n?j. Zárove?
neustále v pravidelných intervalech generuje náhodné hodnoty, které jsou vysílány zp?t na
SERVER.
10.1. Popis konstrukce programu SERVER
Uvnit? zdrojového kódu programu jsou realizována 2 vlákna. První vlákno odesílá paket se
?ádostí (Tabulka 5) na seznam adres ulo?ených v databázi MYSQL. Struktura kódu pro
odeslání  informace je následující.
0        8        16        24       31
attributes_id attributes_ip_id attributes_ip_master_id attributes_port
atributes_type attributes_feedback_tree attributes_resources_available attributes_shared_trees
attributes_feedback_data_size attributes_feedback_trans_interval attributes_feedback_activated attributes_packet_loss
attributes_delay attributes_jitter attributes_state
Tabulka 5: Struktura TCP paketu se ?ádostí, oblast dat
// definice prom?nných
iptvAddress address = new iptvAddress();
AddressManager mng = new AddressManager();
// do prom?nné list je na?ten obsah databáze, tabulky address
List<iptvAddress> list = mng.getAllAddress();
// následující cyklus projde v?echny IP adresy v databázi
while (j < list.size()) {
  // p?epis IP adresy do prom?nné address
  address = list.get(j);  j++;
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// odeslání paketu na zvolenou IP adresu a port, a tisk informace na obr.
  System.out.println("Adresa IP: " + address.getAddress_ip());
  Socket skt = new Socket(address.getAddress_ip(), port);
  PrintWriter out = new PrintWriter(skt.getOutputStream(), true);
  System.out.println("Odeslano: " + data);
  out.print(data);
// zav?ení socketu
  out.close();
  skt.close();
}
Paket se ?ádostí se m??e ptát na následující druhy informací, které se dají libovoln? aktivovat
nebo deaktivovat (Tabulka 6 ). Co dané informace znamenají je z?ejmé z jejich názvu.
attributes_id
attributes_ip_id
attributes_ip_master_id
attributes_port
atributes_type
attributes_feedback_tree
attributes_resources_available
attributes_shared_trees
attributes_feedback_data_size
attributes_feedback_trans_interval
attributes_feedback_activated
attributes_packet_loss
attributes_delay
attributes_jitter
attributes_state
Tabulka 6: Mo?né druhy informací k zaslání
Dal?í vlákno je zkonstruováno pro p?íjem informací od jednotlivých klient? a jejich zápis do
MYSQL databáze do tabulky attributes. Data, která jsou zapisována odpovídají struktu?e
uvedené v p?edchozí tabulce (Tabulka 6). Algoritmus tohoto vlákna je uveden v p?íloze.
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10.2. Popis konstrukce programu KLIENT
I KLIENT pou?ívá pro svou ?innost 2 vlákna, ov?em pro p?íjem paketu s ?ádostí o informace a
následné odeslání paketu s odpov?dí (Tabulka 7) je vyu?ito pouze jedno vlákno. Druhé
generuje v pravidelných intervalech (500 ms) náhodné hodnoty, které jsou vhodnou
metodou p?edávány do prvního vlákna k odeslání. V budoucnu bude algoritmus upraven tak,
aby v tomto vlákn? byly na?ítány reálné hodnoty k ?emu? je program pln? p?ipraven.
0        8        16        24       31
attributes_id attributes_ip_id
attributes_port atributes_type
attributes_feedback_tree attributes_resources_available attributes_shared_trees attributes_feedback_trans_interval
attributes_feedback_data_size attributes_feedback_activated attributes_state
attributes_packet_loss attributes_jitter
attributes_delay
Tabulka 7: Struktura TCP paketu s odpov?dí, oblast dat
10.3. Shrnutí funkce monitorovacího serveru
Oba programy fungují obdobn? jako známý p?íkaz „ping“ pou?ívaný v?emi roz???enými
opera?ními systémy. Server testuje zda je daná cílová stanice (KLIENT) dostupná a pokud ano
vy?ádá si o ní informace. Komunikace v obou sm?rech probíhá pomocí protokolu TCP, tzn.
jde o spolehlivý p?enos informací. Z p?edchozí kapitoly vyplývá, ?e pro velký po?et soub????
komunikujících u?ivatel?, nebude server schopný p?ijímat v reálném ?ase odpov?di a dojde
k jeho zahlcení. V p?ípad? jeho nasazení na skute?né rozsáhlou sí???ekn?me tisíc? koncových
?len? je t?eba pou?ít hierarchickou sumarizaci za ú?elem ochrany tohoto serveru p?ed
??etí?ením. M??eme tedy ?íci, ?e i v tomto p?ípad? hierarchická sumarizace je klí?em
k budoucímu rozvoji a implementaci tohoto projektu do v???ího celku.
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11. Záv?r
IPTV p?enos typu multicast je bezpochyby budoucností internetového p?enosu. Stále více
poskytovatel? nabízí VoIP (hlas p?es IP sít?) slu?by spole??? s internetovým p?ipojením.
Nej?ast???í nabídkou bývá takzvaný „triple” který znamená internet, telefon, televize.
Poslední a nejt???í krok je aplikace IPTV systému do stávající struktury poskytovatele, který
vy?aduje skute?né vysokorychlostní p?ipojení koncových u?ivatel?. K p?eprav? jednoho
kanálu typu multicast ve vysokém rozli?ení (HD) je zapot?ebí a? 15 Mb/s. Pro 2 televizní
kanály, VoIP a Internet, ???ka pásma musí být okolo 35 Mb/s.
 P?eprava vlastních multimediálních dat byla ji? v minulosti vy???ena a v sou?asné
dob? pracuje uspokojiv?. Ov?em zatím ne???ená je zp?tná signalizace jednotlivých u?ivatel?
sm?rem k hlavnímu serveru. Toto ???ení obzvlá??? pro rozlehlé sít? nabízí aplikace systému
hierarchické sumarizace, který ochrání hlavní server p?ed p?etí?ením v p?ípad?, ?e obrovské
mno?ství koncových u?ivatel? bude posílat signaliza?ní pakety (jejich vlastní interaktivita).
Tato technologie ov?em nará?í na jisté obtí?e, zejména s organizací stromu sumariza?ních
server? (FT), p?edáváním paket? skrze FT a s jejich „tvarováním“.
 M??ení vytí?ení procesoru a ztrátovosti p?ijatých paket? m?lo za úkol experimentáln?
zjistit jaké mno?ství komunikujících klient? m??e jeden sumariza?ní server pojmout.
Z d?vod? relativn? malého mno?ství reálných uzl?, pou?itých k testování, nebylo mo?né
stanovit maximální mno?ství t?chto uzl?. Proto byl sestaven vzorec, pomocí kterého je
mo?né aproximovat skute?ný po?et uzl?, tj. 3790, který odpovídá vytí?ení procesoru 24% p?i
ztrátovosti 0,52%.
 Monitorovací server je soustava 2 program?, které slou?í ke zji??ování informací o
klientech v síti. Serverový program má k dispozici p?ístup k databázi IP adres koncových
??ivatel? (divák? IPTV) a postupn? je oslovuje specifickou ?ádostí o zaslání jejich informací.
Po p?ijmutí odpov?di provádí zápis do té?e databáze, kde se p?edpokládá jejich pou?ití pro
vizualizaci a archivaci. Klientský program po p?ijmutí ?ádosti, ode?le náhodn? vygenerované
hodnoty zp?t na adresu odkud ?ádost p???la. Pro budoucí rozvoj je t?eba i zde po?ítat
s implementací hierarchické sumarizace.
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??íloha 1: Algoritmus vlákna pro p?íjem paket? na stran? serveru
// vlákno ?eká na p?ijetí ?ádosti o spojení a vytvo?í soket skt
Socket skt = srvr.accept();
// na?te p?ijatý paket do pam?ti
BufferedReader in = new BufferedReader(new InputStreamReader(skt.getInputStream()));
while (!in.ready()) {}
// definice prom?nných
String data = in.readLine();
StringBuffer datatisk= new StringBuffer();
//  rozd?lí p?ijatý string na jednotlivé ?ásti podle p?ijatých kódu a ulo?í je do pole
pole[0] = data.substring(0, data.indexOf("#a"));
pole[1] = data.substring(data.indexOf("#a") + 2, data.indexOf("#b"));
pole[2] = data.substring(data.indexOf("#b") + 2, data.indexOf("#c"));
pole[3] = data.substring(data.indexOf("#c") + 2, data.indexOf("#d"));
pole[4] = data.substring(data.indexOf("#d") + 2, data.indexOf("#e"));
pole[5] = data.substring(data.indexOf("#e") + 2, data.indexOf("#f"));
pole[6] = data.substring(data.indexOf("#f") + 2, data.indexOf("#g"));
pole[7] = data.substring(data.indexOf("#g") + 2, data.indexOf("#h"));
pole[8] = data.substring(data.indexOf("#h") + 2, data.indexOf("#i"));
pole[9] = data.substring(data.indexOf("#i") + 2, data.indexOf("#j"));
pole[10] = data.substring(data.indexOf("#j") + 2, data.indexOf("#k"));
pole[11] = data.substring(data.indexOf("#k") + 2, data.indexOf("#l"));
pole[12] = data.substring(data.indexOf("#l") + 2, data.indexOf("#m"));
pole[13] = data.substring(data.indexOf("#m") + 2, data.indexOf("#n"));
pole[14] = data.substring(data.indexOf("#n") + 2, data.indexOf("#o"));
// definice prom?nných
iptvAttributes attribute = new iptvAttributes();
AttributesManager mng = new AttributesManager();
iptvAddress address = new iptvAddress();
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StringBuffer adresa_odesilatele= new StringBuffer();
adresa_odesilatele.append(skt.getInetAddress().toString());
// na?te adresu odesílatele z p?ijatého paketu
address = new AddressManager().getIDByIP(adresa_odesilatele.substring(1));
// ulo?ení p?ijatých hodnot do pole
attribute.setAttributes_id(Integer.valueOf(pole[0]));
attribute.setAttributes_ip_id(Integer.valueOf(address.getAddress_id()));
attribute.setAttributes_ip_master_id(Integer.valueOf(pole[2]));
attribute.setAttributes_port(Integer.valueOf(pole[3]));
attribute.setAtributes_type(pole[4]);
attribute.setAttributes_feedback_tree(Integer.valueOf(pole[5]));
attribute.setAttributes_resources_available(Integer.valueOf(pole[6]));
attribute.setAttributes_shared_trees(Integer.valueOf(pole[7]));
attribute.setAttributes_feedback_data_size(Integer.valueOf(pole[8]));
attribute.setAttributes_feedback_trans_interval(Integer.valueOf(pole[9]));
attribute.setAttributes_inserted(String.valueOf(pole[10]));
attribute.setAttributes_packet_loss(Integer.valueOf(pole[11]));
attribute.setAttributes_delay(Integer.valueOf(pole[12]));
attribute.setAttributes_jitter(Integer.valueOf(pole[13]));
attribute.setAttributes_state(Boolean.valueOf(pole[14]));
// ulo?ení hodnot do databáze
mng.saveAttributes(attribute);
// spojení pole do jednoho stringu a výpis na obrazovku
for (int d = 0; d < pole.length; d++) {
  datatisk.append(pole[d] + " / ");
}
System.out.println("Prijato konec: " + datatisk);
// zav?ení otev?ených socket?
in.close();
}
srvr.close();
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??íloha 2: Algoritmus vlákna pro p?íjem a odeslání paket? na stran? klienta
// otev?ení soketu pro p?íjem
ServerSocket srvr = new ServerSocket(port);
while (isRunning) {Socket skt = srvr.accept();
// na?tení p?ijatého paketu do pam?ti
BufferedReader in = new BufferedReader(new InputStreamReader(skt.getInputStream()));
while (!in.ready()) {}
// výpis p?ijatých dat na obrazovku
String s = in.readLine();
System.out.println("prijata odpoved: " + s);
// p?edání p?ijatého s?et?zce pomocí speciální metody do druhého vlákna
sm2.zapis2(s);
in.close();
// ?ekání vlákna na dal?í cyklus, ?as volen tak aby druhé vlákno m?lo dostatek ?asu na
vygenerování nových hodnot
Thread.sleep(1100);
// na?te hodnoty z druhého vlákna do prvního
String data = sm2.value();
// otev?e druhý soket pro odeslání informací na server, ode?le je a vypí?e na obrazovku
try {
Socket skt2 = new Socket(skt.getInetAddress(), skt.getLocalPort());
PrintWriter out = new PrintWriter(skt2.getOutputStream(), true);
out.print(data);
System.out.println("odeslano: " + data);
// zav?e otev?ené sokety
out.close();
skt.close();
