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Non-Abelian discrete symmetries provide an interesting opportunity to address the flavor puzzle
in the lepton sector. However, the number of currently viable models based on such symmetries
is rather large. High-precision measurements of the leptonic mixing parameters by future neutrino
experiments, including ESSnuSB, T2HK, DUNE, and JUNO, will be crucial to test such models.
We show that the complementarity among these experiments offers a powerful tool for narrowing
down this broad class of lepton flavor models.
Introduction.—Flavor remains one of the main puzzles
in particle physics. In particular, we do not know why
the mixing patterns in the quark and lepton sectors are
so different, and whether their structures point to any or-
ganizing principle or not. Leptonic mixing featuring two
large and one small mixing angles may originate from
non-Abelian discrete flavor symmetries. Such a possi-
bility has been widely explored over the past decades
(see [1–5] for reviews). Models based on such symmetries
often make predictions for the Dirac CP-violating phase
δCP, which starts to be experimentally constrained [6, 7].
An attractive feature of the discrete symmetry approach
to lepton flavor is that its predictions can be tested at
current and future neutrino experiments (see, e.g., [8–
16]).
In [16], we considered a class of models based on the
A4, S4, and A5 finite groups [17–21]. These groups
are minimal admitting a 3-dimensional irreducible rep-
resentation to which three lepton families are assigned.
We confronted the predictions of 18 models with cur-
rent global neutrino oscillation data [22, 23] and found
that ten models survive at 3σ. We further explored the
potential of the proposed ESSnuSB long-baseline (LBL)
neutrino oscillation experiment [24, 25] to discriminate
among and exclude (under certain assumptions) these
models. In this work, we address these ten lepton flavor
models with other future LBL experiments, T2HK [26]
and DUNE [27, 28], as well as with the medium-baseline
reactor neutrino experiment JUNO [29, 30]. We show
that the complementarity among these experiments pro-
vides an effective way to constrain this class of models.
Lepton Flavor Models.—A non-Abelian discrete flavor
symmetry Gf can be consistently combined with a gener-
alized CP symmetry [17, 31]. Breaking the full symmetry
group to a residual symmetry Ge = Zk, k > 2 or Zm×Zn,
m,n ≥ 2 in the charged lepton sector and a remnant sym-
metry Gν = Z2 × CP in the neutrino sector leads to a
leptonic mixing matrix UPMNS that depends on a single
free angle. All leptonic mixing parameters are functions
of this angle and therefore highly correlated. In the cases
of Gf = S4 and A5, the corresponding mixing patterns
were derived in [17] and [18–20], respectively. All of them
lead to sharp predictions for the leptonic mixing angles
θ12, θ13, θ23, and δCP. If we relax the assumption of CP
symmetry and break Gf to either Ge = Z2 and Gν = Zk,
k > 2 or Zm × Zn, m,n ≥ 2, or Ge = Zk, k > 2 or
Zm × Zn, m,n ≥ 2 and Gν = Z2, UPMNS depends on
two free parameters. Such possibilities were investigated
in [21] for Gf = A4, S4, and A5.
In [16], we demonstrated that out of the eleven (seven)
one-(two-)parameter models, five (five) are compatible
with the present global data at 3σ. We summarize them
along with their predictions in Tab. I. Among the five
two-parameter models, one leads to a sharp prediction
for θ23 and a correlation between θ12 and δCP, whereas
four give distinct predictions for θ12 and yield correlations
between θ23 and δCP. The above-mentioned correlations
involving δCP are denoted by fk(θij) in the table. The χ
2
function, the minimum of which we quote in the last col-
umn, is defined according to Eqs. (3.1) and (3.2) of [16].
Future Neutrino Experiments and Statistical
Method.—We simulate all experimental setups un-
der consideration using the GLoBES software [32, 33].
For ESSnuSB, we use the same configuration as
in [16, 34–36]. We consider a 1 Mt water-Cherenkov
detector located 540 km from the neutrino source
capable of delivering 2.7 × 1023 protons on target
(POT) per year for 10 years with a beam power of
5 MW. We also consider a functionally identical 0.1 kt
near detector 500 m from the source. The systematic
uncertainties between the near and far detectors are
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2Model Case [Ref.] Group sin2 θ12 sin
2 θ23 δCP χ
2
min
1.1 VII-b [18] A5 o CP 0.331 0.523 180◦ 5.37
1.2 III [18] A5 o CP 0.283 0.593 180◦ 5.97
1.3 IV [17] S4 o CP 0.318 1/2 ±90◦ 7.28
1.4 II [17] S4 o CP 0.341 0.606 180◦ 8.91
1.5 IV [18] A5 o CP 0.283 1/2 ±90◦ 11.3
2.1 A1 [21] A5 — 0.554 f1(θ12) 0.151
2.2 B2 [21] S4 0.318 — f2(θ23) 0.386
2.3 B2 [21] A5 0.330 — f3(θ23) 2.49
2.4 B1 [21] A5 0.283 — f4(θ23) 4.40
2.5 B1 [21] A4/S4/A5 0.341 — f5(θ23) 5.67
TABLE I. Predictions of the one- and two-parameter mod-
els compatible with the global data at 3σ. A rational num-
ber means an exact prediction for the corresponding mixing
parameter, whereas a decimal value implies that the mixing
parameter lies in a very narrow interval around this value.
correlated and given in Table. 10 of [16]. For T2HK,
we use the configuration given in [37]. We consider
two water-Cherenkov detectors of 187 kt each located
295 km from the source having a beam power of 1.3 MW
with a total exposure of 27 × 1021 POT, corresponding
to 10 years of running. For DUNE, we use the official
GLoBES files of the DUNE technical design report [28].
A 40 kt liquid argon time-projection chamber detector
is placed 1300 km from the source having a power of
1.2 MW delivering 1.1 × 1021 POT per year with a
running time of 7 years. For JUNO, we consider the
configuration used in [38, 39] and based on details given
in [29]. We consider a 20 kt liquid-scintillator detector
with an energy resolution of 3 %/
√
E located 53 km
from the nuclear reactor source having a total thermal
power of 36 GWth. We also consider a near detector
with resolution 1.7 %/
√
E located 30 m from a reactor
core having a thermal power of 4.6 GWth. For T2HK,
DUNE, and JUNO, the systematic errors are adopted
from [37], [28], and [29], respectively. For all LBL
experiments, we assume an equal amount of POT in
the neutrino and antineutrino modes. For JUNO, we
consider a total running time of 6 years.
The statistical treatment of our results is based on
the GLoBES χ2 function for the simulated experiments,
which is essentially given by the summation of the indi-
vidual Poisson log-likelihoods
χ2G(θ) =
∑
i
[
D¯i(θ)−Di +Di ln
(
Di
D¯i(θ)
)]
, (1)
where Di is the number of observed events in bin i and
D¯i(θ) the theoretically expected number of events for
some given parameter set θ. We let Di be given by the
Asimov data [40] predicted by a set of true leptonic mix-
ing parameters depending on the assumptions on the pa-
rameter values in the true model. To the GLoBES χ2
function, we add a Gaussian prior χ2pr(θ) on θ12, θ23, and
θ13 based on the global data as described in Eq. (3.1)
of [16]. We then compute the minimum total χ2 function
for a model as
χ2min = min
θ
[χ2G(θ) + χ
2
pr(θ)] (2)
and define ∆χ2 = χ2min − χ20, where χ20 is the minimum
χ2 in a model where all leptonic mixing parameters are
allowed to vary freely rather than being constrained by a
flavor model. For the cases where Wilk’s theorem [41] can
be assumed to hold, ∆χ2 is expected to be χ2-distributed
with N − n degrees of freedom (d.o.f.), where n is the
number of parameters of the model under scrutiny and
N the number of parameters relevant to the setup in the
case where all leptonic mixing parameters vary freely.
Results of Statistical Analysis.—In Figs. 1 and 2, we
present the capability of ESSnuSB, T2HK, and DUNE
as well as the combination of the three setups (LBL
combined) to exclude the one- and two-parameter mod-
els in the sin2 θ23(true)–δCP(true) plane. For the other
neutrino oscillation parameters, we assume the true val-
ues: sin2 θ12 = 0.310, sin
2 θ13 = 0.02237, ∆m
2
21 =
7.39 ·10−5 eV2, and ∆m231 = 2.528 ·10−3 eV2, i.e., normal
ordering (NO) of neutrino masses. The regions for ESS-
nuSB were derived in [16]. If the true values of sin2 θ23
and δCP fall inside the regions, the test model is compat-
ible with the Asimov data at the shown confidence level.
From Fig. 1, we observe that all five one-parameter
models could be excluded at 5σ by T2HK, whereas ESS-
nuSB and DUNE can only exclude Models 1.3 and 1.5 at
3σ if the true values of sin2 θ23 and δCP are in the vicinity
of the current best fit for NO. Due to the excellent δCP
precision of ESSnuSB, it is a general trend that it can
reject the models in a broader range of the δCP (true)
parameter space than T2HK and DUNE, whereas T2HK
and DUNE shrink the corresponding intervals for the true
values of θ23. To understand how much the θ23 sensitivity
could improve if the atmospheric data sample at the far
detector is added to the ESSnuSB beam data, we add an
extra χ2 for sin2 θ23 with 3 % precision [35] to the analysis
as a placeholder for these data (denoted “atm proxy”).
This shows a significant improvement in the sensitivity
and now ESSnuSB could also exclude Models 1.3 and 1.5
at approximately 5σ if the true parameter values are the
current best-fit values. Naturally, the combination of all
LBL experiments is more sensitive than each individual
setup. Although Models 1.2 and 1.4 predict θ23 in the
higher octant, there are also regions in the lower octant,
where these models cannot be excluded by T2HK and
DUNE due to the octant degeneracy [42, 43]. For “ESS-
nuSB + atm proxy”, there are no degenerate solutions
for Models 1.2 and 1.4. The reason is that we consider
the atmospheric placeholder as an experiment that can
only measure sin2 θ23, but for actual atmospheric neu-
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FIG. 1. Compatibility of one-parameter models with any potentially true values of sin2 θ23 and δCP in the context of ESSnuSB,
T2HK, DUNE, and their combination denoted as “LBL combined”. The “ESSnuSB + atm proxy” mimics the addition of the
atmospheric neutrino data sample that the far detector of ESSnuSB would collect. The filled regions and contours correspond
to the indicated number of σ’s for 3 d.o.f.
trinos, the sensitivity depends on sin2 θ23 in the appear-
ance channel and sin2 θ23, sin
2 2θ23, and sin
4 θ23 in the
disappearance channel [44–46]. For LBL combined, the
degeneracy is resolved and all models could be excluded
in most of the parameter space at more than 5σ.
From Fig. 2, we see that the two-parameter models
could be excluded at a lower confidence than the one-
parameter models if the current best-fit parameter val-
ues are the true values. First, all setups under considera-
tion (including “ESSnuSB + atm proxy”) can exclude
Model 2.1 at 3σ for the current best-fit values. Sec-
ond, ESSnuSB and DUNE can exclude Model 2.2 at 3σ,
whereas T2HK cannot. LBL combined is able to exclude
both models at 5σ. Finally, none of Models 2.3–2.5 can
be excluded at 3σ, not even with LBL combined, if the
true values of sin2 θ23 and δCP coincide with the current
best fit. Note that for Model 2.1, which predicts a very
narrow range of sin2 θ23 around 0.55, there is a degen-
erate range around 0.45, which is not resolved even by
LBL combined. The reason is that this value of sin2 θ23 is
rather close to maximal mixing, where the octant sensi-
tivity is generally poor. Furthermore, Models 2.4 and 2.5
predict similar values of θ23 and δCP, and they therefore
give very similar results for the LBL experiments.
For JUNO, results in the sin2 θ23–δCP plane would be
highly dependent on the true value of θ12. The reason
is that the expected precision of JUNO for sin2 θ12 is
0.54 % [29], and for the true value of sin2 θ12 = 0.310,
all models, except Model 2.1, would be excluded at
∆χ2 > 25, as estimated from
[
sin2 θ12(model)−0.310
0.310×0.0054
]2
.
This is due to Models 2.2–2.5 predicting sin2 θ12 in a very
narrow range away from the current best-fit value, but
still within current limits. This is clearer from Fig. 3,
where we show ∆χ2 as a function of the true value
of sin2 θ12 for the ten models in the context of JUNO.
Since all models except Model 2.1 predict sin2 θ12 in
very narrow ranges, JUNO is capable of separating the
models from each other due to its excellent precision on
sin2 θ12. For example, Models 2.4 and 2.5, which cannot
be separated by LBL combined, could be distinguished by
JUNO. However, the models that predict similar values
of sin2 θ12 cannot be distinguished by JUNO, cf. Mod-
els 1.2, 1.5, and 2.4. The flatness of ∆χ2 for Model 2.1
is due to not making a sharp prediction for θ12. As men-
tioned, if the true value of sin2 θ12 is close to the current
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FIG. 2. Compatibility of two-parameter models with any potentially true values of sin2 θ23 and δCP in the context of ESSnuSB,
T2HK, DUNE, and their combination denoted as “LBL combined”. The “ESSnuSB + atm proxy” mimics the addition of the
atmospheric neutrino data sample that the far detector of ESSnuSB would collect. The filled regions and contours correspond
to the indicated number of σ’s for 2 d.o.f.
best-fit value, then JUNO will exclude all models except
Model 2.1 at more than ∆χ2 = 25. Note that for the two-
parameter models the minimal values of ∆χ2 are close to
zero, whereas the minimum ∆χ2 is 2.8, 1.6, 6.9, 3.2, and
6.9 for Models 1.1–1.5, respectively. These values are due
to the θ23 pull given by
[
sin2 θ23(model)−0.563
0.024
]2
, which is
close to zero for the two-parameter models.
Conclusions.—We have explored the potential of fu-
ture neutrino experiments—ESSnuSB, T2HK, DUNE,
and JUNO—to test lepton flavor models based on non-
Abelian discrete symmetries. Such models lead either to
sharp predictions for or correlations among the leptonic
mixing parameters. The results obtained show that the
high-precision measurement of sin2 θ12 by JUNO will be
crucial in discriminating among and excluding most of
the considered models. For instance, if the true value of
sin2 θ12 is slightly larger than its present best-fit value
(say by ∼ 0.01), only Models 1.3, 2.1, and 2.2 would
survive at 3σ. In addition, if the true value of sin2 θ23
occurs in the vicinity of its current best-fit value, Model
1.3 will be excluded at more than 3σ by the LBL setups,
whereas the viability of Models 2.1 and 2.2 will depend
on the true value of δCP. Our investigation shows that all
ten models will be excluded at more than 5σ (Model 2.1
by LBL combined and the other models by JUNO) if the
true values of the leptonic mixing parameters occur close
to their present best-fit values. In conclusion, our results
demonstrate that the complementarity between acceler-
ator and reactor experiments provides a unique and ex-
tremely powerful utility for pinning down this broad class
of lepton flavor models.
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FIG. 3. Compatibility of one- and two-parameter models with any potentially true value of sin2 θ12 in the context of JUNO.
The vertical gray line indicates the present best-fit value of sin2 θ12 from global neutrino oscillation data.
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