The principle of local distinguishability states that an arbitrary physical state of a bipartite system can be determined by the combined statistics of local measurements performed on the subsystems. A necessary and sufficient requirement for the local measurements is that each one must be able to distinguish between all pairs of states of the respective subsystems. We show that if the task is changed into the determination of an arbitrary bipartite pure state, then at least in certain cases it is possible to restrict to local measurements which can distintinguish all pure states but not all states. This surprising fact gives evidence that the principle of local distinguishability may be expanded beyond its usual applicability.
I. INTRODUCTION
It is well known that quantum theory satisfies the principle of local distinguishability. This means that if two states of a composite system are different, then they can be distinguished using the combined statistics of some appropriate local measurements on the component systems. This feature of quantum theory has both practical and foundational relevance. From the practical point of view, local measurements are obviously easier to implement than global measurements. On the foundational side, local distinguishability has been considered such an important feature of quantum theory that it has been taken as an axiom in several derivations of quantum theory [1] [2] [3] .
The principle of local distinguishability is a statement concerning arbitrary states of composite physical systems. However, it is completely reasonable to ask if the same principle holds when only pure states are considered, and this is precisely the focus of this paper. To be more explicit, suppose that Alice and Bob both perform local measurements that are capable of identifying an unknown pure state among all pure states on their respective components; see Fig. 1 . Are they then able, using the combined statistics of those measurements, to identify an unknown pure state among all pure states of the composite system?
Since pure states represent the states of maximal information for a system, this variation of the principle of local distinguishability is of foundational interest. The main practical motivation comes from the fact that prior information, in this case the purity of the unknown state, can be exploited to drastically reduce the amount of resources needed for state tomography [4] [5] [6] . Specifically, for pure state determination the minimum number of measurement outcomes needed to succeed in the task reduces from a quadratic (in the dimension of the system) to a linear expression. The validity of this expanded principle of local distinguishability would therefore imply that the experimenter could take advantage of not only the simpler setup coming from the locality of the measurements, but also the sufficiency of the restricted resources.
In this paper we show that Alice and Bob can succeed in their task of pure state determination at least in two cases: (i) if at least one party, Alice or Bob, can distinguish between all states of their respective subsystem, or (ii) if at least one of the subsystems is either a qubit or a qutrit.
II. PURE STATE INFORMATIONAL COMPLETENESS
Recall that a measurement is called informationally complete if any two different states can be distinguished from the outcome statistics [7] . Mathematically such a measurement is described by a positive operator valued measure (POVM) A such that the elements A(x) span the real vector space L s (H) of selfadjoint operators on the Hilbert space H of the system [8, 9] . This is equivalent to the requirement that the expectation value of any observable O can be written as a linear combination of the probabilities
In this paper we will assume that H is finite dimensional with d = dim H. As a variation of informational completeness, we say that a measurement is pure state informationally complete if any two different pure states give different mea- surement outcome statistics. In order to formulate a mathematical criterion for this property, we first define R(A) to be the real linear span of the operators A(x) of a POVM A, i.e., R(A) = { x r x A(x) : r x ∈ R}. In physical terms, R(A) is the set of those observables for which we can calculate the expectation value in the form (1). As said before, R(A) = L s (H) if and only if A is informationally complete.
We denote by R(A) ⊥ ⊂ L s (H) the orthogonal complement of R(A) with respect to the Hilbert-Schmidt inner product S | T = tr [ST ] . It is easy to verify that a measurement of A cannot detect the difference of two states 1 and 2 if and only if 1 − 2 ∈ R(A) ⊥ . Therefore, the pure state informational completeness of A is equivalent to the condition that R(A) ⊥ does not contain any matrix of rank 2 [4] . Indeed, since R(A) contains the identity 1, the elements of R(A) ⊥ are traceless and therefore the existence of such a matrix would yield two indistinguishable pure states via the spectral decomposition.
The two properties of informational completeness and pure state informational completeness are inequivalent for all systems whose Hilbert space is at least three dimensional [4] . For instance, an informationally complete measurement for a qutrit system requires at least 9 outcomes, but a pure state informationally complete measurement can have minimally 8 outcomes (see Appendix A for an example). The fact that the two concepts are equivalent for qubit systems follows easily from the previously mentioned rank condition; the elements of R(A)
⊥ are selfadjoint and traceless, thus any such 2 × 2 matrix is either zero or has rank 2.
III. COLLECTIVE MEASUREMENT
Let us turn to a setting where the unknown state is a joint state of a composite system, and two local measurements are performed on its subsystems; see Fig. 1 . Alice and Bob thus measure some POVMs A and B acting on the Hilbert spaces H A and H B of the subsystems, respectively. The collective measurement is then described by the tensor product POVM (A ⊗ B)(x, y) = A(x) ⊗ B(y) acting on H A ⊗ H B . Our main question can be formulated as follows:
If A and B are pure state informationally complete, does it follow that also A⊗B is pure state informationally complete?
We first note that the converse is true: if the global measurement A ⊗ B is pure state informationally complete, then so are both of the components. Indeed, if it were the case that, say, A could not distinguish some pair of distinct pure states 1 and 2 , then any pure state σ of Bob's component would yield distinct pure states 1 ⊗ σ and 2 ⊗ σ which would be indistinguishable by A ⊗ B.
In order to get a grasp of the problem at hand, we need to understand the structure of the complement space R(A ⊗ B)
⊥ . First note that since R(A ⊗ B) = R(A) ⊗ R(B), each of the three orthogonal subspaces
⊥ , and hence so is their direct sum. By dimension counting it can be verified that this direct sum is actually equal to the complement space. Furthermore, since
⊥ and similarly for L s (H B ), we have the following expressions:
These equations will be used repeatedly in the rest of the paper.
IV. INFORMATIONAL COMPLETENESS ON ONE SIDE
We begin our investigation by considering the special case where one party, say Alice, can perform an informationally complete measurement. We then have R(A) ⊥ = {0}, which implies that
by our previous observation. In particular, if also Bob performs an informationally complete measurement, then R(A ⊗ B) ⊥ = {0} which confirms the usual form of local distinguishability: A ⊗ B is informationally complete if both A and B are such. Interestingly, the next result shows that also pure state informational completeness on Bob's side carries over to the compound measurement. Proposition 1. Let A be an informationally complete and B a pure state informationally complete measurement. Then A⊗B is pure state informationally complete.
Proof. As we noted earlier, in order to prove the pure state informational completeness of A ⊗ B, we need to show that the rank of any nonzero matrix T in R(A⊗B)
⊥ can be written in a block form as
where each T jk is an element of the complex linear span of R(B) ⊥ and satisfies T * jk = T kj . Firstly, suppose that T jj = 0 for some j = 1, . . . , d A . We have rank(T jj ) ≥ 3 since T jj ∈ R(B)
⊥ and B is pure state informationally complete. This implies that rank(T ) ≥ 3 as rank(T ) ≥ rank(T jj ).
Secondly, suppose that T jj = 0 for all j = 1, . . . , d A , thus T jk = 0 for some j = k. Since T jk need not be selfadjoint, it may be not in R(B)
⊥ . However, the real part Re T jk = (T jk + T * jk )/2 and the imaginary part Im T jk = (T jk − T * jk )/2i are selfadjoint and therefore elements of R(B)
⊥ . Since T jk = 0, we have Re T jk = 0 or Im T jk = 0. It thus suffices to show that rank(T ) ≥ max{rank(Re T jk ), rank(Im T jk )}. To see this, we denote
As T is a submatrix of T , we have rank(T ) ≥ rank( T ).
We further observe that
and V is the unitary block matrix
Since rank( T ) = rank( T 0 ) and rank( T 0 ) ≥ max{rank(Re T jk ), rank(Im T jk )}, this implies rank(T ) ≥ max{rank(Re T jk ), rank(Im T jk )} ≥ 3 .
V. QUTRIT ON ONE SIDE
We now wish to drop the assumption of informational completeness for Alice's measurement, and assume only that she can distinguish all pure states. However, as the dimensions of the systems increase, so does the complexity of the space R(A ⊗ B). As a result, an exhaustive answer to our question still remains to be found.
In the special case that Alice's system is a qutrit, the structure of R(A ⊗ B) is manageable. Suppose that A is pure state informationally complete. We have then two possibilities: (i) R(A) ⊥ = {0}, in which case A is actually informationally complete with respect to all states, or (ii) R(A) ⊥ = R S = {rS : r ∈ R} for some invertible matrix S. It can be shown that these are the only possibilities for pure state informational completeness for a qutrit system [4] (see Appendix A for details). The case (i) was already treated earlier, so we concentrate on (ii). In that case we have
This simplified structure allows us to prove the next result.
Proposition 2.
Let dim H A = 3, and let A and B be pure state informationally complete measurements. Then A ⊗ B is pure state informationally complete.
Proof. Assume that A and B are both pure state informationally complete. We may assume that neither of them is informationally complete since this case was already in Proposition 1. Let R(A) ⊥ = R S with a full rank matrix S. It is not restrictive to assume that
where s i ∈ R with s 1 s 2 s 3 = 0 and
⊥ can be written as a block matrix
⊥ and L ∈ L s (H B ), and each T jk with j = k is from the complex linear span of R(B)
⊥ and satisfies T * jk = T kj . Choose the unitary block matrix
Then T = U T U * is such that
If now T 11 = 0 for some α, β, then rank(T ) = rank( T ) ≥ rank( T 11 ) ≥ 3 since T 11 ∈ R(B) ⊥ and B is pure state informationally complete. Suppose instead that T 11 = 0 for all α, β. Then by the linear independence of the functions cos α, sin α, cos β, sin β, cos(β − α) and sin(β − α), we have 3 j=1 R j = 0 and T jk = 0 for j = k. Thus, if T jj = 0 for all j, then rank(T ) ≥ 3 trivially. If otherwise T jj = 0 for some j, then L = −R j /s j , and
⊥ is 0 or has rank at least 3 by the pure state informational completeness of B. Thus, T = 0 or rank(T ) ≥ rank(T kk ) ≥ 3 for some k. In conclusion, A ⊗ B is pure state informationally complete.
Since in Proposition 2 no assumptions regarding the dimension of Bob's system were made, we can use this to obtain an extension to the multipartite case. Suppose that we have N quantum systems, each of which is either a qubit or a qutrit, and suppose that we have the corresponding N pure state informationally complete measurements described by the POVMs A i . We denote by A the collective POVM:
We can now consider the splitting of the POVM into two parts
Propositions 1 and 2 then tell us that A is pure state informationally complete if and only if each of the two factors is such (recall that a pure state informationally complete qubit measurement is necessarily informationally complete). By induction, we may conclude that actually A is pure state informationally complete if and only if each component A i is such.
VI. DISCUSSION
An entangled pure state of a composite system has mixed reduced states. For this reason, a local measurement not distinguishing mixed states may seem quite useless for quantum tomography on a bipartite system. However, as we have shown in this paper, if Alice can implement an informationally complete measurement and Bob can distinguish all pure states with his measurement, then they can together distinguish all pure states of the composite system. Furthermore, in the case that Alice's system is a qutrit she can also choose to perform merely a pure state informationally complete measurement while still maintaining the ability to distinguish all pure bipartite states. These results are summarized in Table I .
Quantum theory thus has two quite opposite features: information is stored globally (entanglement), but can be retrieved with local measurements (the principle of local distinguishability). It is an interesting question if this balance can be properly quantified and if it is unique to quantum theory.
We believe that our investigation on the principle of local distinguishability can stimulate a new direction in the axiomatization of quantum theory, but also may help to design quantum tomography schemes with reduced resources.
negative and one positive eigenvalue. Thus rank(R) = 2, which shows that A is not pure state informationally complete. In the latter case, we need to show that rank(α 1 R 1 + α 2 R 2 ) = 2 for some α 1 , α 2 ∈ R. We can assume that both R 1 and R 2 are invertible, since otherwise one of them has rank 2 and we are done. We can further assume that det [R 1 ] > 0 and det [R 2 ] < 0 as otherwise we can replace R j with −R j . Since the function t → det [tR 1 + (1 − t)R 2 ] is continuous, the intermediate value theorem tells that it must be zero at some point t 0 ∈ (0, 1). The corresponding matrix t 0 R 1 + (1 − t 0 )R 2 is therefore singular and by the linear independence of R 1 and R 2 , it is nonzero. Hence, it has rank 2 which shows that A is not infomationally complete.
In order to see that informational completeness is in fact inequivalent to pure state informational completeness, we still need to show that there exist POVMs satisfying condition (ii) of Proposition 3. This follows from a more general result, namely, that given any subspace X ⊂ L s (H) consisting of traceless matrices, there exists a POVM A such that R(A) ⊥ = X (see Proposition 1 of [6] ). Moreover, A can always be chosen in such a way that it has (dim H) 2 − dim(X) outcomes (see the proof of Proposition 1 in [4] or Proposition 1 in [6] ). In the qutrit case this means that for any invertible matrix S there exists a POVM A such that (ii) is satisfied, and A can be chosen to have 8 outcomes. We will next give an example of such a POVM. In addition to being pure state informationally complete with a minimal number of outcomes, the POVM will be covariant with respect to a representation of the quaternionic group Q. We omit the proofs here, and simply refer to [10] where the interested reader can check the details.
The quaternionic group Q can be described as the collection of matrices {±1 , ±σ 1 , ±σ 2 , ±σ 3 }, endowed with the usual matrix product rule. The map g → U (g) = 1 0 0 g defines a unitary representation of Q on C 3 , and we say that a POVM M : Q → L(H) is U -covariant, if
for all g, x ∈ Q. Fix nonzero real numbers α 1 , α 2 , α 3 satisfying α It follows that M is U -covariant, and it can be shown (see Proposition 6 and Example 2 of [10] 
Hence, M is pure pure state informationally complete with 8 outcomes. Using Eq. (A1) it is easy to give an example of a pair of states which are indistinguishable by M, thus demonstrating the informational incompleteness of M. Namely, by denoting by {|0 , |1 , |2 } the computational basis of C 3 , we have that S = 2 |0 0| − 1 2 (|1 1| + |2 2|) .
In other words, M cannot distinguish the pure state |0 0| from the mixed state
