Abstract-Knowledge of neural receptive fields helps decode animal's movement from neural activity in motor brain machine interfaces (BMI). The traditional tuning depth is a coarse metric to evaluate the neuron's tuning properties. The major difficulty of the tuning depth is that it does not allow for a direct comparison among neurons that have very different firing rates. An information theoretic tuning depth based on mutual information is proposed to evaluate how neural spikes encode the kinematic direction. This metric is scale invariant and makes the tuning analysis comparable among not only the cortical areas but also among kinematics vectors. It can help identify candidate neuron subsets to reduce the complexity of analysis and decoding in BMI. The application of the metric on neural encoding modeling also provides a way to estimate time delays in motor cortical neural activity.
I. INTRODUCTION
The neural representation of information requires an understanding of three interconnected aspects: 1) What is the stimulus? 2) How does the neuron encode it? 3) What is the criterion for quantifying the quality of the response? The tuning curve was proposed initially as a cosine curve between the stimulus and the response [1] because of the broad representation observed in experimental paradigms.
For neurons located in the motor cortex, significant evidence shows that neurons are sensitive to the movement direction and velocity [2] , [3] , [4] . To quantify the degree of tuning, a metric of the tuning depth has been proposed. This quantity is defined as the difference between the maximum and minimum values in the firing rates, normalized by the standard deviation of the firing rate [5] and is a good indicator of neuronal involvement in a task. As a scalar, the tuning depth summarizes the statistical information contained in the tuning curve to evaluate the receptive fields properties of the neurons. However, this metric has some shortcomings in implementation. It can exaggerate the value of tuning depth when the neuron firing rate standard deviation is close to 0. Additionally, it depends on the binning window size to calculate the firing rate of the neuron. The tuning depth also relates to the scale of the stimulus and makes the analysis not comparable among neurons as we will see. A more principled metric, allowing comparisons among neurons and among kinematic variables, is necessary to mathematically evaluate the information encoded by neurons about the kinematics variables. When this is achieved, the new tuning depth metric can be utilized to select neural subsets that contribute the most to movement generation, potentially reducing the complexity of the BMI model.
In addition to tuning depth, researchers have also proposed different simple parametric models to describe the stimulusresponse functional properties of motor cortex neurons, such as linear tuning models [6] , [7] , Gaussian tuning for hippocampal pyramidal neurons [8] , and a projective nonlinearPoisson model [9] for visual system based on a white noise analysis [10] . The modeling analysis provides a deeper understanding of how neuron spikes respond to a stimulus, and holds promise toward providing analytical solutions to the underlying mechanism of neuron receptive fields. However, the analysis of the receptive fields of motor cortex neurons is different from the stimulus-response analysis in sensory cortices because of the long delays. Indeed, in the primary motor cortex neurons there is always a time delay between the initiation of the action and the response. When the goal is to model the instantaneous kinematics as the state in generative BMI modeling, we have to deal with this delay. This paper proposes the information theoretical concept of mutual information to estimate tuning depth to analyze the information that neurons in different cortical areas share from the directions of animal's position, velocity and acceleration. The metric is also applied in section II to the projective nonlinear-Poisson encoding analysis to estimate the best time delay in motor responses to model motor cortical neurons.
II. DATA COLLECTION AND METHODS

A. Data collection
The Brain Machine Interfaces paradigm was designed and implemented by Nicolelis lab at Duke University. The electrical neural activities were recorded invasively in the brain of an adult female Rhesus monkey, and synchronized with task behaviors. Several micro-electrode arrays were chronically implanted in five of the monkey's cortical neural structures: right dorsolateral premotor area (PMd), right primary motor cortex (MI), right primary somatosensory cortex (S1), right supplementary motor area (SMA), and the left primary motor cortex (MI). Each electrode array consisted of up to 128 microwires (30 to 50 µm in diameter, spaced 300 µm apart), distributed in a 168 matrix. Each recording site occupied a total area of 15.7 mm 2 (5.6x2.8 mm) and was capable of recording up to four single cells from each microwire for a total of 512 neurons (4128) [5] . After the surgical procedure, a multi-channel acquisition processor (MAP, Plexon, Dallas, TX) cluster was used in the experiments to record the neuronal action potentials simultaneously. Analog waveforms of the action potential were amplified and band pass filtered from 500 Hz to 5kHz. The spikes of single neurons from each microwire were discriminated based on time-amplitude discriminators and a principal component (PC) algorithm [11] , [12] . The firing times of each spike were stored. Table  3 -1 shows the assignment of the sorted neural activity to the electrodes for different motor cortical areas [13] . The monkey performed a two-dimensional target-reaching task to move the cursor on a computer screen by controlling a handheld manipulandum in order to reach the target. The monkey was rewarded when the cursor intersected the target. The corresponding position of the manipulandum was recorded continuously for an initial 30-min period at a 50Hz sampling rate, referred to as the "pole control" period [14] .
B. Tuning Depth Analysis
Neurophysiologic evidence suggests that the direction of hand movements is encoded in cells with cosine shaped tuning curves. For each neuron, the polar plot of the neuron activities with regard to a kinematic vector, such as hand position, hand velocity, or hand acceleration, is investigated to compute the kinematic direction as an angle between 0 and 360 degrees. 45 degree bins are then chosen to coarsely classify all the directions into 8 bins. For each direction, the average firing rate for a neuron by window-binning is computed as the magnitude of the vector in the polar plot. For a tuned neuron, the average firing rates for each direction are expected to be quite different. The preferred direction is computed using circular statistics [15] as shown in (1) .
where is the neuron's average firing rate for angle , and N covers all the angle range. The metric for evaluating the tuning property of a cell is the tuning depth. This quantity is defined as the difference between the maximum and minimum values in the cellular tuning normalized by the standard deviation of the firing rate [5] . The tuning depth is normalized between 0 and 1, which looses the scale when compared against different neurons.
The normalization techniques used to equalize the firing of different cells can wrongly evaluate a shallow tuned neuron with a deeply tuned neuron, when both fire with a small variance. The normalization in the tuning depth inaccurately exaggerates the tuning depth when the standard deviation is close to 0. In fact, the tuning metric to evaluate neuronal participation in kinematics should depend not only upon the mean firing rate in a certain direction, but also on the distribution of the neural spike patterns. Normalizing by only the firing rate may not be the best way to evaluate neuron tuning. We propose an information theoretic tuning depth Consider that a tuned cell is defined as a cell that we expect to extract more information between the neural spiking and the angle direction. If a cell is tuned to a certain angle, the well-established concept of mutual information [16] , can mathematically account for an information theoretic metric between the neural spikes and direction angles, which is given by:
where is the probabilistic density of all the direction angles, which can be easily estimated by Parzen window [17] . The direction angles of the kinematic vectors are normalized to a value between −π and π . The histogram of the direction is drawn and normalized to approximate p(θ ). p(spike) can be calculated simply as the percentage of the spike count during the entire spike train. p(spk|θ ) is the conditional probability density of the spike given the direction angle. For each neuron, the histogram of the spike-triggered angle is drawn and normalized to approximate . In other words, the direction angle is accounted for in the histogram during the corresponding direction angle bin only when there is a spike. Then p(spk = 1|θ ) is approximated by dividing the histogram of p(spk = 1, θ ) by the histogram of θ , which is in fact Bayes rule.
where p(spk = 0|θ ) = 1 − p(spk = 1|θ ). When p(θ ) is 0, p(spk = 1, θ ) is set to be 0. Note that because p(spk, θ ) is always smaller than p(θ ), this actually does not share the same problem as (2).
C. Estimation of Causal Time Delay in Motor Cortex
The information theoretic formulation can also be extended to estimate the causal time delay of a motor cortex neuron. Based on the projective nonlinear-Poisson model [9] , shown in Fig 1, that encodes the neural response to stimulus, the motor cortical cell can be modeled as
where λ t is the instantaneous firing rate in an inhomogeneous Poisson spike generator. f is the nonlinear function, representing the nonlinear neural property. k is a linear filter, representing the preferred direction. ν t+lag is the velocity vector with causal time delay corresponding to spike t . Similar to the evaluation of the information theoretical tuning depth, the mutual information between the spike and the delayed linear filter kinematics vector is first drawn simply as the function of the time lag after a spike as in (3) .
where the approximation to p(spk| k x(lag)) is exactly the same as the estimation of p(spk = 1|θ ). The time delay with most mutual information is assigned as the best time lag for each neuron.
III. RESULTS AND ANALYSIS
For our BMI data, neural activity is characterized as binary spike trains. The traditional tuning depth for all 185 neurons computed from three kinematics variables of hand position, velocity and acceleration are shown in Fig 2. The top plot is tuning depth computed from position, the middle from velocities, and the bottom from accelerations. The cortical areas where the micro-arrays were placed are also marked in the figure. We can see clearly that most tuned neurons are in the primary motor cortex regardless of which kinematic vectors are used to calculate the tuning depth. (1) . The left plot is a tuning plot of neuron 72 with tuning depth 1. The right plot is for neuron 80 with tuning depth 0.93. Neuron 72 fires less in other directions than the preferred one, while neuron 80 does not fire in any direction except the preferred one. By visually inspecting the plots, we can infer that neuron 80 is more "tuned" than neuron 72. However, using the tuning depth metric, neuron 80 was assigned smaller tuning depth.
Evaluated by the proposed metric, the information theoretical tuning depth gives 1.60e-2 to neuron 80, and 0.94e-2 to neuron 72. Moreover, the new approach offers much more fine resolution between neurons with similar tuning allowing the quantification of subtle tuning differences. Fig.  4 shows the information theoretic depth calculated from all Since mutual information is a distance (it is self-normalized) it allows the relative assessment of tuning across different kinematics. For example, we found that neuron 121 is tuned more to position, while neuron 149 is tuned more to velocity. In Fig. 4 , with the exception of the M1 cortical area, the neuronal information theoretic tuning depths seem almost flat, which could be erroneously interpreted as meaning that these neurons have little or no tuning. Actually, the mutual information is a nonlinear measure, emphasizing the large distances. Therefore, when displayed in logarithmic scale, the difference between neurons in other cortical area is made much clearer in Fig. 5 .
In order to reduce the computational complexity of the BMI model, the 30 most tuned neurons could be selected as candidates to decode the movements. For this dataset, there are 3 neurons in PMd-contra, 21 neurons in M1-contra, 3 neurons in S1-contra, and 3 neurons in SMA-contra.
In order to estimate the causal time delay of these motor cortical neurons, we selected a possible delay range from 0 to 500ms after a neuron spike. For all 185 neurons, the mutual information as a function of time delay was obtained from 10,000 continuous samples during movement. The time delay with highest mutual information was assigned as the best time lag for each neuron. Fig. 5 shows the mutual information as a function of time delay after spikes for 5 neurons: neuron 72, neuron 77, neuron 80, neuron 99, and neuron 108. The best time lags are marked by a cross on each curve, and are 110ms, 170 ms, 170ms, 130 ms and 250ms respectively. It is interesting to observe that not all the neurons have the same time delay, although all of these neurons are in M1. The average best time delay for all 185 neurons was 220.108ms.
IV. CONCLUSION AND DISCUSSION
Here we demonstrated that the traditional formulation for tuning depth has limited ability for interpreting the timing information in neuronal firing and its relation to kinematic variables. The information theoretic tuning depth proposed seems to provide a more detailed perspective because it statistically quantifies the amount of information between the kinematic vectors triggered off by the spike train. Moreover, since MI is a distance, it does not need a "hard" normalization between [0,1] allowing the comparison of tuning importance for different kinematics, and therefore can provide relative insight to the significance of each kinematic variable. By setting a single threshold, the metric can also help determine a subset of neurons most tuned to the task which would reduce the computational complexity of BMI modeling. In addition, the information theoretic formulation naturally leads to the estimation of the functional time delay of motor cortex neurons, which has not been systematically addressed. The nonlinear sensitivity of MI can be counteracted with a logarithmic plot for visual analysis.
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