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Nonclassical correlations provide a resource for many applications in quantum technology as well
as providing strong evidence that a system is indeed operating in the quantum regime. Optome-
chanical systems can be arranged to generate quantum entanglement between the mechanics and
a mode of travelling light. Here we propose automated optimisation of the production of quantum
correlations in such a system, beyond what can be achieved through analytical methods, by applying
Bayesian optimisation to the control parameters. Two-mode optomechanical squeezing experiment
is simulated using a detailed theoretical model of the system, while the Bayesian optimisation process
modifies the controllable parameters in order to maximise the non-classical two-mode squeezing and
its detection, independently of the inner workings of the model. The Bayesian optimisation treats
the simulations or the experiments as a black box. This we refer to as theory-blind optimisation,
and the optimisation process is designed to be unaware of whether it is working with a simulation
or the actual experimental setup. We find that in the experimentally relevant thermal regimes, the
ability to vary and optimise a broad array of control parameters provides access to large values of
two-mode squeezing that would otherwise be difficult or intractable to discover. In particular we
observe that modulation of the driving frequency around the resonant sideband, when added to
the set of control parameters, produces strong nonclassical correlations greater on average than the
maximum achieved by optimising over the remaining parameters. We also find that using our opti-
misation approach raises the upper limit to the thermal regime in which squeezing can be achieved.
This extends the range of experimental setups in which non-classical correlations could be generated
beyond the region of high quantum cooperativity.
I. INTRODUCTION
Nonclassical correlations are necessary to enhance the
performance of a variety of quantum technological tasks,
including sensing [1], communications and cryptogra-
phy [2], quantum computing [3–5], quantum thermo-
dynamics [6–8], as well as having significance for foun-
dational questions in quantum physics [9]. Such cor-
relations have been observed in a variety of physi-
cal platforms including optical photons [10–13], cold
atoms [14–16], trapped ions [17–19], superconducting cir-
cuits [20, 21], nitrogen-vacancy centres [22] and, the plat-
form we address here, optomechanics.
In optomechanical setups, nonclassicality has been ob-
served through the production of squeezed states of me-
chanical motion in electromechanical systems [23, 24],
entanglement between distant mechanical systems cou-
pled by light [25] or microwaves [26] and entanglement
between the mechanical mode and the microwave mode
that leaks from a cavity [27]. This is accomplished by
engineering a particular interaction between microwaves
and mechanics through an external classical driving [28].
This in turn means that a certain set of experimental
conditions must be satisfied in order for the nonclassi-
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cal correlations to be generated, particularly against the
deleterious effects of environmental noise. The determi-
nation of these parameters under the constraints of an
experimental setting is a complicated optimisation prob-
lem even under a small number of tunable variables.
One theoretical method to determine the required pa-
rameter values is to develop and analyse a mathemati-
cal model of the physical system. Typically, in order to
make such a model tractable, many simplifying assump-
tions must be made. Further, analytical solutions to the
problem are often unavailable and the optimisation must
proceed numerically. While a broadly applied technique,
numerical simulation suffers from a structural weakness,
in that the optimisation is guided by the accuracy of
the mathematical model rather than the experimental
data. Here we invert this viewpoint and propose to use
Bayesian methods in optimising the production of non-
classical correlations from an optomechanical system. In
our analysis, the optimisation variables are the control
parameters that drive the actual experiment and the fig-
ure of merit is taken directly from measurements of the
system.
Fig. 1 outlines the process. The optimisation proceeds
without any preconceived description of the behavioural
response of the optomechanical setup to any changes in
the control parameters x. This is often referred to as
treating the setup as a ‘black box’, which in this case pro-
duces two-mode squeezing (idealised as F (x), the output
of the black box) in response to a set of control parame-
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FIG. 1. (a) Bayesian Optimisation is capable of optimising
the squeezing independently of the internal working of the
physical system, i.e. it treats the optomechanics model as
a black box, with certain control parameters and an output.
The control parameters x (detuning ∆ (t), pulse duration τ
and time-dependent coupling strength g (t), local oscillator
(LO) temporal profile fout (t)) are fed to the black box and
produce an output figure of merit F (x) (two-mode squeez-
ing). Using Bayesian methods, the optimiser searches the
parameter space to find the set which maximises the output,
thereby discovering the parameters which generate the great-
est amount of squeezing.
(b) An example of a levitated optomechanics setup. A
nanoparticle is suspended via optical tweezers in a harmonic
trap. The nanoparticle is then surrounded by cavity mirrors
and, by driving the cavity with an external laser, immersed in
a cavity field Xc with linewidth κ. The particle is positioned
in the cavity so as to generate a standard optomechanical
coupling between the mechanical motion Xm and the cav-
ity field. The pulsed interaction generated by driving on the
blue sideband of the cavity resonance frequency generates cor-
relations (two-mode squeezing) between the cavity field and
the mechanical motion. The pulse shape and local oscilla-
tor profile are controlled by electro-optic modulators (EOM).
Optimising over the variables in the external drive provides
an enhancement of this effect. The output pulse is detected
on a homodyne detector (HD) with the local oscillator mod-
ulated as per the temporal profile fout (t). The electric signal
from the HD is processed and statistically analysed to find the
minimal variance λmin = F (x) of the two-mode squeezing.
ters x. By taking advantage of recent ideas from Bayesian
optimisation (BO) [29], the results of the black box it-
self drive the optimisation of the control parameters, not
the mathematical model. This in-place optimisation of
the experimental parameters we refer to as theory-blind
control optimisation.
The theory-blind control idea was pioneered in 1992
under the name ‘learning control’ [30]. Further devel-
opment and usage has continued, primarily focusing on
controlling chemical reactions [31–36]. There are many
implementations and ideas using a variety of optimi-
sation algorithms in the quantum information process-
ing (QIP) field. An early example used a hybrid ap-
proach, combining classical and theory-blind optimisa-
tion, to improve gate fidelities [37]. This approach was
adopted to improve gate fidelities and reduce drift errors
in single- and two-qubit gates [38, 39]. Further applica-
tions of theory-blind optimisation in QIP can be seen in
Refs. [40, 41] for example. The theory-blind protocol is
advantageously applicable in levitated optomechanics ex-
periments, where a small number of precisely controlled
parameters characterise the setup. This can be used to
maximise nonclassical correlations and is immediately
possible in an experimental setup such as that used in
Ref. [42].
The possibility to achieve two-mode optomechanical
squeezing in a specific levitated optomechanical experi-
ment was shown in Ref. [43], and further details of the op-
tomechanical theory used in this manuscript can be found
there and in the references therein. Here we take the re-
sults of [43] as an initial benchmark and demonstrate
that BO is capable of discovering parameter sets that
generate significantly stronger two-mode optomechanical
squeezing. This is achieved by efficient exploration of the
parameter space, particularly in the regimes where ana-
lytical description of the optomechanical system is diffi-
cult or intractable, specifically, beyond the rotating wave
approximation of the resonant-sideband driving, and out-
side of the resolved sideband. Despite the fact that the
generation of nonclassical correlations in optomechanics
via a two-mode squeezing interaction is well-investigated
theoretically [28, 44–49], and has been demonstrated in
a number of cryogenic setups [25, 27], it remains a chal-
lenging task for new optomechanical platforms such as
levitated nanoparticles. Additionally, although some the-
oretical study has been made into driving correlations
through frequencies off the blue sideband [47], only spe-
cific fixed frequencies were analysed. Other recent work
considers driving off the blue sideband [50], but using
very short pulses (less than the period of mechanical mo-
tion) and in the regime where the optical decay is much
greater than frequency of the mechanical oscillator.
Experiments are expensive and time-consuming so in
order to show the feasibility of this idea in the specific
context of nonclassical states of nano-oscillators, we sim-
ulate the protocol. Since the optimisation algorithm does
not know that the experiment is simulated rather than
real, this functions as a test of the efficacy of theory-blind
Bayesian methods to optimise the production of a figure
of merit. Mathematical models of optomechanics are par-
ticularly robust and well-tested in the linearised regimes
that our analysis and simulations focus on herein [51, 52],
thus the process also provides predictions on how to max-
imise the generation of nonclassical correlations in an op-
tomechanical setting.
3The remainder of this manuscript is organized as fol-
lows. Section II describes the model used in the simula-
tion of the optomechanical system for calculation of the
figure of merit based on the environmental and control-
lable input parameters. Section III provides an overview
of Bayesian optimisation and explains its suitability for
this application. Section IV gives results of the simulated
theory-blind optimisation procedure, demonstrating how
allowing Bayesian optimisation increasing degrees of free-
dom enables it to discover parameter sets that improve
upon the two-mode squeezing levels. The results and
their implications are discussed in Section V.
II. THEORY
In this manuscript we aim at maximising nonclassi-
cal optomechanical correlations. This section contains a
formal description of the optomechanical system formed
by a nanoparticle levitated inside a cavity, and a pulse
of travelling light. We provide the Hamiltonian of the
optomechanical interaction inside the cavity and obtain
the differential equations for the quadratures of the me-
chanical motion and the intracavity light. With the help
of input-output relations we derive a Lyapunov equation
for the matrix of covariances between the mechanical mo-
tion and the light pulse, and describe how to quantify the
nonclassical correlations between them knowing the co-
variance matrix. This section provides the theory neces-
sary to reproduce our results, more details can be found
in Refs. [53, 54].
A. Gaussian Hamiltonian dynamics of
opto-mechanical system
Our focus is on a levitated nanoparticle of mass
µp trapped in a tweezer beam within a optical cavity
(see Fig. 1 (b)). In this setup, the potential for the
mechanical motion of the particle is determined by the
spatial intensity profile of the tweezer. The Gaussian
profile can be well approximated near the origin by a
quadratic potential V (x) = 12µpΩ
2
mx
2 of a harmonic os-
cillator parametrized by eigenfrequency Ωm. The me-
chanical motion of the particle is coupled to a cavity
mode that itself is a harmonic oscillator characterized
by the frequency ωcav.
The optomechanical coupling can be introduced in one
of two ways depending on the positioning of the nanopar-
ticle inside the cavity and the tweezer polarization. When
the nanoparticle is placed in the antinode of the cavity
optical mode, its displacement influences the eigenfre-
quency of the cavity, which induces the so-called disper-
sive optomechanical coupling [55]. The dispersive op-
tomechanical coupling is inherently nonlinear in the field
quadratures [51, 56]. It is, however, typically very weak
so in an experiment it is routinely enhanced by a strong
coherent driving in the presence of which the interaction
is effectively linearized. Alternatively, when the nanopar-
ticle is in the node of the cavity mode, given an appropri-
ate polarization of the tweezer laser, the optomechanical
coupling by coherent scattering of the tweezer photons
off the nanoparticle into the cavity mode takes place.
Such interaction is linear both in the field and mechanical
quadratures [57]. It is this type of coupling that allowed
ground-state cooling [42] of levitated nanoparticle. In
both cases, the system can be described by the linearized
Hamiltonian of the optomechanical interaction [51, 52]
1
~
H =
1
4
∆(t)(X2c + Y
2
c ) +
1
4
Ωm(X
2
m + Y
2
m)− g(t)XcXm,
(1)
where Xc, Yc (Xm, Ym) are the canonical dimensionless
quadratures of the cavity (mechanical) mode normal-
ized such that [Xc, Yc] = [Xm, Ym] = 2i, and ∆(t) =
ωcav−ωdrive(t) is the time-dependent detuning of the co-
herent drive (or the tweezer frequency for the coherent-
scattering coupling) from the cavity frequency. The cou-
pling strength g(t) can be set by the power of the coherent
drive (or by power and polarization of the tweezer). In
an experiment, the detuning ∆(t) and the drive power
(and consequently, g(t)) can be controlled by a suit-
able modulation (e.g., electro-optical) of the laser light
(symbol EOM in Fig. 1 where the case of the disper-
sive optomechanical coupling is pictured). As we show
below, a careful optimisation of these parameters allows
achieving stronger optomechanical squeezing compared
with the primitive regime of constant-power resonant-
sideband driving [43].
In this manuscript we are interested in pulsed driv-
ing in the vicinity of the upper mechanical sideband of
the cavity at frequency ωdrive(t) ≈ ωcav + Ωm. As is
known [51, 53], driving on the upper mechanical side-
band produces an optomechanical interaction which ap-
proaches the parametric amplification capable of pro-
ducing nonclassical correlations by scattering the drive
photons to the Stokes sideband. In order to run effi-
ciently, this process requires that the scattering into the
anti-Stokes sideband is suppressed, which occurs when
the mechanical frequency exceeds the cavity linewidth:
Ωm  κ.
We assume a pulsed operation, i.e. g(t) to be nonzero
for 0 ≤ t ≤ τ and zero otherwise. The advantages of
the pulsed manipulation stem from working at shorter
timescales compared to the steady states of continuous
driving. Since the pulsed operation does not require
the system to reach a steady state, it can use coupling
strengths that are prohibitively large for the continuous
drive. Indeed, driving the optomechanical cavity on the
upper mechanical sideband adds into the dynamics of
the mechanical mode a negative damping proportional
to the driving strength [58]. This negative damping eas-
ily overwhelms the intrinsic low damping of mechanics
thus making its dynamics unstable. In addition, operat-
ing at faster timescales helps to decrease the impact of
the noisy thermal environment.
4The optomechanical system is open, with each of
its modes coupled to its corresponding environment.
Whereas the optical environment has low noise, the
multi-mode mechanical one is at a high temperature. We
take this into account in terms of Langevin-Heisenberg
equations in the form [43]
v˙ = Av + ν, (2)
where v = (Xc, Yc, Xm, Ym) is a vector of unknowns and
ν = (
√
2κX in,
√
2κY in, 0,
√
2γξth) is a vector of input
noises. In this notation, κ is the cavity linewidth and γ
is the mechanical damping rate. The drift matrix reads
A(t) =
 −κ ∆(t) 0 0−∆(t) −κ 2g(t) 00 0 0 Ωm
2g(t) 0 −Ωm −γ
 . (3)
The components of the noise vector ν satisfy the standard
Markovian autocorrelations [59]〈
Qin(t) ◦Qin(t′)〉 = σvδ(t− t′), for Q = X,Y, (4)〈
ξth(t) ◦ ξth(t′)〉 = σv(2nth + 1)δ(t− t′). (5)
Here a ◦ b = 12 (ab + ba) is the Jordan product, σv = 1
is the shot-noise variance, and nth is the mean occupa-
tion of the thermal environment of the nanoparticle. The
nanoparticle’s environment manifests itself in a number
of ways including collisions with residual gas particles,
trapping photon recoil, etc [42]. Therefore, a more ex-
perimentally relevant value is the heating rate Γ ≡ γnth.
An important characteristic of the input fluctua-
tions is the so-called diffusion matrix D, defined as
〈νi(t) ◦ νj(t′)〉 = Dijδ(t− t′), so in our case
D = diag(2κ, 2κ, 0, 4Γ). (6)
B. Input-output formalism
Since we are interested in control of the nonclassical
correlations between mechanics and the leaking light,
that can be directed to another quantum system or de-
tector, we have to obtain an expression for the latter.
We start doing so with the input-output relations for a
high-Q cavity [60](
Xout
Y out
)
= −
(
X in
Y in
)
+
√
2κ
(
Xc
Yc
)
, (7)
Next, we define a mode of the leaking light that is de-
tected at the output. This mode is characterized by its
temporal profile fout(t) and is described by quadratures(
X out
Y out
)
=
∫ τ
0
ds
(
Xout(s)
Y out(s)
)
fout(s). (8)
Because the quadratures satisfy the commutation rela-
tion [
X out,Y out
]
= 2i
∫ τ
0
ds (fout(s))2, (9)
the mode profile has to satisfy the normalization condi-
tion ∫ τ
0
ds (fout(s))2 = 1 (10)
for X out,Y out to be canonical variables. In an ex-
periment, the choice of different mode profiles fout(t),
that is detection of quadratures of the modes with dif-
ferent temporal profiles, can be implemented in the ho-
modyne detection by either using a local oscillator with
time-dependent amplitude or by frequently sampling
the instantaneous value of quadrature with a constant-
amplitude local oscillator and subsequently assembling
an integral sum of the form Eq. (8) from samples [61].
The choice of a certain temporal detection profile
fout(t) is a particularly important task in the problem
of detecting the quantum correlations [54]. A simple in-
tuition can be used in the case when the drift matrix is
time-independent. In this case, an analytical solution of
the dynamics exists that allows expression of the instan-
taneous amplitudes of the leaking field Xout(t), Y out(t)
in terms of the initial values u(0) and the input fluctu-
ations. Such an expression contains a term proportional
to Xm(0) with the coefficient Tm(t). Setting the detec-
tion profile equal to this coefficient fout(t) = Tm(t) gives
the temporal mode of light that has maximal contribu-
tion of Xm(0). We refer to such a detection profile as the
‘optimal ’ profile in Section IV A.
Having the definitions for the output mode, consider-
ing it a function of the upper integration limit, we can
extend Eq. (2) to include the output mode
u˙ = Bu+ µ, (11)
where u = (Xc, Yc, Xm, Ym,X out,Y out) is the extended
6−vector of unknowns and µ is the extended vector con-
taining noise terms.
µ = ([ν]1×4,
√
2κfout(t)X in,
√
2κfout(t)Y in). (12)
The new drift matrix reads
B(t) =
 [A(t)]4×4 02×202×2√
2κfout(t)12 02×2 02×2
 (13)
5and for the 6× 6 diffusion matrix we obtain
F(t)
=
 [D]4×4 −fout(t)
√
2κσv12
02×2
−fout(t)√2κσv12 02×2 fout(t)22κσv12
 .
(14)
Above we used notation 1n for an n-dimensional identity
matrix, and 0m×n for a matrix of zeros of corresponding
dimensions.
The dynamics of the system are linear, therefore the
initial multimode zero-mean Gaussian state and multi-
mode zero-mean Gaussian state of the noises are mapped
by Eqs. (2) and (11) onto another zero-mean Gaussian
state. An important feature of such states is that they
are fully described by their second moments that form a
covariance matrix. The latter is defined as
Uij = 〈ui ◦ uj〉 . (15)
The covariance matrix U(t) evolution is governed by
the matrix Lyapunov equation:
U˙ = BU + UBT + F. (16)
To analyze the nonclassical optomechanical correla-
tions of the modes of our interest, we derive the covari-
ance matrix of a bipartite system formed by the nanopar-
ticle and the leaking light by keeping only the correspond-
ing rows and columns in U. In our particular case, we
remove the first two rows and columns, and arrive to a
4× 4 covariance matrix Vij = Ui+2,j+2 with 1 ≤ i, j ≤ 4.
C. Optomechanical two-mode squeezing
From the covariance matrix V of the bipartite optome-
chanical system we obtain the two-mode squeezing from
its minimal eigenvalue λmin. A squeezed state is indi-
cated by λmin < σv = 1, with squeezing increasing as
λmin decreases. The two-mode optomechanical squeez-
ing is given by
Sgen = max {0,−10 log10 λmin} , (17)
which is clearly maximised for minimal λmin.
Detection of the two-mode squeezing of a bipartite sys-
tem does not require full state tomography. A simple
method exists that allows this detection via only one ho-
modyne measurement of each of the two modes. The
method is based on the fact that in the eigenbasis where
the covariance matrix is diagonal, the smallest eigen-
value of the covariance matrix is one of its elements.
This means that by a two-mode passive linear transfor-
mation it is possible to obtain a generalised quadrature
Xgen whose variance equals the smallest eigenvalue of the
original covariance matrix [62]. This method can exhibit
squeezing even when conditional variances do not [63].
The most general of such transformations maps the initial
quadratures onto a new set, of which we are interested in
the one given by
Xgen[θc, θm, φ] = X
θc
c cosφ+X
θm
m sinφ, (18)
with Xθii being the quadratures of each subsystem in a
rotated basis
Xθi = Xi cos θ + Yi sin θ. (19)
Equation (18) thus describes an output quadrature of a
virtual beamsplitter having an amplitude transmittance
cosφ with the rotated quadratures of the original modes
as the two input modes. The variance of Xgen can be
computed as
VarXgen = V11 cos
2 φ+ V33 sin
2 φ+ V13 sin 2φ, (20)
where
V = R(θc, θm)VR(−θc,−θm), (21)
and R is the rotation matrix:
R(θc, θm) = R2(θc)⊕R2(θm), R2(θ) =
(
cos θ sin θ
− sin θ cos θ
)
.
(22)
For an optimal set of angles θ
(o)
c , θ
(o)
m , φ(o) the correspond-
ing variance assumes the value of the minimal eigenvalue
of V:
VarXgen[θ
(o)
c , θ
(o)
m , φ
(o)] = λmin, (23)
In the lab, one can directly measure Xθi using homo-
dyne detection. The phase θ is set by the local oscillator.
The weighting factors sinφ, cosφ can be optimized of-
fline. The problem of detecting the two-mode squeezing
is then reduced from the full Gaussian tomography of the
bipartite state to the direct homodyne detection of a pair
of quadratures [43].
Note that we simplify the problem of evaluation of the
two-mode squeezing by assuming that we have an ac-
cess directly to the mechanical part of the covariance
matrix. Though technically such a direct access is im-
possible, the mechanical quadratures can be effectively
swapped to a subsequent pulse of leaking light by driving
the optomechanical cavity on the lower mechanical side-
band ωdrive = ωcav−Ωm. The state swap procedure via a
red-detuned drive is known to be equivalent to an almost
noiseless beamsplitter-like transformation from mechan-
ics to the light [64, 65]. The problem of the optimal pulse
shape is not relevant to the task of state swap as it is for
the generation of squeezing. Therefore, an extension of
the problem to include the verification step would only be
a technical addition to the problem and would not nec-
essarily extend the scope of the manuscript. Thereby, we
analyse here an optimized upper bound on directly de-
6tectable squeezing from the experimental setup with the
key time-variable parameters g(t),∆(t), fout(t) and τ .
III. BAYESIAN OPTIMISATION
With the elements of theory developed in the previous
section, both the task of creating and detecting squeezed
states in optomechanical systems can be turned into an
optimisation problem. As ultimately these optimisations
should be performed directly onto an experimental appa-
ratus, it is desirable that the optimisation routine should
converge in a small number of steps, and exhibit robust-
ness with regards to experimental noise. Since Bayesian
optimisation (BO) has been successful with these require-
ments, with examples in quantum optimal control prob-
lems [66–71], it is deemed appropriate for the tasks at
hand.
A typical optimization problem involves maximising a
figure of merit F (x) with respect to control parameters
x,
xopt = arg max
x
F (x). (24)
In general, x can be an N -dimensional vector where N
is the total number of parameters. In our case, it can
describe the control parameters g(t) and ∆(t) entering
the Hamiltonian in Eq. (1), the pulse duration τ , the
detection output fout(t) profile appearing in Eq. (8) or
the detection angles θ in Eq. (18). On the other hand
the figure of merit to be maximised can be the two-mode
squeezing value in Eq. (17) or, equivalently, the minimum
eigenvalue λmin of the covariance of the optomechanical
state described by the matrix V.
This search for optimal control parameters is per-
formed iteratively. At each iteration of the algorithm
the figure of merit is evaluated for a given set of param-
eters, from either numerical simulation or experimental
data, this information is passed to the optimisation rou-
tine, which in turn suggests a new set of parameters to
be tried.
In contrast to other optimisation routines, BO relies on
the construction of an internal approximation (model) of
the relationship between the control parameters and the
figure of merit F . This model then guides the optimisa-
tion process. The choice of the next set of control pa-
rameters is turned into a Bayesian decision problem, in-
corporating an incentive to explore the parameter space.
These two steps, of updating the model based on the full
set of evaluations collected and choosing the next set of
parameters, form a single iteration of BO, and are briefly
explained in the rest of this section. More thorough de-
scriptions of BO can be found in Refs. [72–75].
As based on a limited number of evaluations, which
are potentially non-exact due to experimental noise as
a source of variance, such as infidelity in applying the
controls, it is convenient to adopt a probabilistic mod-
elling approach, that is random functions f are used to
model the unknown F . The prior distribution p(f) over
these random functions is chosen such that it favours
well-defined and regular functions. In more technical
terms it means that f is taken to be a Gaussian pro-
cess [76]. A single evaluation of the figure of merit for
control parameters xi is denoted y(xi) which is allowed to
deviate from the true value F (xi) due to potential noise
in the acquisition of the data. Then, given a record of
M evaluations of the figure of merit denoted as a vector
yM = [y(x1), . . . y(xM )], one aims at updating the prior
distribution p(f) to take into account the data collected.
This is done by means of Bayes’ rule
p(f |yM ) = p(f)p(yM |f)
p(yM )
, (25)
where the term p(yM |f) denotes the likelihood of obtain-
ing the data-set yM for a given function f and p(yM ) acts
as a normalisation constant. When the noise in the data
is assumed to be normally distributed, and with constant
strength, this conditional distribution can be obtained in
closed-form [76].
Rather than a single point estimate f(x), this mod-
elling approach allows to obtain the full probability dis-
tribution p(f(x)|yM ) which can be used to select the
next set of parameters xM+1 to be evaluated. One could
choose xM+1 for which the value of f(xM+1) is maxi-
mal in average. However, as the internal BO model is
based only on a restricted amount of data it is likely
that this average value may deviate significantly from
the true value of F especially far away from the param-
eters already evaluated. Thus it is vital to also explore
other promising regions of the parameter space. These
considerations can be formulated in terms of an acqui-
sition function, which grades a set of pseudo randomly
generated potential parameters, and the choice of the
next parameters is taken where this acquisition function
is maximised [72].
The Expected Improvement (EI) acquisition function
is the type predominantly used to generate the results
presented in Section IV, defined as
αEI(x) =
∫ ∞
ymax
dy (y − ymax) p(f(x) = y|yM ) , (26)
where ymax is the best evaluation recorded so far. That
is, the evaluation of f(x) that returned the highest figure
of merit value. It effectively quantifies the expected im-
provement compared with the best recorded output from
previous iterations, specifically in our case that is the
increase in two-mode squeezing level, and encourages ex-
ploration where the width of the distribution p(f(x)|yM )
is large. For the interested reader, a more detailed expla-
nation of how this EI acquisition function achieves this
can be found in Ref. [72]. This exploration feature en-
sures that a global search is performed making BO less
prone to be trapped in local minima.
7IV. OPTIMISATION RESULTS
A. Constant coupling strength
Previous (analytical, without optimisation) work has
investigated what can be achieved in terms of two-mode
squeezing with a square driving pulse [43, 54]. The op-
timisation objective is to maximise the figure of merit,
which is the two-mode generalised squeezing Sgen, with
the optimal values of coupling strength g and duration τ
to be determined. Here we consider only these two pa-
rameters, which describe a square-shaped pulse, for op-
timisation to allow comparison with the previous work,
which requires using the model with the least number
of parameters possible as optimisation variables. We
use the analytically derived optimal profile for the mea-
surement function fout (t) described in Section II B. Sgen
is calculated through simulation of the model described
in Section II. Technical details of the simulation are given
in Appendix B, which also gives detailed descriptions of
the optimisation methods. The simulation is broadly
based on the experimental setup used in Ref. [42]. The
system parameters are summarised in Table I.
The pulse parameters g and τ are constrained with ex-
perimentally relevant upper bounds of 2κ and 100κ−1
respectively, where κ is the optical damping. More-
over, some combinations of pulse parameter values would
lead to overheating, potentially damaging the system,
and so a further constraint Glimit = 50 is applied us-
ing an adiabatic approximation of amplitude gain given
by Eq. (A16).
The interactions with the environment are modelled as
described in Section II. The bath temperature is charac-
terised by the mean number of bath phonons nth. Com-
bined with the mechanical damping γ = 2.8 × 10−10κ
this gives rise to a reheating rate Γ = γ nth. The tem-
perature of the oscillator is characterised by the mean
mechanical occupation n0. The model does not predict
that cooling of the oscillator significantly increases the
potential two-mode squeezing level Sgen, except for ex-
tremely low temperatures (nth ∼ 1). Therefore, for now,
the oscillator is considered to be initially (prior to the
driving pulse) in thermal equilibrium with the bath, that
is nth = n0. Later, in Subsection IV D, we will see that
cooling the oscillator is beneficial in terms of resilience to
measurement imprecision.
The maximum achievable two-mode squeezing Sgen is
dependent on the reheating [54], and the required pulse
parameters to achieve this also vary with Γ. This is il-
lustrated in Fig. 2, which presents the squeezing level (in
dB) level achieved by optimising g and τ for specific bath
temperatures over a wide range. The optimal values for
g and τ for 30 different values of Γ were found using
Bayesian optimisation (BO). The relationship of Sgen to
Γ is also plotted for three fixed g, τ combinations, with
the amplitude at maximum G = Glimit in each case. At
lower temperatures the squeezing process is adiabatic and
a long pulse is most effective, whereas at higher temper-
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FIG. 2. Achievable generalised two-mode squeezing.
The two-mode squeezing Sgen achieved by optimising square-
pulse parameters g and τ for a given reheating rate Γ are
compared with specific g, τ values (chosen such that the am-
plitude gain is at its limit G = Glimit). The red dots show the
value of the maximum generalised two-mode squeezing found
through numerical optimisation of g and τ . The squeezing
Sgen is calculating according to Eq. (17), based on the optome-
chanical system model described in Section II. The lines show
the squeezing for the fixed specific pulses, defined by param-
eter values shown in the legend. The inset is an enlargement
of the high heating region of the main plot. In the adiabatic
region Γ . 10−4κ the maximum squeezing Sgen is determined
by the upper bound of the pulse duration κτ ≤ 100, as long
pulses are favourable over strong coupling. For higher tem-
peratures, where Γ is greater, stronger coupling is increas-
ingly advantageous. State-of-the-art experiments experience
reheating in this range Γ ≈ 10−1κ. In this region maximising
two-mode squeezing requires a specific combination of g and
τ that strongly depends on the reheating of the mechanical
oscillator. No squeezing is possible, driving with a square-
shape pulse, with reheating rates beyond the upper bound
Γ = 10.4κ, which is shown more precisely in the inset.
atures greater coupling is required to achieve maximal
Sgen.
Reheating rates where the squeezing process is adia-
batically driven are not achievable in the lab [42, 77].
There is an upper bound to the reheating rate (Γ =
10.4κ), found through attempted parameter optimisation
beyond which parameter values g, τ for a square-shaped
pulse cannot be determined that result in any squeez-
ing Sgen > 0, indicating that it is not possible to drive
two-mode squeezing using a square pulse with bath tem-
peratures higher than this. It is clear from Fig. 2 that
in the experimentally relevant heating range Γ ≈ 10−1κ
the pulse parameter values g, τ need to be chosen care-
fully in order to maximise two-mode squeezing for the
particular thermal parameters, which are likely to fluc-
tuate and may be difficult to estimate precisely. If the
environmental parameters in an experiment attempting
8to drive and measure two-mode squeezing differ from the
ones used to determine the pulse parameters, maximum
possible squeezing will not be achieved. Theory-blind
optimisation will determine the correct pulse parameter
values to reach maximal two-mode squeezing levels.
Despite these positive results, the square-shape is not
necessarily optimal for the coupling pulse profile. The
next section investigates the potential for improving on
maximum squeezing by allowing for a temporally shaped
pulse.
B. Time-dependent coupling
The signal generators used in state-of-the-art optome-
chanics experiments allow for effectively any continu-
ous time-dependent function to be applied to temporally
shape the laser pulse amplitude driving the coupling.
That is, with pulse durations on the order of those used
here, it is valid to consider an arbitrarily shaped coupling
function g (t). Hence the search space for the optimisa-
tion can be expanded by adding variables that will allow
for a time-dependent shaped coupling. The measurement
function used for a square-shaped driving pulse, cannot
be assumed optimal for an arbitrary shaped pulse, and
so any optimisation of parameters for the driving pulse
must be combined with optimisation of parameters for
the measurement function fout (t). In a physical experi-
ment such as in Fig. 1 these functions (g (t) , fout (t)) are
controlled by modulators (EOM).
With time-dependent coupling it is necessary to cal-
culate the covariance matrix V by numerically solv-
ing Eq. (16). The technical details of how this is per-
formed, including the pulse parameterisation scheme, are
given in Appendix B 1.
For the comparison of different optimisation variable
combinations the reheating rate is fixed at the experi-
mentally achievable value Γ = 0.063κ by setting specific
values for the environmental parameters nth = 2.26 ×
108, γ = 2.8 × 10−10κ. Bayesian optimisation (BO) is
again used to determine optimal parameters. In the time-
dependent case the piecewise linear (PWL) parameters
for the functions g (t) and fout (t) are the optimisation
variables, along with the total pulse duration τ , which is
the same for both functions.
The optimisation results comparing the constant and
time-dependent coupling are shown in Fig. 3. There is
some variation in the value of Sgen found by BO, and so
the results of 200 repeats of BO are shown in a histogram.
The data from the different optimisation variable combi-
nations are compared on the same axes. The results for
the square and time-dependent coupling pulses are la-
belled ‘const. coupling’ and ‘t.d. coupling’ respectively.
The rotating wave approximation (RWA) gives rise to
some differences in Sgen for some square pulse parame-
ters g, τ when the mechanical frequency is in the order
of the optical damping, and so the analytical solution to
Sgen differs from the numerical solution. The numerical
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FIG. 3. Optimised generalised squeezing at experi-
mentally relevant bath temperature. Histograms show-
ing the distribution of optimised generalised squeezing for dif-
ferent combinations of variables. We see in the first three
result sets how average squeezing increases as extra dimen-
sions are added to the search space, allowing the optimisation
to discover regions where the non-classical correlations are
greater. Each optimisation attempt produces a slightly dif-
ferent solution (for explanation see Appendix B 3) and so 200
repetitions of Bayesian optimisation are performed for each
combination of variables. The increasing number of search di-
mensions also causes greater variation in the squeezing value,
widening the distribution. The ‘result count’ is the frequency
of squeezing outcomes within a given interval. All values of
Sgen are calculated from the covariance matrix V obtained by
numerically solving the Lyapunov equation Eq. (16). Inter-
action with the surrounding environment is characterised by
a reheating rate Γ = 0.063κ [42]. The colour-coded distribu-
tions are labelled in the legend. For ‘const. coupling’: the
optimisation variables are coupling g and pulse duration τ
(see Section IV A). For ‘t.d. coupling’: the coupling g (t) and
measurement function fout (t) are time-dependent functions,
and the piecewise linear (PWL) parameters of these are opti-
mised along with τ (see Section IV B). For ‘detuning’: τ and
the PWL parameters of g (t), fout (t), ∆ (t) are all optimisa-
tion variables (see Section IV C). For ‘noisy coupling’: g (t),
fout (t) and τ are optimised with white noise added to the
g (t) parameters at each optimisation step (see Section IV E).
For ‘fout only’: g and τ are fixed, and only the PWL pa-
rameters of the measurement function fout (t) are optimised
(see Section B 3). Unless used as an optimisation variable,
parameter values for the simulations are set as given in Ta-
ble I. The table also gives the bounds for parameters when
used as variables in the optimisation.
solving method is used here for computing squeezing with
the square pulse to ensure a fair comparison. In all repeti-
tions the time-dependent pulses out-perform the square
pulses. The minimum, mean and maximum squeezing
are 6.20, 6.27, 6.28 dB for square and 6.73, 6.99, 7.14 dB
for the PWL pulses, demonstrating that in simulation
greater squeezing can be achieved with a temporarily
9shaped coupling strength amplitude.
The distribution of results in terms of maximum
achieved squeezing Sgen is understood to be caused by
local maxima (traps) in the optimisation variable land-
scape. Local maxima are observed in data for the 2-d
constant coupling case when solving the dynamics nu-
merically (without the RWA) that are not seen when the
RWA is made. Further explanation of this is given in Sec-
tion B 3, which includes an illustration of how the RWA
affects the squeezing computation and plots of the opti-
mal pulses from this subsection.
C. Detuning frequencies
The results presented so far have been obtained for a
fixed driving laser frequency detuning ∆ = −Ωm. Solv-
ing the dynamics numerically also allows for the detun-
ing ∆ to be offered as a variable for optimisation. Giving
a single additional degree of freedom to Bayesian opti-
misation (BO), that is a fixed value for the detuning
throughout the driving pulse, provides little improvement
in the maximum achievable squeezing. However, allowing
a time-dependent profile for the detuning, by optimising
the parameters of a piecewise linear function ∆ (t), en-
ables significantly greater two-mode squeezing.
The results for repeated optimisations maximising Sgen
including the detuning variables can be seen in Fig. 3.
The results for all the optimisation variable combinations
are compared on the same axes. The distribution of 200
repetitions of the optimisation of g (t), fout (t), ∆ (t) is
labelled ‘detuning’. The duration τ of the pulse is also
an optimisation variable. There is a greater spread in
the results than when optimising just g (t) and fout (t),
but the mean final squeezing (7.44 dB) is greater than
the maximum (7.14 dB) achieved without optimising the
detuning, and the maximum achieved with optimised de-
tuning is 8.23 dB.
For the high temperature bath (Γ = 10.4κ), which,
as seen in Subsection IV A, is the upper limit for driv-
ing two-mode squeezing with a square-shaped pulse, BO
finds time-dependent functions that produce squeezing
Sgen of up to 6 dB with this greater degree of freedom.
That is, through shaping the temporal profiles of driving
pulse parameters g (t) and ∆ (t), and the corresponding
measurement function fout (t), it is possible to achieve
significant squeezing at this high-temperature, at which
it is impossible to achieve squeezing with a square pulse.
We emphasise that both types of pulse are bound by a
limit Glimit on the amplitude gain (given by Eq. (A16)),
and so this comparison is made at the physical (overheat-
ing) limit of the optomechanical system.
Fig. 4 shows the time-dependent profiles of the optimal
g (t), fout (t) and ∆ (t). The plots give a representation
of the average pulse (see figure caption for definition).
There is actually a wide variety of pulse profiles that pro-
duce high squeezing, which is explained in Section B 3.
The average pulses give an indication of common fea-
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FIG. 4. Optimised pulses with variable coupling, mea-
surement and detuning. The average optimal function
profiles for 200 repetitions of Bayesian optimisation, with the
optimisation variables being the pulse duration τ and the
piecewise linear parameters of the time-dependent profiles of
coupling g (t), measurement function fout (t), and laser field
frequency detuning ∆ (t). The mean value of the amplitude
at the timeslot boundaries, and the mean pulse duration, are
used to plot the average pulses (solid red lines). The aver-
age pulses are bounded by 5 times the standard error in the
pulse parameters. The pulses correspond to the optimised
generalised squeezing dataset labelled ‘detuning’ in Fig. 3.
tures. For the driving pulse we see a stronger coupling
initially, with a peak before the middle, then tailing off
towards the end. For the measurement function we see
this starts around zero, increasing up to a peak after
the middle, and then tailing off partially. The detuning
functions have much greater variation, but typically start
below the blue sideband −Ωm, rising to above −Ωm in
the middle, and finishing around −Ωm.
The particular result for the detuning temporal pro-
file is interesting, as most analytical studies have as-
sumed fixed detuning at the blue sideband for driving
two-mode squeezing. Possibly, the time-dependent de-
tuning helps counteracting the noise, and hence leads to
greater squeezing. Some evidence for this is observed
when setting the mechanical oscillator frequency much
greater than the optical damping (Ωm = 50κ). The op-
timised time-dependent profile for the detuning ∆ (t) is
then at the blue sideband when the coupling is at its
strongest.
D. Detection angles
In an experimental setting, estimating V would require
full state tomography. There is a potentially more effi-
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cient method of measuring Sgen, described in Section II C,
based on the equivalence of VarXgen [θc, θm, φ] to λmin.
This method requires three parameters to be determined:
θc, θm, φ. The latter is a weighting that can be deter-
mined in post processing. The homodyne measurement
angles θc, θm are experimental settings that could be de-
termined through theory-blind optimisation. To test this
idea in simulation, in which the full covariance matrix V
is computed by numerically solving Eq. (16), VarXgen is
calculated as per Eq. (20). The optimisation algorithm
is given only θc, θm as variables, and the figure of merit
is calculated from a fixed V. In an experiment this is
equivalent to running with identical driving parameters.
For covariance matrices computed numerically, with-
out the rotating wave approximation, with the exper-
imentally achievable reheating rate Γ = 0.063κ and the
mechanical oscillator initially in thermal equilibrium with
the bath, optimisation algorithms are unable to navigate
the parameter landscape to reliably find the VarXgen
equivalent to λmin, as the VarXgen minima is located
in a narrow trough. This is explained further in Ap-
pendix B 4. This would be further compounded in an ex-
perimental setting, as the VarXgen measurements would
be intrinsically noisy.
When the initial temperature of the mechanical oscil-
lator n0 is much lower than the environment tempera-
ture nth, for V computed through simulations, the upper
bound of VarXgen is much lower, which also reduces the
sharp changes in gradient. The optimisation algorithm is
able to reliably find VarXgen equivalent to λmin, so long
as the oscillator is sufficiently cooled, for example phonon
number n0 = 100. Much lower n0 values than this are
now achievable in experiment [42]. Therefore this method
for estimating the two-mode squeezing by determining
homodyne measurement angles through theory-blind op-
timisation remains a viable option. Note that this only
helps the measurement process, and that the squeezing
is only significantly increased for much lower oscillator
temperatures of nth ∼ 1.
E. Control noise
In an experimental setting the precision to which con-
trols can be applied will be limited. Also, how the system
will respond to the controls may not be fully predictable.
In this specific example of controlling the coupling of the
oscillator to the light field by modulating the amplitude
of the laser, it is likely that the actual coupling may have
some random variation in its response. This is referred to
as control noise. The optimisation algorithm is guided by
the outcome of trying specific sets of parameters. Vari-
ation in the outcome will lead to reduced performance
of the algorithm. One method to overcome this would
be to repeat the experiment with the same parameters
multiple times and take the mean outcome, however this
would greatly increase the total number of times the ex-
periment would need to be run. Bayesian optimisation
(BO) can refine its model of the control landscape, tak-
ing into account that the figure of merit function value
for some set of parameters may not be exact.
To replicate this scenario that one would encounter in
the lab and to verify the stability of optimisation the
control noise is modelled by adding some pseudo-random
Gaussian distributed value to the pulse parameters. Fur-
ther details are given in Appendix B 5. The results for
BO maximising Sgen by optimising g (t) and f
out (t) when
noise (standard deviation 10% of amplitude) is added
to the piecewise linear parameters of g (t) are shown in
Fig. 3. These results are compared with others on the
same axes, the distribution of squeezing achieved with
200 repeats of BO with noisy coupling parameters is la-
belled ‘noisy coupling’. These can be compared with the
distribution when g (t) and fout (t) are optimised without
control noise (labelled ‘t.d. coupling’), as the detuning
is fixed at the blue sideband in both cases. Although
there is greater spread in the distribution, with mini-
mum, mean, maximum Sgen being 6.06, 6.70, 7.06 dB for
the noisy controls, compared with 6.73, 6.99, 7.14 dB in
the noiseless case, BO still performs very well.
V. SUMMARY AND OUTLOOK
We have optimised the production of nonclassical op-
tomechanical correlations, as measured by the two-mode
squeezing Sgen. This is accomplished by adding a layer
of Bayesian optimisation to the control variables, such as
coupling rate g (t), pulsed interaction duration τ , drive
detuning ∆ (t) and the detection profile fout (t), so that
repeated simulations of the optomechanics experiment
are directed towards increased nonclassical correlations.
Such control variables must be optimised against the un-
controlled parameters such as the heating rate Γ that neg-
atively affect the production of nonclassical correlations.
The optimisation shows that this can be accomplished in
a way not easily replicable by analytical studies of the
mathematical model.
For example, in the case of a pulse of constant inter-
action strength g(t) = g the optimisation distinguishes
between various reheating regimes and pulse lengths τ
in order to maximise the optomechanical squeezing Sgen,
thus granting access to higher two-mode squeezing in ex-
perimentally relevant regions of the reheating variable.
Adding more variables to the optimisation procedure, in-
cluding time-dependent couplings g (t) and measurement
functions fout (t), only adds to the power of the opti-
misation procedure. While requiring more resources to
optimise, plainly having a greater parameter landscape
to explore provides more opportunity to increase the op-
tomechanical squeezing. We have assumed a certain fixed
complexity of this time-dependence in the form of piece-
wise linear functions, however it seems reasonable to con-
jecture that increasing the detail of such functions, and
therefore the number of control variables, will produce
more finely tuned optimisations with greater nonclassi-
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cal correlations.
Curiously, the optimal coupling profile g (t), measure-
ment function fout (t) and detuning profile ∆ (t) must
be used as a set, in the sense that taking an average
of the optimised functions does not produce high lev-
els of squeezing (when compared with the maximum
achieved). We find that detuning away from the blue-
sideband, in combination with the other optimised vari-
ables, produces noticeably greater squeezing than oth-
erwise predicted [43]. The blue detuned drive produces
nonclassical correlations perfectly in a unitary system,
and we deviate from this by including noise effects from
the thermal environment. Allowing the control variables
to vary around this unitary ideal gives the optimisation
an opportunity to locate the deviated maximum squeez-
ing. For an estimate, while the non-optimized case pre-
dicts generation of approximately 6 dB of the optome-
chanical squeezing for the heating rate Γ = 0.06κ, after
the optimisation over all experimentally controllable pa-
rameters (τ, g (t) , fout (t) ,∆ (t)) the squeezing can reach
values over 8 dB.
The optimisation not only increases the magnitude of
the optomechanical squeezing but, compared to the non-
optimized case [43], allows to achieve squeezing in the
case of significantly higher temperatures of the environ-
ment. We have not specifically addressed the problem of
finding the maximal heating rate Γ allowing generation
of the optomechanical squeezing, because the solution of
such a problem is a set of optimal parameters that yields
squeezing approaching zero at a high temperature. On
the contrary, we have focused on the maximisation of
squeezing at a fixed, experimentally reasonable, value of
the temperature of the environment corresponding to a
certain value of Γ. For instance, it happens to be im-
possible to achieve two-mode squeezing by driving the
system with a top-hat pulse if the temperature of the
mechanical environment exceeds the value correspond-
ing to the heating rate Γ = 10.4κ. The pulse with all the
parameters (τ, g (t) , fout (t) ,∆ (t)) optimised can exhibit
squeezing as high as 6 dB at this value of the heating
rate. Note that from the point of view of the quantum
cooperativity [51], which compares the optomechanical
coupling rate with the decoherence rates of the system
Cq = g
2/(κΓ) . 0.4, at this high temperature, our sys-
tem is clearly outside the regime of high cooperativity.
While we have emphasised experimental values from a
certain levitated setup [42] in the text, the present simu-
lations can be applied to other levitated experiments [78–
81]. Moreover, any optomechanical [82–84] or electrome-
chanical [85, 86] system capable of functioning in the
pulsed regime of linearized optomechanical interaction
can be analysed using exactly the same tools. The latter
also allow consideration of multiple mechanical oscilla-
tors for investigation of mechanical-mechanical correla-
tions generated by the pulsed interaction. Furthermore,
the problem can be extended to include two- and three-
dimensional motion of the levitated nanoparticles, which
allows consideration of non-classical correlations between
the motion of one or multiple nanoparticles in orthogonal
directions [87, 88].
The theory-blind process can be interfaced directly
with an experimental setup, in which one can imagine an
autonomous process that repeatedly inputs new control
variables in response to a Bayesian update from the opti-
misation, producing large values of squeezing. Bayesian
optimisation improved upon the theoretically predicted
optimal parameters for driving two-mode squeezing in
the numerical model. The efficient method for measur-
ing the squeezing by determining the optimal homodyne
measurement angles through optimisation has also been
demonstrated viable through simulation. The theory-
blind optimisation process in this application has there-
fore been thoroughly tested in simulation and demon-
strated to be valuable. The technological requirements
for shaping the frequency and amplitude of the driving
pulses, and the coordinated measurement of the output,
all controlled by some automated process, are available
in most labs experimenting with optomechanical setups.
A parameter set found to be optimal in simulation is
unlikely to be the optimal solution in the lab, due unex-
pected couplings, parameter drift, and other sources of
noise. Theory-blind optimisation would find the true op-
timal solution for the specific set, in the specific moment,
as this is based on response and measurements from the
actual system. Further improvement upon the maximum
two-mode squeezing level found in simulation could po-
tentially be achieved through this full theory-blind op-
timisation, for instance taking advantage of attributes
of the setup that were not modelled in the simulation,
such as nonlinearities in the coupling [89, 90] and non-
Markovianity [91] in the environmental interactions.
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Appendix A: Approximations in the theory of cavity
optomechanics
1. Dynamics of slow opto-mechanical amplitudes
To investigate the interaction between the optical and
mechanical modes, it is instructive to switch to the ro-
tating frame defined by the free evolution of the modes
(the first two terms in Eq. (1)). This is equivalent to a
transition from the instantaneous values of the quadra-
tures v to their slowly varying envelopes venv following
the rule
v = Rvenv (A1)
with R = R2(∆t) ⊕ R2(Ωmt), where R2 is the matrix of
unitary rotation
R2(α) =
(
cosα sinα
− sinα cosα
)
. (A2)
Substituting Eq. (A1) into Eq. (2) yields the equations
of motion for the envelopes venv:
v˙env = Aenvvenv + νenv, (A3)
completely analogous to Eq. (2) with notations
Aenv = R−1(AR− R˙), νenv = R−1ν. (A4)
In particular, the full expression for Aenv reads
Aenv =
(
−κ · 12 g · Θ(∆,Ωm)
g · Θ(Ωm,∆) −γ2 · (12 + Φ(Ωm))
)
, (A5)
with notation
Θ(∆,Ωm) =
(
−2 cos(Ωmt) sin(∆t),−2 sin(Ωmt) sin(∆t)
2 cos(Ωmt) cos(∆t), 2 cos(Ωmt) sin(∆t)
)
,
(A6)
Φ(Ωm) =
(
− cos(2Ωmt) − sin(2Ωmt)
− sin(2Ωmt) cos(2Ωmt)
)
. (A7)
Also for the noises one can write
Denv =
(
2κ · 12 02×2
02×2 2Γ · Ψ
)
, Ψ =
(
cos 2Ωmt sin 2Ωmt
sin 2Ωmt cos 2Ωmt
)
(A8)
A Lyapunov equation with the matrices substituted ac-
cording to the rule • 7→ •env can be written for the equa-
tions of motion Eq. (A3). It is important to note that
this equation is exact and valid for an arbitrary detuning.
2. Rotating wave approximation
To simplify the further analysis, we assume that
the system is operated in the resolved-sideband regime,
where the mechanical frequency significantly exceeds the
linewidth of the cavity, and the opto-mechanical cou-
pling is weak: Ωm  κ, g, that the drive tone is tuned
to the upper (blue) mechanical sideband of the cavity:
∆ = −Ωm + δ, where δ  Ωm. After substitution of
the detuning we apply the rotating wave approximation
(RWA) which amounts to ignoring all the rapidly oscil-
lating terms in the equation of motion Eq. (A3). As a
result, the equations are greatly simplified. In particular,
we immediately see that the matrices Φ and Ψ vanish as
they are comprised of rapid terms only. In the interesting
case of driving exactly on resonance (δ = 0),
Θ(−Ωm,Ωm) RWA= σ1 =
(
0 1
1 0
)
, (A9)
so the drift and diffusion matrices take the simple time-
independent form
AenvRWA =
(
−κ · 12 g · σ1
g · σ1 −γ2 · 12
)
, DenvRWA = 2 diag[κ, κ,Γ,Γ].
(A10)
These matrices can as well be used to compute a co-
variance matrix using a Lyapunov equation analogous
to Eq. (16).
Importantly, since the coefficients in the equations of
motion in RWA are time-independent, these equations
can be solved analytically:
venv(t) = eAtvenv(0) +
∫ t
0
dτ eA(t−τ)νenv(τ). (A11)
One can then proceed substituting this solution into the
definition of the covariance matrix to compute the latter.
In the particular case of RWA an analytical solution
for the quadratures can be obtained by substituting so-
lution Eq. (A11) into the input-output relations Eq. (7)
and the definition of the pulse quadratures Eq. (8). Sub-
stitution of this solution into definition of the covariance
matrix yields an analytical expression for V. If, in addi-
tion to the condition of resolved sideband, the condition
of weak coupling g  κ and long pulses τ  κ−1 is
satisfied, the intracavity optical mode can be adiabat-
ically eliminated and the dynamics of the quadratures
approaches the pure two-mode squeezing described by
the transformations [28]
Xm(τ) =
√
GXm(0) +
√
G− 1X in, (A12)
Ym(τ) =
√
GYm(0)−
√
G− 1Y in, (A13)
X out =
√
GXm(0) +
√
G− 1Xm(0), (A14)
Y out =
√
GYm(0)−
√
G− 1Ym(0). (A15)
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Here we define the amplification gain G and the measure-
ment weight function fout which in the adiabatic regime
have simple expressions:
G = exp
[
2g2τ
κ
]
, fout(t) ∝ eg2t/κ. (A16)
The quantities X in and Y in are the canonical quadra-
tures of the input light defined in an analogy with Eq. (8)
with the mode profile f in ∝ e−g2t/κ.
Appendix B: Simulation and optimisation methods
1. Simulation of the optomechanics
The model for the optomechanical system under study
is described in Section II. The objective throughout this
manuscript is to maximise two-mode squeezing, which is
calculated from the covariance matrix V using Eq. (17).
The system model is characterised by the parameters
that are summarised in Table I. Given these parameters,
an analytical solution for the covariance matrix, for a
constant coupling g pulse applied for a duration τ , was
derived for the study reported in Ref. [54]. An implemen-
tation of this developed in Python is used in this study,
utilising functions from the NumpPy library. The calcu-
lation includes the rotating wave approximation (RWA)
described in Appendix A 2. In all cases where V is com-
puted for a constant (or square) pulse, then the measure-
ment function fout used is that referred to as ‘optimal’
in Ref. [54]. A variation of this code, developed for the
study, that gives an exact solution for V using the RWA,
where g (t) and fout (t) are piecewise constant functions
in three timeslots, was used to validate the numerical
solutions for V.
For arbitrary time-dependent functions
g (t) , fout (t) ,∆ (t) the covariance matrix is com-
puted by numerically solving Eq. (16), which does not
require the RWA. The initial value problem solver in
SciPy (scipy.integrate.solve_ivp) is used to solve
the differential equation. The absolute and relative
tolerance need to be set much lower than the default
for sufficiently accurate computation (atol=1e-20;
rtol=1e-10), as very small differences in the smallest
eigenvalue have a significant effect on the squeezing.
Where any direct comparisons are made between the
square and time-dependent coupling pulse are made,
the numerical solver is used in both cases, as the RWA
does induce significant differences in Sgen for mechanical
oscillator frequencies in the order of the optical damping
(Ωm . 10κ) with some values of g (see Fig. 5).
It is beneficial for the optimisation algorithm to de-
scribe the time dependence using fewer parameters. A
piecewise linear (PWL) parameterisation is used for the
time-dependent function results in this work. The PWL
functions vary only linearly between some specific points
within the duration τ , and at these points the gradient
sym desc default min max
κ optical damping 1 n/a n/a
γ mechanical damping 2.8× 10−10 n/a n/a
g coupling 0.1 0.01 2.0
τ pulse duration 30 1 100
nth initial bath phonons 2.26× 108 1 1010
n0 initial mech. phonons 2.26× 108 1 1010
Γ reheating rate 0.063 6.3× 10−10 6.3
G amplitude gain n/a n/a 50
Ωm mechanical frequency n/a n/a 2
∆ frequency detuning −Ωm − 32Ωm − 12Ωm
TABLE I. Opto-mechanical system parameter values.
Note that the minimum and maximum values for g, τ are used
as bounds in all the squeezing optimisations. The maximum
value for G is used as a constraint on the optimisation vari-
ables. Note also that the units used here are such that the val-
ues are relative to the optical damping, that is where κ = 1.
The parameters are inspired by the experiment [42] where
κ ≈ 95 kHz.
may change, but the function remains continuous. There-
fore the time-dependent function can then be described
over a number of timeslots Nts by values at the start of
the timeslot (and end for the final timeslot). That is, for
some PWL function f (t), fi with i = 1, . . . , Nts + 1. All
results reported in this manuscript with time-dependent
g (t) , fout (t) , δ (t) use PWL parameterisation: Nts = 5
with all timeslots of equal duration. All time-dependent
profiles in any one computation of V have the same total
duration τ .
2. Optimisation of parameters
In Section IV many results are reported where numer-
ical optimisation is used to maximise generalised squeez-
ing Sgen, which is calculated from the simulation of the
optomechanical system as described in Appendix B 1.
Primarily, a Bayesian optimisation algorithm is used (de-
scribed in Section III). The variables made available to
the algorithm are explained in each of subsections of Sec-
tion IV. These variables, along with the otherwise fixed
parameter values from Table I, are used to calculate the
covariance matrix V. The objective of the algorithm is
to minimise the minimum eigenvalue λmin of the matrix
V, which maximises Sgen (see Eq. (17).)
As described in Section III, BO generates and updates
a model of the objective function on the multi-dimension
parameter space, which is often referred to as the surro-
gate model. The model is initially constructed by tak-
ing pseudo-random variable sets in the parameter space.
BO then uses an acquisition function to determine the
variable sets used to update the surrogate model in iter-
ative steps, guided by evaluations of the objective func-
tion. The acquisition function also uses some psuedo-
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variables Nd Ninitial Nexplore Nexploit
g, τ 2 40 40 20
g (t) , τ, fout (t) 13 200 200 80
fout (t) 6 120 120 50
g (t) , τ, fout (t) , δ (t) 19 300 300 100
TABLE II. Bayesian optimisation steps. Summary of
the number of optimisation steps used for the specific vari-
able combinations. The time-dependent variables are piece-
wise linear parameterised (see Section B 1) with 6 values each.
The total number of dimensions in the parameter search space
Nd is the sum of 6 per time-dependent function plus 1 for each
constant value. The Bayesian optimisation (BO) is performed
in three phases, with a number of steps (figure-of-merit func-
tion evaluations) at each stage (see-Section III). Ninitial steps
to build the initial surrogate model, Nexplore steps with pa-
rameter values suggested by the acquisition function explor-
ing wide regions of the search space, and Nexploit steps to re-
fine the model local to solutions found during the exploration
phase.
randomness in its selection of variable sets to test. The
likelihood of choosing points at a greater distance from
near previously found minima, searching for potential
minima outside of the already explored regions, can be
controlled by choice of acquisition function type and some
weighting parameter. Thus the full BO process can be
broken down into phases. For this work three phases
were used, referred to as ‘initial random’, ‘exploration’
and ‘exploitation’. The number of objective functions
evaluations allowed for each phase are denoted Ninitial,
Nexplore and Nexploit in Table II. The exploration phase
uses the expected improvement (EI) type acquisition,
which gives greater weighing to searching of unexplored
regions. The exploitation phase uses the lower confidence
bound (LCB) type of acquisition, with weighting such
that the searching is mainly constrained to within the
region near the current global minima of the surrogate
model. That is, the exploitation phase refines the result
of the exploration phase.
The specific implementation of a Bayesian optimisa-
tion algorithm used in this study is in GPyOpt [92]. A
gradient-based algorithm is also used for comparison, and
also for computational efficiency in Section IV D. This is
the L-BFGS-B implementation in SciPy [93]. The GNU
Parallel library [94] is used to efficiently run the many re-
peated optimisations performed on the high-performance
computing clusters.
The excessive amplitude gain G that would lead to
overheating in an experiment manifests itself as ‘float
value overflow’ in simulations when calculating the co-
variance matrix V. Hence V cannot be computed for all
g and τ within the region defined by the bounds given
in Table I. Therefore, the pulse parameters are further
constrained using an adiabatic approximation of ampli-
tude gain given by Eq. (A16). The same gain limit con-
straint Glimit = 50 is used for all optimisations. The
constraint G < Glimit is enforced by choosing g, pG as
optimisation variables, with the amplitude gain propor-
tion defined as pG = G/Glimit , 0.0 < pG ≤ 1. From
these the pulse duration for an optimisation step can be
calculated as
τ = min
{
ln [pGGlimit]
2g2
, τmax
}
. (B1)
The optimisation algorithm explores the parameter
space, proposing values for g and pG within the specified
bounds, with τ calculated as per Eq. (B1). A variant of
this is used when g is time dependent during the pulse.
The driving laser frequency detuning ∆ enters the Lya-
punov equation Eq. (16) in elements of the drift matrix
A. Consequently, when solving numerically, this can have
an arbitrary time-dependent form. Where the detuning is
optimised for maximising Sgen (Section IV C), the PWL
parameters δi of a detuning offset function δ (t) are opti-
misation variables, such that the detuning is
∆ (t) = −Ωm + δ (t) . (B2)
The variables are constrained as −Ωm/2 < δi < Ωm/2.
Due to the increased number of variables, 700 (rather
than 480) optimisation steps are used when including
δ (t) in the optimisation. The number of BO steps used
for different variable combinations are summarised in Ta-
ble II.
3. Local traps in optimisation landscape
The optimisation process should ideally reliably result
in the same optimal value for the figure of merit with
repeated runs. That is, the maximum possible value of
Sgen should always be found. It is possible that there are
degenerate solutions, meaning that different parameter
sets may be equally optimal, but the global maximum of
Sgen should always be returned by the algorithm. The
results in Section IV clearly show that this is not the case.
Failure to reliably find the global maximum implies the
algorithm has found a local maximum or trap.
The existence of local traps in “almost all” quantum
control parameter landscapes has been disproved [95].
However, this is caveated to exclude constrained spaces.
In practice, most quantum control optimisation stud-
ies encounter local traps, especially in high-dimensional
parameter spaces. A typical gradient-based algorithm
overcomes this only through repeated attempts. The
Bayesian optimisation (BO) algorithm includes the ex-
ploration phase, which goes some way to avoiding traps,
but this has been found to be fallible.
There do not appear to be any traps in the 2-d land-
scape when optimising g and τ when computing the co-
variance matrix V using the rotating wave approxima-
tion (RWA). However, traps are present when computing
V without the RWA. These are shown clearly in Fig. 5,
where local peaks can be seen the 2-d landscape, and also
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FIG. 5. Optimal coupling and pulse duration for con-
stant coupling pulse. The main plot shows the generalised
squeezing Sgen for different coupling strengths g. The value
of τ is chosen is such that the amplitude gain is at its upper
limit G = Glimit, using Eq. (B1) with gain proportion at max-
imum pG = 1. The value of Sgen differs depending on whether
the rotating wave approximation (RWA) is used in the com-
putation of the covariance matrix V. The blue dots indicate
Sgen with the RWA and the orange crosses without the RWA.
A single peak (at g ≈ 0.55κ) is seen when using the RWA,
whereas there are multiple maxima when not using the RWA.
The inset shows the values g, τ resulting from 200 repetitions
of optimising for maximal Sgen without using the RWA. The
grouping of points correspond with the near-degenerate max-
ima around specific coupling strengths g/κ ≈ 0.6, 0.75.
separate groupings of g and τ solutions found through
optimisation.
In the higher dimensional spaces, 13-d for piecewise
linear (PWL) coupling g (t) and measurement fout (t)
functions, and 19-d when the detuning is also optimised,
BO has greater difficultly exploring the space, possibly
simply because of the vastness, but also indicating that
at least some of these dimensions contain local maxima.
This is manifested in the wider spread of Sgen seen in
Fig. 3 for the higher dimensional search spaces. This is
further illustrated in Fig. 6, which shows the solutions
for g (t) and fout (t) found by BO. The ‘Average’ plots
indicate the common features of the optimised pulses,
however, there is clearly significant variation in the so-
lutions. The fact that they all produce high levels of
squeezing indicates near degeneracy, as seen in the 2-d
space.
Typically, the number of steps (function evaluations)
allowed to BO must scale with the dimension of the space.
However, the topography is also a factor – more traps
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FIG. 6. Optimal coupling and measurement function
profiles for piecewise linear time-dependence. Plots
here show the time-dependent profiles for the optimal piece-
wise linear (PWL) functions resulting out of the 200 to op-
timisation attempts. These correspond to the results shown
in Fig. 3 ‘t.d. coupling’. On the left all the optimised pulses
are shown, illustrating the variation in the pulses that were
found optimal for a single run of Bayesian optimisation. The
opacity of the lines is scaled linearly with the squeezing. The
average pulses are shown on the right, where the red line
shows the mean values of the PWL parameters for the mean
pulse duration. The shaded area is bounded by 5 times the
standard error in the parameters.
means more steps are needed – so determining the ideal
number of steps for some optimisation is non-trivial. A
summary of the number of BO phase steps used is given
in Table II. BO produces very similar results using half
as many steps, but with a wider distribution of results.
Tests with many more steps did not improve the consis-
tency of the outcome significantly. In comparison, using
the gradient-based algorithm (with approximated gra-
dients) the (two-variable) optimisation of the constant
pulse performed similarly well with the same number of
function evaluations. Whereas, for the PWL cases, the
results were less consistent, and required over 2000 func-
tion evaluations on average. This supports the idea of
local traps in the optimisation landscape that BO nego-
tiates with some success.
The traps seem to exist in the coupling parame-
ter dimensions. When optimising only the measure-
ment function fout (t) in repeated attempts, the max-
imal Sgen has a very narrow distribution – see Fig. 3,
‘fout only’ dataset. The minimum, mean, maximum are
are 6.543, 6.545, 6.546 dB. Correspondingly we find a dis-
tinct solution for fout (t) illustrated in Fig. 7.
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FIG. 7. Optimal PWL measurement function profiles
with fixed constant coupling. The time-dependent pro-
files for the optimal piecewise linear (PWL) measurement
function fout (t) resulting out of the 200 to optimisation at-
tempts. These correspond to the results shown in Fig. 3, ‘fout
only’ dataset. The coupling g and pulse duration τ are fixed
at the optimal values found previously, and the only variables
are the PWL parameters of fout (t). All 200 pulses are close
to identical, which makes them almost indistinguishable in
this figure.
4. Optimisation of detection angles
Section IV D reports that numerical optimisation can
be used to determine the homodyne measurement angles
θc, θm that would allow direct measurement of VarXgen
equivalent to λmin, and hence be used to calculate the
two-mode squeezing Sgen. The simulations find that the
occupation of the mechanical oscillator must be much
lower than environmental equilibrium (n0 = nth = 2.26×
108) for the optimisation algorithm to be able to effec-
tively navigate the optimisation landscape and reliably
find the θc, θm values that give VarXgen equivalent to
λmin (found through eigendecomposition).
The simulations compute the covariance matrix V,
either analytically or numerically, as described in Ap-
pendix B 1, and so VarXgen is calculated using Eq. (20).
As dd φ (VarXgen) and
d2
dφ2 (VarXgen) can be derived,
then a Newton-Raphson based method is efficient for de-
termining the optimal φ. In this case the ‘Newton conju-
gate gradient’ method in scipy.optimize is used. Hence
the optimisation landscape can be reduced to two di-
mensions and VarXgen [θc, θm] can be visualised in the
contour plots of Fig. 8.
For covariance matrices computed using the analyti-
cal method, which uses the rotating wave approximation
(RWA), the VarXgen landscape with respect to the detec-
tion angles appears uniform, such as in example Fig. 8.a),
in that it is found invariant (within numerical error) for
θ′c = θc + χ, θ
′
m = θm − χ ∀χ, which is confirmed by
optimisation finding the same VarXgen when optimising
over 1 angle (θc = θm) or both independently. The co-
variance matrices generated by numerically solving the
a.) Exact, RWA
b.) Numeric, strong coupling
c.) Cooled oscillator
FIG. 8. The squeezing indicator VarXgen for detection
angle ranges, as shown for example covariance matrices. In
panel a.) the covariance matrix is computed by solving ana-
lytically using the RWA, and hence based on a square coupling
pulse. In b.) and c.) the covariance matrix is computed by
numerically solving the Lyapunov equation Eq. (16). The par-
ticular covariance matrix is that computed based on the best
parameters found while optimising piecewise linear profiles
for coupling g (t), measurement fout (t) and detuning ∆ (t).
The parameters for c.) differ only from those for b.) in that
n0 = 100, as opposed to n0 = nth = 2.26× 108.
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Lyapunov equation Eq. (16) are not found to have a uni-
form VarXgen, such as in the example Fig. 8.b). This
non-uniformity is most likely also to appear in covariance
matrices measured through experiment, as the numerical
solution is a more accurate model of the physical system,
because it does not use the RWA.
The form of Eq. (18) implies that solutions to a min-
imisation of Eq. (18) would be periodic in θc, θm. This is
illustrated in the contour plots of Fig. 8. There is nothing
obvious in the mathematics that shows the quadrature
detection angles to be bounded other than as 0 ≤ θ < 2pi,
however the physical interpretation implies that the up-
per bound should be pi. The periodicity visible in Fig. 8
confirms this physical interpretation.
In the non-uniform cases the dark trenches in Fig. 8,
indicating the lowest values of VarXgen, are not uni-
formly deep, and the optimal solution is only found at
specific locations. In the thermal equilibrium case (panel
b.), due to the narrowness of the trench and the relative
height of the surrounding landscape, neither gradient-
based nor Bayesian type optimisation is reliable in locat-
ing the minimum value of VarXgen corresponding to the
value of λmin. Physically this means that the sensitiv-
ity of the squeezing measure to small variations in θc, θm
would make it practically impossible to locate values for
the angles that would indicate the representative value
of Sgen.
The sensitivity of VarXgen to variations in the detec-
tion angles is reduced by cooling the oscillator prior to
application of the coupling pulse. The example Fig. 8.c)
is from a covariance matrix generated using the same pa-
rameters as used in b.), except that the initial occupation
of the oscillator is set lower n0 = 100. It can clearly be
seen from the plot that the trenches are much wider. In
this case the optimisation algorithm is able to reliably
find the angles θc, θm which give the smallest eigenvalue,
that is VarXgen = λmin. Cooling of the oscillator to
these levels and beyond is possible in some experimen-
tal setups, and would be necessary in order to use this
method to measure the two-mode squeezing.
Small changes in θc, θm produce large variations in
VarXgen, and hence we find they cannot be optimised in
the same space as the driving pulse parameter variables,
and so optimisation of θc, θm is performed in a separate
process. In tests optimising Sgen, using both the square
and PWL coupling pulse, in all but a few isolated cases,
the optimal detection angles could be determined for the
covariance matrix at each step of the algorithm. For these
tests a gradient-based algorithm was used to determine
θc, θm, as it is more efficient to compute. Approximately
200 function evaluations gives a solution to satisfactory
precision. In an experimental set up, Bayesian optimisa-
tion may perform better if there are limits on the preci-
sion to which the angles can be set, or there is significant
variance in the measurement output.
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FIG. 9. Generalised squeezing for optimal coupling
pulse parameters with added noise. The histogram il-
lustrates the distribution of generalised two-mode squeezing
Sgen when noise (Gaussian with standard deviation at 10%) is
added to the piecewise linear parameters of the coupling func-
tion g (t). The specific mean parameters for g (t) are those
found when optimising with control noise included the simu-
lation (see Section IV E). Details of how the noise is modelled
are given in Section B 5.
5. Optimisation with noisy controls
The results for optimisation when the coupling pulse
controls are noisy are given in Section IV E. The coupling
g (t) is piecewise linear (PWL) parameterised. To model
the potential noise in attempting to drive this coupling,
each of the PWL parameters gi have some Gaussian dis-
tributed value added to them. For the results presented,
the Gaussian parameters are mean zero and standard de-
viation gi/10. The noise is truncated at 3 standard de-
viation to exclude the possibility of negative coupling.
The noise is added at each step of the optimisation al-
gorithm. That is, each set of gi parameters suggested by
BO has noise added to them before the figure of merit
is calculated. The final squeezing value however is cal-
culated without noise, as this would obscure the result.
This is illustrated in Fig. 9, which shows the distribu-
tion of Sgen for 2000 repetitions using the best parame-
ter set found through optimisation with noise added as
described above. As would be expected, Sgen results are
distributed around 7.14 dB, which is the value of Sgen
with V computed without control noise.
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