Glossary of Terms

Deterministic Algorithm
À an algorithm for which every operation is uniquely defined Formula À an expression composed of literals, conjunctions (and), and disjunctions (or)
GA À see Genetic Algorithm GAPE À see Genetic Algorithm with Punctuated Equilibria Genetic Algorithm À an algorithm which approaches a solution to a given NP-complete problem by repeatedly taking a population of existing individuals related to that problem, performing operations on them to produce offspring individuals, and then selecting only certain individuals from the newly expanded population to survive; it is hoped that the population gradually evolves to include individuals which are good approximations to the optimal solution Genetic Algorithm with Punctuated Equilibria À a GA that has multiple populations evolving independently of one another and periodically exchanging individuals in order to avoid settling for local optima in the search for the optimal solution to a given NP-Complete problem Heuristic Search À the search for approximately optimal solutions to computationally complex problems Hypercube À an n-dimensional cube with 2 n nodes such that each node has n bi-directional links to adjacent nodes; this topology is often used to connect populations in a GAPE environment for the purpose of inter-epoch migration
Legion
À an ongoing project at the Department of Computer Science which is attempting to construct a worldwide virtual computer which can make efficient use of the pooled resources inherent in a distributed network of workstations by managing the parallel computation of programs written in MPL
Map
À a set of nodes in the Cartesian plane vi
Mentat Programming Language À an extension of the C++ programming language which is intended to provide programmers with the ability to create objects for parallel computation
MPL À see Mentat Programming Language
Nondeterministic Algorithm À an algorithm which contains operations whose outcomes are not uniquely defined, yet are limited to a specific set of possibilities; when executing such operations, a decision may be made for any of these outcomes, subject to some termination condition NP À the set of all decision problems solvable by a nondeterministic polynomial time algorithm
NP-Complete
À the problem is NP-hard and is also in the set NP
NP-Hard
À Satisfiability reduces to the given problem P À the set of all decision problems solvable by a deterministic polynomial time algorithm
Polynomial Time Algorithm
À an algorithm solving a problem of polynomial complexity in O(p(n)) time, p(x) being a polynomial, n being the problem size 
Abstract
The relatively new field of Genetic Algorithms with Punctuated Equilibria (GAPE) has yet to completely prove itself to the computing community. Due to the length of the running times of the existing software implementations of GAPE, quite a bit of analysis remains to be done in order to assess the value of its contributions to the field of heuristic search. This project attempted to probe further into the analysis of GAPE on the Travelling Salesperson Problem (TSP) by taking an existing sequential GAPE implementation and converting it into a parallel version to be run on a Legion distributed network. This would allow extended experimentation which would not be possible with a sequential implementation due to the computing resources it would require of one machine.
The results of our experimentation revealed that a variable number of populations has little effect on GAPE's performance, at least for the Eilon-Christofides 51-city TSP.
However, experimenting with a variable number of epochs revealed that instances with many, small epochs tend to find better solutions more quickly at first, while instances with a few, large epochs tend to be slower at the onset but also tend to find better solutions overall. Furthermore, we experienced a speedup of about two as compared to the previous sequential version during the evolution phase, but we also experienced very significant communication costs during the migration phase, which had the effect of offsetting the aforementioned speedup.
This technical report presents the background, methodology, hypotheses, results, and conclusions of this research project, in the hope that future study along these lines will benefit from its existence.
Chapter I: Introduction
The Genetic Algorithm with Punctuated Equilibria (GAPE), which is based on evolution theory, is among the most promising new variants in the field of heuristic search, the search for approximately optimal solutions to computationally complex problems. Because the existing sequential software implementations of GAPE leave many questions unanswered due to the length of time required to carry out the relevant experiments, this project attempted to probe further into GAPE analysis by using a parallel software implementation.
This project was undertaken within a group structure, and thus the author would P is the set of all decision problems solvable by a deterministic polynomial time algorithm. NP is the set of all decision problems solvable by a nondeterministic polynomial time algorithm.
A problem is NP-hard if and only if satisfiability reduces to it. A problem is NPcomplete if and only if it is NP-hard and is also in the set NP.
b. Travelling Salesperson Problem
The Travelling Salesperson Problem (TSP) is an NP-complete problem. Given a set of nodes (map) in the Cartesian plane, the TSP is to find a path of minimum length starting from one node, passing once through each of the other nodes, and returning to the node of origin (tour).
c. Genetic Algorithms
A Genetic Algorithm (GA) is an algorithm which approaches a solution to a given NP-complete problem by taking a set of existing individuals (parents) and performing operations (crossovers) on them to produce a new set of individuals (offspring). The population is thus temporarily increased, so selection takes place over the entire population (both parents and offspring), and only a certain number of individuals continue into the next generation, as evaluated by an objective fitness function. Although randomness plays a large role in order to avoid stagnation in the population's evolution, ideally the offspring should eventually become "better" (i.e., closer to the optimal individual, as evaluated by the aforementioned fitness function) than their predecessors were, in a way similar to the evolution of biological species. GAs may also emulate other aspects of biological evolution, such as mutation.
The individuals spoken of in the preceding paragraph may be represented by several different entities. The only requirement is that an individual should be an entity relevant to finding a solution to the problem that the GA is attempting to solve, preferably an entity which easily lends itself to crossover. For example, in the case where the GA is attempting to solve the TSP, one might think that an individual should be an actual tour (i.e., a potential solution). However, research has shown that tours do not easily nor effectively lend themselves to crossover in order to produce offspring tours. As a result, other representations of individuals are used. For this project, a technique known as problem deformation/perturbation was used in order to solve the crossover dilemma, as will be explained later.
d. Genetic Algorithms with Punctuated Equilibria
GAPE uses the standard GA described above and adds a twist to it: migration.
That is, multiple populations are allowed to develop independently of one another, emulating biological systems where natural barriers partition the global population and isolate each subpopulation from the others. Then, a certain number of individuals are exchanged between populations once every certain number of generations (epoch).
Theoretically, this reduces the chance of settling for local optima in the search for the optimal solution to the given problem. Populations are "connected" to one another for the purpose of migration through some kind of graph (interconnection topology), often a hypercube. A hypercube is an n-dimensional cube with 2 n nodes such that each node has n bi-directional links to adjacent nodes. 
Context
NP-complete problems are extremely difficult to solve in real-time for any instances except the most trivial ones. Although it has yet to be proven that these problems are unsolvable in polynomial time, there is much evidence that seems to suggest this. In other words, it is very likely that the time it takes to find the optimal solution cannot be expressed by a polynomial function of the problem size, but may rather have to be expressed by an exponential or even faster-growing function of the problem size. Nonetheless, NP-complete problems are some of the most rewarding to solve. Among their ranks are VLSI (Very Large Scale Integration) design and the TSP, which is a problem undertaken by many enterprises on a day-to-day basis, including postal services and delivery-based firms, in the endeavor of optimal path-planning.
The GAPE concept is relatively new, with its origins at the University of Virginia in 1987. It was originally applied to the floorplan design problem and, consequently, has many applications to the field of VLSI design. The specific NP-complete problem to which GAPE is applied is limited neither to VLSI design nor to the TSP, as long as parent individuals for the given problem can be crossed-over effectively to produce offspring individuals. GAPE is also certainly worthy of study even for the rather theoretical TSP, some of whose applications were mentioned above.
B. Review of Relevant Literature
The genetic algorithm with punctuated equilibria (GAPE) is a fairly new variant of the genetic algorithm (GA). The research attention it has received so far has not been extensive, and it is still regarded with skepticism by many because it remains unproven in many areas of application. The areas it has thus far touched upon, including more practical ones, such as VLSI design, as well as more theoretical ones, such as the TSP,
have supported some theories that GAPE may prove successful yet. Consequently, a study of further performance characteristics of GAPE is in order.
Srinivas and Patnaik provide a fairly comprehensive analysis of the basic characteristics and issues surrounding the development of GAs [14] . Some of these issues, such as how to deal with the dilemma of settling for local minima, were pivotal to the arrival of the GAPE concept.
Cohoon, Hedge, Martin, and Richards introduced GAPE in 1987 [1] , defining the algorithm and the characteristics which set it apart from the standard GA. The initial concept of punctuated equilibria, which set the stage for GAPE, arose out of a need to explain certain paleontological dilemmas in the geological record [4] , [5] . The two main principles of punctuated equilibria are allopatric speciation and stasis. Allopatric speciation states that a new species will quickly develop if a few members of an existing species are isolated into a new environment. Stasis is simply a notion of lack of change.
One of the first applications came in 1991 with the aforementioned group's work on the Floorplan Design Problem [2] . Floorplan design is one of the most significant steps of VLSI design, involving the minimization of the weighted sum of area and wirelength measures for a given set of modules to be arranged on a chip. This was the first use of distributed genetic algorithms, and it was proven successful when it outperformed the simulated annealing approach in terms of both the optimal solution found and the average cost. However, this was only one possible application of GAPE, and others were still waiting to be found and experimented with.
The next logical step soon afterwards was the application of GAPE to VLSI routing [3] . Again, this work was another example of a parallel genetic algorithm outperforming the traditional sequential implementations. Similar results were obtained for other problem instances, including the VLSI channel and switchbox routing problems, which used a parallel implementation over a distributed network of workstations [10] .
Some research has also been done to understand why some evolutionary algorithms succeed when applied to the VLSI field and why others fail [11] .
Niebel has already analyzed the performance of GAPE on the TSP [13] . In his experiments, Niebel found GAPE to come within 1% of the known best solution while outperforming the standard GA, which only came within 2%. However, Niebel's GAPE was designed for sequential processing and there remain questions which it cannot answer due to the lack of processing power inherent in a sequential implementation.
In order to move beyond the limits of sequential programming, the GAPE implementation to be developed during this project will be programmed using the Mentat Programming Language (MPL) [6] . This language is an extension of the C++ programming language which can enable objects to be processed on several machines in parallel as opposed to on one machine sequentially. An MPL program will usually be processed over a Legion distributed network of workstations, which is a system attempting to provide one virtual computer to all its users, linking workstations to supercomputers and even to parallel supercomputers [7] , [9] .
As far as the field's perception of GAPE, it has been received with much anticipation, despite the fact that it has not yet taken the field by storm. Although it has met with success in many of its applications, many still question its performance in the areas which have yet to be researched. Thus several heuristics, such as simulated annealing, continue to be used for many problems whose solution requires more of an open approach when searching for the best type of algorithm to use [12] .
C. Rationale and Objectives
At a time when the future of computing lies in parallel processing, those algorithms with a higher degree of parallelism will eventually outperform the others, even if the others are inherently superior for a given problem. The sheer computing power required to realize some algorithms sequentially makes them obsolete for practical implementations. At the same time, algorithms that may not be as effective at finding the optimal solution but which have a higher degree of parallelism will become algorithms of choice, especially when the demands of real-time systems start being met only by the power of parallelized algorithm implementations. It is these observations that make GAPE an attractive alternative for heuristic search.
GAPE has already proven itself in some cases when compared to the standard GA. However, many analyses remain to be performed, including both additional comparisons to the standard GA as well as studies on GAPE's performance for various parameters. Along these lines, the objectives for this project included 
D. Overview of Technical Report
Chapter 2 presents our methodology in carrying this project to completion. This includes discussions of the Legion Project and MPL, the issues and underlying algorithms brought up by Niebel's sequential version of the GAPE software, and discussions of the experimentation techniques employed in order to obtain the results.
Chapter 3 discusses the hypotheses we formulated before engaging in the experimentation, as well as the reasoning we followed in arriving at those hypotheses. 
Chapter II: Methodology
This chapter presents a discussion of the methodology we employed in order to carry out the experimentation for this project and obtain the results. The first section presents some background on MPL and the Legion Project in the Department of
Computer Science. The second section discusses the modifications we made to Niebel's sequential GAPE software in order to make it compatible with MPL and the Legion distributed network. Finally, the third section discusses the experimentation techniques we employed in order to obtain our results.
A. The Legion Project and MPL
The MPL is an extension of the C++ programming language and is intended to provide C++ programmers with the ability to create objects for parallel computation.
These objects are able to make use of the computing resources of multiple workstations connected to a Legion distributed network. Such an object is created by using the mentat keyword before a C++ class, thus declaring that all instances of the class should be created for a parallel distributed computing environment, with the possibility of computation occurring on many different machines. MPL introduces several programming issues that the creators of the C++ language did not have to deal with, such as what to do with pointers, whose values point to addresses on one machine that are meaningless on another machine. However, while MPL is still in the developmental and experimental stage, the Legion group is finding some interesting and effective solutions to these dilemmas, and thus MPL's power and ease of use should grow with time.
B. GAPE Software and Issues
The GAPE software discussed in this section was originally developed by William D. Niebel to run on a single machine. As one of our objectives, the parallelization of this software involved substantial modifications to the way the software manages the different GAPE entities, if not to Niebel's evolution algorithms themselves.
This section will discuss the current state of the parallel version of this software, as we have modified it from the original.
The software begins by instantiating entire populations and sending them off to the various machines available, ready to begin evolution. The scheduling of which population is sent to which machine is handled internally by the Legion system and is therefore hidden from the MPL programmer. While the scheduling algorithms will eventually be intelligent, they do not perform any kind of analysis at the moment upon the machines belonging to the network, so the scheduling is performed without knowledge of each machine's resource availability, workload, etc. Legion does provide the programmer with the power to schedule the populations himself, but we realized this would have been a very time-consuming task, and so left it up to the Legion system.
Evolution
After the populations have been instantiated on their respective host machines, a signal is sent to each of population to begin evolving. An epoch then begins, and each population cycles its individuals through crossover, selection, and mutation once for each generation in the epoch.
a. Crossover and Niebel's Underlying Algorithms
A discussion of crossover naturally begets an analysis of several implementation issues which must be resolved at one point or another. The most important of these issues is how best to represent individuals for the problem at hand. This was alluded to earlier but purposefully left ambiguous so that the reader may have time to see some of the complexities involved in this decision.
That is, what exactly shall an individual be in our attempt to solve the given TSP instance? Niebel made this decision when he carried out his work, and we chose to abide by that decision. The decision was that an individual would not be an actual tour of the given TSP map, since there is no obvious way to effectively cross two tours to produce an offspring. Instead, Niebel decided to use the technique of problem deformation, as mentioned earlier. This means that individuals would actually be perturbed instances of the original TSP map.
One of the algorithms Niebel mentioned provides a computationally efficient and effective way to construct a tour for any given TSP map that will be at most 1.5 times the length of the optimal tour. Therefore, if an individual is taken to be a perturbed version of the original TSP map, this algorithm can act as a function and generate a tour for each individual. The generated tour is then examined on the original TSP map and its fitness is calculated. The individual's survival depends on this fitness.
In GAPE terms, the perturbed map is actually an internal representation (genotype) of an individual, while the tour is its external representation (phenotype). The conversion from genotype to phenotype is achieved via an intermediate data structure
called a minimum spanning tree (mst). A spanning tree of a graph G is a subgraph of G
which contains all the vertices of G and is also a tree. A spanning tree of a graph G is a minimum spanning tree if there does not exist another spanning tree of G which has shorter total length. As the reader may have already inferred, a minimum spanning tree of a graph G is not unique.
This decision to represent individuals by perturbed maps of the original TSP map was made for two principal reasons. The first was based on the reasoning that this representation provides an efficient and obvious way to perform crossover on two individuals in order to obtain an offspring individual. The second was based on the reasoning that, while the most obvious tours on the original TSP map are usually not the optimal ones, it is easy to construct these tours, and therefore the optimal tour on the original TSP map may well turn out to be an obvious tour on a perturbed version of that map. Figure 2 shows (a) the original map, (b) one of its minimum spanning tree, (c) its generated tour, (d) a perturbed map, (e) one of its minimum spanning trees, and (f) its generated tour for the Eilon-Christofides 51-city TSP instance, one of the more popular instances for experimentation. Notice that, while the perturbed map is not too different from the original map, the two minimum spanning trees are quite different in certain places, and the one from the perturbed map results in at least one optimization in the tour 
Migration
After all the generations of the epoch have been processed, migration must take place. A random selection of migrants is made using fitness as a weight, with the actual number of migrants selected being based on the connectivity matrix. The migrants are then sent out from each population to each of the adjacent populations, as dictated by the connectivity matrix. The temporary population swelling due to this immigration is remedied by a period of selection in which the population is reduced back to its normal size.
C. Experimentation Techniques
The first series of experiments we ran involved keeping constant the percentage of the population that the total number of incoming immigrants represented and varying the number of populations while keeping the total number of individuals constant. The actual experiments which were run for this series are summarized in The third experiment was more informal than the previous two in that we merely wanted to formulate an idea about how the Legion version of the software would run as compared to the sequential version of the software with regard to speed. We therefore performed some runs under both versions, timing the evolution phase separately from the migration phase.
Chapter III: Hypotheses
At the onset of this project, we formulated several hypotheses regarding the experiments we would eventually run. These hypotheses were mostly based on our own understanding of GAPE and its merits, as well as a bit of intuition. This chapter presents these hypotheses in three sections, each one corresponding to one of our objectives.
A. Variable Number of Populations
Our 
C. Parallelization and Execution Speed
Our third experiment, albeit less formal than the others, attempted to arrive at some relative execution speeds for the evolution phase of GAPE and the migration or communication phase. Knowing fully well that it is a lot less costly for a machine to
Chapter IV: Results
This chapter briefly presents the results of our research in three sections, each one once again corresponding to one of our three objectives. The first section presents the results of the first series of experiments on variable numbers of population. The second section presents the results of the second series of experiments on variable numbers of epochs. Finally, the third section presents the results of the third informal experiment on the execution times of the Legion version of the GAPE software and the sequential version.
A. Variable Number of Populations
The first series of experiments gave us less than promising results. In fact, there was little, if anything, to distinguish the behavior of any one experiment from any other.
The results of this series are presented in Figure 3 , in which the x-axis represents the generation number (i.e., time) while the y-axis represents the length of the best tour found so far within a given population.
B. Variable Number of Epochs
The second series of experiments was a bit more enlightening. In fact, these results show that the experiment with 512 epochs was the fastest to find better solutions, with the experiment with 256 epochs following in at a close second. The other experiments with a relative large number of epochs also seemed to outperform the ones with a relatively lower number of epochs. However, when it came to finding the best solutions, the experiments with relatively fewer epochs tended to fare better in the end, implying that the two sets of curves must at some point cross over one another. The results of this series are presented in Figure 4 , in which the x-axis represents the generation number (i.e., time) while the y-axis represents the length of the best tour found so far within a given population. Figure 5 and Figure 6 are zoomed-in versions of 
C. Parallelization and Execution Speed
We determined that there is a speedup of roughly two during the evolution phase in the Legion version of the software over the sequential version undergoing the same phase. However, we also noticed that the communication required by the Legion version is extremely slow compared to that required by the sequential version of the software, and this fact seemed to nullify the previous speedup during evolution.
Chapter V: Conclusion
This chapter presents the conclusions of this research project. The first section presents a factual summary of the data and findings presented in earlier chapters. The second section provides a discussion of the author's interpretation of the results obtained as part of this project. Finally, the third section presents some recommendations for future work and study in this field.
A. Factual Summary
To summarize the data and findings of the earlier chapters, it is necessary to restate the three types of experiments carried out as part of this project.
First, we tested a variable number of populations while keeping the total number of individuals and total percentage of the population represented by immigrants constant.
We found no significant difference between the behavior of the different experiments.
They all seemed to follow the same general curve and they all intermingled with one another erratically within this small degree of freedom.
The second experiment was similar to the first, with the exception of testing a variable number of epochs instead of populations. This time, the total number of generations was kept constant, as were the other variables which varied in the first experiment. The results in this case did present us with some interesting issues. That is, in the experiments with many, small epochs GAPE started off finding better solutions a lot faster than in those with fewer, larger epochs. However, somewhere in the middle of the runs, these two sets switched, and so in the experiments with fewer, larger epochs GAPE ended up finding slightly better solutions in the end than in those with many, smaller epochs.
Finally, the third experiment, the most informal of the three, was an attempt at determining the relative execution speeds of the Legion version of the GAPE software and of the sequential version. We found that, during evolution, the Legion version experienced a speedup of about two over the sequential version. However, during the migration or communication phase of the algorithm, the Legion version was very slow relative to the sequential version.
We are now ready to state some interpretations of the above findings and data.
B. Interpretations of Results
The first series of experiments provided us with practically inconclusive data because there was no differentiation between the experiments. We believe this may be attributed to the fact that we used the Eilon-Christofides 51-city TSP as the TSP for all our testing thus far, simply because it is the smallest one we have that is interesting and thus the fastest one to experiment with. However, the lack of differentiation in the results of the first series of experiments suggests that a larger TSP instance is necessary in order for the experiments to show some differentiation in their results. Therefore, an instance such as the Smith-Thompson 70-city TSP or the Eilon-Christofides 101-city TSP, both of which are larger than the aforementioned 51-city problem, may be better suited for this type of experiment.
The second series of experiments seems to suggest that there is eventually a tradeoff between the time to find a solution and its length. That is, while in the experiments with many, small epochs GAPE generally ran faster at first and found better solutions in less time, the curves ended up crossing those resulting from the experiments with fewer, larger epochs, in which GAPE found solutions in the end that were closer to optimal. This proved to be contrary to our belief that the extreme experiments would not yield results as good as those of the more intermediate experiments. Quite the contrary, the intermediate experiments in this case achieved neither speed nor proximity to the optimal solution. Rather, as their nature implies, they achieved a more balanced result.
Finally, for our third experiment, we concluded that the Legion distributed network which we were using for these experiments is quite slow and it must be managing a substantial external workload. The speedup of two during the evolution phase is to be expected since Legion has access to networked resources. Nonetheless, even in this area our hopes were dashed since we expected a little more than merely a speedup of two. As for the migration phase, we concluded that this unfortunate fact will become less influential as both the Legion technology and the distributed networks which Legion runs on improve drastically in the near future. Also, when the Legion version of GAPE is run on a network that can intelligently schedule one population to a processor, the speedup should be tremendous for both phases.
C. Recommendations for Future Study
For future study, the author would like to point out that there are almost too many possibilities to mention. These experiments with GAPE have so many variables that there will not be a lack of possibilities anytime soon.
First, all the experiments run for this project were run for the Eilon-Christofides 51-city TSP, so, needless to say, they could all be run again using the other two TSP instances mentioned above.
Second, all the experiments could be performed over again for larger populations, more total individuals, larger epochs, and more total generations. Third, the interconnection topology can be altered. Instead of a hypercube, other topologies may be used and their effects on GAPE determined, as well as which particular characteristics caused them to be better or worse than the traditional hypercube.
Fourth, the fitness function could be experimented with. A novel idea suggested by Justin Turner would be to emulate niche environments by varying the fitness function across populations. This might push evolution to have geographic characteristics.
These are just some examples of the possibilities for future research and study, and it should be remembered that any of the variables which we touched upon can be grounds for extended analysis. 
