In the acoustic world, no sounds occur entirely in isolation; they always reach the ears in combination with other sounds. How any given sound is discriminated and perceived as an independent auditory object is a challenging question in neuroscience. Although our knowledge of neural processing in the auditory pathway has expanded over the years, no good theory exists to explain how perception of auditory objects is achieved. A growing body of evidence suggests that the selectivity of neurons in the auditory forebrain is under dynamic modulation, and this plasticity may contribute to auditory object perception. We propose that stimulus-specific adaptation in the auditory forebrain of the songbird (and perhaps in other systems) may play an important role in modulating sensitivity in a way that aids discrimination, and thus can potentially contribute to auditory object perception [Current Zoology 57 (6): 671-683, 2011].
Introduction
In nature, organisms must be able to recognize and discriminate salient acoustic information, ranging from communication signals from individuals of the same species to the sounds of a predator, in an acoustic environment filled with noise from many sources, e.g. wind or other animals. The energy from all of these different sound sources is summed to reach the ears of an organism as a single pressure signal that varies in time. For the organism to detect any individual acoustic event from a single source as a distinct object requires integrating information at multiple time scales and extracting specific patterns from variable backgrounds that contribute to the combined signal. Understanding how the auditory system achieves these tasks may have fundamental implications for how neural systems represent the external world and may suggest principles that can be developed into a treatment for people with central auditory processing disorders.
However, our knowledge of the neural substrate of auditory object perception is very limited. While we know a lot about sensory transduction in the auditory periphery and the receptive fields of neurons at various levels of the auditory brainstem, we do not have a good theory of processing at the forebrain level (Nelken and Bar-Yosef, 2008) . Until quite recently, with only a few exceptions (Wollberg and Newman, 1972; Chew et al., 1995; Wang et al., 1995 , Rauschecker. 1998 Fritz et al., 2005) , the cortex has been studied by using the same simple auditory stimuli that were effective for analyzing the auditory periphery (Mendelson and Cynader, 1985; Schreiner and Urbas, 1988; He et al., 1997; Schreiner et al., 2000 for review) . Although these studies reveal how auditory neurons represent the most basic sound features, such as pitch, frequency modulation, amplitude modulation and duration, we still know very little about how a complex natural sound, e.g. a vocalization, is represented as an auditory object in the brain and is successfully discriminated from the whole auditory scene. As proposed by Griffths and Warren (2004) , a perceptual object (either a visual object or auditory object) can be defined by at least one of the three standards: 1) It should correspond to a thing (the source in auditory world) in the sensory world. 2) It should be an energy pattern separated from the rest of the sensory world by perceptual boundaries. 3) It should be an abstraction of constant properties from a perceptual category of signals (e.g. a vowel from different individuals). Therefore, perception of an auditory object not only involves detecting individual features, but also binding multiple features together to form a perceptual entity and generalizing common features from different specific sounds within the same category.
Insight into how the auditory system represents objects may be obtained by considering how a visual object is detected in visual system, because a mature theory about visual processing in visual cortex has been developed in the past few decades. Any complex visual figure is thought to be composed of simple geometric features that can be further dissected into the most basic feature-orientations of lines. The line segments defined by areas of visual contrast (e.g. at the edges of objects) are first detected as oriented line segments in primary visual cortex (V1, Hubel and Wiesel, 1959) . Then simple geometrical shapes may be detected in secondary visual cortex--V2 and V4. Finally, inferior temporal cortex (IT) may detect complex configurations of features, such as faces (Kobatake and Tanaka, 1994) . Therefore, a visual object can be detected with successively higher specificity at different stages of the visual pathway (Tovee, 1996) . Admittedly, such a hierarchical processing system may not be able to explain the mechanism of perception for natural scenes, in which most visual objects are imbedded in complex spatial contexts. Nonetheless, current visual research suggests that the perception of a visual object requires integration of features at different levels. With the perspective gained from visual studies, it is reasonable to ask whether the perception of auditory objects could be achieved in a similar way. If this is true, we would expect to find neurons in the first stages of the auditory pathway that respond to simple sound parameters, e.g. pitch, frequency modulation and amplitude modulation, while neurons at higher stages may respond selectively to complex sound features.
Several characteristics of songbird vocal communication make the study of auditory processing in songbirds a fertile system for exploring the basis of auditory object perception at different levels of the auditory pathway. First, birdsongs (and some calls) are acquired through a process of vocal learning with many parallels to human speech acquisition (Doupe and Kuhl, 1999) . Thus, understanding auditory processing of songbird vocalizations may provide insights into the study of human vocal learning. Second, songs have complex macro-structures that approach those of human speech, enabling studies of high level auditory processing that may contribute to understanding speech perception. Third, auditory discrimination and memory for song and calls can contribute to individual and species recognition (Zann, 1996; Chew at al., 1996; Kroodsma and Miller, 1996; Vicario, 2004; Zeigler and Marler, 2008) . Such abilities can serve social, territorial, and reproduc-tive functions; in particular, song processing plays a role in mate selection by females (reviewed in Nowicki and Searcy, 2004) . Therefore, the auditory system of songbirds provides a model for studying discrimination and memory formation for behaviorally significant sounds: social communication signals. Recent investigation of the songbird auditory system, especially at the midbrain and forebrain level, has produced a number of significant findings (Chew et al., 1995 , Chew et al., 1996 Stripling et al., 1997; Sen et al., 2001; Theuissen et al., 2000; Woolley and Casseday, 2004; Gentner et al., 2003) . This review will describe central auditory processing in songbirds, and present results that increase our general understanding of the possible neural mechanisms of auditory object perception. In this review, we use the term 'perception' as linguistic convenience. We do not mean to suggest that the neural representation of a stimulus is equivalent to perception or that animals have the same subjective perceptual experience as humans.
2 Auditory Processing in the Hierarchy of the Auditory Pathway of Songbirds
The auditory pathway of songbirds shares many similarities with that of mammals. Initially, air pressure signals are transduced into a neural code in the avian cochlea of the inner ear and relayed by the cochlear nuclei in the brainstem. In the next step, midbrain nucleus mesencephalicus lateralis pars dorsalis (MLd, homologous to the inferior colliculus) receives input from cochlear nuclei. Then thalamic nucleus ovoidalis (OV, homologous to the medial geniculate) relays signals from midbrain to Field L in the telencephalon (Fig. 1) . Field L has been divided into a number of subregions that include: L2 which receives thalamic input and relays to L1 and L3, which in turn project to further auditory areas, including the Nidopallium caudomediale (NCM) and caudal mesopallium (CM). Although birds do not have a neocortex, it has recently been shown that the circuit organization of these telencephalic auditory areas is very similar to the layered mammalian auditory cortex (Wang et al., 2010) . The following sections will detail the avian auditory pathway. Auditory processing in the inner ear and brainstem has been best described in the chicken and owl (Rubel et al., 1976; Carr and Konishi, 1990; Knudsen and Konishi, 1978) . In songbirds, MLd, Field L, NCM, and CM are under active study, and we will focus on these structures.
Fig. 1 Ascending auditory pathways in songbirds
Auditory nuclei of avian hindbrain innervate MLd (homologue of the inferior colliculus). MLd: innervates OV (homologue of the medial geniculate). OV: Projects to forebrain field L2 (analogue of lay IV of A1). Field L2 innervates L1, L3, NCM and CM (possible analogues of superficial layers of A1) (modified from Fig1, Theunissen and Shaevitz, 2006) .
Inner ear and brainstem
Acoustic signals are initially transduced in the inner ear. Morphological and molecular gradients on the basilar membrane enable the frequency characteristics of sounds to be coded tonotopically along the membrane (Koppl et al., 2000) . Therefore, spectral information is analyzed into a place code by the cochlea, which is analogous to sensory epithelia in other systems, e.g. the retina. The information coded in the cochlea is passed on to the cochlear nuclei. In birds, nucleus angularis appears to be sensitive to sound intensity and thus is the start point of processing interaural level differences (ILD). Neurons in nucleus magnocellularis show activity that is locked to sound phase, and thus is the start point for comparing interaural time difference (ITD). Both ILD and ITD cues extracted in these two nuclei are important parameters for computing sound location (Knudsen and Konishi, 1978; Carr and Konishi, 1990; Warchol and Dallos , 1990) . Therefore nucleus angularis and nucleus magnocellularis together represent a very early stage of processing that contributes to separating an auditory object from its background based on its spatial location.
Nucleus mesencephalicus lateralis pars dorsalis (MLd)
MLd neurons receive inputs from the cochlear nuclei. Most MLd neurons show phasic responses that are locked to the onset of sounds. Moreover, most of these neurons are insensitive to sound level changes above 50 dB SPL (the range for most sounds); thus MLd neurons are suitable for coding acoustic signals regardless of their overall sound intensity. The tuning curves of 78% of MLd neurons are V-shaped with varying bandwidth. The other 22% have tuning curves with complex shapes, such as multiple peaks, multiple excitatory regions, columnar shapes and tilt shapes (Woolley and Casseday, 2003) . This observation suggests that MLd neurons may be selective to some complex acoustic features, such as multiple frequency bands in sounds. Therefore, MLd neurons may participate in the first stage of specialized coding of complex vocalizations. However, because of the diversity of MLd tuning properties, it is very hard to generalize exactly which features are detected at this stage of processing.
Nucleus ovoidalis (OV)
OV relays signals from MLD to Field L in the telencephalon. It is homologous to the medial geniculate nucleus. Classical reviews regard OV as a simple relay center (Bilgake-Kunz et al., 1987; Sherman and Guillery, 2002) . However, a recent opinion suggests that OV is an intermediate processing stage (Amin et al., 2010) . One kind of evidence that supports this opinion is that OV contains more neurons that are sensitive to frequency sweeps than what are seen in the midbrain.
Field L
In the auditory forebrain, field L2 receives direct input from OV and thus may be homologous to thalamo-recipient layer III-V of primary auditory cortex (Wild et al., 1993; Vates et al., 1996; Wang et al., 2010) . It shows a tonotopic organization, very similar to that seen in A1 (Muller and Leppelsack, 1985; Terleph et al., 2006) . In addition, selectivity for some complex features has been described for field L. Early work on curarized starlings showed that about half of field L neurons are selective for a particular natural sound or a sound type (Leppelsack and Vogt, 1976) . This study did not use quantitative criteria to measure neuronal responses and used a fixed set of 109 natural sound elements as stimuli, which may be not enough to define the basic features detected by any given neuron. Recent studies showed that neurons in subregions of field L (L1 and L3) have stronger responses to conspecific songs than to synthetic sounds (e.g. tones and white noises) and this selectivity is stronger in adult birds than in juveniles (Grace et al., 2003; Amin et al., 2007) .
Other recent studies used spectro-temporal receptive fields (STRFs) to define the response properties of field L neurons (Fig. 2 , Sen et al., 2001) . A STRF represents the spectro-temporal features of sounds that excite or inhibit a given neuron. It is calculated using the reverse correlation algorithm: a large, varied set of sound stimuli are presented and then the sound that precedes spiking activity in a given neuron is averaged. Some of STRFs of field L neurons are simple frequency bands and others are combinations of multiple frequency bands or combinations of multiple temporal structures, suggesting that some field L neurons are selective to complex sound features. This finding is consistent with the pilot study on curarized starlings, and supports the hypothesis that field L neurons can respond to complex sounds. Further studies classified auditory neurons in field L into different functional groups and found that each group may contribute to extracting a particular feature of sounds. For example, broadband-spectral neurons (BB-S) and wideband neurons (WB) are sensitive to the temporal features of sounds, while narrowband-spectral neurons (NB-S) are sensitive to the spectral features of harmonic sounds. (Woolley et al., 2009 ).
Fig. 2 Example of a STRF
The red plot represents that this neuron tends to be excited by sound from about 1 kHz to 2 kHz heard by the animal 20 to 30 ms earlier.
The blue plot represents that this neuron tends to be inhibited by sound from about the same frequency band heard by the animal 40 to 50 ms earlier (modified from Fig 5 of Sen et al., 2001 ).
Caudal mesopallium (CM)
CM is considered to be an analog of the superficial layers of A1, based on anatomical evidence (Wang et al., 2010) . The lateral part of CM (CLM) is reciprocally connected with Field L, while the medial part of CM (CMM) is reciprocally connected with NCM (Vates et al., 1996) . CM shows a tonotopic organization (Muller and Leppelsack 1985) . However, in addition, neurons in CM show stronger responses to conspecific songs than to synthetic sounds, e.g. white noises, tone pips and ripples (Grace et al. 2003) , and CM also shows greater gene induction by conspecific songs (Mello et al., 1992) . STRFs calculated from responses of CM neurons to complex stimuli provided relatively lower predictability of observed responses, as compared to STRFs obtained from recordings from field L (Sen et al., 2001) . Therefore, it remains challenging to determine just what features are extracted in higher order areas of the auditory forebrain. However, a recent study shows that CM neurons may be selective to target stimuli in associative learning (Gentner and Margoliash, 2003) , as discussed later in this review.
Nidopallium caudomediale(NCM)
NCM may be considered an analog of superficial layers of A1 (Wang et al., 2010) or a secondary mammalian auditory region (Theunissen et al., 2000) . There is no strong histological evidence supporting either of the opinions. NCM receives major inputs from the field L complex (Saini and Leppelsack, 1977; Mello et al., 1992; Vates et al., 1996) and possibly the thalamus, as well as its connections with CM, described above. Although electrophysiological responses in NCM show a rough tonotopic organization that parallels that of field L (Muller and Leppelsack, 1985; Terleph et al., 2006) , tuning functions obtained with simple stimuli are broader and often multi-peaked. Furthermore, complex stimuli typically elicit stronger response than simple stimuli (Chew et al., 1996; Muller and Leppelsack, 1985) . Another consistent result is that NCM neurons show stronger responses to conspecific than heterospecific songs (Chew et al., 1996) . Finally, single unit data show some neurons are responsive to certain elements in songs and some are selective for forward playback of songs versus reversed playback of the same song (Stripling et al., 1997) . These data are complemented by IEG studies showing greater gene induction by conspecific songs (Mello et al., 1992) . In addition, NCM shows stimulus-specific adaptation (described further below), which is longer lasting for the songs of individual conspecifics than for other sounds (Chew et al., 1995) . Taken together, these findings imply that NCM responds selectively not only to a particular class of sounds, but to individual exemplars of that class, suggesting that NCM neurons may represent auditory objects, rather than simple auditory parameters. Therefore, despite its anatomical input from field L, NCM seems to be somewhat functionally comparable to IT in the visual system, where neurons respond to complex image configurations, but not their individual components (e.g. circles, lines or dots), and show selective adaptation to specific stimuli (Miller et al., 1991) .
However, we still can not form a general theory of how auditory features selectively activate NCM neurons. If NCM is robustly comparable to IT, it should require multiple features of the sound as a whole, rather than responding to any individual component of the sound; however, it does respond to simple sounds, although more weakly than to complex sounds. Therefore, to better understand the way features are extracted and represented in the auditory hierarchy, experiments are needed that test single unit response strength to both song elements and simple stimuli in both NCM and field L.
Challenges in exploring auditory representation
In summary, selectivity for sounds increases in the ascending auditory pathway of songbirds. The feature detectors found in auditory systems transmit processed auditory information from one stage to the other. Accumulating evidence has shown that auditory neurons can extract parameters of sounds along several dimensions, e.g. "functional groups" in midbrain and forebrain, as described by Woolley et al (2009) . However, we still do not know how more complex features of an auditory object are extracted or how simple parameters extracted at lower auditory stages combine in the ascending auditory hierarchy to form a representation that corresponds to an "object".
In the study of the mammalian auditory system, a number of related difficulties have also been encountered. For example, in the auditory cortex, the attempt to map parameters beyond tonotopy has identified neurons that are selective to frequency modulation (FM), and these have been extensively studied. Specifically, neurons in primary auditory cortex (A1) of many mammalian species were found to respond selectively to the direction of frequency modulation and modulation rate. Therefore, it has been hypothesized that FM-selective neurons in A1 are analogous to orientation selective neurons in V1 and that the function of A1 is to extract frequency contours from sounds (Mendelson and Cynader 1985; Rauschecker, 1994, 1998; Shamma, 2001; Zhang 2003) . However, Nelken et al (2003) pointed out that there are two problems with this hypothesis. First, neurons in A1 prefer FM rates that are much higher than the typical FM rates that exist in natural vocalizations. Bar-Yosef et al (2002) found that typical FM rates in natural vocalizations are less than 80kHz/s, while in cats, most neurons prefer FM rates exceeding 1024 kHz/s (Heil et al. 1992) . Second, manipulating the trajectories of FM sounds led to dramatic changes in directional preference of neurons (Nelken and Versnel, 2000) . Therefore, Nelken et al (2003) proposed: "(FM) directional selectivity is not really a feature that is processed by the cortex explicitly, but rather a by-product of a computation that is doing something else." Moreover, the promising strategy of using STRFs to characterize the response properties of A1 neurons has also turned out to be problematic. Machens et al. (2004) showed that the linear predictive value of STRFs calculated from A1 recording is very low. Therefore, we still do not have a good explanation of how natural sounds are represented by A1 neurons.
The strongest evidence that forebrain auditory neurons can function as feature detectors comes from studies of the bat. In the bat forebrain, spatial information computed in the ascending auditory system is further analyzed in a series of maps that can represent both target features and ranging information (Suga and O'Neill, 1979) . So this is an example of a feature extraction hierarchy. But it does not really get us closer to the mechanisms that identify or encode auditory objects.
Adaptation and Plasticity of Auditory Neurons in Telencephalon May Affect Neurons' Selectivity and Their Function in Feature Extraction
Traditionally, we tend to think of auditory neurons functioning as filters that extract acoustic features from sounds that characterize each acoustic object for recognition. In this conception, auditory neurons should have fixed filter properties. For each acoustic object, such as a vocalization, the acoustic features may be fixed in terms of the energy coming out of the sound source. However, by the time it reaches the ears, the sound from any one source arrives in company with other sounds (often including echoes from the original sound) that reach the ears simultaneously as a single time-varying waveform. An example of a voice sound in an acoustic context is shown in Fig. 4 . Neurons whose selectivity is fixed to detect a particular pattern may not be effective or efficient at extracting the information-carrying energy patterns from the background sounds. In fact, accumulating evidence shows that selectivity of auditory neurons in the telencephalon of both mammals and birds may change dynamically with training, stimulus type, and short and long-term experience of stimuli in the acoustic environment, rather than having a constant tuning properties (as was suggested by classical auditory neurophysiology). Recanzone et al., 1993) Work in mammals showed that discrimination training can cause reorganization of A1 in monkeys (Recanzone et al., 1993) . Monkeys were trained to discriminate different frequencies for a few weeks, and then tuning properties of A1 neurons were tested when the animals were anesthetized. The cortical representation of the task-relevant frequencies was expanded compared to monkeys that only passively heard the same stimuli (Fig. 3) . In another study, rats were trained to discriminate independent parameters (frequency vs. intensity) and their cortical representations of relevant stimuli were measured in the anesthetized state. The rats that were trained to discriminate frequencies exhibited an expanded representation of the target frequency, while rats trained to discriminate intensities exhibited an expended representation of the target intensity (Polley et al., 2006) . The neural mechanisms of this type of plas-ticity have also been explored. For example, in another rat study, pairing auditory stimuli with episodic electrical stimulation of the nucleus basalis led to reorganization of the auditory map in A1 (Kilgard and Merzenich, 1998) .
In a more recent study, ferrets were trained to discriminate two sounds in a go/no-go task. STRFs of primary auditory cortex were measured in awake animals when the animals were 1) in a passive hearing condition before training, 2) actively listening during the task, and 3) passively hearing after the task. STRFs during the task were different from STRFs in both passive hearing conditions (Fritz et al., 2005) . This study suggested that a top-down process in awake animals may dynamically change the selectivity of auditory neurons to reflect task demands.
A similar approach has been explored in birds. Starlings were trained to discriminate two songs in a go/no-go task. When neurons in caudomedial mesopallium (CMM, the medial part of CM) of trained birds were recorded in the anesthetized state, responses were highest for the stimulus predicting reward (CS+), lower for the stimulus predicting the punishment (CS-), and lowest for songs that were not relevant to the task (Gentner and Margoliash, 2003) .
All these experiments are consistent on the point that response selectivity of auditory neurons can be modulated by the salience of the stimuli. In other words, if a stimulus is associated with a reward or a punishment, the auditory neurons may change their tuning to be more responsive to the stimulus. Furthermore, these results suggest that a top-down process during the training and/or during the test period may be involved in modulation of selectivity in the auditory forebrain.
The selectivity of neurons in the auditory forebrain may also vary with the type of stimulus. A study in field L in anesthetized songbirds showed that STRFs obtained through playback of songs are dramatically different from the STRFs obtained from sets of pure tones (Theunissen et al., 2000) . Further studies show this difference may be observed as early in processing as the midbrain level (Woolley et al., 2006) . Similarly, in studies on the auditory cortex of mammals, neurons tested with FM tones showed a preference for fast FM rates over slow FM rates, while STRFs derived from continuous sounds show the opposite preference .
In addition, the selectivity of auditory neurons may depend on the animals' short or long-term experience of sounds. For example, neurons of A1 in anesthetized cats responded more strongly to rarely presented sounds than to the same sounds when they were common in an "oddball" paradigm . Therefore, the recent history of sounds (in this study, over times less than 4s) can modulate the selectivity of neurons. A more recent study in the anesthetized songbird showed that the statistics of natural sounds may also affect selectivity of the auditory forebrain. Responses of auditory neurons in CLM can be more strongly modulated by natural song stimuli containing transitions that violate statistical expectation, based on a large sample of conspecific song (Gill et al., 2008) . This suggests that CLM responses to a given sound depend on the probability that this sound appears in the real acoustic world of the bird's experience, although a role for the bird's biological species cannot be excluded.
A relevant phenomenon has been observed in NCM of awake birds. Recent experience of the acoustic environment can modify the tuning function of auditory neurons as assessed by stimulation with pure tones. Separate groups of zebra finches and canaries were housed in three different social environments: the normal conspecific condition (Norm), individual isolation (Iso) and the heterospecific condition (Cross) for nine days. Then birds were tested with pure tone stimuli. In Iso birds of both species, the tuning curves of NCM neurons were broader than in Norm birds,, while tuning curves of all Cross groups were narrower (Terleph et al., 2008) . Therefore, the selectivity of neurons can be modulated not only by the recent pattern of stimuli, but also by longer term experience of the acoustic environment. Taken together, these findings suggest that short and long-term memory may affect selectivity to sounds in the auditory forebrain.
The most striking evidence that selectivity of auditory neurons depends on experience is from NCM of awake birds. When a specific song is presented repeatedly to an awake bird, both neural responses to the song and ZENK induction in NCM are reduced (Chew et al., 1995 (Chew et al., , 1996 Mello et al., 1992) . This reduction is a form of stimulus-specific adaptation (SSA) with the following interesting properties 1) The adaptation effect is stimulus-specific and the generalization effect is very weak. In other words, adaptation to a repeated song does not reduce the response to a novel song presented subsequently, although both songs share similar spectrotemporal structures and are drawn from the class of zebra finch songs (Fig. 5 , Chew et al., 1995) . Independent adaptation responses have been seen for up to 16 songs (Chew et al., 1996) . Therefore, the responsiveness of a neuron to individual songs can be modulated by SSA. A novel song is more likely to induce stronger responses in NCM neurons than a familiar song. 2) SSA in NCM is a long-term effect and lasts longer for relevant stimuli. In contrast to the phenomenon -a short term effect over a few seconds -found by Ulanovsky et al.(2003) , reduced responsives to familiar conspecific songs in NCM could be maintained for 24hrs or longer, while reduced responses to heterospecific vocalizations lasted much less time----no longer than 6hrs (Chew et al., 1995) . 3) Long-lasting SSA depends on new protein synthesis and is correlated with ZENK induction (Chew et al., 1995; Velho et al., in press ). Therefore, SSA may reflect the formation of a long-term recognition memory for individual sounds. Taken together, since SSA in NCM is both stimulus-specific and long-lasting, we hypothesize that SSA may be an important mechanism for modulating selectivity of auditory neurons.
In sum, the selectivity of the auditory forebrain is dependent on the stimulus type, the short and long-term experience of stimuli in the acoustic environment, and the salience of the stimuli (Table 1) . Thus, the selectivity of the auditory forebrain may be much more plastic than expected from early studies. Furthermore, the factors mentioned above may explain some contradictory results from different experiments that explored auditory selectivity. For example, results from experiments using pure tones may differ from experiments using ripples or more complex sounds, because the stimulus type can actually change auditory selectivity. Furthermore, the salience of the same stimulus may differ between individuals or different animal models. Finally, the context and the sequence of stimulus presentation may affect results due to the effects of SSA. Thus, some of the difficulty in obtaining a consistent description of the features extracted by auditory neurons may due to the dynamic changes in neuronal selectivity.
It should be noted that even the visual system does not have fixed selective properties. Pettet and Gilbert (1992) found that covering a part of the receptive field (RF) of V1 neurons led to immediate and dramatic expansion of the RF. Although the visual system has been described as a hierarchy of feature detectors, recent studies suggest that such a feedforward mechanism alone may not be able to achieve invariant pattern recognition in a complex environment and even the earliest processing stage (e.g. V1) is subject to modulation by a top-down process (for review, see Gilbert and Sigman, 2007) .
Therefore, sensory systems are plastic and can adapt rapidly to different conditions. Although we do not
Fig. 5 Stimulus-specific adaptation of multi-unit activity recorded in songbird NCM in response to 4 different novel songs presented sequentially
All responses have been normalized to the initial response to song A. Different songs elicited different initial responses but all adapted to repeated stimulus presentation (blue lines; 10s ISI). Immediately after training, songs A-D were tested again (red lines). The reduced (adapted) response level achieved for each song was retained even after training with other songs (modified from Fig 3 of Chew et al., 1995) . Long-term memory N/A N/A N/A N/A Long lasting adaptation 10, 11 know why responses in auditory forebrains are so plastic and how this serves auditory processing, it seems likely that the dynamic change in auditory selectivity maintains sensitivity and discrimination in a varying acoustic environment, and thus may contribute to auditory perception.
4 Dynamic Selectivity of Auditory Neurons May Contribute to Auditory Scene Analysis
In the natural acoustic world, no sound is presented by itself. Acoustic signals are embedded in the larger acoustic context and mixed with other sounds. Recognition of a sound depends on two complementary processes: 1) separating different acoustic objects from each other and from the background; and 2) integrating multiple acoustic components (from a single source) into the perception of a unitary acoustic object. This process is called auditory scene analysis (ASA). Bregman (1990) proposed that sounds from different sources can be decomposed into different streams or groups. The first important cue that enables this segregation is the sound location, which is computed from binaural differences. This process starts at the brainstem as described above. However, even mixed sounds coming from a single speaker still could be separated perceptually. Therefore, other cues can contribute to auditory scene analysis, e.g. differences in fundamental frequency, non-matching harmonic components, asynchrony of sound onset and discontinuity of amplitude modulation and frequency contours (Bregman, 1990) . The process of segregation based on these cues depends on bottom-up and pre-attentive mechanisms and there appears to be no learning mechanism involved, so it is called "primitive" auditory scene analysis.
The other mechanism through which it is proposed that the sounds can be segregated is top-down and memory-based, called "schema-based" auditory scene analysis. In this process, segregating sounds depends on matching an auditory object in the mixture with a template that has been stored in the memory. One good example of schema-based analysis can be illustrated by a psychophysics experiment. Two unfamiliar melodies were presented to human subjects, one of which was interleaved with distractor tones. Then subjects were asked to decide whether the two melodies were same. In the control condition, the target melody alone was presented to subjects first and then mixed with distractor tones and presented to the subjects, who had to make the same comparison. The results show that if the subjects were given the chance to hear the melody alone before the test, discrimination performance was significantly enhanced (Bey and McAdams, 2002) .
Although there is much more evidence supporting the idea that some kinds of ASA, including speech recognition, depend critically on schema-based processes (Bregman, 1990) , knowledge about its neural mechanism is lacking. Fortunately, recent studies show that songbirds may provide a good model to study the neural mechanisms of schema-based analysis. Previous work has suggested that songbirds can discriminate conspecific songs from heterospecific songs, which suggests that having a template of conspecific songs may enhance song perception (Hulse et al., 1997; Benney and Braaten, 2000) . On the brain level, the selectivity of neurons in auditory forebrain of birds is modulated by stimulus type and acoustic history, which are likely to be top-down processes. It may be fruitful to ask whether the dynamic changes in neural selectivity seen in the auditory forebrain of birds can contribute to schema-based auditory scene analysis.
As discussed, the salience of stimuli can affect neural selectivity, as shown in studies of CMM in the starling (Gentner and Margoliash, 2003) , and of A1 in monkeys (Recanzone et al., 1993) , ferrets (Fritz et al., 2005) and rats (Polley et al., 2006) . In these studies, neural preference for reinforced sounds is enhanced. Although the data in these studies are all neural, the neural preference could be part of the mechanism of a schema that acts as a template. This enables the reinforced sounds to be more easily discriminated when presented in an acoustic scene that includes a background of other sounds as seen in the human "melody" studies. However, since the modulation by training is very likely a top-down process, one can argue that auditory scene analysis is achieved in higher auditory centers, and changes seen in selectivity are only the result rather than the cause of enhanced segregation of auditory scenes.
Other relevant evidence is that both in the CLM of birds (Gill et al., 2008) and in A1 of cats , neurons respond more strongly to rarely presented sounds than to common sounds. It is reasonable to speculate that, if a rare (or novel) sound is presented in the context of common (familiar) sounds, common sounds can be matched to the template (schema that reflects experience) in the auditory system and separated from the novel sound. In addition, due to adaptation, response strength to the common sounds may be lower than to the rare sounds. In this case, the acquired schema would be used not to recognize the target stimulus, but to deemphasize the familiar and less relevant background. Thus, this process could also enhance processing and discrimination of novel sounds. However, in the two experiments listed above, there is no evidence that a long-term template of an auditory object exists and enhances perception: in Gill's experiment, the rare sounds are songs with abnormal transitions on a short time-scale (rather than an individual sound) while in the Ulanovsky's experiment, neurons were only sensitive to short-term history (within 4 seconds).
Stimulus-Specific Adaptation May Enable Auditory Scene Analysis through Modulation of Selectivity of Auditory Neurons
To understand how dynamic changes in auditory selectivity can contribute to auditory scene analysis, SSA in NCM of songbirds may provide a useful model. First, SSA in NCM is not a modulation of selectivity for simple stimuli, such as pure tones used by Ulanovsky et al. (2003) . Instead, SSA in NCM modulates neural responsiveness to individual songs, so it is more likely to be related to object perception. Second, as discussed, SSA in NCM is a form of long-term memory. There is evidence that a template of individual songs may be stored in NCM (Chew et al., 1995; Phan et al., 2006) . Finally, SSA is an immediate process without requirement of prior reinforcement training. The difference between responses to novel songs and to familiar songs can be seen in fewer than 20 repeats of songs in awake animals. Thus, studies of SSA in NCM are more convenient than studies using a discrimination training paradigm and may model ongoing experience of the auditory world where specific, clear reinforcing events are rare. SSA in NCM is a very simple and effective model for studying the role of dynamic auditory selectivity in auditory scene analysis.
The following scenario presents a speculation about how SSA in NCM could contribute to separation of an auditory object from its background. If novel sound S1 is given alone, it induces neural response R1. Similarly, novel sound S2 alone induces neural response R2. But when the two sounds come together, they induce response R3 that is not equal to R1 or R2 but may be a linear or non-linear combination of the two. However, if the organism is pre-exposed to S1 alone, that sound is integrated as a single acoustic object and stored as a template for auditory processing in the future. Repeated presentations of S1 would induce a reduction of R1 through SSA. Then, when novel S2 is presented with familiar S1, the auditory system could subtract the template of S1 from the combined signals, and the combined response R3 should approach R2. Thus, in this model, the familiarity of one sound enables discrimination of the novel sound. The idea that familiarity to one object can enhance perception of the other object is not entirely new. In studies of visual perception, it has been proposed that familiarity to the context frame may enhance perception of a low -spatial frequency image within the context (Bar, 2004) .
The idea that SSA could assist in auditory object perception could be tested experimentally in the songbird system by doing the following: Some birds would be pre-exposed to patterned "background" stimuli, while control birds would be held in isolation. These background stimuli would be repeated 100-300 times over a period of hours to induce SSA, consistent with published reports (Chew et al., 1995) . Then, during electrophysiological recording in the testing phase, all the birds would be exposed to playback of a novel target song and the initial response magnitude would be measured (R0). Then each bird would be repeatedly exposed (for 20 trials) to a compound stimulus: the target song superimposed on the background, just as the voice is superimposed on the music fragment in Fig. 4 . Finally, the target song would be played again without the background and the response measured (R1). If the response at R1 is reduced with respect to R0, it would indicate that SSA occurred for the target song, which could only occur if the target song was discriminated from the background. If R1 is not reduced, it would indicate that the target song was not discriminated from the background and therefore did not undergo SSA. It is hypothesized that R1 will be reduced in birds who received pre-exposure to the background but not in control birds. One interpretation, consistent with a role for SSA, would be that pre-exposure caused the background to become familiar, and that the resulting weaker response did not interfere as much with discrimination and SSA for the target song.
It should be noted that the idea that SSA could assist in auditory object perception does not mean that all familiar sounds are ignored and become part of the background. We hypothesize that any sound has a default salience when it is novel: novel stimuli have a high response strength. But response strength is modulated by experience. Responses to sounds that do not yield significant behavioral consequences become smaller due to SSA, while responses to sounds that have behavioral significance can maintain their strength or diminish more slowly than non-salient sounds. If this is true, selectivity to acoustic objects could be sharpened through the process of SSA and behavioral training that provides reinforcement for particular sounds and thus maintains or restores their salience. Salient sounds would be much more easily discriminated from the background of non-salient sounds.
Summary
The auditory system is challenged to decode auditory objects from the complex spectro-temporal pressure waveform that arrives at the ears. The spatial location and contiguity of auditory objects is not mapped as directly as for the retinal topography of vision. Auditory perception depends both on grouping sounds that "belong" together (simultaneous onset, harmonic relationship, AM or FM continuity, etc.) and on separating overlapping sounds that share features but that originate from different sources (spatial location, speakers, events, etc.). Our knowledge of auditory feature processing remains primitive, and we do not yet have a model of auditory representation based on a hierarchy of feature detectors, nor do we even know if that would be best kind of model for auditory object processing. Although tonotopic organization characterizes the cochlear mechanism of transduction, and is anatomically carried forward into the cortex, experimental evidence suggests that auditory receptive fields in practice are more complex than this simple topography suggests. The selectivity of auditory neurons can be dynamically modified by the immediate stimulus context, stimulus type, statistical history of the stimulus, and salience (both learned and unlearned) of the stimulus. In particular, the effects of SSA, reflecting stimulus familiarity, may modulate the response selectivity of auditory neurons in a way that assist the process by which acoustic objects are discriminated from the natural acoustic contexts in which they are embedded.
