One approach to monitoring autocorrelated data consists in applying a control chart to the residuals of a time series model estimated from process observations. Recent research shows that the impact of estimation error on the run length properties of the resulting charts is not negligible. In this paper a general strategy for implementing residual-based control schemes is investigated. The designing procedure uses the AR-sieve approximation assuming that the process allows an autoregressive representation of order infinity. The run length distribution is estimated using bootstrap resampling in order to account for uncertainty in the estimated parameters. Control limits that satisfy a given constraint on the false alarm rate are computed via stochastic approximation. The proposed procedure is investigated for three residual-based control charts: generalized likelihood ratio, cumulative sum and exponentially weighted moving average. Results show that the bootstrap approach safeguards against an undesirably high rate of false alarms. In addition, the out-ofcontrol bootstrap chart sensitivity seems to be comparable to that of charts designed under the assumption that the estimated model is equal to the true generating process.
Introduction
Control charts are widely used for monitoring process and quality improvement (see, Montgomery (2004) ). Most statistical process control techniques assume that consecutive observations from a process are independent and identically distributed (i.i.d) over time. However, with the development of high sampling frequency in the data collection, observations are more likely to be autocorrelated. The Run Length (RL) properties of traditional control charts, such as Shewhart, CUSUM and EWMA, are strongly degraded by data autocorrelation. Thus, there has been considerable interest in recent years in designing procedures for handling autocorrelation. Assuming that the underlying time series model is known, two main approaches have emerged. In the first, the original data are directly monitored using a standard control chart whose control limits are adjusted to account for the autocorrelation (Vasilopoulos and Stamboulis, 1978; Yashchin, 1993; Schimd and Schöne 1997; Runger, 2002) . The second approach consists in monitoring the forecast errors (residuals) to identify unusual observations. When the time-series model is correctly specified, the residuals are i.i.d with mean zero for an * Corresponding author In-Control (IC) process. Consequently, it is possible to use traditional control schemes with well-understood RL properties (Alwan and Roberts, 1988; Harris and Ross, 1991; Montgomery and Mastrangelo, 1991; Wardell et al., 1994; Apley and Shi, 1999; Reynolds, 1999a, 1999b; Shu et al., 2002) .
As mentioned above, both approaches rely on accurate process model knowledge. In practice, the structure of dependence and/or the time series parameters have to be estimated on the basis of n observations from an IC process. The typical design procedure consists in controlling the false alarm rate. In the presence of modeling errors, the rate of incorrect signals is a random variable, being a function of the estimated model parameters. Thus, if the fitted model is inaccurate, the control limits of the modified and residual control schemes will fail to provide the desired RL properties. Indeed, much of the recent research that investigates the impact of estimation error, shows that even small errors in parameter estimates can significantly alter the RL characteristics (Adams and Tzeng, 1998; Boyles, 2000; Kramer and Schmid, 2000; Apley, 2002; Apley and Lee, 2003; Testik, 2005; Jensen et al., 2006) . Furthermore, the identification of an appropriate time series model is sometimes difficult and requires skill obtained by experience.
Although the adverse impact of model uncertainty on the RL performance is well documented, only a few studies 0740-817X C 2009 "IIE" suggest practical guidelines to tackle this issue. A significant contribution to a robust design for dependent data is the pioneering work of Apley (2002) which provided a design method of the EWMA chart for ARMA processes. Since the proposed control limits are a function of the covariance matrix of the ARMA parameter estimates, the resulting chart is robust to parameter modeling errors. Apley and Lee (2003) also derived an approximate upper onesided confidence interval for the standard deviation of the EWMA control statistic which can be used to widen the control limits by an aumont that depends on the level of model uncertainty and on how conservative is the design practitioner. Testik (2005) , following an approach similar to Apley (2002) , suggested another method to widen the residual EWMA control limits for a stationary first-order autoregressive process. As a result of incorporating parameter uncertainty, all these control limits are wider than the standard control limits used when models are assumed perfect. Hence, such approaches clearly give some protection against an unacceptably rate of false alarms together with a certain amount of decrease in the EWMA out-of-control performance, as is the case with the more conservative procedure proposed by Apley and Lee (2003) . Two drawbacks characterize these methods. First, a key step of these approaches consists in writing the residual EWMA control statistic as the output of a linear filter applied to an ARMA process. Then, approximated closed-form expressions for the standard deviation of the EWMA chart statistic are used to derive the control charts limits. Hence, the design procedure strictly depends on the EWMA chart characteristics and it is not obvious how to extend it to other control charts. Second, only estimation errors are considered assuming a complete knowledge of model structure. However, in practical situations, the order of the model is often unknown and the combined effect of model misspecification and parameter estimation should be addressed in designing and setting up control charts (Jensen et al., 2006) . This paper explores a general design procedure for residual-based control charts in the presence of model uncertainty. This procedure is based on the very mild assumption that the true underlying process allows an autoregressive representation of order infinity with Gaussian innovations. A design approach based on the ARsieve bootstrap algorithm (Bühlmann, 1998a (Bühlmann, , 1998b (Bühlmann, , 2002 Alonso et al., 2002 Alonso et al., , 2003 ) is used to take into account the effects of modeling errors. The control limits are computed via stochastic approximation (Ruppert, 1991; Kushner and Yin, 2003) so that a given constraint on the random false alarm rate is satisfied. The proposed design procedure is illustrated for three control charts: the Generalized Likelihood Ratio (GLR) (Willsky and Jones, 1976; Basseville and Nikiforov, 1993; Superville and Adams, 1994; Siegmund and Venkatraman, 1995; Apley and Shi, 1999; Lai, 2001) and the traditional CUSUM and EWMA. We also compare the bootstrap control limits to the control limits suggested by Apley (2002) , Apley and Lee (2003) and Testik (2005) for a residual EWMA control chart.
Framework
Assume that, when a system is under control, observations are generated by a Gaussian stationary process, x t , that allows an autoregressive representation of order infinity, AR(∞)
where µ = E(x t ), φ j are parameters such that j φ 2 j < ∞ and t is an i.i.d. innovation sequence following a Gaussian distribution with E( t ) = 0 and E(
2 . This class of models includes stationary and invertible autoregressive moving average models. We will denote with β the infinite dimensional parameter vector (µ, σ, φ 1 , φ 2 , . . .). Observe that β completely determines the process probability distribution.
Suppose that a persistent shift in the mean occurs at some unknown time τ . Thus, the process data to be monitored are given by
Other types of deviations, such as transient shifts or linear drifts, can also be considered. Letŷ
be the best mean-squared predictor of y t based upon y t−1 , . . . , y 1 and
the mean-squared prediction error computed under the hypothesis that t < τ, i.e., assuming that the process is IC at time t. Since y t is Gaussian, the best predictor is linear andŷ t (β) and v 2 t (β) can be computed by either the Durbin-Levinson or the innovation algorithms and, when 1 − j φ j z j is rational in z, by using a Kalman filter approach. For the computational details see Brockwell and Davies (1996) .
Residual control charts are based on the standardized one-step prediction errors:
wherex t andf τ (t) are the outputs of the linear filter defining a t (β), when the input is x t and µ + 1, respectively. Since the sequencex t comprises the standardized one-step prediction errors of the x process, thex t s are i.i.d. random variables from a standard normal distribution. Hence, when the model is perfectly known, the residuals are normal and uncorrelated with a time-varying mean δf τ (t). The value of f τ (t), the so-called fault signature, depends upon the autocorrelation structure of the data, but alwaysf τ (t) = 0 when t < τ. A residual-based control chart can be summarized as follows: (i) at time t = 1, 2, . . ., a control statistic g t (β) = g t [a t (β), . . . , a 1 (β)] is calculated from the process data; (ii) an out-of-control situation is signaled if g t (β) > h, where h is the control limit.
In particular, windowed limited GLR, CUSUM and EWMA control charts are based on the statistics:
where 
with u 0 (β) = 0, respectively. Here, M ∈ N, k > 0 and λ ∈ (0, 1] are suitable constants. The RL of a residuals chart can be formally expressed by the stopping rule:
Let G(·; β, τ, δ, h) be the distribution function of the RL, i.e., G(rl; β, τ, δ, h) = P(RL ≤ rl). In the following, we refer to G 0 (·; β, h) = G(·; β, ∞, 0, h) as the IC distribution function. When β is known without errors, the IC RL distribution is completely known. This makes it easy to choose an appropriate value for the critical limit h fixing, in some way, the false alarm rate. The classical approach consists in determining h such that the IC average RL of the scheme, ARL 0 , is equal to a prescribed high value. In passing, observe that, for traditional charts, such as CUSUM and EWMA, the IC RL distribution does not depend upon β and is equal to that of the i.i.d. context. Furthermore, the study of G(·; β, τ, δ, h), for some values of τ and δ, can be used to choose the other control charts constants, e.g., M, k and λ for the three charts described in the previous paragraph.
The effects of modeling errors
In practice, the time series model is rarely known. The standard approach consists in identifying the model from n IC data, y 1 , . . . , y n , and obtaining an estimate of β, denoted byβ n . Then, the control charts use the estimated residuals a t (β n ) instead of the true residuals a t (β). Let H n (·; β, τ, δ, h) be the RL distribution of the resulting charts. Observe that H n depends implicitly on the method used to estimate the parameters. Due to the differences between β andβ n , the a t (β n ) are neither independent nor indentically distributed. Hence, H n (·; β, τ, δ, h) is not equal to G(·; β, τ, δ, h), at least when n is finite. A naive and rather standard design procedure neglects the fact that the model is estimated and designs control charts under the assumption of a perfect model, i.e.,β n = β. Following this procedure the RL distribution of the chart with estimated parameters is assumed to be equal to G (·,β n , τ, δ, h) . Unfortunately, previous research (Adams and Tzeng, 1998; Boyles, 2000; Kramer and Schmid, 2000; Apley, 2002; Apley and Lee, 2003; Testik, 2005; Jensen et al., 2006) shows that this naive approach can lead to a false alarm rate that is much higher than desired, even when substantial sample sizes are used.
In the following, a related example is used to illustrate why alternative measures to the ARL should be used when the known parameters are replaced with estimates. Suppose that a GLR, a CUSUM and an EWMA control chart, designed to give an IC ARL of 1000 in the i.i.d. case, are applied to the forecast residuals from the AR(1) model x t = 0.75x t−1 + t , where t ∼ N(0, 1). Tables 1, 2 and 3 give moments and quantiles of the corresponding IC RL distributions, estimated using 100 000 Monte Carlo replicates. Dealing with time series modeling, three cases will be distinguished as follows.
1. The underlying time series model is known a priori. 2. The model order is specified, but process parameters are unknown. The unknown parameters must be estimated from an IC reference sample of size n. In particular, we make use of Burg's estimation method (Brockwell and Davies, 1996) . 3. Both the model order and time series parameters are unknown. Here, we apply the AICc criterion (Burnham and Anderson, 2002) to select the order of the model while the other parameters of interest are estimated as in case 2. In the following, the value of the maximum order is fixed at 10 log 10 (n).
Under the assumption that there are no modeling errors, case 1, the residuals are i.i.d. and the standard control limits provide the desired ARL 0 value. With model uncertainty, cases 2 and 3, the residuals are autocorrelated and the same value of h may fail to provide the specified ARL 0 value. For n = 100, for both cases 2 and 3, the 10th and 50th quantiles of the RL distribution are roughly one-fourth and one-third as large as those of the distribution with known parameters. However, the 99th quantiles are from two to five times larger than in the parameters-known case. Although the GLR test seems to be less affected by the modeling uncertainty, in all cases the estimated IC RL distribution appears to be shifted to the left (lower values) as a result of a large percentage of earlier false alarms. This increased rate of shorter runs between alarm signals is not captured by the expected value of the RL that is affected by the presence of a few extremely long runs. Since the ARL is not able to reflect the whole RL performance, it may be interesting to investigate alternative measures of the control chart sensitivity in the presence of model uncertainty. A reasonable criterion might consist in determining the control limit h so that the probability of a false alarm within some specified value, N 0 , is equal to p 0 :
where
For instance, with N 0 = 200 and p 0 = 0.20, the design would consist in finding h such that only one in five false alarms should be given before the 200th observation.
Observe that as more data become available the design procedure may be optimized through a regular updating of the h estimate. In this case N 0 may be set equal to the time until the next update and p 0 equal to an acceptable rate of false alarms for this time interval.
An AR-sieve bootstrap design
Since H n (·; β, τ, δ, h) is a function of the unknown parameter β, its exact computation is not possible. However, the RL distribution function can be estimated by using a bootstrap method for the time series that is known as the ARsieve bootstrap. This approach is based on a sieve finite Table 2 . Performance of a CUSUM control chart (k = 0.5 and h = 5.7573) when the underlying process is x t = 0.75x t−1 + t . ARL 0 , σ RL0 and Q p denote the average, the standard deviation and the pth quantile of the IC RL distribution approximation that, in the present case, consists of the following steps.
Step 1. Given a Phase I sample, y 1 , . . . , y n , identify a finite-order autoregressive approximation for the data-generating process. Let p n be the selected order of the approximating model M n and β n = (μ,σ ,φ 1 , . . . ,φ p n , 0, . . .), the Burg estimate (Brockwell and Davies, 1996) of the corresponding parameter vector β. Automatic criteria, such as AIC, AICc or BIC (see Shibata (1980) , Hurvich and Tsai (1989) , Burnham and Anderson (2002) ), can be used to select the model order in a fully automatic fashion. In particular, we use the AICc criterion (Burnham and Anderson, 2002) . As previous works outline (Hurvich and Tsai, 1989; Alonso et al., 2002) , this criterion is preferred because the true model can be complex and not of finite dimension, and also because it is less affected than other methods by changes in the maximum order considered (here fixed at 10 log 10 (n)).
Step 2. Use the fitted model M n to generate pseudo-data y * t and x * t according to
2 ). In order to obtain a pseudo-stationary IC sequence x * t , we generate the time series starting from t = −100 and setting x * t = 0 when t < −100. Then, discard the first 100 observations.
Step 3. Use the first n observations from Equation (2) is re-fitted. Since for each replication both the autoregressive order and parameters are reestimated, the proposed procedure takes into account the uncertainty in the parameter estimates as well as in the choice of an approximating order.
Step 4. Apply the control chart to the sequence of residuals,
Step 5. Record the RL value calculated from RL * = T − n, where T is the first time at which the control chart gives an out-of-control signal.
Step 6. Repeat Steps 2 to 5 a large number of times and use the empirical distribution of the RL * to estimate the unknown distribution function H n (·; β, τ, δ, h).
Note that, as the number of boostrap replications goes to infinity, the empirical distribution of the RL * tends to H n (·;β n , τ, δ, h), which is hence used to estimate the unknown distribution function H n (·; β, τ, δ, h).
Then, according to Equation (1), a suitable value of the control limit can be obtained by solving for h the following equation:
where H 0,n (N 0 ;β n , h) is the bootstrap-estimated probability of a false alarm before some pre-assigned value N 0 . As Yashchin (1993) pointed out, stochastic approximation may be an appropriate procedure for an iterative search of the control limit able to satisfy the given constraint on the frequency of false alarms. The main drawback which the author himself ascribes to the considered approach is that it can be computationally demanding. However, our experimental results show that stochastic approximation may be successfully used to compute the solution of Equation (3) in particular when an efficient scheme such as the Polyak-Ruppert algorithm is used (see Ruppert (1988) , Polyak (1990) , Ruppert (1991) and Polyak and Juditsky (1992) ). Following this approach, which is simple to implement, the estimate at the sth step of the approximation algorithm is given bŷ
where the h i values are generated by the recursion:
Here, {RL * i } are independent random variables with distribution H 0,n (·;β n , h i ), I(p) is the indicator function which has a value of one if the proposition p is true and is zero otherwise, h 1 is an initial guess of h, while A > 0, s 0 < s and 0.5 < α < 1 are suitable constants. Practical and theoretical considerations, for instance that
for s sufficiently large, suggest that setting A = 3, s 0 = 100, s = 10 000 and α = 0.9 yields results of acceptable accuracy, at least for p 0 ∈ (0.05, 0.30).
Once an estimate of h has been obtained, the study of H n (·,β n , τ, δ, h), for some values of τ and δ, could be used to choose the other control chart constants.
Simulation results
A Monte Carlo simulation experiment is conducted on the time series generated from the following IC models:
AR1: x t = 0.75x t−1 + t ; MA1: x t = t + 0.75 t−1 ; MA4: x t = t + 0.6 t−4 ; ARMA22:
where t ∼ N(0, σ 2 ), with σ 2 such that the process variance is equal to one.
Observe that only AR1 is a finite-order autoregressive model while the other considered models only allow an infinite autoregressive representation.
The proposed design procedure is here investigated for three residual-based control charts: C1: a GLR chart, with M = 20; C2: a CUSUM, with reference value k = 0.5; C3: an EWMA, with λ = 0.1.
For each time series model, 2000 sequences of size n are generated under the hypothesis of no shift in the process mean. From t = n + 1, 2000 pseudo-random continuations for each of the original sequences are simulated for both IC and out-of-control conditions. In particular, for the outof-control scenario, a shift equal either to 1 or 2 standard deviation of the original process, is added to the mean starting at t = n + 201. The first n data are used to fit a suitable stochastic model and compute the naive and the bootstrap decision interval h. In particular, for N 0 = 200 and p 0 = 0.20, these two methods consist of obtaining the control limit h as the solution of
and
respectively. Note that Equation (4) assumes that the true parameters coincide with their estimates, i.e. β =β n , whereas, via the AR-sieve bootstrap approach, Equation (5) is able to take into account the sampling variability in both the model order and the parameter estimates.
Once the resulting RL have been recorded, a control chart performance may be discussed in terms of frequency of erroneous and correct signals. In particular, we here estimate the following performance measures:
1. FS(β n ): the probability of a false signal before t = 200; 2. TS δ (β n ): the probability of a true signal between t = 201 and t = 220, when a mean shift of size δ occurs at t = 201.
Observe that, since FS(β n ) and TS δ (β n ) depend onβ n , i.e., on the sample (y 1 , . . . , y n ), the probabilities of false and true alarms are stochastic. Thus, for evaluating the extent to which the bootstrap and the naive procedures are able to achieve desired performances, the distribution of these probabilities may be investigated with respect to summary values such as the mean, standard deviation or some upper and lower percentiles (see the online Appendix for more details). Tables 4, 5 and 6 give the mean and standard deviation of the control limit, h, and of FS(β n ) and TS 2 (β n ), for Phase I samples of size n = 50, 100, 200 and 300. Since each entry in the tables has been estimated using 2000 time series and 2000 replicates of the RL for each time series, the number of simulated RLs for each entry is equal to 4000 000. The control limit when the underlying model is perfectly known, i.e., h ∞ such that
is also included. All the critical values have been computed by stochastic approximation setting h 1 = 3.5 for GLR and EWMA and h 1 = 5 for CUSUM.
Observe that the h values determined from Equations (4) and (5) attempt to satisfy the following constraint:
on the rate of false alarms. However, while the bootstrapbased control limits approximately guarantee condition (6), at least when n ≥ 100, the naive control limits fail to yield the nominal rate of false alarms, i.e., p 0 = 0.20. In particular, using the naive approach, the probability of a false alarm within 200 observations is greater than 62% when n = 50, and greater than 32% when n = 300, for all the considered control charts and time series models. Obviously, as we pointed out, the probability of false and true signals depends on the estimated parameters. This unavoidable variability is captured by the standard errors listed in Tables 4 to 6. Observe that, although both the estimation approaches lead to relatively large values of standard errors, the naive approach mostly leads to a higher variability of the probabilities. In contrast, since the bootstrap approach uses wider control limits to account for uncertainty in the estimated parameters, the power detection of the resulting control charts will be inevitably reduced. In particular for the GLR control chart, Table 7 lists the probability of detecting a mean shift of size δ = 1 and 2, before the 20th time step after its occurrence, conditioned on no previous false alarms, that is
Results show that, in the case of no false alarms, the power detection of naive-based control charts is on average higher than that obtained via bootstrap. This IC versus out-ofcontrol trade-off has been widely discussed in the previous Table 5 . Mean and standard deviation of the control limits (ĥ) and of the probabilities of false and true alarms, FS(β n ) and TS 2 (β n ), for a residual-based CUSUM control chart (k = 0.5) (Apley, 2002; Apley and Lee, 2003; Jones, 2002; Jones et al., 2001; Schmid and Schöne, 1997) . However, when the costs of frequent false alarms are also considered and the interest is in the probability of a correct signal after the beginning of the monitoring, i.e., in the values of TS δ (β n ), results in Tables 4 to 6 show that the bootstrap approach may lead to higher values of the probability to signal real out-of-control conditions. In order to better emphasize the impact of naive and bootstrap procedures on the estimated control chart performance, we graphically show the distribution of the probabilities FS(β n ) and TS δ (β n ), when residual-control charts are designed for the MA1 model. In particular, for a reference sample of n = 200, Fig. 1(a) and Fig. 1(b) show boxplots of the probabilities FS(β n ) and TS 2 (β n ), with error bars drawn to the 5th and 95th percentiles, respectively. Note that, compared to the naive approach, the use of the resampling techniques leads, for all the residual-control charts, to boxplots showing: (i) a median strictly close to the nominal value p 0 = 0.20, under the IC situation; (ii) larger values of all the position values in the out-of-control case; (iii) a smaller variation under the IC and out-of-control scenarios.
We conclude that, for each of models AR1 through ARMA22, the bootstrap design procedure is able to guarantee the prescribed rate of false alarms when n is as low as 100, whereas even when n = 300 the naive approach leads to a substantial increase in the expected number of false alarms. In addition, for some specific autocorrelation structure, an effective bootstrap-based scheme seems to be designable even using n = 50. Anyway, also for this smaller value of the reference sample, the bootstrap charts widely outperform the naive charts in getting the desired rate of false alarms. Since similar results have been obtained for other models, for different choices of the constants N 0 and p 0 and for several detection horizons, the proposed design procedure seems also to have a wide applicability.
As n increases, the bootstrap procedure further improves its robustness with respect to modeling errors. Thus, we here emphasize the importance of updating the control limits, when more observations become available. A regular updating can be easily done since, given N 0 and p 0 , the suggested procedure leads to a completely automatic updating.
Although the performance comparisons of the considered charts is beyond the scope of this paper, it is interesting to observe that our exercise confirms the results of Apley and Shi (1999) and points to a greater efficiency of the GLR chart even when the adjusted limits are used.
Finally, we compare the bootstrap control limits with the decision interval proposed by Apley (2002) , Apley and Lee (2003) and Testik (2005) . According to these approaches, the EWMA control limits are widened by an amount depending on different expressions of the EWMA standard deviation. In order to make possible a direct comparison, the results refer to a residual EWMA control chart designed for the model AR1, under the assumption that the model order is known but that the parameters must be estimated from a reference sample of size n. Given λ = 0.1, let h = 3.008 be the decision interval that satisfies the constraint P(rl ≤ 200) = 0.20 on the false alarm rate assuming that the estimated model is perfect, i.e., as n → ∞. Table 8 shows the averages and the root mean square errors of 2000 control limits obtained using the bootstrap approach and EWMA variance equations suggested by Apley (2002) , Apley and Lee (2003) and Testik (2005) . Table 8 also contains the decision interval, h true , that satisfies the given constraint on the false alarm rate, when a sample of size n is used. Note that a larger value of the control limit corresponds to a lower rate of false alarms but also in a slower reaction to real changes in the mean process. On the other hand, a smaller value of the decision interval leads to an increase of the expected number of signals under the IC and out-of-control scenarios. Results show that on the whole, bootstrap critical values are less biased and perform better than the modified EWMAs suggested by Apley (2002) and Testik (2005) . As expected, the bootstrap control limits are slightly smaller than the EWMA control limits, proposed by Apley and Lee (2003) , which seem to provide a viable but conservative approach. Thus, the proposed method seems to be robust to parameter uncertainty, at least at a comparable level to the worst-case EWMA design, without depending on the analytical properties of the charted statistic.
Conclusions
The adverse impact of model uncertainty on the performance of residual-based control charts is well known and documented in the literature. However, a general strategy for implementing a residual control chart, in the presence of modeling errors, is still lacking. In this paper we have investigated an AR-sieve bootstrap method for designing residual-based control charts when the underlying time series model is unknown.
Results suggest that the proposed method is able to guarantee a prescribed rate of false alarms for all the investigated time series models when a Phase I sample size is as low as 100. Furthermore, for some specific autocorrelation structure, an effective bootstrap-based chart seems to be designable even using a reference sample of size 50. If compared with the naive approach the bootstrap design procedure exhibits a much better IC performance and at least a similar out-of-control performance.
Furthermore, since it is based on automatic identification, it can be also used when only a limited time series modeling experience is available.
Future research will include extension of the presented approach to other residual control charts (e.g., charts for a joint monitoring of a process mean and a variance and/or charts for multivariate processes) and the investigation of sieve approximations based on classes of dynamic models different from autoregressive. Finally, it seems worth exploring a similar procedure for designing control charts for the original correlated observations, and not, as here, for the one-step ahead forecast errors.
