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Abstract
By replacing the clustering center by plane, k-plane clustering has been studied wildly. In this paper, we propose a proximal
plane clustering, which the clustering plane in k-plane clustering is improved to be such a plane that is closer to the objective
data points and far away from the others, which leads to solve the eigenvalue problems. Therefore, our proximal plane
clustering can handle many cases, especially the data points are almost on the same hyperplane, while k-plane clustering fails
to these problems. Experimental results on several visual and public available datasets show the better performance of the
proximal plane clustering than k-plane clustering.
Keywords: Unsupervised learning, clustering, k-plane clustering, Eigenvalue problem.
1. Introduction
Clustering methods, which are proposed to suit for the unsupervised learning problem in machine learning,
attempt to ﬁnd the relationships among the objects denoted by the data points. Many clustering methods [1–3]
aim at clustering the data points to several points iteratively, e.g., k-means [4] starts with k seed points and ends
with k clusters, each one has a clustering center, then the data points will belong to the class with the nearest
clustering center. However, the data points may not be clustered at a point. For example, see Fig. 1(a) [5], each
cluster points distribute beside two straight lines, while it is inappropriate to cluster this problem by determine
two clustering centers. Therefore, a more reasonable hypothesis is the data points are clustered to the hyperplanes
for this dataset.
k-plane clustering [6] is proposed to handle the data points which are clustered to the hyperplanes. It starts
with k seed hyperplanes and ends with k clusters each one has a clustering hyperplane, then the data points will
belong to the class with the nearest clustering hyperplane. For the above example, k-plane clustering performances
better than k-means (see Fig. 1(b)). However, k-plane clustering makes the data points as close as possible to
the clustering hyperplanes, but the hyperplanes are spread to inﬁnite, this may be confuse in some cases. For
example, see Fig. 2(a), by using k-plane to cluster this data, it constructs two overlapped lines, which fails to ﬁnd
two clusters.
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Fig. 1. Cross plane dataset
In this paper, to improve the k-plane clustering to suit for arbitrary distribution without any confusions, we
propose a proximal plane clustering (PPC), which the clustering plane in k-plane clustering is improved to be
such a plane that is closer to the objective data points and far away from the others, which leads to solve several
eigenvalue problems in spirit of the GEPSVM [5, 7] and twin bounded support vector machine [8–13]. Therefore,
the improved k-plane clustering can deal with many cases, even when the data points with diﬀerent cluster are on
the same hyperplane.
This rest of this paper is organized as follows. Section 2 brieﬂy reviews the k-plane clustering. Our PPC is
formulated in Section 3. In Section 4, we investigate the performance of the proposed method. Finally, Section 5
gives the conclusion.
2. Review of k-plane clustering
Consider a set of m data points in the n-dimensional real space represented by the matrix A ∈ Rm×n, the k-plane
clustering [6] wish to cluster A into k clusters such that the data points of each cluster are clustered around the
clustering hyperplane deﬁned as follows
fi(x) = wi x + bi = 0, i = 1, 2, . . . , k. (1)
k-plane clustering keeps each data point from the same cluster be the nearest to the same clustering hyperplane,
which lead to solving following programming problems
min
(wi,bi)0
||Aiwi + bie||22
s.t. ||wi||22 = 1, i = 1, . . . , k,
(2)
where Ai ⊆ A is the subset of A belongs to the ith cluster, || · ||2 means the L2 norm, and e is a vector of ones
of appropriate dimension. The geometric interpretation is clear, i.e., given the ith cluster, the objective of (2)
minimizes the sum of the distances between the data points of the ith cluster and the ith clustering hyperplane,
and the constraint normalizes the normal vector of the clustering hyperplane. The solution of the problem (2) can
be obtained by solving k eigenvalue problems [6].
Once obtained k clustering hyperplanes, a data point x belongs to the ith cluster by
y = argmin
i
||wi x + bi||, i = 1, . . . , k. (3)
Given the original data points A, k-plane clustering starts from randomly initializing (wi, bi), i = 1, 2, . . . , k,
where ||wi|| = 1. In turn, every data point is assigned a label by (3). Then, k clustering hyperplanes are updated by
43 Yuan-Hai Shao et al. /  Procedia Computer Science  17 ( 2013 )  41 – 47 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
 
Cluster 1
Cluster 2
Clustering line
(a) k-plane
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
 
Cluster 1
Cluster 2
Clustering line
(b) PPC
Fig. 2. Data points on the same line
solving (2). The ﬁnal k clustering hyperplanes are obtained if a repeated overall assignment of points to clustering
hyperplane or a non-decrease in the overall objective function.
3. PPC formulation
In this section, inspired by GEPSVM [5, 7], we propose a more reasonable clustering method, called proximal
plane clustering (PPC), by modifying the clustering hyperplane in k-plane clustering be closer to the corresponding
cluster and far away from the other clusters. Therefore, (2) becomes following programming problems
min
wi,bi0
||Aiwi + bie||22 − c||Biwi + bie||22
s.t. ||wi||22 = 1, i = 1, 2, . . . , k,
(4)
where Ai is the data points of the ith cluster, and Bi is the data points not of the ith cluster. c > 0 is a parameter to
weight the proximal term and the aloof term, and e is a vector of ones of appropriate dimension.
The problem (4) can be solved by the eigenvalue problem the same as in k-plane clustering, and we will show
it below. Once obtained k clustering hyperplanes, the data point can be assigned the same as k-plane clustering by
(3). In a word, we summarize our improved k-plane clustering method below.
Algorithm 1 Proximal Plane Clustering.
Require: The training set A ∈ Rm×n. The number of cluster k, and the appropriate parameter c.
Ensure: wi, bi, i = 1, . . . , k and the class Y of A.
1: Randomly initial wi, bi, make sure ||wi|| = 1, i = 1, . . . , k;
2: Assign the class Y of the data points A by (3), each cluster is represented by Ai, while the set of the other
clusters is represented by Bi = A\Ai, i = 1, . . . , k.
3: repeat
4: Update the clustering hyperplanes (wi, bi) by solving (4), i = 1, . . . , k.
5: Update the class Y of A by (3).
6: untilA repeated overall assignment of points to clustering hyperplane or a nondecrease in the overall objective
function.
Now, we give the details to solve (4). For i = 1, 2, . . . , k, if Ai and Bi are given, the problem (4) can be solved
by the Lagrangian multiplier method [14, 15] below.
The Lagrangian of (4) is
L = ||Aiwi + bie||22 − c||Biwi + bie||22 − λ||wi||22, (5)
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Table 1. Details of the datasets.
Dataset Data point (No.) Feature (No.) Class (No.)
BUPA 345 6 2
Car 1728 6 4
Iris 150 4 3
Ionosphere 351 33 2
Seeds 210 7 3
where λ is the Lagrangian multiplier. Set the partial derivatives of L with respect to (wi, bi) equal to zero, we get
following
(Ai Ai − cBi Bi)wi + (Ai e1 − cBi e2)bi = λwi
(e1 Ai − ce2 Bi)wi + (e1 e1 − ce2 e2)bi = 0.
(6)
When e1 e1 − ce2 e2 = 0, bi will disappear, and thus here are two cases of the solution of (4):
Case e1 e1 − ce2 e2  0:
After some algebra, (6) become:
(Ai Ai − cBi Bi + (e

1 Ai−ce2 Bi)(e1 Ai−ce2 Bi)
−e1 e1+ce2 e2 )wi = λwi
b = (e

1 Ai−ce2 Bi)wi
−e1 e1+ce2 e2 ,
(7)
Case e1 e1 − ce2 e2 = 0:
bi disappears from (6), we directly give bi:
(Ai Ai − cBi Bi)wi = λwi
b = Mwi
(8)
where M is the mean of A.
It is easy to concludewi is the eigenvector of the smallest eigenvalue of the matrix Ai Ai−cBi Bi+ (e

1 Ai−ce2 Bi)(e1 Ai−ce2 Bi
−e1 e1+ce2 e2
of (7) (and Ai Ai − cBi Bi of (8)) [6].
Recall the example of the Fig. 2, we use our method to cluster this example, the results are shown in Fig.
2(b). From the Fig. 2(b) we obtain that our PPC can cluster this example better than k-plane clustering in a proper
manner.
4. Experimental results
In this section, we analyze the performance of our PPC. We compare our implementation with k-plane clus-
tering on several UCI datasets [16]. All the methods are implemented by Matlab (2008a) [17] on a PC with an
Intel P4 processor (2.5 GHz) with 2 GB RAM. The parameter c in our improved k-plane clustering is selected in
{2i|i = −8,−7, . . . , 7}. Table 1 shows the datasets we used in the experiments.
In the ﬁrst set of tests, our PPC is tested on the Iris datasets using two features of diﬀerent aspects. Fig.
3(a) shows the Iris dataset, which has four features, and therefore, there are six groups of two diﬀerent features.
Fig. 3(b) and 3(c) are the results of k-plane clustering and our PPC on the Iris dataset. It is distinct that our PPC
performs better than k-plane clustering on each sub-ﬁgure of six groups, and our PPC clusters three clusters almost
the same as the original dataset. This indicates our PPC can catch the distribution of the dataset more precise than
k-plane clustering.
In the second set of tests, the k-plane clustering and our PPC is further compared in their ability to recover
class labels [6] on several UCI datasets listed in Table 1. We focus on the clustering ability of these methods, i.e.,
the ability to cluster the similar data points to one cluster (e.g., suppose the true clusters of four data points are
(1, 1, 2, 2), the accuracy is 100% if the predict clusters by the clustering method are (1, 1, 2, 2) or (2, 2, 1, 1)). The
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Fig. 3. Iris dataset
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Table 2. Experiments on recovering class label ability.
Dataset k-plane clustering our PPC
BUPA 55.13± 3.20 54.17±1.45
Car 29.53±2.87 51.60±6.96
Iris 41.33±3.37 88.67±0
Ionosphere 56.35±5.91 57.12±8.81
Seeds 42.67±2.65 86.67±0
datasets are normalized with the mean 0 and standard deviation 1 [18], and we repeated the experiments ten times
and calculated the average accuracy and standard deviation listed in Table 2 (The better results are marked bold).
From Table 2, it is conﬁrmed that our improved k-plane clustering has better ability to recover class labels and is
more stable than k-plane clustering.
5. Conclusions
In this paper, we have proposed an improved method based on k-plane clustering, called PPC. Our PPC clusters
the data points of each cluster to the clustering hyperplane, and meanwhile keeps the data points of other clusters
far away from the clustering hyperplane, which leads to solve several eigenvalue problems the similar to k-plane
clustering. Therefore, our PPC is more reasonable than k-plane clustering, especially all data points are almost
on the same hyperplane. Preliminary experiments conﬁrm the merits of our improved k-plane clustering. The
future work includes ﬁnding the way to explore the more complicated data space by using the kernel and selecting
the proper initial hyperplane and parameters. Also, extending k-plane clustering by using other hyperplane-based
classiﬁers such as [19–21] are also interesting.
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