This paper presents an integrated cross-dock door assignment and vehicle routing problem arising in the operation of cross-dock terminals in the parcel delivery and retail industries. It consists in assigning origins to inbound doors, transferring commodities between doors, and routing vehicles from outbound doors to destinations. The objective is to minimize the total material handling and transportation costs. Two formulations of the problem are presented and computationally compared. Further, we introduce several heuristics with the purpose of finding good quality solutions of the problem quickly. Numerical results on a set of benchmark instances with up to 20 origins and 50 destinations confirm the efficiency of the proposed algorithms.
Introduction
One of the most appealing supply chain strategies that has recently gained global recognition is cross-docking. Many companies throughout different industries from manufacturing to retailing have put their attention on improving the efficiency of their logistics operations by implementing such consolidation strategy. Its key feature is the use of high velocity distribution centres, referred to as cross-dock terminals, in which goods arriving from several origins are unloaded from inbound trucks, consolidated and handled according to their destinations, and then loaded into outbound trucks leaving for their destinations with little or no storage in between. Unlike a traditional warehousing approach, cross-docks do not serve storage purposes. An efficient cross-docking strategy seeks to reduce or eliminate storage and material handling costs by keeping little or no storage in the cross-dock and by achieving a perfect synchronization for consolidation. Distribution companies and suppliers benefit from these facilities in many ways, such as reducing storage space, while having immediate responses to the supply chain fluctuations. These facilities improve the efficiency of supply chains and the distribution management of goods by eliminating or minimizing many non-value attached operations such as product movements and storage. Nowadays, cross-docks are implemented and managed efficiently from small-scale companies to large suppliers and logistic providers.
The first cross-docking terminals date back to 1930's and were introduced by the US trucking industry and then around 1950's by US military [1] . When Walmart adopted cross-docking in the 1980s, it became a huge success in the retail industry and showed an example of how to apply this strategy efficiently. Its cross-docking practices are known to be one of the most efficient implementations of this logistics strategy in supply chain management [2] . Since then, cross-docking has become a common practice throughout different industries in manufacturing and retailing such as package delivery providers, air transportation, automobile industry, and less-than-truck-load (LTL) providers. In the case of package delivery, companies receive incoming shipments at cross-dock terminals, sort the packages and ship them out as soon as possible. Given the high standards of service time guarantees, packages move quickly through the network, hardly spending more than a couple of hours inside a cross-dock. Package delivery companies, such as Federal Express, the United Postal Services, and the US Postal Service are prototypical examples of the cutting edge in cross-docking [3] .
Given the relevance of cross-docking in modern supply chains, several classes of decision problems arising in the design a operations of cross-dock terminals have been studied in the literature. Belle et al. [4] present a comprehensive review and classification of problems arising in cross-docking. Some strategical problems deal with determining the optimal layout and the location of crossdocks whereas other tactical decision problems consider optimizing the flow of products through a network of cross-docks. Operational decision problems are abundant and arise in different situations such as truck scheduling, vehicle routing, dock-door assignment, and the location of goods in the temporary storage area. Most of these problems have been studied independently of each other, even though their decisions are naturally interrelated. Buijs et al. [5] provides a recent survey of cross-docking networks that highlights the need for integration and synchronization of these decision problems. For additional reviews on various cross-docking related topics, we refer to Boysen and Fliedner [6] and Agustina et al. [7] .
Effective cross-docking is achieved through the synchronization of local and network-wide operations, and the outputs of these operations affect one another. On the operational level, synchronization corresponds to interdependencies between cross-dock scheduling and network scheduling. Differently consolidated inbound trucks affect the consolidation of outbound trucks in terms of material handling costs. Moreover, differently consolidated outbound trucks affect the best possible sequence in which the customers are visited in terms of transporta-tion costs. As highlighted by Buijs et al. [5] , when the local and network-wide operations are handled disjointly, i.e., dock-door assignment decisions are taken independently of the design of the outgoing trucks, the operations may not only lead to an increase in overall cost but also to inappropriate, or even infeasible schedules.
In this paper we introduce the Dock-Door Assignment and Vehicle Routing Problem (DAVRP) which consists of determining the optimal flow of products from their origins (suppliers) to their corresponding destinations (customers) through a single cross-docking terminal. Incoming trucks carrying a family of products arrive at the cross-dock and are assigned to strip doors for unloading. Unloaded products are sorted and consolidated according to their destinations. Using material handling equipments, these products are transferred from strip doors to stack doors to be loaded onto outgoing trucks. Commodities cannot be split into smaller quantities during the flow between inbound and outbound doors. Material handling keeps on operating until all the products are transferred to outbound doors and loaded onto outgoing trucks that serve the corresponding destinations. Once the outgoing trucks are loaded with products, they leave the stack doors, visit a subset of customers and come back to the crossdock terminal by the end of the operation. DAVRP seeks to find the optimal way of: assigning incoming trucks to inbound doors, handling and transfering of products from inbound to outbound doors and constructing vehicle routes such that the demand points are satisfied. The optimality of the operation is measured as a weighted sum of the material handling cost inside the cross-dock and the routing cost of trucks leaving the cross-dock from the outbound doors to serve the customers. To the best of our knowledge, this paper is the first attempt in the literature to combine Cross-Dock Door Assignment (CDAP) and Vehicle Routing Problem in Cross-Docking (VRPCD) in a cross-docking context.
The VRPCD deals with the pick up of products from a set of origins and the shipping of these products to destinations through a single cross-docking facility such that the cost of routing vehicles from cross-dock to origin points and the cost of routing vehicles from cross-dock to the corresponding destinations is minimized. The cost is often referred to as the total traveling cost. The VRPCD was introduced by Young et al. [8] . The authors describe the VRPCD as the routing of vehicles from the cross-dock to origins for pick-up such that the vehicles arrive at the cross-dock simultaneously after the pick-up and then routing these vehicle from the cross-dock to destination points for delivery. The vehicle are assumed to have limited capacities. However, the inbound and outbound doors are assumed to have unlimited capacity to process all the vehicles. The authors present a MIP formulation and develop a tabu search algorithm to obtain upper bounds on the optimal solution value of VRPCD. Another tabu search algorithm is introduced by Liao et al. [9] and compared against the one of Young et al. [8] . In [10] , the authors consider the same problem without the synchronization constraint. Instead, consolidation decisions are used to determine dependency among vehicles. Moreover, they integrate time windows for each pickup and delivery. A MIP formulation and a tabu search algorithm is presented. For similar works introducing heuristic algorithms we refer to Taran-tilis [11] and Dondo and Cerdá [12] . Santos et al. [13] present a set partitioning formulation and a branch-and-price algorithm. Their model integrates vehicle dependencies by penalizing the unloaded request at the cross-dock. Santos et al. [14] introduce an alternate formulation by representing pick-up and delivery routes with a single variable. They present a column generation and a branch-and-price algorithm to solve the VRPCD. The new formulation proves better in terms of lower bounds and number of optimal solutions obtained. Santos et al. [15] extend the works of Santos et al. [14] and Santos et al. [13] by allowing the pickup trucks to serve the customers without stopping at the cross-dock. The authors implement a branch-and-price algorithm to solve the problem.
The CDAP deals with a single cross-dock in which a set of origins must be assigned to inbound doors and a set of destination points must be assigned to outbound doors such that the material handling cost inside the cross-dock is minimized. The cost associated with dock-door assignment problems is that of transporting the goods from inbound doors to outbound doors and is often represented as the traveling distance between doors. The CDAP was first addressed by Peck [16] . The authors consider capacities on inbound and outbound doors. The objective is to minimize the total time spent by transferring products from inbound to outbound doors. In [17] , the authors study a CDAP model where each inbound door is assigned to only one origin and each outbound door to only one destination, respectively. Tsui and Chang [18] propose a branch-and-bound method to solve the problem studied by Tsui and Chang [17] . For additional works on the CDAP we refer to Oh et al. [19] and Bozer and Carlo [20] . Zhu et al. [21] extend the existing CDAP models to consider a more realistic case where the number of origins and destinations is much larger than the number of inbound and outbound doors. Moreover, they introduce capacity constraints on each door. The problem is formulated as a nonlinear integer program and solved using a branch-and-bound algorithm. [22] introduce heuristics to solve the model introduced in [21] . [23] propose a new MIP formulation for the CDAP that is solved by means of Lagrangean relaxation to derive lower and upper bounds. We refer to Luo and Noble [24] , Liao et al. [25] , Kuo [26] and Choy et al. [27] for other CDAPs that incorporate additional features such as limited capacity on storage and staging areas.
The existing CDAP literature focuses on the material handling cost, whereas VRPCD focus only on the transportation costs. The proposed DAVRP integrates these two interrelated problems to jointly optimize the material handling and transportation costs.
The remainder of this paper is organized as follows. In Section 2, we formally define the DAVRP and present a mixed integer programming formulation based on a multi-commodity flow formulation for the capacitated vehicle routing problem. A set partitioning formulation and a column generation algorithm based on the set partitioning formulation to obtain lower bounds on the optimal solution value of DAVRP is presented in Section 3. In Section 4, we present several heuristics to obtain upper bounds on the optimal solution value of DAVRP. Finally, in Section 5 we present our computational experience and draw the conclusions.
Dock-Door Assignment and Vehicle Routing Problem
Let G = (V, E) be an undirected graph where V denotes the set of vertices and E denotes the set of edges.
The node set V is composed of four pairwise disjoint subsets I, J, M and N . The sets I and J represent, respectively, the inbound and the outbound doors, whereas the sets M and N represent, respectively, the origin points (suppliers) and the destination points (customers).
The edge set E is also composed of four pairwise disjoint subsets E 1 , E 2 , E 3 and E 4 . Set E 1 = {{m, i} : m ∈ M, i ∈ I} represents the edges connecting each possible origin point with each inbound door. Set E 2 = {{i, j} : i ∈ I, j ∈ J} represents the edges connecting each inbound door to each outbound door. Set E 3 = {{j, a} : j ∈ J, a ∈ N } represents the edges connecting outbound doors with destination vertices. Finally, set E 4 = {{a, b} : a, b ∈ N, a < b} represents the edges connecting each pair of destinations.
Let K be the set of commodities. For each k ∈ K, let o(k) ∈ M and d(k) ∈ N be the origin and the destination nodes of commodity k, respectively. Also, let q k be the amount (load) of the commodity.
For each edge {i, j} ∈ E 2 , let C ij be the unit handling cost cost for transferring one unit of commodity from inbound door i to outbound door j. For every edge {a, b} ∈ E 3 ∪ E 4 let T ab be the traveling cost associated to the use of edge {a, b}. Furthermore, let us denote by H the fixed cost of operating a vehicle and let us denote by Q the homogenous fleet size. For each i ∈ I and j ∈ J, let Q i and Q j be the capacity of an inbound and outbound door, respectively. Outbound door capacities are assumed to be always greater than or equal to the vehicle capacity.
We assume that suppliers are responsible for sending the products to the cross-dock. Therefore, we disregard the traveling costs from origin points to inbound doors. From a modeling viewpoint, this assumption does not present a limitation to our models as the more general case -in which traveling costs from origins to inbound doors are included in the problem-can be modeled by simply including an additional cost matrix on the edges E 1 . It is, however, a real-world assumption as in many systems the transportation costs are incurred by the providers and thus are not incorporated into the optimization. The fixed cost for operating a vehicle is included in the traveling cost matrix by adding to every edge {j, b} ∈ E 3 , H/2 additional units of cost. From now on we assume that the quantities T jb , j ∈ J, b ∈ N include the fixed costs. We also assume that the traveling costs from the cross-dock terminal to the destination points are independent from the outbound door, this is T jb = T j b for each j, j ∈ J and b ∈ N .
The Dock-Door Assignment and Vehicle Routing Problem (DAVRP) seeks to assign origin nodes to inbound doors, transfer commodities from inbound to outbound doors, and transport those goods to destination points, at minimum total cost (the sum of transportation costs and material handling costs), while respecting inbound door capacities, outbound door capacities and vehicle capacities. Figure 1 depicts a graphical representation of a possible solution to the DAVRP for an instance with four suppliers, eight commodities, two inbound and outbound doors and six customers. In this figure, commodity 4 follows path M 2 − I 1 − J 2 − N 4 − N 5 − N 6 and commodity 8 follows the path
. These two commodities originate at different origin points but have a common destination point, and they are carried by the same vehicle to their destination. To explain the problem in full detail, the following clarifications are in order. We assume that every commodity has an unique origin and an unique destination point as well as a corresponding quantity. On the other hand, an origin point or a destination point might be associated to more than one commodity. From an applicational point of view, customers demanding and suppliers providing several different commodities is just natural. A destination point having more than one commodity leads to two different approaches of vehicle routing. For example, assume that two different commodities sharing the same destination point would end up being in different outbound doors. In such a case, two vehicles are needed in two different outbound doors to deliver these commodities to the same destination point. Thus, two vehicles would be allowed to serve a single destination vertex which means that split deliveries are permitted. If this is not allowed, one would need to enforce that two commodities associated to the same destination node must be available at the same outbound door, and then transported to their final destination by the same vehicle. The latter case is much more restrictive than the former, and so we assume that split deliveries on the destination nodes are allowed. To model this feature we need to perform a pre-processing on the destination vertices. Each destination node is duplicated in such a way that there is a single destination vertex for every single commodity in the network. From now on we assume that each destination node b ∈ N is associated to a single commodity, and we denote that commodity as k(b).
The costs considered in the model contain the material handling cost of commodities inside the cross-dock and the transportation cost from the crossdock to the final customers. There is no cost associated with the assignment of suppliers to inbound doors. In some applications, suppliers are not part of the logistic provider that is responsible of the cross-dock and hence, the transportation cost of the products from a supplier to the cross-dock is either being paid by the supplier or they have a fixed transportation cost. Moreover, assigning an incoming vehicle to different inbound doors will have an effect on the cost of consolidation, not on the cost of transporting the goods from suppliers to the cross-dock.
Mathematical formulations of the DAVRP
In this section we introduce two mathematical formulations for the DAVRP. First, we introduce a multi-commodity flow formulation of the problem that uses flow variables to track the movements of commodities within the network. Second, we introduce a set-partitioning formulation of the problem that exploits the sub-structures that can be found in the problem to define assignment and routing variables.
Multi-commodity flow formulation
The multi-commodity flow formulation for the DAVRP is inspired from the formulation introduced by Garvin et al. [28] in the context of oil delivery. It implicitly assumes that the routing edges E 3 ∪E 4 are directed. Let us define then the set of arcs A 3 and A 4 as
The DAVRP and can be defined using the following set of decision variables. Let X mi , {m, i} ∈ E 1 be binary variables denoting the assignment of origin points to inbound doors. Let Y ijk , {i, j} ∈ E 2 , k ∈ K be binary variables denoting the assignment of commodities from inbound doors to outbound doors. Let Z abj , (a, b) ∈ A 3 ∪ A 4 , j ∈ N be binary variables denoting the routing decisions associated with outbound doors. Let R abl , (a, b) ∈ A 3 ∪ A 4 , l ∈ N be additional flow variables that specify the amount of demand destined to customer l ∈ N that is transported using arc (a, b). For notational convenience, we assume that each outbound door j ∈ J is associated to a dummy comodity with zero demand, this is q k(j) = 0. The DAVRP can be formulated as follows:
j∈J b∈(N ∪J)\{a}
The objective function minimizes the cost occurring due to the flow of goods from inbound doors to outbound doors and the transportation cost of the goods from outbound doors to customers as well as the operational cost of vehicles. Constraints (2) are the degree constraints imposing that every supplier vertex m must be assigned to an inbound door i. Constraints (3) denote that if an origin vertex m is assigned to an inbound door i, then all the commodities coming from that origin vertex must be handled through inbound door i and must be assigned to an outbound door. Constraints (4) are the capacity constraints for inbound doors. Constraints (5) are the linking constraints ensuring that exactly one of the vehicles leaving the inbound door j travels to the destination of a commodity k, if that commodity is assigned to the outbound door j. Constraints (6) force every customer n ∈ N to be served exactly once, flow conservation constraints (7) denote that if a vehicle is entering a vertex, it must also leave the vertex, and constraints (8) make sure that outbound door capacities are respected. Constraints (9)-(13) make sure that there will be no sub-tours and that the vehicle capacities will be respected. Finally constraints (14)- (16) impose the integrality conditions and (17) impose the non-negativity of the flow variables.
Set-partitioning formulation
For a given inbound door i ∈ I, let Ω P i be the set containing all the feasible assignment patterns associated to i. An assignment pattern p ∈ Ω P i for a given inbound door i ∈ I represents a subset of several origin points M ⊆ M assigned to the inbound door i, and such that each of the commodities originating at these origin points are transferred from inbound door i to a subset of outbound doors J ∈ J while respecting the capacity Q i of the inbound door i. We denote by i(p) the inbound door associated with pattern p. The cost associated to the assignment pattern is equal to the handling cost associated with the commodities arriving at inbound door i in the pattern, and is denoted C p P . Figure 2 depicts two different possible assignment patterns for an inbound door I 1 . In the figure, the two origin nodes M 1 and M 2 are assigned to inbound door I 1 for both patterns. The commodities k 1 , k 2 , k 3 and k 4 are then assigned using different outbound doors to be shipped later by routes. For each outbound door j ∈ J, let Ω R j be the set containing all the feasible routes departing from and arriving to outbound door j. A feasible route r ∈ Ω R j defines a structure such that a vehicle leaves the cross-dock from door j, visits some customers whose accumulated demand does not exceed the vehicle capacity, and then returns to the same outbound door at the end of the operation. We denote by j(r) the outbound door associated with the operation of the route. The cost of the route r is equal to the sum of the routing costs along the edges traversed by the vehicle, and is denoted C r R . For every supplier m ∈ M , let O m = k∈K:o(k)=m q k be the total amount of goods originating at that supplier. Finally, let us introduce the binary constants: a p m equal to 1 iff supplier m is assigned to inbound door i(p) in pattern p; h p jk equal to 1 iff commodity k arrives at the cross-dock using the inbound door i(p) and leaves it using outbound door j in pattern p; b r n equal to 1 iff customer n is visited by route r; g r e equal to 1 iff route r uses edge e along its route. We define binary decision variables λ r and θ p for routes and assignments, respectively. Using decision variables λ r and θ p , the DAVRP can be stated as follows:
Subject to
The objective function aims at minimizing the total cost. Constraints (19) ensure that every origin point is assigned to an inbound door, while constraints (20) make sure that there is at most one assignment pattern containing each inbound door. Constraints (21) are the constraints assignment patters with routes. They ensure that if a commodity is assigned to an outbound door j, then there must be a vehicle departing from j and visiting the corresponding destination of the commodity. Constraints (22) denote that every customer must be visited exactly once and constraints (23) ensure that outbound door capacities are respected.
Note that each assignment pattern must be feasible with respect to the inbound door capacities. In addition, each route must be feasible with respect to the vehicle capacities. The outbound door capacities are not, however, considered in any of these structures, and must be included explicitly in the model, through constraints (23).
Column Generation
Column generation is an optimization technique suited to solve linear problems with a very large number of variables, and such that a small number of those variables will indeed be basic. The main idea behind CG is to divide the LP relaxation of the considered MIP problem, denoted as the master problem (MP), into two inter-related subproblems: a restricted master problem (RMP) and a pricing problem (PP). Given the large number of columns (or variables) in the MP, the RMP contains a small subset of them at every iteration, which is dynamically enlarged. At any given iteration, the RMP is solved by means of, for instance, the simplex method. As solving this RMP is equivalent to solving the MP with many variables fixed to zero (non-basic), the PP is executed to find a non-basic variable of negative reduced cost to enter the basis, or to prove that no such variable exists. The process is repeated as long as the PP succeeds in finding new variables of negative reduced cost.
The restricted master problem
If we denote by Ω P it the subset of feasible assignment patterns for inbound door i at iteration t, and Ω R jt the subset of feasible routes for outbound door j at iteration t, the RMP can be stated as follows:
The RMP (26)- (33) 
The pricing problems
The MP considered in this article contains two exponentially large sets of variables, (Ω P i ) i∈I and (Ω R j ) j∈J . To find variables of negative reduced cost to include in the basis, two pricing problems are necessary: one to price-out assignment patterns of origins to inbound doors, and another one to price-out routes. Let (α, µ, γ, β, π) be the vector of dual variables associated with constraints (27)-(31), respectively. The reduced cost associated with and assignment pattern p is
Similarly, the reduced cost coefficient associated with a route r is
From (34)-(38), we note that the PP corresponds to the solution of two families of independent subproblems, one for the variables associated with the assignments of origins to inbound doors and the routing of commodities inside the cross-dock, and another one for the variables associated with the routing of commodities between outbound doors and destinations. For each i ∈ I, the corresponding assignment subproblem should be able to identify assignments with a cost structure given in (34)-(36) such that a subset of origins are assigned to inbound door i, while respecting the capacity constraint of the door, and such that all commodities associated with this subset of origins are routed to exactly one outbound door, at minimum cost. On the other hand, for each j ∈ J the routing subproblem should be able to generate routes with the cost structure of (37)-(38) such that the vehicle leaves the cross-dock from door j, visits a subset of customers without exceeding its capacity, and comes back to cross-dock at door j, at minimum cost.
For each i ∈ I, given an optimal dual vector (α t , µ t , γ t , β t , π t ) of the RMP at iteration t, the assignment subproblem can be stated as the following integer program:
Constraints (40) and (41) define a feasible assignment pattern associated with inbound door i. Constraints (42) and (43) impose integrality conditions on the decision variables. Now, let us define, for any given node subset S ⊆ N ∪ J, δ(S) = {e ∈ E 3 ∪ E 4 : e has exactly one endpoint in S}. Let g e be an integer variable equal to the number of times that a route uses edge e along its path. Let us denote g(δ(S)) = e∈δ(S) g e . For any given j ∈ J, given an optimal dual vector (α
The above formulation of the capacity constrained elementary shortest path problem is inspired from the two-index vehicle-flow formulation introduced by [29] . Constraints (45) impose that exactly one route will be used. Constraints (46) impose that exactly two edges will be incident to the nodes that are actually traversed by the route, and none otherwise. (47) are the subtour elimination constraints that impose at least two edges to cross the cutset of a node subset S whenever at least one of its nodes is traversed. Constraints (48) are the capacity constraints. They impose that the total amount of load delivered by the vehicle is not larger than Q. The remaining constraints impose the binary nature of the variables, except for variables adjacent to the outbound door that can actually take a value of 2 for single-customer routes.
At the beginning of the CG algorithm, the RMP contains no patterns or routes. However, to ensure feasibility of the RMP and thus the obtention of feasible dual variables, we add one initial artificial variable for every constraint in the set-partitioning model. At each iteration t of the column generation, we solve the RMP with the set of existing columns Ω P it and Ω R jt and obtain new values for dual variables (α t , µ t , γ t , β t , π t ). We then solve |I| assignment subproblems and |J| routing subproblems to find columns with negative reduced costs, in which case these variables are added to the RMP and the whole process is repeated for the iteration t+1 with updated set of columns Ω P i(t+1) and Ω R j(t+1) . Termination of the algorithm occurs when both families of subproblems are not able to generate new variables with negative reduced costs for any of the inbound/outbound doors. By the end of the CG, we obtain a valid lower bound on the optimal solution value of the DAVRP.
Algorithms for the solution of the pricing problems
In this section we describe two algorithms for the solution of problems (39)-(43) and (44)-(51). They are based on the solution of classic problems in combinatorial optimization, namely the 0-1 knapsack problem, and the resourceconstrained elementary shortest path problem.
Solution of the assignment subproblem
Taking into account the special structure of the assignment subproblems and the fact that they do not consider the outbound door capacities, we can transform them into pure 0-1 knapsack problems as follows. Observe that if origin m ∈ M is assigned to inbound door i, we can easily determine the optimal routing between inbound and outbound doors, for each commodity such that o(k) = m, by selecting the path o(k) − i − j having the smallest cost q k C ij − γ t jk . That is, if a m = 1 in problem (39)-(43), then the optimal route of each commodity k ∈ K, such that o(k) = m, is obtained by identifying the outbound door j(k) that solves the following problem:
and by setting h j(k)k = 1, h jk = 0, for every j ∈ J \ {j(k)}. Using this property, we can apriori determine the best outbound door for each commodity in case its origin is assigned to a particular inbound door and thus, we can eliminate the h jk variables form all assignment subproblems. For each i ∈ I, the subproblem can thus be reformulated as:
This is a 0-1 knapsack problem which, although is known to be N P -hard, can be efficiently solved in practice by using the COMBO algorithm introduced by Martello et al. [30] .
Solution of the routing subproblem
We showed that the subproblem leads to solving an ESPPRC for each outbound door j ∈ J where an only resource is used to impose the vehicle capacity, besides the obvious elementarily constraints. The ESPPRC is not only known to be N P -hard but is also difficult to solve in practice. Baldacci et al. [31] present a relaxation of the ESPPRC called the ng-route relaxation (ng-SPPRC). This relaxation aims at balancing the trade-off between the CPU time and the quality of the lower bounds obtained by relaxing the elementarity of the paths, that is, by also considering paths visiting customers more than once. It has been shown that this relaxation provides strong lower bounds while greatly decreasing the CPU times. For that reason, we use the ng-route relaxation in our implementation of the solution to the routing subproblems to generate routes. For details of the definition of the ng-SPPRC and the dynamic programming algorithm used to solve it, the reader is referred to the aforementioned article.
Pecin et al. [32] present an efficient implementation of the ng-SPPRC based on dynamic programming. We have adopted their implementation with ngsets containing the 8 nearest customers. Note that the routes created at each iteration of the routing pricing scheme may include cycles. Pricing on nonelementary paths (routes with cycles) increases the feasible region, and thus provide weaker lower bounds of the MP than if pricing on elementary routes (routes without cycles). The literature suggests that this trade-off is in practice positive, as the CPU times to solve problems to optimality using branch-andprice can be significantly reduced.
Acceleration techniques
At every iteration, the performance of the CG relies on the time spent solving the linear program RMP, the knapsack problems for every inbound door, and the ng-SPPRC for every outbound door. During our preliminary computational experiments we observed that the dynamic programming algorithm for the ng-SPPRC was the bottleneck of our CG algorithm. As the size of the instances increased (especially for large vehicle capacities), the time spent in the dynamic program substantially increased. Therefore, we propose two simple procedures in order to increase the performance of the CG algorithm.
The first procedure is related to the solution of the routing subproblems. At each iteration t, we solve the RMP, update the coefficients of the objective function of the ng-SPPRC, and solve it using dynamic programming for the first outbound door. If we are able to obtain a route with negative reduced for the first outbound door, we add the route associated with the first outbound door to the RMP and we check if this route would have a negative reduced cost for other outbound doors. If that is the case, we add the same route to the RMP for each outbound door giving a negative reduce cost and we do not longer solve their associated pricing problem. If we are not able to add the route for a particular door, we solve its associated ng-SPPRC. By following this simple procedure, we typically avoid the solution of several routing subproblems per iteration. It is worth mentioning that this can be seen as a heuristic procedure for solving these problems, as the route with the minimum reduced cost coefficient is not computed for each outbound door at every iteration.
Another approach to reduce the CPU time of CG is by adding a promising set of initial columns to the RMP. This approach does not affect the performance of the subproblems but greatly reduces the number of iterations needed to obtain the optimal solution of the MP, and stabilizes the dual variables. We implement a simple local search heuristic in order to find initial columns to the problem. We first start by creating an arbitrary feasible solution to the problem and adding its associated columns assignment patterns and routes to the RMP. We then apply a 2-exchange operation only on the routing part. This procedure allows the exchange of two destination vertices regardless of which route they belong to. If these two customers belong to different routes associated with the same outbound door, then the assignment part still stays feasible and we add the associated two new routes to the RMP. If the customers belongs to the same route, we only add a single route to the RMP. If these two customers belong to different routes associated with different outbound doors, we modify the assignment part of the problem. Fixing the assignment part only requires one to change the outbound door assignment for the commodities destined for these customers. In the end, we add the two new routes and the assignments that have been changed to the RMP. This procedure continues until we are not able to find better routes with the 2-exchange operator.
Heuristics
We have shown how CG can be used to obtain lower bounds on the optimal solution value of the DAVRP. However, the information generated during the CG can also be employed to construct upper bounds for the DAVRP. We present a two-phase heuristic in order to construct integer feasible solutions to DAVRP. The first phase consists of constructing initial feasible solutions and the second phase consists of improving initial solutions.
Initial Solutions
We employ two different strategies to obtain initial integer feasible solutions for the DAVRP. The first strategy uses a greedy algorithm to construct routes based on the information obtained by the LP relaxation of the set partitioning formulation and the second strategy uses a standard branch-and-bound algorithm.
When the LP relaxation of the set partitioning formulation has been optimally solved by CG, we sort the edges (n, n ) ∈ N × N of the routing part depending on the frequency they show up in the LP relaxation of the set partitioning formulation. Greedy algorithm starts by selecting the most frequent available edge leaving the first outbound door. We look for the best ranked unselected edge at each iteration and extend the current route until the vehicle capacity or outbound door capacity is reached. If we cannot add more customers to the route we start creating a new route for the same outbound door. Similarly, if we cannot create a new route for the current outbound door we go to the next outbound door and start creating a new route repeating the same procedure. The greedy algorithm terminates once an initial feasible solution for the routing part has been identified. By looking at the solution generated by the greedy algorithm, the outbound door assignments for each commodity can be easily obtained by simple inspection. Hence, we need to determine the origin inbound door assignments and for that we solve the following generalized assignment problem where j(k) is the outbound door that commodity k is assigned to:
The second strategy to obtain initial an integer feasible solution is branchand-bound. Once the LP relaxation of the set partitioning formulation has been optimally solved by CG at iteration t, we impose integrality on the current assignment and route variables present in the MP, and solve the resulting integer problem, without generating new columns along the enumeration tree. Since we only have a small subset of all the possible variables, this integer program can be easily solved using a general purpose solver (such as CPLEX). By the end of the initial solution scheme, we obtain two integer feasible solutions for DAVRP.
Local Search
The second heuristic is a simple local search (LS) algorithm which is applied to improve the solution obtained from previous scheme. In our LS, we implement two sequential local searches LS1 and LS2. LS1 consists of three neighborhoods and LS2 consists of four neighborhoods.
Local Search 1 (LS1)
LS1 performs a sequential search on the three neighborhoods described below, in the order in which they are presented. If a neighborhood is unable to improve the incumbent solution, LS1 jumps to the next neighborhood. Otherwise, it keeps searching on the same one. LS1 stops when all three neighborhoods fail to improve the incumbent solution and thus, a local optimal solution is reached.
The first neighborhood is a shift neighborhood which considers the reassignment of a single origin from a currently assigned inbound door to another, while respecting the capacity constraints. Consider an origin point m assigned to an inbound door i. We temporary assign m to a different inbound door i such that this new assignment will remain feasible for the capacity of inbound door i . Then, we change the inbound door assignment of all the commodities originating at m from i to i . For each m ∈ M , we explore all the possible (i, i ) ∈ I × I pairs and perform a move if the best solution improves the incumbent.
The second neighborhood is a swap neighborhood which considers the reassignment of two origins by interchanging their inbound doors. Consider two origin points m and m assigned to the inbound doors i and i , respectively, such that i = i . We reassign m to i and m to i, if the capacities for inbound doors i and i are not violated by these reassignments. As a consequence, we also change the inbound door assignments of all the commodities originated at m to i and all the commodities originated at m to i. We explore all the feasible pairs (m, m ) ∈ M × M and perform a move if the best solution improves the incumbent.
The third neighborhood performs modifications to the routing part of the solution. It consists of removing a customer from a route and inserting it to another route. If these two routes belong to the same outbound door, the routing inside the cross-dock needs no changes. Consider a route r associated with an outbound door j that travels from a destination point n 1 to n and then from n to n 2 . We remove the vertex n from route r and insert it to another route r associated with an outbound door j , in between customer n 1 and n 2 , such that r = r , and the insertion does not violate the vehicle capacity of route r as well as the capacity of outbound door j . If j = j , the routing between inbound and outbound doors does not change. However, if j = j then the change on the inner routing part is such that commodities destined for vertex n are changed from outbound door j to j . We explore all feasible reinsertions of destinations n ∈ N to every position of the set of existing routes, and perform a move if the best solution improves the incumbent.
Local Search 2 (LS2)
Once LS1 reaches a local optimal solution, we call LS2. LS2 performs four neighborhoods in a similar fashion to LS1. However, a generalized assignment problem (56)-(60) is solved in order to find the optimal origin inbound door assignment resulting from the current move. We use CPLEX to solve the generalized assignment problem at each iteration.
The first neighborhood performs modifications to the routing part of the solution. It consists of removing a customer from a route and inserting it to another route. Consider a route r associated with an outbound door j that travels from a destination point n 1 to n and then from n to n 2 . We remove the vertex n from route r and insert it to another route r associated with an outbound door j , in between customer n 1 and n 2 , such that r = r , and the insertion does not violate the vehicle capacity of route r as well as the capacity of outbound door j . If j = j , the routing between inbound and outbound doors does not change. However, if j = j then we solve (56)-(60). We explore all feasible reinsertions of destinations n ∈ N to every position of the set of existing routes, and perform a move if the best solution improves the incumbent.
The second neighborhood considers swapping two destination vertices regardless of the routes they belong to. Let n and n be two destination points belonging to routes r and r associated with outbound doors j and j , respectively. Let n 1 be the preceding customer and n 2 be the successor of n on route r. Similarly, let n 1 and n 2 be the predecessor and successor of vertex n on route r . We exchange the vertices n and n such that the resulting routes r and r do not exceed the vehicle capacities and the outbound doors j and j do not exceed the outbound door capacities. If j = j , we solve (56)-(60). We explore all the feasible pair of exchanges (n, n ) ∈ N × N and perform a move if the best solution improves the incumbent.
The third neighborhood considers swapping two routes regardless of the outbound doors they belong to. Let r and r be two routes associated with outbound doors j and j such that j = j , respectively. We assign route r to outbound door j and route r to outbound door j such that the resulting capacities on outbound doors j and j do not exceed the outbound door capacities. We solve (56)-(60). We explore all feasible pairs (r, r ) ∈ R × R and perform a move if the best solution improves the incumbent.
The fourth neighborhood considers shifting a single route to an outbound door. Let r be a route associated with an outbound door j. We shift route r from outbound door j to j such that the resulting outbound capacity for j does not exceed the maximum outbound door capacity. We explore all feasible pairs (r, j) ∈ R × J and perform a move if the best solution improves the incumbent.
Computational Experiments
A computational study was conducted in order to test the performances of the multi-commodity flow formulation and the proposed solution methodologies. The column generation algorithm, the heuristics and the multi-commodity flow formulation were coded in C using CPLEX 12.5.1 as linear optimization solver. All experiments were implemented and executed on an Intel Core i7 processor at 2.40 GHz with 8GB of RAM running under Windows 7. A maximum time limit of two hours was used in all experiments.
We have executed our algorithms on some randomly generated instances. We generated instances with |N | = {7, . For each n ∈ N we generated commodity quantities as q n ∼ [0, 20] and originate these commodities randomly at the origin points such that the number of commodities originating at an origin point is at most equal to 3. For each inbound and outbound door, we randomly select capacities from the set Q i , Q j ∈ {40, 50, 60, 70, 80, 100, 150}. Finally, we consider two different values for fixed cost of operating a vehicle H ∈ {100, 150} and six different values for vehicle capacities Q ∈ {20, 30, 40, 50, 60, 70} for each instance. Preliminary experiments showed that some instances were easy to solve. These instances have been omitted from our computational analysis. Only the 84 most difficult instances remain.
In Tables 1 and 2 we compare the performance of the column generation againist the multi-commodity flow formulation. In Tables 3 and 4 we provide a comparison of the two heuristics. We refer to Enderer [33] for a more exhaustive comparison of MIP formulations for DAVRP.
In Tables 1 and 2 , the legend is as follows. CG and F1 stand for column generation and the multi-commodity flow formulations, respectively. The first two columns contain the number of origin vertices |M | and the number of destination vertices |N |, respectively. The third and the fifth columns contain the percent deviation between best upper bounds and LP bounds obtained by CG and F1 respectively. The fourth and the seventh columns contain CPU times spent in seconds, and column 'OPT' corresponds to the per-cent deviation between the best lower bound obtained by F1 and best upper bounds. Time spent to solve the LP relaxation of F1 never exceeded a second thus, these values were omitted in the tables. The LP relaxation gaps are computed as LP = 100 × (U B best − LP F )/U B best , where U B best is the best upper bound value obtained and LP F is the linear programming relaxation value obtained by CG and F1, respectively. Optimality gap is computed as OP T = 100 × (U B best − LB F 1 )/U B best , where LB F 1 is the best lower bound obtained by F1. Whenever CPLEX is not able to solve an instance within the time limit, we instead report TIME.
These two tables show that the CG always achieved a better LP relaxation bound than F1. We can also observe that the column generation achieved larger LP relaxation gaps for instances with large vehicle capacities. These results can be partially explained by the fact that column generation uses a route relaxation to approximate the ESPPRC. It was also observed that the CPU times of CG increased dramatically as the vehicle capacities increased. These results are due to the fact that it takes longer times to solve the dynamic programming algorithm for ESPPRC for large vehicle capacities. 21 instances out of 84 were not solved to optimality by F1 in the given time limit. In 19 out of these 21 instances, the LP relaxation bound obtained by CG was tighter than the best lower bound obtained by F1 in the given time limit.
A comparison between the results obtained by the heuristics is provided in Tables 3 and 4 . The first two columns contain the number of origin vertices |M | and the number of destination vertices |N |, respectively. Columns from 3 to 6 correspond to the results obtained by applying local search on the initial solutions obtained by the greedy algorithm (GREEDY ) and columns from 7 to 11 correspond to the results obtained by applying local search on the initial solutions obtained by the heuristic branch-and-bound (BBH ). 'LS1' corresponds to the results obtained by applying the first local search and 'LS2' corresponds to the second local search with generalized assignment problem. CPU times for LS1 never exceeded a second and these values are omitted from the following tables. Columns 'UB' correspond to the percent deviation between the upper bound obtained by heuristics and best upper bounds obtained. Columns 'CPU' correspond to the time spent in seconds. Upper bound gaps are computed as U B = 100 × (U B H − U B best )/U B H , where U B best is the best solution value obtained and U B H is the solution value obtained by heuristics GREEDY, GREEDY+LS1, GREEDY+LS1+LS2, BBH, BBH+LS1 and BBH+LS1+LS2, respectively. Column 'OPT' corresponds to the percent deviation between the best solution value and the best upper bound obtained by heuristics. OP T = 100×(U B H −U B BEST )/U B H , where U B H is the best upper bound obtained by heuristics and U B BEST is the best upper bound obtained overall. Column '(%)GAP' refers to the percent deviation between the lower bound obtained by column generation and the best upper bound obtained by the heuristics such that, (%)GAP = 100 × (U B BEST − CG LP )/U B BEST , where U B BEST is the best upper bound obtained by any of the heuristics and CG LP is the lower bound obtained by column generation. The last column provides the CPU time spent for the best heuristic algorithm. The heuristics were able to provide the optimal solution for 38 instances and better upper bounds than those achieved by F1 for another 15 instances. Overall, the heuristics were capable of providing the best upper bound on 54 instances. Based on the average upper bounds obtained, GREEDY+LS1+LS2 dominates the rest of the heuristics. However, BBH+LS1+LS2 obtains better upper bounds for 34 instances compared to GREEDY+LS1+LS2. As the size of the instances get larger, the CPU times increased dramatically for LS2 because of the fact that a generalized assignment problem is solved at each iteration of the local search. Although LS1 showed poor results, it was able to achieve good quality solutions on some instances.
Conclusions
In this article, we have introduced the Dock-Door Assignment and Vehicle Routing Problem (DAVRP). It is a combinatorial optimization problem combining dock-door assignment and vehicle routing decisions in a cross-docking context. To the best of our knowledge, this problem has not been previously studied in the literature. We presented two MIP formulations for the DAVRP. We also developed a column generation algorithm based on a set-partitioning formulation. We have also introduced several heuristics aiming at finding good quality solutions of DARP in short computing times.
The most promising approach to derive lower bounds of the DAVRP is column generation based on a set-partitioning formulation. Moreover, we observed that the multi-commodity flow formulation is not able to prove optimality for instances with more than 20 destination vertices in the given time limit when solved with a general purpose solver.
With respect to the heuristics presented, the local search procedures were able to provide good quality solutions in reasonable CPU times for the tested instances. Moreover, LS2 uses the solution of an assignment problem to drive the search, which allows for a dramatic reduction of the gaps at the expense of larger CPU times.
We can identify several directions of potential future research. On the one hand, additional heuristic strategies for the pricing scheme should result in a reduction of the CPU times of the CG. We also believe that our second local search procedure, LS2, should be improved so as to decrease its computational complexity without compromising its performance. Finally, another important research avenue would be to embed the CG procedure into an enumeration procedure obtain optimal solutions to the DAVRP.
