Improving production policy for a deteriorating item under permissible delay in payments with stock-dependent demand rate  by Das, Debasis et al.
Computers and Mathematics with Applications 60 (2010) 1973–1985
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Improving production policy for a deteriorating item under permissible
delay in payments with stock-dependent demand rate
Debasis Das a,∗, Arindam Roy b, Samarjit Kar a
a Department of Mathematics, National Institute of Technology, Durgapur, W.B, Pin-713209, India
b Department of Computer Science, Prabhat Kumar College, Contai, Purba-Medinipur, W.B, Pin-721401, India
a r t i c l e i n f o
Article history:
Received 10 March 2009
Received in revised form 11 April 2010
Accepted 20 July 2010
Keywords:
Inventory
Trade credit
Delay in payment
Stock-dependent demand
Deteriorating items
Genetic algorithm
a b s t r a c t
This paper presents a production lot size inventory model in which the production rate
constitutes of productions during both regular time and overtime. The demand rate
is assumed as stock-dependent and the stock itself is depleted due to demand and
deterioration. Supplier’s incentives include price discounts and granting of credit periods
for account settlement within time M1, or the supplier allows interest-free credit upto an
extended period M2. This formulation leads to a single objective optimization problem
for maximum average profit evaluation through a real-coded genetic algorithm (GA)
with rank-based selection and arithmetic crossover. The model is illustrated through a
numerical example, and sensitivity analyses have been done with the variation of demand
and deterioration parameters on optimal profit.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In the classical economic production lot size (EPLS)model the production rate is pre-determined and inflexible. However,
in modern manufacturing companies four systems of improving production efficiencies are highly appreciated. These are
materials requirement planning (MRP), flexible manufacturing system (FMS), optimized product technology (OPT), and
just in time (JIT). Adjusting the production rate where market demand is variable is a major task for FMS. Goyal and
Gunasekaran [1] have developed an integrated production-inventory-marketing model involving deteriorating items for
amulti-stage EPLS and EOQ system. Bhunia andMaiti [2] extend the EPLSmodel by using a finite production rate depending
on on-hand inventory and demand simultaneously.
The traditional EOQmodel assumes that the retailermust be paid for the items as soon as the items are received. In actual
practice, the supplier may offer an extended credit period to the retailer to settle his account within the fixed permitted
period. Thus, the delay in payment is allowed by the supplier is a kind of price discount encouraging the retailer to buy
more quantity. In this regard, a number of research papers appeared, which dealt with the inventory problems involving a
fixed credit period. Davis and Gaither [3] developed EOQ models for firms with suppliers offering a one time opportunity
for delayed payments. Goyal [4] developed an inventory model for permissible delays in payments. Later, Aggarwall and
Jaggi [5] extended the Goyal [4] model to formulate an inventory model of deteriorating items with permissible delays in
payments. Jamal et al. [6] further generalized the model to allow for shortages. Amongst other authors, for example Chu
et al. [7], Chung [8], Sarker et al. [9,10], Liao et al. [11], Chang and Dye [12], Teng [13], Chung and Huang [14], Salameh et al.
[15], and Ouyand et al. [16] also considered similar issues relating to delay in payments. Though a considerable amount
of research work has been done in this area, none has developed EPQ model incorporating the variable production rate
depending on both on-hand inventory and demand under permissible delay in payment and cash discounting.
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Competitive business transactions speed up the movement of capital. As down payments by retailers become rarer and
wholesalers started offering price discounts to encourage immediate payments. To avail sometimes these benefits, a retailer
is tempted to, even borrow from the bank. The bank charges unexpected amounts of interest against this loan, putting the
retailer in dilemma. In this paper, an attempt is made to formulate the mathematical model for a production inventory
system for deteriorating items with stock-dependent demand. The supplier provides not only a permissible delay but also a
cash discount to the retailer. A deterministic model is developed to optimize the per unit time profit for the retailer. Genetic
algorithm (GA) is used to maximize the profit function for an optimal order cycle and a order receipt period. The theoretical
results are illustrated using a numerical example and sensitivity analyses on some parameters.
2. Notations and assumptions
The following notations and assumptions are employed throughout this paper so as to develop the inventory model.
2.1. Notations
(i) C3 = Ordering cost per order.
(ii) C1 = The unit holding cost per unit time excluding interest charges.
(iii) P0 = Regular production rate per unit time.
(iv) Cp = Cost per item for regular production.
(v) Co = Production cost per item for an item produced during overtime.
(vi) q(t)= On-hand inventory at time t ≥ 0.
(vii) D(t)= Demand rate function varying with q(t).
(viii) s= Selling price per unit, s > Cp.
(ix) Ic = Interest charged per dollar per unit time.
(x) Id = Interest earned per dollar per unit time.
(xi) r= Cash discount rate, with 0 < r < 1.
(xii) t1 = The production time period.
(xiii) M1 = The period of cash discount for which the supplier does not charge any interest.
(xiv) M2 = The last time of permissible delay in settling the accounts, withM2 > M1 for which the supplier does not charge
any interest without cash discount.
(xv) T = Duration of the cycle.
(xvi) θ = Deterioration rate, where 0 < θ < 1.
2.2. Assumptions
(i) Demand is stock dependent.
(ii) Regular time and overtime production system is considered.
(iii) Shortages are not allowed.
(iv) Constant fraction of on-hand inventory gets deteriorated per unit time.
(v) Time period is infinite.
(vi) The retailer would not consider paying the payment until receiving all items.
(vii) The supplier offers a cash discount if payment is made atM1; otherwise, the full payment is due atM2.
(viii) Considering the time during which the account is not settled, generated sales revenue is deposited in an interest-
bearing account. At the end of this period (i.e.M1 orM2), the retailer starts paying for the interest charges on the items
in stocks.
(ix) The constant fraction of on-hand inventory gets deteriorated per unit time.
3. Genetic algorithm
Here we have developed an advanced/improved genetic algorithm for solving the problem. The different steps of this
algorithm are described as follows.
Proposed GA procedure
Start
{
t ← 0
while (all constraints are not satisfied)
{
initialize Population (t)
}
evaluate Population (t)
while (not terminate-condition)
{
t ← t + 1
select Population (t) from Population (t − 1)
crossover and mutate Population (t)
evaluate Population (t)
}
Print Optimum Result
}.
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For implementing the above GA in solving the profit maximization problem developed in this model, the following basic
components are considered:
• chromosome representation and initialization of population;
• evaluation function;
• selection process;
• genetic operators (crossover and mutation).
Genetic algorithm (GA) is dependent on some parameters like population size (p−size), maximumnumber of generations
(m−gen), probability of crossover (p−cros) and probability of mutation (p−mute). Though there is no hard and fast rule for
selecting the population size of GA, storing of the data for large population size may invite some difficulties at the time
of computation with the help of computer. However, if the population size is too small, then good crossovers cannot be
implemented. Again, according to genetics, it is obvious that the probability of crossover is always greater than that of
mutation.
For proper application of GA, the designing of an appropriate chromosome representation of solutions of the problem
is an important task. In the initial implementation of GAs, the chromosomes were represented by the strings of binary
numbers. These GAs are called binary GAs. These GAs are found to be a robust search technique to avoid local minima but
the computational cost is usually very high as compared to the deterministic optimization technique. On the other hand, for
the problems having large search space and seeking high precision, there arises a number of difficulties in thesemethods. To
overcome these difficulties related to binary coding of continuous parameter optimization problems, real numbers are used
to represent the chromosomes in GAs. These GAs are termed as real-coded GAs. In this case, a chromosome is coded in the
form of a matrix of real numbers and every component of that chromosome represents a decision variable of the problem.
After the selection of chromosome representation, the next step is to initialize the chromosomes that will take part in
the artificial genetics operations like natural genetics. This procedure produces a population size number of chromosomes
in which every component for each chromosome is randomly generated within the bounds of the corresponding decision
variable. There are different processes for selecting a random number, of which the uniform distribution is used for first
three components of each chromosome. For the fourth component of the chromosome, a random value can be selected
from the discrete set of values within the bounds.
After getting a population of potential solutions, we need to check how good they are. For this purpose, we have
to calculate the fitness value for each chromosome. In this work, the value of objective function corresponding to the
chromosome Vj is taken as the fitness value of Vj.
The selection operator plays a crucial role in GA. Usually, it is the first operator applied to the population. The primary
objective of this operator is to emphasize on the above average solutions and eliminate below average solutions from the
population for the next generation under the well-known evolutionary principle ‘survival of the fittest’. The probability of
the rth chromosome being selected in this method is defined by
prob(rth individual) = pc(1− pc)r−1,
where pc is the probability of selecting the best individual and r is the rank of the individual.
After the selection process, the resulting chromosomes (those which have survived) undergo genetic operations
crossover andmutation. Crossover is an operation that really empowers the GA. It operates on two parent solutions at a time
and generates offspring by recombining the features of both the parent solutions. For this operation, expected p−cros∗p−size
(∗ denotes the product) number of chromosomes will take part. Hence in order to determine the parents for crossover
operation, select p−cros∗p−sizenumber of chromosomes. After selection of chromosomes, the crossover operation is applied.
Here crossover operation is done in the following manner:
Step-1. Find the integral value of p−cros∗p−size and store it in N .
Step-2. Select the chromosomes Vk and Vi randomly among the population for crossover.
Step-3. Generate a random real number λ in [0, 1].
Step-4. The first component V ′kl and V
′
il of two offspring will be created by
V ′kl = λVkl + (1− λ)Vil
V ′il = λVil + (1− λ)Vkl.
Step-5. The second component of V ′k2 and V
′
i2 will be created by
either V ′k2 = Vk2 − g and V ′i2 = Vi2 + g if Vk2 > Vi2 or
V ′k2 = Vk2 + g and V ′i2 = Vi2 − g,
where g is a random number between 0 and |Vk2 − Vi2|.
Step-6. Repeat Step-2 to Step-5 for N/2 times.
Mutation introduces random variations into the population and apply to a single chromosome only. It is usually
performed with low probability; otherwise it would defeat the order building being generated through selection and
crossover. Mutation attempts to bump the population gently into a slightly better course. This means that mutation changes
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single or all the genes of a randomly selected chromosome slightly. Here, we use non-uniform mutation whose action is
dependent on the age of the population. If the element (gene) Vik of chromosome Vi is selected for mutation and domain of
Vik is [lik, uik], then the reduced value of Vik is given by
V ′ik =
{
Vik +4(t, uik − Vik), if a random digit is 0
Vik −4(t, Vik − lik), if a random digit is 1
where k ∈ {1, 2, 3} and4(t, y) returns a value in the range [0, y], y > 0. In our study, we have taken
4(t, y) = yr
(
1− t
m−gen
)b
, for non-integer variables
where r is a random number in [0, 1], t represents the current generation and b (which is called the non-uniformmutation
parameter) is constant.
3.1. Analysis of GA
Exploration efficiency of GAs explicitly depends on the genetic parameter values and a procedure for adapting the
crossover rate and mutation rate is presented in this section.
Crossover is the procedure where in selected parents string is broken into segments and some of these segments are
exchanged with corresponding segments of another parent string. The segments of each string are chosen at random.
Crossover probability pc is calculated from its fitness as follows:
pc = K1 × fitnessmax.fitness
where K1 is the crossover coefficient and is taken as 0.95.
The good design get 80–90% crossover probability where as design having a poor fitness value will get less than about
50% crossover probability.
The mutation rate is calculated from the swapped fitness value as follows:
pm = K2 × swapped fitnessmax.fitness ,
where K2 is themutation coefficient that takes the value 0.05 and swapped fitnessmeans that the fitness of the good designs
is swapped with bad ones (best with worst, second best with second worst and so on).
4. Mathematical formulation
In thismodel, we have considered amanufacturing system inwhich the production rate is partially constant and partially
depends upon on-hand inventory and demand.
The demand rate is depended on the on-hand inventory i.e.
D(q) = α + βq(t),
α, β > 0 are constants. The production rate is
P(t) = P0 + {−γ q(t)+ δD(q)}, P0 > α, δ > 0, 0 ≤ γ ≤ 1
where P0 is the regular production rate and {−γ q(t)+ δD(q)} is the overtime production rate at time ‘t ’.
The production cycle starts at t = 0 and continue up to t = t1 where the inventory level reaches the maximum level.
Production then stops at t = t1 and the inventory gradually depletes to zero at the end of the production cycle t = T due
to deterioration and consumption. During the time interval (0, t1), the system is subject to the effect of production, demand
and deterioration.
Then, the change of the inventory level with respect to time can be described by the following differential equations:
dq(t)
dt
+ θq(t) = P0 + {−γ q(t)+ δD(q)} − D(q), 0 ≤ t ≤ t1
i.e.
dq(t)
dt
+ λq(t) = µ, 0 ≤ t ≤ t1, (1)
D. Das et al. / Computers and Mathematics with Applications 60 (2010) 1973–1985 1977
where λ = θ + γ − β(δ − 1) and µ = P0 + α(δ − 1), with the boundary condition q(0) = 0 and
dq(t)
dt
+ θq(t) = −{α + βq(t)}, t1 ≤ t ≤ T (2)
with the boundary condition q(T ) = 0.
The solution of the differential equations (1) and (2) are represented by
q(t) = µ
λ
(1− e−λt), 0 ≤ t ≤ t1 (3)
and
q(t) = α
θ + β
[
e(θ+β)(T−t) − 1] , t1 ≤ t ≤ T , (4)
respectively.
In addition to the continuity condition at t = t1, we can derive the following:
µ
λ
(1− e−λt1) = α
θ + β
[
e(θ+β)(T−t1) − 1]
⇒ µ(θ + β)
αλ
(1− e−λt1) = [e(θ+β)(T−t1) − 1]
⇒ T = 1
(θ + β) ln
[
µ(θ + β)+ αλ
αλ
e(θ+β)t1 − µ(θ + β)
αλ
e(θ+β−λ)t1
]
. (5)
The holding cost CH is given by
CH = C1
∫ t1
0
q(t)dt + C1
∫ T
t1
q(t)dt
= C1
∫ t1
0
µ
λ
(1− e−λt)dt + C1
∫ T
t1
α
θ + β {e
(θ+β)(T−t) − 1}dt
= µC1
λ
[
t1 + 1
λ
(e−λt1 − 1)
]
− αC1
θ + β
[
1
θ + β {1− e
(θ+β)(T−t1)} + (T − t1)
]
. (6)
Total amount of regular produced item (RPI) is given by
RPI =
∫ t1
0
P0dt
= P0t1. (7)
Total amount of overtime produced item (OPI) is given by
OPI =
∫ t1
0
[−γ q(t)+ δ{α + βq(t)}]dt
= k1t1 + k2(e−λt1 − 1),
where k1 = αδ + µ(βδ − γ )
λ
and k2 = µ(βδ − γ )
λ2
. (8)
Production cost (PC) per order is given by
PC = CpP0t1 + Co
∫ t1
0
[−γ q(t)+ δ{α + βq(t)}] dt
= CpP0t1 + Co[k1t1 + k2(e−λt1 − 1)]. (9)
The amount of inventory items deteriorated during the time period (0, T ) is given by
DT =
∫ t1
0
θq(t)dt +
∫ T
t1
θq(t)dt
= θ
∫ t1
0
µ
λ
(1− e−λt)dt + θ
∫ T
t1
α
θ + β {e
(θ+β)(T−t) − 1}dt
= µθ
λ
[
t1 + 1
λ
(e−λt1 − 1)
]
− αθ
θ + β
[
1
θ + β {1− e
(θ+β)(T−t1)} + (T − t1)
]
. (10)
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Total selling price per cycle ST is given by
ST = s
[
(RPI + OPI)− DT
]
= s
[
P0t1 + k1t1 + k2(e−λt1 − 1)− µθ
λ
{
t1 + 1
λ
(e−λt1 − 1)
}
+ αθ
θ + β
{
1
θ + β
(
1− e(θ+β)(T−t1))+ (T − t1)}] . (11)
Now the retailer can pay the payment at M1 to get the cash discount or pay the full payment at M2 not getting cash
discount and at the end of this period (i.e. atM1 orM2), he/she starts paying for the interest charges on the items in stocks.
And also during the time the account is not settled, generated sales revenue is deposited in an interest-bearing account.
Regarding the interest payable and interest earned based on the length of cycle time T , six different cases may arise:
Case-I.M1 ≤ t1 < T ,
Case-II. t1 ≤ M1 < T ,
Case-III. T ≤ M1,
Case-IV.M2 ≤ t1 < T ,
Case-V. t1 ≤ M2 < T ,
Case-VI. T ≤ M2.
We discuss each case in detail as follows:
Case-I.M1 ≤ t1 < T .
q(t)
0 t1M1 T t
Fig. 1. Production inventory model for case-I.
Interest payable per cycle PT is given by (Fig. 1)
PT = Cp(1− r)Ic
∫ T
M1
{α + βq(t)}tdt
= Cp(1− r)Ic
[∫ t1
M1
{α + βq(t)}tdt +
∫ T
t1
{α + βq(t)}tdt
]
= Cp(1− r)Ic
[∫ t1
M1
{
α + βµ
λ
(1− e−λt)
}
tdt +
∫ T
t1
{
α + αβ
θ + β (e
(θ+β)(T−t) − 1)
}
tdt
]
= Cp(1− r)Ic
[
1
2
(
α + βµ
λ
) (
t21 −M21
)+ βµ
λ2
{
1
λ
(
e−λt1 − e−λM1)+ (t1e−λt1 −M1e−λM1)}
+ αθ
2(θ + β)
(
T 2 − t21
)− αβ
(θ + β)2
(
T − t1e(θ+β)(T−t1)
)− αβ
(θ + β)3
(
1− e(θ+β)(T−t1))] . (12)
Interest earned per cycle IT is given by
IT = sId
∫ M1
0
{α + βq(t)}tdt
= sId
∫ M1
0
[
αt + βµt
λ
(1− e−λt)
]
dt
= sId
[
1
2
(
α + βµ
λ
)
M21 +
βµ
λ2
M1e−λM1 + βµ
λ3
(e−λM1 − 1)
]
. (13)
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Case-II. t1 ≤ M1 < T .
q(t)
0 t1 M1 T t
Fig. 2. Production inventory model for case-II.
Interest payable per cycle PT is given by (Fig. 2)
PT = Cp(1− r)Ic
∫ T
M1
{α + βq(t)}tdt
= Cp(1− r)Ic
∫ T
M1
[
α + αβ
θ + β
{
e(θ+β)(T−t) − 1}] tdt
= Cp(1− r)Ic
[
αθ
2(θ + β)
(
T 2 −M21
)− αβ
(θ + β)2
(
T −M1e(θ+β)(T−M1)
)− αβ
(θ + β)3
(
1− e(θ+β)(T−M1))] . (14)
Interest earned per cycle IT is given by
IT = sId
∫ M1
0
{α + βq(t)}tdt
= sId
[∫ t1
0
{α + βq(t)}tdt +
∫ M1
t1
{α + βq(t)}tdt
]
= sId
∫ t1
0
[
αt + βµt
λ
(1− e−λt)
]
dt + sId
∫ M1
t1
[
αt + αβt
θ + β {e
(θ+β)(T−t) − 1}
]
dt
= sId
[
1
2
(
α + βµ
λ
)
t21 +
βµ
λ2
t1e−λt1 + βµ
λ3
(e−λt1 − 1)+ αθ
2(θ + β)(M
2
1 − t21 )−
αβ
(θ + β)2 {M1e
(θ+β)(T−M1)
− t1e(θ+β)(T−t1)} − αβ
(θ + β)3 {e
(θ+β)(T−M1) − e(θ+β)(T−t1)}
]
. (15)
Case-III. T ≤ M1.
q(t)
0 t1 M1T t
Fig. 3. Production inventory model for case-III.
In this case there is no interest payable.
Interest earned per cycle IT is given by (Fig. 3)
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IT = sId
[∫ T
0
{α + βq(t)}tdt + (M1 − T )
∫ T
0
{α + βq(t)}dt
]
= sId
∫ t1
0
{
αt + βµt
λ
(1− e−λt)
}
dt + sId
∫ T
t1
[
αt + αβt
θ + β {e
(θ+β)(T−t) − 1}
]
dt
+ sId(M1 − T )
∫ t1
0
{
α + βµ
λ
(1− e−λt)
}
dt + sId(M1 − T )
∫ T
t1
[
α + αβ
θ + β {e
(θ+β)(T−t) − 1}
]
dt
= sId
[
1
2
(
α + βµ
λ
)
t21 +
βµ
λ2
t1e−λt1 + βµ
λ3
(e−λt1 − 1) + αθ
2(θ + β)(T
2 − t21 )−
αβ
(θ + β)2 {T − t1e
(θ+β)(T−t1)}
− αβ
(θ + β)3
{
1− e(θ+β)(T−t1)}+ (M1 − T ){(α + βµ
λ
)
t1 + βµ
λ2
(e−λt1 − 1)
}
+ (M1 − T )(T − t1) αθ
θ + β
− (M1 − T ) αβ
(θ + β)2 {1− e
(θ+β)(T−t1)}
]
. (16)
Case-IV.M2 ≤ t1 < T .
q(t)
0 t1M2 T t
Fig. 4. Production inventory model for case-IV.
Interest payable per cycle PT is given by (Fig. 4)
PT = CpIc
∫ T
M2
{α + βq(t)}tdt
= CpIc
[∫ t1
M2
{α + βq(t)}tdt +
∫ T
t1
{α + βq(t)}tdt
]
= CpIc
[∫ t1
M2
{
α + βµ
λ
(1− e−λt)
}
tdt +
∫ T
t1
{
α + αβ
θ + β
(
e(θ+β)(T−t) − 1)} t dt]
= CpIc
[
1
2
(
α + βµ
λ
)
(t21 −M22 )+
βµ
λ2
{
1
λ
(
e−λt1 − e−λM2)+ (t1e−λt1 −M2e−λM2)}
+ αθ
2(θ + β)(T
2 − t21 )−
αβ
(θ + β)2 (T − t1e
(θ+β)(T−t1))− αβ
(θ + β)3 (1− e
(θ+β)(T−t1))
]
. (17)
Interest earned per cycle IT is given by
IT = sId
∫ M2
0
{α + βq(t)}tdt
= sId
∫ M2
0
[
αt + βµt
λ
(1− e−λt)
]
dt
= sId
[
1
2
(
α + βµ
λ
)
M22 +
βµ
λ2
M2e−λM2 + βµ
λ3
(e−λM2 − 1)
]
. (18)
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Case-V. t1 ≤ M2 < T .
q(t)
0 t1 M2 T t
Fig. 5. Production inventory model for case-V.
Interest payable per cycle PT is given by (Fig. 5)
PT = CpIc
∫ T
M2
{α + βq(t)}tdt
= CpIc
∫ T
M2
[
α + αβ
θ + β {e
(θ+β)(T−t) − 1}
]
tdt
= CpIc
[
αθ
2(θ + β)(T
2 −M22 )−
αβ
(θ + β)2 (T −M2e
(θ+β)(T−M2))− αβ
(θ + β)3 (1− e
(θ+β)(T−M2))
]
. (19)
Interest earned per cycle IT is given by
IT = sId
∫ M2
0
{α + βq(t)}tdt
= sId
[∫ t1
0
{α + βq(t)}tdt +
∫ M2
t1
{α + βq(t)}tdt
]
= sId
∫ t1
0
[
αt + βµt
λ
(1− e−λt)
]
dt + sId
∫ M2
t1
[
αt + αβt
θ + β {e
(θ+β)(T−t) − 1}
]
dt
= sId
[
1
2
(
α + βµ
λ
)
t21 +
βµ
λ2
t1e−λt1 + βµ
λ3
(e−λt1 − 1)+ αθ
2(θ + β)(M
2
2 − t21 )−
αβ
(θ + β)2 {M2e
(θ+β)(T−M2)
− t1e(θ+β)(T−t1)} − αβ
(θ + β)3 {e
(θ+β)(T−M2) − e(θ+β)(T−t1)}
]
. (20)
Case-VI. T ≤ M2.
q(t)
0 t1 M2T t
Fig. 6. Production inventory model for case-VI.
In this case there is no interest payable.
Interest earned per cycle IT is given by (Fig. 6)
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IT = sId
[∫ T
0
{α + βq(t)}tdt + (M2 − T )
∫ T
0
{α + βq(t)} dt
]
= sId
∫ t1
0
{
αt + βµt
λ
(1− e−λt)
}
dt + sId
∫ T
t1
[
αt + αβt
θ + β {e
(θ+β)(T−t) − 1}
]
dt
+ sId(M2 − T )
∫ t1
0
{
α + βµ
λ
(1− e−λt)
}
dt + sId(M2 − T )
∫ T
t1
[
α + αβ
θ + β {e
(θ+β)(T−t) − 1}
]
dt
= sId
[
1
2
(
α + βµ
λ
)
t21 +
βµ
λ2
t1e−λt1 + βµ
λ3
(e−λt1 − 1)+ αθ
2(θ + β)(T
2 − t21 )−
αβ
(θ + β)2 {T − t1e
(θ+β)(T−t1)}
− αβ
(θ + β)3 {1− e
(θ+β)(T−t1)} + (M2 − T )
{(
α + βµ
λ
)
t1 + βµ
λ2
(e−λt1 − 1)
}
+ (M2 − T )(T − t1) αθ
θ + β
− (M2 − T ) αβ
(θ + β)2 {1− e
(θ+β)(T−t1)}
]
. (21)
Therefore, the total relevant cost for each case is obtained as follows:
TCi ≡ TCi(T ) = Ordering cost + Holding cost + Production cost
+ Interest charged− Interest earned− Cash discount
= C3 + µC1
λ
{
t1 + 1
λ
(e−λt1 − 1)
}
− αC1
θ + β
{
1
θ + β (1− e
(θ+β)(T−t1))+ (T − t1)
}
+ CpP0t1
+ Co{k1t1 + k2(e−λt1 − 1)} + Cp(1− ri)Ic
{
1
2
(
α + βµ
λ
)
(t21 −M2i )+
βµ
λ2
{
1
λ
(e−λt1 − e−λMi)
+ (t1e−λt1 −Mie−λMi)
}
+ αθ
2(θ + β)(T
2 − t21 )
− αβ
(θ + β)2 (T − t1e
(θ+β)(T−t1))− αβ
(θ + β)3 (1− e
(θ+β)(T−t1))
}
− sId
{
1
2
(
α + βµ
λ
)
M2i +
βµ
λ2
Mie−λMi + βµ
λ3
(e−λMi − 1)
}
− riCp{k1t1 + k2(e−λt1 − 1)}, (22)
for i = 1 or 4 andM1 = M1,M4 = M2, r1 = r , r4 = 0.
TCj ≡ TCj(T ) = Ordering cost + Holding cost + Production cost
+ Interest charged− Interest earned− Cash discount
= C3 + µC1
λ
{
t1 + 1
λ
(e−λt1 − 1)
}
− αC1
θ + β
{
1
θ + β (1− e
(θ+β)(T−t1))+ (T − t1)
}
+ CpP0t1
+ Co{k1t1 + k2(e−λt1 − 1)} + Cp(1− rj)Ic
{
αθ
2(θ + β)(T
2 −M2j )−
αβ
(θ + β)2 (T −Mje
(θ+β)(T−Mj))
− αβ
(θ + β)3 (1− e
(θ+β)(T−Mj))
}
− sId
{
1
2
(
α + βµ
λ
)
t21 +
βµ
λ2
t1e−λt1
+ βµ
λ3
(e−λt1 − 1)+ αθ
2(θ + β)(M
2
j − t21 )−
αβ
(θ + β)2 (Mje
(θ+β)(T−Mj) − t1e(θ+β)(T−t1))
− αβ
(θ + β)3 (e
(θ+β)(T−Mj) − e(θ+β)(T−t1))
}
− rjCp
{
k1t1 + k2(e−λt1 − 1)
}
, (23)
for j = 2 or 5 andM2 = M1,M5 = M2, r2 = r , r5 = 0.
And
TCk ≡ TCk(T ) = Ordering cost + Holding cost + Production cost − Interest earned− Cash discount
= C3 + µC1
λ
{
t1 + 1
λ
(e−λt1 − 1)
}
− αC1
θ + β
{
1
θ + β (1− e
(θ+β)(T−t1))+ (T − t1)
}
+ CpP0t1
+ Co{k1t1 + k2(e−λt1 − 1)} − sId
{
1
2
(
α + βµ
λ
)
t21 +
βµ
λ2
t1e−λt1 + βµ
λ3
(e−λt1 − 1)
+ αθ
2(θ + β)(T
2 − t21 )−
αβ
(θ + β)2 (T − t1e
(θ+β)(T−t1))− αβ
(θ + β)3 (1− e
(θ+β)(T−t1))
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+ (Mk − T )
((
α + βµ
λ
)
t1 + βµ
λ2
(e−λt1 − 1)
)
+ (Mk − T )(T − t1) αθ
θ + β
− (Mk − T ) αβ
(θ + β)2 (1− e
(θ+β)(T−t1))
}
− rkCp{k1t1 + k2(e−λt1 − 1)}, (24)
for k = 3 or 6 andM3 = M1,M6 = M2, r3 = r , r6 = 0.
Therefore, the total average profit per unit time for each case is obtained as follows:
TPi(T ) = 1T [ST − TCi(T )] , (25)
for i = 1 or 4 andM1 = M1,M4 = M2, r1 = r , r4 = 0.
TPj(T ) = 1T
[
ST − TCj(T )
]
, (26)
for j = 2 or 5 andM2 = M1,M5 = M2, r2 = r , r5 = 0.
And
TPk(T ) = 1T
[
ST − TCk(T )
]
, (27)
for k = 3 or 6 andM3 = M1,M6 = M2, r3 = r , r6 = 0.
So, the above problem can be formulated as,
Maximize TPi(T ), i = 1, 2, 3, 4, 5, 6.
5. Solution procedure
The above model is solved by using improved genetic algorithm approach, discussed in article-3. Our improved GA
consists of parameters, population size = 50, probability of crossover = 0.6, probability of mutation = 0.2, and maximum
generation= 50. A real number presentation is used here. In this representation, each chromosome X is a string of n numbers
of genes which denote the decision variable. For each chromosome X , every gene, which represents the independent
variables, is randomly generated between their boundaries until it is feasible. In this improved GA, arithmetic crossover
and randommutation are applied to generate new offspring’s.
6. Empirical tests
The optimal profit for stock-dependent demandwith permissible delay in payment for two timeperiodsM1with discount
and M2 without discount has been treated with numerical data. An example is presented to illustrate the effect of the
inventory model developed here with the following numerical data:
C3 = 55, C1 = 0.25, Cp = 2, Co = 2.5, s = 3.5, Ic = 0.2, Id = 0.15, P0 = 75, γ = 0.03, δ = 0.3, r = 0.001 in appropriate
units.
According to the proposed computational procedure (GA) the results listed in Table 1 are obtained for M1 = 4.5, 4.7,
4.9, 5.1, 5.3 of Cases I, II, III and the results listed in Table 2 are obtained for M2 = 5.0, 5.2, 5.4, 5.6, 5.8 of Cases IV, V
and VI.
Table 1
Optimal solutions for illustrated example of Cases I, II and III.
M1 α β θ Case-I Case-II Case-III
Total profit t1 Total profit t1 Total profit t1
4.5 55 0.25 0.1 102.0019 4.576 144.9834 3.376 156.2539 2.524
4.7 55 0.25 0.1 104.4150 4.798 148.9639 3.562 162.9365 2.524
4.9 55 0.25 0.1 108.7509 4.972 153.5732 3.730 169.6182 2.524
5.1 55 0.25 0.1 113.1631 5.146 158.2129 3.898 176.3008 2.524
5.3 55 0.25 0.1 115.0703 5.434 161.7021 4.102 182.9824 2.524
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Table 2
Optimal solutions for illustrated example of Cases IV, V and VI.
M2 α β θ Case-IV Case-V Case-VI
Total profit t1 Total profit t1 Total profit t1
5.0 55 0.25 0.1 111.9619 5.032 153.4775 3.886 172.9336 2.524
5.2 55 0.25 0.1 114.7295 5.248 160.7109 3.976 179.6152 2.524
5.4 55 0.25 0.1 118.7529 5.434 164.4141 4.174 186.2979 2.524
5.6 55 0.25 0.1 121.5977 5.824 168.5469 4.360 192.9795 2.524
5.8 55 0.25 0.1 126.2246 5.946 172.3271 4.558 199.6611 2.524
From the above numerical illustrations, it is observed that, for fixed α, β and θ as M1 and M2 increase total profit also
increase and these observations are realistic.
6.1. Sensitivity analysis
Sensitivity analyses are performed for different values of α, β and θ . It is observed that if θ is fixed for different values
of α as β increases, total profit increases. And for the fixed value of α for different values of β as θ increases, total profit
decreases. All these observations agree with the reality (Tables 3–6).
Cases I, II and III.M1 = 4.9.
Cases IV, V and VI.M2 = 5.4.
Table 3
The sensitivity analysis of the demand parameter when θ = 0.1.
α β Case-I Case-II Case-III
Total profit t1 Total profit t1 Total profit t1
50
0.20 086.6230 4.972 136.3838 3.484 149.2793 2.524
0.25 095.7412 4.972 142.2246 3.562 154.8975 2.524
0.30 104.2441 4.972 147.6669 3.640 160.2441 2.524
55
0.20 100.0537 4.972 148.6465 3.640 164.3428 2.524
0.25 108.7509 4.972 153.5732 3.730 169.6182 2.524
0.30 116.8271 4.972 159.2676 3.784 174.6328 2.524
60
0.20 114.0078 4.972 159.3311 3.826 179.5029 2.524
0.25 122.1953 4.972 164.7754 3.886 184.3955 2.524
0.30 129.7686 4.972 169.3311 3.958 189.0419 2.524
Table 4
The sensitivity analysis of the deterioration parameter for α = 55.
β θ Case-I Case-II Case-III
Total Profit t1 Total profit t1 Total profit t1
0.20
0.075 100.4688 4.972 149.2871 3.604 164.5674 2.524
0.100 100.0537 4.972 148.6465 3.640 164.3428 2.524
0.125 99.3506 4.972 145.8691 3.730 164.0107 2.524
0.25
0.075 108.7627 4.972 154.3945 3.730 170.0283 2.524
0.100 108.7509 4.972 153.5732 3.754 169.6182 2.524
0.125 108.5156 4.972 152.3838 3.766 169.1201 2.524
0.30
0.075 116.9941 4.972 160.7783 3.742 175.2070 2.524
0.100 116.8271 4.972 159.2676 3.784 174.6328 2.524
0.125 116.4893 4.972 157.6045 3.826 173.9863 2.524
Table 5
The sensitivity analysis of the demand parameter when θ = 0.1.
α β Case-IV Case-V Case-VI
Total profit t1 Total profit t1 Total profit t1
50
0.20 094.7129 5.434 146.6348 3.886 164.4121 2.524
0.25 105.0107 5.434 152.6553 3.994 170.4639 2.524
0.30 114.5459 5.434 158.2471 4.102 176.2197 2.524
55
0.20 108.9482 5.434 157.7725 4.102 180.6221 2.524
0.25 118.7529 5.434 164.4141 4.174 186.2979 2.524
0.30 127.7929 5.434 169.9092 4.264 191.6895 2.524
60
0.20 123.7129 5.434 170.1865 4.264 196.9248 2.524
0.25 132.9287 5.434 175.2979 4.360 202.1816 2.524
0.30 141.3945 5.434 180.5332 4.438 207.1729 2.524
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Table 6
The sensitivity analysis of the deterioration parameter for α = 55.
β θ Case-IV Case-V Case-VI
Total profit t1 Total profit t1 Total profit t1
0.20
0.075 109.3545 5.434 160.3106 4.012 180.8867 2.524
0.100 108.9482 5.434 157.7725 4.102 180.6221 2.524
0.125 108.2285 5.434 156.4589 4.150 180.2529 2.524
0.25
0.075 118.9924 5.434 166.6807 4.102 186.7539 2.524
0.100 118.7529 5.434 164.4141 4.174 186.2979 2.524
0.125 118.5762 5.434 163.1211 4.210 185.7539 2.524
0.30
0.075 128.0791 5.434 172.6748 4.186 192.3164 2.524
0.100 127.7929 5.434 169.9092 4.264 191.6895 2.524
0.125 127.3311 5.434 168.8232 4.282 190.9922 2.524
7. Conclusion and future scope
This study presents a production inventory model for deteriorating items under permissible delay in payments, with
stock-dependent demand and production rate that depends upon the inventory level and demand rate. The overtime
production level is controlled through inventory accumulation and depletion. Here we consider that supplier provides not
only a permissible delay but also a cash discount to the retailer. Results in this study provide a valuable reference for decision
makers in planning and controlling the inventory.
Finally, a future study will incorporate more realistic assumptions in the proposed model, such as variable deterioration
rate, stochastic nature of demand and production rate.
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