Abstract. We study the critical behavior of the random digraph D(n, p) for np = 1+ε, where ε = ε(n) = o(n). We show that if ε 3 n → −∞, then a.a.s. D(n, p) consists of components which are either isolated vertices or directed cycles, each of size Op(|ε| −1 ). On the other hand, if ε 3 n → ∞, then a.a.s. the structure of D(n, p) is dominated by the unique complex component of size (4 + o(1))ε 2 n, while all other components are of size Op(ε −1 ).
Introduction
Let D(n, p) be a random digraph with vertex set [n] = {1, 2, . . . , n}, where each of the n(n − 1) possible arcs is included in the digraph, independently of each other, with probability p = p(n). We say that D(n, p) has a property a.a.s. if the probability that D(n, p) has this property tends to 1 as n → ∞. By a component of a digraph D we mean a maximal, strongly connected subgraph of D. A complex component is a component which is neither a single vertex nor a cycle.
The phase transition phenomenon in D(n, p) was studied by Luczak [9] and Karp [6] (for an analogous result for a multiparameter generalization of D(n, p), see Cohen, Luczak [3] ). They proved that if np → c < 1, and ω(n) → ∞, then a.a.s. D(n, p) contains no complex components, and each component of D(n, p) has fewer than ω(n) vertices. On the other hand, if np → c > 1, then a.a.s. D(n, p) contains a unique complex component on Θ(n) vertices, while all other components of D(n, p) are cycles and isolated vertices. Karp [6] also considered the structure of D(n, p) when np = 1 + ε and ε = ε(n) is a function which slowly tends to 0 as n → ∞. Our main result states that the component structure of D(n, p) changes when np = 1 + ε and ε = ε(n) = Θ(n −1/3 ). 
D(n, p) and G(n, p)
In order to outline our argument, we need to introduce some notation. If v and w are two vertices, and V is a set of vertices in D(n, p), then d V (v, w) denotes the length of the shortest path from v to w in D(n, p) which visits only vertices in V ; if no such path exists, we put d V (v, w) = ∞. We also set , and that there may be other vertices which are both descendants and ancestors of v; these are precisely the vertices comprising the component containing v. By S(v; n, p) we denote the random variable which counts the vertices in − → S (v) for a vertex v in D(n, p); in a similar way S d (v; n, p) denotes the size − → S d (v) in D(n, p). Clearly, the choice of v has no effect on the distribution of S(v; n, p) and S d (v; n, p); we therefore let S(n, p) and S d (n, p) be random variables with the same distribution as S(v; n, p) and S d (v; n, p), respectively.
Let us recall that the random (undirected) graph G(n, p) is a graph with vertex set [n] such that each of the n 2 possible edges is included with probability p, independently of each other. Note that for every integer k, the probability that − → S (v) has k elements in D(n, p) equals the probability that v is contained in a component of order k in G(n, p). Indeed, let us assume that we want to find all vertices of D(n, p) contained in − → S (v). A natural way of doing this is using a sequential search, say, the breadth-first search. Whenever w is a vertex we have already determined is in − → S (v), and x is a vertex whose membership status in − → S (v) we do not know yet, we ask whether (w, x) is an arc in D(n, p), and get an affirmative answer with probability p, in which case we include x in − → S (v). Exposing the component containing v in G(n, p) can be done in the same way, and since the probability of an affirmative answer is the same in G(n, p) and D(n, p) whenever we ask about the presence of an edge, respectively, an arc, the probability of finding, say, k vertices by this process is the same in D(n, p) and G(n, p). This argument holds as long as, in D(n, p), we do not check whether the arc (v, w) and the arc (w, v) are both contained in D(n, p).
We often use the above observation to deduce properties of D(n, p) from results on G(n, p), whose structure is nowadays well studied and understood. The following theorem from Luczak [8] (see also [4] Chapter 5), which supplemented an earlier result of Bollobás [1] (see also [2] ), can be considered an analog of Theorem 1 for the undirected case.
Theorem 2. Let np = 1 + ε, such that ε = ε(n) → 0 but nε 3 → ∞, and k 0 = 2ε −2 log n|ε| 3 . Let us observe that from Theorem 2(i) it follows that if v is a given vertex in D(n, p), then the probability that
In the paper we also use some more technical results, which have been used in the studies of the critical behavior of G(n, p). We first remark that from the calculations used in the proof of Theorem 2(ii), contained mainly in [1] (see also [2] , [4] and [7] ), it follows that in the supercritical phasethat is for np = 1 + ε, where ε 3 n → ∞ -the expected number of vertices in components of G(n, p) larger than k 0 is (2 + o(1))εn, and, moreover, for every constant δ > 0 the expected number of vertices which are contained in components of G(n, p) whose sizes belong to [0.
is o(εn). Consequently, the following holds.
Lemma 3. If np = 1 + ε, where ε = ε(n) → 0 but ε 3 n → ∞, then the probability that a randomly chosen vertex v from G(n, p) is contained in a component of size larger than 0.1k 0 is (2 + o(1))ε. Moreover, the probability that v is contained in a component of size (2+o(1))εn is also (2+o(1))ε.
Our next result bounds from above the probability that a vertex v has many descendants in D(n, p). Lemma 4. Let np = 1 + ε, where |ε| ≤ 1/2, k ≤ |ε|n/6, and v be a given vertex of D(n, p). Then, for some absolute constant c, we have
Proof. As we have already noticed, the probability that S(n, p) = k is equal to the probability that a vertex in G(n, p) is contained in a component of order k. Let X k be the number of components of order k in G(n, p). Bollobás [1] (see also [2] p.132) showed that for some absolute constant c
Since for |ε| ≤ 1/2 and k ≤ |ε|n/6 we have
follows.
From Lemmas 3 and 4 we get the following result.
Lemma 5. Let p = 1 + ε, where ε = ε(n) → 0, andk = o(n 2/3 ). Then, for some absolute constant c,
Proof. From Lemmas 3 and 4 we get
so the assertion follows.
The subcritical case
In this section we prove Theorem 1(i). In fact, we show the following slightly stronger result.
Theorem 6. Let np = 1 − ε, where ε = ε(n) → 0 but ε 3 n → ∞. Assume also that a > 0 is a positive constant and let X s (n), s ≥ 1, denote the size of the sth largest component of D(n, p). Then a.a.s. D(n, p) contains no complex components and
where
x dx. Proof. Note that each complex component contains a pair of directed cycles C 1 and C 2 such that the intersection of the sets of their vertices spans a directed path (which, perhaps, consists of a single vertex). It is easy to see that there are at most k 2 k! such pairs on a given set of k vertices. Hence, the expected number of such pairs in D(n, p), np = 1 − ε, is bounded from above by
Thus, the probability that D(n, p) contains a complex component is bounded from above by O(1/(ε 3 n)) and tends to 0 as n → ∞. This completes the proof of the first part of Theorem 6. Now let the random variable Y a (n) count the number of directed cycles larger than m = a/ε . Then
One can easily check that for a given r ≥ 2, the rth factorial moment of Y a (n) tends to λ r a as n → ∞. Consequently, the random variable Y a (n) tends in distribution to a Poisson variable with expectation λ a , and since clearly
, the assertion follows.
The supercritical case
Throughout this section we study the structure of D(n, p) in the supercritical phase when np = 1 + ε, and ε = ε(n) → 0 but ε 3 n → ∞ as n → ∞. Let us recall that k 0 = 2ε −2 log nε 3 .
Let X denote the number of 'large' vertices, which have both more than 1.9εn descendants and more than 1.9εn ancestors. The main difficulty in the proof of Theorem 1(ii) is to estimate the number of large vertices, which is done in the following lemma, whose proof we postpone until the next section.
Lemma 7.
If np = 1 + ε, where ε = ε(n) → 0 but ε 3 n → ∞, then the expectation of X is given by EX = (4 + o(1))ε 2 n, while for the variance of
In particular, a.a.s.
Once we assume that Lemma 7 holds, the rest of the proof of Theorem 1(ii) is not so difficult. Let us start with the two following observations. Lemma 8. If np = 1 + ε, where ε = ε(n) → 0 but ε 3 n → ∞, then a.a.s. at most one component of D(n, p) contains cycles longer than 2 log log nε 3 /ε.
Proof. Let v denote a large vertex of D(n, p) (from Lemma 7 we know that a.a.s. at least one such vertex exists). If we remove from D(n, p) all vertices of − → S (v), we get a digraph with
contains no cycles longer than, say, log log nε 3 /ε. An analogous argument shows that a.a.s. no such cycles are contained in D(n, p) \ ← − S (v). Hence, a.a.s. all cycles longer that 2 log log nε 3 /ε must belong to a strongly connected component containing v.
Lemma 9. If np = 1 + ε, where ε = ε(n) → 0 but ε 3 n → ∞, then a.a.s. o(ε 2 n) large vertices of D(n, p) are not contained in cycles longer than 2 log log nε 3 /ε.
Proof. Let v be a vertex of D(n, p). Now generate − → S (v) in the breadthfirst search process. The probability that
= {v} is bounded from above by the probability that the component of G(n , p), n p = 1 − 0.8ε, containing a given vertex v, is larger than 1.9εn , which is o(ε) according to Lemma 3. Now let h = log log nε 3 /ε. The expected number of vertices in − − → S ≤h (v), conditioned on − → S (v) being large (i.e. process does not become extinct quickly) is given by
Consequently, the probability that there is an arc starting at a vertex in − → S ≤h (v) with the end at v is bounded from above by
Thus the probability that a vertex is large but either does not belong to a directed cycle, or belongs to a cycle shorter than h is bounded from above by
Now the assertion follows from Markov's inequality.
Proof of Theorem 1(ii).
From Lemmas 7 and 9 we infer that a.a.s. (4 + o(1))ε 2 n large vertices belong to components which contain cycles longer than 2 log log nε 3 /ε, while Lemma 8 ensures that such a component is unique.
Finally, observe that D(n, p), np = 1 + ε, can be viewed as obtained from the digraph D(n, p ) where np = 1 + ε/2, by adding to it arcs of D(n, p ), where 1 − p = (1 − p )(1 − p ). Thus, a.a.s. the largest component L of D(n, p), which has (4 + o(1))ε 2 n vertices, contains the largest component L of D(n, p ), which contains (1 + o(1))ε 2 n vertices. But then, clearly, L cannot be a directed cycle, so it must be complex.
Proof of main lemma
This section is devoted to the proof of Lemma 7. Let A denote the set of all large vertices of D(n, p), that is the set of those vertices which have both more than 1.9εn descendants and more than 1.9εn ancestors. Instead of calculating the expectation and variance of X = |A|, we estimate the number Y of elements in a certain set B closely related to A, and then show that the symmetric difference between A and B is likely to be small.
Let g = 2ε −1 log log nε 3 , and let B denote the set of those vertices from which the breadth-first search lasts for at least g generations in both directions. In other words, B is the set of vertices v such that − → S g (v) = ∅ and ← − S g (v) = ∅. We show that a.a.s. Y = |B| = (4 + o(1))εn, and then prove that a.a.s.
Before calculating the expectation and variance of Y , we state a number of inequalities which we shall use later on. Let v be a vertex in D(n, p), and let D be a set of vertices in
Lemma 3 implies that
If we moreover assume that n = n − o(εn), then
The expected number of neighbours of a vertex is (n − 1)p ≤ 1 + ε, so the expected number of vertices in the ith generation of the breadth-first search starting at v is bounded from above by (1 + ε) i . Thus
By Markov's inequality,
Since by Lemma 3, for n = n−o(εn), we have P[S(n , p) ≥ εn] = (2+o(1))ε, and
Let us note that if Z is a non-negative random variable and A is any event with P[A] > 0, then
.
Moreover, if A is the event that Z > 0, then in (7) the equality holds. Conditioning on the breadth-first search from v lasting at least g generations, we get
If we instead condition on the process dying out before g generations, we obtain
Finally, notice that Lemma 5 gives
In order to prove Lemma 7, we first estimate the expectation of the number Y of vertices in B. Let v be a vertex in D(n, p). Using the breadth-first search we first expose the set
and then the set
Note that in the process of exposing the sets − → V and ← − V no potential arc was tested more than once.
We moreover let
. The significance of these sets is that the vertices in − → V g are the only vertices in − → V from which there can be an arc to D \ − → V . Similarly, the vertices in ← − V g are the only vertices in ← − V to which there can be an arc from D \ V .
Proof. Let v be a vertex, and let − → V and ← − V be defined as above. From (6) it follows that the probability that
, so it follows that the probability that both
This may happen only if there are arcs from − → V to ← − V . As noted above there can be no arc from − − → V <g to D \ − → V , so we only have to consider arcs going from − → V g to ← − V . The expected number of such arcs is
The random variables | − → V g | and | ← − V | are not independent, but we note that the bound for | ← − V | given by (10) holds regardless of the size of − → V g . Hence, the probability that there is an arc from
according to (8) and (10) . This completes the proof of the lemma.
Lemma 11. Let v be a vertex of D(n, p), and let C 1 denote the event that − → S g (v) = ∅ and C 2 denote the event that
Proof. Suppose first that − → S g (v) = ∅. Thus the breadth-first search starting at v lasts for at least g generations. Remembering the duality of the models D(n, p) and G(n, p), the probability that this happens in D(n, p) is equal to the probability that it happens in G(n, p). In the model G(n, p) this can only happen if v is in a component of diameter at least g. Let Z n,p (g) be the number of components in G(n, p) with fewer than k 0 vertices and diameter at least g. Luczak [11] showed that
The probability that the breadth-first search starting at v lasts at least g generations but does not generate k 0 vertices is therefore bounded from above by
, and hence
On the other hand, suppose that − → S g (v) = ∅. By (5) the probability that S ≤g (n , p) ≥ εn/ log nε 3 is o(ε) whenever − → S g (v) = ∅, whereas the probability
which completes the proof of Lemma 11.
The next step in the proof is to bound the variance of Y .
Proof. We prove the lemma by showing that
That is, we calculate the number of pairs of vertices v and w such that
= ∅, and ← − S g (w) = ∅. We assume that v is a vertex such that − → S g (v) = ∅ and ← − S g (v) = ∅, and count the number of vertices w = v such that − → S g (w) = ∅ and ← − S g (w) = ∅. Our goal is to show that the expected number of such vertices is (4 + o(1))ε 2 n. As previously, we first expose the descendants and ancestors of v, producing the sets − → V and ← − V . We then expose the descendants and ancestors of w in a similar way, letting
and
We also define the sets
The probability that − → W g = ∅ is (2 + o(1))ε by (6) and (9) . In order to verify (12), we show that if − → W g = ∅, then the probability that − → S g (w) = ∅ is o(ε). In other words, if A 1 is the event that v ∈ B, w ∈ V and − → W g = ∅, we want to show that
If A 1 holds and − → S g (w) = ∅, it must be because there are arcs from − → W to V . Note that there can be no arcs from − → W to ← − − V <g , since the origin of any such arc would be in ← − V . We therefore only have to consider arcs from − → W to ← − V g and − → V . As we soon see the probability that there are arcs to ← − V g is o(ε). The probability that there are arcs to − → V is significantly greater, so we will have to look at this case much more carefully.
We distinguish between two types of vertices in − → V , malevolent and benevolent ones. Loosely speaking, the malevolent vertices are those which have many descendants, while the benevolent vertices have few descendants. We will show that w has a malevolent descendant with probability o(ε). On the other hand, w may have several benevolent descendants, but it is unlikely that it has so many of them that the total number of its descendants becomes k 0 or more. Because of Lemma 11, this will imply the claim.
Recall that the set − → V was found using a breadth-first search starting with the vertex v. In the course of exposing the vertices in − → V we have therefore exposed several arcs between vertices in − → V , such that we have a directed tree, rooted at v. Let us call this tree − → T . This tree has the same vertex set as − → V , while the set of arcs of − → T is a subset of the set of arcs of D(n, p) joining vertices in − → V . If x is a vertex in − → V , we define − → T x to be the subtree of − → T rooted at x. In precise terms, − → T x consists of those vertices y ∈ − → T such that the unique path from v to y in − → T passes through x. Let − → T x = − → T x ∩ − → V g be the set of descendants of x in − → T which are in the last generation of − → V . These are the only vertices in − → T x from which there can be an arc to D \ − → V . Note that this set may be empty. We moreover define the set
Thus, to obtain − → U x , we first find the subtree of − → T rooted at x, and then continue the breadth-first search for up to g generations in D . We say that x is malevolent if − → T x is non-empty and S g (D , y) = ∅ for some y ∈ T x . Otherwise we say that x is benevolent.
Let us first identify the vertices in − → V which are descendants of w. Let us expose all arcs from − → W to − → V and denote by − → Z 1 the set of vertices in − → V to which there is an arc with origin in − → W . Then we expose the descendants of these vertices, but without exposing any more internal arcs in − → V , letting
Having found these extra descendants of w, we expose the possible arcs going from − → U 1 to − → V , and continue as above. We define the sets 
Finally, let − → U = m≥1 − → U m be the set of all descendants of w found by this procedure. Observe that by this process we are guaranteed to expose the entire set of − → U , even though − → U x and − → U y may overlap for many choices of x and y. Furthermore, observe that if none of the vertices in − → U are malevolent, then the breadth-first searches used to expose the sets − → U 1 , − → U 2 , . . ., are allowed to continue until no more descendants can be found in D . In this case there are no arcs from − → U to the rest of D . Thus, if there is also no arc from
U comprises all descendants of w. We can therefore conclude that if − → S g (w) = ∅ and A 1 holds, at least one of the following events must happen.
(i) w has a malevolent descendant.
(ii) There is an arc from
We show that each of these events happens with probability o(ε). That (iv) holds with probability o(ε) follows from Lemma 11, so we only have to consider the three first events. From (8) and (11) we have
Let us first count the expected number of malevolent vertices. If y ∈ − → V g , the probability that y is malevolent is simply the probability that − → S g (D , y) = ∅, which is bounded from above by (2+o(1))ε according to (6) . Every vertex in − → V g has g ancestors in − → T , so by (14) the expected number of malevolent vertices in − → V is bounded from above by
ε .
Now let us count the expected number of vertices in
. .. Suppose that x is a randomly chosen vertex in − → V and let y be a vertex in − → V g . Since y has g ancestors in − → T , the probability that x is an ancestor of y in
There are at most g vertices in the unique path in − → T x from x to y for every y ∈ − → T x , so
Thus, by (10) ,
The expected number of arcs going from
Note that (15) holds even if we condition on the size of − → V . Thus
For m ≥ 1, let B m be the event that all the sets − → U 1 , . . . , − → U m contain only benevolent vertices. Then, from (19) and (20),
Therefore, according to (19),
By induction it follows that
for m ≥ 1, where C is the constant implicit in (23).
We can now calculate the probability that w has a malevolent descendant. The expected number of arcs from − → W to a malevolent vertex in − → V is, according to (15) and (16),
If we assume that B m holds, then the expected number of arcs from − → U m to a malevolent vertex is bounded from above by
Hence, the probability that − → U contains a malevolent vertex is
This proves that the event (i) happens with probability o(ε). Now we consider the cases (ii) and (iii). From (24) we find that
so by (15) and (25),
Markov's inequality then gives us
thereby proving that (iii) happens with probability o(ε).
What remains is to calculate the probability that there is an arc from
We first note that there can be no arcs from (14) also holds for ← − V g , so together with (26) this shows that the probability that there is an arc from
We have made no assumptions regarding the order of ← − W , so the expected size is given by (4) . The probability that there is an arc from
The only arcs we have yet to consider are therefore the ones from (22) and (24) it follows that
Then, by (17), we get
The expected size of ← − − V <g is bounded by (9) , so the probability that there is an arc from
This completes the proof of (13). We now assume that w is a vertex such that − → S g (w) = ∅, and we want to calculate the probability that ← − S g (w) = ∅. We show that
The probability that
In order to verify (27), we show that
We want to avoid exposing arcs leading to vertices which we have exposed before, in order to avoid dependencies. In the previous step we may have had to expose some of the vertices in D in order to determine whether − → S g (w) = ∅. To be precise, we may have exposed some of the vertices in −−→ S ≤2g (v) \ − → V , but we do not know how many. However, in order to keep our calculations as tidy as possible, we assume that we have exposed all of the vertices in
, and we call this set − → V . In addition we let
and similarly
We moreover let D = D \ V . The calculations needed to prove (28) are very similar to in the previous case, and we use the same notation as earlier, with the arrows reversed: in the course of exposing ← − V , we have exposed a directed tree, rooted at v, which we call ← − T . If x is a vertex in ← − V , we define ← − T x to be the subtree of ← − T rooted at x, and we let
A vertex x ∈ ← − − V <g is malevolent if it has a malevolent ancestor in the tree ← − T . Vertices in ← − V which are not malevolent are benevolent.
We let ← − Z 1 be the set of vertices x in ← − V such that there is an arc from x to some vertex in ← − W , and we let
, such that there is an arc from x to some vertex in ← − U m , and for m ≥ 2,
As in the previous case, we see that if A 2 is satisfied and ← − S g (w) = ∅, then at least one of the following events must happen.
(i) w has a malevolent ancestor.
Most of the calculations which show that each of these events happens with probability o(ε) are basically identical to the previous case, so we skip them. For example, the probability that there is an arc from − → V g to ← − W is virtually the same as the probability that, in the previous case, there was an arc from − → W to ← − V g . The only differences from the previous case is that we have − → W g = ∅ by assumption, and we have to consider the possibility of arcs from − → V 2g to ← − U and from − → V to ← − U ∩ ← − V g . By similar calculations as earlier, we obtain
Thus, by (31), (32) and (33), the probability that there is an arc from 
The number of vertices w in − → V such that w ∈ B is counted by (37) and (38), and is o(nε 2 ). By symmetry, the same holds for ← − V . This completes the proof of the lemma. Finally, we remark that simple calculations similar to that presented in (39) show that, as in the case of random graph (see [10] and [5] ), in the supercritical case a.a.s. long cycles of D(n, p) are contained in the giant component while short cycles lie outside it.
