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ABSTRACT 
Dryland salinity has become a major environmental problem in Australia 
through changes in land management incurred since European settlement. 
Given appropriate conditions of land management and clin1ate, salinisation 
follows the advent of discharge areas which arise through rises in groundwater 
level and/ or impediments to groundwater flow. Impediments may be structures 
such as dams, roads and railway embankments but can also occur naturally 
through geological features. Geological structures such as dykes, faults and 
contact zones may be impediments to groundwater flow as can changes to 
hydraulic conductivity through changes in the permeability of rocks and soils. 
Geological factors have been incorporated into a predictive model to 
identify areas at risk to salinisation. The model is a Decision Tree Analysis run 
via the KnowledgeSEEKER computer program. Results from this modelling 
exercise are comparable with other models based on surface and near-surface 
flow and topographic indices but suffer from being site specific. 
The study highlights the need for development of improved methods of 
mapping subsurface features and for widespread changes to the current system 
of land management. 
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They will become a place of salt pits and 
everlasting ruin, overgrown with weeds. 
Zephaniah 2:9 
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1. INTRODUCTION 
1.1. The role of geology 
The idea that geology plays a key role in determining the occurrence of salinity 
came from initial inspections of several CSIRO Division of Water Resources' 
field research sites. It was apparent in such areas as "Tambea" (north of Wagga 
Wagga), Cudgell Creek (north-west of Young) and Tout Park (north of Young) 
that in these areas of basically similar granitic lithology, dry land salinity 
occurred in unusual parts of the landscape and not just on the lower slopes 
where it is commonly known to occur. 
Air-photo interpretation indicated that each of the areas was traversed 
by numerous linear features (referred to as lineaments) and direct correlations 
could be drawn with some of these lineaments and occurrences of discharge 
areas and salinised areas. 
To examine the role of geology and identify areas at risk required that 
geological factors associated with the salinisation process be identified and taken 
into consideration. How to gather the necessary geological data and assess its 
significance, not only in the study area but to the broader pkture, such as the 
Murray-Darling Basin, was a concern. 
A major problem arose because the factors affecting salinity are generally 
immeasureable in a practical sense. Surface data can be readily acquired but the 
most significant features, including geology, are those beneath the surface. 
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1.2. The salinity problem 
Salinisation in landscapes and its deleterious effects have been known for 
thousands of years. However it is only since late in the last century that any 
understanding of its causes in non-irrigated (dryland) areas has been developed. 
For dryland salinity to develop there are three essential requirements: 
1. There must be salt stored in the soil profile. The salt may come from the 
local weathering of rocks and minerals, from rainfall or be transported 
from elsewhere. 
2. There must be sufficient surface water or groundwater to cause 
mobilisation and transportation of the salt. Once salt is in solution, it is 
mobilised and transported as part of the hydrological cycle (Figure 1). 
3. There must be the right vegetation cover and climatic conditions to 
concentrate the salt in the plant root zone and/ or at the land surface. 
It must be emphasised that incidences of dryland salinity do not 
necessarily require discharge to occur. Saline groundwater within two metres 
of the surface can cause plant and soil deterioration through capillary action 
(Nulsen 1981). If there is an excess of water or hydrogeolog;ic conditions are 
such that water flows out of the system as runoff or interflow, the increased 
recharge may result in increased streamflow and increased salt load 
(Macpherson and Peck 1986). 
All of these factors can be affected by human intervention and often 
salinisation can be related to land management. In Australia, changes in land 
use since white settlement have induced salinisation by remobilising stored salts 
in the regolith. Since it is virtually impossible to eliminate all the salt stored in 
the regolith, new land management strategies are needed. The problem can be 
solved only by reversing the trend of rising groundwaters. This means that the 
water balance which redistributes the salt must be modified. 
Dryland salinity differs from irrigation salinity in that it usually occurs 
on gentle slopes or flat areas where a saline watertable intersects or very nearly 
-2-
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Water table 
Direction of water or moisture movement 
Figure 1. The hydrological cycle 
From: Water Resources Commission, NSW (1984) 
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reaches the land surface (Figure 1). The principal cause of the problem in 
Australia has been agricultural development which involved the extensive 
clearing of trees and other native vegetation, especially on hillsides, and their 
replacement with crops and annual pastures (Plate 11). Deep rooting perennial 
pastures, such as lucerne and phalaris, are not so much of a ]problem. The real 
problem arises with annual crops whose plants have a short growing season 
and shallow root systems. 
When rain falls, some of it escapes as surface runoff, some evaporates 
and some enters the soil where it may be used by plant roots or drain beyond 
the root zone into the groundwater table. Annual pastures and crops use less 
water annually than does native vegetation. Excess water in pasture and 
cropping areas infiltrates beyond the root zone and, in addition to spreading 
laterally, gradually raises the groundwater level (Figure 2). The rising 
groundwater dissolves soluble salts and becomes more saline. The increasingly 
saline ground water affects the roots of plants, causing their deterioration and 
probable replacement by more salt-tolerant species. Under certain conditions the 
groundwater may evaporate through soil capillaries and leave an accumulation 
of salt on top of the soil or in its uppermost layers (Mcintyre 1982). 
The rise in the level of the watertable and subsequent rise in 
groundwater pressure further downhill causes the groundwater to discharge 
through the land surface, in some cases at a point higher on tlhe slope than one 
would expect (see Figure 2). In drier areas the discharging groundwater will 
evaporate, leaving behind a deposit of salt. In other cases the excess 
groundwater discharge might lead to waterlogging and subsequent degradation 
of soils and pastures. 
The time lag between agricultural development and its impact on the 
groundwater system differs with different climates and hyd:rogeology. It can 
range from as little as five years (Walker and others 1989a) to ats much as 50-100 
years or more (Hughes 1979 p14; Wagner 1987 and pers comm; Nicholson 1993). 
For many parts of Australia the effect on soil, groundwater and stream salinity 
is only now beginning to appear. 
I 
Already, dryland salinity is widespread in Australia and is most 
prominent in the longer settled regions of Western Australia and South 
Australia and the western half of Victoria (Figure 3). It occu:rs in the southern 
and eastern areas of New South Wales west of the Great Dividing Range and 
in the south-eastern parts of Queensland. 
In Western Australia it occurs in the south-western corner of the state in 
the wheatbelt and in the mixed farming and grazing areas interspersed through 
the south-west forests. 
In South Australia the most serious outbreaks occur in the south-eastern 
corner, the region occupied by the outlet for the Murray-Darling river system. 
Other areas of concern occur in the Mount Lofty Ranges and on the Eyre and 
Yorke peninsulas to the west. 
Outbreaks in Victoria, New South Wales and Queensland are almost 
entirely restricted to upland regions of the Murray-Darling Basin (Figure 3), 
although isolated occurrences are known to be developing outside the Basin in 
some coastal .areas. 
Insufficient .data exist to produce a more up-to-date map of Australia 
showing the areas currently known to exhibit dryland salinity problems. 
However, the 1982 map (Figure 3), when compared with that of 1992 Figure 4, 
serves to illustrate how the situation has changed in the Murray-Darling Basin. 
The increased areas and number of new occurrences of dryland salinity reflect 
three factors: 
• Increased knowledge has provided easier recognition of salinity 
symptoms. 
• Landowners are now generally less reticent to report occurrences. 
• As the salinity process develops, new areas are beco~ing evident. 
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Figure 2. Before and after clearing diagram 
From: Gardiner (1993) 
-6-
Dryland salinity has very serious economic and ecological consequences. These 
include: 
• rising salinity levels in soils and streams, 
• deteriorating water quality, 
• land degradation, 
• decline and loss of native vegetation, and 
• loss of natural habitat for wildlife. 
To overcome the continuing degradation will require a sound understanding of 
the processes involved and the transfer of this understanding to those primarily 
involved with the management and well-being of the land, the land-holders 
themselves. Titis understanding can only come from research and it is hoped 
that the research reported on in this thesis will contribute to our knowledge and 
understanding of the dryland salinity problem. 
While amelioration measures can be applied to areas already salinised 
they can be expensive and may not be successful. On the premise that 
"prevention is better than cure" it would seem sensible and more cost-effective 
to identify those areas at risk and take preventative measures where possible. 
Thus, identifying and delineating areas of potential and iincipient dryland 
salinity is a vital task. 
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in Australia (1982) 
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Prcxiuced from data provided by State agencies to the MDBC Dryland 
Salinity Management Working Group, 1992 
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1.3. Thesis aims and objectives 
Is there a link between geology and the occurrence of dryland salinity? 
This is a question fundamental to understanding the problems of salinity 
and one which invariably leads to others often asked by land-owners, such as: 
• Why is there a salinity problem in this area whilst the apparently similar 
adjoining area appears to have no problem? 
• What is the risk of this problem-free area developing a salinity problem? 
• How would one go about developing a method to predict areas at risk? 
The usual method of answering the first question is to apply a set of rules 
involving the numerous factors known to cause dryland salinity. To answer the 
second requires that the set of rules is extended by incorporation of the relevant 
factors into a predictive model. The third is the focus of this study. 
The aims of this study are thus to: 
1. Idenp.fy which geological factors are common to each salinised 
catchment. 
2. Isolate a set· of diagnostic geological factors common to salinised sites. 
3. Acquire field data for environmental attributes considered significant in 
the process of salinisation. 
4. Assess these geological and environmental factors to establish how they 
can help in deciding the role of geology. 
To achieve these aims the following objectives were formulated: 
• Identify the salinised areas in each affected catchment of the study area. 
• Distinguish salinised areas from surrounding non-salinised areas. 
• · Identify the geological factors common to each salinised catchment. 
• Incorporate these factors and appropriate environmental attributes into 
a predictive model. 
• Use Field Site 1 (northern half of the study area) as a training area to 
fine tune the model. 
• Test this model on Field Site 2 (southern half of the study area). 
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1.4. Study area 
An area of major concern in respect of overall salinity in1 Australia is the 
Murray-Darling Basin. The area is delineated by the surface catchment areas of 
the Murray and Darling rivers (Figure 5) but includes their underlying aquifers 
which, in some cases, extend beyond the defined surface boundaries (Figure 6). 
The geological history of the Murray-Darling Basin accounts for many of 
its present-day problems. Essentially, the Basin consists of two drainage basins: 
the Murray, which coincides with a distinct w1derlying geological basin , and 
the Darling, which sits above the central and south-eastern portions of the Great 
Artesian Basin. They are separated by a ridge of relatively low uplands known 
as the Canobolas Divide (Williams 1991). 
The Murray Basin is bordered to the south and east by mountain ranges 
containing marine sediments and these ranges also form the eastern boundary 
of the Darling Basin. Many of these marine sediments still contain salts in their 
porous structure. The Darling Basin is bounded to the west and north by gently 
folded sedimentary rocks. 
A series of active erosional/ depositional periods separated by more or 
less stable, warm, wet conditions with high watertables during the Tertiary 
Period, resulted in chemical weathering of rocks and the formation of deep 
lateritic profiles commonly containing high concentrations of soluble salts. In the 
Murray Basin, several marine intrusions and regressions resulted in the 
deposition of deep, marine sediments interspersed with permeable freshwater 
coarse sands. Some of the latter form what is now referred to as the "deep lead" 
systems of some northern Victorian palaeo-valleys and the major aquifers 
underlying the Riverine Plains of Victoria and southern New South Wales 
(Williams 1991). There is thus plenty of scope in the Murray-Darling Basin for 
salt of geological origin to form part of the salination process. 
Apart from environmental considerations, the economic significance of 
the Murray-Darling Basin can be appreciated from the following: 
Firstly, the Basin covers approximately 1.063 million square kilometres 
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21 Macquarie -Bogan Rivers 
22 Condamlne-Culgoa Rivers 
23 Warrego River 
24 Paroo River 
25 Darling River 
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0 100 200km 
L ______ _ 
I 
Figure 5. Sub-basins and catchments of the 
Murray-Darling Basin 
From: CSIRO (1982) 
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Figure 6. Regional ground water movement in 
the Murray-Darling Basin 
From: CSIRO (1982) 
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• •. 
(Walker and others 1989b), one-seventh of the area of continental Australia. 
Secondly, in financial terms it accounts for 45 per cent of Australia's 
agricultural land, including 25 per cent of its beef cattle and dairy farms, 50 per 
cent of its sheep and lamb producing country, 50 per cent oJf its cropland and 
75 per cent of its irrigated land. Total production was valued in 1990 at more 
than $12 billion per annum (Williams, BG 1990). 
Thirdly, at least twenty significant rivers drain the Basin, supplying water 
to. sixteen cities, including Canberra and Adelaide. Each of these rivers has 
associated wetlands of key importance. 
Studies to date indicate that dryland salinity occurs predominantly in the 
upper catchment areas of these rivers and their tributaries and for this reason 
the study area chosen for this project forms part of the Upland Region of the 
Murray-Darling Basin. This includes areas of more than two per cent slope but, 
for simplicity, omits isolated areas which individually occupy an area of less 
than 25 sq km. 
This region covers a very large area and contains many areas exhibiting 
dryland salinity problems. To isolate a suitable study area required that it be 
representative of as much of the Upland Region as possible with respect to 
climate, land management practices and regional geology. It also needed to be 
accessible both logistically and in terms of farmers' co-operation. The farmers 
whose land occupied the study area had already committed themselves to co-
operating with CSIRO's Division of Water Resources in field trials as part of a 
salinity research program. 
Tout Park was chosen as a study area for this project since it complied 
with the above requirements and contained eighteen individual catchments, 
most of which exhibit discharge areas, salinised areas, gullies,, or combinations 
of two or more of these. 
The study area occupies parts of the eastern catchments of the Lachlan 
River near the township of Young (Figure 7) and lies in a gramitic area similar 
to many to be found on the western slopes of the Great Dividing Range where 
the Upland Region is situated. It is within two hours drive from Canberra on 
mostly bitumen roads and is accessible under all weather conditions. 
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Figure 7. Location of Tout Park study area 
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2. DRYLAND SALINITY -
A REVIEW 
2.1. History 
Investigations in Australia into problems caused by salinity have increased in 
intensity since the late 1960s when the seriousness of the problems, their 
widespread occurrence and social and economic impacts were realised. 
The earliest record of land degradation and a salinity problem came in 
1853 when a Victorian farmer, JG Robertson (later to become New South Wales 
Minister for Lands), wrote in a letter to Governor LaTrobe: 
... the soil is getting trodden hard with stock, springs of salt water 
are bursting out in every hollow of watercourse, and as it trickles 
down the watercourse in summer, the strong tussocky grasses die 
before it, with all others ....... ruts, seven, eight and ten feet deep 
and as wide are found for miles where two years ago it (the land) 
was covered with tussocky grass like a land marsh. (Powell 1989) 
In the 1890s salt problems were first noticed in the Kerang region of 
Victoria less than twenty years after the commencement of irrigation. In other 
parts of Victoria salting problems were recorded in the Berwick area (Holmes 
and others 1940) and in the Dookie area (Downes 1949). 
Recognition that a salt problem existed was noted in the Northam-
Toodyay district of Western Australia in 1897 where locals saw the connection 
between increasing stream salinity and the clearing of native vegetation 
(Schofield and others 1988). In 1909, seven years after completion of the 
Mundaring reservoir, NC ReYnoldson attributed the rapidly increasing salinity 
of its waters to ring-barking and cultivation within the reservoir catchment 
(Reynoldson 1909). The salinity of railway water supplies was also attributed 
to ring-barking in their reservoir catchments (Bleazby 1917). Since that time the 
salinities of the major rivers of south-western Western Australia have increased 
dramatically (Schofield and others 1988). 
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Working in North America, Hilgard (1877) issued the first publication 
dealing with salinity in the United States and suggested that the salts might be 
leached from the soils by flooding, accompanied, if possible, by underdrains. 
However, it was not until the 1920s that Harris (1920) and Wood (1924) 
recognised that salinity problems were associated with areas that were wet or 
had high watertables. 
In South-east Queensland watertable salting was noted in some areas in 
the 1920s with trees dying in valley floors as a result of the major clearing 
which commenced in 1880 in association with dairying and timber milling. A 
very marked outbreak of watertable salting occurred in the 1950s in areas where 
clearing and cultivation had commenced during the early 1900s (Hughes 1979). 
Springs which appeared after a series of wet seasons were originally saline or 
later turned saline, indicating a rising saline watertable. 
The first plausible explanation of the salting problem was put forward 
by Wood (1924) who suggested that salt was stored in the :soil as a result of 
rainfall and dry fallout of transported oceanic evaporation (so--called cyclic salt). 
Rising groundwaters, the result of increasing percolation of rainwater after 
clearing of native vegetation, dissolved these salts, bringing them to the surface 
in saline seeps or into streams through lateral flow. 
Kelley (1951) stated that "water then is the chief agent by which salts are 
moved and its evaporation gives rise to the accumulation of salts in the soil". 
He concluded that salinity is a water rather than a soil problem, a conclusion 
in accord with current thinking. 
Philip (1957) noted that the closer the watertable approaches the surface 
the greater is the evaporation from it and so also the salt accumulation. 
Recognition of the widespread nature of the problem resulted in a study 
of dryland salinity in Victoria from 1952to1955(Cope1958).In this study Cope 
proposed that rainwater infiltrating the soil and moving downslope as soil 
throughflow would carry dissolved salts with it and eventuaUy emerge on the 
valley floor where the salts would be concentrated. Research since then has 
shown that the mechanisms proposed for the salting process were incorrect and 
that discharge of deeper groundwater is the main factor in that area. 
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In their studies on salting, Smith (1962, 1966), Bettenay and others (1964) 
and van Dijk (1969) investigated confined aquifer systems but considered only 
those which were relatively shallow to be important. Nowadays deep aquifers 
are also considered important. 
Bettenay and others (1964) found that perched water within deeper (up 
to lOm) sand deposits on slopes is particularly common in eastern areas of 
South-west Western Australia and, although the water is relatively fresh, salinity 
problems arise when it is concentrated by evaporation in the discharge zone. 
These findings were confirmed in later work by Williamson (1973), Nulsen and 
Henschke (1981) and George (1990a, 1990b, 1990c). 
Until the 1960s the emphasis on investigations was on the salted land 
itself whilst little reference was made to the cause of salting. Teakle and Burvill 
(1938) had recognised the development of saline soils without irrigation in 
different topographic situations. Wagner reported on saline soils in his studies 
of land degradation in south-eastern New South Wales (W agnier 1957). Stephens 
(1962) recognised various types of saline soils and later Northcote and Skene 
(1972) expanded on this using the terms saline and sodic soils based on levels 
of chloride, exchangeable sodium and alkalinity. 
By the mid-1960s it was becoming evident that the area affected by the 
salinity problem was expanding at a rapid rate. 
Northcote and Skene (1972) mapped the extent of saline soils in Australia 
and estimated that 197 OOOha of land which once produced satisfactory crops 
and pastures was then saline. They acknowledged occurrence of the problem 
in Queensland (Pauli 1972), New South Wales (Wagner 1957; Logan 1958; van 
Dijk 1969) and Tasmania (Colclough 1973), but estimates of the areas affected 
in those states were not known. Cope (1958) estimated the area affected in 
Victoria as more than 4 OOOha, while Northcote and Skene (1972) quote a later 
estimate of 5 OOOha in that state. Rowan (1971) estimated the rate of growth of 
salt pans in north-western Victoria as 1.5 - 4.2 per cent per year. The problem 
also occurs in South Australia where Matheson (1968) estimated that 14 OOOha 
of land was affected. 
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In Western Australia it was shown by Lightfoot (1964) that the area of 
land affected by salting was increasing at the rate of 3 per ~cent per annum. 
Malcolm and Stoneman (1976) estimated that 167 000 ha of previously 
productive farmland in Western Australia was then too saline to grow the 
preferred crops and pastures. By the early 1980s the rate of increase of land 
affected by salting for the previous three decades had increased to 5 per cent 
(Working Party on Dryland Salinity 1982). For Victoria the overall rate of 
increase in this period was 2 per cent but in some areas the filgure was up to 5 
per cent. Areas affected in the Lockyer Valley in Queensland grew from minor 
occurrences in 1950 to 520ha contained in twenty four outbreaks by 1979 
(Hughes 1979). 
Recent figures (Table 1) show that , despite the efforts of researchers, 
community groups and governments, the situation is still worsening. 
TABLE 1 
Extent of saline seepage (thousands of ha) 
Q1Q. NSW Vic Tas SA WA NT Aust.(total) 
1982 8 4 90 5 55 264 0 426 
1990 8* 14 100 8 225 443 0 798 
From Working Party on Dryland Salting in Australia (1982), 
Williamson (1990) 
"'No new data since 1982 for Queensland 
By the late 1960s researchers were confident that the principles involved 
in secondary salinity were understood, however, wide variations in their 
knowledge of details existed. Since then the approach of investigators has been 
to examine closely the processes and mechanisms involved in dryland salinity 
and to study the possible means of groundwater recharge control, including 
water usage by plants. Methods for detecting and monitoring saltland 
development, e.g. Landsat, air-photos, electromagnetic and resistivity surveys 
and botanical methods, are being developed. Attempts are also being made to 
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design viable land management options by integrating the process and 
mechanism data with landscape characteristics on a catchment basis 
(Jenkin 1981a). 
Dryland salinity research requirements vary from one area to another, 
from individual land-holders to government bodies, from single catchments to 
whole basins. Within this discussion the research topics have been assigned to 
seven basic areas, despite the inevitable overlap of topics, as follows: 
Salt; 
•balance 
• transport 
• source and amount 
• geochemistry 
• the salting process 
Defining recharge areas and estimation of recharge; 
Groundwater systems; 
• definition and monitoring 
• hydrogeology 
Groundwater processes; 
• hydrological properties of soils 
Predictive models; 
• stream salinity 
• identification of salt-susceptible land 
Land use and groundwater management; 
• effects of clearing and reafforestation 
• catchment management 
• restoration of hydrological balance 
• salinity control 
Water, soil and plant interactions; 
• evapotranspiration 
• salt-tolerant plants 
• restoration of salinised areas 
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It is interesting to note that the geological theme of this thesis does not 
appear as an individual topic of research. However, geology is an underlying 
component of most of the topics, be it the geological controls on land use 
(outcrop, topography, etc), the type of soil developed from rock weathering, the 
hydrogeology of groundwater systems or rock geochemistry and the source of 
salt. 
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2.2. Salt 
The question of whether a salinity problem exists or not can be contentious with 
land holders. Northcote and Skene (1972) point out that the term "salt-affected 
soils", in its broadest sense, may be taken to include: 
1. Soils in which the growth of plants is subnormal or only halophytic 
species persist, 
2. Soil profiles with particular morphologies, and 
3. Soils merely containing greater amounts of soluble salts than are found 
in "normal" soils. 
Items (1) and (2) have agricultural and genetic implications but the relationships 
between saline, sodic and alkaline properties of soils and either agricultural or 
genetic factors may, but need not necessarily, exist. 
Northcote and Skene (1972) regard saline soils as those containing soluble 
salts which may affect the growth of plants directly as a consequence of critical 
amounts of the salts themselves in the soil of the plant root zone. 
It therefore appears that a critical amount of salt is required for a 
problem to exist. But how much is too much? The notion of salt balance is 
discussed next. 
2 .2 .1. Salt balance 
Under stable climatic conditions water outflow from a catclunent tends to 
balance water inflow, ie a water balance exists. Since water movement is the 
dominant mechanism of salt movement a salt balance also tends to occur, ie the 
accession of salts from weathering and rainfall and the export of salts through 
streamflow and ground water flow are in equilibrium. 
Jenkin (1981b) inferred that, judging from catchments in a variety of 
Victorian landscapes, the level of salt storage in the soil at equilibrium seemed 
to depend main! y upon: 
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• The local storage of soluble ions which is, to a large extent, a function of 
weathering intensity and is therefore related to past climatic history on 
a geological time scale, 
• The hydrological properties, permeability for example, and mineralogical 
characters of the regolith such as chemical reactivit y, ion exchange 
capacity and physical response to wetting, 
• Present climate, particularly the relationship between evaporation and 
precipitation, 
• The geomorphic environment, especially slope, relative elevation and 
other drainage characteristics, and 
• Land use, including the form of land use and the time since clearing. 
This last point is most important. To quote Dyson (1990, p232): 
The cause of salinity is, thus, not the removal of 
native forests, but the failure of land management 
practices to achieve a hydrological equilibrium 
equivalent to that which prevailed before 
agricultural development. 
In a study on terrain, groundwater and secondary salinity in Victoria, 
Jenkin (1981b) considered that a new equilibrium between salt import and 
export was established within about twenty years of land being cleared for 
agricultural purposes. Following this period the concentration of soluble ions 
would remain constant under any particular set of imposed conditions. 
This contrasted markedly with the conclusions of Peck and Hurle (1973) 
and Williamson (1983). Peck and Hurle estimated times of up to 400 years for 
catchments with dryland salinity problems in south-west Australia to reach 
equilibrium. Williamson concluded that the perturbation to the salt balance in 
salt-affected catchments would require a time scale of the ordler of 1 000 years 
for equilibrium to be restored. For catchments with waterlogging problems the 
time would be tens to hundreds of years. 
Peck (1980) calculated the time it would take to accumulate the salt now 
in the soils and subsoils if there have been no losses or other additions. For the 
Darling Range area and the agricultural region further inland in Western 
Australia his estimates were from about 300 years to about 20 000 years. Since 
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some salts are always lost in streamflow, the actual times taken for 
accumulation are probably greater. He therefore suggested that in some areas 
salt storage may not be in balance with the present climate since rainfall is 
believed to have changed over the last 10 000 years. 
In an attempt to quantify the time span and intensity of increased salt 
flow following clearing, authors such as Macpherson and Peck (1986) and 
Schofield (1988) modelled the effects of land disturbances on stream salinity by 
taking into account increased stream runoff. Macpherson and Peck found that 
the stream flow from the experimental catchment increased very significantly 
after clearing, as did the chloride load exported. It appeared tlhat the rate of salt 
outflow was continuing to increase (albeit at a decreasing rate) after eight years 
of leaching. However, they were not able to estimate a convincing value for the 
time at which the experimental catchment would return to s.alt balance. 
When applied to rainfall zones of the northern jarrah forest of Western 
Australia, the model of Schofield (1988) predicted that agricultural clearing 
would result in average stream salinity increases of -70mg/l for the high 
rainfall zone(> 1100mm/yr), of -270mg/l for the intermediate rainfall zone (900-
llOOmm/yr) and of -3400mg/l for the low rainfall zone (<900mm/yr). This 
model, extended from a model developed by Peck (1976), did not provide 
discernibly better predictions than did the original model. However, the 
sensitivity to variations in the improved parameter estimates they used implied 
that a wide range of stream salinity increases could occur within any one 
rainfall zone, due to the variation of local conditions. 
Simpson and Herczeg (1991) studied water and salt budgets from 
aquifers in the Murray-Darling Basin. They fow1d that it would require less than 
two per cent of water from the Parilla Sand aquifer (or similar type) or about 
twenty per cent of irrigation mound water to account for th1~ large imbalance 
(1:1.7) between chloride input from the atmosphere and chloride output in the 
Murray River water. 
More recently Ruprecht and Sivapalan (1991) coupled a long term 
chloride balance model to a water balance model developed for small 
experimental catchments in south-west Australia. The chloride balance model 
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of the basic assumed chloride fluxes and stores in forested and cleared 
catchments has three inter-dependent storages representing the unsaturated 
zone, saturated zone and stream zone. The model performed well in simulations 
carried out on Salmon and Wights catchments in the Collie River Basin. When 
applied to Wights Catchment the chloride transport model was able to predict 
the pre-clearing forested salinities and the increased salinities due to clearing. 
It therefore appears that the amount of salt transported into and out of 
a catchment can be calculated. Given appropriate climatic conditions, if salt 
imports exceed salt exports then a salinity problem will ensue. How the salt is 
transported is reviewed in the following section. 
2 .2 .2. Salt transport 
Most of the natural transport of salt takes place by flow of water in which the 
salts are dissolved. This may occur over the ground surface or within the soil, 
which may be either saturated with water or only moist. In recharge areas soil 
moisture and g~oundwater accumulate beneath the surface and slowly move 
downhill through water bearing strata or preferred pathways to springs and 
swamps. Here the water is evaporated, transpired or becomes a stream. 
Wherever evaporation occurs, salts are concentrated because they do not take 
part in the evaporation process. A concentration of salts occurs around the roots 
of many plants because plant membranes allow the passage of water but not 
salts. 
In an overview of modelling of salt and water movement van der Lelij 
(1990).listed the main processes of such movement as infiltration, redistribution, 
percolation to the water table, drainage, capillary rise, soil moisture extraction 
by roots and evaporation, vertical leakage between aquifers at different depths 
and groundwater flow. For saturated flow he notes that theories are based on 
the Darcy equation and the conservation of mass principle. He also notes that, 
where the groundwater has varying density due to the occurrence of brines or 
where geothermal effects occur, the theories rapidly become more difficult. 
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For unsaturated flow in soils, van der Lelij (1990) emphasised that soil 
moisture potential is the chief determinant. The soil moisture potential is the 
sum of individual potentials due to matric suction, gravity, gas pressure, 
osmotic effects and the overburden. Finally he discusses the theory of salt 
movement, called the advective or convective component. The movement is 
subject to, firstly, hydrodynamic dispersion due to dispersion and molecular 
diffusion; secondly, along the path of flow there may be precipitation due to 
chemical reactions with other salts, to pH or redox potentials, or there may be 
interaction with the negative charge on the clay particles, catusing the ions to 
move at a velocity different from the water. 
In a similar vein Peck and others (1983) identified two mechanisms for 
the transport and concentration of salts: 
• flow of the bulk solution, and 
• molecular diffusion as a result of differences of salt concentration at 
points within the solution. 
Both of these mechanisms apply in soils and permeable rocks, but the transport 
of some ions is retarded by adsorption on solid surfaces. In some rocks and 
clays the pores are so small that dissolved salts are unablle to pass. These 
materials allow water to flow at only extremely small flow rates. The authors 
concluded that there is no evidence of such extreme materials contributing to 
any of our salinity problems. 
In a discussion of the movement of soluble salts in soils under light 
rainfall conditions, Teakle and Burvill (1938) considered some of the then 
current views, particularly With respect to capillary rise. On theoretical grounds 
Mitscherlich (1901), in Germany, calculated that the maximum possible capillary 
rise in heavy clays and loams would be of the order of magnitude of two miles. 
Hall (1912) supported the idea but considered that movement may be expected 
from a depth of 200 feet, whilst Keen (1919) estimated that for an 'ideal' clay, 
capillarity would be effective over a theoretical maximum height of 150 feet. 
Teakle and Burvill (1938) dismissed these ideas since field and 
experimental observations did not support them. They also pointed out that, if 
the ideas were correct, where leaching is not very effective and where long dry 
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spells occur, the surface of the soil would be a "crust" of salts and quite 
unsuitable for the growth of the present types of plants. 
The effect of basin geomorphology on the mobilisation and storage of salt 
was studied by Salama and others (1994) using geophysical surveys. Salts were 
transported by the process of recharge/ discharge. At the catchment scale, total 
soluble salts storage increased from the ridge to the valley where it was high 
within the relict and palaeochannels and highest upstream of geological 
structures. 
Thus, geology plays a part in salt transport as well. This may be either 
as a carrier in, for example, suitably porous strata or as a bariier in the form of 
rocks with fine pore space or in the form of a geological structure. 
2 .2 .3. Source and amount of salt 
Soluble salts within the regolith may come from one or more sources. One is the 
chemical weathering of soil and rock minerals. Another is the physical 
weathering of- rocks in which salts were incorporated at the time of deposition, 
eg marine sediments. Natural weathering processes such as stream bed 
grinding, dissolution by water and acids from rainwater and plant roots, 
oxidation by air and water and alternate freezing and thawing bring ions into 
solution. Other sources are rainfall, dust, run-on, seepage and irrigation waters, 
the disposal of saline water and the addition of fertilisers. 
Saltfall in rainwater generally originates as cyclic salts blown in from the 
spray produced by the action of wind and waves in the ocean. (Israel and Israel 
1974) or from terrestrial sources such as large salt lakes. It also includes dust 
particles and, in some areas, relatively small and localised contributions may 
arise from industrial (Hingston and Gailitis 1976) or volcani1c activity (V alach 
1967). The term 'cyclic' is used as, in most cases, the salts eventually return to 
the oceans via overland and subsurface water flow. 
Historically, aeolian transport of dust and salt particles, although very 
difficult to measure accurately, has been well recorded M' asson 1989) and 
modem dust storms are visible examples of the redistribution of unprotected 
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surface material (Williams, B G 1990). Williamson (1990) quotes measurements 
for inputs of salt from rainfall as ranging from 300kg/ha/ annum near the coast, 
about 30kg/ha/ annum at 250km inland, to about 15kg/ha/ annum at greater 
than 600km inland. At that stage, however, it is indistinguishable from salts 
carried as windblown dust. Salama (1994) reports that salt storages in Western 
Australia were found to increase systematically with decreasing annual rainfall. 
The effects of these atmospheric contributions on the salinity of soils and 
waters has been demonstrated for many parts of the world, eg Eriksson (1960) 
and Gorham (1961). In Australia there is no regular monitoring over extensive 
areas but studies by Hingston and Gailitis (1976) in Western Australia and 
Hutton and Leslie (1958), Briner and Peverill (1976) and Blackbum and McLeod 
(1983) over parts of the Murray-Darling Basin provide local information. 
Peck and others (1983) quote accessions of salt in rainfall and dust as 
being very slow, typically 0.001 to 0.01 kg/m2 /yr. If this amount remains in a 
depth of only 1m of soil, the soil salinity would increase at a rate of about 
0.0001 per cent each year. Although insignificant on an annual basis, the total 
accumulation over a geologic time span would be very substantial. 
In the same paper it is suggested that a very small rate of water 
movement (0.001 to 0.01 m/yr), when directed downwards through the soil, is 
sufficient to prevent the development of soil salinity from accessions in rainfall 
or dust. However, the authors also state that upwards flow from deeper strata 
can add salt to the surface soil very much more rapidly than can rainfall, dust 
and weathering. 
In a study of the nature and possible origins of soluble salts in deeply 
weathered landscapes of Eastern Australia, Gunn and Richardson (1979) found 
that samples of mottled and pallid zones from lateritic profiles or in derived 
materials generally contained moderate to appreciable amounts of soluble salts, 
predominantly sodium chloride. This was particularly so where the profiles 
developed in argillaceous sedimentary rocks, which underlie about two-thirds 
of the area, and in some granitic rocks. Analyses of samples of unweathered 
rocks indicated that some contained moderate to appreciatble quantities of 
sodium and chloride. The authors suggested that these and other soluble ions 
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accumulated in the lower zones as a result of deep (up to llOOm) weathering 
during the Mid-Tertiary. 
To maintain the salt balance in a catchment there must be considerable 
salt export to balance this import from rainfall and other sources. Thus Dyson 
(1983) found that streams in the cleared agricultural lands of the Victorian 
Uplands export considerable quantities of salt as a consequence of elevated 
watertables and groundwater discharge. He maintains that it is commonplace 
to find catchments with an area of less than two hundred and fifty square 
kilometres exporting ten to fifteen thousand tonnes of salt per year through 
their streams into major rivers. Salt export is often equivalent to 600 kg/ha of 
catchment. 
On a local scale Dyson (1983) found that individual areas of degradation 
may exceed 500 ha and almost every valley of a region may be affected. 
Groundwater salinities are usually high, reflecting high salt storage in the 
regolith and commonly exceed 15 OOOmg/l. The result of discharge of such high 
salinity groundwater is that all but the most salt-tolerant species of plants is 
destroyed and the land is left in a barren and eroded state. 
The brief review in this section shows that the role of rocks, and hence 
geology, as a source of salt is dominant. The actual chemistry of the salts and 
their involvement in the salinisation process are discussed in the following 
section. 
2 .2 .4. Geochemistry 
Two classes of salt-affected soils were proposed by Northcote and Skene (1972): 
1. Saline soils dominated by chlorides and sulphates, and 
2. Alkali soils dominated either by exchangeable sodium or by sodium 
bicarbonate or sodium carbonate. 
More generally Northcote and Skene refer to "salt-affected soils" as soils 
with certain defined saline, sodic and alkaline properties. The criteria used for 
soil salinity, sodicity and alkalinity, respectively, are chloride ion expressed as 
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per cent sodium chloride equivalent, exchangeable sodium as a percentage of 
the total cation exchange capacity and pH of a 1 :5 soil:water suspension. 
The term salinity really means impregnated with salt and refers to both 
soil and water. Soil salinity refers to the concentration of soluble salts in the soil. 
Sodium chloride (NaCl) is the most common of the soluble salts and soil is said 
to be saline when it contains 0.2 per cent or more of NaCl by weight 
(Peck 1980). 
Peck defines the salinity of water as the concentration of salts in solution, 
usually the total soluble salts, abbreviated to TSS. This iis determined by 
summation of the concentrations of the ions Na+, K+, Ca2+,, Ct, sot, cot, 
HC03-, which are most common in soils and waters. 
Robbins and others (1991) identified the cations of most concern in salt-
affected soils as Ca2+, Mg2+, Na+ and occasionally K+. The anions of concern are 
Cl", SO/-,COt, HC03- and occasionally N03-. 
Because of its mobility, the chloride ion is used commonly in studies, eg 
Macpherson and Peck (1986), Ruprecht and Sivapalan (1991). Simpson and 
Herczeg (1991) use~ the ion as a tracer to show that outflows through the River 
Murray exceed atmospheric accessions by a factor of 1.7. Chloride profile 
analysis has been used to assess net downward movement of salts in, for 
example, the Mallee in South Australia (Cook and others 1988) and the dryland 
salting problems in Western Australia (Peck and others 1981). 
Jenkin (1981b) noted that the soluble ions move at different rates during 
leaching resulting in ionic differentiation, specific ions tending to concentrate at 
particular levels in the landscape and the profile. The more mobile ions, 
principally sodium and chloride, tend to concentrate low in the valleys and 
deep in the profile. 
The differentiation of ions, not only through different mobility rates, but 
also by weathering of different mineral types was used by Salama and others 
(1993) to study the geochemical evolution of groundwater in the wheatbelt of 
Western Australia. They noted that the groundwater composition changes in 
space and ti.me, becoming more saline with depth and distance from the 
recharge zone. They found that the groundwater of mainly NaO salt type was 
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at saturation with respect to most of the carbonate minerals, as well as 
chalcedony, talc and tremolite. The downdip movement of the water was 
accompanied by changes in its chemical composition as rock-water interaction 
took place. The weathering products are gibbsite and kaolinite, with the release 
of Na+, K+, Mg2+, Ca2+, HCQ3- and H4Si04• The study showed that most of the 
constituents in groundwater can be accounted for by taking into consideration 
the constituents of rainfall with minor additions from the weathering process. 
Williams, B G (1990) noted that salt in rainfall does not consist 
dominantly of NaCl. He reported that, by weight, calcium exceeds sodium by 
about 1.3:1. Hingston and Gailitis (1976) confirmed that in \..Yestern Australia 
there were regional differences in rainwater salt composition caused by the 
locations of sampling centres relative to other source areas. Perth, for example, 
had the highest excess sulphur whilst above average values were obtained at 
the larger mining and country centres. The authors attributed these values to 
industry and domestic fires. They also noted that excesses of all ions from 
terrestrial sources were indicated at many inland centres and were greatest in 
the zone of salt lakes and occluded drainage in the south-west. 
2.2 .5 . The salting process 
In a study of dryland salting in Victoria, Mitchell and others (1978) identified 
more than 200 OOOha of primary and secondary dryland salting in salt pans, 
scalds and saline depressions, secondary salting comprising some 85 OOOha of 
this figure. They recognised that there are many variations in detail in the 
causes of salting, depending on the local geology, geomorphology and climatic 
history. 
In Victoria three geomorphic regions are involved: 
• The central uplands, mainly pastoral, where salting is apparent as 
seepages and salt pans, 
• The northern riverine plain, mainly cropping, where there are extensive 
areas of saline soils resulting from Quaten1ary groundwater salinisation 
and also salt pan areas with currently rising water tables, and 
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• The north-western ridged plain, again mainly cropping, with extensive 
areas of dunes and stranded beach ridges. Here there are large areas of 
originally saline subsoils which, when exposed by wind erosion, become 
scalds. Natural saline depressions are common and post-settlement salt 
pans are very widespread at the base of dunes, on the interdune flats 
and adjacent to earthen water channels. 
The authors also compared the salting processes in Victoria and the south-
western comer of Western Australia and recognised three :factors involved -
climate, geomorphology and soil. 
Because the climate in Western Australia is more markedly of the 
Mediterranean type than in Victoria, the clearing of timber is likely to cause a 
greater proportional reduction in actual evapotranspiration in Western Australia. 
Consequently, more water is likely to be percolating through the ground in 
Western Australia and the movement of salt and the rise in aquifers more 
pronounced and rapid. 
The large scale geomorphology of the Victorian salted areas (apart from 
certain districts such as the Dundas Tablelands) is the large drainage basin from 
the Highlands to the Murray River and the soils there are less important as a 
source of salt than extensive deeper, salty aquifers. By contrast, in Western 
Australia the salted areas are on the dissected shield, the weathered mantle of 
which is probably the main source of salt. Consequently, in Victoria salting is 
associated more with the rise of the deep salty groundwaters, whereas in 
Western Australia it appears to be mainly associated with the leaching and 
transfer of finite amounts of salt from the weathering mantle. 
The conclusion is that, combining the three factors, it is probable that 
dryland salting will take longer to reach its zenith in Victoria, but that zenith, 
relative to the area involved, will be more severe than in Vv estern Australia 
because of the differences in the relative amounts of salts and their rate of 
removal from the system. 
In a study of secondary salinisation in cultivated and grazing lands 
throughout Queensland, Hughes (1979) looked at dryland areas where grasses 
and trees had been killed by salinity build up, resulting in bare areas 
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interspersed with salt tolerant vegetation. These areas had developed following 
changes in land use associated with settlement since 1840. 
The occurrences of dryland salinity were divided into two types: 
• Salinity associated with shallow saline water tables (wet areas), and 
• Scalded areas not associated with water tables but associated with saline 
and/or sodic soils (dry areas). 
The former type occurred mainly in areas with rainfall greater than 500mm per 
annum and occupied an area of 7 262ha whilst the scalded areas occurred 
where rainfall was mainly less than 500mm per annum and covered some 590 
000 hectares in area. 
Hughes (1979) found a pronounced association of water table salting with 
cleared, cultivated areas on deep soils and deeply weathered rocks, particularly 
rocks relatively high in sodium minerals (the intermediate group of rocks). He 
concluded that this association of salting with particular mineralogy and deep 
weathering suggested that the rocks make a major contribution to the problem 
in Queensland. 
The processes causing salinity in the semi-arid wheatbelt of Western 
Australia have attracted interest over the past three decades. Soil landscape 
studies by CSIRO Division of Soils (Bettenay 1962; Bettenay and others 1964; 
Mulcahy and Bettenay 1972; Mulcahy 1978) associated 1the incidence of 
salinisation with the unique geomorphology of the wheatbelt. Salama and others 
(1991) report that, over the past 50 million years the landscape has been deeply 
weathered and eroded to a low relief. Weathering of 1the granitic and 
metamorphic basement rocks of the Precambrian shield has resulted in the 
formation of lateritic podzolic soils with a deep pallid zone of sandy clays with 
low permeability. As a result of erosion, the wheatbelt now consists of extensive 
areas of sandy uplands underlain by lateritic mottled and pallid weathered 
zones dissected by broad valleys of low gradient and subdued drainage. 
Groundwater systems associated with salinisation have been studied by 
Bettenay and others (1964), Williamson and Bettenay (1979) and Nulsen and 
Henschke (1981). They suggested that these systems occur in the semi-confined 
to confined aquifers in the pallid zone and are characterised by low hydraulic 
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conductivities and low gradients. Once the area has been cleared salinity usually 
develops in the valley floor and depressions due to elevated hydraulic heads in 
the aquifers following increasing recharge in the intake areas of the valley 
slopes. 
The clear association between salinised groundwater and particular 
weathered rock types, as outlined above by Hughes (1979)i and Salama and 
others (1991), provides further evidence for the important contribution of 
geology in the salinisation process. The movement of salinised groundwater 
following increased recharge prompts the question of how geological factors 
influence this recharge. This and other questions are reviewed in the following 
section. 
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2 .3. Defining recharge areas and estimation of recharge 
2.3.1 . Mechanisms of recharge 
Findings from the research summarised in the previous sections have been 
important in understanding the principles involved in secondary salinisation. 
However, even as recently as the late 1960s there were considerable gaps in the 
knowledge of details of the processes operating. 
Essentially, groundwater recharge occurs as a result of infiltration and 
drainage within soils and permeable rocks. 
Peck and others (1980) speculated that root channels and veins of quartz 
within the kaolinitic pallid zone were contributing to recharge. Following this 
and using the salt storage distributions in the lateritic profile, Peck and others 
(1981) showed that groundwater recharge was greater than the rate of water 
movement through the clayey matrix. 
The importance of preferred flow paths was noted by Johnston (1987a,b). 
He considered that they were the dominant source of recharge to deep 
ground waters artd that they were widely distributed throughout the landscape, 
although only comprising a very small proportion of it. He reported 
ground water mounds developing soon after rainfall near preferred pathways, 
following the formation of a perched aquifer in overlying duplex soils. 
For regional groundwater systems it then appears that much of the 
landscape can contribute to recharge. However, for local systems in catchments 
above the valley floor, the most likely areas for recharge are coarse-textured 
soils where matrix flow occurs, areas immediately downslope from saline seeps 
caused by perched aquifers or areas below waterlogged duplex soils if preferred 
pathways are present through the impervious sub-soil horizon. lnterflow 
through the waterlogged duplex soil will act as recharge to the local aquifer 
only when it coalesces with the watertable further downslope. 
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2 .3 .2 . Identification of recharge areas 
Identification of recharge areas is still one of the major problems in catchment 
management. Since the 1960s the area of a catchment thought to contribute to 
recharge has been progressively expanded as our understanding of the 
hydrogeology of agricultural areas has improved. 
This has led to the idea of describing the characteristics of individual 
areas or regions by determining and mapping the hydrogeological, geomorphic 
and soil characteristics of an area so that zones of different groundwater 
recharge potential could be isolated. 
2 .3 .2 .1. Identification using soil types 
Bettenay and others (1964) contended that the main recharge areas in Western 
Australia were coarse-textured soils at the base of granite outcrops. Smith (1962) 
reasoned that recharge occurred on soils high in the landscape with sandy or 
lateritic surfaces since groundwater gradients were always directed into valleys. 
Valley watertables were raised by underground flow with a subsequent increase 
in hydrostatic pressure. Although Smith (1962) thought that flooding was not 
a major contributor, more recently in Western Australia it has been shown that 
considerable recharge takes place when coarse-textured palaeochannel sediments 
in valleys are inundated (George and Frantom 1990). 
Nulsen and Henschke (1981) identified spatially separate zones of 
recharge, transmission and discharge in several agricultural catchments in 
Western Australia through the use of soil infiltration rates. 
In North America saline seeps are believed to he part of local 
groundwater systems (Doering and Sandoval 1975), that is, recharge takes place 
at or near a local topographic high, usually on gravelly or sandy soil, and 
discharge at an adjacent topographic low, normally within 600lm of the recharge 
zone (Brown and others 1983). 
2.3.2.2. Identification using geophysics 
Since the late 1980s the use of geophysical techniques to deJfine recharge and 
discharge areas associated with dryland salinity has been more widely accepted. 
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Using single frequency electromagnetic induction (EM) measurements, which 
provide a bulk measure of soluble salt concentrations within a profile (Williams 
and Hoey 1987), Cook and others (1989) achieved some meatsure of success in 
identifying recharge and discharge areas in deep sands. Multiple frequency EM 
(MFEM) or varying dipole orientation measurements have been used in 
determining whether salt concentrations increase with depth (recharge) or 
decrease with depth (discharge) (Engel and others 1989; Rhoades and others 
1989; Slavich 1990; Williams and Arunin 1990). 
Using MFEM measurements Williams and Arunin (1990) surveyed a salt-
degraded landscape in North-eastern Thailand. Their attempts were not 
successful when using theory derived for uniform material. However an 
empirical approach using the ratio of deep to shallow readings resulted in close 
agreement between inferred recharge/ discharge areas and those obtained from 
a piezometric/ groundwater modelling exercise. 
Following this work Richardson and Williams (1994) developed a simple 
discharge mdex (DD and an explicit field method to obtain and interpret the DI 
values relevant to a particular location. Having used this information to identify 
areas of potential discharge, areas of groundwater recharge were then defined 
by default. 
A study by Hatton and others (1993) tested the utility of the discharge 
index based on MFEM values from a catchment near Yass, New South Wales. 
While the DI predicted the observed discharge areas in this catchment really 
well, examination of data from a number of sites across New South Wales 
demonstrated that this is more an artefact of the discharge index than due to the 
inferred conductivity profiles. In essence, the DI is dominated by the near-
surface values of ECa (apparent conductivity) as measured by EM where there 
are several layers present in the ground. Further, the DI showed almost the 
same spatial pattern as a single bulk reading. 
This study also applied a more rigorous mathematitcal technique for 
deriving EM profiles by utilising an alternative discharge index. This was 
calculated as the ratio of the conductivities of an upper and lower layer using 
data from any two intercoil spacings. 
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The treatment boasted the major advantage of having the boundary 
between the layers derived from the data rather than imposed a priori as in the 
method of McNeill (1980). However, the study demonstrated that the resulting 
profiles were of questionable value in identifying discharg~~ areas in upland 
catchments. 
A study by Walker and others (1993) concluded that a strong correlation 
exists between the empirical discharge index based on MFEM (Richardson and 
Williams 1994) and single frequency EM for all sites examined in the study. 
Thus there appears to be no advantage in using MFEM oveir single frequency 
EM. 
2 .3 .3 . Estimation of recharge 
The ability to define areas of recharge is important in the encouragement of 
farmers to produce whole farm plans but it is only part of the recharge story. 
Areas other than those continually waterlogged may behave as recharge areas 
under certain conditions, so it is also important to have an estimate of relative 
recharge. An estimate of actual recharge would be ideal but the problems of 
cost and the spatial variability of soil properties preclude this as a workable 
tool. 
2 .3 .3 .1. Estimation using remote sensing 
Remote sensing techniques . to estimate recharge or map recharge areas are 
currently undergoing intensive study. 
Researchers such as Hill (1990), Huntley (1976), Mackenzie and others 
(1990) and Bobba and others (1992) have attempted to infer groundwater 
recharge using remote sensing data but have used surrogate variables rather 
than estimating recharge rate per se. 
Where groundwater recharge is a sufficiently large proportion of the 
rainfall for water balance techniques to be used for estiirnating recharge, 
attempts are being made to infer its spatial variation from the spatial variation 
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in evapotranspiration inferred from remote sensing (Chapman and Sharma 
1989). 
On a regional scale the estimation of recharge is an important component 
in monitoring the regional water balance. The analysis of surface temperature 
variations over space and time using thermal infrared data has allowed the 
estimation of the spatial and temporal variation of soil moisture, rate of 
evaporation, water balance and associated properties of the root zone at a 
regional scale (Jupp and others 1990). 
Cook and others (1992) correlated variations in reflectance measured from 
Landsat TM data with rates of deep drainage measured. with soil tracer 
techniques in a study area in the Mallee Region of South Australia. Statistically 
significant, positive correlations between reflectance and drainage flux were 
observed in the visible and mid-infrared portions of the spectrum in all images 
obtained. In the near infrared, a statistically significant, positive correlation 
between reflectance and drainage flux was observed only during the summer 
months when ground cover was at a minimum. Correlations were generally not 
significant in the thermal infrared. 
This contrasts with the finding of Mackenzie and others (1990) who 
found this wave-length provided the best correlations. The authors surmised 
that this disparity may be due to the relatively poor spattial resolution of 
Landsat data in this channel and/ or the early passage (9:30 am) of the satellite 
over the study region. They found that, although up to seventy per cent of 
variations in reflectance in some channels at some times can be explained in 
terms of variations in deep drainage, there is also evidence of a strong influence 
of land use on surface reflectance. Their conclusion was that, within an area of 
uniform land use and management practices, for example within a single 
paddock, areas of high and low drainage flux are often associated with areas of 
high and low reflectance respectively. 
In their work, Engel and others (1989) found that EM surveys could 
define areas of low conductivity on coarse-textured, upland soils which had 
been thought to be areas of high recharge. A magnetometer survey identified 
the location of dolerite dykes impeding the flow of saline ,groundwater and 
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affecting upstream watertable levels. Both techniques were useful tools in the 
selection of drilling sites which would yield maximum information. 
In addition, resistivity surveys showed that there were areas of high 
electrical conductivity upslope of the dykes and seismic refraction surveys 
across the dykes revealed that they were weathered to a similar depth to the 
surrounding granitic rocks (Street and others 1991). 
2 .3 .3 .2. Chemical and tracer methods 
Recharge has been shown to be highly spatially variable in arid environments 
(Cook and others 1989). Unsaturated zone tracer methods provide the most 
reliable means for estimating recharge in these environments (Allison 1988; Gee 
and Hillel 1988; Walker and others 1991), but these provide only point 
estimates. Because of the cost involved in obtaining each point estimate of 
recharge, other means are often sought to infer the spatially averaged recharge. 
These include studies by Bernard and others (1986), Mackenzie and others 
(1990) and Cook and Kilty (1992). 
Analysis of measured distributions of chloride were conducted on the 
coastal plain north of Perth in Western Australia using environmental chloride 
between the water table and the bottom of the plant root zone. Sharma and 
Craig (1989) found major differences in recharge between sites covered by 
native banksia woodland (120mm/yr), dense mature pines (4mm/yr) and young 
pines (245mm/yr). The authors suggested that preferred pathways could 
account for more than half of the recharge below the banksia woodland. 
Working on banksia woodland, but at different locations on the coastal 
plain, Farrington and Bartle (1989) also used the environmental chloride 
technique to estimate recharge of between 138mm and 156rrun/ yr, some twenty 
five per cent higher than the figures of Sharma and Craig (1989). 
2.3.3.4. Piezometer methods 
Good estimates of recharge are available from direct observations of water table 
levels and pressures in piezometers and networks of these are proving useful 
in many areas where total catchment management studies have been initiated. 
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By using these observations in studies on the identification of recharge 
and discharge areas, Salama and others (1991) related water level patterns to 
basin geomorphology. The authors were able to classify a catchment into three 
distinct zones, ie areas of recharge, areas of recharge-discharge and areas of 
discharge. Using Cuballing catchment as an example, the area of recharge was 
found to be 37 per cent, the area of recharge-discharge 57 per cent and the area 
of discharge six per cent of the catchment area. 
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2 .4. Groundwater systems 
The term groundwater refers to water in the soil or subsoil, of sufficient 
volumetric water content (usually saturated) to move in response to gravity and 
hydraulic pressure gradients. The water table defines the upper surface of 
unconfined groundwater below which the pores of rock or soil are saturated. 
There may be a number of different strata saturated with water and these may 
be interconnected or sealed off from each other by rock or weathered materials 
of low permeability. Each of these saturated strata is known as an aquifer. 
The term groundwater system refers to the presence and arrangement of 
aquifers beneath an area under discussion. A regional system refers to deep 
aquifers that extend beneath a number of surface catchments, whilst a local 
system refers to smaller, discontinuous strata of saturated material located close 
to the surface and known as perched aquifers. 
In the Murray-Darling Basin, groundwater systems may range in size 
from the Basin itself down to first order catchments as small as 50ha. Research 
has not concentrated on any one scale but has encompassed the whole range, 
as understanding the controls and characteristics of one scale requires an 
understanding of other scales, both large and small. 
In order to define and monitor a particular system a knowledge of the 
hydrogeology is required and these three facets of research, definition, 
monitoring and hydrogeology, are inextricably linked. 
In his study of the structural and stratigraphi4:: framework of 
groundwater occurrence and surface discharge in the Murray Basin, Brown 
(1989) concluded that the main depositional centre of the Cainozoic Murray 
Basin was located in the central west of the Basin and that almost all surface 
drainage and groundwater flow was internal and directed towards the centre. 
He also found that, although extensive in area (some 300 000 sq km), the Basin 
consists of a thin veneer of sediment with a maximum thickness of about 600m. 
Much of the Basin sequence is water-saturated and remaining; available storage 
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capacity to accommodate any increased recharge to the aquifer systems is 
limited. 
Consequently, and this is most important in our understanding of smaller 
groundwater systems, groundwater levels have risen rapidly after just one 
hundred years of European clearance of natural vegetation and increased 
recharge. 
Brown (1989) goes on to show that the surficial Quaternary geology of 
the Basin provides a record of fossil groundwater discharge complexes and thus 
a record of fluctuations in climate and groundwater levels (Bowler 1983, 1988). 
In the Mallee region of the Murray Basin active and fossil groundwater 
discharge complexes can be identified by characteristic assemblages of 
sediments and landforms forming sand plains, gypsum flats, salinas, stranded 
lake floors, gypsite and clay pellet dunes and lunettes (Bowler 1983). The extent 
of fossil discharge complexes shows that salinisation of the landscape has been 
considerably more widespread in the recent geologic past (last 0.5 million 
years). European land use practices have resulted in rising groundwater levels, 
replicating conditions conducive to increased salinisation in the past and 
resulting in reactivation of "natural" groundwater discharge systems. It is 
therefore possible by geological mapping of Quaternary units,, particularly lake 
deposits (eg Brown and Stephenson 1985), to use these to identify sites of past 
salinisation and thus indicate development of salinity risk as groundwater levels 
continue to rise (eg Figure 2, Brown 1989). 
Geological studies of the Murray Basin have shown that the veneer of 
unconsolidated Cainozoic sedimentary rocks contains at least four major 
regional aquifer systems (Brown 1985) which are separated by sediments 
forming regional low-permeability layers and barriers (Brown and Radke 1989). 
The geometry and aquitard characteristics of these layers and barriers -strongly 
influence the pattern of groundwater flow, groundwater exchange between 
aquifers and groundwater quality (Evans and Kellett 1989). 
Studies of the regional hydrogeology of the Coastal Plain, South-western 
Murray Basin (Barnett 1992), emphasise the complex geological history affecting 
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this extensive groundwater system and the significance of the several marine 
transgressions which have introduced such enormous salt loads into the system. 
On a smaller scale of groundwater systems, but still regional in extent, 
are systems such as the Loddon Valley in northern Victoria. Macumber (1969; 
1978) studied the Loddon Valley and showed that the Late Tertiary gravel 
valley infill (deep lead) is the main path of groundwater movement from the 
Victorian uplands to the plains. However, the hydrostatic pressure developed 
in this aquifer has caused it to discharge at weak points in the overlying 
aquitards, thus converting much of the Loddon Plain into a groundwater 
discharge zone (Jenkin 1981b). 
In Western Australia there appears to be no regional groundwater system 
of comparable areal extent to, for example, the Murray Basin. However, 
individual systems beneath broad, flat valleys with chains of mostly saline 
playas may contain palaeochannels and deep leads similar to those in the 
Loddon Valley (George 1992). 
The underlying theme of this section has been the influence of geology 
on groundwater systems. Stratigraphic and structural geological mapping are 
required to understand the physical constraints on the systems. Hydrogeology 
takes account of this understanding to interpret the flow of groundwater and 
how it is influenced by geology. Both geological mapping and hydrogeology are 
therefore required to study groundwater systems and their leakage at the 
surface in the form of discharge areas, so often precursors to a. salinity problem. 
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2 .5. Groundwater processes 
The previous section discussed groundwater in the saturated zone. This section 
deals with the movement of water in the unsaturated zone. 
The boundary between these zones, the water table, is mobile and varies 
with seasonal rainfall, changes in evapotranspiration and atmospheric 
conditions. 
Once water infiltrates the unsaturated zone its movement is governed by 
such characteristic features as the vertical and horizontal permeability of the 
soil, the presence of preferred pathways or impeding layers and capture by 
plant roots. If the water table is dose enough to the surfacie, water from the 
saturated zone may move upwards by capillarity. (A discussion on the work of 
Teakle and Burvill (1938) on capillary movement and van der Lelij (1990) on salt 
and water movement may be found in Section 2.2.2.). Thus the rate and 
direction of groundwater movement are influenced by nun1erous interacting 
factors and this has led to the study of groundwater processes in much detail. 
As quoted earlier (Section 2.1), Kelley (1951) stated that "water then is the 
chief agent by which salts are moved and its evaporation gives rise to the 
accumulation of salts in the soil". Since evaporation dries the soil, the final water 
movement takes place as unsaturated flow. 
The basis for much of our present-day knowledge of groundwater flow 
through porous media uses Darcy's Law - the flow rate through porous media 
is proportional to the head loss and inversely proportional to the length of the 
flow path. The flow rate depends on the matric suction gradient in the soil 
which is a function of the distance between the free water surface (the 
watertable) and the evaporating surface. 
Peck (1979) reviewed the processes of infiltration, redistribution and 
evapotranspiration which affect groundwater recharge and loss. The paper 
focussed attention on ground water recharge and loss by essentially one-
dimensional vertical flow through normally unsaturated porous strata. He 
concluded that the then available theory was best substantiated in relatively 
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uniform granular media. He noted that the difficulty of measurement of 
properties such as the matric suction and hydraulic conductivity was 
exacerbated by the inherent spatial variability of these properties in natural 
strata, for example aggregated soils and fractured rocks. 
The net upward or net downward movement of water (and subsequently 
soluble salts) in the unsaturated zone depends not only on t:he matric suction 
distribution of the soil but also on the volume of water infiltrating into the soil. 
The movement of soluble salts therefore fluctuates with seasonal climatic 
changes, ie upwards in dry seasons, downwards in wet seasons. 
Talsma (1963) found that, as the depth to the watertatble increases, the 
upward flux rate that can be maintained is reduced. The relationship varies 
with soil types but Talsma' s important finding was that the upward flow of 
water to an evaporating surface is restricted by the depth of soil through which 
the water must be drawn from a free water surface. This depth is usually 
referred to as the "critical depth" to the watertable (Talsma 1963; Peck 1978). 
The findings of Talsma (1963) assume uniform hydraulic conductivity for 
a soil, but this is rarely the case. Bresler and Dagan (1981), in a purely 
theoretical analysis of the vertical movement of a solute in unsaturated soil 
found that, at least for some soils, the dominant spreading mechanism is 
heterogeneity combined with convection. 
On a local scale the controls are varied and range from the specific nature 
of the rocks and soils (texture) and their superimposed micro-structures (joints 
and fractures) to biologically induced channels such as root holes, burrows, or 
the disruption of otherwise impervious layers by deep ripping and the increase 
of surface detention by contour banking and ploughing. 
Jenkin (1981b) considered the specific paths of salt and water movement 
on both regional and local scales. On a regional scale they are directly controlled 
by geological structure, in the broad sense, and influenced by climate. Jenkin 
also pointed out that, regionally, water in fractured bedrock could be the main 
groundwater transmitting medium, citing several abandoned deep mines at 
Bendigo flowing for fifty years or more as examples of groundwaters in fresh 
(but fractured) bedrock developing artesian pressures. 
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Confirmation that fractured rock aquifers do transmit groundwater over 
considerable distances and are seldom limited by the low topographic divides 
which define local flow systems came from Dyson (1983, 1990). He emphasised 
that extensive deep weathering can considerably reduce the permeability of the 
bedrock aquifer through destruction of open fractures and the consequent 
decrease in transmissivity can reduce the capacity to transmit groundwater 
over long distances. 
Please and others (1990), Lewis (1991) and Salama and others (1994) 
identified a coincidence between lineaments created by geological features of the 
crystalline basement and specific patterns of groundwater discharge and 
salinisation. The studies indicated that three types of geological basement 
features created lineaments on aerial photographs, satellite images or 
topographical or geological maps. They are: 
• basic dykes, 
• quartz dykes and quartzite outcrops, and 
• fracture, shear, or fault zones. 
In particular situations any of these could act as condui1ts (or carriers) of 
groundwater or as barriers to groundwater flow. Either of these can give rise 
to one of two patterns of groundwater discharge and ensuing salinity. One 
pattern forms along drainage lines, the other occurs throughout landscapes. 
In the catchments studied by Salama and others (1994,) the regolith was 
found to be produced by two main processes. First, by weathering, which 
produces typically a laterite profile composed of extensive deeply weathered 
and altered bedrock zones to 30m depth at the flanks and StOm in the valleys. 
The second is by deposition where, in the lower reaches of the catchments, the 
regolith is formed of sedimentary, alluvium, colluvium and lake deposits. The 
authors identified three aquifer systems in the catchments: 
• An unconfined aquifer present above a clay layer beneath the sand plain 
and valleys, 
• A semi-confined aquifer below this clay layer, and 
• A deeper semi-confined to confined regional aquifer which occurs in the 
weathered zone above the bedrock. 
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With the advent of improved computer technology, groundwater 
modelling has gained in popularity but still suffers from requbring complex data 
input. For example, Prickett and Lonnquist (1971) used a model requiring 
knowledge of the saturated hydraulic conductivity and storage coefficient of the 
aquifer, the initial groundwater level in relation to bedrock and the soil surface, 
and groundwater recharge and discharge rates. 
Mathematical groundwater models have been applied to such fields as: 
• sea water intrusions (Ghassemi and others 1990), 
• salinity management (Ghassemi and others 1989, Schofield 1990), 
• streamflow generation (Pearce 1990; Jakeman and others 1991), 
• groundwater outflow (Zecharias and Brutsaert 1988), 
• agrohydrology and groundwater pollution (Al-Soufi 1991), 
• estimation of historical groundwater recharge rate (Allison and 
Forth 1982), 
• water balance dynamics due to forest management arnd climate change 
(Jeevaraj and Sivapalan 1991), 
• surface run-off and sub-surface flow (Laing and others 1991), 
• soil water residence times (Crapper and others 1991), 
• the role of soils in run-off generation (Coles and Sivapalan 1991), 
• deep seepage to underlying aquifers (Chiew and McMahon 1991; Aston 
and Dunin 1977), and 
• groundwater recharge (Raper and Kuczera 1991). 
As an example, Ababou (1991) devised numerical algorithms specifically 
designed to efficiently discretlse and solve three-dimensional porous media flow 
equations with relatively high spatial resolution. The author used examples to 
demonstrate the computational requirements and the capabilities of the 
simulation and data processing package. He intimated that the same numerical 
method could be used to model naturally heterogeneous and three-dimensional 
flow systems on a larger scale using coarser spatial resolution of the order of 
ten metres rather than a fraction of a metre. 
Other types of models, such as topographic models, have been used to 
quantify surface drainage and infiltration processes (Beven and Kirkby 1979; 
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O'Loughlin 1986; Moore and others 1991; 1992). The approaches taken with 
these have been incorporated into environmental models whkh have been used 
for correlating soil properties with simple to measure terrain and environmental 
attributes that have physical meaning (Moore and others 1992; McKenzie and 
Austin 1993). The underlying hypothesis of this work is that catenary soil-
landscape development occurs in response to the way water moves through and 
over the landscape. 
As an additional example, Gessler and others (1993) tested a method for 
developing explicit soil-landscape models using advanced spatial analysis, field 
sampling, exploratory data analysis and statistical modelling techniques. The 
primary aim was a more rational and efficient soil sampling strategy to develop 
robust statistical models for the spatial prediction of soil properties. Their work 
hinged on the catena soil-landscape model of Milne (1935) that implies a 
concordance of soil pattern with landform as one traverses from hilltop to valley 
bottom along toposequences. The compound topographic index (CTI), often 
referred to as the steady-state wetness index, is a quantification of catenary 
landscape position. The authors found that the CTI was a useful predictor 
because it combines contextual and site information via the upslope catchment 
area and slope respectively. 
This brief review of research into groundwater processes further 
emphasises the influence of geology in the dryland salinity problem. The flow 
of water through porous strata and its control by the texture of rocks, soils and 
microstructures, such as joints and fractures, are critical. So, froo, are geological 
features, such as fracture, shear or fault zones and dykes. 
The review has so far looked at research into dryland salinity from the 
aspects of history, cause and effect, and the processes involved. These are all 
reviews of the past so it is important to review the research done in looking to 
the future. This is best done by considering the field of predictive modelling. 
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2.6. Predictive models 
In recent times there has been a major upsurge in the field of hydrologic 
modelling, but little has been focussed directly on the probllem of predicting 
areas at risk of dryland salinisation. Researchers have formulated models by 
incorporating climate, vegetation, soil and water properties into their equations 
but few have directly included geological factors. There are two notable 
exceptions. 
Firstly, the relationship of stream salinity to three variables in the 
surrounding landscape, viz. rainfall, the proportion of forest cover and the 
proportion of sedimentary rock in the stream's catchment area, was evaluated 
by Greig and Devonshire (1981) from their work on fifty-seven catchments in 
Victoria. They reasoned that increased stream salinity would be accompanied 
by increased soil salinity, hence their model gave an indication of dryland 
salinity risk. 
Secondly, Ive, Walker and Cocks (1991) extended Greig and Devonshire's 
model by comparing stream salinity levels with occurrences oif dryland salinity. 
By correlating stream salinity levels with the severity of known salinity they 
were able to produce a map showing predicted salinity hazard, ie the degree of 
salinity severity to which part of a cell (140sq km) might be affected. This model 
was used to map areas of salinity hazard in the Murray-Darling Basin but the 
coarse scale appears to have caused exaggerated results. 
Researchers in Western Australia have concentrated on predicting future 
stream salinities in catchments where there has been clearing for agriculture. 
Loh and Stokes (1981) used data from forested and cleared areas to predict the 
impact of clearing on annual salinity levels and flow rates of streams. The 
model gave good predictions after the mid-1960s but significant over-prediction 
prior to this time. It was also used to predict salinities for varilous intensities of 
rainfall, assuming that no further clearing took place, the results highlighting 
the large rainfall-salinity variability which occurs in agricultural catchments. 
-50-
The Darling Range Catchment Model, developed by the Water Authority 
of Western Australia (Hopkins 1984; Mauger 1986), simulates the generation of 
stream flow and stream salinity from climatic data, extent of forest clearing and 
reforestation and seasonal leaf area changes determined from Landsat satellite 
data. Using observed data records the model has produced good fits to 
observed annual flows and annual mean salinities. 
A model described by Peck (1976a) was modified by Schofield (1988) to 
predict stream salinity increases following agricultural clearing. The catchment 
mass balance solute model was applied regionally to the south-west of Western 
Australia resulting in under-prediction for the high and intermediate rainfall 
zones but over-prediction for the lower rainfall zone. 
Peck and Hurle (1973) questioned the validity of chloride balance models 
since they found that for quite small catchments (up to 380 000 ha) chloride 
equilibrium could take up to 400 years to become re-established following 
clearing of native vegetation. 
Allison and Holmes (1973) showed that the mean residence time for 
water in an unconfined aquifer underlying a portion of the Gambier Plain in 
South Australia was approximately 500 years for the rate of recharge estimated 
at that time. Allison and Forth (1982) used this to infer that the chloride 
composition of the groundwater in this aquifer was derived primarily from local 
recharge which occurred beneath native vegetation before European settlement 
and showed that the present-day recharge to the aquifer is approximately 2.5 
times that which occurred before European settlement. 
Ruprecht and Sivapalan (1991) coupled a long term chloride balance 
model to a water balance model developed for small experinrtental catchments 
in south-west Western Australia. When applied to Wighfs Catchment the 
chloride transport model was able to predict the pre-clearing forested salinities 
and the increased salinities due to clearing. 
Shaw (1988,1989) and Ahem and others (1988) applied simple steady 
state and transient salt mass balance models to estimate deep drainage under 
differing managements. The salt balance model considers tha1t the salt profile is 
a reflection of soil hydrology and thus of soil hydraulic properties. 
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Based on the steady state salt mass balance equation Shaw and Thorburn 
(1985) examined more than 700 soil profiles in Queensland and developed an 
empirical model relating key soil properties to salt content at the bottom of the 
active root zone and thus deep drainage. 
Predictive modelling of soil salinity has been fraught with difficulties. 
Teakle and Burvill (1938) found that the soil salinity of the top 0.2m of the 
surface was extremely spatially variable, ranging laterally within a few metres 
from 0.03 per cent Cl to greater than one per cent 0 and simillarly varying with 
depth to 0.3m. 
Nulsen (1981) found that the salinity of soil sampled from profiles in 
back-hoe pits dug to below the saturated zone did not relate well with the 
vegetation growing on the soil, yet there was a good relationship between cover 
and depth to the saline water table. For example, in one case, soil from 0-0.2m 
depth with 0.003 per cent Cl was only growing sea barley grass whilst salinity 
of the groundwater was at least 6ppm. He concluded that the depth to a saline 
water table· was a better indicator of the likely productive potential of non-
irrigated saline soils than were soil salinity measurements. 
Because of the extreme spatial variability of salinity, predictive modelling 
of soil salinity has been, to a large extent, ignored in favour of the hydrologic 
processes involved in the redistribution of soluble salts. 
The over-riding influence on the level of groundwater and its proximity 
to the surface is recharge. As a consequence, much has been written on 
recharge, but the identification of recharge areas still remains a major stumbling 
block. 
Recharge rates depend on various factors amongst which the 
hydrogeological characteristics of infiltration rates and hydraulic conductivity 
are important. 
Modelling recharge by considering drainage from the unsaturated zone 
to the saturated zone under irrigated conditions resulted in the well-known 
Richards equation (Richards and others 1956). Aston currd Dunin (1977) 
developed this equation to derive an empirical model for drainage from the soil 
under rain-fed conditions. 
-52-
Working on the Mallee Region of the Murray Basm, Barnett (1989) 
formulated a model to predict changes in groundwater levels and subsequent 
increases in soil and water salinity arising from clearing vegetation. He 
concluded that all land below 20m AHD (Australian Height Datum) has the 
potential to be affected by dryland salinisation within fifty years with a 
resulting cost of tens of millions of dollars to the agricultural industry. 
Raper and Kuczera (1991) used a lumped-parameter catchment process 
model (CA TPRO), which explicitly included a perched aquifer to predict 
regional ground water recharge. The model requires daily rainfall and potential 
evapotranspiration data and is calibrated to monthly streamflow data. 
Shaw and others (1990) summarised the then current approaches to 
estimating and predicting groundwater recharge in Queensland with particular 
reference to the effects of dryland management on possible changes to recharge 
under clearing, cropping and fallow. 
Since the recognition of dryland salinity as a water ilnduced problem, 
landscape hydrological models, coupled to digital elevation data, have been 
used to simulate water flow across the landscape and identify zones of possible 
water concentration. These may lead to discharge and eventually develop 
salinity, waterlogging, or a combination of both. 
The model of O'Loughlin (1990), quantitatively predicted a landscape 
"wetness index", which may be an indication of waterlogging, by simulating the 
flow of water through soils. On the assumption that, where sub-surface flow 
leads to water accumulating at the surface, salt will become concentrated by 
evaporation, this index indirectly gives an indication of salinity risk. The model 
has successfully predicted wet areas in the correct landscape positions on an 
80ha farm catchment near Rylstone in New South Wales. 
Using a simulation of regional hydrological changes Pierce and others 
(1993) spatially located areas likely to contribute to waterlogging and 
salinisation as a result of tree clearing in a 155km x SOkm study area in the 
eastern part of the Murray-Darling Basin. The model compared present day 
conditions with estimates of pre-European conditions to calculate differences in 
evapotranspiration for each 1.6km x 1.6km cell of the study area. Those cells 
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with significant reductions in evapotranspiration were interpreted to represent 
areas at risk to water logging and salinisation. Tests to validate the results of the 
simulation are continuing. 
Whilst not directly predicting areas at risk of dryland salinisation, many 
of these models give an indirect guide to the possible severity of the problem 
in particular catchments. 
Although the next two sections are not as directly related to the 
geological influence on dryland salinity, they have been included so that a fuller 
understanding of the processes involved can be appreciated. 
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2.7. La.nd use and groundwater management 
More than one hundred years ago Abbott (1880) reported increased flow of 
water in streams after killing or clearing native forest and woodland vegetation 
in New South Wales. He suggested that, when the timber is dead, the large 
proportion of the rainfall which was formerly taken up by the roots of the 
growing trees and evaporated from their leaves is allowed to find its way to the 
creeks and rivers (Peck 1978). 
Other researchers in Australia (Holmes and Colville 1968; Boughton 1970) 
investigated hydrological effects in forested and cleared land amd concluded that 
forests used more water than do grasslands, other things being equ~l. From 
1973 to 1978 Jenkin and Irwin developed this further and showed that the same 
principle applied in a wide variety of terrain types in North-Central Victoria ( 
Jenkin and Irwin 1979). 
Peck and Williamson (1987) were able to demonstra1te that clearing of 
forest for agriculture in catchments known to have salt stored in the profile 
induced groundwater to rise and to bring salt to the surface and into streams. 
The recognition that trees played a major role in maintaining the water 
balance led to research into such aspects as the age and type of trees. 
In 1930 a report to the Melbourne and Metropolitan Board of Works by 
the Engineer for Water Supply had claimed that young trees established after 
forestry operations were liable to use more water than the trees they replaced 
(O'Shaughnessy 1986). 
This claim was supported by Langford (1974) who established that 
strearnflow from forest dominated by mountain ash (Eucalyptus regnans) is 
significantly influenced by forest age. He later showed that from three to five 
years after the 1939 bushfires near Melbourne, when the forest was regenerating 
vigorously, stream flow was reduced by twenty-four per cent of its pre-fire 
value (Langford 1976). Measurements of fogdrip (O'Connell and O'Shaughnessy 
1975) and canopy interception (Duncan and others 1978) showed that those 
processes could not be the prime cause of the reduction in flow. Langford (1976) 
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attributed the reduction to the greater use of water (evapotranspiration) by the 
denser canopies of the forest regrowth. 
In a comprehensive analysis Kuczera (1985) showed that, in affected 
catchments, average annual streamflow reductions of up to fifty per cent have 
occurred following the 1939 fires. He estimated that for every one per cent of 
a catchment converted from an oldgrowth ash-type condition to a regrowth ash-
type condition an average annual water yield reduction of 6mm can be expected 
some twenty to thirty years after the fire. Recovery to pre-fire yields would take 
about 150 years (Figure 8). 
While much research was concentrating on the effects of removing trees, 
the idea of using trees and other perennial plants to control waterlogging and 
salinity was devised. As part of an overall rehabilitation and management plan 
for a degraded Army training area at Puckapunyal in Victoria in 1971 
(McDonagh and others 1979), deep-rooted perennial pasture species were 
established where possible and trees planted on areas too steep or stony to 
permit sowing. 
This work and the accompanying restoration of gullies and eroded areas 
resulted in an area less prone to erosion through excessive use by tracked 
vehicles. In addition, the restoration encouraged wildlife to return, helping make 
the area more visually attractive to the service units. 
Peck (1976b), Greenwood (1978, 1986), Greenwood and Beresford (1980), 
Morris and Thomson (1983), Greenwood and others (1985) and Malcolm (1986) 
also advocated the use of perennial pastures and trees to control salinity. The 
approach of Morris and Thomson was to plant as many trees as possible, 
without reducing agricultural productivity, both on farms and on public land 
in agricultural districts. 
Around this period other strategies and models were being developed for 
the purpose of salinity control. Based on the characteristics,. particularly root 
depth, of appropriate plant species, Cooke and Willatt (1983) showed that 
vegetation management practices could be used to control the amount of water 
moving to the watertable. 
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In 1986 Greenwood suggested the use of phreatophytes and halophytes 
for reduction of groundwater recharge and discharge and hence salinity control. 
He pointed out that, even though large quantities of groundwater can be 
evaporated by vegetation, in the absence of basic groundwater data, it cannot 
be assumed that the planting of trees and shrubs will lower watertables or cause 
salinity to disappear (Greenwood 1986). 
Nulsen (1986) considered that effective management of the land to 
contain or reclaim a saline area and make it productive required the 
identification and quantification of the causal factors. His management 
proposals included: 
• Treatments to the saline area to include surface and/or subsurface 
drainage, prevention of flow or seepage of water within the area and 
plant establishment and growth, 
• Off-site· treatments to the contiguous catchment area to be aimed at 
restricting _the movement of water, and consequently salt, to the saline 
area, 
• Management of surface and shallow sub-surface water on the catchment 
itself could best be implemented through minimising recharge to the 
contributing aquifers by choosing plant species, 1rotations, tillage 
techniques and fertiliser regimes which maximise plant water use, 
• Zones of limited area which contribute most of their rainfall to recharge 
could be treated with perennial vegetation such as trees or forage shrubs. 
On a wider scale, studies of reforestation strategies to improve catchment water 
quality and for salinity control have been conducted extensively in W estem 
Australia (Schofield, 1988). Overall vegetation strategies are summarised by 
Schofield and others (1989) and Greenwood (1992). As a result of these studies 
Schofield and others (1989) concluded , amongst other things, that: 
-57-
0 50 100 150 200 250 
Forest age (years) 
Figure 8. Predicted regional strea~ow yield v forest age relationship for 
mountain· ash 
From: Jayasuriya and others (1993) 
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• All reforestation strategies involving planting of at least 15 per cent of 
the cleared land lowered groundwater levels beneath reforestation 
relative to groundwater levels beneath pasture in the experimental period 
from planting in 1978-79 to 1986. 
• Lupins, oats, barley and luceme transpire more water annually than do 
the widely used annual clover-based pastures. 
• Fodder crop trees have the potential to lower grow1dwater tables if 
planted over large areas of agricultural land. 
• Halophytic shrubs have the potential to lower wate:rtables on saline 
seeps. 
• Integrated catchment management, the integration of water and land 
management activities on a catchment with the purpose of solving a 
particular problem or set of problems, is seen as the best approach to 
future catchment rehabilitation. 
In his report Greenwood (1990) isolated the five priorities for increasing 
evaporative di.Scharge of soil water as being: 
• Identifying and testing high water-use perennial pastures, 
• Replacing annual pastures with such perennials where appropriate, 
• Earlier planting and higher seeding rates for cereal crops in appropriate 
regions, 
• Introducing an appropriate tree component into farm land, and 
• Abolition of bare fallow for designated soil types and regions. 
More recently, researchers at CSIRO have undertaken basin-wide studies into 
the effect of tree removal and afforestation on dryland salinity over the Murray-
Darling Basirl (Walker and others 1989a,b). The aim of this ongoing research is 
to formulate strategies for stabilising or reversing the salinisation trends. The 
research uses a combination of five technologies: 
• Geographic information systems, 
• Remote sensing - particularly thermal imagery, 
• Electromagnetic induction techniques to estimate salt concentrations in 
the landscape, 
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• Vegetation hydrology, and 
• Land cover change (plant growth) modelling. 
The latter technique combines information from the first four into a predictor 
of the likely effects of afforestation on water use for a range of tree planting 
densities in different parts of the Basin. It makes use of CSIRO-initiated models 
such as TOPOG_IRM (see following page), which models lateral and vertical 
water flow through catchments. 
With regard to the use of trees for dryland salinity control, the research 
indicates that four aspects require consideration: 
• The kind of landscape (and hydrogeology), 
• Which trees to plant, 
• Water use by vegetation, and 
• Where to plant trees. 
The research also shows that the use of trees for dryland salinity control has 
many limitations and should be viewed as complementary to the strategies 
rather than being the solution to all problems (Walker and others 1991b). 
Support for con5ideration of the above aspects and for the fin.dings to date has 
been recorded by Greenwood (1992). 
The effect of vegetation removal on the salinisation of water resources in 
South Australia has been documented by Rolls and Williamson (1991) and Rolls 
(1992). The effect on hydrological balance has been studied by, amongst others, 
Schofield in Western Australia (Schofield 1991) and Lawrelllce and others in 
Queensland (Lawrence and others 1991). In each case the authors come to the 
general conclusion that land management practices, particularly the increase of 
plant water use, need to be instigated on a catchment basis in order to restore 
an appropriate hydrological balance. 
Since the time-delay in monitoring and evaluating the changes arising 
from altered land management practices can be considerable, the development 
of simulated models has gained acceptance. These models enable comparison 
of post-treatment behaviours for a variety of scenarios befoire treatments are 
implemented. 
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For example, a numerical groundwater model simulating the effect of 
catchment clearing and partial reforestation based on data from three properties 
in Western Australia was proposed by Hookey and Loh (1985a,b,c). 
The catchment hydrologic modelling package called TO:POC (O'Loughlin 
1990) was developed by several groups within the CSIRO Division of Water 
Resources to: 
• Describe the topographic attributes of complex 3-dimensional landscapes, 
• Use this information to simulate the steady-state hydrologic behaviour 
of catchments and how this is affected by land use change, 
• Simulate dynamic catchment hydrology allowing simulation of the 
hydrologic behaviour of landscapes through time. 
The TOPOC suite of hydrologic models is a family of distributed-parameter, 
process-based catchment models which simulate the water balance of a 
landscape as well as a number of processes linked to the redistribution of water: 
erosion, salinisation, flooding, trafficability and plant productivity (O'Loughlin 
1990). TOPOG is generally used to predict a "wetness index" for arbitrary 
combinations of vegetation cover, engineering works or climate conditions 
(O'Loughlin 1992) but has the limitation of applying to only a single catchment 
at a time. 
TOPOG_IRM is a version of TOPOC which models vegetation, water and 
energy dynamics and interactions. The integrated rate methodology (IRM) is a 
method for calculating a plant growth index to estimate the effective relative 
growth rate from a potential relative growth rate (Wu and others 1993). 
For example, Hatton and Dawes (1991) coupled the TOPOC_yield 
hydrologic model with an IRM plant growth model to simulate the change in 
· water yield of a catchment when a eucalypt forest is replaced by a wheat crop. 
Results showed, among others, that total outflow from the system (yield) was 
approximately doubled with the catchment wholly under wheat. With only the 
central portion of the catchment cleared for wheat there was just a slight 
increase in outflow. 
These results and those from a more recent study (V e1rtessy and others 
1995) illustrate the effectiveness of TOPOC despite anothe:r limitation. The 
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model generally applies only to surface or near-surface flow where soils are thin 
and no account of impediments to surface or subsurface flow is taken. The 
model was found to be very successful in this 1995 study of water balance 
predictions. The particular catchment studied had soils ranging to a depth of 
15m (W. Dawes pers comm) and no apparent subsurface impediments to 
groundwater flow. However, this situation would appear to be exceptional. 
In order to simulate regional hydrological changes, Pierce and others 
(1993) developed a water balance model based on the FOREST-BGC model of 
Running and Coughlan (1988). The modified model, designed to spatially locate 
the areas likely to contribute to waterlogging and salinisation as a result of tree 
clearing, was tested over a 155km x SOkm study area in the Murray-Darling 
Basin. The model uses a spatial geo~aphic database consisting of vegetation, 
soils, climate and topographic information at 1.6km x 1.6km cell resolution. Leaf 
area index (LAI) is used to define the amount of photosynthesising and 
transpiring tissue in vegetation. Both present-day LAI al1ld assumed pre-
European LAI were calculated with the aid of daily climate data extrapolated 
from topograp~c . information and a microclimate simulator, MTCLIM 
(Hungerford and others 1989). The modified FOREST-BGC model was used to 
calculate past and present-day evapotranspiration for each cell, assuming that 
only the tree vegetation had changed. Areas where evapotranspiration was 
reduced were interpreted to represent the areas at risk to waterlogging and 
salinisation. Acknowledging that the approach adopted has limitations, the 
authors conclude that the primary aim of quantifying hydroecological change 
was achieved. 
The monitoring of land use changes is also important in the 
understanding of the dryland salinity problem and several researchers have 
linked a spatially explicit vegetation dynamics model with satellite remote 
sensing data (Walker and others 1991b). Tentative results have suggested ways 
of monitoring degradation, in particular in woodland systems, but have 
emphasised the need for improved model-based methods to monitor woodland 
systems in the Murray-Darling Basin. Here the woody vegetation of the semi-
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arid environment is typical of a significant proportion of terrestrial systems of 
the world. 
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2.8. Water, soil and plant interactions 
The previous section emphasised that land use revolves around vegetation and 
its water use. It is therefore important to be aware of research efforts into the 
way in which the land (soils), water and vegetation interact. 
The study of evapotranspiration by vegetation has claimed considerable 
attention since the late 1970s. A schematic representation of the hydrological 
cycle and processes involved in evapotranspiration from a plant community is 
shown in Figure 9 (cf The hydrological cycle, Figure 1). 
There are numerous ways to estimate evapotranspiration but the problem 
is estimation for one tree versus a whole plantation. Methods for direct and 
indirect measurement of evapotranspiration have been based primarily on the 
concepts of: 
• Hydrology (by solving the water balance equation), 
• Micrometeorology (by deduction from temperature, humidity, wind 
velocity and radiation measured at and/ or above the evaporative 
surface), and 
• Plant physiology (by measuring water loss from a part of a plant, a 
whole plant, or a group of plants directly). 
A sununary of the applicability of various methods for measuring 
evapotranspiration over a range of time and spatial scale is shown in Table 2, 
overleaf. 
Dmtin and Aston (1984) approached the problem by extrapolating from 
a model, developed for point values measured by a weighing lysimeter, to 
estiJnate evapotranspiration from an expe1imental catchment and a river basin. 
The model framework was modified to acconunodate scale effects of variability 
in climate, topography, soils and vegetation. Evaluation of the model's 
performance included a comparison of lysimeter measurements with computed 
values for the small experimental catclunent. Concluding that extrapolation of 
point measurements can be questionable on a local scale, the authors used this 
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finding as strengthening the case for model determinations. being realistic to 
estimate areal evapotranspiration on a larger scale. 
One method for measurement of evapotranspiration has been the ventilated 
chamber technique, adopted by, amongst others, Greenwood and Beresford 
(1979; 1980) and Greenwood and others (1981; 1982). Dunin and Greenwood 
(1986) evaluated the technique and concluded that: 
From comparative measurements from a 40t weighing lysimeter 
covered with a ventilated chamber, the latter can provide realistic 
(within 5 per cent) estimates of evapotranspiration by forests, 
providing that sampling is adequate (Greenwood 1991). 
In a further exercise to estimate the validity of the extensive use of the 
ventilated chamber technique, Dunin and others (1989) evaluated the 
measurement of evapotranspiration by comparing the methods of Bowen ratio 
(energy balance), the ventilated chamber, change in soil wate:r over five days in 
Spring and infrared thermometry. The estimated water depletion over a tested 
lupin crop was comparable for each method except the latter, whose estimate 
was almost half that of the others. 
Other researchers, such as Farrington and others (1992), have used the 
ventilated chamber method in estimating evapotranspiration from agricultural 
and native plants. In a Western Australian wheatbelt catclunent, evaporation 
from annual pasture, annual crops at two densities and perennial shrubland and 
heathland growing in similar landscapes was estimated. Farrington and others 
found that: 
• For the agricultural plants, evaporation from the crops was higher than 
that of annual pasture. 
• Perennial native shrubs and heaths evaporated more water than did 
agricultural plants by withdrawing soil water throughout the year and 
by increasing evaporation rates following above average rainfall in 
Summer and Autumn. 
Following these encouraging results the authors discussed possible strategies for 
using heaths and shrubs to control salinity. 
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I 
°' 9'
METHODS 
WATER BALANCE 
Lvsimeter (wei~ingl 
l ylimeter (nonweighing) 
Water Balance (6W + t.G · '* 0) 
Water Balance (6W + 6G' • 0) 
Chl0<ide Balance 
MICROMETEOROLOGICAL 
Profile Method 
Energy Budget/Bowen Ratio 
Eddy Covariance 
Surface Temperature 
Combination Methods 
(e.g. Penman-Monteith) 
PLANT PHYSIOLOGICAL 
Ventilated O.amber 
Unventilated O\amber 
Porometer 
Heat ?uise Technique 
Isotope l"P. 'H) Technique 
Silicon °' Other T racen 
Cot-Tree Method 
TABLE 2 
A summary of applicability of various methods for measuring evapotranspiration 
over a range of time and scale 
TIME SCALE SPATIAL SCALE 
I Minute I Hour Day I Week I Month I Year I Leaf J Twig 
(- 10 ..... m 1 ) 
Plant I Group of 
Plants 
Plot lcommun1tvl Ca1chmen1 J Region I 
1> 10"m' 1 
-
-
-
- -
-
-
-
-
-
- -
- -
-
-
From: Sharma (1985) 
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Figure 9. Schematic representation of the hydrological 
cycle and processes involved in evapotranspiration from a plant community. 
From: Sharma (1985) 
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A recent development in evapotranspiration studies has been the 
measurement of sapflow velocity using the heat-pulse method to understand the 
effects of forest age on transpiration in mountain ash-type forests (Cohen and 
others 1985; Hatton and Vertessy 1989; Jayasuriya and others 1993). In their 
studies, Jayasuriya and others (1993) found that over the six warmest months 
of the year, transpiration in a 50-year-old plot of mountain ash was 190mm 
more than in a 230-year-old plot. The authors concluded that the results support 
a hypothesis that the difference in streamflow between 50-year-old and 230-
year-old mountain ash forest can largely be accounted for by differences in 
transpiration. 
Whilst the evapotranspiration rates for plants are important it is also 
essential to consider the types of plants that may be grown, especially in 
degraded land. Although persistent cultivation and resowing with normal plants 
is said to be successful on mildly salt-affected land, it has been found that only 
salt-tolerant plants can be grown on severely affected or very wet sites (Smith 
1961). In salt-affected parts of the landscape the environmental conditions are 
considerably harsher for vegetation than in non-saline areas. The sites usually 
occur in the lower landscape and are characterised by the combination of high 
salinity and waterlogging. The opportunity for revegetation to increase 
evaporative discharge in these harsh sites requires careful species selection and 
establishment. 
The potential for breeding salt-tolerant plants for treatment of saline 
discharge areas was studied by Noble (1983) who concluded that genetic 
manipulation could increase the salt-tolerance of certain species. However, the 
revegetation of saline discharge areas as a means of reclaiming seeps or 
eliminating salt discharge to streams is insufficient by itself and in some 
situations may be retrograde (Conacher 1982; Morris and Thomson 1983; 
Williamson 1986). This would apply where groundwater solute concentration 
was increased as a result of transpiration of water (but not salts) and from the 
inflow of solutes to the discharge area. 
With a view to the commercial viability of land-owners, there has been 
a trend to agroforestry experiments. For example, the effect of tree spacing on 
-68-
evapotranspiration from pasture was studied by Eastham and Rose (1988). 
Using lysimeters they found that, as tree density increased, both 
evapotranspiration from the pasture and the pasture root-length declined. At 
wide spacings, individual trees exploited a large volume of soil water stored in 
the surface layers, so water depletion at depth was less. 
Greenwood and others (1992) confirmed these findings in a study of a first-
order catchment with simple morphology but complex soil and hydrologic 
characteristics. They showed that, although crops and patsture represented 
almost three-quarters of the area of vegetation, with remnant forest (16 per cent) 
and eucalypt plantations (11 per cent) slightly more than one-quarter, the 
combined total of evapotranspiration from all trees in the plantations was 
approximately 2m per year. This was some 1.6m per year greater than 
evapotranspiration from crops and pasture. 
From the same study and as an illustration of the time-delay in achieving 
results, a tree plantation planted upslope from a saline seep in 1976 had not 
lowered water tables after a decade. Mid-slope tree plantations lowered them 
by O.Sm per year from 1984 onwards. By 1987, salt-sensitive agricultural plants 
had vigorously invaded the seep. However, profiles of soil salt showed that, 
between 1977 and 1983, leaching occurred under pasture/c.Top from 1.Sm to 
2.4m depth, indicating a general lowering of the water table, whilst under 
plantations over the same period chloride content in the soils increased. This 
would suggest that the increased evapotranspiration was removing excess water 
but at the expense of leaving salt behind. 
It has been suggested (Morris and Thomson 1983) that localised plantations 
would not be adequate to control high regional water tables. New seeps may 
form outside the range of the plantations and plantations overlying semi-
confined aquifers may not be able to penetrate the confining pans, which would 
make control of saline discharge impossible (Schofield and others 1989). 
A study of tree plantations on and around hillside seeps in Western 
Australia (Biddiscombe and others 1985) showed that better-performing species 
had vigorous canopies for discharging excess water with the bonus of 
commercial stems. 
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Because of their good performance under a great variety of conditions in 
Australia, eucalypts have been used commonly in studies of water use and trials 
for reclamation of saline seeps. Total evapotranspiration from a eucalyptus 
community in Western Australia was inferred from measurements of other 
components of water balance by Sharma (1984). He estimated that total 
evapotranspiration averaged over five years was 93 per cent of the average 
rainfall. 
Eucalypts have also been used in the reclamation of sandlplain seeps in the 
wheatbelt of Western Australia (George 1990b). After three years from planting 
a community of three species on the seep, a perched aquifer approximately 2m 
below the surface had been lowered by at least 0.Sm until the area was dry at 
the start of Summer. Wheat established in the seep and in the adjacent paddock 
yielded more than lt per hectare on the site which had been unproductive for 
twenty years. 
On a much larger scale, regional-scale estimates of soil moisture 
availability and evapotranspiration can now be obtained through the use of 
satellite remotely sensed imagery. These remote sensing methods may be based 
on the direct use of surface temperature measurements or may use radiation 
balance estimates obtained from visible and thermal imagery. 
The surface temperature approach has been used widely using ground-
based infrared thermometers (Kalma and Jupp 1990), airborne infrared 
linescanners (fupp and Kalma 1989) and satellite thermal sensors (Seguin and 
ltier 1983). 
The radiation balance methods require hourly or daily totals of net all-
wave radiation at the earth's surface. This net all-wave radiation is a 
combination of both incident and reflected short-wave and long-wave radiation 
and albedo. Various techniques have been devised for estimating these 
components. 
For example, incident short-wave radiation at the earth's surface has been 
estimated using brightness data, as an index of atmospheric opacity, from the 
visible channels of geostationary and polar orbiting satellites. Empirical 
approaches have been developed by Tarpley (1979), Nunez and others (1984) 
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and Nunez (1990). These techniques generally rely on comparing satellite 
brightness data with simultaneous pyranometer measurements at the relevant 
pixel. Transmission functions which may be used to map solar radiation over 
the region of interest are then developed (Kalma and Nunez 1990). 
This review has identified the extent and causes of the dryland salinity 
problem, the types of research that have been conducted and the current state 
of our knowledge: 
• Between 1982 and 1990 the extent of recorded dryland salinity in 
Australia increased by 87 per cent from 426 000 ha to 798 000 ha. The 
current rate of increase in land affected by dryland salinity is generally 
estimated at about five per cent per annum. 
• Salinity and waterlogging have resulted from the removal of native 
vegetation, principally for agricultural development,but have been 
exacerbated by the failure of land management practices to achieve a 
hydrologic equilibrium equivalent to that which prevailed before such 
development. 
• Research in _the Murray-Darling Basin has been directed at the causes of 
salinity I waterlogging problems, salinity control and management, 
salinity assessment and ground water processes. It has focussed on the 
problems inextricably associated with the many factors influencing the 
hydrological cycle, ie water, land and vegetation (Williams, B G 1990). 
• Although the principles involved in the processes and mechanisms of 
dryland salinisation are well understood, there are many gaps in our 
detailed knowledge. Major areas associated with salinity /waterlogging 
in the Murray-Darling Basin which would benefit from research include: 
1. Identification of recharge areas 
2. Water, soil and plant interactions 
3. Optimising water use (land use and groundwater management) 
4. Defining and monitoring groundwater systems 
5. Groundwater processes 
6. Validating predictive models 
7. Salinity research at different scales. 
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This research project mainly involves the areas covered in points 5 and 6 but 
touches on problems associated with point 7 as well. 
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3. RESEARCH 
3.1. Research design 
The aims and objectives of this thesis revolve around three important questions: 
1. Why is there a salinity problem in this area whilst the apparently similar 
adjoining area appears to have no problem? 
2. What is the risk of this problem-free area developing ai salinity problem? 
3. How would one go about developing a method to predict areas at risk? 
To achieve the objectives formulated in section 1.3, the following research 
programme was designed. 
1. Select study area 
A study area -meeting the following criteria would need to be chosen: 
• Geographically viable with respect to access and travelling time, 
• Representative with respect to dryland salinity-related degradation, 
• Typical of areas within the Murray-Darling Basin that are known to 
exhibit a dryland salinity problem, 
• An area where permission for access to sites can be readily acquired 
from land owners, 
• An area where some data already exist, 
• An area of interest to other research organisations, so that field work can 
be supported, both financially and in practical terms,. such as in access 
to equipment. 
2. Collect data 
• Acquire suitable aerial photographs and remote sensing data to assist 
with field studies. 
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• In conjunction with interpretation of these data, conduct geological field 
mapping, including identification of degraded areas and collection of 
rock and soil samples for further investigation. 
• Acquire any suitable published geophysical data. 
• Conduct appropriate ground geophysical surveys. 
• Conduct field surveys to acquire subsurface data. These would include: 
• down-hole geophysics 
• soil and rock geochemistry 
• groundwater electrical conductivity 
• ground water levels 
• soil profile mapping 
• well permeameter survey to assess hydraulic conductivity 
• Acquire available topographic data 
3. Record data 
For compatibility, record all mapped and interpreted surface data by digitising 
them into the ARC/INFO Geographic Information System. 
4. Choose model 
5. Process data for model 
6. Run model 
7. Assess results 
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3.2. Field sites 
3 .2 .1. Location 
The Scenic Road Landcare area occupies a triangular area of some 39 000 ha 
immediately north of the township of Young in the South \Nest Slopes region 
of New South Wales (Figure 4). 
The study area, referred to as the Tout Park Lookout area, lies in the 
central eastern portion of the triangle some 20 km north of Young and north-
east from the village of Monteagle (Figure 7). 
The first four criteria for selection of a study area, listed in the previous 
section, have been outlined in Section 1.4. The latter two are complied with as 
follows: 
• CSIRO Division of Water Resources staff had previously conducted 
regional electromagnetic induction surveys of the Scenic Road Landcare 
area and had identified broad areas possibly at risk of salinisation. 
• Both CSIRO and the Land and Water Resources Research and 
Development Corporation (L WRRDC) had expressed interest in salinity 
research in the Scenic Road Landcare area to the exten1t of CSIRO seeking 
and having approved funds under LWRRDC' s National Resources 
Management Strategy (NRMS) program. 
3.2.2. Geology 
Two dominant rock types, both of Devonian age, occur in the area. The Young 
Granite is more specifically a grey, massive to foliated biotite granodiorite, 
characterised by a paucity of K-feldspar but grading in places to an adamellite 
(Williams, R M 1990) and forms the ridge along which the Scenic Road runs. 
The granite is intruded and traversed by quartz and aplite dykes and veins and 
numerous joints and fractures. 
On the lower slopes to the east the granite is in contact with slightly 
metamorphosed sediments of the Hervey Group. These rocks occur in central-
westem and western New South Wales and lie in a broad syncline to the east 
and north-east of Young. The actual contact is hidden by granite-derived soils 
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but a contact zone has been interpreted from aerial photographs and ground 
reconnaissance and is indicated on Plan 1. The predominant sedimentary 
lithology identified near the contact zone is a white indurated sandstone. 
Drainage on the eastern fall appears to be mainly strwcturally controlled 
with drainage segments commonly coinciding with lineaments interpreted from 
aerial photographs. 
Soils are essentially duplex (Plate 5). In drainage lines and on the lower 
footslopes on the eastern side of the study area they range from yellow solodics 
to yellow mottled sodosols. Otherwise red duplex soils predominate as red 
podzolics and red chromosols. On crests and the more gentle slopes on the 
western side of the ridgeline the A2 horizon is present but on the steeper slopes 
on the eastern side of the ridgeline it is generally absent. 
The depth to strongly structured clay ranges from 0.9m to greater than 
2m in drainage lines and on the lower footslopes. The depth to firm weathered 
granite ranges from roughly 0.6m to greater than 2m on the steeper slopes and 
from 0.9m to. greater than 2m on the crests and more gentle slopes. 
Buried, but relatively fresh to moderately weathered, granite boulders 
occur in places on the steeper slopes, giving the impression of bedrock when 
encountered during drilling for piezometer installation. This example of 
differential weathering occurs commonly in granites, as is illustrated by a 
section through such a situation north of Canberra (but not in the study area) 
in Plate 6. 
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1. Bare hillside with armual pasture and ahnost no trees 
2. Duplex soi l 
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3. Well permeameter survey 
4. View of salinised area (left of centre) from Tout Park Lookout - timbered 
. hill on right is outcrop of metasedimentary rocks 
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5. Lineament-controlled drainage lines (top and bottom plates) 
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6. Differential weathering of granite boulders in road cutting 
7. Range of soil colours viewed from helicopter 
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8. Discharge area high in the landscape (centre: right) 
9. Salinised area showing waterlogging and salt-tolerant plants 
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3 .3. Techniques 
3 .3 .1. Air-photo interpretation 
3 .3 .1.1. Photographs 
Colour aerial photographs were taken by Quasco Pty Ltd during a survey 
commissioned by the Scenic Road Landcare Group, Young,. in October 1990. 
Details of the photography are as follows: 
Date flown: 
Altitude above sea level: 
18.10.1990 
2100m 
152.12nun 
Approx. N-S 
Camera focal length: 
Flight line direction: 
3.3.1.2. Interpretation 
Interpretation was conducted initially using a binocular stereoscope. Further 
interpretation to augment this was conducted and transfer:red to a surveyed 
base map using a Bausch and Lomb Zoom Transfer Scope. 
3 .3 .2. Remote sensing 
3.3 .2.1. Data 
Digital data from the Landsat Thematic Mapper was acquired on floppy disk 
from the Australian Centre for Remote Sensing. Details of the sub-scene 
acquired to cover the study area are: 
Satellite: 
Recording instrument: 
Channels recorded: 
Acquisition date: 
Landsat 5 
Thematic Mapper 
1-5,7(30m resolution) 
6(Thermal band-120m resolution) 
August 1991 
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3.3.2.2. Data Processing 
The Thematic Mapper data were processed and enhanced on a microBRIAN 
image analysis system. A scene covering the study area was sub-set and linear 
stretches were applied to each individual channel. Combinations of various 
channels on each of the red, green and blue colour guns were visually assessed 
and those presenting readily interpretable data were plotted as paper prints on 
a Tektronix colour plotter. 
Further mathematical enhancements were applied to various channels 
and the best combinations of these plotted for further interpretation. 
3 .3 .3. Field work 
3.3.3.1. Structural mapping 
In the study area, outcrops are restricted to the south-eastern margin for 
sedimentary rocks and to isolated and randomly located granodiorite boulders. 
The dip and strike of the sedimentary formations are only measurable in 
the one area. Although highly fractured and jointed, the gra1nodiorite boulders 
are so rounded that the dip and strike of the fractures and joints are well 
camouflaged. However, some indication of the overall trends was gained from 
aerial photos and satellite data. 
Restricted areas of scattered float, in association with subtle changes in 
topography, enabled the interpretation of trends of quartz and aplite dykes. 
These features are shown on Figure 13 as linear features. They depict the trend 
or line of best fit of each feature and are not meant to convey any estimation of 
width. Most of the features are depicted as being continuous, open-ended and 
traversing the whole study area, inasmuch as identifiable co11Ltinuing trends are 
evident on adjoining aerial photos. 
3.3.3.2. Lithological and soils mapping 
Lithological mapping was conducted from field traverses and aerial photo 
interpretation. Sub-surface data from drilling and back-hoe pits were used to 
complement the surface mapping and provide an insight for soils mapping. 
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3.3.3.3. Waterlogging/salinity mapping 
Visits to waterlogged and salinised areas in both wet and dry seasons enabled 
accurate delineation of these areas. Areas of discharge were identified 
principally from vegetation assemblages in dry times and confirmed by visual 
observations during the wet. 
These ground observations were used to confimt and/ or modify 
interpretation from aerial photos and this interpretation was transferred to a 
surveyed base plan by means of a Zoom Transfer Scope. 
3.3.3.4. Helicopter flight 
Black and white infrared and normal colour photographs were taken from 
hand-held cameras during a helicopter flight at approximately 1600m above 
ground level. The flight was undertaken following the farmers' cultivation of 
a large part of the study area in readiness for Winter /Spring crop planting. 
Ground surveys were conducted immediately after .acquisition of the 
photographs to improve on the various types of field mapping conducted 
earlier. 
3.3.4. Drilling 
A total of seventy-six holes was drilled using rotary air blast, rotary percussion 
and diamond core drilling techniques in the eighteen catchn1ents of the study 
area for piezometer installation. The holes were drilled in pairs on the upper 
slopes and mid to lower slopes of each catchment with an additional pair 
drilled in two of the larger catchments (Plan 1). 
The shallower hole of each pair was drilled to a depth 2m below 
groundwater level and the deeper hole to 7m below the same level. Comparison 
of water levels in each hole enables detemtination of whether the area 
surrounding is one of recharge, discharge or recharge/discharge. 
Piezometer installation in each hole involved insertion of SOmm diameter 
PVC pipe to the bottom of the hole, leaving approximately O.Sm to lm 
extending above ground level (extension of greater than lm was required in 
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areas of high groundwater pressure). The bottom 30cm of each pipe was slotted 
to enable water entry and the annulus between the slotted pipe and the wall of 
the hole was filled with gravel. The annulus above the slotted section was 
sealed with bentonite clay for another 30cm above which the drill cuttings left 
after sampling were used for fill. 
To prevent damage to the extended pipe by livestock a steel pipe 
approximately 60cm in length was cemented around the pipe to a depth of 
30cm, leaving 30cm above ground level. 
3.3.4.1. Groundwater levels 
Apart from selected wells which have continuous loggers ins1talled, water levels 
in each piezometer were measured on a monthly basis in order to monitor 
changes which may reflect long-term variations. Electrical conductivity was 
measured at the same time as a measure of groundwater salinity. 
Water level data were used to compile a contour diagram from which 
can be determined groundwater flow directions and the presence or absence of 
sub-surface impediments to flow. 
3.3.4.2. Soil profiles 
Changes in soil type, texture and extent of weathering were determined from 
drill hole samples. 
3.3.4.3. Parent lithology 
For budgetary reasons and because of the proximity of groundwater to the 
surface, only a few of the deeper holes penetrated bedrock. However, all of the 
deeper holes in the upper portions of the catchments penetrated rock weathered 
in situ, enabling samples to be collected for assessment of salt content. 
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3 .3 .5. Geophysics 
3.3.5.1. Ground Electromagnetic Induction 
Electromagnetic induction (EM) is one of many electrical methods used in 
prospecting for minerals and in engineering geology. Simply put, the technique 
measures the ability of the ground to conduct electricity. 
These methods make use of three fundamental properties of rocks: 
1. Resistivity, or inverse conductivity, which governs the amount of current 
which passes through the rock when a specified potential difference is 
applied. 
In porous sedimentary formations, such as sands, conglomerates, soils, 
etc. the resistivity is governed more by the electrolyte concentrations of 
the liquid filling the interstices within the formation than by the intrinsic 
conductivity of the rock material itself (Dobrin 1960). 
2. Electrochemical activity with respect to electrolytes in the ground. This 
activity depends on the chemical composition of the rocks or soil and 
also on the composition and concentration of the electrolytes dissolved 
in the groundwater with which they are in contact. 
3. The dielectric constant, which gives a measure of the capacity of a rock 
material to store electric charge. It corresponds to permeability in 
magnetic materials and is a measure of the polarisability of a material in 
an electric field. This constant determines the effective capacitance of a 
rock or soil and consequently its static response to any applied electric 
field. 
Electromagnetic induction relies on the principle thatt electromagnetic 
waves attenuate in the earth at a rate depending on the frequency and the 
electrical characteristics of the earth, waves of higher frequency falling off in 
intensity more rapidly with depth (Dobrin 1960). When they pass through a 
conducting formation (or ore body) they induce currents in the conductors in 
accordance with the laws of electromagnetic induction. These currents are the 
source of new waves which are radiated from the conductors and can be 
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detected by suitable instruments on the surface. In terms of mineral exploration 
and engineering geology where readings are made to considerable depth, any 
inhomogeneities in the electromagnetic field observed on the surface indicate 
variations in the conductivity below and suggest the presence of anomalous 
masses in the subsurface. 
For salinity studies the EM readings are made to much shallower depths 
and the ground electrical conductivity is determined by six factors: 
1. Porosity, 
2. Moisture content, 
3. Pore water salinity, 
4. Temperature, 
5. The type and amount of clay in the ground, and 
6. The type and amount of any organic matter. 
Any layer in the ground, such as soil horizons or bedrock strata, will be 
composed of a unique combination of the above six factors 0W alker and others 
1993). 
For ground EM surveys the conductivity meter consists of a transmitter 
coil and receiver coil separated by a suitable distance and using a current 
frequency appropriate for the required depth of penetration. The transmitter coil 
is energised with an alternating current which generates a time-varying 
magnetic field in the ground. This field, in tum, induces small currents which 
generate their own secondary magnetic field. The receiver coil responds to both 
primary and secondary magnetic field components. 
In general, the secondary magnetic field is a compLlcated function of 
ground conductivity. This field, which is a small fraction of the primary 
magnetic field, is a linear function of conductivity. For a deep and uniform soil 
the instrument then gives a direct reading of conductivity (Ghassemi and others 
1995). Where there are several layers, such as a duplex soil overlying bedrock, 
then the conductivity measured by EM is only an estimate, as all the properties 
of each of the layers contribute to some extent to the final reading. This estimate 
is then called the apparent conductivity (ECa). 
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3.3.5.1.1. Instruments 
In this study, surveys were conducted using three different instruments, each 
designed for a particular purpose and manufactured by Geonics Limited of 
Ontario, Canada. 
1. EM31 This one-person portable instrument has a fixed. intercoil spacing 
of 3.7m and can be used in a reconnaissance mode where it may be 
vehicle mounted or carried on a sling over the shoulder and operated 
continuously, giving a depth of penetration of about lm, or can be laid 
on the ground in either horizontal or vertical dipole mode for depths of 
penetration of approximately 3m or 6m respectively (McNeill 1980). 
2. EM34-3 This two-person portable instrument has individual 
transmitting and receiving coils connected via the transmitter and 
receiver by an electrical cable. This enables both the intercoil spacing and 
the frequency of the applied current to be varied. 
Operating characteristics for these two instruments are shown in Table 3, 
overleaf. 
While the precise depth of exploration varies according to soil conditions 
affecting ground conductivity, values from these nominal depths can be used 
to distinguish a profile with ECa increasing downwards (recharge) from a 
profile with ECa increasing upwards (discharge). Richardson and Williams 
(1994) developed a simple discharge index (DI) based on the ECa values 
measured from different nominal depths and an explicit field method to obtain 
and interpret the DI values relevant to a particular location. 
The discharge index (DI) for the EM34 is calculated as: 
EM34h10 x E1"134h20 
DI= 
EM34h40 
where, for a horizontal dipole orientation; 
EM34h10 = ECa measured by the EM34 at 10m spadng; 
EM34h20 = ECa measured by the EM34 at 20m spacing; 
EM34h40 = ECa measured by the EM34 at 40m spacing. 
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For a salty discharge area EM34h10 will have high values; EM34h40 
much lower values, as the salt has been concentrated at the surface by 
discharging groundwater; and EM34h20 indicates the overall magnitude of the 
salt concentration. Discharge Index, in this case, will be relatively high. Lower 
values of DI can be attained in situations for which EM34h10 is very low and 
EM34h40 is relatively high, typical of recharge areas (Walker and others 1993). 
3. EM39 This down-hole logger provides a measure of the conductivity of 
the soil and rock surrounding a borehole or monitoring well. The unit 
has a.n intercoil spacing of O.Sm and a radial distance of penetration of 
0. 9m. Measurements may be recorded automatically as a continuous log 
or noted manually at selected depth intervals. 
TABLE3 
Operating characteristics of EM3 l and EM34-3 instruments 
Instrument Coil/( dipole) Coil Penetration 
model orientation separation depth 
m (m) 
vertical/(horizontal) EM34hl0 10 7.5 
EM34h20 20 15 
EM34h40 40 30 
EM34-3 
horizontal/(vertical) EM34vl0 10 15 
EM34v20 20 30 
EM34v40 40 60 
vertical/ (horizontal) EM3lh 3.7 3 
EM31 
horizontal/(vertical) EM3lv 3.7 6 
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3.3 .5.1.2. Surveys 
1. EM31 This instrument was used on two separate occasions to cover 
the study area. Firstly, mounted on a four-wheel agricultural motorcycle 
with traverses of approximately 100m spacing run pairallel to fence lines 
paddock by paddock (R Britten, pers comm). This part of the study 
covered the original sixteen catchments in the northern and southern 
ends of the study area. Secondly, traverses were conducted on foot over 
the central catchments of the study area on approximately 100m spacings. 
In each case the instrument was used in reconnaissance mode at a height 
of approximately 1m using a vertical dipole. 
Location of traverses for these and the remaining surveys are shown on 
Plan 2. 
2. EM34-3 Traverses were conducted initially down slope and roughly 
parallel to the main drainage line of each of the original catchments. 
Intertoil spacings of 1 Om, 20m and 40m were used with the instrument 
in horizontal dipole mode. 
Later traverses were conducted over the central catchments and between 
the initial traverses to provide a more uniform coverage with this 
instrument. 
3. EM39 Measurements were recorded manually at O.Sm intervals 
commencing at 1m depth down the deeper of each nested pair of 
piezometers. 
3 .3 .6. Chemistry 
3.3.6.1. Soil 
Soil samples taken at 1m intervals from the deeper of each pair of holes drilled 
for piezometer installation were dried, ground to pass through a 2mm sieve and 
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processed as 1 :5 soil: water solutions for laboratory measurement of pH and 
electrical conductivity. 
In addition, pits approximately 2m deep were dug in selected catchments 
using a tractor-mounted back-hoe. This enabled a study of soil profiles in situ 
as well as the collection of soil samples from measured sections for 
measurement of moisture content, pH and salinity. 
3.3.6.2. Rock 
Rock samples were collected from selected outcrops of both granitic and 
sedimentary rocks for measurement of salt content. Pulverised samples from 
hard rock penetrated during drilling were treated as soil samples and processed 
as outlined above. 
3.3 .6.3. Groundwater 
Electrical conductivity of groundwater as a measure of its total dissolved salt 
content was measured using a field electroconductivity meter at monthly 
intervals in each piezometer in each catchment of the two main study areas. 
3 .3 .7. Well permeameter survey 
A constant head well permeameter survey was conducted to determine the 
steady state infiltration rate of water and hence calculate the saturated hydraulic 
conductivity of soils in the study area (Plate 4). 
In total, 83 holes were augered manually at twelve locations in five 
catchments (Plan 1). The sites were selected as representative of upper, middle 
and lower catchment positions and were sited near back-hoe pits dug for soil 
profile studies by the Department of Conservation and Land Management. 
The well permeameter method is also known as the constant head well 
permeameter method, the shallow well pump-in method and the dry auger-hole 
method (Mackenzie 1991). 
The well permeameter is an apparatus for determining the steady state 
infiltration rate of water, ponded to constant depth, through soil from a vertical 
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cylinder source. The permeameter used is as described by Mackenzie (1991) and 
is basically that of Talsma and Hallam (1980). It is suitable for use in soils of 
hydraulic conductivity between lx10-7 and 3xl04 m/ sec. 
3.3.8. Topographic survey 
Detailed topographic surveys were conducted by an officer of the Department 
of Conservation and Land Management over the study areas. These enabled 
delineation of catchment boundaries and drainage lines, location of drill holes, 
interpretation of subtle changes in geomorphology, interpretation of 
groundwater level contours and production of cross-sections. 
The surveys were conducted at a scale of 1:5 000, enabling the production 
of 2m elevation contours. 
3.3 .9. GIS 
All mapped and interpreted surface data were digitised into the ARC/INFO 
Geographical Information System. Data from the topographic survey were 
supplied in a format suitable for incorporation into this system and so needed 
no further processing. 
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4. DEVELOPMENT OF 
PREDICTIVE MODEL, 
4.1. Models and modelling 
Models can be defined in many ways. Jorgensen (1983a) defines them as 
formal expressions of the essential elements of a problem in either physical 
or mathematical terms. Hall and Day (1977) define a model as any 
abstraction or simplification of a system. 
Whatever definition is adopted the important concept is that a 
simplification is involved, eg a model aeroplane is a simplification of a real 
aeroplane. A model cannot have all the attributes of the real system, 
otherwise it would not be a model, but it should have the important 
functional attributes. 
The purpose of modelling, then, is to put knowledge into a more 
usefully structured form. Modelling is needed for the understanding of 
nature because the complexity of nature is often overwhelming (Hall and 
Day 1977). 
In this study we are not concerned with physical models but with 
mathematical models. Mathematical models are used becamse Mathematics 
provides a symbolic logic capable of expressing ideas and relationships of 
great complexity. The various mathematical operations enable us to make 
predictions of the changes which we expect to occur in ecological systems as 
external variables are changed. 
As was the case for models, mathematical models can be variously · 
defined. For example, the American Society for Testing and Materials (1984) 
defined a mathematical model as "an assembly of concepts in the form of a 
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mathematical equation that portrays understanding of a natural 
phenomenon". 
All definitions of mathematical models encompass the idea that they 
integrate existing knowledge into a logical framewo1rk of rules and 
relationships (Moore and Gallant 1991). Mathematical models have been 
developed for various reasons: 
• They can assist in identifying critical gaps in fundamental knowledge 
and in planning experimental programs, 
• They are less expensive than field monitoring programs, 
• They can help set priorities, giving broader and longer term 
perspectives, 
• They can provide a cost-effective extrapolation function. 
Modelling strategy involves several steps (Hall and Day 1977): 
• Specify the model objectives as a list of model specifications, 
• Identify sub-models and sub-objectives, 
• Construct and validate sub-models, 
• Assemble the sub-models into the complete model and validate, 
• Seek answers to the objective question, 
• Examine the general behaviour of the model: identify behaviours of 
interest, 
• By sensitivity analysis, identify the structure and parameters that are 
causal for the behaviours of interest, 
• Validate these causal structures and parameters. 
Given that the objectives are made explicit by the list of specifications, the 
process of construction and validation is: 
1. Construct a model and generate output - Go to 3 
2. Revise the model and generate output - Go to 3 
3. Test against the validity criteria - STOP or return to 2. 
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The activity ceases when the model achieves the validation standards set by 
the specifications or when one is forced to admit inability to achieve these 
standards (Hall and Day 1977). 
Many types of models are in use nowadays and those most commonly 
used in environmental studies are summarised in Table 4, overleaf. 
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TABLE4 
Classification of models (pairs of model types) 
TYPE OF MODELS CHARACTERISATION . 
Research models Used as a research tool (for understanding) 
Management Models Used as a managemen tool (for decision making) 
Deterministic models The predicted values are computed exactly 
Stochastic models The predicted values depend on probability distribution 
Compartment models The variables defining the system are quantifiea by means of time-
dependent differential equations 
Matrix models Use matrix in the mathematical formulation 
Reductionistic models Include as many relevant details as possible , 
Holistic models Use general principles 
Steady state models The variables defining the system are not dependent on time (or space) 
Dynamic models The variables defining the system are a function of time (or perhaps 
space) 
Distributed models The paramaters are considered functions of time and space 
Lumped models The parameters are within certain prescribed spatial locations and/or 
time, considered as constants 
Linear models First-order equations are consecutively used 
Non-linear models One or more of the equations are not of the first order 
Causal models The inputs, the states and the outputs are interrelated 
Blackbox models The input disturbances affect only the output responses 
Mechanistic models Account for most fundamental mechanisms of the processes involved 
Functional models Incorporate simplified treatments of an individual process or groups of 
processes 
Statistical models 
Process-based models 
Spatial models 
Non-spatial models 
The variables identified during model building are based purely on 
statistical analysis 
The variables are not based on statistical analysis 
The variables vary in space over a geographical area 
Properties of both the environment and population are spatially uniform 
and the populath.m is well-mixed 
Adapted from Jorgensen (1983a) 
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4 .2 . Comparison of model types 
4.2 .1. Research models v management models 
Research models are developed to better understand the physical processes 
and how they interact, test hypotheses as to how systems work, or for 
determining appropriate simplifying assumptions as a first step towards 
development of management models. 
Global climate models, for example, are used in research aimed at 
understanding the climate system since controlled experiments cannot be 
performed on the actual climate. A large amount of effort is required to 
transform a research model into a user-friendly model that can be effectively 
used by action agencies. 
Management models are used to make decisions about managing a 
system. For example, such a model would be required to manage the amount 
of nutrients permitted to enter a river system that is susceptible to 
eutrophication. 
4.2.2. Deterministic models v stochastic models 
Models that give definite unique outputs to a given set of inputs are called 
deterministic. They are often used, for example, in water resource assessment 
to provide quantitative information on the magnitude, quality, distribution 
and timing of available water. 
However, nearly all measurements of ecosystems include some 
statistical component, ie there is no precise relationship between variables 
but rather a mean and standard error. If we include such uncertainty in a 
model it is said to be stochastic and any prediction is in a probabilistic form. 
It is important to note that the result of a deterministic model will not 
usually match with the mean of the result of a stochastic model of the same 
situation (Norton and Possingham 1993). 
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4 .2 .3. Compartment models v matrix models 
Compartment models are widely used in the field of ecological modelling to 
predict changes in a system through time by using differential equations. 
Many biogeographic systems are more complex and require the 
simultaneous solution to linked systems of equations. One very flexible, 
useful and powerful mathematical device which permits this is matrix 
algebra - models using this are termed matrix models. 
4 .2 .4. Reductionistic models v holistic models 
Holistic models have been used for large geographical areas which contain a 
broad spectrum of environmental problems (eg Jorgensen 1983b; Hopkinson 
and Day 1977). 
In each case major ecosystem components and processes were 
identified and studied initially by using reductionistic models (eg Day and 
others 1973). 
4.2.5. Steady state models v dynamic models 
Steady state (or static) models are used in systems in which the state 
variables, ie those describing the state or condition of an ecological system, 
stay constant through time. They cannot, in most cases, be used for 
management as they do not generate any predictions. They generally provide 
no indication of the interactions between components and the processes 
effecting such. However, in environments that are continually changing as a 
direct (eg vegetation modification) or indirect (eg global warming) 
consequence of human activities, static models may provide limited 
predictive ability and therefore are of limited utility (Norton and Possingham 
1993). 
Dynamic models apply to systems in which the variables change 
through time, although dynamically changing systems may eventually reach 
a state at which the values of the variables remain steady. 
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4.2.6. Distributed models v lumped models 
Distributed models are most often used when large ecosystems have to be 
modelled, eg when a hydrodynamic and an ecological model for a large 
waterbody are combined. Distributed models attempt to represent the spatial 
variability of hydrologic and water quality characteristics and processes 
across a catchment, whereas lumped models spatially aggregate these 
processes. 
The main concern in using lumped models is that it is probably not 
possible to obtain a single value of a spatially variable parameter that allows 
a model to predict the mean response of the modelled area (Moore and 
Gallant 1991). 
4 .2 .7. Linear models v non-linear models 
In principle there is no difference between linear and non-linear models, 
although the linear type has a simpler mathematical formulation. In the 
linear model the equation of change, eg the differential equation, is linear in 
the system variables. If otherwise it is non-linear. 
Non -linear models can behave very differently to linear models. In 
particular, dynamic non-linear models can exhibit extreme sensitivity to 
parameter values and chaotic dynamics, but this cannot occur in linear 
dynamic models (J Gallant, pers comm). 
4.2.8. Causal models v black-box models 
In causal models, an understanding of the components, or state variables, of 
the system under study and their relationships with input and output 
functions is required. Black-box models do not require any understanding of 
the system constituents and their relations. For this reason, causal models 
have been preferred to black-box models in ecological modelling. 
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4.2.9. Mechanistic models v functional models 
Mechanistic models attempt to account for most fundamental mechanisms of 
the hydrological and chemical processes involved in hydrology and water 
quality studies. Because of the complexity of the ecosystem, computational 
constraints and incomplete knowledge of many processes, it is not possible to 
include, within a single model, descriptions of all possiible processes that 
might occur. Therefore it is not possible to develop a truly general 
mechanistic model that is applicable in all environments nvfoore and Gallant 
1991). 
On the other hand, functional models incorporate simplified 
treatments of an individual process or groups of processes using some form 
of transfer function and make no attempt to physically describe the 
individual processes. The well known unit hydrograph method is an example 
of a transfer function approach for predicting catchment runoff directly from 
rainfall (Moore and Gallant 1991). 
4 .2 .10. Statistical models v process-based models 
Conceptually, statistical models differ from process-based models primarily 
in that the independent explanatory variables identified during model 
building are based purely on statistical analysis (Norton and Possingham 
1993). 
A process-based model may be formed by initially using a statistical 
model for exploratory analysis of data sets and then deriving a qualitative or 
quantitative model of the processes involved. 
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4.2.11. Spatial models v non-spatial models 
In many environmental simulation models, most of the system variables vary 
in space over the geographical area under consideration. Tihe model requires 
a spatial component and can be termed a spatial model. 
Norton and Possingham (1993) describe various spatial models, both 
static and dynamic and these include: 
• Static - linear regression models, 
- generalised linear models (GLMs), 
- generalised additive models (GAMs), 
- the Bioclimatic Prediction System (BIOCLilv1), 
- machine learning techniques, including decision tree 
analysis 
• Dynamic - habitat supply models, 
- metapopulation models, 
- cell-based models. 
In many wildlife models, particularly those that are solved analytically, there 
is no spatial component. Tihis implies that all properties of both the 
environment and population are spatially uniform and the population is 
well-mixed, ie all individuals interact equally with others. Such assumptions 
are rarely valid in nature and, consequently, such non-spatial models often 
have limited application to biodiversity conservation (Norton and 
Possingham 1993). 
One spatial model of particular interest in studies involving GIS is 
decision tree analysis (OTA). 
Decision tree analysis is one of several machine learning or artificial 
intelligence techniques developed to analyse natural resource data. The 
techniques are intended to uncover patterns within data sets using little 
information other than the actual observations. 
Decision trees are a sequential means to analyse data, where 
classification and characterisation of data are accomplished through a 
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sequence of splits (decisions) based on values of the observations in various 
data fields. 
Decision tree analysis employs rule-induction techniques (if ... , then ... ) 
using both observations and known information to construct hierarchical 
structures of rules, called decision trees or classification trees. 
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4 .3. The approach adopted here 
4.3 .1. Simulation problem 
The questions of most concern are: 
• What areas are at risk to dryland salinity ? 
• What will be the severity? 
• How quickly will it develop or spread? 
The main aim of this research is to identify geological factors which have an 
influence in the salinisation process. To test the findings the geological 
factors would be incorporated into a model designed to predict salinity risk. 
The idea would be to go to a catchment, gather necessary data in a short 
time frame and be able to indicate which, if any, areas of the catchment are 
likely to develop dryland salinity. 
The problem of simulation is complicated by the wide range of 
environmental factors associated with the process of salinisation. Natural 
systems are so diverse that only a simplified modelling process can be 
undertaken. The characteristics incorporated in this research model include 
the most significant of these factors that can be readily acquired in an 
economically viable manner. 
The initial idea was to refine the work reviewed in Chapter 2 and 
incorporate the most significant findings into a model. Experience and 
knowledge gained during the extensive field research suggested that a better 
approach would be to use the results of the field work conducted during this 
study. 
4 .3 .2. Assumptions about the system 
In constructing a model to predict areas at risk to developing dryland 
salinity the chief considerations were that the model should be kept simple 
and require a minimal amount of easily acquired data. 
Another important consideration was that a model should be usable in 
other geographical areas with minimal modification. 
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This meant that data such as depth to watertable would not be 
included since the cost and time involved to drill a sufficient number of 
wells in each catchment and monitor them until stab le readings were 
acquired would be prohibitive. Estimations of depth to wa1tertable have been 
calculated from digital elevation models (R Salama, pers comm) but this 
alone is unlikely to be adequate. At present the techniques. involved are still 
in the developmental stage. 
No allowance for climate has been included in the present model since 
the study area lies within a single climate zone. Although a range of 
microclimates occurs, resulting from the range of altitude, slope and aspect, 
each small catchment involved in the study has its own range of variation of 
these characteristics. Overall it is considered that there is little variation from 
one catchment to another. 
Similarly, land management has not been included as all catchments 
involved are managed in similar fashion, ie grazing on annual pastures with 
supplementary feeding. Original native vegetation occupies less than 1 per 
cent of the study area (T Gardiner pers comm) and most remains beside the 
road along the ridge and the road in the north running easterly towards 
Bendick Murrell. Land management was therefore considered as uniform 
across the study area and has not been included in the modelling process. 
Soil properties, such as hydraulic conductivity, have not been used 
specifically because of their spatial variation and becaus1e of the practical 
difficulties in field measurement. Instead, slope can be considered as a 
surrogate for hydraulic conductivity, for example, since hydraulic 
conductivity tends to decrease with decreasing slope (see well permeameter 
measurements, Appendix 3). 
Sub-surface geological features which could influence groundwater 
flow, such as rock weathering, rock fracture, dykes or sills acting as barriers 
or conduits, are difficult to measure or identify at the surface. Row length 
and flow accumulation could be considered as surrogafres for degree of 
weathering and the file for lineaments and dykes as a surrogate for barriers 
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or conduits. Which of the latter two applies needs to be interpreted from 
surface observations. 
4 .3 .3. Model objectives 
The objectives in this modelling exercise are: 
1. To identify important environmental variables associated with gullies, 
salinised areas, discharge areas and areas where none of these yet 
occur in Area 1 of the study area, 
2. To identify which combinations of these environmental variables are 
most significant for each of these salinity-related chairacteristics, 
3. To identify areas with these combinations in Area 2 of the study area. 
4 .3 .4. Construction of conceptual model 
Field observations and measurements and study of the literature indicate that 
features as~ciated with dryland salinity present a time picture of the risk 
involved, eg gullies (past), salinised areas (present) and discharge areas 
(future). 
Given that the climate over all of the study area is essentially uniform, 
the environmental variables thought to be important in the formation of 
these features are geology (rock types and structure), vegetation, topography 
and near-surface salt store. If appropriate coincidences of some or all of these 
with gullies, salinised areas or discharge areas can be established, then these 
same coincidences can be sought to identify areas at risk of developing these 
salinity-related features. 
4.3.5. Modelling procedure 
It is clear from the comparison of model types that no particular model fits 
into just one of the eleven described pairs. Instead, most models could be 
labelled with descriptors of several of the pairs. For example, a model 
predicting streamflow from rainfall could be labelled as management, 
stochastic, dynamic, lumped and spatial. 
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In choosing an appropriate model for this GIS study the requirements 
were for a data driven, steady state, lumped model. 
As noted in Section 4.2.6, in using lumped models there is a concern 
over obtaining a single value of a spatially variable parameter that allows a 
model to predict the mean response of the modelled area. Use of a square-
grid network of cells overcomes this concern since we are only concerned 
with parameter values for each individual cell and mean values for larger 
areas need not be considered. 
One type of model which applies to a geographical data base of 
environmental variables is the physically based, lumped parameter, decision 
tree classifier. Titls provides an efficient mode of separating; observations into 
classes or for predicting the best response to a given situation. 
The classifier enables the modeller to decide on how to separate the 
measurement of a particular environmental characteristic into classes. Then, a 
statistical breakdown on how each of these classes, in conjunction with 
classes of other environmental characteristics, corresponds to the likelihood 
of occurrence of the various types of degradation can be obtained. 
Once the best response from the choice of characteristic and how it is 
separated into classes are found, alternative paths and/ or class assignments 
can be eliminated. The process is then repeated for other environmental 
characteristics with successive decisions giving rise to liJkelihood of purer 
classes. 
The hierarchical structure is illustrated diagrammatically as a decision 
tree or classification tree With branches splitting, ie rule-based decisions 
being made, based on values of the various attributes (Appendices 2 and 5). 
The end rules (terminal nodes of the tree) describe, in this case, the 
associations between salinity-related features and the environmental variables 
that are correlated with their distribution. 
Using the KnowledgeSEEKER program (FirstMark Technologies Ltd. 
1992) the end rules can be transformed into classification linages. 
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The decision tree analysis was developed using data from Area 1 
(Tout Park North), was validated and then tested against data from Area 2 
(Tout Park South) of the study area. 
As well as a plot of the whole decision tree (Appendix 5), the results 
were produced as rule-based decisions (Appendix 2)and as a colour image 
showing the predicted distribution of salinity-related features (Figure 29). 
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4.4. The data base 
4.4.1. Data 
Elevation was used as a variable, whilst four topographic variables were 
derived from elevation data, two variables from Landsat Thematic Mapper 
data, two from geological field mapping and one from ground traverse and 
grid electromagnetic surveys. These were used to provide a measure of the 
spatial variation of the geology, topography, vegetation and near-surface salt 
store previously alluded to. 
Discharge areas, salinised areas, gullies, geological dykes and 
lineaments, geological boundaries and lithology were mapped using field 
surveys and air-photo interpretation. 
The mapped data were transformed to a base plan (Figure 10) 
produced from a topographic survey which was conducted by the NSW 
Department of Soil Conservation. This survey also provided the spot height 
data which were transformed into a lOm x 10m grid digital elevation model 
using the program ANUDEM (Hutchinson 1989). 
Digital elevation models (DEMs) are a subset of digital terrain models 
(D1Ms). D1Ms can be defined as ordered arrays of numbers representing the 
spatial distribution of terrain attributes such as elevation, slope, aspect and 
so on. 
In a DEM the ordered array of numbers represents the spatial 
distribution of elevations above some arbitrary datum in 21 landscape. There 
are three principal ways of structuring a DEM: 
1. As regular grids, 
2. As triangulated irregular networks (TINs), or 
3. As vectors or digitised contour lines (Moore and others 1991; 1992) 
The DEM used in this study consists of a square-grid network and 
was chosen for ease of computer implementation and computational 
efficiency (Collins and Moon 1981). 
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Many topographic attributes can be computed by terrain analysis from 
a DEM and these can be divided into primary and seconda1ry (or compound) 
attributes. 
Primary attributes are directly calculated from elevation data and 
include variables such as aspect, slope and curvature. 
Compound attributes involve combinations of the primary attributes 
and can be used to characterise the spatial variability of specific processes 
occurring in the landscape. For example, the wetness index has been used to 
characterise the spatial distribution of zones of surface saturation and soil 
water content in landscapes (Moore and others 1988; 1992) and appears in 
the TOPOG model of O'Loughlin (1990). 
Several hydrologically-based, topographically-derived, primary 
attributes have been used in this study. These were computed by applying a 
second-order, finite-difference scheme centred on the interior node of a 
moving 3x3 square-grid network after the methods of Speight (1974) and 
Moore and others (1991b). Details of their derivation are outlined in section 
4.4.3. 
For unifonnity and ease of later processing for use in a predictive 
model, the mapped data from the field surveys and air-photo interpretation 
were digitised into ARC/INFO as a separate layer for each characteristic. 
As a measure of vegetation characteristics in terms of vigour and 
moisture content , two normalised difference vegetation indices (NDVI and 
NDVMI) were calculated for the study area from Landsat TM data and these 
indices were used as input characteristics. 
Electromagnetic induction (EM) data from EM31 grid and traverse 
surveys were produced as plans of digitised grid and traverse lines with EM 
values at sampling points. 
4.4.2 . Files used in decision tree analysis 
Each file for the whole study area (Figures 11-22) was divided equally into 
northern and southern sections and the suffix "n" or "s", respectively, added. 
The "n" files were used as the training set and the "s" files (except ttrg) used 
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as a basis for the test set. The ttrg file, representing the actual state of 
degradation in the training area, was used for evaluation of the model in 
conjunction with field checking. 
File descriptions: 
1. ttrg - mapped gullies, salinised areas and discharge areas 
2. tgeol - mapped lithological units and interpreted boundaries 
3. tplndk - mapped and interpreted aplite and/or quartz dykes 
4. tndvi - Landsat 1M normalised difference vegetation index 
(NDVI) 
5. tmvi - Landsat 1M normalised difference vegetation moisture 
index (NDVMI) 
6. tpem31- contours of electrical conductivity values from 
EM31 surveys 
7. tpcur - contours of plan curvature 
8. tpslo - slope contours 
9. tpasp - aspect contours 
10. tflowl - contours of flow run length 
11. tfloac - flow accumulation 
12. tpelev - elevation contours 
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4.4.3. Derivation of files 
4.4.3.1. Primary attributes 
The primary attributes were computed using the following notation 
(from Moore and others 1993): 
fx = (Jz/ax , fy = az;ay, fxx = a2z/ax2 , fyy = a2z/ay2 , fxy = a2z/axay 
and p = f/ + f/ , q = p + 1 
where z is the elevation at co-ordinates x,y in the horizontal plane, fx and fy 
are the first derivatives in the x and y directions, and fxxt fYY and fxy are the 
second derivatives. 
1. tpelev - Australian Height Datum (AHD) - (measured in metres) 
2. tpslo - Maximum slope - 15 (measured in degrees) 
15 = arctan(p~) 
Slope (or gradient) is significant in overland and subsurface flow 
velocity and runoff rate, precipitation, vegetation, geomorphology, soil water 
content and land capability classification. 
3. tpasp - Aspect - 'V (measured in degrees clockwise from north) 
'JI= 180 - arctan(f/fx) + 90(fJ I fx I) 
Aspect (or primary flow direction) is defined as the azimuth of the 
maximum slope and is significant in insolation, evapotrans piration, flora and 
fauna distribution and abundance. 
4. tpcur - Curvature - (measured in units of m-1) 
The directions of meaningful curvature for hydrological and 
geomorphological applications are in the direction of maximum slope (profile 
curvature) and transverse to this slope (plan and tangential curvature). 
Profile curvature is a measure of the rate of change of the potential 
gradient and is therefore important for water flow and sediment transport 
processes. 
Plan curvature is essentially the rate of change of azimuth per unit 
distance along a contour line. It is a measure of topographic convergence or 
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divergence and hence the concentration of water in a landscape as well as 
the development of soil characteristics. 
Tangential curvature, the curvature in the nom1al plane in the 
direction perpendicular to the gradient (ie the direction tangential to the 
contour line) was proposed by Mitasova and Hofierka (1993) as a more 
appropriate attribute than plan curvature for studying flow 
convergence/ divergence phenomena. However, since their computed 
distributions of convex and concave areas are the same (Mitasova and 
Hofierka 1993), it was considered superfluous to use both in this study. Of 
the two, visualisation of plan curvature seemed more simple, so was chosen. 
Because of the relationship to convergence and divergence, plan 
curvature was considered to be more important in this study and was used 
in preference to profile curvature. Both attributes could have been used but 
the intent of the modelling exercise was to keep it as simple as possible. 
Mitasova and Hofierka (1993) give the following relationships for the 
three: 
Profile curvature, 'V = 
Plan curvature, ffiii = 
Tangential curvature, rot= 
pq3/2 
p3/2 
fxxfy2 - 2f xyf Jy + fyyf x2 
pq~ 
Plan and tangential curvature have the relationship: 
ffiii = Wt5in-1f5 
5. tfiowl - Flow path length - (measured in metres) 
This was calculated using a computationally efficient algorithm 
described by Jenson and Domingue (1988). From each node in a network 
they assume that water flows to one of eight possible neighbouring nodes, 
based on the direction of steepest descent. The flow path length, defined as 
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the maximum distance of water flow to a point in the catchment, can be 
calculated by moving upslope from the point until a node which has none of 
its eight neighbouring nodes higher is reached. 
This attribute has significance in calculation of erosion rates, sediment 
yield and time for water concentration. 
6. tfloac - Flow accumulation (or contributing drainage area)- (measured 
in contributing nodes which are convertible to areal measures, 
such as square metres) 
The flow direction data set used in the calculation of flow path length 
is also used in the calculation of flow accumulation, where each node is 
assigned a value equal to the number of nodes that flow to it. Nodes having 
a flow accumulation value of zero, ie to which no other nodes flow, thus 
generally correspond to the pattern of ridges (after O'Callaghan and Mark 
1984). 
This algorithm tends to produce flow in parallel lines along preferred 
directions, which will only agree with the aspect when the aspect is a 
multiple of 45° and can not model flow dispersion (Moore and others 1993). 
Both flow path length and flow accumulation are useful analogues for 
position down slope and correlate with soil depth and wetness via 
compound attributes derived from them, eg the wetness index. (Moore and 
others 1992). 
4.4.3.2. Files calculated from Landsat data 
1. tndvi 
The normalised difference vegetation index (NDVI - Figure 14) was 
originally devised as a simple but robust index for use with remote sensing 
data to characterise vegetation (fucker 1979). It made use of the high 
reflectance of. healthy green vegetation in the near infrared compared to its 
low reflectance in red wavelengths. The index was used with the relatively 
coarse (pixel size 1.lkm) data from the AVHRR sensor on board the NOAA 
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meteorological satellites to produce a global vegetation map Q'ustice and 
others 1985). 
The NDVI is an algebraic combination of the surface radiance from the 
near infrared (0.725 - 1.1µm [TM Channel 4]) and red (0.58 - 0.68µm [TM 
Channel 3]) wavelengths in the form of: 
nir - red 
nir +red 
This normalising procedure results in a controlled range of ratio 
values between 1 and -1, greatly simplifying the scaling olf output data and 
comparison of imagery. The index for each pixel is rescaled to the available 
image data range for all pixels in the image. 
Photosynthetically active vegetation reflects less radiation in the visible 
range than in the near-infrared range and thus higher index values indicate 
where more green vegetation is present (Hobbs 1989). 
The NDVI has been used with finer scale data, such as the 30m pixels 
of the Landsat Thematic Mapper, and has been shown to correlate with leaf 
area index (LAI) (Nemani and Running 1989). 
Although commonly used as a measure of vegetation "greenness" or 
condition, the index has been used in this study as an approximate surrogate 
for surface soil moisture content after the work by Owe and others (1988). 
2. tmvi 
The normalised difference vegetation moisture index (NDVMI - Figure 
15) was derived in a similar manner to that for the NDVI but using Landsat 
TM channel 5 (shortwave infrared) instead of channel 4 (near infrared). 
This makes use of the high reflectance of moisture in the shortwave 
infrared wavelengths and is a measure of the moisture content of the 
vegetation rather than its "greenness" (D Jupp and P Hutton pers comm). 
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4.4.3.3. Files derived from field work 
The significance and justification for using the attributes derived from 
field work is evident from the results outlined in Chapter 5. 
1. tpem31 
EM31 values from grid and traverse surveys were transformed to the 
DEM grid and contoured. 
2. ttrg, tgeol and tplndk 
Each of these three data sets was transformed to a base plan, digitised 
into ARC/INFO as gridded ASCII data and converted to IDRIS! format for 
conversion to image files. 
ttrg Mapped gullies, salinised areas and discharge areas. 
tgeol Mapped lithological units and interpreted boundaries. 
tplndk Mapped and interpreted aplite and/or quartz dykes. 
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4.5. Study area 
The rectangular study area is defined by Australian Map Grid (AMG) co-
ordinates 6216750 - 6221250 N, 626000 - 628500 E, representing a ground 
coverage of 4.Skm N-S and 2.Skm E-W (Plan 1). 
For the purposes of the computer modelling exercise a redefined study 
area boundary was drawn within this rectangle marking th•:! area for which a 
complete data set was available. 
The original study area, comprised of 450 rows and 250 columns of 
10m x 10m cells, was divided into northern and southern areas, each of 225 
rows and 250 columns, thereby establishing a training area (north) and a test 
area (south) (Figures 23,24). 
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5. RESULTS 
This chapter summarises the results of the research outlined in Chapter 3 
and the predictive modelling using the KnowledgeSEEKER program. 
5 .1. Air-photo interpretation 
The October flight date meant that vegetation in the area was in full Spring 
growth. To some extent this masked the boundaries between the crops or 
pastures and the waterlogged or salinised areas, except where scalding had 
occurred. This problem was overcome to a large extent through the use of 
photographs taken from a helicopter at a later date when a large part of the 
area was fallow. 
High contrast features such as rock outcrops, gullies and scalded areas 
were readily identified but those requiring interpretation of associated subtle 
vegetation changes were more difficult. Most discharge areas were identified 
by their close association with drainage lines whose recognition was made 
easier through the fact that they are generally not ploughed. However many 
discharge areas spread a considerable distance from drain~ge lines, 
particularly in areas of low slope such as in the lower portions of the 
catchment immediately east of Tout Park Lookout (Figure 11 and Plate 9) 
Other discharge areas were identified high in the landscape in narrow 
valleys with shallow soil depths or in areas of flatter topography. The latter 
may be caused by subsurface geological structures, such as dykes, which 
may impede water and sediment movement. 
The most significant geological features interpreted from the aerial 
photographs were lineaments (Figure 13). These are surface expressions of 
subsurface geological features, usually linear to sublinear, such as faults, 
fractures, dykes, contacts, bedding, shear zones and so on. They can be 
recognised by the alignment, usually collectively, of such features as 
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drainage segments, vegetation boundaries and abrupt changes in topography 
(Plate 5 ). 
In the context of this study several were interpreted as dykes, because 
of their association with anomalously occurring discharge areas and these 
were later confirmed by field mapping. Several others were found to 
correspond with lineaments through contours of electromagnetic results, ie 
alignments of 'highs' or 'lows' or dislocations to the smooth flow of contour 
lines. These are probably related to the spatial distribution of salt/water in 
the soil which in turn reflects changes in soil depth, soil type, groundwater 
flow and so on, all of which are related to subsurface geological features. 
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5 .2. Remote sensing 
Both spatially and spectrally, use of the Thematic Mapper data provided new 
dimensions to the interpretation. Spatially, it enabled a synoptic view of the 
study area in its broad geological, geomorphological and geographical 
setting. It provided confirmation that the longer lineaments identified from 
the aerial photographs were not restricted to a relatively small area but were 
parts of larger regional features. It also enabled the identification of several 
more subtle lineaments within the study area. These, too, were parts of 
regional structures more easily recognised on either side of the study area. 
Spectrally the Thematic Mapper data provided information not 
apparent on the aerial photographs. Discrimination between waterlogged 
areas, discharge areas, salinised areas and crops and pastures should, in 
theory, be possible. However, the pixel size of 30m x 30m and the fact that, 
apart from the crops and pastures, the other areas rarely exist as pure stands, 
meant that · detailed discrimination was not possible from .individual 
Thematic Mapp~r ·channels or combinations of channels viewed in colour. 
Since the health, vigour and moisture content of vegetation are related 
to salinity, a classification process using two separate vegetation indices was 
undertaken. (See notes on files, Section 4.4.3). 
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5 .3. Geophysics 
5.3 .1. Ground (surface) electromagnetic induction 
Principal results of the EM surveys are the grid and traverse EM31 readings 
contained in the file tpem31 used in the decision tree classification (Figure 
16). 
There is a strong correlation between known salinised areas and high 
EM31 readings, principally on drainage lines, but there are also occurrences 
of EM31 highs on slopes where there is evidence of discharge. This is an 
indication that areas not already visibly salinised may well be at risk. 
The Discharge Index (Section 3.2.3.2.1) was used in the early stages of 
this study to interpret results of the EM surveys in relation to areas of known 
salinisation. Although it generally provided a good relationship, there were 
areas where it gave confusing results, usually as a result of anomalous values 
for the deeper EM34h40 readings. A more recent study (Hatton and others 
1993a) has shown that an ECa value from a shallow EM reading, such as 
from an EM31 or EM34h10, is just as likely to infer recharge or discharge as 
is the Discharge Index, is much less complicated and does not require the 
establishment of arbitrary depth boundaries for calculations. 
Alignments of low or high values of EM34h10 from the EM34 surveys 
are found to correspond with many of the quartz and aplite dykes which 
appear to be barriers to groundwater flow. 
Several areas of s~ch ECa highs occur in high positions in the 
landscape where salinity or waterlogging would not be expected. These 
coincide with dykes which have apparently restricted the drainage and so 
caused waterlogging which, under appropriate conditions, can lead to a 
salinity problem. 
In the study area salinised and/ or discharge areas commonly display 
high ECa values as shown in, for example, cross-sections showing 
groundwater levels inferred from piezometric data, EM34h10 highs and 
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mapped discharge sites (Figure 25). Location of these cross-sections is shown 
on Figure 42. 
Of particular interest is the occurrence of one or more relatively low 
ECa values in the central parts of some of the high EM34hl0 zones, 
indicating areas of lower conductivity at shallow depths. Such areas in 
adjoining high zones commonly are aligned, suggesting near-surface 
groundwater flow along linear features. 
5 .3 .2. Down-hole electromagnetic induction 
Down-hole profiles resulting from the EM39 survey in general show good 
agreement with profiles of electrical conductivity measurements from 1 :5 
soil:water solutions (see Discussion). 
Holes in the middle or upper slopes of a catchment, where recharge 
can be expected, exhibit the expected pattern of low ECa values near the 
surface and a marked increase at depth producing a bulge in the profile (eg 
Hole 1-4a, Figure 26b). 
Conversely, holes in the lower landscape, where discharge can be 
expected, exhibit the reverse of this profile with a bulge near the surface and 
lower values at depth (eg Hole 1-2c, Figure 27a). 
It should be noted that most profiles from holes in the upper or 
middle slopes show a small distinct peak, sometimes exaggerated, some one 
to two metres below surface (Figure 26). This is probably caused by the 
concentration of salts at that level by the roots of plants, or by a layer of fine 
clay or by a combination of the two. 
A similar peak can be observed in some profiles from holes in the 
lower landscape (eg Hole 1-lc, Figure 27b) although this feature is usually 
masked by the overall increase in EM39 values near the surface in such 
areas. 
The uniformity, or otherwise, of the EM39 values once hard rock has 
been penetrated reflects the uniformity, or otherwise, of the rock. Hole 1-3a, 
for example, shows uniform low values in soil from groundwater level at 
eight metres depth to the soil-hard rock interface at twelve metres. 
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At this point the values drop by some 50 per cent, then resume uniform 
values within the rock similar to those within the soil above (Figure 26a). 
EM39 values in Hole 1-4a (Figure 26b) show a marked decrease in the 
last metre before the soil-hard rock interface at 23 metres, below which the 
values are uniformly low for 3.5 metres before dropping to almost zero for 
the last two metres of the hole. 
On the other hand, in Hole 1-la below the soil- hard rock interface at 
approximately 15 metres depth the profile shows two separate uniform 
intervals of relatively high values over two metre and nine metre intervals 
(Figure 26c). 
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5.4. Chemistry 
Electrical conductivity profiles of measurements from 1:5 S4Dil:water solutions 
are in general agreement with current theories on salt movement and 
accumulation in recharge and discharge areas. These suggest that in recharge 
areas salt moves downwards through the unsaturated zone until it enters the 
groundwater, thus increasing the salinity of the groundwater. The 
concentration of salt within the unsaturated zone therefore increases with 
depth to groundwater unless the salt moves downslope by means of matrix 
interflow or preferred pathways. 
In discharge areas saline groundwater flow to the surface results in 
salt being concentrated by evaporation at or near the surface, by absorption 
into clay layers, usually near the surface, or by concentration in the plant 
root zone by transpiration. 
Electrical conductivity profiles therefore show similarities to EM39 
profiles, ie a near-surface bulge in discharge areas (eg Hole 1-lc, Figure 28a) 
and perhaps a· bulge at depth in recharge areas (eg Hole 1-3a, Figure 28b), 
unless the salt has been diluted by groundwater or transported downslope 
(eg Hole 2-6a, Figure 28c). 
As noted for EM39 values (Section 5.3.2), a small distinct peak, 
sometimes exaggerated, occurs in the EC 1 :5 profile approximately one to 
two metres below the surface and occurs for the same reasons (see Figures 
28a,b,c). 
Groundwater ranges in salinity from slightly saline (2-4d.S/m) to non-
saline (<2dS/m). Moderately saline groundwater (maximum 6.4d.S/m) is 
encountered in several of the semiconfined-confined aquifers. 
Deep piezometers penetrating confined aquifers generally reveal 
groundwater conductivities higher than those in shallow piezometers. One 
exception is the piezometer with a head of 4m where the maximum electrical 
conductivity recorded has been 1.SdS/m compared with the accompanying 
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shallow piezometer recording of 3.23dS Im. This area lies in catchment 1 in 
the south-east comer of the study area. 
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5.5. Drilling 
Drilling for piezometer installation revealed the presence of numerous 
fractures and highly transmissive (visual observation) fracture zones in 
relatively fresh weathered granite. The situation is exemplified by the 
differential weathering of granite boulders shown in a road cutting in Plate 6. 
Harder portions of the granite remain as relatively fresh boulders whilst 
softer portions are now very weathered rock or residual gravelly soil. 
Where this occurred, the drill passed through the relative! y fresh 
granite and re-entered soil or very weathered rock before eventually striking 
bedrock or reaching the predetermined required depth of groundwater. For 
each pair of drill holes this depth was two metres for the shallow hole and 
seven metres for the deep hole. Experience has shown that the difference of 
five metres is convenient for enabling the characterisation of the surrounding 
area as discharge or recharge, depending on the relative water level heights 
in each of the holes after piezometer installation. 
Contours. of water levels from the deeper hole of each pair of 
piezometers (Plan 3) reveal areas of constriction which can be correlated with 
mapped dykes and lineaments interpreted from aerial photographs. 
Aquifer types range from unconfined to confined in colluvial 
sediments in the lower slopes. Several piezometers penetrating the confined 
aquifers have positive heads, one reaching a height of four metres. 
In the upper and mid-slopes the almost identical water levels in the 
paired piezometers suggest that most aquifers are unconfined. 
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5.6. Field work 
Apart from scattered outcrops of granodiorite, there is a general lack of 
outcrop in the study area. The timbered hill to the east of Tout Park Lookout 
provided the only outcrops of metamorphosed sediments, although they do 
occur just north of the study area. The predominantly sandstone beds have a 
northerly strike and a dip of 40° westwards (Area A, Plan 1). 
The contact between the granodiorite and sandstones was impossible 
to define with any certainty. However, at the western edge of the Bendick 
Murrell mountain approximately eight kilometres north of the study area a 
well-defined contact is visible. Some 200m west of this contact is a sharp 
aplite ridge beyond which a contact with the granodiorite is discernible on a 
ridge in the road. The area between the sandstones and the aplite ridge is 
transected by a swarm of quartz/ aplite dykes ranging in width from several 
centimetres to approximately 20m. All trend northwards with almost vertical 
dip. 
Trends of lineaments on the Thematic Mapper image suggest that the 
dyke swarm extends discontinuously southwards through the study area and 
to the south of Monteagle township at least as far as the quarry at Duffer 
Gully where a large aplite dyke is quarried for road material. If this is so it 
would provide a reason for the relatively sharp ridge line through the Tout 
Park area and to the north as the intrusive dykes are generally more resistant 
than the granodiorite. The presence of dykes and veins in the road surface, in 
cuttings along the road and in the quarry at Tout Park support this finding. 
The easternmost limit of granodiorite outcrop is ma:rked on the aerial 
photographs by two well-defined lineaments, each sub-patrallel to the road 
which approximately follows the ridge line. On the ground the intersection 
of these lineaments is marked by a flat discharge area where outcrops of 
aplitic rock displaying pseudo-bedding occur (Area B, Plan 1). 
To the north-east of the study area the western boundary of the 
sandstones (Area C, Plan 1) coincides with a SSW-trending lineament. In the 
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south-east corner this boundary, although hidden under deep soil, appears to 
coincide with a topographic low (Area D, Planl). The interpreted boundary 
was mapped by extrapolating northwards on the aerial photographs from 
this topographic low using subtle vegetation patterns and changes in 
drainage lines to produce a curvilinear boundary linking with the lineament 
to the north. 
The area between this boundary and the granodiorite has been 
mapped as a contact zone. Thin sections of scattered float from this area are 
universally of quartzite or altered aplitic rock showing zonation typical of 
igneous contact zones. 
Restricted areas of scattered float in association with subtle changes in 
topography enabled the interpretation of trends of quartz and aplite dykes. 
These features are shown on Figure 13 as linear features as they depict the 
trend or line of best fit of the feature, however they are not meant to convey 
any indication of width. Most of the features are depicted as continuous, 
open-ended and traversing the whole study area inasmuch as identifiable 
continuing trends are evident on adjoining aerial photographs. 
The helicopter flight proved most valuable, enabling parts and the 
whole of the study area to be studied from different angles. Many features 
previously interpreted from ground surveys and aerial photographs were 
able to be confirmed and put into perspective. Drainage Ii.mes and discharge 
areas were more easily delineated, as were lineaments which coincided with 
subtle changes in soil colour (Plate 1). 
In some areas discharge areas appear high in the latndscape and are 
not restricted to drainage lines (Plate 7). In each case it appears that a 
quartz/ aplite dyke is responsible for the restriction to groundwater flow. 
Salinised areas generally show signs of waterloggiing whilst many 
waterlogged areas are being invaded by salt-tolerant plant species (Plate 8). 
Each of the waterlogged areas identified on the ground or from air-photo 
interpretation is intersected by the interpreted granite/ sedimentary boundary 
or by a lineament identified from the air-photos and approximately parallel 
to the boundary. This suggests that the metamorphosed sediments could be 
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acting as an impediment to ground water flow through the weathered granite 
soils. 
The situation is exemplified further to the south on the "Springview" 
property where piezometers with hydraulic heads of several metres (Plate 2) 
are located in granite soils immediately westwards and upstream from an 
outcrop of steeply dipping indurated sandstone. The beds appear to have 
been displaced to the south-east a distance of some 50m by a fault 
interpreted from the air-photos. A highly degraded area of salinisation, 
waterlogging and spring mounds (Plate 3) occurs immediately to the south, 
lying westwards and upstream from the interpreted granite/sedimentary 
boundary indicated by the indurated sandstone. 
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5 .7. Topographic survey 
Results of the topographic survey are illustrated in Figure 10 and Plan 1. 
Figure 10 shows 20m elevation contours, roads, fences and contour banks. 
Plan 1 includes drainage lines and drainage divisions interpreted from 2m 
contours and the surveyed location of drill holes. 
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5.8. Well permeameter survey 
The measured steady infiltration rates were converted to saturated hydraulic 
conductivity (Ks) after the methods of Talsma and Hallam (1980). The results 
(see Appendix 3) ranged from a high of 2.3383x10-5 m/ sec (737 m/yr) on the 
upper slopes to a low of 0.00007x10-5 m/sec (0.02 m/yr) 0 1l1 the lower slopes 
(apart from an interval in one hole where the water level did not drop by a 
measurable amount after lhr 47mins). 
At each location, replicate holes for each depth interval were drilled 
and infiltration rates measured. Generally the results for each pair were in 
relatively good agreement, particularly for intervals deeper than 30cm in the 
holes in the lower slopes. The low Ks estimates for these intervals show a 
gradual and almost uniform decrease with depth. 
Values of Ks for shallow intervals to 40cm depth show much more 
variability between sites and between replicate pairs. The variation between 
replicate parrs over these intervals ranges from approximately nine per cent 
to more than 120 per cent. Values of Ks for these shallow intervals range 
from 0.1133xlo-5 m/sec (35.74 m/yr) to 1.59x10-5 m / sec (501.4 m/ yr), ie more 
than an order of magnitude difference. 
For simplification Ks values will now be quoted only in metres/year. 
Of the five sites in the upper slopes, three produced mid to low Ks 
values over the 30cm depth interval, then a marked increase in Ks over the 
next interval to 45cm or 60cm depth. Values of Ks then decreased rapidly 
over the next deeper intervals in each of these three cases. In the other two 
cases the Ks values were high (>400 m/yr) for the first 30-35cm depth then 
decreased rapidly but uniformly with depth in each case. 
The three sites on the mid-slopes presented more variable results. 
Because of drilling difficulties it was not possible to measure the infiltration 
rate over the 30cm interval at one particular site (2-4-2). Replicate holes were 
drilled to 45 cm and 50cm as the shallowest workable intervals and these 
produced Ks values of 316.4 m/yr and 710.6 m/yr respectively. The 65cm 
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depth intervals at this site produced Ks values with similar disparity, 428.4 
m/yr and 737.4 m/yr respectively. Beyond that depth the replicate values 
were similar. 
At a second mid-slope site (1-1-2), replicate Ks values were similar 
and high (>425 m/yr) for the 30cm depth interval They then decreased to 
relatively impermeable values of 14.7 m/yr and 3.9 m/yr respectively for the 
60cm depth interval, decreasing further to 4. 9 m/ yr for one and remaining at 
3.9 m/yr for the second. 
A third mid-slope site (1-1-3) produced high replkate Ks values of 
501.4 m/ yr and 366.3 m/ yr for the 30cm depth interval. These decreased 
steeply to medium values (223.3 m/yr and 207.6 m/yr) for the 60cm interval, 
then remained relatively constant (252.8 m/yr and 201.8 m/yr) for the 90cm 
depth interval. 
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5.9. Decision Tree Analysis 
The decision tree analysis (DTA) shown in Appendix 5 is the culmination 
of fifteen separate classifications. Of the twelve variables used throughout 
and described in Section 4.4.3, only eight were used in this final 
classification. These were: 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
ttrgn 
tgeoln 
tplndkn 
tmvin 
tpem31n 
tpslon 
tpaspn 
tpelevn 
- mapped gullies ,salinised areas and discharge areas 
- mapped lithological units and interpreted boundaries 
- mapped and interpreted aplite and/or quartz dykes 
- Landsat TM normalised difference veg;etation moisture 
index (NDVMI) 
- electrical conductivity values from EM31 surveys 
- slope 
- aspect 
- elevation 
Inclusfon of one or more of the four omitted files produced 
unsatisfactory results; reasons for their omission are discussed in Chapter 6. 
Each node in the decision tree lists, from the top dowin, the percentage 
probability of occurrence of discharge, salinity and gullying for unit cells 
(10m x 10m) of the training area (Tout Park North) which have the particular 
combination of attributes defined by the branches leading back to the 
original node. The bottom number is the number of cells in the training area 
with that particular combination of attributes. 
For example, the initial node tells us that, of the 5096 cells of the 
training area mapped as one of the three forms of degradation, 81.5 per cent 
of these have been mapped as discharge, 6.1 per cent as salinised and 12.4 
per cent as gullies. The node on the second level below aind to the right of 
the initial node tells us that there are 284 cells which have an aspect (tpaspn) 
within the range 86° to just less than 97° and occur in the mapped geological 
contact zone (tgeoln = 3). Of these 284 cells, 77.8 per cent are likely to be on 
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discharge areas, 15.1 per cent on salinised areas and 7.0 per cent likely to be 
gullied. 
The KnowledgeSEEKER program enables the user to decide which 
decision rules are to be implemented. From the user's knowledge and 
experience, at any stage of the analysis an environmental variable which is 
meaningful in the process of degradation can be chosen to complement those 
already occurring on that branch. By splitting the variable into two or more 
classes, the user is effectively growing new branches with nodes displaying 
probability of occurrence of degradation for this new combination of classes 
or decision rules. Thus, it was considered pertinent initially to choose those 
rules which are meaningful in the processes of discharge, salinisation and 
gullying. For example, the first rule split the tree on the basis of geology. In 
the study area there is a good broad correlation, at least on the eastern side, 
between geology and position of a cell in the landscape. From field 
observations, discharge can occur relatively high in the landscape but is more 
likely on the lower slopes, salinity occurs more commonly on the mid to 
lower slopes and gullying can occur throughout the landscape. 
A decision rule based on geology was therefore considered meaningful 
in a process sense. It also produced a node displaying almost no probability 
of occurrence of salinity, thus facilitating the ensuing choice of decision rules 
to discriminate between discharge and gullying. 
In building a decision tree the aim is to reach an unambiguous 
terminal node, ie one which gives a probability of occurrence of 100 per cent 
for one of the three environmental classes. This is more readily attainable for 
discharge, which is generally a precursor to salinisation or gullying and so 
occurs more often without either or both the latter pair. However, the 
terminal node displays the number of cells which have the particular 
probability of occurrence of one or more of the environmental classes. If this 
represents a small sample number then the confidence level drops, making it 
difficult to reach an unambiguous terminal node. Saliniisation commonly 
occurs in combination with, or in close proximity to, discharge, so it is 
common to arrive at a terminal node displaying a combination of percentage 
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probabilities for this pair. Gullying, which is commonly the end product of 
discharge and salinisation, can define a terminal node by i1tself but is often a 
joint member of such a node with one or both of discharge and salinity. 
As progress is made in building the decision tree, the decision rules 
employed thus need to be chosen according to each attribute' s validity in a 
process sense and the statistical purity which the user is seeking. Thus, the 
second level of the decision tree employs a different decision rule for' each of 
the splits ensuing from the first decision rule based on geology. Slope was 
considered meaningful for the granite areas (tgeoln = 2) since it varies more 
widely there than in the other areas. It is important in the processes involved 
in the development of each of the three forms of degradation and it 
produced nodes tending towards purity of either discharge or gullying. 
For the contact zone (tgeoln = 3), aspect was conside:red meaningful in 
a process sense. The general mid-slope area occupied by this zone features 
rounded easterly-trending ridge lines with well defined northerly-facing and 
southerly-facing valley slopes, important in modifying evapotranspiration. 
The choice of aspect as a decision rule basis was borne out by the node 
corresponding to a north-easterly aspect (22° - 60° range) sh.owing probability 
of occurrence of gullies as 35.3 per cent (relatively high), whilst the node 
with almost opposite aspect (137° - 244° range, ie south-east to south-west) 
showed probability of gullies as zero. 
The third decision rule chosen on the second level alfld corresponding 
to the area of sedimentary rocks was based on elevation (tpelevn). This was 
considered meaningful in that the lower slopes of this area are flatter and 
prone to waterlogging. The upper parts of this area are steeper, ensuring 
relatively better drainage which is important in reducing salinisation. This 
choice was borne out by the node corresponding to low areas (447m - 459m) 
showing probability of discharge of 90.5 per cent whilst the node 
corresponding to relatively higher areas (463m - 468m) showed probability of 
salinity of 49.2 per cent, a relatively very high figure. 
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The remainder of the tree was grown with choice of decision rules 
made on both meaningfulness in a process sense and statistical purity of each 
ensuing node. 
The DTA produced 145 terminal or classification nodes. The tree was 
composed of branches consisting of at least three levels of decision rules and 
as many as seven. Thus a combination of at least thnee attributes was 
required to define a particular probability class for no degradation, di,scharge, 
salinity or gullying. 
Using the KnowledgeSEEKER program the 145 rules were tran~formed 
into thematic maps which were compared with aerial photographs and the 
training set (Figure 23) before field checking. Due to the restriction on the 
number of colours which can be plotted from the Idrisi system, this 
necessitated the plotting of eleven thematic maps, considered too 
cumbersome and detailed for inclusion in this report. As described below, 
these maps, representing the 145 decision rules, were condensed to a single 
map showing eight classes (Figure 29). 
Field checking showed that some areas were not as well classified as 
others. Keeping in mind that the training set was mapped as pure classes 
and no allowance was made for transitional areas, it was expected that there 
would be some disparity in the classification. However, six areas classified as 
discharge were positioned topographically in areas unlikely to become 
discharge areas, for example, high in the landscape on convex slopes 'or ridge 
lines. No surface evidence for the presence of subsurface impediments to 
groundwater flow was noted, nor was there any noti1ceable change in 
vegetation to indicate that a change was likely. It was therefore concluded 
that the areas were poorly classified, probably because too few attributes 
were combined in the decision rules or the particular combinations were 
fortuitous. In addition, nine areas classified as likely to be gullied appear to 
be poorly classified according to their topographic position and lack of 
discernible evidence to support their locations in such positions. 
Although these misclassifications were unwanted, they were 
improvements on any of the previous fourteen classifications produced. The 
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decision tree rules were therefore applied to the test area (Tout Park South), 
thereby classifying it along the lines of the 145 classes as before. 
Since the occurrence of discharge on an areal basis in the training area 
far outweighs that of either salinity or gullying and since the latter pair 
generally have a close relationship to discharge, a simplified classification 
was then undertaken as follows: 
• a node with probability of occurrence of >80 per cent discharge was 
classified as discharge 
• a node with probability of occurrence of >20 per cent for either 
salinity or gullying was classified as either salinity or gullying in three 
categories: 
1. >20 per cent 
2. >35 per cent 
3. ~50 per cent 
This process reduced the original 145 classes to seven. These, plus the 
class representing areas of no degradation, are depicted as a thematic map in 
Figure 29. 
The white areas in Figure 29 are areas predicted to have none of the 
three forms of degradation under discussion. These areas are generally 
confined to high in the landscape, higher than their immediate surroundings 
and are generally flat or of low slope. 
The themes depicting probability of salinity and gullying reflect a 
zonation with highest probability at the centre of the zone. This is generally 
evident in the case of gullying but not so pronounced for salinity, the lesser 
probabilities for salinity only occupying small areas. 
In order to make direct comparisons with the four mapped classes, the 
predicted classes were further simplified by reclassifying the three salinity 
and three gullying categories to single classes of salinity and gullying, 
respectively. This meant that the classes representing greater than 20 per cent 
of either salinity or gullying were classified as pure classes, when in reality 
they are mixed classes. 
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TABLE 5 
Comparison of predictions for each class 
Pixels mapped Correct Pred Incorrect Pred 
for each class for each class for each class 
No. % of test No. % of test No. % of test 
Class area area area 
No Degr 28 037 80.2 8 291 23.7 1 219 3.48 
Dischge 5 089 14.6 2 061 5.9 9 886 28.28 
Salinity 1 260 3.6 138 0.4 1 229 3.51 
Gullies 570 1.6 167 0.01 11 965 34.23 . 
Total 34 956 10 657 24 299 69.50 
The cross-tabulation in Table 7 shows the predicted cells as a 
percentage of the total cells in the test area. As a measure of the effectiveness 
of the DT A model it needs to be compared with other models tested on the 
same area. Two such mcxl.els are TOPOG (O'Loughlin 1990) and the Fuzzy 
Logic Analys~ GIS (FLAG) model of Dowling and others (1995). 
A third model being developed by R Salama (pers comm) was not 
sufficiently advanced at the time of writing to be included in this 
comparison. The model is based on a linear regression analysis of the 
elevations (AHD) of drill holes and the elevations of the water table 
intersected in these drill holes. A regression equation is established and then 
applied to a whole catchment by using a DEM. In effect this predicts the 
depth of the water table below or above the surface at .any point in the 
catchment and can be portrayed as a simple discharge map. This model 
could represent an advance on the FLAG model since FLAG is only derived 
from a DEM, whereas Salama' s model is derived from a DEM and actual 
water level measurements. 
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TABLE 6 
Cross-validation classification probability matrix 
Mapped class 
Predicted class No degradation Discharge Salinity Gullies Total 
0 2 3 
No degradation WI 952 206 61 9510 
>80% 9133 ~ 491 262 11947 
discharge 
> 20% salinity 12 40 n 11 96 
> 35% salinity 11 39 42 20 112 
2,.50% salinity 622 425 21' 49 1159 
> 20% gullies 5034 905 303 -~ 6350 
> 35 % gullies 1687 262 55 n 2037 
2,.50% gullies 3247 405 67 26 3745 
Total 28037 5089 1260 2lQ 34956 
% of test area 80.2% 14.6% 3.6% 1.6% 
TABLE 7 
Percentage cross-tabulation 
Mapped class 
Predicted class No degradation Discharge Salinity Gullies Total 
0 2 3 
No degradation 23 .72% 2.72% 0.59% 0.17% 27.20% 
Discharge 26.13% ~ 1.40% 0.75% 34.18% 
Salinity 1.84% 1.44% ~ 0.23% 3.90% 
Gullies 28.52% 4.50% 1.22% w~ 34.72% 
Total 80.21 % 14.56% 3.60%, 1.63% 100.00% 
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For comparison of the three models, only predicted discharge could be 
used since this is the only feature predicted by all three. In the case of 
TOPOG, this arises because it is a process model which simulates the flow of 
water through soils. When the soils can no longer accommodate the volume 
of water flowing, discharge to the surface occurs. FLAG is a primitive 
process model which relies on water, if unconfined, moving downhill; it also 
assumes that the water table closely approximates topography but is further 
from the surface on ridges and closer in depressions. Where a change in 
slope in the topography is sharper than the smoothed water table surface, the 
latter surface may intersect the topographic slope, resulting in discharge (see 
Appendix 4). 
While the DT A model is data driven and takes no account of 
processes involved, the user must relate the data to the processes involved in 
degradation to make meaningful decision rules. Thus, it is reasonable to 
assume that the areas of salinity and gullies mapped in the test area have 
been, or still are, in discharge areas. The three classes of degradation shown 
on Figure 24 were therefore considered collectively as discharge; this single 
class of mapped degradation is shown as class 1 (dark blue) on Figure 30. 
In similar fashion the predicted discharge, salinity and gullies classes 
of Figure 29 were reclassed as simply discharge, shown as class 10 (orange) 
on Figure 31. 
By overlaying Figure 30 on Figure 31, a three-class distribution map 
was formed (Figure 32) showing: 
Class 1 (dark blue) - mapped discharge 
Class 10 (orange) - predicted discharge 
Class 11 (yellow) - correctly predicted discharge 
(ie Union of 1 and 10). 
The catchment hydrologic modelling package called TOPOG (see 
Section 2.7) can predict locations where soil moisture will reach high levels 
and, in the extreme, cause discharge, under actual or simulated rainfall. It is 
generally used to predict a "wetness index" for each cell of a single 
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catchment (see Plan 4). The index rates each cell on a scale of, in Idrisi 
format, 0 to 516 (Figure 33). By comparing this scaling with mapped areas of 
discharge, a cut-off rating of 30 on this scale appeared to give a distribution 
of discharge which could be reasonably compared with the other models. 
The discharge areas so formulated are shown as class 10 on Figure 34. 
Figure 30 was overlaid on Figure 34 to form a three-class predicted 
distribution map (Figure 35) as for Figure 32. 
The FLAG model, although still in the early stages of development (T. 
Dowling, pers comm), was applied to the study area. A discussion of the 
model to illustrate the development of its terms and concepts is included as 
Appendix 5. The Fuzzy Curvature Index was calculated using plan curvature 
(CONCA V) and UPness (Plan 5). Using an cx:-cut of 0.6, a predicted discharge 
distribution map was produced (Figure 36). 
The Fuzzy LOWness Index uses the water table, as derived from 
smoothed topography, and UPness (Plan 6). Using an cx:-cut of 0.2, a 
predicted discharge distribution map was produced (Figure 38). 
Figure 30 ~as overlaid on each of Figures 36 and 38 to produce three-
class predicted discharge distribution maps, Figures 37 and 39, respectively, 
as for Figure 32. 
Statistical data for Figures 24, 35, 37, 39 and 32 are shown in Table 8, 
overleaf. Table 8 shows that, although the DT A model over-predicted the 
areas of discharge (56.5%) its correct predictions (16.3%) were the best of the 
four models. This figure is, however, somewhat artificial since, by predicting 
a very large area as discharge, the probability of a pixel falling within that 
area and being classified as a correct prediction is inc-eased. The main 
difference is that TOPOG and the FLAG models are generic, ie could be used 
anywhere in the Murray-Darling Basin, whereas the DTA model is highly 
location- specific. 
However, the over-prediction was partly caused by the amalgamation 
of salinity and gullies into the discharge class. This detracted, not only from 
the model's performance in predicting discharge but ignored the results 
deduced from Table 5. The table shows that the model predicted discharge 
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correctly ( 5.9 % on an areal basis) less often than incorrectly (28.28%) and 
salinity correctly ( 0.4 %) less often than incorrectly (3..51 %). The model 
performed less well for gullies in predicting correctly (0.01 %) less often than 
incorrectly (34.23%). This poorer performance could be possibly due to 
human interference in the form of infilling of gullies an.d construction of 
contour banks, as discussed in Chapter 6. 
TABLE 8 
Statistical data for comparison of models 
Figure 24 Figure 35 Figure 37 Figure 39 Figure 32 
Mapped TOPOG Fuzzy Fuzzy DTA 
Curvature LOWness 
(actual) Index Index 
Class % of test area % of test area % of test area % of test area % of test area 
No discharge 80.2 65.6 70.7 69.8 23.7 
Mapped 19.8 5.9 8.2 9.2 3.5 
discharge 
Predicted 15.6 9.5 10.4 56.S 
discharge 
Predicted 12.9 11.6 10.6 16.3 
correctly 
* Test area for TOPOG differed since it was calculated on individual catchments - some lower ridge 
areas were not included (cf Plans 4 and 5) 
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6. DISCUSSION 
At the commencement of this study in 1991, little consideration had been given 
to the potential contribution of geology in understanding dryland salinisation 
processes in CSIRO's research areas in the South-western Slopes region of New 
South Wales. Reconnaissance field trips to several of the areas confirmed that 
the potential influence of geology warranted study. Although advanced 
landscape hydrological mooels, such as TOPOG, were being used, these can 
only account for surface and uniform subsurface water flow. No provision 
existed for subsurface impediments, particularly of geological origin, to this 
flow. 
There are two reasons for the general lack of geological input into salinity 
studies: 
1. The sc~le of geological mapping is generally inadequate for these studies 
and 
2. Apart from within geologically oriented organisations such as AGSO, the 
Australian Geological Survey Organisation (formerly the Bureau of 
Mineral Resources, the BMR), there is commonly a lack of geological 
expertise amongst workers. 
For example, a report on groundwater conditions in the Young (or Scenic Road) 
Landcare area (Williams, R M 1990) includes portion of the best available 
published map for the area (Figure 40), the 1:250 000 scale series. This map 
indicates that there is a contact between two rock units, the Hervey Group and 
the Young Granite, which would pass through the Tout Park study area. The 
scale of the map allows only an approximate location for the contact to be 
determined and there is no indication of any structural features. Although there 
is little outcrop in the study area, the structural and lithological details 
interpreted from more detailed mapping and shown on Figures 12 and 13 
would have been of considerable benefit in the 1990 report. 
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In addition, the general lack of geological expertise amongst workers in 
the field of salinity research is illustrated by the non-standard use of geological 
symbols on the reproduced map (Figure 40). Alluvium is denoted by crosses, 
normally reserved for granitic rocks, whilst granite is denoted by a plain area. 
This criticism is not to decry the ability of the individual who reproduced the 
map and may be very expert as a hydrologist, but merely serves to illustrate a 
point. However, having accepted the 1:250 000 scale map as the best available, 
generally it is unusual for any attempt at mapping in more detail to be 
undertaken. This could be for reasons of time and budgets as well. The usual 
approach seems to be that "the geology is so-and-so, therefore we can assume 
the following". This can lead to broad and usually unfounded generalisations, 
such as apportioning a particular value for hydraulic conductivity to a granite-
derived soil over a large area. The variability of well permeameter results in this 
study shows how misleading this can be. 
The first aim of the study was to identify geological factors common to 
each salinised catchment. Most of the catchments in the study area are salinised 
to some extent so it was really a matter of identifying commonly occurring 
features. Since geological factors can cover a wide range of scales and styles it 
was difficult to establish a starting point. 
Initial field inspections of the study area and surrounding countryside 
revealed alignments of subtle topographic changes and the occurrence of quartz 
and aplite float (small rocks scattered on the surface), also roughly aligned. The 
presence of quartz and aplite dykes in the study area and rureas to the north 
suggested that some of these alignments, or lineaments, could be surface 
expressions of dykes. The form of a dyke as a vertical to sub-vertical curtain of 
rock can impose a barrier to groundwater flow. This can i1npede flow and 
redirect it upwards or sideways, or, if sufficiently fractured and consequently 
more permeable, provide a conduit for enhanced flow sideways. If the 
permeability is little different from that of the surrounding rock or soil then 
groundwater flow may not be changed at all. 
A significant geological feature at the research site at Tout Park near 
Young, NSW, is the lithological change from granite to metasediments 
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(metamorphosed sedimentary rocks). The actual contact was not visible in the 
study area, but a continuation of this contact was noted several kilometres to 
the north on the western edge of Bendick Murrell Mountain. The attitude of the 
steeply dipping metasediments east of Tout Park Lookout suggests that the 
contact is probably sub-vertical. This would be a barrier to groundwater flow 
since weathered metasediments are generally less permeable than weathered 
granite. 
The zone of contact in the study area is probably not a simple linear 
feature. The presence of floats of highly altered metasediments and granitic 
rocks somewhat scattered in an elongated zone, defines a contact zone ranging 
in width from approximately 100 metres to 600 metres. Many of the discharge 
areas on the eastern side of the study area appear to be truncated by the 
inferred boundary between the granite and the contact zone, indicating that 
there has been a change in permeability across this boundary. Similarly, the 
inferred boundary between the contact zone and the metasediments is 
coincident with the discharge and salinised areas mapped on the lower slopes 
and the high ECa zones derived from the EM surveys. 
The western side of the ridge has a more gentle slope than does the 
eastern side. This gives rise to a slower flow of groundwater to the west and the 
appearance of discharge areas higher in the landscape. Thus, the geological 
factors common to each salinised catchment were: 
• Quartz and aplite floats 
• Quartz and aplite dykes 
• Subtle topographic changes and well-defined changes in slope due to 
differential weathering 
• Lineaments identifiable through combinations of these factors and related 
vegetation patten1s. 
On the eastern side of the ridge line where the problems of degradation in the 
study area appear greatest, can be added: 
• Lithological change from granite to contact zone to metasediments 
• Contribution of regional geology and its effect on regional groundwater 
to local groundwater conditions. 
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Most of the above geological factors can be identified from surface and/ or 
shallow subsurface investigations. However, since salinisation is dependent so 
much on subsurface processes, there are subsurface geological factors known to 
influence these processes and which need to be identified. 111ey include: 
• The degree of fracturing of bedrock 
• The type of bedrock - salinity occurs irrespective of rock type but is 
greater on marine sediments. In igneous rocks it is more prevalent if the 
rocks are rich in plagioclase feldspars. These contain sodium and calcium 
and, when weathered, can supply Na• and ca·· ions which can combine 
readily with dissolved chlorides, sulphates, etc in groundwater to form 
salts. For this reason, granodiorite, for example, is more commonly 
associated with salinity than is granite [the generic term "granite" is used 
for the igneous rocks in the study area, whereas they should be more 
correctly referred to as granodiorite]. 
• The type of rock present beyond regolith basement, for the same reasons. 
• Depth of weathering - deep weathering not only enables rocks at depth 
to provide a source of salt from the weathering of their constituent 
minerals, but also provides a source of storage of groundwater and salts. 
• Shear zones or zones of differential weathering acting as 
preferred pathways. 
• The subsurface geometry of mapped surface features. 
Having established that there are geological factors in each catchment that can 
be identified and others which cannot easily, but should be identified, the 
second aim of the study became a dilemma - how to isolate a set of diagnostic 
geological factors common to salinised sites. 
To remain within the time and budgetary constraints of this study a 
decision was made to consider only the geological factors which were readily 
attainable and/ or interpretable from surface or shallow subsurface 
investigations. For these, the factors considered significant in the process of 
salinisation were chosen for the predictive modelling exercise. 
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Not only is the lack of subsurface geological data an impediment in such 
a modelling exercise, the role of regional geological factors also needs to be 
mentioned. 
In the mid- to upper slopes of the study area the controls on 
ground water appear to be local inasmuch as the ridge line through the 
presumed main recharge area occupies the highest elevattion for several 
kilometres in any direction. For this reason, only local geological factors were 
discussed. However, the lower slopes on the eastern side lie on the western 
edge of a relatively broad, flat valley. Groundwater beneath this valley is 
controlled by the regional geology and could be influenced by features many 
kilometres distant. For example in Victoria, the fractured rocks of the Great 
Dividing Range, which forms the southern boundary of the Murray-Darling 
Basin, are very transmissive. The headwaters of most drainage systems feeding 
the Murray River from the south have very thin acidic soils which are very 
permeable and constitute gcxxi recharge areas. In similar fa:shion, geological 
features affect the headwaters of the streams to the east and south-east of the 
study area. They have an effect on the regional groundwate:r which, in turn, 
affects the local groundwater systems on the eastern slopes of the study area. 
The third and fourth aims of the study, the acquisition of field data for 
environmental attributes and assessment of the geological and environmental 
factors in determining the role of geology are now discussed in terms of their 
contribution to the predictive modelling exercise. 
Before discussing the predictive modelling, the nature of the results needs 
to be clarified. Generally a predictive model will predict either what the present 
day situation is or what is likely in the future. In other words, if we were to go 
to the study area, is this the situation we would find now? Or are we predicting 
what is likely to develop? If it is the latter, then how far into the future are we 
looking? 
A process-driven model has greater generality and thus some capacity 
for predicting changes in system states in both time and space. A data-driven 
or empirical statistical model is more time and location specific and has greatest 
utility in predicting the current state of the system. Given the inputs to the DT A 
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we should expect it to predict current states. However, since the salinisation 
process has long time lags, an area that is incorrectly predicted to be salinised 
now could well develop salinity in the future, otherwise it could be argued that 
the characteristics indicative of salinity are fortuitous. The model is therefore 
indicating areas that may be undergoing salinisation or that are at risk of 
developing salinity in the future. 
The lack of sub-surface data handicapped the Decision Tree Analysis. 
Numerous analyses were conducted in an attempt to find surrogates for sub-
surface attributes. These were not successful, but they did highlight inherent 
problems of data acquisition and data quality. 
All research depends greatly on the quality of the input data. Since this 
project was based largely on field-based data, the general problems of sample 
validity and representativeness added to the problem of data quality. 
The lack of synchrony of imagery and ground based observations applies 
to both air-photo interpretation and remote sensing. An air-photo, for example, 
captures data at a single point in time. Because of the relatively rapid changes 
involved in farming, ground data differ from the air-photo data and can differ 
markedly on successive field trips, particularly if cropping is involved. This is 
often the case where subtle vegetation anomalies are surface expressions of 
hidden geological structures. Field investigations following ploughing or when 
crops are growing can bear little resemblance to the air-photo data. 
Interpretation is made more difficult by earthworks. Two catchments in 
the north-western part of the study area were severely gullied several years ago. 
These gullies have since been filled and contour banks constructed, 
camouflaging the actual state of degradation. Therefore, mapping these areas 
as "no gullies" really supplies incorrect data to the DTA. In similar fashion the 
influence on topographic processes of roads with their damming effect and/ or 
artificially induced drainage provides a handicap to the terrain attributes of the 
analysis. 
The changes in vegetation due to seasonal effects or the result of land 
management practices present a problem if vegetation is requiired as a factor in 
a predictive model. The use of a normalised difference vegetation index (NDVI) 
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and a normalised difference vegetation moisture index (ND~vfD was designed 
to overcome this problem as the indices reflect vigour or moisture content rather 
than vegetation type. 
There is a clear need for training data in data driven models to be both 
representative and independent. The need for independent data was 
demonstrated clearly in the initial attempts at classification when closely related 
attributes, such as the NOVI and the NDVMI were used. 
Different vegetation types can have radically different canopy structure 
and reflectance properties and so can produce different leaf area indices (LAis) 
while having identical vegetation indices. For example, an NDVI of 0.5 may 
represent an LAI of 3.0 in a forest but only 2.0 in a grassland. (Running 1989). 
It is also known that some bare soils may give an NDVI value of 0.3 (Wallace 
and Campbell 1989), illustrating the caution that should be applied when using 
such an index as a measure of growth vigour. 
The NOVI is difficult to interpret for applications requiring a high spatial 
resolution because of the coarse resolution of the primary pixel data and spatial 
heterogeneities in vegetation cover, leaf optical properties, stems and branches. 
For these reasons the NOVI has limited value in direct assessment of plant 
productivity. 
A broad correlation between the NOVI and the ND~I might be 
expected and this is supported by the scatterplot shown in Figure 41. However, 
the scatter of points on this diagram indicates that for any given value of NDVI 
there is a very wide range of values of NO~I. 
While one index alone was not sufficient to por1tray the overall 
distribution of soil/ vegetation moisture, it was hoped that the two indices used 
as individual characteristics might provide an enhanced representation. 
However, the use of both indices regularly produced over-prediction of 
discharge areas. The NDVI (as opposed to the NOVMI) consistently produced 
decision rules leading to misclassification and was therefore omitted from the 
final classification. 
The three other data files omitted after early classification attempts 
represented plan curvature (tpcur), flow length (tflowl) and flow accumulation 
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(tfloac). Each was derived directly or indirectly from slope (see Section 4.4.3.1) 
and was therefore dependent on it. In addition, each was a measure of the 
concentration of water. Plan curvature is a measure of topographic convergence 
or divergence and thus the concentration of water in a landscape.. This in tum 
might be expected to relate to the development of soil characteristics. 
Similarly, flow length and flow accumulation are each related to 
concentration of water in a landscape and might be expected to correlate with 
soil depth and wetness. However, to date these inferred relationships remain 
invalidated. Decision rules which included one or more of the three resulted 
more often than not in spurious classifications. In addition, the tendency for the 
flow lines or areas of flow accumulation to appear as parallel groupings along 
aspects of multiples of 45° (see Section 4.4.3.1 and Figures 20 and 21) resulted 
in classified areas in en echelon patterns. 
For the above reasons these data fields were omitted from the final 
classification.. -
In this study EM and MFEM were used to provide surrogate indices of 
soil wetness/ salinity. However, interpretation of the results in general and DI 
values in particular proved to be difficult. For the EM34 instrument high DI 
values can be caused by: 
• High EM34h10 readings, 
• High EM34h20 readings, 
• EM34h10 and EM34h20, both relatively high, or 
• Low EM34h40 readings. 
Because of the difficulties in interpreting the DI values and the problems of 
identifying subsurface boundary layers associated with the thre1~ EM34 readings, 
DI values were not included in further interpretation. 
However, ECa values from EM34h10 readings proved 1to be of benefit. 
EM34h10 readings lower than expected were encountered on EM34 
traverses on the upper slopes of several catchments (Figure 42). Low values may 
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arise where a preferred pathway for groundwater flow exists, acting as a drain 
which removes salt concentration. 
Such a pathway could, for example, be due to a dyke or fracture zone 
weathered more at depth than nearer the ground surface. Alignments of such 
ECa values on different traverses support the interpretation of lineaments as 
depicted on file tplndk (Figure 13). 
Profiles from the EM39 surveys highlight the problems involved in 
interpreting EM results. For example, if one had no other data, the EM profile 
for Hole 1-Sa (Figure 43a) could be interpreted as a discharge area. However, 
the high readings commencing at lm depth and increasing to a peak in the 
profile at 2m depth correlate with the backhoe pit soil profile description of 
firm, moist, weathered granite commencing at a depth of 90 ·· 95cm at several 
other sites (eg 1-1-2, 1-1-6 on Plan 1). In addition, well perrneameter results 
indicate a relatively impermeable layer (Ks< lm/yr) commencing at about this 
depth at several other sites (eg 1-7-2 90cm, 2-5-2 1.lm, 1-1-4 l.2m). This could 
indicate the presence of a relatively heavy day layer. Such layers commonly 
have a high salt content, giving rise to correspondingly high EM39 results. In 
this profile the smaller peak at a depth of 13m and below the water table could 
represent the accumulation of salts by means of the recharge mechanism in, for 
example, a clay-rich fracture zone in weathered granite. 
The profile for Hole 1-3c (Figure 43b) could similarly be interpreted as 
a recharge area with a clay layer near the surface and an accumulation of salts 
at depth. However, from its topographic position, the hole is dearly in a 
discharge area. The two almost identical peaks in the EM39 profile are probably 
caused by clay layers with high salt content. The section between them could 
be more permeable, acting as a groundwater conduit with a con.sequent flushing 
of salts. Because of the shallow depth of penetration (maxirnum 6m) of the 
EM31 instrument, there is a corresponding lowering of EM31 values, since the 
readings are not affected by the conductive material giving rilse to the deeper 
peak. In this particular case, the EM34 instrument gives a truer picture as the 
EM34h10 reading!> can record to a depth of 10m. 1he two peaks in the EM39 
profile occur within 7m of the surface, are both covered by these readings and 
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consequently result in a relatively high EM34h10 reading, confirming a 
discharge area. 
As mentioned above, the well permeameter survey results indicate that 
a relatively impermeable layer is present at a depth of approximately lm. Areas 
of constriction of water level contours, the occasional seepage area on the mid-
to upper slopes and this relatively impermeable layer indicate that some of the 
aquifers (eg Block 1, catchment 3) are more likely to be semi-confined and are, 
in effect, perched aquifers. The aquifers in colluvial sediments in the lower 
slopes range from confined to unconfined. 
The low saturated hydraulic conductivity (Ks) values for well 
permeameter holes in the lower slopes and their gradual and uniform decrease 
with depth probably result from the gradual increase in day content with depth 
in alluvial/colluvial material. If strong enough this day fayer will form a 
confining layer to vertical groundwater flow and produce a confined aquifer. 
Groundwater will move upwards through such a layer if it is penetrated, 
for example· by a piezometer, or where it is weakened by a geological structure, 
such as a dyke, frac:ture zone or change in rock or soil type. 
In the study area such zones are evident as waterlogged areas through 
which lineaments can be identified. The upward flow of water in these cases 
produces a flushing effect, removing salt and resulting in decreased EM results. 
The presence and alignment of relatively low EM values through areas of EM 
highs are no doubt due to this process. 
Clearly, the main failing of the DTA is in the over-prediction of areas 
likely to become discharge or gullies. The term over-prediction is used since it 
appears that way at present - the future may record differently. It must be 
remembered that we are dealing with a predictive model, ie one which is 
predicting potential as well as realised salinisation. 
Many areas may have similar physical characteristics to those found in 
gullies or in areas in which gullies occur. For example, an area mapped by a 
particular set of decision rules could represent an area high in the landscape on 
granite with low slope (2° to 6°) and low EM values. Equally, the area could be 
in the lower landscape, still on granite, and to the side of a drainage line where 
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EM values are generally lower. While the latter could be gullied as it is likely 
to be in a discharge area, the former area is unlikely to be gullied. 
Several decision rules which misclassify areas as gulllied include the 
NDVMI. The Landsat TM spectral signature from which the NDVMI was 
calculated was probably similar for gullied areas as it was for features with 
bare soil and steep banks, such as several pits dug in the north of the training 
area to the west of the ridge line (Block 2, catchment 5). These pits were dug 
either as rubbish tips or to remove outcrops of quartzite rock ·- either way they 
exhibit the characteristics of gullies, but occur in areas where gullies are unlikely 
to occur naturally. 
It is also feasible that decision rules misclassifying aireas as probably 
gullied are based on training areas with characteristics similar to those where 
earthworks and roadworks have been conducted. On either side of the road 
along the ridge there are formed gutters and waterways. These run parallel to 
the road towards lower points of the ridge where rainfall runoff is funnelled to 
the side and begins a sudden and rapid descent through the paddocks adjoining 
the road. This has resulted in gullying high in the landscape and a soaking of 
the ground after rainfall. This gives the appearance of discharge, altering the 
vegetation characteristics and, as a consequence, data such as the NDVMI. 
This combination of waterways, gutters and gullies appears to account 
for much of the area poorly classified along and adjoining the ridge line as 
probably gullied or probable discharge. 
In similar fashion the construction of earth banks as erosion control 
measures has resulted in areas with characteristics similar to gullies, ie bare 
earth and narrow longitudinal features with steep sides. The banks also give 
rise to flatter waterlogged ares on the uphill side, producing characteristics 
similar to those in discharge areas. 
The extensive earthworks conducted in filling in gullies and constructing 
erosion control banks is evident on older aerial photographs ailld in the location 
of present control banks. This means that many areas which were discharge 
areas and were badly eroded and gullied (T Gardiner, pers comm) are now 
disguised. A large proportion of the upper slopes has been classified by the 
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decision tree as probable discharge areas although there may be little evidence 
to support mapping of these areas as such today. 
However, if the combination of characteristics is sm:h that they are 
classified as probable discharge and they have been such areas in the past, then 
this confirms that the decision tree could well be a good predktive tool even if 
areas appear poorly classified on today's observations. 
Several classes misclassified as probable discharge occur in areas on 
granite, medium slope and low EM values. Areas with similar characteristics 
have been mapped as discharge in the training area so it is understandable that 
the decision tree has classified these rules accordingly. 
On a more positive note, several areas of ephemeral discharge in the 
training area were not mapped as discharge, but have been classified by the 
decision tree as being probable discharge areas. The vegetation anomaly in the 
depression shown in Plate 1 occurs relatively high in the landscape and is 
apparently caused by occasional waterlogging of the area after heavy rainfall. 
Many of the areas adjoining the white areas in Figure 29 are classified as 
varying percentages of probable gullying. In these areas the slope is generally 
increasing away from the ridge line, causing an increase in the rate of surface 
water flow and a consequent increase in risk of gullying. 
The areas predicted as discharge generally have a high NDVMI, reflecting 
the correlation between increased volume of water and more vigorous 
vegetation growth. The main discrepancy in this study is that the mapped 
classes of the training area were mapped as pure classes on surface evidence. 
No attempt was made to predict areas likely to become degraded. In reality, 
very rarely does a lOm x lOm cell contain just one mapped class. More often 
than not there is a transition from one class to another and cells covering such 
transition zones will contain one or more classes. It should also be remembered 
that the vegetation indices are based on 30m x 30m cells and each of these is 
divided into nine lOm x lOm cells. Also, much of the data do not have discrete 
cell values but these values are estimated for each cell by extrapolating from 
contours or from adjoining point source data. Each cell in. the analysis is 
-187-
classified for each attribute according to the average value of that attribute 
across the whole cell. 
This is reflected in the decision tree classes where each rule usually 
defines a combination of classes rather than a pure class. 
Although there is considerable over-prediction for areas of probable 
salinity this is also understandable. The predicted areas occur in the middle and 
lower slopes and are surrounded by areas of predicted discharge or gullying. 
Ground observations of the various combinations of visible attributes which 
describe the mapped salinity areas appear to justify the prediction of the 
enlarged areas of probable salinity. 
Attributes contributing most to the Decision Tree Analysis were: 
1. Terrain attributes: 
The primary attributes of elevation (nineteen splits), slope (fifteen splits) 
and aspect (twelve splits) together account for almost half of all splits in 
the DT A (forty six out of ninety three). 
The explanation for the numerous occurrences of slope and 
elevation- lies in the observation that water flows downhill and tends to 
accumulate low in the landscape. 
The importance of the aspect attribute stems from its effect in two 
ways. Firstly, in decreasing the evaporation rate on southern slopes, 
thereby enhancing water retention and waterlogging; secondly, in 
increasing the evaporation rate on northern slopes, thereby enhancing the 
accumulation of salts at or near the ground surface or in the root zone. 
2. NDVMI: 
The NDVMI (twenty three splits) was the most common, accounting for 
almost one quarter of the total. 
This vegetation moisture index essentially differentiates healthy 
vegetation from stressed or unhealthy vegetation. The former suggests 
an appropriate supply of moisture, the latter insufficient, as in some 
salinised areas, or an oversupply of moisture such as in waterlogged 
areas. 
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3. Electromagnetic induction: 
The geophysical attribute electromagnetic induction (EM) on its own 
occurred next most commonly (twenty one splits), accounting for almost 
as many splits as the NDVMI. 
The EM attribute correlates strongly with salinised areas, with 
sixteen of the twenty four rules defining salinity containing EM as a 
splitting rule. Whether the EM values are a measure of salt content or 
reflect the increased conductivity of mobile ions in confining clay layers 
is debatable. Either way the surface effect is similar, with salinised areas 
or, where the clay layers have been breached by a geological feature, 
waterlogged areas with salinised areas on the upstream boundaries. 
4. Lineaments and dykes: 
The mapped attribute of lineaments and dykes (tplndk) occurred in only 
two splits in the whole DTA. 
Lineaments and dykes, generically representing subsurface 
geological impediments to groundwater flow, were disappointing to the 
writer in their almost total lack of use in the decision tree. There appear 
to be three main reasons for this lack of use. Firstly J they are linear 
features whereas the other attributes and the rules themselves are based 
on areal measures. Secondly, the effects of linear features are not 
necessarily continuous along their entire length. For example, a dyke may 
have a damming effect in a depression but the same dyke may have the 
reverse effect and act as a drain in higher parts of the landscape. A more 
useful measure for using lineaments and dykes in a decision tree would 
be to map the area affected by such features either uphill or downhill 
from the feature. Thirdly, apart from the subsurface geological data 
acquired from backhoe soil pits, drilling for piezometer installation and 
mapping along deeply incised drainage lines, none were available to 
determine the underground geometry of the mapped surface features and 
hence the likely physical influence on groundwater. 
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5. Lithology: 
Not surprisingly, the broadly based attribute of lithology, or geological 
rock type (tgeol), occurred in only one split. 
The geological rock type is a convenient classification feature in 
the study area as it really splits the eastern area into upper, middle and 
lower slopes. In other localities the rock types may not be as 
conveniently related to geomorphology, as is the case further to the east 
and south-east where steeply dipping Ordovician metasediments 
commonly occupy whole catchments. In such areas the rock type may be 
of use in defining alternate decision tree splits as some of the 
metasedimentary units are of marine origin and have very high salt 
content. 
Apart from the rare showings of the latter two groups, these results are 
in accord with what one might expect in a hierarchy of attributes 
affecting surface and groundwater flow, accumulation and effects on soils 
and vegetation. 
A further problem in a modelling exercise such as this is to relate the 
findings to other catchments in the Murray-Darling Basin. This would be 
difficult since, even within the study area, detailed data in one catchment vary 
from data in others. This really comes down to a problem of scale and the lack 
of spatial data. It is a sparse data problem, ie there are some parameters in 
models that are virtually impossible to measure or estimate and this limits the 
use of these mcxiels for predictive purposes. The DTA model dearly illustrates 
this point with the lack of inclusion of subsurface data and subsequent lowering 
of the quality of its prediction. 
There are possible ways of overcoming this sparse data problem; for 
example: 
• use remotely sensed data to give spatial coverage of some of the 
parameters (as in the NDVI and NDVMI in this study) 
• use field derived correlations, such as for slope or elevation distributions 
and incorporate these in, for example, a DEM (as in the elevation 
contours in this study) 
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• use a rating system over, say, a 1km x 1km grid to indicate, for example, 
the salinisation potential within each grid cell but without identifying 
where within the grid the problem could exist. 
So even if the DTA model were transferable in its present foml, it would not be 
realistic to acquire the necessary data from a new area as input for the model. 
Regionally collected data, such as Landsat (from which the vegetation indices 
were calculated) and high resolution topographically based data could be 
accommodated, but the geological data would be difficult. 
Instead, broad equivalents could be formulated. For example, the mapped 
rock types could be substituted by areas according to their topographic position, 
viz; 
granite = high slopes and ridges 
contact zone= mid-slopes 
metasediments = lower slopes. 
Lineaments and dykes could be substituted by roads, embankments, rock 
bars or other apparent impediments to groundwater and surface water flow. 
Even if this were successful it would diminish the importance of geological 
factors. In effect it would indicate that they were only surrogates for 
topographic features. To some extent this may be true but only because the 
important geological factors are those beneath the surface. 
In effect, the simplest and most effective way of predicting dryland 
salinity risk would be to derive a model to identify which parts of a landscape 
will impede water. Geological factors should be critical in such a model. 
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7. CONCLUSIONS 
The study has shown that incorporation of geological factors into a predictive 
model can produce results in keeping with those from a selection of other 
currently available models. Many hydrological models exist in the literature 
but few attempt to model degradation effects, such as salinity. 
Geology plays a key role in determining the extent and severity of 
dryland salinity: 
1. In conjunction with geomorphological processes it determines 
topography which influences the paths of overland flow once rain has 
reached the land surface. 
2. By its commonly occurring direct relationship to soil physical 
properties, weathering processes and structure within the regolith it 
determines the subsurface flow of water. 
3. It determines the amount and type of salt produced by the weathering 
of different types of rocks and minerals. 
4. Commonly it directly affects vegetation through its influence on the 
type and depth of soil and the distribution of moisture essential for 
growth. 
The most important finding of this study was the realisation that for 
dryland salinisation to occur there is usually an impediment to groundwater 
flow. This forces the groundwater to the surface where, if climatic and 
vegetation conditions are suitable, evaporation occurs, leaving behind a 
deposit of salt, however small. The rate of development of salinity will 
depend on, amongst other things, the salinity of the groundwater but it will 
develop if conditions are suitable. 
Where agricultural development has occurred in areas with high 
concentrations of salt in the groundwater, accompanied by high evaporation 
rates and vegetation incapable of using excess groundwater, development of 
salinity will be relatively rapid (perhaps twenty years) as is the case in the 
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wheatbelt areas of Western Australia. In the eastern and south-eastern parts 
of Australia where evaporation rates are lower, given siinilar conditions, 
salinisation will develop, albeit at a slower rate (perhaps fifty years). 
It should be emphasised here that an impediment to groundwater 
flow in one catchment need not necessarily force water to the surface but 
might redirect it sideways into an adjoining catchment. Subsurface conditions 
in the latter catchment might mean that it is incapable of coping with the 
additional groundwater flow and discharge may occur in a position higher in 
the landscape than would normally occur. We might therefore have the 
situation of salinisation occurring in a catchment because of a geological 
feature, for example, causing an impediment to groundwater flow in the 
adjoining catchment. 
Many impediments to groundwater flow are the result of human 
interference, for example compaction of the subsurface by roads and railway 
embankments. Salinisation occurs commonly on the upslope sides of such 
constructions. 
Similarly, geological features, such as impermeable dykes, contact 
zones between differing lithologies, changes to the permeability caused by 
differing degrees of weathering, changes in fracture density and so on can 
cause impediments to groundwater flow. 
Ideally there are many geological factors which should have been used 
in this study, but collection of such data was virtually impossible. The 
geological factors used in the OT A model provide reassurance that these 
features would be beneficial in a future predictive modelling exercise. 
Since geological factors are so numerous, it is difficult to isolate those 
that are directly related to the process of salinisation. The mere presence of, 
for example, a particular lithology in a known salinised area does not mean 
that that lithology has any relationship to the process. It may be the 
characteristics of that lithology in that particular setting (permeability, 
fracture density, geochemistry and so on) that are most important in the 
process. A different lithology with similar characteristics may provide the 
same function in the process. 
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There are also the problems of representativeness in other attributes 
used in a predictive model. If vegetation, for example, is used, we need to 
know which property of the plant, such as salt-tolerance, greenness or 
moisture content we are using as a direct correlation with salinity. Use of a 
vegetation index, such as the NDVI, may provide a guide to the greenness or 
general health of vegetation, but a direct correlation between vegetation in 
salinised areas and a particular range of NDVI values would need to be 
established in order for these values to represent salinised areas. Choosing 
appropriately is not simple and may involve considerable trial-and-error 
before a workable data set can be formulated. 
Subsurface data are especially difficult, if not impossible, to collect 
over whole catchment areas. Such data that can be used, such as hydraulic 
conductivity, come from point measurements and are scarcely representative 
because of their spatial variability. Subsurface geological data are even more 
problematic because of the thickness of the regolith. 
Although identifying features in one area may be useful there needs to 
be a way of identifying features for other areas so that the model becomes 
transportable. The simple answer at present is to use data that are readily 
available over wide areas, such as elevation-derived data used in the FLAG 
and TOPOG models. 
In light of the work referred to earlier, in which TOPOG was 
successfully used in a catchment with relatively deep soils and no apparent 
subsurface impediments, it may be viable to calibrate TOPOG to predict 
some areas of known discharge in a catchment; anomalies in predicted 
discharge in other parts of the catchment could then indicate potential 
subsurface impediments. These could be identified through local 
investigations and perhaps be incorporated into a DTA model. 
In using any of the currently available predictive models we are 
restricted to surface data or surface-derived data that can be extrapolated to 
depth, such as EM. Seismic traverses could provide much of the required 
subsurface geological data, but collection of such data over whole catchments 
and in sufficient detail to match the relatively small size of some salinised 
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areas could prove very difficult, time consuming and expensive and would 
not be transferable to other areas. 
The current impetus by AGSO in regolith studies is encouraging as 
this study suggests that we need to develop very much improved methods of 
mapping subsurface features. 
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Glossary of terms 
Aquifer 
A porous soil or geological formation, often lying between 
impermeable sub-surface strata, which holds water and through which 
water can percolate slowly over long distances and which yields 
groundwater to springs and wells. Aquifers may, however, be 
unconfined and the water level subject to seasonal inflow. 
Aquitard 
A less permeable geological unit that stores but does not readily 
transmit water. 
Australian Height Datum (AHD) 
The nationally adopted fixed surface to which heights are referred. It 
was derived from the adjustment of a continental levelling network 
which included tidal gauges held fixed at the values of Mean Sea 
Level. 
Cyclic salt 
Oceanic salt carried inland and deposited by rainfall. 
Deep lead 
An aquifer at great depth formed by the filling in of ancient river 
valleys by sand and gravel. 
Discharge area 
An area where groundwater is discharged from the soil surface. 
Dryland salinity 
Salinisation induced by changes in land management and land use 
since European settlement and occurring in non-irrigated areas. The 
terms dryland seepage and saline seepage are used commonly as 
synonyms for dryland salinity. 
Electrical conductivity 
A measure of the ability to conduct electricity through water or a 
water extract of soil. It is proportional to the quantity of ions in the 
soil or in solution and is measured in standard units of deciSiemens 
per metre (dS/m). In electromagnetic surveys, units of milliSiemens 
per metre (mS/m) are often used. 
Evapotranspiration 
A composite term expressing the loss of water resulting from both 
transpiration by plants and evaporation from soil. 
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Groundwater 
Water in the soil or subsoil of sufficient volumetric water content 
(usually saturated) to move in response to gravity and hydraulic 
pressure gradients. 
Hydraulic conductivity 
The steady-state percolation rate of water through a soil when 
infiltration and internal drainage are equal, measuried as depth per 
unit time. 
Infiltration 
The flow of water downwards from the land surface into and through 
the upper soil levels. 
Piezometer 
A narrow tube, open at each end, inserted down a hole in the ground 
into the water table and used for measurement of its elevation or 
hydraulic head. 
Primary salinity 
Salinisation due to naturally occurring phenomena. 
Recharge area 
An area where surface water from rainfall, irrigation or streams 
infiltrates the soil and adds water to the groundwater system. 
Saline soil 
A soil which contains sufficient soluble salts to adversely affect plant 
growth and/or land use. Technically a soil whose saturation extract 
has an electrical conductivity greater than 4 dS/m. 
Saline water 
Water with salinity greater than 5 000 mg/I (ppm) of total soluble 
salts (TSS). 
Salinisation 
The accumulation of free salts in part of a landscape to an extent 
which causes degradation of vegetation and/ or soils. 
Salinity 
The degree to which water contains dissolved salts, often expressed in 
terms of percentage of sodium chloride (NaCl). 
Secondary salinity 
Salinisation induced by changes in land management and land use 
since European settlement. 
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Watertable 
The upper surface of unconfined groundwater below which the pores 
of rock or soil are saturated. A perched watertable is the surface of a 
local zone of saturation held above the main body of groundwater by 
an impermeable layer, usually clay, and separated from it by an 
unsaturated zone. 
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Appendix 2 
DTA Rules 
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RULE 1 IF 
tgeoln = 2 
tpslon = [ 2 , 5 ) 
tmvin = [1 05,173) 
tpel evn (480,487) 
tpem31n [ 3 7, 60) 
THEN 
ttrgn ., _, 60.0% 
ttrgn 12 40. Of. 
RULE 2 IF 
tgeoln · = 2 
tpslon = [ 2, 5) 
tmvin = (105,1 73) 
tpelevn [480,487 ) 
tpem31n (60,117 ) 
THEN 
ttrgn = ., 100.0 % _, 
RULE 3 IF 
-
tgeoln = 2 
tpsl on = [ 2 , 5) 
tmvin = (105; ,1 73) 
tpelevn [487 ,521] 
THEN 
ttrg n 3 88 . 2 % 
tt rg n 12 11.8% 
RULE 4 IF 
-
tgeoln = 2 
tpsl on = l 2 , 5 ) 
tmvi n = ( 173 , 173) 
tpel evn (473 ,480) 
THEN 
ttrgn ·= 3 50. o ~. 
ttrgn 10 41.7~.; 
ttrgn = 12 8. 3 % 
RULE 5 IF 
tgeoln = 2 
tpsl on = ( ..., ,- . '- r ~ J 
tmvin = (17 2 , 178) 
tpele v:1 [ <! S0,:. 12) 
tpem3ln ll,1 67 ] 
THEN 
ttrgn 3 9 2 . 6t 
ttrgn 12 7 . 4 '-t 
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RULE 6 IF 
-
tgeol n = 2 
tpslon = [ 2 I :i ) 
tmvin = (173,178 ) 
tpele vn [480 ,51 2) 
tpem3ln ( 5 4 ,88 ) 
THEN 
ttrgn 3 77.8 % 
ttrgn 12 22.2 % 
RULE 7 IF 
-
tgeoln = 2 
tpslon = [ 2 , :i ) 
tmvin = (178, 18 2) 
tpelevn (473,487) 
THEN 
ttrgn 3 92.3% 
ttrgn l~ 7.7% 
RULE 8 IF 
-
tgeoln = 2 
tpsl on = [ 2, :; ) 
tmvin = (178 ,1 82) 
tpelevn [ 4Ei 7, 512) 
tpem3ln [ 1, 3 7) 
TH EN 
ttrgn 3 30 . 0 % 
ttrgn 12 7 o. o·~ 
RULE 9 IF 
-
tgeoln = 2 
tpsl on = l 2 , :; ) 
tmvin = (1 78, 1 82) 
tpele vn (487, 51 2) 
tpem3ln [3 7,6 7 ) 
THEN 
ttrgn 3 66.7% 
ttrgn 1 2 33.3% 
RULE 10 rr 
tgeoln = 2 
tpslon = l ~ , 5 ) 
tmvi n = (178 ,1 82) 
tpelevn [~87,51:::) 
tpem3ln [57,167 ] 
THEN 
ttrgn ") _, 2 1. 4 % 
tt rgn l~ 78 . 6~~ 
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RULE 11 IF 
tge o l n = 2 
tpslon = l 2 , :, ) 
tmvin = ( 1 78,18 2) 
tpelevn = [ 5 1 2 , 5 2 1 l 
THEN 
ttrgn = 12 10 0 . 0% 
RULE 12 IF 
tgeo l n = 2 
tpslon = [ 2, 5 ) 
tmvin = (18 2 ,2 00) 
tpem31n [ 1 , 7 6) 
tpele vn ( 473,498) 
THEN 
ttrgn 3 96 . 5% 
ttrgn 12 3 .5 % 
RULE 13 IF 
tgeoln = 2 
tpslon = [ 2 , 5 ) 
trnvin = ( 1 82,200) 
tpem31n [ 1 I 7 6 ) 
tpelevn [ 4 9 8, 5 211· 
THEN 
tt rgn 3 68 . 2% 
tt rg n 12 31 . 8 ~; 
RULE 14 IF 
-
tgeoln = 2 
tpsl on = [ 2, 5) 
tmvin = (18 2,20 0) 
tpem31n [ 76,117) 
THEN 
ttrgn 3 50.0 % 
ttrgn 12 50 . 0% 
RULE 15 IF 
tgeoln = ~· 
tpslon = ( 5 ' 7 ) 
tpele vn (4 7 3,492) 
tp e rn31n = [ 1 , G 0) 
tplndkn = 0 
t mvin (1 05,168) 
THEN 
ttrgn 3 85. •H. 
ttrgn 12 1 4 . 6% 
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RULE 1 6 IF 
tgeoln = 2 
tpslon = [ 5 , 7 ) 
tpelevn (47 3 ,49 2 ) 
tpem31n = [ 1, 60) 
tp lndkn = 0 
tmvin (168,1 73) 
THEN 
ttrgn 3 79.3% 
ttrgn 12 20.7% 
RULE 17 IF 
tgeoln = 2 
tpslon = [ 5, 7 ) 
tpelevn (47 3,492) 
tpem31n = [ 1, 60) 
tplndkn = 0 
tmvin [1 73 ,1 88) 
THEN 
ttrgn 3 9 5.7 % 
ttrgn 12 4.3% 
RULE 18 IF 
tgeoln = 2 
tpslon = [ 5 , 7 ) 
tpelevn [47 3,492) 
tpem31n = [ 1, 60) 
tplndkn = 0 
tm v in = [188 ,2 06] 
tpslon = [ 5, 6 ) 
THEN 
ttrgn 3 64.3 % 
ttrgn 12 35. 7 % 
RULE 19 IF 
tgeoln = 2 
tpslon = [ 5 , 7 ) 
tpelevn [ 473,49 2 ) 
tpem31n = [ 1 , 60) 
tplndkn = 0 
tm vin = (188, 206 ] 
tpslon = [ 6 , 7 ) 
'fHEN 
ttrg n = 3 10 0 .0 % 
RULE 20 IF 
tgeoln = 2 
tpslon = [ 5 , 7 ) 
tpelevn [4,73,4 92) 
tpem31n [ 1. f 60) 
tp ln dkn 1 
THEN 
ttrgn = 3 1 00.0% 
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RULE 21 
THEN 
RULE 22 
THEN 
RULE 23 
THEN 
RULE 24 
THEN 
IF 
tgeoln = 2 
tps l on = [ 5' 7) 
tpelevn [473,492) 
tpem31n (60,76) 
ttrgn 3 95 . 5% 
ttrgn 12 4.5% 
IF 
tgeoln = 2 
tpslon = [ 5' 7) 
tpelevn (473,492) 
tpem31n [76,88) 
ttrgn 3 70.0% 
ttrgn 12 30.0% 
IF 
tgeoln = 2 
tps l on = [ 5 I 7) 
tpelevn [492,498) 
tpem31n [ 1 ,. 5 4) 
ttrgn 3 89 .3 % 
ttrgn 1 2 10.7 % 
IF 
tgeoln = 2 
tps l on = (5,7) 
tpelevn = (492,498) 
tpem31n = [54,88) 
tpaspn = [ O, 2 2) 
tmvin (168,182) 
ttrgn 
ttrgn 
3 
12 
52 . 2% 
47 . 8% 
RULE _ 25 IF 
'rHEN 
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tgeoln = 2 
tpslon = [5, 7) 
tpelevn = [49 2,498) 
tpem31n = [54,88) 
tpaspn = (0, 22) 
tmvin 
ttrgn 
ttrgn 
[182,200) 
3 
12 
89 . 5% 
10.5% 
RULE 26 IF 
THEN 
tgeoln = 2 
tpslon = [5 ,7) 
tpele v n = (492,498) 
tpem 3 1n = [54, 88) 
tpaspn = (22,60) 
ttrgn 
ttrgn 
3 
12 
38.5% 
61. 5 % 
RU LE_27 IF 
THEN 
tge o ln = 2 
tp slo n = [5, 7) 
tpelevn = [492,498 ) 
tpem 3 1n = [54,88) 
tpaspn = (13 7,360] 
ttrgn = 3 10 0.0% 
RULE '.::8 IF 
THEN 
tgeo ln = 2 
tpslon = [ 5 , 7) 
tpelevn = (498, 521 ] 
tpaspn = [ 0, 2 2) 
tm v in ( 105,173) 
ttrgn 
ttrgn 
3 
12 
83 . 3% 
1 6 . 7% 
HULE 29 IF 
THEN 
tgeoln = 2 
tpslon = [5,7) 
tpelevn = (498,5 21] 
tpaspn = [ 0, 2 2) 
tm v in (17 3,182) 
ttrgn 
ttrgn 
3 
1 2 
26 . 7% 
73.3% 
RULE _ 30 IF 
'I'HEN 
tgeoln = 2 
tpslon = [5 ,7) 
tpelevn = l 498,521] 
tpaspn = [ o,:.: :::) 
tmvi n [182 ,2 00) 
ttrgn 
ttrgn 
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3 
12 
94. 6':-. 
!) . 4 ~. 
RULE_31 IF 
THEN 
tgeo ln = 2 
tpslon = [5,7} 
tpelevn = [498,521] 
tpaspn [22,360] 
tpslon = [5,6) 
tt r gn 
t trgn 
3 
12 
46.7% 
53.3% 
RULE 32 IF 
THEN 
tgeoln = 2 
t pslon = [5,7) 
tpelevn = [498,521] 
tpaspn [22,360] 
tpslon = [6, 7) 
ttrgn 
ttrgn 
3 
12 
68 . 6t 
31 . 4 % 
RULE 33 IF 
THEN 
tgeo ln = 2 
tpslon = [ 7,9} 
tpem3 l n = [ 1, 2 6) 
tpaspn = [0,22) 
ttrgn 
ttrgn 
3 
12 
71.4% 
~8 . G ~.; 
RU LE_34 IF 
THEN 
tgeoln = 2 
tpslon = [7 ,9} 
tpem31n = [1,26) 
tpaspn = (22,244} 
ttrgn = 3 100 . 0% 
RULE 35 IF 
THEM 
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tgeoln = 2 
tpslon = (7,9 ; 
tpem3 l n (2 6,37) 
tpelevn (473,492) 
ttrgn 
ttrgn 12 i 1. J.'{: 
RULE 36 IF 
-
tgeoln = 2 
t pslon = [ 7, 9) 
tpem31n [ 26 ,. 37) 
tpele v n [4 9B,512) 
THEN 
ttrgn 3 61. 1% 
ttrgn 1 2 38 . 9% 
RULE 3 7 IF 
-
tg eoln = '") ... 
tps l on = [ 7, 9) 
tpem3 1n [ 26, 37) 
tpe le vn [51:2,5:?1) 
THEN 
tt rgn 3 86 .2 % 
ttrgn 1 2 13.8% 
RULE 38 IF 
-
tgeoln = 2 
tps l on = [ 7, 9) 
tpem3 ln = [37,76j 
tm•1in (105,.1.7 8i 
THEN 
ttrgn 3 ·37 . 8% 
ttrg n 12 2. 2 ~ .. 
RULE 39 IF 
-
tgeo ln = 2 
tpslon = [ 7 , 9) 
tpem3ln = [ 3 7, 7 6) 
tmvin = (178,1. 88) 
t paspn = [ 0, 60) 
THEN 
ttrg n 3 74 . p~ 
ttrgn 12 25.9~~ 
RULE 40 IF 
-
tgeoln = 2 
tpslon = [ 7, 9) 
tpem3l n = (37,76) 
tmv in = [ 178,1.88) 
tpaspn = (6 0,360] 
THEN 
t t t-g n = 3 l. oo . o~. 
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RULE 41 IF 
-
tgeoln = 2 
tpslon = [ 7 , 9) 
tpem31n = (3 7 ,7 6) 
tmvin (188, 20 6] 
THEN 
ttrgn 3 9 9. 0% 
ttrgn 12 1. 0% 
RULE 42 IF 
-
tgeo ln = 2 
tpslon = [ 7 t 9) 
tpem31n (76 , 88) 
THEN 
ttrgn 3 6 1. 1 % 
ttrgn 12 38 . 9% 
RULE 4 3 I F 
-
tgeoln = 2 
tpslon = [ 9 t 18 l 
tmvin = (105,.1 73) 
tpelevn ( 4 80 , 492) 
THEN 
ttrgn = 3 1 00 . 0t 
RULE 44 I F 
-
tge o l n = 2 
tpslon = [ 9, l B J 
tmvin = (1 05,173) 
tpelevn (498,5 1 2) 
THEN 
ttrgn 3 50 . 0% 
ttrgn 1 2 50 . 0% 
RULE 45 IF 
-
tgeo l n = 2 
tps l on = [ 9, 1 C3 l 
tmvin [1 73 , 178) 
THEN 
ttrgn 3 6 5 . 6 ~. 
ttrgn 1 2 34 . 4 % 
RULE 4 6 IF 
-
tgeoln = 2 
tpsl on = [ 9 f 18 J 
tm v in = (1 78,185) 
tpele vn (473,4 98) 
THEN 
tt r gn = 3 i oo . o ~~ 
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RULE 4 7 IF I 
THEN 
tgeoln = 2 
tpslon = (9,18] 
tmvin = (178,185 ) 
tpelevn = (498,5 2 1] 
tpslon = (9,11) 
ttrgn 
ttrgn 
3 
12 
79.4 % 
20.6 % 
RULE_48 IF 
THEN 
RULE 49 
-
THEN 
RULE 50 
-
THEN 
RULE 51 
-
THEN 
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tgeoln = 2 
tpslon = (9,18] 
tmvin = (178,1 8 5 ) 
tpelevn = (498 , 52 1] 
tpslon = (11,1 8 ] 
ttrgn = 3 100 . 0% 
IF 
tgeoln = 2 
tpslon = (9,1 8 ] 
tmvin = (185,188) 
tpelevn (480 , 4 92) 
ttrgn = 3 100 . 0% 
IF 
tgeoln = 2 
tpslon = [9,1 8 ] 
tmvin = [185,188) 
tpelevn [492 , 5 2 1] 
ttrgn 3 67. 5% 
ttrgn 12 32.5 % 
IF 
tgeoln = 2 
tpslon = ( 9,1 8 ] 
tmvin = (188, 200) 
tpaspn = [0,97 ) 
tpem3ln = (1, 26) 
tp s lon = ( 9 ,11 ) 
t pelevn ( 4 73,498) 
ttrgn = 3 loo . o~ .. 
RULE 52 IF 
THEN 
tgeoln = 2 
tpslon = [9,18) 
tmvin = [188,200) 
tpaspn = [0,97) 
tpem31n = [1,:26) 
tpslon = [9,11) 
tpelevn [498,521) 
ttrgn 
ttrgn 
3 
12 
75.7% 
24.3% 
RULE 53 IF 
THEN 
tgeoln = 2 
tpslon = [9,l B ] 
tmvin = (188, 200) 
tpaspn = [0,97) 
tpem31n = [1,26) 
tpslon = (11,1 8] 
ttrgn 
ttrgn 
3 
12 
95.7% 
4 .3 t 
RULE 54 IF 
THEN 
tgeoln = 2 
tpslo n = [9,H: ] 
tmvin = (188, 2 00) 
tpaspn = [0,97) 
tpem31n (26,37) 
ttrg n = 3 100 . 0% 
RULE 55 IF 
THEN 
tgeoln = 2 
tpslon = (9,18] 
tmvin = [188,200) 
tpaspn = (0,9 7 ) 
tpem31n [37,46) 
ttrgn 
ttrg n 
3 
12 
55.0% 
45.0% 
RULE 5 6 IE' 
THEN 
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tgeoln = 2 
tpslon = [9,18] 
tmvin = (188,200) 
tpaspn = (0,97) 
tpem31n [46,38) 
ttrgn 
ttrgn 
3 
12 
93 . 9% 
6 .1 % 
RULE 57 IF 
THEN 
tgeoln = 2 
tpslon = [9,18] 
tmvin = [188,200) 
tpaspn = [97,360] 
ttrgn = 3 100.0% 
RULE_58 IF 
THEN 
tgeoln = 2 
tpslon = [9,18] 
tmvin = [200,206] 
tpaspn = [ O, 7 5) 
tpem3ln = ( 1,37) 
tpslon = (9,11 ) 
ttrgn = 3 100.0% 
RULE 59 IF 
THEN 
tgeoln = 2 
tpslon = (9,18 ] 
tmvin = (200,206] 
tpaspn = [ O, 7 5) 
tpem3ln = [1, 37) 
tpslon = (11,18) 
ttrgn 
ttrgn 
3 
12 
78 .0 % 
22 . 0% 
RULE_60 IF 
THEN 
tgeoln = 2 
tpslon = [9,18) 
tmvin = [200,206) 
tpaspn = [ 0, 7 5). 
tpem3ln ( 37,67) 
ttrgn 
ttrgn 
3 
12 
41. 7% 
58.3% 
RULE_6 l IF 
THEN 
tgeoln = 2 
tpslon = (9,18] 
tmvin = [200,206] 
tpaspn = (75,137) 
ttrgn 
ttrgn 
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3 
12 
55 .0 % 
45.0 % 
RULE 62 IF 
-
tgeoln = 3 
tpaspn = [22,60 ) 
tpem31n [1,37) 
THEN 
ttrgn 3 32.3% 
ttrgn 12 67.7 % 
RULE 63 IF 
-
tgeo ln = 3 
tpaspn = [ 2 2 I 6 0) 
tpem31n [37,167] 
tpelevn (447,459) 
THEN 
ttrgn 3 18.2 % 
ttrgn 10 36.4 % 
ttrgn 12 45.5 % 
RULE 64 IF 
-
tgeoln = 3 
tpaspn = [ 2 2, 60) 
tpem31n = [37,167] 
tpelevn = (459,4 68) . 
tpslon = [ 2 , 9 ) 
THEN 
ttrgn 3 50. 0% 
ttrgn 10 13 . 2% 
ttrgn 12 36.8 % 
RULE 65 IF 
tgeoln = 3 
tpaspn = (22,60 ) 
tpem31n = ( 37,167] 
tpelevn = [459,4 68) 
tpslon = [9,1!3] 
THEN 
ttrgn = 3 100. 0% 
RULE 66 IF 
tgeoln = 3 
tpasp n = [2:2,6 0) 
tpem3ln [37,1 6 7] 
tpelevn [4 6 8,473 ) 
THEN 
ttrgn = 3 1 00 . 0% 
-247-
RULE 
-
67 IF 
tgeoln = 3 
tpaspn = (2 2 , 60 ) 
tpem31n ( 37, 167] 
tpelevn ( 47 3,487) 
THEN 
ttrgn 3 6 8.2 % 
ttrgn 12 31.8% 
RULE 68 IF 
tgeoln = 3 
tpaspn = ( 60 , 86) 
tpem31n = ( 1 ,3 7) 
tmvin ( 1 05 , 200) 
THEN 
ttrgn 3 6 2.0 % 
ttrgn 1 2 38 . 0% 
RULE 6 9 IF 
-
tgeoln = 3 
tpaspn = [ 60 , 86 ) 
tpem31n = [ l , 3 7) 
tmvin (200 , 206 ] 
THEN 
ttrgn 3 100 . 0% 
RULE 7 0 IF 
-
tgeoln = 3 
tpaspn = ( 60,8 6 ) 
tpem31n = [ 37 I 60) 
tmvin [l O ~i ,1 7 3 ) 
THEN 
ttrgn 3 38 .5 % 
ttrgn 1 0 4 6 . 2% 
ttrgn 1 2 15.4 % 
RULE 7 1 IF 
-
tgeoln = 3 
t pas p n = ( 60,86 ) . 
tp·e m3 1 n = [ :n , GO ) 
tmvin ( 1 73 , 200) 
THEN 
ttrg n 3 95 . 3 t 
t tr g n 10 1 . 6 ~;. 
t trgn 1 ~ 3 . 1% 
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RULE 72 IF 
-
tgeoln = 3 
tpaspn = (60,86) 
tpem31n = ( 37,60) 
tmvin (200,206] 
THEN 
ttrgn 3 78 .3% 
ttrgn 10 4.3% 
ttrgn 12 17.4% 
RULE 73 IF 
-
tgeo l n = 3 
tpaspn = (6 0,86) 
tpem3 1n [ 60,. 6 7) 
tpelevn (447,468) 
THEN 
ttrgn 3 42 . 9% 
ttrgn 10 4 2 . 9~-. 
ttrgn 12 14 . 3% 
RULE 74 IF 
-
tgeo l n = 3 
tpaspn = ( 60,86) 
tpem31n = (60,67) 
tpelevn = (468 ,480 ) 
tmvin (160,178) 
THEN 
ttrgn 3 100 . 0% 
RUL E 75 IF 
-
t geol n = 3 
tpaspn = [ 60 f 86) 
tpem31n = [60,67) 
tpe l evn = (468, 480 ) 
tmvin [ 182,206 ) 
THEN 
tt rgn 3 69 . 7% 
ttrgn 10 24 . 2% 
ttrgn 12 6 . 1% 
EU LE 76 IF 
-
tgeo l n = ') ,J 
tpaspn = (60,86) 
tpem31n = [67,83) 
tmvin [105,160) 
THEN 
ttrgn 3 26.3% 
ttrgn 10 47 . 4 ~~ 
ttrgn 12 ~6 . 3~~ 
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RULE 77 IF 
-
tgeoln = 3 
tpaspn = [ 60, 86) 
tpem3 1n = (67,88) 
tmvin = (160,178) 
tpem3 1n [ 6 7 I 7 f:i) 
THEN 
ttrgn = 3 100.0% 
RULE 78 IF 
-
tgeoln = 3 
tpaspn = [ 60, 86) 
tpem31n = [ 6 7 I 88) 
tmvin = (160,178) 
tpem31n = [ 76 I 88) 
tmvin [ 160, 168) 
THEN 
ttrgn 3 91.7% 
ttrgn 10 4.2% 
ttrgn 12 4 . 2% 
RULE 79 IF 
-
tgeol n = 3 
tpaspn = [G0, 86) 
tpem31n = ( 67,88) 
trnvin = [160,178) 
tpem31n = (76,88) 
tmvin [168,1 78) 
THEN 
ttrgn 3 36.4% 
ttrgn 10 36 . 4% 
ttrgn 12 2 7 . 3% 
RULE 80 IF 
-
tgeoln = 3 
tpaspn = (60,86) 
tpem31n = [ 6 7 I 88) 
tmvin [ 178,206] 
THEN 
ttrgn 3 42.1% 
ttrgn 10 27 .6 % 
ttrgn 12 30.3% 
RULE 81 IF 
-
tgeoln = 3 
tpaspn = [60,8 6) 
tpem31n = [SS,117) 
tmvin [105,160) 
THEN 
ttrgn 3 53 . 3~,; 
ttrgn 10 26.7 % 
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ttrgn 12 20 . 0% 
RULE 82 IF 
-
tgeoln = 3 
tpaspn = [G0,86) 
tpem31n = (88,117) 
tmvin (160 , 193) 
THEN 
ttrgn 3 89.5% 
ttrgn 10 8 . 8% 
ttrgn 1 2 1.8% 
RUL E 83 IF 
-
tgeoln = 3 
tpaspn = [GO, 86) 
tpem31n = (117 ,167 ] 
tplndkn = 0 
tmvin (16 8,18 5) 
THEN 
ttrgn 3 77 . 3% 
ttrg n 12 22.7% 
RULE 84 IF 
-
tgeoln = '") ..; 
tpaspn = [ 60, 8 6) 
tpem31n = (117,167] 
tplndkn = 0 
tmvin [185,193 ) 
THEN 
ttrgn 3 10 0.0% 
RULE 85 IF 
-
tgeoln = 3 
tpaspn = (60,86) 
tpem31n [ 1 1 7 , 1 6 7 l 
tplndkn 1 
THEN 
ttrgn = 3 100 .0 % 
RULE 86 IF 
-
tgeoln 3 
tpaspn [ 8 1..) f ~7) 
tpelevn [ 4 ~ ~' 4 59) 
THEN 
ttrgn 3 ~2.2'!o 
ttrg n ] 0 44. -H; 
ttrgn 12 3 3. 3 ~; 
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RULE 8 7 IF 
THEN 
tgeoln = 3 
tpaspn = ( 86 , 97) 
tpelevn = (4 59,468 ) 
tmvin (105,17 3) 
ttrgn 
ttrgn 
ttrgn 
3 
10 
12 
64.9% 
29.9% 
5.2% 
RU LE 88 IF 
THEN 
RULE 89 
-
THEN 
RULE 90 
-
THEN 
RULE 9 1 
-
THEN 
tgeoln = 3 
tpaspn = (86,97) 
tpelevn = (459,468) 
tmvin ( 17 3,193) 
ttrgn 3 92.3% 
ttrgn 10 G.2 % 
ttrgn 12 1. 5% 
IF 
tgeoln = 3 
tpaspn = [86,97) 
tpelev n = [46B,473) 
tpslon = [ 5, 8) 
ttrgn 3 20 . 0 % 
ttrgn 1 0 40 . 0% 
ttrgn 12 40.0% 
IF 
tgeol n = 3 
tpaspn = [86,97) 
tpelevn = [ 46B ,47 3) 
tpslon = [8, 113] 
ttrgn 3 98 . 4% 
ttrgn 12 1. 6 % 
IF 
tgeoln = 3 
tpa spn = [ 86,97 ) 
tpelevn (4 73,487) 
ttrg n = 3 100 . O't. 
RULE 92 IF 
THEFI 
tgeoln = 3 
tpaspn = (9 7 ,137) 
tmvin = (1 05,160) 
tpelevn [ 44 7,459 ) 
ttrgn 
_252_ t trgn 
3 
10 
26 . 7% 
7 3 . 3 ~. 
RULE 93 IF 
-
tgeoln = 3 
tpaspn = [9 7 ,137) 
tmvin = [1 0 5,160) 
tpelevn [459,468) 
tpem3ln (1 ,88 ) 
tpelevn (459,463) 
THEN 
ttrgn 3 7'0 . 0% 
ttrgn 1 0 30.0% 
RULE 94 IF 
-
tgeoln = 3 
tpaspn = ( 9 7 , 1 37) 
tmvin = (1 0 5,1 60 ) 
tpelevn ( 459,468) 
tpem3ln (1, 88 ) 
tpelevn (463 ,468) 
THEN 
ttrgn 3 9 4.3% 
ttrgn 1 0 5.7 % 
RULE 95 IF 
-
tgeoln = 3 
tpaspn = (97 , 137) 
tmvin = (1 05 , 16 0) 
tpelevn (4 5 9 ,468) 
tpem3l n = (88, 1 67 ] 
THE N 
ttrgn 10 7 6 . 2 % 
ttrgn 1 2 23 . 8% 
RULE 96 IF 
-
tgeoln = 3 
tpaspn = [ 97 ' 1 3 7 ) 
tmvin = ( 105 , 160) 
tpelevn (4 68 ,480) 
THEN 
ttrgn = 3 1 0 0 . 0% 
HU LE 9 7 IF 
-
tgeoln = 3 
tpaspn = [ 97 ,1 37) 
tmvin = ( 160 ,1 7 3 ) 
tpem3ln = ( 1, 37) 
THEN 
ttrgn 3 100 .0 % 
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RULE_98 IF 
THEN 
tgeoln = 3 
tpaspn = [ 97, 137) 
tmvin = (160,173) 
tpem3ln = [37,76) 
tpslon = (2,7) 
ttrgn 
ttrgn 
ttrgn 
3 
10 
12 
46.9% 
18.8% 
34.4% 
HULE_99 IF 
THEN 
tgeoln = 3 
tpaspn = [97,13 7) 
tmvin = (160,173) 
tpem31n = (37,76) 
tpslon = (7,18] 
tpelevn [459,468) 
ttrgn 
ttrgn 
3 
10 
66.7% 
33.3% 
RULE 100 IF 
THEN 
RULE 101 
THEN 
tgeoln = 3 
tpaspn = (97,137) 
tmvin = (160,173) 
tpem3ln = [37,76) 
tpslon = [7,18] 
tpelevn [468,480) 
ttrgn 
ttrgn 
IF 
tgeoln 
tpaspn 
tmvin = 
tpem31n 
ttrgn 
ttrgn 
ttrgn 
= 
= 
3 
12 
3 
95.8% 
4.2% 
(97,137) 
(160,173) 
(76,117) 
3 90.9% 
10 7.6% 
1 2 1. 5% 
RULE 102 IF 
THEN 
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tgeoln 3 
tpaspn (97,137) 
tmvin = [160,173) 
tpem3ln [117,167] 
ttrgn 
ttrgn 
ttrgn 
3 
10 
1 .2 
44.4% 
I J '":•ry.. 
-'-·- <> 
33 . 3~.; 
RULE 103 IF 
THEN 
tgeoln = 3 
tpaspn = (97,137 ) 
tmvin = [17 3 ,200 ) 
tpem3ln = (1,46) 
tmvin (173,178) 
ttrgn 
tt rg n 
t trgn 
3 
10 
12 
44.4 % 
11. H 
44.4% 
RULE 104 IF 
THEN 
tgeoln = 3 
tpaspn = [97,137) 
tmvin = (17 3 ,200) 
tpem 3 l n = [ 1, 4 6) 
tmvin (1 78 ,1 93) 
ttrgn 3 100. 0t 
RULE_l O 5 IF 
THEN 
tgeoln = 3 
tpaspn = (97,137 ) 
tmvin = [173,200) 
tpem3ln (46,60 ) 
ttrgn 
ttrgn 
3 
12 
50. 0 z, 
50.0 t 
RULE _ 106 IF 
THEN 
tgeoln = 3 
tpaspn = (97,137) 
tmvin = (17 3 ,200 ) 
tpem3ln (60,11 7 ) 
tpelevn [ 4 59 , 468 ) 
ttrgn 
ttrgn 
ttrgn 
3 
10 
1~ 
87.5 % 
9.4 % 
3. 1 ~.; 
!W LE 107 IF 
T HEN 
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tge o ln = 3 
tpaspn = [ 97 ,1 37) 
trnvin = (17 3 , 20 0 ) 
tpem31n = ( 60 ,11 7) 
tpele v n = (4 6 8, 473) 
tpslo n = [5 , 7j 
tp e rn31n ( 60 ,7 6) 
ttrgn 
ttrgn 
7 o .o i 
3 0. O'i 
RULE 108 IF 
THEN 
RULE 109 
THEN 
tgeoln = 3 
tpaspn = [97,137) 
tmvin = [173,200) 
tpem31n = [60,117) 
tpelevn = (468,47 3) 
tpslon = (5,7) 
tpem31n [76,88) 
ttrgn 3 37.5% 
ttrgn 10 37.5% 
ttrgn 12 25.0% 
IF 
tgeoln = 3 
tpaspn = (97,137 ) 
tmvin = (173,200) 
tpem31n = [ G0,117) 
tpelevn = (468,473) 
tpslon = (5,7) 
tpem31n [88,117) 
ttrgn 
ttrgn 
3 
12 
5 4. '.:!% 
45.8% 
RULE 110 IF 
THEN 
tgeoln = 3 
tpaspn = [97,137) 
tmvin = (173,200 ) 
tpem31n = ( 60 ,11 7) 
tpelevn = (468,473) 
tpslon = (7, 9 ) 
ttrgn 
ttrgn 
3 
10 
96 . 6'!~ 
3.4% 
RVLE_lll IF 
THEN 
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tgeoln = 3 
tpaspn = [97,137) 
tmvin = [ 173,200) 
tpem3ln 
tpelevn 
ttrgn 
ttrgn 
3 
1 :? 
[ G0,117) 
(473,480) 
5 . 5 1; 
RULE 112 IF 
THEN 
tgeoln = 3 
tpaspn = (97,137) 
tmvin = (173,200) 
tpem31n (117,167] 
ttrgn = 3 100.0 % 
RULE 113 IF 
tgeoln = 3 
tpaspn = (137,244 ) 
tpem31n (1,54) 
THEN 
t trgn = 3 100. 0% 
RUL E 114 IF 
THEN 
tgeoln = 3 
tpaspn = (137,244 ) 
tpem3 1n = (54, 76) 
tpslon = ( 2 , 9) 
ttrgn = 3 100.0% 
RUL E 11 5 IF 
THEN 
tgeoln = 3 
tpaspn = (137,244} 
tpem 3 1n = (54, 76} 
tpslon = (9,1 8 ] 
tpelevn ( 4 63 ,4 68) 
ttrgn 
ttrgn 
3 
1 0 
41. 7~~ 
58 . 3\: 
RULE 116 IF 
THEN 
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tgeoln = 3 
tpaspn = (13 7,244) 
tpem31n = (54,7 6) 
tpslo n = (9,18 ] 
tpelev n [468,4 80) 
ttrg n = 3 1 00 . O'i. 
RULE_117 IF 
THEN 
tgeoln = 3 
tpaspn = [137,244) 
tpem31n = [76,117) 
tmvin [105,168) 
ttrgn 
ttrgn 
3 
1 0 
32.0% 
68.0% 
RULE 11 8 IF 
tgeoln 
tpaspn 
tpem31 n 
tmvin 
= 3 
= [137,244) 
= [76,117) 
[168,188) 
THEN 
ttrgn 3 100.0 % 
RULE 11 9 IF 
THEN 
tgeoln = 4 
tpele vn = [447,459 ) 
tpem31n = (1 ,88) 
tpa spn = [22,86 ) 
tmvin (105 ,178) 
tt rgn 
ttrgn 
3 
12 
94.3 % 
5, 7 ~o 
RULE_l20 IF 
THEN 
tgeoln = 4 
tpelevn = [447,459) 
tpem31n = [1,88) 
tpaspn = [22,86) 
tmvin = [1 78 ,1 82) 
tps lon = [ 5, 7) 
ttrgn 
ttrgn 
3 
1 2 
70.0~.; 
30 . 0 ~; 
RULE 1 2 1 IF 
THEN 
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tge ol n = 4 
tpele vn = (447,459 ) 
tpem 31n = (1,88) 
tpas pn = (22,2.G) 
tmvin = (17 8 ,182) 
tps l o n = [8,9) 
ttrgn = 3 100.0 t 
RULE 122 IF 
THEN 
tgeoln = 4 
tpelevn = [447,459) 
tpem31n = [1,88) 
tpaspn = [22,86) 
tmvin (182,200) 
ttrgn 3 100.0% 
RULE 123 IF 
THEN 
tgeoln = 4 
tpelevn = (447,459) 
tpem31n = (1 , 88) 
tpaspn = (86,1 15) 
tmvin (105,185) 
ttrgn 
ttrgn 
3 
1 2 
71.4% 
28 . 6% 
RULE 124 IF 
THEN 
tgeoln = 4 
tpelevn = (447,459) 
tpem31n = (1,.88) 
tpaspn = (86,.115) 
tmvin (185,.200) 
ttrgn 3 100.0 % 
RULE _125 IF 
THEN 
tge oln = 4 
tpelevn = (447,459) 
tpem31n = (1,.88) 
tpaspn = (115,244) 
ttrgn = 3 100.0 % 
RULE 126 IF 
THEN 
tgeoln = 4 
tpelevn = (447,459) 
tpem31n = [88,117) 
tmvin (105,160 ) 
ttrgn 3 72.7 % 
ttrgn 10 ::? ::: • 7 ·;, 
ttrgn 12 4. 5 % 
HULE 127 IF 
THEN 
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tgeoln = 4 
tpele v n = (4 4 7,459 ) 
tpem3ln = (88,117) 
tmvin ( 16 0 ,. 200) 
ttrgn 3 10 0 . 0~-
RUL E 12 8 IF 
THEN 
tgeol n = 4 
tpel evn = (447,459) 
tpem31n = ( 117,167] 
tmvi n = (105,160) 
tpas pn = (22 ,8 6) 
ttrgn 
ttrgn 
ttrgn 
3 
10 
12 
47.1 % 
50.0% 
2.9 % 
RULE 129 IF 
THEN 
tge oln = 4 
tpele vn = (447 ,45 9) 
tpem31 n = (117,167] 
tmvin = ( 105, 160 ) 
tpasp n = ( 86,2 44) 
ttrgn = 3 100. 0~ 
HUL E 130 IF 
tg eoln 
tpele vn 
tpem3 1n 
tm vin 
= 4 
= (447,45 9) 
= ( 11 7,167] 
(160,193) 
THEN 
ttrgn 
ttrg n 
3 
10 
97 . 0% 
3.0 % 
RULE 131 IF 
THEN 
tg eoln = 4 
tp e l evn = (459,463 ) 
tpsl on (2,7) 
tpaspn = [ 2 2, 7 5 ) 
ttrg n 
ttrgn 
3 
12 
95 . 1 % 
4 .9 % 
RULE 132 IF 
THEN 
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tgeoln = 4 
tpelev n = [ 459,463) 
tp s l on = (2, 7) 
tpaspn = (75 ,8.6) 
tpem 31n = [26,67) 
tpslon = ( ::-:,5 ) 
ttrgn 
tt rgn 
3 
10 
8 1. 0% 
19 . 0% 
RULE 133 IF 
THEN 
tgeo ln = 4 
tpelevn = (459,463) 
tpslon = (2,7 ) 
tpaspn = [75,86) 
tpem31n = [2 6 , 67) 
tpslon = [5,7) 
ttrgn 
ttrgn 
3 
10 
42.9% 
57.1% 
RULE 134 IF 
THEN 
tgeoln = 4 
tpelevn = [459,463) 
tpslon = [2,7) 
tpaspn = (75,86) 
tpem31n [ 67, 167] 
ttrgn 
ttrgn 
3 
12 
94. 1 % 
5.9% 
l:l.U LE 135 IF 
TH EN 
tgeoln = 4 
tpelevn = [459, 4 63) 
tpslon = [2,7) 
tpaspn = [86,244) 
tpem 31n (1,88) 
ttrgn 
ttrgn 
ttrgn 
3 
10 
12 
92 .8% 
2 .2 % 
5. o~" 
RULE 136 IF 
THEN 
tgeoln = 4 
tpelevn ~ [459 ,4 63) 
tpslon = [2,7) 
tpaspn = [ 86,244} 
tpem3ln = [88,167] 
tmvin (105,168) 
ttrgn 
tt:rgn 
3 
1::: 
7 8. 9 ~.; 
21. 1 i 
RULE 137 IF 
THEN 
tg e oln = 4 
tpi: l evn ~~ [459,4G3) 
tpslon = [2, 7} 
tpaspn = (86 ,24 4} 
tpem31n = [ 88 ,167] 
tmvin [168,185} 
ttrgn 
tt rg n 
ttrgn 
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3 
1 0 
12 
64 .3 ~.; 
::: 5 . 01. 
10 . 7% 
RULE 138 IF 
tgeoln = 4 
tpelevn = (459, 463 ) 
tpslon (7,18) 
tpaspn = ( 22,60) 
THEN 
ttrgn = 3 100.0% 
RULE 139 IF 
THEN 
tgeoln = 4 
tpelevn = (459,463) 
tpslon = (7,18) 
tpaspn = (60,815) 
tmvin (105,173) 
ttrgn 
ttrgn 
ttrgn 
3 
1 0 
l~ 
40.0 % 
40 . 0% 
20.0 % 
FULE 140 IF 
THEN 
tgeoln = <! 
tpelevn = ( 459,463) 
tpslon = (7, 18] 
tpaspn = ( 60,86) 
tmvin ( 173 ,200) 
ttrgn 
ttrgn 
3 
1 =: 
~50.0 % 
50.0% 
RULE 141 IF 
THE N 
tgeoln 4 
tpelevn = (459,463) 
tpslon [7, 18] 
tpaspn = (86,97) 
ttrgn 
ttrgn 
3 
10 
3 1.2% 
68.8% 
RULE 142 IF 
tgE: o ln . 
tpelevn = (459,463 ) 
tp s l o;-. [ 7,l S ] 
tpaspn = [ 97 ,244) 
THEN 
ttrgn = 2 ioo . o ~~ 
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RULE 143 IF 
THEN 
tgeoln = 4 
tpelevn = (46 3,468) 
tpslo n = [6, 11 ) 
ttrgn 
ttrgn 
3 
10 
35.4 % 
64 . 6~.; 
RU LE 144 IF 
THEH 
tgeoln = 4 
tpele vn = (463,468 ) 
tpslo n = (1 1 ,18 ] 
tpem31 n (1, 37) 
ttrgn 
ttrgn 
-, 
...> 
12 
33 . 3 % 
66.7% 
RUL E 145 IF 
THEN 
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tgeol n "' 4 
tp e le vn = (453,468) 
tp s l on = (11,18 ] 
tpem3 1n (37,54 ) 
ttrgn = 3 100. 0~; 
Appendix 3 
Soil Hydraulic Conductivities from Well 
Permeameter Measurements 
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Well Permeameter Measurements 
Site Hole Interval Ks Ks 
(cm) (mx10-5 /sec) (m/yr) 
1-1-1 1 5-25 0.6900 217.60 
4 5-25 0.2383 75.16 
3 30-60 0.6000 189.22 
5 30-60 0.0750 23.65 
2 90-120 0.1883 59.39 
6 90-120 0.1533 48.36 
1-1-2 1 5-30 1.3567 427.84 
2 5-30 1.5483 488.28 
3 30-60 0.0125 3.94 
4 30-60 0.0467 14.72 
5 60-90 0.0125 3.94 
6 60-90 0.0157 4.94 
1-1-3 2 5-30 1.5900 501.42 
3 2-30 1.1617 366.34 
1 30-60 0.6583 207.61 
4 30-60 0.7083 223.38 
5 60-90 0.8017 252.81 
6 60-90 0.6400 201.83 
1-1-4 1 5-35 0.1883 59.39 
2 5-35 0.1633 51.51 
3 50-80 0.0047 1.47 
4 50-80 0.0052 1.63 
5 80-110 0.0007 0.21 
6 80-110 0.0005 0.17 
7 120-150 0.00007 0.02 
1-7-1 2 5-35 1.4283 450.44 
3 5-35 1.3150 414.70 
4 35-65 0.7517 237.05 
5 35-65 0.9850 310.63 
1 65-95 0.4583 144.54 
6 65-95 0.4700 148.22 
1-7-2 5 5-30 0.6117 192.90 
6 5-30 0.2867 90.40 
3 30-60 0.0313 9.88 
4 30-60 0.0250 7.88 
2 60-90 0.0032 1.00 
7 60-90 0.0063 2.00 
1 90-120 0.00012 0.04 
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1-8-1 1 2-30 0.4833 152.50 
5 2-30 0.5800 182.91 
2 25-45 2.3383 737.42 
6 25-45 1.4617 461.00 
3 60-90 0.1683 53.09 
7 60-90 0.1950 61.50 
4 90-120 0.0467 14.72 
8 90-120 0.0125 3.94 
2-4-1 4 2-25 0.8267 260.70 
8 2-25 0.5867 185.01 
7 30-60 0.5758 181.59 
3 30-60 1.0383 327.45 
6 60-90 0.1000 31.54 
2 60-90 0.0653 20.60 
5 100-130 0.0500 15.77 
1 100-130 0.0118 3.73 
2-4-2 1 15-45 1.0033 316.41 
6 20-50 2.2533 710.61 
2 45-65 1.3583 428.36 
7 45-65 2.3383 737.42 
3 65-90 0.4983 157.15 
8 68-93 0.5750 181.33 
4 90-120 0.1000 31.54 
5 90-120 0.0500 15.77 
2-4-3 3 10-40 0.1133 35.74 
4 10-40 0.1250 39.42 
1 60-90 0.0007 0.23 
2 60-90 0.0107 3.36 
2-5-1 4 2-32 0.9233 291.18 
8 2-32 1.5017 473.57 
3 45-75 0.6650 209.71 
7 45-75 0.5317 167.67 
2 75-105 0.3767 118.79 
6 75-105 0.1683 53.09 
1 122-152 0.0043 1.37 
5 120-150 0.0025 0.79 
-266-
2-5-2 4 2-32 0.2667 84.10 
8 2-32 0.6267 197.63 
3 40-70 0.1255 39.58 
7 40-70 0.0933 29.43 
2 85-110 0.0283 8.94 
6 85-110 0.0500 15.77 
1 110-140 0.0018 0.58 
5 110-140 0.0000 0.00 
(after lhr47mins) 
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Appendix 4 
FLAG - Principles and Concepts 
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The following discussion of FLAG is taken directly from notes from a 
presentation of the subject by A/Prof D W Roberts of Utah State University at 
CSIRO Division of Water Resources, Canberra, in 1993. 
1 Set Theory 
then: 
Set Theory is based on three fundamentals: 
1. Universe - all objects to be considered must be 
unambiguously defined. 
2. Sets - special groups of objects within the Universe; their 
specification can be explicit or implicit 
3. Operations - mathematical rules for combining sets, 
namely Union, Intersection and Complement. 
For example, if we take the Universe as being the set of days of the week, 
U ={Su, Mo, Tu, We, Th, Fr, Sa} 
The definition of sets may be: 
1. extensive, eg A = {Mo, Tu, We} where members are listed, or 
2. intensive, eg B = {x:x is after Tuesday and before 
Friday}, where a rule is given. 
We can use these sets to illustrate the mathematical operations: 
Union= OR AU B ={Mo, Tu, We, Th} 
Intersection= AND An B ={We} 
Complement = NOT A = {Su, Th, Fr, Sa} 
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In a classical mathematical set, each element of the Universe is assigned 
a value of 1 if it is a member of the set and a value of 0 if it is not. 
For example, a normal working week may be expressed mathematically 
as a set by listing its members and the membership value (or degree of working 
day) of each member, thus: 
Workweek= {(Su,0),(Mo,1),(fu,1),(We,1),(Th,1),(Fr,1),(Sa,O)} 
In a fuzzy set each element of the Universe is assigned a membership in 
the range 0 to 1 which describes the degree to which it is a member of the set. 
It is not probability but rather degree which is expressed by the number. In 
essence, a classical set is an extreme end member of a fuzzy set. 
For example, we could express the workweek as a fuzzy set by listing 
its members and the membership value of each according to the degree of a full 
day's work we might expect, allowing for the frailties of hwnan nature on the 
days before and the day after a weekend, thus: 
Workweek = {(Su,0.0),(Mo,0.5),(Tu,1.0),(We,1.0),(Th,0.8), 
(Fr,0.5) ,(Sa,0.0)} 
We could also express the week in terms of "earliness": 
Earlyweek = {(Su,1.0),(Mo,1.0),(Tu,0.5),(W e,0.1),(Th,O.O), 
(Fr,0.0),(Sa,O.O)} 
The mathematical operations referred to above can be applied to fuzzy 
sets to determine, for example, membership or non-membership of combinations 
of sets or the complement of set members. 
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eg Union = OR = membership of one set OR another 
Workweek n Earlyweek = {(Su,1.0),(Mo,1.0),(Tu,1.0),(We,1.0), 
(Th,0.8) ,(Fr,0.5) ,(Sa,0.0)} 
(MAXimum result) 
Intersection = AND = membership of both of two sets 
Workweek n Earlyweek = {(Su,O.O),(Mo,0.5),(Tu,0.5),(We,0.1), 
(Th,0.0) ,(Fr,0.0) ,(Sa,0.0)} 
(MINimum result) 
Complement = NOT = 1.0-x, where x is the membership value of 
an element. 
Workweek = { (Su,1.0) ,(Mo,0.5),(Tu,0.0) ,(W e,O.O),(Th,0.2), 
(Fr,0.5),(Sa,1.0)} 
This means that if you tell your Boss that you will hand in your work 
early next week (see Intersection), he knows it will possibly be Monday (0.5), 
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possibly Tuesday (0.5), not really early but possibly by Wednesday (0.1) which 
is better than Thursday (0.0) or Friday (0.0). The critical point of MAX, MIN and 
NOT is that it forms a lattice which is a mathematical structure of classical logic. 
We can maintain a rigid structure of logical analysis on fuzzy sets because of 
this. 
2. GIS 
A GIS is a spatially-explicit information system where data are stored and 
portrayed by spatial location. The data can take a wide range of forms, eg 
elevation, aspect, slope, soil type or geology. 
A fuzzy GIS is a spatially-explicit information system where the 
membership values in fuzzy sets are stored and portrayed by spatial location. 
The data in fuzzy sets can also take a wide range of forms, 
eg A = {x:x= high elevation points} 
(highest = 1.0, lowest= 0.0, mid-elevation = 0.5) 
B = {x:x = points with northerly aspect} 
C = {x:x = points on steep slopes}. 
The advantage of using a fuzzy GIS is that all the power of the formal 
logic of fuzzy set theory can be employed on the maps of the GIS, providing a 
map algebra with the well kriown properties of a lattice. 
In the context of the area of interest in this example, the Murray-Darling 
Basin, it was conceded that the only data that was universally available and 
reliable was elevation. This was in the form of raw elevation data or smoothed 
data in the form of contour maps or Digital Elevation Models. 
In applying FLAG to the study area, two assumptions were made: 
1. The water table closely approximates topography but is smoother - it is 
further from the surface on ridges but closer in depressions. The 
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topographic surface is derived from raw elevation data smoothed with 
a 13x13 pixel window. 
2. In order to generate water it must come from somewhere. The concept 
of relative UPness is roughly analogous to contributing area. UPness is 
a measure of the set of points that have area upslope from them. It is not 
the same as contributing area because it crosses ridge boundaries, is not 
confined to a single catchment, but is continuously and monotonically 
uphill from each point. 
For each pixel in the study area the area uphill from it was callculated. This gave 
relative UPness, with maximum at the lowest elevation and minimum at the 
highest elevation point. 
Equalised UP was achieved by reclassing relative UP so that each class 
of membership had approximately the same area. This was calculated by means 
of histogram equalisation which didn't change the order of dlasses but changed 
the shape of their frequency distribution curve. 
If we subtract actual elevation from smoothed elevatiion we can get the 
points where the smoothed is higher than the actual elevation. These points are 
relatively low in the landscape because their smoothed elevation is higher than 
their actual elevation. Therefore the average of the points around them is higher 
than they are and this is called LOWness. 
LOWness is thus the distribution of the fuzzy set of low points. 
If we combine LOW ness and UPness (the intersectim1 of the set of low 
points with the set of UPness points), we get LOW and UP. The lowest points 
have a value of 1 and are most likely discharge. The highest points have a value 
of 0 and have zero discharge. 
Plan curvature gives a measure of topographic convergence (concavity) 
or divergence (convexity) and hence the concentration of water in a landscape. 
We can regard curvature simply in terms of concavity with an arbitrary value, 
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such as zero, determining the break point between concavilty (positive) and 
convexity (negative concavity). 
In this exercise CONCA V, as such, was calculated from ARC/INFO on 
a 3x3 matrix. 
If we combine CONCA V and UP we get a calculation of histogram 
equalised UP which indicates relatively low points where discharge should 
occur. 
Each pixel is classified so that the prediction for each point is continuous 
in the range 0 to 1. It is not binary yes or no but has to be tiransformed into a 
binary function by establishing a threshhold, as follows: 
Points with a membership <ex are not members 
Points with a membership ~ are members 
This is referred to as an cx-<:ut. 
The determination of an appropriate ex-cut to use in assiessing the model's 
performance is to consider the accuracy, efficiency and pow1er of the model. 
Accuracy is the overall map correctness. 
Efficiency is the fraction of the ground truth that the predictive model 
finds. If it classifies 80% of the discharge as discharge then this is an efficiency 
of 0.8. 
Power is more of a problem to define as we need to know exactly what 
the model is supposed to predict. Do we want to optiinise overall map 
accuracy, accuracy of discharge or some weighting of the two? This is not a 
technical question but a management question. 
In terms of predictions, should we err on the conservative side and make 
few errors of comission or should we find all of the discharge and make errors 
of omission? Eventually we settled on a calculation of power in the form of: 
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a 
Power = ------
a+ b + c 
where a= number of correct dischatrge 
predictions 
b = errors of comission 
c = errors of omission 
The two maps giving best results were the Fuzzy Curvature Index map with 
maximum power developed at an cx:-cut of 0.2 (Plan 5) and the Fuzzy LOWness 
Index map with maximum power developed at an cx:-cut of 0.6 (Plan 6). 
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Appendix 5 
Decision Tree 
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