The stability of covariance matrix is a major issue in multivariate analysis. As can be seen in the literature, the most popular and widely used tests are Box M-test and Jennrich J-test introduced by Box in 1949 and Jennrich in 1970, respectively. These tests involve determinant of sample covariance matrix as multivariate dispersion measure. Since it is only a scalar representation of a complex structure, it cannot represent the whole structure. On the other hand, they are quite cumbersome to compute when the data sets are of high dimension since they do not only involve the computation of determinant of covariance matrix but also the inversion of a matrix. This motivates us to propose a new statistical test which is computationally more efficient and, if it is used simultaneously with M-test or J-test, we will have a better understanding about the stability of covariance structure. An example will be presented to illustrate its advantage Keywords: Covariance determinant; covariance matrix; vector variance
1.0 INTRODUCTION
Nowadays, testing the stability of process variability in multivariate setting is a serious problem. For that purpose, there are many different methods available in the literature. All those methods are constructed based on the notion of multivariate variability measure. According to Djauhari et al. [1] , a multivariate variability measure is defined as a non-negative, real valued function of a covariance matrix such that the more scattered the population, the larger the value of that function and, conversely, the less scattered the population, the smaller the value of that function. In multivariate setting, variability is numerically represented by covariance matrix. The importance of covariance structure stability has been shown in many areas. For example, in medical research [2] , in genetic research [3] , [4] , [5] and [6] , in personality research [7] , in financial industry [8] , [9] and [10] , in real estate industry [11] and service industry [12] and [13] .
In medical research, Emil [2] mentioned that covariance structure stability has been used to model the error structure of both observed and latent variables. While in genetic research, covariance structure stability is used to reconstruct historical patterns of selection and to test genetic drift as a null model for differentiation [3] . In financial [9] and real estate [11] industries, the covariance structure stability is needed in portfolio optimization and to determine the allocation of international real estate securities investments, respectively. Besides that, covariance structure stability is also used to improve the quality and performance throughout the entire chain of marketing, development, production and sales processes which are aimed at the delivery a very high quality of product to the customers [12] .
Last but not least in personality research [7] , it has been used to avoid inappropriate restandardization of the variables which can easily produce seriously misleading results.
Tang [9] mentioned that the stability of covariance matrices can only be fully examined by testing directly the equality of covariance matrices across time periods. For that purpose, the most popular and widely used tests are Box-M test [10] , [14] , [15] and [16] and Jennrich-J test [8] , [11] and [17] . These tests involve determinant of sample covariance matrix, i.e., generalized variance (GV) as multivariate dispersion measurement. Due to that, these tests are quite cumbersome to compute when the data sets are of high dimension since they do not only involve the computation of determinant of covariance matrix but also the inversion of a matrix. This motivates us to propose a new statistical test which is computationally more efficient. Furthermore, instead of GV, we use vector variance (VV) as the measure of multivariate dispersion. An example will be presented to illustrate its advantage.
The rest of the paper is organized as follows. In the next section, we will discuss the limitation of the existing tests, i.e., Box-M test and Jennrich-J test and then, a new statistical test will be proposed. In Section 3, an example will be presented and discussed. This paper will be closed with the conclusion in the fourth section. 
Box M-test
The statistic for M-test [14] Box [14] shows that the statistical test (1) can be approximated by (ii) 
Jennrich J-test
According to Jennrich [17] , the statistic for J-test is 
Proposed Statistical Test
It is important to note that M-test and J-test involve the determinant of sample covariance matrix, i.e., GV as a measure multivariate dispersion. Due to that application of GV, these tests are quite cumbersome to compute when the data sets are of high dimension since they do not only involve the computation of determinant of covariance matrix but also the inversion of a matrix. This limitation motivates us to propose a new statistical test which is computationally more efficient. It is because the proposed statistical test used VV as a measure multivariate dispersion. VV is a sum squared of the elements of sample covariance matrix, i.e.,
 
2 Tr S . Djauhari et.al [1] mentioned that by using Cholesky decomposition, the computational complexity of VV is far less than GV, i.e., VV is of order   statistical test is more efficient than the existing tests, i.e., M-test and J-test. According to Montgomery [19] , by using Multivariate Statistical Process Control (MSPC), the hypothesis testing the stability of covariance structure, i.e., n and 2 n is equal to 64. In this case, (1) and (2) cannot be calculated since the determinant of S1 and S2 are equal 0.
To test the stability of covariance matrices, i.e., equality of covariance matrices by using proposed statistical test (3), the hypotheses involve are ; reject 0 H Therefore, by using proposed statistical test, we conclude that S1 and S2 are not stable.
4.0 CONCLUSION
According to that example, it shows that M-test and J-test cannot be calculated because of the determinant of S1 and S2 are equal 0. To avoid this singularity problem, the sample size of the data, n must be greater than number of dimension, p. This signifies that the both tests are not apt to use when data sets are of high dimension.
That finding illustrates us the advantages of the proposed statistical test. Those advantages are as follows.
(i) Do not necessities the condition n > p (ii) Can be used efficiently for the high dimension data set since proposed statistical test is a quadratic form.
