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Tutkielmassa käsitellään taulukkoaineistoihin liittyviä tilastollisia tietosuojakysymyksiä, kuten mil-
loin julkaistavan taulukkoaineiston tilastoyksiköihin kohdistuu paljastumisriski ja millä menetelmil-
lä tätä riskiä voidaan pienentää. Taulukkoaineistojen tilastollisia tietosuojamenetelmiä on tutkittu
jo kymmeniä vuosia, mutta edelleen niiden soveltamiseen liittyy haasteita ja ratkaisemattomia ky-
symyksiä.
Taulukkoaineistolla tai taulukolla tarkoitetaan tässä tutkielmassa taulukkomuotoon järjestettyä
aggregoitua aineistoa. Yhteiskunta tarvitsee toimiakseen luotettavia tilastotietoja ja tilastoviran-
omaisten tehtävä on tuottaa niitä. Taulukko on perinteinen muoto julkaista tilastotietoja, joten
niille on välttämätön tarve. Paitsi lainsäädäntö, myös tilastoalan eettiset periaatteet edellyttävät
tilastoinnin kohteiden yksityisyyden suojaamista. Taulukkoaineisto on näin ollen suojattava ennen
julkaisua, jos taulukkoon kohdistuu paljastumisriski. Taulukon paljastumisriski määritellään solu-
kohtaisen paljastumisriskin avulla: taulukkoon kohdistuu riski, jos yhteenkin sen soluun kohdistuu
riski. Soluun kohdistuu paljastumisriski, jos yksikin siihen kuuluva tilastoyksikkö on vaarassa pal-
jastua julkaistun taulukon avulla. Paljastumisriskiä ei kokonaan voida poistaa, mutta tilastollisilla
tietosuojamenetelmillä se pyritään laskemaan hyväksyttävälle tasolle.
Tilastolliset tietosuojamenetelmät muokkaavat aineistoa rajoittamalla, muuntamalla tai korvaamal-
la, jolloin tietoa väistämättä menetetään. Samalla aineiston laatu, oikeellisuus, tarkkuus, täydelli-
syys ja käytettävyys kärsivät. Eri menetelmiä sovellettaessa eri määrä informaatiota häviää. Oikean
tietosuojamenetelmän valinnassa tärkeimmät kriteerit ovat vaaditun suojaustason saavuttaminen ja
taulukon tärkeiden analyyttisten ominaisuuksien säilyminen. Haasteena on löytää kunkin taulukon
kohdalla oikea tasapaino tilastoyksiköihin kohdistuvan paljastumisriskin sekä menetetyn tiedon ja
hyödyn välillä. Tilastollinen tietosuoja on haastava tilastotieteen osa-alue, koska jokaisella suojat-
tavalla tilastolla on omat huomioonotettavat erityispiirteensä. Voidaan sanoa, että jokainen tilasto
muodostaa suojaamisen kannalta oman erikoistapauksensa.
Paljastumisriskiä ja erilaisia tilastollisia tietosuojamenetelmiä käsitellään tutkielmassa ensin teo-
reettisesti. Teoreettinen tarkastelu keskittyy kahteen menetelmään: peittämiseen ja kontrolloituun
taulukon säätöön, eli CTA:han (engl. controlled tabular adjustment). Peittäminen on 1970-luvulta
asti ollut suosittu suojausmenetelmä, mutta sen myötä taulukosta häviää liikaa tietoa. 2000-luvulla
kehitetty vaihtoehtoinen menetelmä CTA pyrkii peittämistä paremmin säilyttämään suojattujen
taulukoiden tärkeät ominaisuudet, kuten taulukon additiivisuuden ja soluarvojen jakauman. Tut-
kielman lopussa on lyhyt empiirinen osa, jossa peittämisen ja CTA:n toimivuutta käytännössä tes-
tataan todellisen yritysaineiston avulla. Menetelmiä vertailtaessa tultiin tulokseen, että taulukon
laadun ja hyödyn säilyttämisen näkökulmasta CTA on peittämistä parempi menetelmä. Koska CTA
on uusi menetelmä, sen soveltamiseen liittyy kuitenkin vielä ongelmia. CTA voi johtaa taulukon
käyttäjää harhaan, jos käyttäjä ei ymmärrä menetelmän periaatteita.
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Käytetyt merkinnät ja lyhenteet
Merkinnät
A taulukko
A taulukon A solujen joukko
Ai taulukon A i. solu, i = 1, . . . , N
Aji solun Ai j. tilastoyksikkö, j = 1, . . . , N(Ai)
a taulukon A soluarvojen vektori (N × 1)
ai solun Ai arvo
aji tilastoyksikön A
j
i arvo
b pyöristämisessä käytetty kantaluku
ci peittämisen tai CTA:n yhteydessä solun Ai tai sen arvon ai muutoksen kus-
tannus
c−i osittaisessa peittämisessä kustannus julkaistun välin kasvattamiselle yhdellä
yksiköllä alaspäin
c+i osittaisessa peittämisessä kustannus julkaistun välin kasvattamiselle yhdellä
yksiköllä ylöspäin
e satunnaissotkennan kohinatermi
I Kullbackin ja Leiblerin MDI-mitta
i alaindeksi, joka viittaa taulukon tiettyyn soluun
j yläindeksi, joka viittaa taulukon solun tiettyyn tilastoyksikköön
K pyöristämisessä hyväksytty hyppäysten lukumäärä kantaluvun lähimpien mo-
nikertojen yli
k (n, k)-säännön parametri (pl. k ala- tai yläindeksinä)
LBi soluarvon ai suhteellinen ulkoinen alaraja, LBi = ai − lbi
LPLi soluarvon ai alempi suojaustaso, LPLi = ai − lpli
l taulukon herkkien solujen lukumäärä annetulla herkkyyssäännöllä
lbi soluarvon ai ulkoinen alaraja (ks. kuva 0.1)
lbai CTA:ssa soluarvon ai suurin sallittu säädön määrä alaspäin
lpli soluarvon ai suojavälin alaraja annetulla herkkyyssäännöllä (ks. kuva 0.1)
M taulukon rakennematriisi, jonka alkiot kuuluvat joukkoon {−1, 0, 1} ja joka
toteuttaa yhtälön Ma = 0
iv
N taulukon solujen lukumäärä
N(Ai) soluun Ai kuuluvien tilastoyksiköiden lukumäärä
n (n, k)-säännön parametri
P taulukon ensisijaisten/herkkien solujen (indeksi)joukko, P = {i1, i2, . . . , il}
p p%-säännön parametri
PLi soluarvon ai symmetrisen suojavälin säde
q (p, q)-säännön parametri
S peittämisessä toissijaisten solujen joukko
S(Ai) solun Ai ylempi lineaarinen herkkyysmitta
SD(Ai) (n, k)-sääntöä vastaava ylempi lineaarinen herkkyysmitta
Sp(Ai) p%-sääntöä vastaava ylempi lineaarinen herkkyysmitta
Sp(ν)(Ai) p%-sääntöä vastaava ylempi lineaarinen herkkyysmitta, jossa urkki-
joiden muodostaman ryhmittymän oletettu koko on ν − 1 yksikköä
Sp,q(Ai) (p, q)-sääntöä vastaava ylempi lineaarinen herkkyysmitta
St(Ai) kynnysarvosääntöä vastaava ylempi lineaarinen herkkyysmitta
SPLi soluarvon ai suojavälin pituus, SPLi = upli − lpli
t kynnysarvosäännön parametri
UBi soluarvon ai suhteellinen ulkoinen yläraja, UBi = ubi − ai
UPLi soluarvon ai ylempi suojaustaso, UPLi = upli − ai
ubi soluarvon ai ulkoinen yläraja (ks. kuva 0.1)
ubai CTA:ssa soluarvon ai suurin sallittu säädön määrä ylöspäin
upli soluarvon ai suojavälin yläraja annetulla herkkyyssäännöllä (ks. kuva 0.1)
wji mittaan S(Ai) liittyvä arvon a
j
i paino
xi CSP:n binäärinen muuttuja, joka määrää peitetäänkö solu Ai vai ei
y−i CTA:ssa soluarvon ai säädön määrä alaspäin
y+i CTA:ssa soluarvon ai säädön määrä ylöspäin
yik soluarvon ai peittämisvälin alaraja (ks. kuva 0.1)
yik soluarvon ai peittämisvälin yläraja (ks. kuva 0.1)
Z taulukon peittämiskaava eli peitettävien solujen joukko P ∪ S
v
z−i osittaisessa peittämisessä soluarvon ai sijasta julkaistun välin alarajan etäi-
syys oikeasta soluarvosta
z+i osittaisessa peittämisessä soluarvon ai sijasta julkaistun välin ylärajan etäi-
syys oikeasta soluarvosta
ϕik CTA:n optimointiongelmassa binäärinen muuttuja, joka määrää herkän so-
lun säätösuunnan
Λ CTA:n tuloksena saatu synteettinen taulukko
λi synteettisen taulukon Λ i. solun arvo, joka vastaa alkuperäisen, suojaamat-
toman taulukon A soluarvoa ai siten, että λi = ai + y+i − y−i
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Kuva 0.1 Esimerkki onnistuneesti peittämällä suojatun solun Ai
arvon ai suojavälistä, peittämisvälistä ja ulkoisista rajoista lukusuo-
ralla.
Lyhenteet
CRP (controlled rounding problem) Kontrolloidun pyöristämisen lineaarinen op-
timointiongelma
CSP (cell suppression problem) Peittämisen lineaarinen optimointiongelma
CTA (controlled tabular adjustment) Kontrolloitu taulukon säätö
MDI-CTA (minimum discrimination information CTA) Taulukoitavan muuttu-
jan jakauman säilyttävä CTA
QP-CTA (quality-preserving CTA) Jakaumaominaisuudet säilyttävä CTA
RCTA (restricted CTA) Rajoitettu CTA
vi
1 Johdanto
Tässä tutkielmassa käsitellään taulukkoaineistoihin liittyviä tilastollisia tie-
tosuojakysymyksiä, kuten milloin julkaistavan taulukkoaineiston tilastoyksi-
köihin kohdistuu paljastumisriski ja millä menetelmillä tätä riskiä voidaan
pienentää. Paljastumisriskiä ei kokonaan voida poistaa, mutta tilastollisilla
tietosuojamenetelmillä pyritään suojaamaan aineisto niin hyvin, ettei yksit-
täinen tilastoyksikkö tai mikään tämän ominaisuus paljastu aineistosta. Pal-
jastumisriskiä ja erilaisia tilastollisia tietosuojamenetelmiä käsitellään tut-
kielmassa ensin teoreettisesti. Tutkielman lopussa on empiirinen osa, jossa
kahden menetelmän toimivuutta testataan käytännön sovelluksessa.
Taulukkoaineistolla tai taulukolla tarkoitetaan tässä tutkielmassa taulukko-
muotoon järjestettyä aggregoitua aineistoa. Taulukko on perinteinen muo-
to julkaista tilastotietoja. Taulukkomuotoisen aineiston erityispiirre on, että
se on hyödyllinen vasta julkaistuna tai muuten jollekin ulkopuoliselle tahol-
le luovutettuna. Yhteiskunta tarvitsee toimiakseen luotettavia tilastotietoja
ja tilastoviranomaisten tehtävä on tuottaa niitä. Taulukkoaineistoille on siis
välttämätön tarve. Samalla kun yhteiskunta, sen jäsenet ja toimijat hyöty-
vät julkaistuista tilastotiedoista, on tilastointia varten luovutettuja tietoja
käsiteltävä luottamuksellisesti ja kenenkään yksityisyyttä loukkaamatta. Ti-
lastotiedot on näin ollen suojattava ennen julkaisemista. Paitsi että laki edel-
lyttää tietojen suojaamista, myös tilastojen luotettavuuden kannalta suojaus
on tärkeää. Jos tilastoinnin kohteena olevat ihmiset, kotitaloudet, yritykset
tai muut yksiköt eivät luota tietojen luottamukselliseen käsittelyyn, eivät
he halua antaa tietojaan ollenkaan tai he antavat vääriä tietoja tilastointia
varten.
Taulukkoaineistojen tilastollisia tietosuojamenetelmiä on tutkittu jo kym-
meniä vuosia, mutta edelleen niiden soveltamiseen liittyy haasteita ja ratkai-
semattomia kysymyksiä. Suurin kysymys taustalla on, kuinka suojata tau-
lukko menettämättä liikaa informaatiota. Tilastolliset tietosuojamenetelmät
muokkaavat aineistoa rajoittamalla, muuntamalla tai korvaamalla, jolloin tie-
toa väistämättä menetetään. Samalla aineiston laatu, oikeellisuus, tarkkuus,
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täydellisyys ja käytettävyys kärsivät. Haasteena on löytää kunkin taulukon
kohdalla oikea tasapaino tilastoyksiköihin kohdistuvan paljastumisriskin se-
kä menetetyn tiedon ja hyödyn välillä. Tilastollinen tietosuoja on hankala
tilastotieteen osa-alue, koska jokaisella suojattavalla tilastolla on omat huo-
mioonotettavat erityispiirteensä, jolloin jokainen tilasto muodostaa suojaami-
sen kannalta oman erikoistapauksensa. Näille erikoistapauksille yhteisiä ovat
vain tavoitteet (onnistuneesti suojatut tilastot) ja käsitteistö. (Cox, Karr &
Kinney 2011, 160–162.)
Tilastolliset tietosuojamenetelmät ovat ajankohtainen aihe. Nykyään tilasto-
tietoa on runsaasti saatavilla, sitä on helppo tuottaa ja sitä pyritään mah-
dollisimman paljon hyödyntämään. Tästä tiedon paljoudesta ja saatavuudes-
ta seuraa tarve kiinnittää tarkempaa huomiota julkaistavien tilastotietojen
suojaamiseen. Samalla kun resurssit paranevat vastaamaan kasvanutta tilas-
totiedon tarvetta, tulisi myös tilastollisia tietosuojamenetelmiä kehittää ja
niiden käytettävyyttä parantaa esimerkiksi uusien ohjelmistojen avulla.
Tutkielma alkaa tilastollisen tietosuojan lainsäädännöllisellä perustalla ja ti-
lastoalan eettisillä periaatteilla, jotka esitellään luvussa 2. Luvuissa 3 ja 4
käydään läpi taulukkoaineistoihin liittyviä keskeisiä käsitteitä ja pohditaan
paljastumisriskin ja taulukon hyödyllisyyden mittaamista. Taulukon soluihin
liittyviä herkkyysmittoja käsitellään luvussa 5 ja varsinaisia tietosuojamene-
telmiä esitellään luvuissa 6–9. Luku 10 sisältää tutkielman empiirisen osan.
Koska monille tilastollisen tietosuoja-alan käsitteille ei ole vielä vakiintunei-
ta suomenkielisiä nimityksiä, työn loppuun on koottu sanasto, jossa lyhyesti
on selitetty keskeiset termit ja niiden englanninkieliset vastineet. Tutkiel-
man alussa on lukemisen helpottamiseksi luettelo lyhenteistä ja käytetyistä
merkinnöistä.
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2 Lainsäädännöllinen perusta
Tilastokeskuksesta annetun lain mukaan Tilastokeskus toimii Suomessa ti-
lastoviranomaisena, jonka tehtävänä on huolehtia yhteiskuntaoloja ja niiden
kehitystä kuvaavien tilastojen laatimisesta yleiseen käyttöön (Laki tilasto-
keskuksesta, 2 §). Suomen lainsäädännön lisäksi Tilastokeskuksen toimintaa
ohjaavat EU-lainsäädäntö sekä tilastoalan ammattieettiset ohjeet. Lakien ja
ohjeiden tavoitteena on mahdollistaa luotettavien tilastojen tuottaminen ja
samalla taata tilastoinnin kohteiden tietosuoja.
Viralliset tilastot ovat julkisin varoin rahoitettuja, tilastoviranomaisen julkis-
tamia, valtion viranomaisen käyttöön tarkoitettuja tilastoja (Tilastokeskus
2002b, 9). Virallisten tilastojen perinteinen julkaisumuoto on taulukko. Vi-
ralliset tilastot ovat yhteiskunnalle välttämättömiä, ja vain julkaistuina ne
voivat palvella yhteiskuntaa ja kansalaisia (Tilastokeskus 2002b, 10). Kos-
ka taulukkomuotoiset tilastot ovat hyödyllisiä vain julkaistuina, on niiden
suojausmenetelmien olemassaolo ja käyttö välttämätöntä tilastoyksiköiden
tietosuojan takaamiseksi.
Tilastotointa koskevat lait ja säädökset ikään kuin luovat sopimuksen tilas-
toviranomaisten ja tietoja luovuttavien tilastoyksiköiden välille. Sopimus an-
taa viranomaisille luvan kerätä tarvitsemiaan tietoja tarjotakseen yhteiskun-
nalle tarpeellisia ja luotettavia tilastotietoja, mutta myös velvoittaa heidät
suojaamaan tilastoyksiköiden yksityisyyttä (Fellegi 1972, 8). On ensisijai-
sen tärkeää, että tilastoyksiköt, kuten henkilöt, kotitaloudet ja yritykset voi-
vat luottaa tilastoviranomaisen noudattavan heidän tietosuojansa takaavaa
tilastointitapaa. Jos luottamus tilastoviranomaisiin horjuu, eivät tilastoyksi-
köt enää halua tai uskalla luovuttaa tietoja ollenkaan tai luovutetut tiedot
eivät ole luotettavia.
2.1 EU:n tilastolaki
Euroopan tilastojärjestelmään ESS:ään (European Statistical System) kuulu-
vat Eurostat ja kansalliset tilastoviranomaiset, jotka vastaavat eurooppalais-
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ten tilastojen tuotannosta ja julkaisemisesta. ESS:n toimintaa ohjaa vuon-
na 2009 valmistunut Euroopan parlamentin ja neuvoston asetus (EY) N:o
223/2009 Euroopan tilastoista. (Eurostat 2010, 7.) Asetus vahvistaa Eu-
roopan tilastojen kehittämisen, tuottamisen ja jakelun oikeudellisen kehyk-
sen (Euroopan parlamentin ja neuvoston asetus (EY), 1 artikla). Lisäksi
Euroopan Yhteisöjen komissio ja tilasto-ohjelmakomitea ovat 2005 hyväksy-
neet Euroopan tilastoja koskevat käytännesäännöt. Käytännesääntöjen tar-
koituksena on muun muassa parantaa luottamusta Eurostatin ja kansallisten
tilastoviranomaisten riippumattomuuteen, koskemattomuuteen ja vastuuvel-
vollisuuteen sekä niiden laatimien ja julkaisemien tilastojen luotettavuuteen
ja laatuun. Käytännesäännöt korostavat institutionaalisen ympäristön posi-
tiivista vaikutusta Euroopan tilastojen tuotannon ja levittämisen tehokkuu-
teen ja uskottavuuteen. Tilastollisten tietosuojamenetelmien kannalta tärkeä
käytännesäännöissä mainittu periaate on tilastosalaisuus (Euroopan tilastoja
koskevat käytännesäännöt, Periaate 5):
”Tietojen toimittajien (kotitalouksien, yritysten, hallinnon se-
kä muiden vastaajien) yksityisyys, niiden tuottaman tiedon salas-
sapito ja tiedon käyttäminen ainoastaan tilastotarkoituksiin on
taattava ehdottomasti.”
EY:n asetuksen 223/2009 18 artiklassa ”Jakelutoimenpiteet” todetaan, että
komissio (Eurostat), kansalliset tilastolaitokset ja muut kansalliset viran-
omaiset huolehtivat Euroopan tilastojen jakelusta. Jakelu on suoritettava
noudattaen asetuksen 2 artiklan 1 kohdassa esitettyä tilastosalaisuusperiaa-
tetta, mikä edellyttää yksittäisiin tilastoyksiköihin liittyvien salassapidettä-
vien tietoja suojaamista, tietojen käytön estämistä muihin kuin tilastollisiin
tarkoituksiin ja tietojen laittoman paljastamisen estämistä. Tilastosalaisuut-
ta käsitellään tarkemmin asetuksen 20 artiklassa ”Salassapidettävien tietojen
suojaaminen”. Kyseisen artiklan mukaan kansallisten tilastolaitosten, muiden
kansallisten viranomaisten ja Eurostatin on
” – – toimivaltansa puitteissa toteutettava kaikki tarvittavat
lainsäädännölliset, hallinnolliset, tekniset ja organisaatiota koske-
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vat toimenpiteet salassapidettävien tietojen fyysisen ja loogisen
suojan turvaamiseksi (tilastollinen tietosuoja).”
Salassapidettävillä tiedoilla tarkoitetaan tietoja, joiden avulla on mahdollis-
ta suoraan tai välillisesti tunnistaa tilastoyksiköitä ja paljastaa yksikkötieto-
ja. Suoralla tunnistamisella tarkoitetaan tilastoyksikön tunnistamista nimen,
osoitteen tai muun julkisesti saatavilla olevan tunnistusnumeron perusteella.
Välillisellä tunnistamisella tarkoitetaan yksikön tunnistamista millä tahansa
muulla keinolla kuin suoralla tunnistamisella. (Euroopan parlamentin ja neu-
voston asetus (EY), 3 artikla.) Artiklassa 18 määritellyt Euroopan tilastoja
jakavat tahot saavat kuitenkin jakaa tilastoyksikön tunnistamisen mahdollis-
tavia tilastoja, jos tilastoyksikkö on yksiselitteisesti antanut suostumuksensa
tietojen paljastamiseen (Euroopan parlamentin ja neuvoston asetus (EY),
20 artikla).
2.2 Suomen lainsäädäntö
Tilastollisten tietosuojakysymysten kannalta Suomen lainsäädännön olennai-
set lait ovat tilastolaki (280/2004), henkilötietolaki (523/1999) ja laki viran-
omaisten toiminnan julkisuudesta (621/1999). Tilastolaki on näistä tärkein.
Sen tarkoituksena on muun muassa varmistaa yhteiskunnallista päätöksente-
koa ja suunnittelua varten tarvittavan luotettavan tiedon saanti sekä tiedo-
nantajien ja tiedon kohteena olevien oikeuksien toteutuminen (Tilastolaki,
3 §). Tiedon kohteilla, eli tilastoyksiköillä on oikeus yksityisyyteen. Tilas-
tojen laatimisessa ja tietojen käsittelyssä sekä julkaisussa onkin käytettävä
sellaisia menettelytapoja, ettei kenenkään yksityisyyttä tai liike- tai ammat-
tisalaisuutta vaaranneta (Tilastolaki, 10 §). Tilastolain 11 § määrää tilas-
totoimen julkaisut laadittavaksi siten, että ne ovat luotettavia, objektiivisia,
esittämistavaltaan selkeitä ja ymmärrettäviä ja niiden tulee antaa oikea ku-
va yhteiskunnallisista oloista. Tilastoilla ei saa johtaa yhteiskunnan jäseniä
harhaan. Ennen yhteiskunnan oikeutta luotettaviin tilastoihin tulee kuiten-
kin huolehtia jo mainitusta tilastoyksikön tietosuojasta. Tämä tarkoittaa,
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että tilastoista tulee laatia sellaisia, ettei niistä voida suoraan tai välillisesti
tunnistaa tilastoinnin kohteita (Tilastolaki, 11 §).
Tilastointia varten Tilastokeskus kerää tietoja suoraan tilastoinnin kohteilta
ja erilaisista rekistereistä. Tilastotarkoituksiin kerättyjen tietojen julkisuu-
den ja salassapidon määrittelemiseksi tilastolain 12 § viitataan lakiin viran-
omaisten toiminnan julkisuudesta. Julkisuuslain 24 § 1 momentin kohdas-
sa 16 säädetään salassapidettäviksi tilastoviranomaiselle tilastojen laatimis-
ta varten annetut asiakirjat samoin kuin asiakirjat, jotka on vapaaehtoisesti
luovutettu viranomaiselle tutkimusta tai tilastointia varten. Edellä mainit-
tua salassapitoa ei sovelleta valtion ja kunnallisten viranomaisten toimintaa
tai julkisten palveluiden tuottamista kuvaaviin tietoihin, eikä tiettyihin ti-
lastolain 18 § määriteltyihin yrityksiä ja yhteisöjä koskeviin tietoihin (Laki
viranomaisten toiminnan julkisuudesta, 24 §). Tilastolain 12 § siis määrää
Tilastokeskukselle tilastointia varten tulevat tiedot (poikkeuksia lukuun ot-
tamatta) salassapidettäviksi, vaikka samat tiedot muualla olisivat julkisia.
Jos tietoja kerätään suoraan tilastoinnin kohteilta, kerätä saa vain välttämät-
tömät tiedot ja tunnistetiedot vain pakottavan tarpeen vaatiessa (Tilastolaki,
5 §). Pakottava tarve tunnistetietojen keräämiselle voi olla esimerkiksi tarve
yhdistää tilastoyksiköiltä kerätyt tiedot rekisterin kautta saataviin tietoihin.
Tietoja kerättäessä tiedonantajille on kerrottava tietojen suojaamisjärjeste-
lyt (Tilastolaki, 9 §).
Tilastoitavien tietojen antaminen on vapaaehtoista, jollei tiedonantovelvolli-
suutta ole laissa säädetty (Tilastolaki, 4 §), joten esimerkiksi yksityishenki-
löille osallistuminen Tilastokeskuksen kyselytutkimuksiin on vapaaehtoista.
Vaikkei yksityishenkilö ole velvollinen itse antamaan omia tietojaan Tilas-
tokeskukselle, ei tämä tarkoita sitä, että henkilö voisi jättäytyä tilastoinnin
ulkopuolelle. Valtion viranomaiset ovat tiedonantovelvollisina velvoitettuja
antamaan Tilastokeskukselle tilastojen laatimisen kannalta välttämättömät
henkilöitä koskevat tiedot. Tällaisia tietoja ovat esimerkiksi henkilön sosio-
ekonomiset ja demografiset ominaisuudet, asuminen, elinolot, tulot, varalli-
suus, sosiaalietuudet, elinkeinon- tai ammatinharjoittaminen, koulutus, työl-
lisyys ja työolot (Tilastolaki, 15 §). Koska Tilastokeskuksella on lakiin pe-
6
rustuva velvoite laatia yhteiskuntaa kuvaavia tilastoja, niin henkilötietolain
8 § 1 momentin mukaan Tilastokeskuksella on myös oikeus käsitellä henkilö-
tietoja.
Tilastokeskuksella on oikeus saada tilastoinnin kannalta välttämättömiä tie-
toja tiedonantovelvollisilta, vaikka nämä tiedot muussa lainsäädännössä olisi-
vat säädetty salassapidettäviksi (Tilastolaki, 14 § ja 15 §). Tiedonantovelvol-
lisia tilastolain mukaan ovat muun muassa valtion viranomaiset, elinkeinon-,
liikkeen- ja ammatinharjoittajat, kunnat ja kuntayhtymät, julkisia palvelui-
ta hoitavat tahot, voittoa tavoittelemattomat yhteisöt ja säätiöt, sekä tie-
tyt eläkelaitokset. Asiat, joita tiedonantovelvollisuus koskee, ovat erikseen
määritelty tilastolain 14 pykälässä. Tilastokeskus ylläpitää yritys- ja toimi-
paikkarekisteriä, jossa olevat tilastolain 18 § määritellyt yrityksiä, yhteisöjä
ja elinkeinon- tai ammatinharjoittajia koskevat tiedot ovat julkisia. Tällai-
sia tietoja ovat esimerkiksi yritys- tai yhteisötunnus ja sen voimassoloaika,
yrityksen oikeudellinen muoto, nimi, toimiala, julkinen osoite, toimipaikat,
liikevaihdon suuruusluokka ja henkilökunnan kokonaismäärä.
2.3 Eettiset periaatteet
Tilastokeskus on julkaissut tilastoalan ammattieettisen oppaan Toimi oikein
tilastoalalla (Tilastokeskus 2002b), jossa on kuvattu tilastotoimen yleisiä pe-
riaatteita. Oppaan mukaan tilastontekijän arvopäämääränä on
”puolueettoman, monipuolisen ja luotettavan kuvan antaminen
yhteiskunnasta tietojen kohteiden tietosuojaa kunnioittaen ja ta-
sapuolisesti asiakkaita kohdellen”
(Tilastokeskus 2002b, 6). Asiakkailla tässä viitataan kaikkiin Tilastokeskuk-
sen palveluiden käyttäjiin. Vain sellaisia tilastotietoja, joista ei voi paljas-
tua luottamuksellista tietoa, saa julkaista. Julkaisijan on otettava huomioon
myös riski luottamuksellisten tietojen paljastumiselle muihin tietoihin ver-
tailemalla. Tilastotiedon ei katsota olevan paljastavaa, jos tilastoyksiköiden
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tunnistaminen vaatisi kohtuuttomasti aikaa, rahaa tai työtä. (Tilastokeskus
2002b, 13.)
Taulukkoaineistojen tietosuojakysymyksiä varten Tilastokeskuksella on myös
sisäisiä ohjeita, kuten Ohje taulukkomuotoisen yritystiedon suojaamiselle
(Tilastokeskus 2000) ja Ohje taulukkomuotoisen henkilötiedon suojaamiselle
(Tilastokeskus 2002a). Ensin mainitussa ohjeessa tuodaan esiin tilastoeetti-
nen näkökulma, jonka mukaan tietosuoja-asioissa Tilastokeskuksen toimin-
tatapojen tulee huomioida tilastotoimen vastuu suhteissaan yhteiskuntaa ja
yrityksiä kohtaan. Palvelutavoitteiden ja niitä rajoittavan tietosuojan tuli-
si olla keskenään tasapainossa. (Tilastokeskus 2000, 1.) Ohjeessa mainitaan
myös sopimuksista, joiden perusteella tietosuojasta voidaan joustaa. Jos tiet-
tyyn yritykseen liittyvän tilastotiedon julkaiseminen on erityisen tärkeää ti-
laston käyttöarvon takia, voi Tilastokeskus sopia yrityksen kanssa paljasta-
van tiedon julkaisemisesta (Tilastokeskus 2000, 4).
Tilastolain 12 § säädetään, että kaikki tilastointia varten kerätyt tiedot ovat
eräin poikkeuksin salassapidettäviä. Laki ei erittele tietoja niiden arkaluontei-
suuden perusteella, vaan säätää kaikki yhtälailla suojattaviksi. Tilastokeskus
(2002a, liite 3) kuitenkin luokittelee henkilöpohjaisten tilastojen muuttujat
niiden arkaluontoisuuden mukaan. Kaikki tiedot tulee suojata suoralta tai
epäsuoralta paljastumiselta, mutta taulukon muuttujien arkaluonteisuuden
tulee määrittää tarvittavien tietosuojatoimenpiteiden vahvuus (Tilastokes-
kus 2002a, 2).
Tilastolain 9 § säädetään, että tietoja kerättäessä on tiedonantajalle kirjalli-
sesti selostettava tietojen suojausjärjestelyt. Tällainen käytäntö luo tilastoin-
nin kohteiden luottamusta siihen, että julkaistut tilastot eivät paljasta hei-
dän tietojaan ja samalla luottamus tilastoviranomaisiin kasvaa (Hundepool
ym. 2010, 172). Käytännössä tämä Tilastokeskuksessa hoidetaan esimer-
kiksi ilmoittamalla kyselytutkimuksen saatekirjeessä, että annettuja tietoja
käsitellään ehdottoman luottamuksellisesti ja ne tulevat vain tutkimuskäyt-
töön. Samaten ilmoitetaan, että tutkimuksen tulokset julkaistaan taulukoina
ja kuvioina, joista ei voi erottaa yksittäisen henkilön antamia vastauksia.
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3 Taulukkoaineisto
Taulukkoaineistolla, tai lyhyemmin taulukolla tarkoitetaan taulukkomuotoon
järjestettyä aggregoitua aineistoa (Cox 2008, 13). Taulukko koostuu soluis-
ta, jotka voivat olla joko sisäsoluja (inner cells) tai yleensä taulukon reu-
noilla sijaitsevia marginaalisoluja (marginal cells). Marginaalisolun arvo on
summa kyseisen rivin tai sarakkeen sisäsolujen arvoista. Taulukon additiivi-
suudella tarkoitetaan sitä, että sisäsolujen summa kullakin rivillä ja kussakin
sarakkeessa vastaa marginaalisolun arvoa. Taulukon virittävät luokittelevat
muuttujat (explanatory variables), joita voi olla yksi tai useampia ja joiden
lukumäärä vastaa taulukon ulotteisuutta. Jokainen taulukon sisäsolu on luo-
kittelevien muuttujien jokin ristiinluokitus, eli jokaiseen soluun liittyy tietty
luokittelevien muuttujien arvojen yhdistelmä. Taulukko kuvaa kiinnostuk-
sen kohteena olevan perusjoukon jakautumista taulukon soluihin. Perusjouk-
ko koostuu tilastoyksiköistä (respondent, myöhemmin myös pelkkä yksikkö),
joka voi tarkoittaa esimerkiksi luonnollista henkilöä, kotitaloutta tai yritys-
tä. Jokainen yksikkö kuuluu täsmälleen yhteen taulukon soluun (Cox 2008,
13), eli kaikkien luokittelevan muuttujan luokkien on oltava toisensa pois-
sulkevia (poikkeuksena hierarkkiset muuttujat). Solun arvo (cell value) on
soluun kuuluvien yksiköiden arvojen (contributions) summa tai muu aggre-
gaatti. Tilastoyksikön koolla tarkoitetaan sen arvon suuruutta. Näin ollen
solun suurin yksikkö on se, jonka arvo on suurin.
Frekvenssitaulukossa (frequency table) kunkin yksikön arvo on yksi, joten
solun arvo on siihen kuuluvien yksiköiden lukumäärä. Frekvenssitau-
lukoita käytetään yleensä väestölaskennan tulosten julkaisumuotona.
(Hundepool ym. 2010, 10.)
Määrätaulukkoon (magnitude table) liittyy jokin yksikkötasolla mitattu
taulukoitava muuttuja (response variable), eli vastemuuttuja ja yksi-
köiden arvot ovat kyseisen muuttujan arvoja. Ellei toisin mainita, ole-
tetaan vastemuuttujan arvojen olevan ei-negatiivisia. Määrätaulukoi-
ta käytetään usein yritys- tai talousaineistojen yhteydessä (Hundepool
ym. 2010, 10).
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Tässä työssä määrätaulukoiden soluarvojen oletetaan olevan tilastoyksiköi-
den arvojen summia, ellei toisin mainita. Muut aggregaatit, kuten keskiar-
vo, ovat paitsi harvinaisempia, myös haastavampia tietosuojamenetelmien
kannalta. Suurin osa luvuissa 7–9 esitellyistä menetelmistä ei suoraan sovel-
lu käytettäväksi määrätaulukoissa, jossa soluarvot ovat muita aggregaatteja
kuin summia. Tästä huolimatta muutkin aggregaattitaulukot yleensä tarvit-
sevat suojausta. Esimerkiksi keskiarvo itsessään ei ole tarpeeksi aggregoitu
luku suojaamaan solun yksiköitä, sillä usein soluarvon lisäksi myös solufre-
kvenssi on tunnettu. Kertomalla solufrekvenssillä keskiarvosta saadaan hel-
posti summa.
Taulukon rakenne voi olla yksinkertainen tai hierarkkinen (ks. kohta 3.1).
Kaksi taulukkoa voivat keskenään olla joko ehdollisia tai riippumattomia
(ks. kohta 3.2). Hierarkkisista ja ehdollisista taulukoista voidaan käyttää ni-
mitystä linkittyneet taulukot (linked tables). Linkittyneitä taulukoita syn-
tyy, kun samasta aineistopohjasta muodostetaan erilaisia taulukoita siten,
että taulukoilla on joko osittain yhteisiä luokittelevia muuttujia tai mones-
sa taulukossa on käytetty saman hierarkkisen muuttujan eri tasoilla olevia
luokkia. Kahdessa linkittyneessä taulukossa on siis osittain samoja soluja
(Hundepool ym. 2010, 134). Tämän takia tilastollisia tietosuojamenetelmiä
sovellettaessa on otettava huomioon taulukon mahdollinen linkittyneisyys.
Jos kaksi samoja soluja sisältävää taulukkoa suojataan erillään toisistaan,
on mahdollista, että vaikka taulukot yksinään olisivat riittävästi suojattuja,
niin yhdistelemällä niiden tietoja pystyttäisiin suojaus purkamaan. Ongel-
mia linkittyneiden taulukoiden suojauksessa voi syntyä myös, jos suojaus-
tarve huomioidaan vain julkaistavien taulukoiden kohdalla. Linkittyneiden
julkaistujen taulukoiden avulla saatetaan pystyä muodostamaan uusia, pal-
jastavia taulukoita, joiden suojauksesta tulisi myös huolehtia (de Wolf 2007,
223).
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3.1 Hierarkkiset taulukot
Taulukko on hierarkkinen (hierarchical table), jos ainakin yhdellä sen luokit-
televista muuttujista on hierarkkinen rakenne (Giessing 2001, 202). Muut-
tuja on hierarkkinen, jos sen arvot on jaettu eri tasoille siten, että alemmalle
tasolle kuuluva arvo sisältyy myös johonkin ylemmän tason arvoon. Sama
yksikkö voi siis saada hierarkkisen muuttujan kohdalla useamman eri arvon
ja hierarkkisessa taulukossa kuulua useampaan saman muuttujan luokkaan.
Hierarkia on (graafiteorian termein) juurellinen, suunnattu puu. Hierarkkisen
muuttujan eri luokat ovat puun pisteitä. Määritellään kattava hierarkia G
olemaan sellainen joukko hierarkioita {H1, . . . ,Hk}, joka sisältää pienimmän
määrän pisteitä siten, että kaikki hierarkiat Hj ovat osa hierarkiaa G. (de
Wolf & Giessing 2009, 1161.)
Oletetaan esimerkiksi kiinnostuksen kohteeksi tietyn R-nimisen alueen asuk-
kaat. Alue R voidaan jakaa kolmeen alueeseen: A, B ja C. Näistä A ja B
jakautuvat vielä pienempiin alueisiin. Taulukoitaessa kyseisen alueen väes-
töä, voidaan käyttää hierarkkista aluemuuttujaa, jonka rakenne on esitetty
kuvassa 3.1. Hierarkian korkeimmalla tasolla on aluemuuttujan luokka R ja
matalimmalla tasolla luokat A1.1 ja A1.2. Luokan R aliluokkia ovat sitä yh-
tä matalammalla tasolla olevat luokat A, B ja C, jotka kokonaisuudessaan
sisältyvät luokkaan R. Matalimman tason luokilla ei ole yhtään aliluokkia.
R
A
A1
A1.1 A1.2
A2
B
B1 B2 B3
C
Kuva 3.1 Aluemuuttujan hierarkkinen rakenne.
Oletetaan edelleen, että alueen R asukkaat voidaan jonkin ominaisuuden pe-
rusteella jakaa kolmeen ryhmään siten, että jokainen asukas kuuluu yhteen ja
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vain yhteen näistä kolmesta ryhmästä. Tällöin taulukoimalla asukkaat ryh-
män ja asuinalueen perusteella saadaan hierarkkinen taulukko 3.1. Esimer-
kiksi asukkaat, jotka asuvat alueella A1.1, asuvat myös alueella A1 ja A, joten
he kuuluvat kolmeen taulukon 3.1 soluun.
Ryhmä 1 Ryhmä 2 Ryhmä 3
A 19 27 29
A1 9 19 9
A1.1 7 11 4
A1.2 2 8 5
A2 10 8 20
B 31 24 26
B1 11 7 14
B2 5 9 7
B3 15 8 5
C 9 13 10
Koko alue R 59 64 65
Taulukko 3.1 Esimerkki hierarkkisesta taulukosta, jossa aluemuut-
tujalla on hierarkkinen rakenne.
Hierarkkisella taulukolla on alitaulukkoja, jotka sisältyvät alkuperäiseen hie-
rarkkiseen taulukkoon. Alkuperäisen taulukon soluja voi esiintyä useammassa
alitaulukossa. (Giessing 2001, 202.) Esimerkki taulukon 3.1 eräästä alitau-
lukosta on taulukko 3.2.
Ryhmä 1 Ryhmä 2 Ryhmä 3
A 19 27 29
A1 9 19 9
A2 10 8 20
Taulukko 3.2 Taulukon 3.1 eräs alitaulukko.
Hierarkkisesta taulukosta saadaan yksinkertainen taulukko korvaamalla hie-
rarkkisen taulukon hierarkkiset luokittelevat muuttujat uusilla muuttujilla,
joiden luokitus ei enää ole hierarkkinen. Uusien muuttujien luokiksi vali-
taan vanhojen muuttujien hierarkian alimmilla tasoilla olevat luokat siten,
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että kaikki perusjoukon yksiköt kuuluvat edelleen johonkin luokkaan. (Gies-
sing 2001, 203.) Kuvan 3.1 hierarkkisesta muuttujasta saadaan uusi ei-
hierarkkinen muuttuja N koodaamalla vanhan muuttujan arvot uudelleen
seuraavasti: A1.1 = N1, A1.2 = N2, A2 = N3, B1 = N4, B2 = N5,
B3 = N6 ja C = N7. Hierarkkisesta taulukosta 3.1 voidaan uuden luokitte-
levan muuttujan N avulla muodostaa yksinkertainen taulukko 3.3. Jokainen
alueen R asukas kuuluu tasan yhteen muuttujan N luokkaan ja siten myös
tasan yhteen taulukon 3.3 soluun.
Ryhmä 1 Ryhmä 2 Ryhmä 3
N1 7 11 4
N2 2 8 5
N3 10 8 20
N4 11 7 14
N5 5 9 7
N6 15 8 5
N7 9 13 10
Taulukko 3.3 Muuttujan N avulla hierarkkisesta taulukosta 3.1
muodostettu yksinkertainen taulukko.
Yhden hierarkkisen taulukon kahta eri alitaulukkoa ei kannata suojata erilli-
sinä taulukoina, sillä ne saattavat sisältää samoja soluja (Giessing 2001, 202).
Ideaalisessa tilanteessa hierarkkisen taulukon kaikki mahdolliset alitaulukot
suojattaisiin yhdessä samalla kertaa, jonka jälkeen näitä suojattuja taulukoi-
ta voi julkaista eri paikoissa ilman pelkoa, että yksi julkaisu purkaa toisen
julkaisun suojauksen. Hierarkkisten taulukoiden suojaamiseen palataan tar-
kemmin kohdassa 8.4.
3.2 Ehdolliset taulukot
Ehdolliset taulukot ovat erillisiä taulukoita, joilla on ainakin yksi yhteinen
luokitteleva muuttuja. Määrätaulukoiden tapauksessa ehdollisilla taulukoilla
on myös sama vastemuuttuja. Näin ollen ehdollisilla taulukoilla on keskenään
yhteisiä marginaalisoluja.
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Taulukossa 3.4 on esimerkki kahdesta ehdollisesta taulukosta. Esimerkissä
kiinnostuksen kohteena olevan perusjoukon yksiköt jaettu ensin tietyn omai-
suuden perusteella ryhmiin 1–3. Taulukoissa yksiköt on luokiteltu edelleen
paitsi ryhmittäin, myös muuttujien S ∈ {S1, S2, S3} ja L ∈ {L1, L2, L3, L4}
mukaan. Taulukoiden voidaan sanoa esittävä muuttujien S ja L jakaumat eh-
dolla ryhmämuuttujan jakauma.
S1 S2 S3 Yht.
Ryhmä 1 16 18 25 59
Ryhmä 2 26 26 12 64
Ryhmä 3 15 20 30 65
Yht. 57 64 67 188
L1 L2 L3 L5 Yht.
Ryhmä 1 8 8 11 32 59
Ryhmä 2 14 12 9 29 64
Ryhmä 3 25 14 14 12 65
Yht. 47 34 34 73 188
Taulukko 3.4 Esimerkki ehdollisista taulukoista.
Tilastollisen suojaamisen kannalta ihanteellisin tapa ratkaista ehdollisten
taulukoiden suojaaminen olisi muodostaa samaa perusjoukkoa kuvaavasta ai-
neistosta yksi suuri, moniulotteinen taulukko, joka sisältäisi kaikki mahdolli-
set ehdolliset taulukot, joita ikinä tultaisiin tästä perusjoukosta julkaisemaan.
Jos tämä suuri taulukko suojattaisiin yhdellä kertaa, niin sen suojatusta ver-
siosta myöhemmin muodostettuja ehdollisia alitaulukoita ei enää erikseen
tarvitsisi suojata, eikä pelätä julkaistavien taulukoiden purkavan toistensa
suojausta. (Giessing 2001, 209.) Tällainen ihanteellinen tapa on kuitenkin
lähes aina mahdoton käytännön seikkojen ja tietokoneiden rajallisen lasken-
takapasiteetin takia.
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4 Paljastuminen taulukkoaineistossa
4.1 Tilastollinen paljastuminen
Tilastollisen paljastumisen yhteydessä puhutaan urkkijoista. Urkkija (int-
ruder, data snooper, lurker) on henkilö tai taho, joka tilastotiedoista, ku-
ten julkaistusta taulukosta pyrkii paljastamaan tilastoyksiköitä tai näiden
ominaisuuksia (Hundepool ym. 2010, 205). Tilastoyksiköiden paljastaminen
vaatii urkkijalta aina jotain etukäteistietoa yksiköistä, vähintäänkin sen, että
kiinnostuksen kohteena oleva yksikkö ylipäätään kuuluu tilaston kuvaamaan
perusjoukkoon (Smith & Elliot 2007, 208). Etukäteistietonsa ja julkaistun
tilastotiedon yhdistämällä urkkija pyrkii paljastamaan jotain uutta tietoa ti-
lastoyksiköistä. Urkkijan motivaatiot yksiköiden paljastamiselle voivat liittyä
muun muassa taloudelliseen hyötymiseen tai puhtaaseen harmin aiheuttami-
seen niin tilastoyksikölle kuin tilaston julkaisijallekin. Urkkija voi olla esimer-
kiksi yritysaineiston tapauksessa yritys, joka on kiinnostunut muiden saman
alan yritysten taloudellisesta tilanteesta.
Taulukkoaineistoista puhuttaessa urkkija voi olla taulukon sisäinen, jolloin
hän itse kuuluu taulukoitavaan perusjoukkoon tai jopa samaan soluun hänen
kiinnostuksensa kohteena olevan tilastoyksikön kanssa. Taulukon ulkopuoli-
nen urkkija ei esiinny itse taulukossa, mutta pyrkii paljastamaan siinä esiin-
tyviä yksiköitä. Urkkija voi toimi yksin tai ryhmässä. Urkkijoiden muodos-
tama ryhmä on yleensä vaarallisempi kuin yksittäinen urkkija, sillä ryhmällä
on käytössään kaikkien ryhmäläisten etukäteistiedot paljastuksen kohteesta,
mikä helpottaa paljastamista. Urkkija voi olla myös tahaton, jolloin hän ei
tarkoituksenmukaisesti pyri paljastamaan yksiköitä, mutta tilastoja tutkies-
saan tulee tahattomasti näin tehneeksi. Suojautumalla tahallista urkintaa
vastaan voidaan ehkäistä myös tahattoman urkinnan onnistuminen.
Tilastollinen paljastuminen (statistical disclosure) seuraa liian yksityiskohtai-
sen tilastotiedon julkaisemisesta. Tilastollinen paljastuminen tapahtuu, kun
urkkija voi tunnistaa tilastosta tietyn tilastoyksikön ja oppii jotain uutta
kyseisestä yksiköstä. (Fellegi 1972, 9–10.) Esimerkiksi tietyn kaupungin vä-
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kiluvun selviäminen tilastosta ei ole paljastumista, jos kaupungin väkiluku
on jo ennestään julkista tietoa ja mikään laki ei sitä määrää suojattavak-
si. Sen sijaan, jos julkaistu tilastotieto paljastaa tietoja yksittäisen henkilön
terveydentilasta, on kyseessä paljastuminen. Vaihtoehtoisen määritelmän ti-
lastolliselle paljastumiselle antaa Dalenius (1977, 433), jonka mukaan paljas-
tuminen tapahtuu, jos tilaston julkaiseminen tekee mahdolliseksi määritellä
tietyn tilastoyksikön jokin ominaisuus tarkemmin, kuin mitä ilman tilaston
julkaisemista olisi mahdollista.
Tilastollinen paljastuminen voi koskea tilastoyksikön identiteettiä (identi-
ty disclosure) tai ominaisuutta (attribute disclosure). Identiteetti paljastuu,
jos henkilö, yritys tai muu tilastoitava yksikkö voidaan yhdistää suoraan jo-
honkin tilastotiedossa esiintyvään yksikköön. Ominaisuuden, jolla voidaan
viitata myös omaisuuteen, paljastuminen tapahtuu, kun tilastotiedon avul-
la voidaan jonkin yksikön ominaisuus paljastaa tarkasti tai likimääräises-
ti. (Duncan, Fienberg, Krishnan, Padman & Roehrig 2001, 138.) Paljastu-
minen on tarkkaa (exact disclosure), jos tilastotiedon avulla tietyn yksikön
identiteetti tai ominaisuus voidaan määritellä tarkasti. Likimääräinen paljas-
tuminen (approximate disclosure) tapahtuu, jos tilastotiedon avulla yksikön
ominaisuus voidaan estimoida riittävällä tarkkuudella. (Schackis 1993, 2.)
Identiteetin paljastuminen on aina tarkkaa paljastumista. Käytännössä lä-
hes kaikkiin määrätaulukoihin liittyy pientä epätarkkuutta, jolloin ominai-
suuden tarkka paljastuminen ei teknisesti olisi mahdollista (Smith & Elliot
2007, 206). Määrätaulukoiden tapauksessa kuitenkin likimääräinen paljas-
tuminen on yleensä yhtä vahingollista kuin tarkka paljastuminen (Cox 1980,
380).
Paljastuminen ei aina vaadi yksikön paljastumista, vaan myös tilastoyksiköi-
den muodostaman ryhmän ominaisuus voi paljastua. Ryhmän ominaisuuden
paljastuminen tapahtuu, kun kaikki yksiköt kuuluvat jonkin luokittelevan
muuttujan luokkien osajoukkoon (Hundepool ym. 2010, 168). Tällöin tau-
lukossa on vähintään yksi tyhjä solu, eli solu, johon ei kuulu yhtään yksik-
köä ja jonka arvo on nolla. Ryhmän ominaisuuden paljastumista kuvataan
tarkemmin kohdassa 5.3.
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Linkittyneissä taulukoissa voi tapahtua paljastumista jäännösten avulla (re-
sidual disclosure), jos tilastotietoihin (julkaistaviin taulukoihin) liittyvien li-
neaarikombinaatioiden avulla voidaan tuottaa luku, joka paljastaa jonkin ti-
lastoyksikön (Fellegi 1972, 10). Esimerkki paljastumisesta jäännösten avulla
on esitetty taulukoissa 4.1 ja 4.2. Linkittyneet taulukot 4.1(a) ja 4.1(b) ku-
vaavat saman perusjoukon jaottelua sukupuolen ja suoritettujen viikkotun-
tien lukumäärän mukaan. Viikkotuntien luokittelut poikkeavat hieman toi-
sistaan, joten yhdistämällä taulukot 4.1(a) ja 4.1(b) saadaan taulukko 4.2,
josta paljastuu, että vain yhdellä naisella on viikkotunteja 15–19 ja että kai-
killa miehillä viikkotunteja on joko alle 15 tai yli 20 (ryhmän ominaisuuden
paljastuminen).
(a) h/vko Miehet Naiset
< 15 14 13
15–24 8 9
25–34 13 7
≥ 35 14 14
Yhteensä 49 43
(b) h/vko Miehet Naiset
< 20 14 14
20–24 8 8
25–34 13 7
≥ 35 14 14
Yhteensä 49 43
Taulukko 4.1 Esimerkki linkittyneistä taulukoista, jotka yhdistä-
mällä paljastuminen jäännösten avulla on mahdollista.
h/vko Miehet Naiset
< 15 14 13
15–19 0 1
20–24 8 8
25–34 13 7
≥ 35 14 14
Yhteensä 49 43
Taulukko 4.2 Taulukot 4.1(a) ja 4.1(b) yhdistämällä saatu tar-
kempi luokitus.
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4.2 Paljastumisriski ja taulukkoaineiston hyödyllisyys
Taulukkoaineisto tulisi julkaista sellaisessa muodossa, ettei sen avulla voida
paljastaa taulukkoon kuuluvia tilastoyksiköitä. Jos taulukkoon liittyy paljas-
tumisriski, niin taulukko on suojattava ennen julkaisua. Suojauksessa käyte-
tään tilastollisia tietosuojamenetelmiä, jotka pyrkivät laskemaan paljastu-
misriskin hyväksyttävälle tasolle (Hundepool ym. 2010, 10). Menetelmien
avulla ei kokonaan pystytä poistamaan riskiä, ainoastaan rajoittamaan si-
tä, sillä lähes jokainen mielekäs tilasto antaa jotain uutta tietoa tilastoin-
nin kohteista. Dalenius (1977, 440) toteaa, että paljastumisriskin täydelli-
nen poistaminen olisi mahdollista vain, jos tilastointi lopetettaisiin. Paljastu-
misriskin rajoittamiseen viittaavat myös tilastollista tietosuojaa tarkoittavat
englanninkieliset termit statistical disclosure control ja statistical disclosure
limitation.
Tilastollisten tietosuojamenetelmien soveltaminen taulukkoaineistoon joko
muuntaa tai rajoittaa taulukkoa jollain lailla, joten osa taulukon sisältämästä
tiedosta häviää väistämättä. Eri menetelmiä sovellettaessa menetetyn tiedon
määrä vaihtelee. Parhaimman suojausmenetelmän löytäminen on tasapainon
löytämistä tiedon menettämisen ja paljastumisriskin minimoimisen välille.
Oletetaan, että taulukon hyödyllisyys (informaatiokadon vastakkainen omi-
naisuus) ja paljastumisriski voidaan ilmoittaa numeerisina mittoina U (utili-
ty) ja R (risk). Tilastolliset tietosuojamenetelmät pyrkivät alentamaan mit-
taa R, mutta samalla valitettavasti alentavat myös mittaa U . Eri vaihtoehdot
julkaistavaksi taulukoksi (eri menetelmin ja parametrein suojatut taulukot)
voidaan näiden mittojen avulla esittää RU-kartalla (Risk–Utility map). Esi-
merkki RU-kartasta on kuvassa 4.1. RU-kartta kuvaa hyvin informaatiokadon
ja paljastumisriskin välistä tasapainoilua, jossa paljastumisriskin laskiessa
informaatiokato kasvaa. Tilastollisten tietosuojamenetelmien eräs keskeinen
kysymys on: Kuinka laskea R alas pitäen U korkealla? (Duncan ym. 2001,
138–141.) RU-kartan mukaan paras vaihtoehto julkaistavaksi taulukoksi on se
vaihtoehto (piste kartalla), joka on hyväksyttävän riskin ylärajan alapuolella
äärimmäisenä oikealla. Kuvassa 4.1 paras vaihtoehto olisi taulukko B.
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Taulukon hyödyllisyys U
Paljastumis-
riski R
hyväksyttävän paljastumisriskin raja
E (ylisuojattu
taulukko)
D
C
B (julkaistava
taulukko)
A (alkuperäinen
taulukko)
Kuva 4.1 RU-kartta, jossa viisi vaihtoehtoista taulukkoa julkaisua
varten.
Ongelmana RU-kartassa on kuitenkin se, miten taulukon paljastumisriskiä
ja hyödyllisyyttä voidaan numeerisesti mitata. Duncan & Lambert (1986) ja
Duncan ym. (2001) perustavat paljastumisriskin määrittämisen todennäköi-
syysteoriaan, mikä mahdollistaisi riskin numeerisen mittaamisen. Cox ym.
(2011, 161) kuitenkin osoittaa, että on vaikea löytää yleistettäviä mittoja,
jotka olisivat mielekkäitä ja toimivia hyvinkin erilaisten taulukoiden kohdal-
la. Ennen kuin riskiä ja hyötyä edes aletaan mitata, tulisi selvittää, mitä
kyseisillä käsitteillä tarkoitetaan. Kenelle paljastuminen on riski ja minkä
suhteen? Kenen hyötyä ajatellaan ja minkä suhteen? Tarkastellaan seuraa-
vaksi tarkemmin paljastumisriskin ja taulukon hyödyllisyyden mittaamiseen
liittyviä haasteita.
4.2.1 Paljastumisriskin määrittely ja mittaus
Taulukkoaineiston kohdalla paljastumisriski määritellään yleensä solukohtai-
sesti siten, että ”paljastumisriski on olemassa, jos... (viittaus käytettyyn herk-
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kyyssääntöön, ks. luku 5), ja muulloin riskiä ei ole” (Cox ym. 2011, 169).
Koko taulukkoon liittyy paljastumisen riski, jos yhteenkin sen soluun liittyy
paljastumisriski. Toisin ilmaistuna taulukon paljastumisriski on hyväksyttä-
vällä tasolla, eli taulukko ei vaadi suojausta, jos yksikään taulukon solu ei
aiheuta paljastumisriskiä. (Cox 1981, 153–154.) Tästä huomataan jo kak-
si riskin mittausta vaikeuttavaa seikkaa. Ensinnäkin koko taulukolle ei voida
suoraan mitata paljastumisriskiä, vaan se täytyy päätellä yksittäisten solujen
paljastumisriskien avulla. Toisekseen riskimitalla näyttäisi olevan vain kaksi
mahdollista arvoa: riski on olemassa (liian korkea) tai sitä ei ole (riski hy-
väksyttävällä tasolla). Cox ym. (2011, 162) huomauttaa paljastumisriskin
jo käsitteenä olevan oudosti käytetty, sillä se mittaa vain todennäköisyyttä
tilastoyksikön paljastumiselle taulukosta, mutta ei ota kantaa siihen, kuinka
harmillista tai jopa vahingollista mahdollinen paljastuminen voi olla.
Jos luovutaan tavoitteesta mitata paljastumisriskiä koko taulukolle ja siirry-
tään määrittämään yksittäisten solujen paljastumisriskiä, niin edelleen on-
gelmaksi muodostuu erilaisille taulukoille sopivan yhteisen mitan löytäminen.
Todennäköisyysteoriaan perustuvan paljastumisriskin määrittämisen periaat-
teena on muodostaa urkkijan etukäteistiedon avulla todennäköisyysjakauma,
jolla urkkija ennustaa tilastoyksiköiden arvoja (Duncan & Lambert 1986,
13). Duncan ym. (2001) muotoilee taulukon yksittäiseen soluun liittyvän pal-
jastumisriskin summana
(4.1)
∑
θ∈Θ
r(θ)p(θ),
missä Θ on solun kaikkien mahdollisten arvojen joukko, r(θ) on riski, että
urkkija tietää solun todellisen arvon olevan θ ja p(θ) on todennäköisyys, että
solun oikea arvo on θ. Summa lasketaan olettaen urkkijalla olevan hallussaan
julkaistu taulukko ja tieto siihen käytetyistä suojausmenetelmistä. (Duncan
ym. 2001, 141.) Mitta (4.1) pystyisi mittaamaan riskiä laajemmin kuin kak-
siluokkaisella asteikolla ”riski on olemassa – riskiä ei ole”. Mitan soveltaminen
käytännössä ei kuitenkaan välttämättä onnistu. Summalauseen (4.1) tyyppi-
sen, soluarvojen lukumääriin ja todennäköisyyksiin perustuvan mitan avulla
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onnistuneesti suojattujen solujen on oltava sellaisia, että urkkijan yrittäessä
selvittää solun alkuperäistä arvoa
• oikean soluarvon lisäksi on olemassa riittävän monta muuta arvoa, jotka
suojatussa taulukossa esiintyvän solunarvon huomioon ottaen olisivat
mahdollisia solun oikeaksi arvoksi ja riittävän moni näistä arvoista on
riittävän kaukana oikeasta arvosta sekä
• todennäköisyys, että alkuperäinen arvo on oikea arvo ehdolla julkaistu,
suojattu arvo, on pieni (Cox ym. 2011, 169).
Näiden kriteerien toteutumista voi kuitenkin olla hankala tarkistaa, sillä ole-
massa olevien mahdollisten soluarvojen lukumäärän ja niihin liittyvien to-
dennäköisyyksien määrittäminen voi olla vaikeaa. Esimerkiksi määrätaulu-
kossa, jossa taulukoitava muuttuja on jatkuva, voi joukko Θ olla jopa ääretön.
Tällöin pistetodennäköisyyksiä p(θ) on mahdoton määrittää. Lisäksi riskin
määrittelyyn käyttökelpoisen todennäköisyysjakauman muodostaminen edel-
lyttää tilaston julkaisijalta urkkijan etukäteistietojen tuntemista (Duncan &
Lambert 1986, 17). Tämä ei usein ole realistinen edellytys.
Taulukon paljastumisriski voi myös muuttua ajan kuluessa. Jos samasta tie-
tokannasta on muodostettu useampia taulukoita eri ajankohtina, niin tau-
lukot voivat olla linkittyneitä ja näin kasvattaa paljastumisriskiä. (Cox ym.
2011, 173.) Paljastumisriskiä arvioitaessa tulevaisuudessa julkaistavien tau-
lukoiden huomioonottaminen saattaa käytännössä olla mahdotonta, sillä etu-
käteen ei välttämättä tiedetä kaikkia julkaisutarpeita. Kaikki samasta tieto-
kannasta jo julkaistut taulukot tulisi kuitenkin huomioida. Esimerkiksi pit-
kittäisaineistoista säännöllisin väliajoin julkaistavien, samat muuttujat sisäl-
tävien taulukoiden paljastumisriskin määrittämisessä on huomioitava edeltä-
vien ajankohtien julkaisut. Pitkittäisaineistosta muodostettujen taulukoiden
tietosuojaa ei tässä työssä enempää käsitellä.
Käytännössä taulukon paljastumisriski mitataan, eli määritellään sen mah-
dollinen olemassaolo kahdessa tai kolmessa vaiheessa. Ensin tunnistetaan her-
kät solut, eli solut, joihin liittyy paljastumisriski. Herkät solut tunnistetaan
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erilaisten herkkyysmittojen avulla (ks. luku 5) ja paljastumisriski on tällöin
seurausta solun arvosta. Herkkien solujen tunnistamisen jälkeen taulukko
suojataan, minkä jälkeen määritellään kuinka tarkasti herkät solut voidaan
estimoida suojatusta taulukosta. Tätä toista vaihetta kutsutaan auditoinnik-
si (disclosure audit), jonka tarkoitus on ikään kuin urkkijan asemaan asettu-
malla tarkistaa suojauksen onnistuminen. Toisessa vaiheessa paljastumisris-
ki on seurausta taulukon rakenteesta, eli erilaisista lineaarikombinaatioista
soluarvojen välillä, kun taulukossa on sisäsolujen lisäksi myös marginaali-
solut. Mahdollisessa kolmannessa vaiheessa tarkastellaan paljastumisriskiä,
joka seuraa siitä, että kaksi tai useampi eri solussa sijaitsevaa tilastoyksikköä
muodostavat yhdessä yksikön, jota taulukkoa muodostettaessa ei ole otet-
tu huomioon. Esimerkiksi samassa yritystaulukossa voi olla yhden konsernin
monta tytäryhtiötä tai yhden yrityksen monen eri toimipaikan yksiköt erilli-
sinä tilastoyksikköinä. Tällöin tuo konserni tai monta toimipaikkaa omistava
yritys voi paljastua soluyhdisteestä, jonka eri tytäryhtiö- tai toimipaikkaso-
lut muodostavat. Tällaiset soluyhdisteet olisi tutkittava herkkyyden varalta
samoin, kuin ensimmäisessä vaiheessa tutkittiin yksittäiset solut. (Cox 2001,
169–171.)
4.2.2 Informaatiokato ja taulukon hyödyllisyys
Taulukkoaineiston paljastumisriskin madaltaminen tilastollisilla tietosuoja-
menetelmillä laskee taulukon oikeellisuutta, tarkkuutta, täydellisyyttä ja käy-
tettävyyttä, eli heikentää taulukon laatua. Taulukon suojaamisessa menete-
tään aina tietoa. Tästä ei sinällään ole haittaa, kunhan taulukko ei menetä
liikaa hyödyllisyyttään. (Hundepool ym. 2010, 183.) Hyödyllisyyden mää-
ritteleminen on kuitenkin ongelmallista: kenen hyötyä tarkoitetaan? Tauluk-
koaineistolla on useita eri käyttäjiä, joille kaikille käsite ”hyödyllisyys” voi
tarkoittaa eri asiaa. Urkkijalle taulukko on hyödyllinen, jos sen avulla voi-
daan paljastaa tilastoyksiköitä. Yhteiskunnalle taulukko on hyödyllinen, jos
se kertoo jotain uutta ja merkityksellistä yhteiskunnan tilasta. Tutkijalle tau-
lukko on hyödyllinen, jos sen avulla voidaan suorittaa luotettavia analyyseja.
Kaikki kolme edellä mainittua tahoa saattavat olla tekemisissä saman tau-
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lukon kanssa, joten voiko taulukolle silloin määrittää yhden hyödyllisyyttä
kuvaavan mitan? Taulukon hyödyllisyys on subjektiivinen ominaisuus, joka
riippuu täysin taulukon käyttäjästä ja käyttötarkoituksesta (Hundepool ym.
2010, 183). Yleisesti voidaan sanoa taulukolla olevan korkea hyötytaso, jos
taulukko on analyyttisesti validi ja mielenkiintoinen (Domingo-Ferrer 1999;
tässä Duncan ym. 2001, 139). Tässä kuitenkin taas joudutaan tekemisiin
subjektiivisen käsitteen ”mielenkiintoinen” kanssa.
Paitsi että paljastumisriskille ja taulukon hyödyllisyydelle on vaikea löytää
yleispäteviä mittoja, niin RU-kartan tuottaminen voi olla kovin resursseja ku-
luttavaa. Taulukon suojaaminen vie paljon aikaa ja vaivaa, jos ensin täytyy
testata monta eri menetelmää, analysoida näin saadut vaihtoehtoiset suoja-
tut taulukot ja valita niistä paras. Sen sijaan, että taulukoille riski–hyöty-
tarkastelun hengessä etsittäisiin optimaalisinta suojausratkaisua, voisi olla
tehokkaampaa valita suojausmenetelmä muilla kriteereillä käytössä olevat
resurssit huomioiden ja sitten pohtia, onko aikaansaatu, suojattu taulukko
tarpeeksi hyvä. Taulukko on tarpeeksi hyvä, jos turvallisempaa ja laadultaan
alkuperäistä taulukkoa lähempänä olevaa vaihtoehtoa ei pystytä tuottamaan.
(Cox ym. 2011, 173–174.)
Taulukkoaineiston kanssa on tekemisissä monta eri tahoa, vähintään taulu-
kon julkaisija, taulukkoon tietonsa luovuttaneet tilastoyksiköt ja taulukon
käyttäjä. Näillä tahoilla on eri vaatimuksia ja toiveita taulukkoon liittyvän
paljastumisriskin ja hyödyllisyyden suhteen. Osa tilastoyksiköistä sallii tie-
tojensa julkaisun, osa vain rajoitetusti. Osalle taulukon käyttäjistä riittää
karkean tason aggregaattitaulukko, osa tarvitsee yksityiskohtaisempia tieto-
ja. Tilastoja julkaisevilla tahoilla on erilaisia käytäntöjä ja mahdollisuuksia
erityyppisten menetelmien käyttöön. Nämä kaikki huomioonottaen yleises-
ti päteviä ja erilaisiin tilanteisiin soveltuvia, tarkkaan määriteltyjä mittoja
paljastumisriskille ja taulukon hyödyllisyydelle ei ole.
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5 Solujen herkkyyden mittaus
Taulukon paljastumisriski mitataan sen solujen paljastumisriskinä. Herkkä
solu (sensitive cell) on solu, johon liittyy paljastumisriski. Koko taulukon
paljastumisriski on hyväksyttävän matala, eli taulukko on turvallinen, kun
yksikään sen solu ei ole herkkä. (Cox 1981, 153–154.) Jos solu ei ole herkkä,
se on turvallinen.
Frekvenssitaulukossa solu on herkkä, jos solun määrittävä taulukon luokitte-
levien muuttujien arvojen yhdistelmä on tilastoitavassa perusjoukossa har-
vinainen. Esimerkiksi taulukoitaessa jonkin suomalaisen kaupungin väestöä
ikäluokan ja siviilisäädyn mukaan, arvoyhdistelmä {”alle 18-vuotias”, ”leski” }
voisi olla harvinainen. Harvinaiset yhdistelmät ilmenevät frekvenssitaulukois-
sa pieninä solufrekvensseinä. Määrätaulukossa solu määritellään herkäksi, jos
sen arvon avulla voidaan estimoida liian tarkasti soluun kuuluvan yksittäisen
tilastoyksikön arvo. (Cox 1981, 154.) Määrätaulukon tapauksessa soluarvon
estimaatti voi olla yksittäinen luku tai muotoa [y, y¯] oleva väli, jossa y ja y¯
ovat ala- ja yläraja solun oikealle arvolle y. Jos tämä väli on liian kapea tai
saatu piste-estimaatti liian lähellä oikeaa arvoa, estimaatti on liian tarkka ja
solu määritellään herkäksi.
Käsitteet ”liian kapea”, ”liian lähellä” ja ”liian tarkka” ovat tilannekohtaises-
ti määriteltäviä, joten myös solun herkkyys on tilanteesta ja asiayhteydestä
riippuva käsite. Herkkyydelle ei ole olemassa yhtä universaalia mittaa, jota
voitaisiin soveltaa joka tilanteessa. Herkät solut tunnistetaan erilaisten herk-
kyyssääntöjen (sensitivity rules) avulla. Herkkyysmittojen parametriarvoja
säätämällä määritetään kuhunkin tilanteeseen sopiva estimaatin tarkkuus,
eli mikä on ”liian tarkka”. Käytännössä sovellettavat herkkyysmitat, kuten
kynnysarvo t ja (n, k)-sääntö ovat erikoistapauksia lineaarisista herkkyysmi-
toista.
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5.1 Lineaariset herkkyysmitat
Lineaariset herkkyysmitat (linear sensitivity measures) ovat mittoja, jotka
perustuvat kuhunkin soluun kuuluvien tilastoyksiköiden arvojen lineaarikom-
binaatioihin. Lineaariset herkkyysmitat tarjoavat selkeän muodon esittää eri-
laiset herkkyyssäännöt ja vertailla niitä keskenään. (Cox 2001, 173–175.)
Luvussa 8 esiteltävän peittämismenetelmän kannalta tärkeä ominaisuus so-
lujen herkkyysmitalle on subadditiivisuus, joka yleisimmin käytetyillä line-
aaristen herkkyysmittojen erikoistapauksilla on voimassa. Nämä mitat ovat
pohjana tehokkaiden ja toimivien peittämiskaavojen määrittelylle (Cox 1981,
164). Tästä eteenpäin lineaarisista herkkyysmitoista puhuttaessa tarkoite-
taan ylempiä herkkyysmittoja (upper sensitivity measure), jotka mittaavat,
kuinka paljon taulukon soluarvojen avulla voidaan yliestimoida yksittäisten
tilastoyksiköiden arvoja, eli kuinka kaukana yksikön arvolle lasketun väliesti-
maatin yläraja on oikeasta arvosta. Alempi herkkyysmitta määritellään vas-
taavasti ja on matemaattisilta ominaisuuksiltaan täysin analoginen ylemmän
herkkyysmitan kanssa. (Cox 1981, 154.)
Merkitään A:lla taulukkoa, jossa on N solua: A1, A2, . . . , AN . Taulukon A
solut muodostavat joukon A. Merkitään solun Ai (i = 1, . . . , N) arvoa ai:llä,
jolloin a on taulukon soluarvojen vektori [a1 a2 · · · aN ]′. Olkoon so-
luun Ai kuuluvien tilastoyksiköiden lukumäärä N(Ai). Merkinnällä Aji (j =
1, . . . , N(Ai)) viitataan solun j. tilastoyksikköön, jonka saamaa arvoa merki-
tään aji . Pätee siis
∑N(Ai)
j=1 a
j
i = ai. Oletetaan, että tilastoyksiköt voivat saada
vain ei-negatiivisia arvoja ja järjestetään yksiköt siten, että a1i ≥ a2i ≥ · · · ≥
a
N(Ai)
i ≥ 0 kaikilla i = 1, . . . , N . Määritellään lisäksi aji = 0 jos j > N(Ai).
Taulukon A jokaisen solun Ai, i = 1, . . . , N , määrittävät nyt yhdessä jonot
tilastoyksiköistä {Aji}N(Ai)j=1 ja niiden arvoista {aji}N(Ai)j=1 .
Tietyissä erikoistapauksissa sama tilastoyksikkö voi kuulua useampaan kuin
yhteen soluun. Erikoistapauksia ovat esimerkiksi yritystaulukossa konsernit,
joilla on eri soluihin kuuluvia tytäryhtiöitä, tai toimipaikan mukaan taulu-
koidussa aineistossa yritys, joka toimii useammalla paikkakunnalla. Tällaiset
moneen soluun kuuluvat yksiköt voidaan käsitellä yhtenä yksikkönä yhdistä-
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mällä (mahdollisuuksien mukaan) yhdeksi soluksi kaikki solut, joihin yksikkö
kuuluu. Seuraavissa tarkasteluissa ei ole tarvetta erotella, onko solu Ai alun
perin yksittäinen solu vai yhdiste useammasta solusta.
Cox (1981, 155) määrittelee lineaarisen herkkyysmitan ja herkkyyden rajan
solulle Ai seuraavasti:
Määritelmä 5.1. Ylempi lineaarinen herkkyysmitta S(Ai) on solulle Ai ja
sen arvojonolle {aji}∞j=1 määritelty lineaarikombinaatio
S(Ai) =
∞∑
j=1
wjia
j
i ,
jossa lukujono {wji }∞j=1 on mittaan S(Ai) liittyvä painojen jono.
Määritelmä 5.2. Solu Ai on herkkä, jos S(Ai) > 0.
Määritelmien 5.1 ja 5.2 soveltaminen käytännössä selvästi edellyttää, että
osan painoista wji on oltava negatiivisia. Oletetaan siis, että on olemassa po-
sitiivinen kokonaisluku s siten, että wsi < 0 ja että on olemassa positiivinen
kokonaisluku m ≥ s siten, että wji = wmi kaikilla j ≥ m. Myöhemmin huoma-
taan, että jälkimmäinen oletus tulee olemaan voimassa kaikilla käytännössä
sovellettavilla herkkyysmitoilla.
Oikeanlaisten peittämiskaavojen (ks. kohta 8.1) löytämiseen hyödynnetään
sellaisia lineaarisia herkkyysmittoja, jotka ovat subadditiivisia, eli joille pätee
S(Ai ∪ Ak) ≤ S(Ai) + S(Ak)
kun 1 ≤ i ≤ N ja 1 ≤ k ≤ N . Subadditiivisuus takaa kahden turvallisen
solun yhdisteen olevan myös turvallinen. (Cox 1981, 155.) Samaan peittä-
miskaavaan kuuluvien solujen voidaan ajatella muodostavan yhdisteen ja tä-
män takia on tärkeää turvata se, että peittämällä kaksi turvallista solua Ai
ja Ak ei päädytä tilanteeseen, jossa peittämiskaavasta Ai∪Ak tulee herkkä ja
soluyhdisteeseen kuuluvien tilastoyksiköiden arvoja voidaan estimoida liian
tarkasti. Cox (1981, 156) esittää seuraavan teoreeman, joka kertoo riittävän
ja tarpeellisen ehdon mitan S(Ai) subadditiivisuudelle:
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Teoreema 5.3. Ylempi lineaarinen herkkyysmitta S(Ai) =
∑∞
j=1 w
j
ia
j
i on
subadditiivinen jos ja vain jos siihen liittyvä painojen jono {wji }∞j=1 on ei-
kasvava.
Kahden turvallisen solun yhdisteen turvallisuuden lisäksi on tarpeellista tut-
kia turvallisen ja herkän solun yhdisteenä saatavan solun herkkyyttä. Tätä
varten hyödyllisiä ovat tulokset 5.4 ja 5.5 (Cox 1981, 159–160).
Tulos 5.4. Olkoon S(Ai) =
∑∞
j=1w
j
ia
j
i ylempi lineaarinen herkkyysmitta. Ol-
koon Ai satunnainen solu, jonka yksiköiden arvot muodostavat jonon {aji}N(Ai)j=1 .
Oletetaan, että Ai on herkkä solu, jolle pätee S(Ai) > 0. Olkoon Ak satunnai-
nen solu, jonka arvojono on {ajk}N(Ak)j=1 . Jos soluyhdiste Ai ∪Ak ei ole herkkä
(pätee S(Ai ∪ Ak) ≤ 0), niin ak ≥ S(Ai)/|wmi |, missä m = min{η : wji = wηi
kun j ≥ η}.
Tulos 5.5. Olkoon S(Ai) =
∑∞
j=1w
j
ia
j
i ylempi lineaarinen herkkyysmitta. Ol-
koon Ai satunnainen solu, jonka yksiköiden arvot muodostavat jonon {aji}N(Ai)j=1 .
Oletetaan, että Ai on herkkä solu, jolle pätee S(Ai) > 0 ja oletetaan lisäksi,
että yksittäinen tilastoyksikkö voi kuulua useampaan soluun, jotka puolestaan
kuuluvat samaan soluyhdisteeseen. Tällöin ei ole olemassa reaalilukua T (Ai),
jolle annettuna satunnaisesti valittu solu Ak ja soluyhdiste Ai∪Ak pätisi, että
ehdosta ak ≥ T (Ak) seuraisi tilanne S(Ai ∪ Ak) ≤ 0.
Tulos 5.4 asettaa välttämättömän ehdon herkän solun ja satunnaisen solun
yhdisteen turvallisuudelle. Satunnaisesti valitun solun arvon tulee olla riittä-
vän suuri, jotta sillä voidaan aiheuttaa tarpeeksi epätarkkuutta herkän solun
arvon estimointiin. Ehto on välttämätön, mutta ei riittävä, jos oletetaan,
että yksittäinen tilastoyksikkö voi kuulua moneen soluyhdisteen muodosta-
vaan soluun. On mahdollista konstruoida tilanne, jossa annetun herkän solun
ja satunnaisesti valitun solun, jonka arvo on tuloksessa annetun minimirajan
yläpuolella, muodostavat edelleen herkän soluyhdisteen (Cox 1980, 381).
Tulos 5.5 osoittaa, että herkän ja turvallisen solun yhdisteen turvallisuuden
takaavaa helppoa yleistystä tuloksesta 5.4 ei ole olemassa. Annettuna herk-
kä solu Ai ja huomioimalla ainoastaan satunnaisesti valitun solun Ak arvo,
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ei voida taata soluyhdisteen Ai ∪ Ak turvallisuutta. Peittämisen yhteydessä
tämä tarkoittaa sitä, että herkkien solujen suojaksi muodostettavaan peit-
tämiskaavaan valittavista toissijaisista soluista on huomioitava koon lisäksi
myös tilastoyksiköt, jotka näihin soluihin kuuluvat. Jos yksiköistä osa on sa-
moja, kuin herkissä soluissa, niin peittämiskaava ei välttämättä pysty suo-
jaamaan herkkiä soluja riittävästi. Tuloksen 5.4 avulla siis voidaan tunnistaa
varmasti epäkelvot solut soluyhdisteen turvallisuuden takaamiseksi ja tulok-
sen 5.5 mukaan kelpoisuuden varmistamiseksi ei riitä yhdisteen muodostavien
solujen tarkastelu erikseen, vaan on huomioitava myös lopullinen soluyhdiste
(Cox 1981, 161).
Toisin sanoen lineaariset herkkyysmitat tarjoavat tavan määritellä pienin ar-
vo, merkitään ai∪k, herkän solun Ai sisältämälle soluyhdisteelle Ai∪Ak, jossa
Ak on satunnaisesti valittu solu (tai soluyhdiste) ja jolloin soluyhdiste ei ole
enää herkkä, eli pätee S(Ai ∪ Ak) = 0. Voidaan osoittaa, että tämän pie-
nimmän arvon ai∪k saavuttamiseksi solujen Ai ja Ak on oltava erillisiä, eli
sama tilastoyksikkö ei saa kuulua molempiin soluihin. Lisäksi minimiarvon
ai∪k saavuttamiseksi on Ak:n sisällettävä riittävä määrä pieniä yksiköitä, joi-
den arvot ovat korkeintaan Ai:n pienimmän arvon aN(Ai) suuruisia ja joiden
mittaan S(Ai ∪Ak) liittyvät painot ovat vakion wN(Ai) suuruisia. (Cox 2001,
175–176.)
5.2 Herkkyysmittojen soveltaminen käytännössä
Kohdassa 5.1 esitellystä lineaarisen herkkyysmitan yleisestä muodosta
S(Ai) =
∞∑
j=1
wjia
j
i
voidaan johtaa käytännön kannalta helposti sovellettavia herkkyyssääntöjä
määrittämällä painot wji halutulla tavalla. Huomioitava rajoitus painojen
valinnassa on se, että valittujen painojen täytyy muodostaa ei-kasvava jono,
jotta mitan subadditiivisuus säilyisi (teoreema 5.3).
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Laajennetaan edellä mainitun mitan S määritelmää siten, että määritellään
S(Ai) =
∞∑
j=0
wjia
j
i ,
missä a0i = N(Ai) ja subadditiivisuuden säilyttämiseksi määritellään w
j
i ≥
whi aina kun 1 ≤ i ≤ h < ∞ ja w0i > 0. Nyt esimerkiksi eräs laajennetun
mitan S erikoistapaus on
S0(Ai) = w
0
iN(Ai)−
∞∑
j=1
aji ,
jossa painot on määritelty siten, että w0i > 0 ja w
j
i = −1 kaikilla j > 0. Pai-
nojen jono on ei-kasvava, joten S0 on subadditiivinen. Mittaa sovellettaessa
solu Ai on turvallinen, kun S0(Ai) ≤ 0 eli w0iN(Ai) ≤
∑∞
j=1 a
j
i . Tämä vas-
taa eräänlaista kynnysarvosääntöä, jonka mukaan tilastoyksiköiden arvojen
solussa Ai on keskimäärin oltava vähintään w0i , jolloin solun kokonaisarvo ai
on vähintään w0iN(Ai). (Cox 1981, 161.) Usein kirjallisuudessa mainittuja
ja käytössä olevia herkkyyssääntöjä ovat alla esiteltävät p%-sääntö, (n, k)-
sääntö, (p, q)-sääntö ja t-kynnysarvosääntö.
5.2.1 p%-sääntö
Kuten jo aiemmin on todettu, solu määritellään turvalliseksi tai suojatuksi,
jos yhdenkään soluun kuuluvan tilastoyksikön arvoa ei voida estimoida ”liian
tarkasti”. Liiallisen tarkkuuden määrittämiseksi otetaan käyttöön parametri
p, 0 ≤ p ≤ 100, joka kertoo kuinka monta prosenttia tietyn tilastoyksikön
oikeasta arvosta urkkijan tälle laskeman estimaatin pitää vähintään poike-
ta (ylöspäin). Oletetaan tunnetuksi, että kaikki taulukon soluihin kuuluvat
yksiköt voivat saada vain ei-negatiivisia arvoja. Urkkija voi olla joko solun
ulkopuolinen tai sisäinen.
Jos urkkijalla ei ole käytössään muuta tietoa, kuin taulukossa olevat solujen
arvot, niin estimoitaessa solussa Ai tietyn yksikön Aki arvoa aki luonnollinen
estimaatti on kyseisen solun arvo ai. Poikkeama estimaatin ja yksikön oikean
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arvon välillä on solun muiden yksiköiden arvojen summa, ai− aki =
∑
j 6=k a
j
i ,
joka minimoituu, kun k = 1, eli Aki on solun suurin yksikkö. Solun sisäisellä
urkkijalla, joka on jokin toinen soluun kuuluva yksikkö Aκi (κ 6= 1), on lisäksi
tietonaan oma arvonsa aκi , joten sisäinen urkkija pystyy vielä ulkopuolista
tarkemmin estimoimaan solun suurimman yksikön arvoa vähentämällä solun
arvosta oman arvonsa, ai − aκi . Tällöin a1i :n estimaatin ja todellisen arvon
erotus on ai − a1i − aκi =
∑
j 6=1,κ a
j
i , joka minimoituu, kun κ = 2, eli urkkija
on solun toiseksi suurin yksikkö. Jos vaaditaan, että suurimman yksikön arvo
pystytään estimoimaan korkeintaan p prosentin tarkkuudella (toisin sanoen
solu on turvallinen), niin on pädettävä epäyhtälö
ai − a2i ≥ a1i +
p
100
a1i ,(5.6)
toisin sanoen
p
100
a1i −
∞∑
j=3
aji ≤ 0.
p%-sääntö voidaan esittää lineaarisen herkkyysmitan erikoistapauksena mää-
rittelemällä
(5.7) Sp(Ai) =
p
100
a1i −
∞∑
j=3
aji .
(Cox 2001, 171–172.) Mitan Sp(Ai) painot ovat w1i =
p
100
, w2i = 0 ja w
j
i = −1
kaikilla j > 2, joten ne selvästi muodostavat ei-kasvavan jonon ja Sp on
subadditiivinen.
Todetaan vielä, että jos solu on turvallinen p%-säännön mukaan, niin
p
100
a1i −
∞∑
j=3
aji < 0 ⇔
p
100
a1i <
∞∑
j=3
aji .
30
Koska aki ≤ a1i kaikilla k > 1, niin
p
100
aki <
p
100
a1i <
∞∑
j=3
aji .
Kun siis solun suurin yksikkö on suojattu, niin myös pienemmät yksiköt
ovat suojattuja. Lisäksi jos yksiköiden arvot oletetaan ei-negatiivisiksi, niin
ai − aκi ≤ ai kaikilla 1 ≤ κ ≤ N(Ai), eli jos on olemassa riski ulkopuolisen
urkkijan taholta, niin on myös olemassa riski solun sisäisen urkkijan taholta
(Cox 2001, 172). Suojaamalla solu sisäistä urkkijaa vastaan, suojataan se
samalla myös ulkoista urkkijaa vastaan, sillä turvalliselle solulle pätee
ai ≥ ai − a2i ≥ a1i +
p
100
a1i ,
jossa ai on ulkopuolisen urkkijan ja ai − a2i sisäisen urkkijan tarkin mahdol-
linen estimaatti a1i :lle.
Jos urkkijoiden oletetaan muodostavan ryhmän, jossa he tietonsa yhdistämäl-
lä yrittävät selvittää jonkin ryhmän ulkopuolisen yksikön arvon, niin herk-
kyysmittaa Sp on tiukennettava. Oletetaan vakavin mahdollinen tilanne, jol-
loin solun Ai suurimman yksikön A1i arvoa pyrkii estimoimaan ryhmä, johon
kuuluvat saman solun yksiköt A2i , . . . , Aνi , missä 2 ≤ ν ≤ N(Ai)− 1. Tällai-
sen ν − 1 yksikön kokoisen urkkijaryhmän tapauksessa muokataan mitta Sp
(kaava 5.7) muotoon
Sp(ν)(Ai) =
p
100
a1i −
∞∑
j=ν+1
aji .
Solu Ai on turvallinen, jos Sp(ν)(Ai) ≤ 0. (Cox 2001, 172.)
5.2.2 (n, k)-sääntö (dominanssisääntö)
(n, k)-sääntö, eli dominanssisääntö (dominance rule) määrittelee solun her-
käksi, jos solun n suurinta yksikköä muodostavat enemmän kuin k prosenttia
(0 ≤ k ≤ 100) solun kokonaisarvosta. Toisin sanoen solu Ai on turvallinen,
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jos pätee
n∑
j=1
aji ≤
k
100
ai(5.8)
⇔
n∑
j=1
aji ≤
k
100
n∑
j=1
aji +
k
100
∞∑
j=n+1
aji ,
josta saadaan (ks. liite 2, s. 116)
n∑
j=1
(
100− k
100
)
aji −
∞∑
j=n+1
(
k
100
)
aji ≤ 0.(5.9)
Täten (n, k)-sääntö voidaan esittää lineaarisen herkkyysmitan erikoistapauk-
sena määrittelemällä
SD(Ai) =
n∑
j=1
(
100− k
100
)
aji +
∞∑
j=n+1
(
− k
100
)
aji
(Cox 1981, 162). Mittaan SD liittyvät painot ovat wji = (100 − k)/100 kun
1 ≤ j ≤ n ja wji = −k/100 kun j > n. Painojen jono on ei-kasvava, joten
SD on subadditiivinen. Parametrin n arvo kannattaa valita siten, että jos
urkkijoiden oletetaan toimivan yksin, n = 2 on riittävän suuri. Jos voidaan
olettaa, että urkkijat toimivat ryhmässä tai muuten pystyvät päättelemään
muiden yksiköiden arvoja, niin on syytä valita n yhtä suuremmaksi kuin
oletettu urkkijaryhmän koko.
(n, k)-sääntöä ja p%-sääntöä voidaan kutsua myös konsentraatiosäännöiksi
(concentration rules), sillä ne perustuvat soluun kuuluvien yksiköiden arvo-
jen välisiin suuruuseroihin, eli solun konsentraatioon. Konsentraatiosäännöt
suojaavat tilastoyksiköitä likimääräiseltä paljastumiselta, joten ne soveltuvat
hyvin määrätaulukoiden kanssa käytettäviksi. (Hundepool ym. 2010, 120.)
Konsentraatiosääntöjä voi mielekkäästi käyttää vain, jos voidaan olettaa urk-
kijan pystyvän tunnistamaan solun suurimman yksikön. Urkkijan estimaatti
kiinnostuksensa kohteena olevan yksikön arvolle voi heittää suuresti, mikäli
hän ei pysty arvioimaan yksikön kokoa suhteessa muihin solun yksiköihin.
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Konsentraatiosääntöjen yhteydessä määrätaulukoiden herkkien solujen mää-
rittelyssä voidaan käyttää varjomuuttujaa (shadow variable). Varjomuuttuja
on tarpeellinen tilanteissa, joissa taulukon yksiköiden suuruus katsotaan mie-
lekkäämmäksi mitata jollain muulla, kuin taulukoitavan muuttujan arvoilla.
Tällöin samat tilastoyksiköt taulukoidaan uudestaan samojen luokittelevien
muuttujien avulla, mutta taulukoitavana muuttujana käytetään haluttua yk-
siköiden suuruutta mittaavaa muuttujaa, eli varjomuuttujaa. Tästä uudesta
taulukosta määritellään herkät solut ja vastaavat solut alkuperäisestä taulu-
kosta merkitään herkiksi. (Hundepool ym. 2010, 145.) Erikoistapaus varjo-
muuttujan käytöstä on tilanne, jossa määrätaulukon soluarvo ei olekaan ti-
lastoyksiköiden arvojen summa, vaan jokin muu aggregaatti, esimerkiksi kes-
kiarvo. Koska konsentraatiosääntöjä ei suoraan voida soveltaa kuin summa-
muotoisiin soluarvoihin, täytyy keskiarvotapauksissa herkät solut määrittää
käyttämällä samaa taulukoitavaa muuttujaa myös varjomuuttujan roolissa.
Keskiarvotaulukon rinnalle muodostetaan vastaava summataulukko, jonka
avulla määritetyt herkät solut merkitään herkiksi myös keskiarvotaulukossa.
(n, k)-sääntö ja p%-sääntö eroavat toisistaan siinä, mihin lukuun yksikön ar-
von estimaatin ja oikean arvon välistä erotusta verrataan. Oletetaan tilan-
ne, jossa solun Ai toiseksi suurin yksikkö A2i pyrkii estimoimaan suurimman
yksikön A1i arvoa. p%-sääntöä käytettäessä turvalliseksi määritellylle solulle
voidaan kaavasta (5.6) johtaa epäyhtälö
(ai − a2i )− a1i ≥
p
100
a1i .
(n, k)-sääntöä parametrin arvolla n = 2 käytettäessä turvalliseksi määritel-
lylle solulle voidaan kaavasta (5.8) johtaa epäyhtälö
(ai − a2i )− a1i ≥
100− k
100
ai.
Yleisemmissä tilanteissa, joissa n ei ole määritelty (n − 1 urkkijan kokoiset
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ryhmittymät mahdollisia) vastaavat kaavat ovat
(5.10) (ai −
n∑
j=2
aji )− a1i ≥
p
100
a1i
ja
(5.11) (ai −
n∑
j=2
aji )− a1i ≥
100− k
100
ai.
p%-säännön mukaan estimointivirhe (ai − a2i )− a1i määritellään osuutena (p
%) suurimman yksikön arvosta, kun taas (n, k)-säännön tapauksessa virhe
on osuus (100 − k %) koko solun arvosta. Epäyhtälöiden (5.10) ja (5.11)
vasemmat puolet voitaisiin kirjoittaa myös summalausekkeen muodossa, sillä
(ai −
∑n
j=2 a
j
i )− a1i =
∑∞
j=n+1 a
j
i .
(n, k)-säännön ja p%-säännön välille voidaan muodostaa yhteys määrittele-
mällä parametri k parametrin p avulla. (n, k)-säännön mukaan turvallisessa
solussa suurimman yksikön arvo a1i on enimmillään (k/100)ai ja epäyhtälös-
tä (5.11) havaitaan, että summa
∑∞
j=n+1 a
j
i saa pienimmillään arvon [(100−
k)/100]ai. Sijoittamalla a1i = (k/100)ai ja
∑∞
j=n+1 a
j
i = [(100 − k)/100]ai
epäyhtälöön (5.10) saadaan
p ≤ 100 ·
(
100− k
k
)
,
josta ratkaisemalla k saadaan
(5.12) k ≤ 100 ·
(
100
100 + p
)
.
Jos (n, k)-sääntöä käyttämällä halutaan tarjota solun suurimmalle yksikölle
p%-säännön tarjoama suoja, on parametri k valittava siten, että epäyhtä-
lö (5.12) pätee. (Cox 1981, 163.) Jos asetetaan k epäyhtälön (5.12) salli-
maan maksimiarvoon, niin jokainen (n, k)-säännön mukaan turvallinen solu
on myös p%-säännön mukaan turvallinen, mikä on todistettu alla (tapauksen
n = 2 todistus, ks. Hundepool ym. 2010, s. 123).
34
Lause 5.13. Olkoon
k = 100 · 100
100 + p
.(5.14)
Tällöin kaikki (n, k)-säännön mukaan n− 1 urkkijan ryhmältä suojatut solut
ovat myös p%-säännön mukaan turvallisia.
Todistus. Olkoon solu Ai turvallinen (n, k)-säännön mukaan. Tällöin on voi-
massa
a1i ≤
k
100
ai
(5.14)
=
100
100 + p
ai
⇔ p
100 + p
· ai
a1i
≥ p
100
(5.15)
ja
(ai −
n∑
j=2
aji )− a1i ≥
100− k
100
ai
(5.14)
=
p
100 + p
ai
⇔ (ai −
∑n
j=2 a
j
i )− a1i
a1i
≥ p
100 + p
· ai
a1i
.(5.16)
Yhdistämällä epäyhtälöt (5.15) ja (5.16) saadaan
(ai −
∑n
j=2 a
j
i )− a1i
a1i
≥ p
100
⇔ (ai −
n∑
j=2
aji )− a1i ≥
p
100
a1i .
Kuitenkaan yhtälö (5.14) ei takaa, että kaikki p%-säännön mukaan turval-
liset solut olisivat turvallisia myös (n, k)-säännön mukaan. Yksinkertainen
vastaesimerkki tilanteeseen on esitetty alla.
Esimerkki 5.17. (Hundepool ym. 2010, 122–123.) Olkoon n = 2, p = 10
ja k = 100 · (100/(100 + p)) ≈ 90, 9. Olkoon solun Ai kokonaisarvo ai = 110
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ja kahden suurimman yksikön arvot a1i = 52 ja a2i = 50. Nyt
Sp(Ai) =
10
100
· 52− 8 = −2, 8 < 0
eli solu on turvallinen p%-säännön mukaan. Itse asiassa toiseksi suurin yk-
sikkö estimoi suurimman yksikön arvoksi ai − a2i = 60, mikä yliestimoi a1i :n
todellista arvoa (60− 52)/52 ≈ 15, 4 prosenttia. Toisaalta solu ei ole turval-
linen (n, k)-säännön perusteella, sillä
SD(Ai) =
100− k
100
· 102− k
100
· 8 = 2 > 0.
Solun kaksi suurinta yksikköä muodostavat 100 · ((52 + 50)/110) ≈ 93 pro-
senttia solun kokonaisarvosta.
(n, k)-sääntöä käyttämällä on siis mahdollista tehdä tarpeetonta suojausta.
Konsentraatiosääntöjä käytettäessä on parametrit p, n ja k pidettävä salas-
sa, sillä niiden julkiseksi tekeminen heikentäisi taulukoiden suojausta (Cox
2001, 172). Parametriarvojen tunteminen saattaisi esimerkiksi auttaa urk-
kijaa estimoimaan herkkien solujen arvoja tarkemmin.
5.2.3 (p, q)-sääntö
(p, q)-sääntöä (prior-posterior rule) sovellettaessa oletetaan urkkijalla olevan
etukäteistietoa (mahdollisesti julkista tietoa), jonka avulla hän pystyy ar-
vioimaan solun Ai yksiköiden arvoja q prosentin tarkkuudella, jossa q > p.
Urkkimisen kannalta parhaassa asemassa on solun toiseksi suurin yksikkö,
jolla on lisätietona oma arvonsa a2i . Toiseksi suurin yksikkö pystyy parhaim-
millaan estimoimaan a1i :n ylärajaksi a1i + (q/100) ·
∑N(Ai)
j=3 a
j
i . Jos halutaan
estimaatin poikkeavan todellisesta yksikön arvosta vähintään p prosenttia,
niin turvalliselle solulle on pädettävä epäyhtälö
q
100
N(Ai)∑
j=3
aji ≥
p
100
a1i .
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Täten (p, q)-sääntö voidaan esittää lineaarisen herkkyysmitan erikoistapauk-
sena määrittelemällä
Sp,q(Ai) =
p
100
a1i −
∞∑
j=3
q
100
aji .
(Cox 1981, 163–164.) Mittaan Sp,q liittyvät painot ovat w1j = p/100, w2i = 0
ja wji = −q/100 kun j > 2, joten painot muodostavat ei-kasvavan jonon, eli
Sp,q on subadditiivinen.
(p, q)-säännön soveltaminen käytännössä voi olla ongelmallista, sillä toisinaan
urkkijan etukäteistietoa, eli parametrin q arvoa on vaikea arvioida.
5.2.4 Kynnysarvo t
t-kynnysarvosääntöä (threshold rule, minimum frequency rule) käytettäessä
kaikki solut, joissa yksiköitä on vähemmän kuin t määritellään herkiksi. Kyn-
nysarvo suojaa tarkalta paljastumiselta (Hundepool ym. 2010, 119), joten se
soveltuu hyvin frekvenssitaulukoiden kanssa käytettäväksi. Kirjallisuudessa
kynnysarvosäännöstä esiintyy kahta erilaista versiota. Toisissa lähteissä so-
lu määritellään herkäksi, jos yksiköitä on korkeintaan kynnysarvon t verran
(esim. Cox 1980, 380), kun taas toisissa solu on herkkä, jos yksiköitä on ai-
dosti vähemmän kuin kynnysarvo t (esim. Hundepool ym. 2010, 119). Tästä
eteenpäin kynnysarvosta puhuttaessa viitataan jälkimmäiseen määritelmään.
Kynnysarvo t voidaan ilmaista lineaarisen herkkyysmitan erikoistapauksena
määrittelemällä
(5.18) St(Ai) = t−N(Ai)
(Cox & Dandekar 2002, 17). Sijoittamalla N(Ai) =
∑N(Ai)
j=1 a
j
i/a
j
i (kun a
j
i >
0) yhtälöön (5.18), saadaan
St(Ai) = t−
N(Ai)∑
j=1
aji/a
j
i .
37
Asettamalla a0i = t, w0i = 1, w
j
i = −1/aji kun j ≥ 1 ja aji 6= 0 sekä wji = 0
kun j ≥ 1 ja aji = 0, saadaan edelleen
St(Ai) = t+
∞∑
j=1
wjia
j
i ,
jolloin mittaan St liittyvä painojen jono on ei-kasvava ja mitta itse on subad-
ditiivinen.
Kynnysarvon t valinta voi olla tilannekohtainen, mutta on olemassa selkeät
perusteet, miksi aina on suositeltavaa valita t ≥ 3. Jos solussa on vain yksi
tilastoyksikkö, tämä voi helposti tunnistaa itse itsensä ja näin ollen paljas-
taa tietoa muista. Solun ulkopuolinen urkkija ei kuitenkaan pysty paljasta-
maan solun ainutta tilastoyksikköä, ellei urkkijalla ole etukäteistietoa tau-
lukon luokittelevien muuttujien arvoista kyseisen ainoan yksikön kohdalla
(Fellegi 1972, 11). Jos solussa on kaksi yksikköä, voi toinen niistä tunnis-
taa itsensä ja paljastaa toisen. Jos solussa on kolme yksikköä ja urkkijoiden
oletetaan toimivan yksin, ei tarkan paljastumisen riskiä enää ole. (Giessing
2001, 187.)
5.2.5 Suojaväli
Suojaväli (protection interval) on herkille soluille määriteltävä väli, jonka
sisälle osuvat soluarvon piste-estimaatit tai väliestimaatit ovat liian lähellä
solun oikeaa arvoa. Taulukon suojaus on riittävä, jos valitun suojausmene-
telmän soveltamisen jälkeen urkkija pystyy herkille soluille laskemaan vä-
liestimaatin, jonka ylä- ja alaraja eivät parhaimmillaankaan ole suojavälin
sisäpuolella. (Hundepool ym. 2010, 129.) Suojavälin pystyy määrittämään
kullekin herkälle solulle käytetyn lineaarisen herkkyysmitan avulla johtamalla
mitan kaavasta vähimmäisetäisyys soluarvon ja suojavälin ylärajan etäisyy-
delle. Tätä etäisyyttä kutsutaan myös ylemmäksi suojaustasoksi. Alarajan
voi määrätä olemaan yhtä kaukana oikeasta arvosta kuin ylärajan, jolloin
suojavälistä tulee symmetrinen. Taulukossa 5.1 on annettu esimerkkejä eri
herkkyysmitoista johdetuista ylemmistä suojaustasoista.
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Herkkyyssääntö Ylempi suojaustaso
(n, k) 100
k
∑n
j=1 a
j
i − ai
p% p
100
a1i −
∑N(Ai)
j=3 a
j
i
(p, q) p
q
a1i −
∑N(Ai)
j=3 a
j
i
Taulukko 5.1 Esimerkkejä herkkyyssääntöjen avulla määritetyistä
ylemmistä suojaustasoista.
5.3 Solut, joiden arvo on nolla
Soluille, joiden arvo on nolla, eli niin sanotuille nollasoluille on herkkyyden
määrittäminen tehtävä erikseen. Nollasolun erikoistapaus on tyhjä solu, eli
solu, johon ei kuulu yhtään yksikköä. Nollasolulla tai tyhjällä solulla ei kui-
tenkaan tarkoiteta solua, jonka tieto puuttuu.
Nollasolut määrätaulukossa
Määrätaulukossa nollasolut voivat olla joko tyhjiä tai sellaisia, joihin kuuluu
tilastoyksiköitä, mutta yksiköiden arvojen summa on nolla. Tyhjät solut eivät
välttämättä ole herkkiä, sillä niiden avulla ei suoraan pystytä estimoimaan
minkään yksikön arvoa. Tyhjien solujen nollat voivat olla myös rakenteellisia
nollia, eli julkisen tiedon mukaan kyseisen soluarvon kuuluu olla nolla. Jos
soluun kuuluu yksiköitä, mutta sen arvo on nolla, niin tällöin solu paljas-
taa sen kaikkien yksiköiden arvoksi nollan. Tällainen ei-tyhjä nollasolu voi
hyvinkin olla herkkä, vaikkei solua esimerkiksi konsentraatiosääntöjen avulla
herkäksi pystyttäisi luokittelemaan.
Nollasolut frekvenssitaulukossa
Frekvenssitaulukossa kaikki nollasolut ovat tyhjiä soluja. Nollasolut eivät
välttämättä ole herkkiä (kuten rakenteelliset nollat), vaikka periaatteessa nii-
den solufrekvenssi on pienempi kuin mikä tahansa positiivinen kynnysarvo
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t. Nollasolu ei voi paljastaa mitään olemattomista yksiköistään, mutta mui-
den solujen yksiköiden ominaisuuksia kyllä. Hankalia ovat taulukon sellaiset
rivit tai sarakkeet, joissa nollasoluja on paljon. Jos kaikki yksiköt tietyllä ri-
villä ovat sijoittuneet samaan soluun, pystytään kaksi- tai useampiulotteisen
taulukon tapauksessa päättelemään, että kaikilla kyseisen rivin yksiköillä on
jokin yhteinen ominaisuus.
Alue 1 Alue 2 Alue 3
Ryhmä A 0 7 15
Ryhmä B 13 10 22
Taulukko 5.2 Esimerkki nollasolusta frekvenssitaulukossa.
Taulukosta 5.2 voidaan esimerkiksi päätellä, että kukaan ryhmään A kuulu-
va yksikkö ei voi sijaita alueella 1. Toisin sanoen kaikki A-ryhmäläiset ovat
joko alueella 2 tai 3. Taulukosta paljastuu myös se, että kaikki alueen 1
yksiköt kuuluvat ryhmään B. Vaikkei nollasolu paljasta yhtään yksittäistä
tilastoyksikköä, se paljastaa tietyn ryhmän yhteisen ominaisuuden, joka voi
tilannekohtaisesti olla hyvinkin herkkää tietoa. Helpoin ratkaisu taulukon 5.2
esittämään tilanteeseen olisi yhdistää alue 1 jomman kumman muun alueen
kanssa. Tämä ei kuitenkaan aina ole mielekästä tai mahdollista.
Sekä määrä- että frekvenssitaulukossa yksittäisen tilastoyksikön identiteetin
tai ominaisuuden paljastuminen voidaan ehkäistä määrittämällä mahdollises-
ti paljastuvan yksikön solu herkäksi. Lineaaristen herkkyyssääntöjen avulla
ei kuitenkaan voida ehkäistä ryhmän ominaisuuden paljastumista, sillä herk-
kyyssääntö käsittelee solut yksitellen ja erillään taulukon muista soluista,
mutta ryhmän ominaisuuden paljastumisen huomaaminen edellyttäisi solu-
jen käsittelyä yhdessä saman rivin tai sarakkeen muiden solujen kanssa.
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6 Tilastolliset tietosuojamenetelmät
Taulukkoaineistojen tilastolliset tietosuojamenetelmät luokitellaan kahteen
ryhmään: sotkevat (perturbative) ja rajoittavat (non-perturbative, restriction
based) menetelmät. Sotkevat menetelmät muokkaavat taulukon soluarvoja,
kun taas rajoittavat menetelmät nimensä mukaan rajoittavat taulukon anta-
man informaation määrää solujen peittämisen tai aggregoinnin avulla. (Hun-
depool ym. 2010, 10.) Kirjallisuudessa yleisimpiä sotkevia menetelmiä ovat
pyöristäminen, pienten solujen säätö, satunnaissotkenta ja taulukon kontrol-
loitu säätö, eli CTA (controlled tabular adjustment). Yleisimmät rajoittavat
menetelmät ovat peittäminen ja taulukon luokituksen muuttaminen.
Taulukkoaineistojen yleisimmät
suojausmenetelmät
sotkevat pyöristäminen
pienten solujen säätö
satunnaissotkenta
kontrolloitu säätö (CTA)
rajoittavat peittäminen
luokituksen muuttaminen
Taulukko 6.1 Taulukkoaineistojen tilastollisten tietosuojamenetel-
mien luokittelu sotkeviin ja rajoittaviin menetelmiin.
Menetelmät voidaan luokitella myös sen mukaan, mihin taulukon tuotannon
vaiheeseen ne kohdistuvat. Tämän perusteella menetelmät jaetaan kolmeen
luokkaan: 1) ennen varsinaista taulukointia (pre-tabular) käytettävät mene-
telmät, 2) taulukoinnin uudelleen suunnittelu (table redesign) ja 3) taulu-
koinnin jälkeen (post-tabular) käytettävät menetelmät. (Hundepool ym. 2010,
173.)
Luokan 1 menetelmät kohdistuvat taulukon perustana olevan mikroaineis-
ton, eli yksikkötasoisen aineiston suojaamiseen. Mikroaineiston suojausme-
netelmiin ei tarkemmin perehdytä tässä työssä. Taulukkoaineistojen kannalta
näiden menetelmien edut perustuvat siihen, että yhdestä suojatusta mikroai-
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neistosta voidaan muodostaa monta erilaista taulukkoa, joiden jokaisen suo-
jaamiseen erikseen ei tarvitse käyttää resursseja. Lisäksi kaikki taulukot säi-
lyvät additiivisina, mitä muut menetelmät eivät välttämättä takaa. Ennen
taulukointia käytettävät menetelmät kuitenkin edellyttävät mikroaineiston
saatavuutta. Lisäksi, jotta taulukkoaineisto tulisi onnistuneesti suojatuksi,
saatetaan mikroaineistoon joutua tekemään paljon sotkentaa, jolloin tauluk-
koaineistosta tulee hyvin vääristynyt. (Hundepool ym. 2010, 173–174.)
Taulukkoaineistojen yleisimmät
suojausmenetelmät
ennen taulukointia mikroaineistoon kohdistuvat
menetelmät
taulukoinnin uudelleen luokituksen muuttaminen
suunnittelu
taulukoinnin jälkeen pyöristäminen
pienten solujen säätö
satunnaissotkenta
peittäminen
kontrolloitu säätö (CTA)
Taulukko 6.2 Taulukkoaineistojen tilastollisten tietosuojamene-
telmien luokittelu sen mukaan, missä taulukkoaineiston tuotannon
vaiheessa menetelmää käytetään.
Otanta yksinään ei riitä taulukon suojausmenetelmäksi. Vaikka taulukossa
olisi mukana vain otos perusjoukosta, jolloin urkkija ei periaatteessa pysty
tietämään, onko häntä kiinnostava yksikkö taulukossa, niin taulukkoon koh-
distuu edelleen paljastumisriski kahdestakin syystä. Ensinnäkin otannassa
usein sisältymistodennäköisyydet perusjoukon suurille yksiköille ovat lähel-
lä ykköstä, jolloin ne melkein varmasti ovat mukana otoksessa. Toisekseen,
vaikka sisältymistodennäköisyydet suurilla yksiköillä olisivat selvästi ykköstä
pienempiä, niin otoksista, joissa otantavirhe on pieni ja otospainoja on käy-
tetty oikein, pystytään vinosta vastemuuttujan jakaumasta suurella toden-
näköisyydellä tuottamaan lähellä oikeaa arvoa oleva estimaatti perusjoukon
suurimmalle yksikölle. (Hundepool ym. 2010, 125–126.)
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Kohdassa 4.2 pohdittiin oikean suojausmenetelmän valintaa riski–hyöty-tar-
kastelun avulla. Koska paljastumisriskiä ja taulukon hyödyllisyyttä on vaikea
yleispätevästi mitata, on menetelmiä yleisellä tasolla hankala vertailla. Näin
ollen oikea suojausmenetelmä täytyy valita tilannekohtaisesti. Arvioitaessa
yksittäiselle taulukolle sopivinta suojausmenetelmää usean vaihtoehdon jou-
kosta, tulisi valintaa ohjata kyseisen taulukon erityispiirteiden lisäksi seuraa-
vat kysymykset:
• Tarjoaako menetelmä suojaa tarkkaa vai likimääräistä paljastumista
vastaan?
• Kuinka paljon taulukon ulkopuolista lisäinformaatiota on kohtuullis-
ta olettaa urkkijalla olevan? Kuinka paljon lisäinformaatiota tarvitaan
suojauksen purkamiseen?
• Onko menetelmä sopiva kyseisen taulukon muuttujatyypille, joka frek-
venssitaulukon tilanteessa on luokitteleva ja määrätaulukon tilanteessa
usein jatkuva (vastemuuttuja)?
• Kuinka paljon tietoa häviää menetelmää käytettäessä? Kuinka paljon
ei-herkkää tietoa häviää? Kuinka paljon taulukko vääristyy ja onko tau-
lukko suojauksen jälkeen enää hyödyllinen mahdollisessa jatkokäytös-
sä?
• Onko käytössä menetelmän vaatimia resursseja (aikaa, osaamista, oi-
keanlainen ohjelmisto)?
(Schackis 1993, 7–10.) Menetelmien arviointia voidaan lähestyä myös toi-
sesta suunnasta. Oletetaan, että tietyn taulukon suojaukseen on jo käytetty
valittua menetelmää. Menetelmän sopivuuden (toisin sanoen suojauksen on-
nistumisen) arviointi perustuu nyt kahteen keskeiseen kysymykseen:
1) Saavutettiinko menetelmällä vaadittu suojauksen taso?
2) Säilyttikö menetelmä taulukon tärkeät analyyttiset ominaisuudet?
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Ensimmäinen kysymys on tärkeysjärjestyksessä ensisijainen. (Cox & Dande-
kar 2002, 17.)
Eräs tärkeä suojausmenetelmien valintaan ja käyttöön liittyvä näkökulma
on suojauksen läpinäkyvyys. Läpinäkyvyydellä tässä tarkoitetaan sitä, että
taulukon julkaisija avoimesti ilmoittaa, onko taulukkoon kohdistettu suojaus-
ta ja mitä menetelmää mahdolliseen suojaukseen on käytetty. Menetelmän
luonteen ja pääpiirteiden on oltava ymmärrettäviä, sillä se auttaa aineiston
käyttäjää huomioimaan suojauksessa aineistoon aiheutuneen virheellisyyden
ja tilastoyksiköiden luottamus heidän antamiensa tietojen luottamukselliseen
käsittelyyn säilyy paremmin. (Hundepool ym. 2010, 14.)
Läpinäkyvyyttä ei kuitenkaan pidä viedä niin pitkälle, että taulukon suo-
jaus pystytään suojausmenettelystä annettujen tietojen avulla purkamaan.
Samalla kun läpinäkyvä suojausmenetelmä olennaisesti parantaa taulukon
hyötyä sen rehelliselle käyttäjälle, se samalla kasvattaa taulukkoon liitty-
vää paljastumisriskiä taulukon joutuessa urkkijan käsiin. Taulukon julkaisi-
jan täytyy valita, millä tasolla hän haluaa tehdä menetelmän läpinäkyväksi.
Ääripäät tason valinnassa ovat ”ei mitään julkaistua tietoa käytetystä me-
netelmästä” ja ”yksityiskohtainen selostus solujen herkkyyden määrittelyyn
ja suojaukseen käytetyistä menetelmistä ja niiden parametriarvoista”. Opti-
maalinen ratkaisu löytyy tilannekohtaisesti jostain näiden ääripäiden väliltä.
(Cox ym. 2011, 162–168.)
Frekvenssitaulukoille sopivia menetelmiä taulukon 6.1 vaihtoehdoista ovat
pyöristäminen, pienten arvojen säätö, satunnaissotkenta ja peittäminen. Edel-
lä mainituista sotkevat menetelmät ovat yleisemmin käytössä, sillä ne tuotta-
vat käyttökelpoisempia taulukoita kuin peittäminen (Cox & Dandekar 2002,
19). Lisäksi pyöristäminen on hyvin läpinäkyvä (Cox ym. 2011, 173), helpos-
ti sovellettava ja ymmärrettävä menetelmä. Satunnaissotkennan ja peittämi-
sen tapauksessa menetelmän läpinäkyvyyden vienti tasolle, jolla menetelmän
käytetyt parametriarvot julkaistaan, voi vaarantaa taulukon suojauksen (Cox
ym. 2011, 173).
Määrätaulukoiden suojauksessa sotkevat menetelmät, pois lukien CTA, eivät
ole tehokkaita. Tämä johtuu siitä, että määrätaulukon taulukoitavan muut-
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tujan jakauma on yleensä vino, jolloin suojauksen onnistumiseksi eri soluis-
sa tarvittavat muutokset ovat suuruusluokaltaan erilaisia. Pyöristäminen ja
pienten solujen säätö ovat tyypillisesti tarkoitettuja vain pienten muutosten
tekemiseen, kun taas p%-säännön ja (n, k)-säännön avulla määritellyt herkät
solut vaativat yleensä suuria muutoksia (esimerkiksi 5–20 % solun arvosta).
Tästä syystä peittäminen on yleisin määrätaulukoiden suojausmenetelmä,
vaikka se on laskennallisesti vaativa ja hävittää paljon tietoa. (Cox & Dan-
dekar 2002, 19–20.)
Rajoittavien menetelmien käyttöä määrätaulukoiden tapauksessa myös puol-
taa se, että erityisesti talousaineistojen kohdalla taulukon lukujen tarkkuus
on tärkeää ja on huomioitava harjaantumattomat taulukon lukijat, jotka ei-
vät välttämättä osaa ottaa sotkevien menetelmien aiheuttamaan vääristymää
oikein huomioon (Giessing 2001, 185). Peittämiseen liittyvien laskennallis-
ten vaikeuksien ja suuren informaatiokadon takia on määrätaulukoille uutena
suojausmenetelmänä kehitetty CTA. Toisin kuin muut sotkevat menetelmät,
CTA sopii hyvin vastemuuttujan vinollekin jakaumalle ja se voidaan suojaus-
ta vaarantamatta tehdä hyvin läpinäkyväksi (Cox ym. 2011, 173).
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7 Frekvenssitaulukoiden suojausmenetelmät
Tässä luvussa esitellään frekvenssitaulukoiden suojaukseen yleisimmin käy-
tetyt menetelmät, joita ovat luokituksen muuttaminen, pyöristäminen, pien-
ten arvojen säätö ja satunnaissotkenta. Osa näistä menetelmistä sopii myös
määrätaulukoiden suojaukseen.
7.1 Luokituksen muuttaminen
Luokituksen muuttaminen (changing the classification scheme) on menetel-
mä, jossa taulukon virittävien luokittelevien muuttujien luokitusta muute-
taan (yleensä karkeammaksi) siten, että suojaamattoman taulukon herkät so-
lut yhdistyvät muihin soluihin, jolloin herkkiä soluja ei taulukkoon enää jää.
Luokituksen muuttaminen vähentää taulukon antaman tiedon yksityiskohtai-
suutta, mikä käytännössä tarkoittaa joko taulukon pienentämistä luokkia yh-
distämällä tai luokkarajoja muuttamista siten, että luokkien lukumäärä säi-
lyy alkuperäisenä. Luokituksen muuttamista voidaan soveltaa niin frekvenssi-
kuin määrätaulukoille. (Schackis 1993, 21–23.)
(a) Alkuperäinen luokitus
A B C D Yht.
< 18 2 11 1 0 14
18–20 8 12 11 10 41
21–25 1 14 8 14 37
26–30 10 12 14 9 45
Yht. 21 49 34 33 137
(b) Karkeistettu luokitus
A ja B C D Yht.
≤ 20 33 12 10 55
21–25 15 8 14 37
26–30 22 14 9 45
Yht. 70 34 33 137
Taulukko 7.1 Esimerkki luokituksen muuttamisesta.
Frekvenssitaulukoissa 7.1(a) ja 7.1(b) on esimerkki luokituksen muuttamises-
ta. Mielenkiinnon kohteena oleva perusjoukko on kyseisissä taulukoissa ris-
tiintaulukoitu iän ja tiettyyn ryhmään (A–D) kuulumisen perusteella. Tau-
lukko 7.1(a) on alkuperäinen taulukko, jossa kynnysarvoa t = 3 käyttämällä
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on kolme herkkää solua (lihavoitu). Yhdistämällä ikäluokista kaksi nuorinta
ja ryhmistä A ja B saadaan taulukko 7.1(b), jossa herkkiä soluja ei enää ole.
Luokituksen muuttamisen hyviin ominaisuuksiin kuuluu mahdollisuus hävit-
tää taulukosta kaikki herkät solut, helppokäyttöisyys ja läpinäkyvyys. Silti se
ei ole suositeltava suojausmenetelmä, koska luokituksen muuttamisen myö-
tä katoaa liikaa informaatiota. Jos herkkiä soluja on monta, eivätkä ne ole
keskittyneet yksittäisiin luokkiin, niin taulukko voi supistua huomattavas-
ti, jolloin siitä on vaarana tulla täysin hyödytön. Tietyt taulukot ovat tar-
koituksenmukaisia tai mielekkäitä vain riittävän yksityiskohtaisella tasolla.
Esimerkiksi jos taulukon 7.1(a) luokituksesta ryhmä A on erityisen kiinnos-
tava ja muut ryhmät täysin toissijaisia, niin suojattu taulukko 7.1(b) ei anna
mitään mielenkiintoista informaatiota. Lisäksi luokituksen muuttaminen ei
ole aina sallittua. Tilastoviranomainen on esimerkiksi voinut päättää tietylle
toistuvin väliajoin julkaistavalle taulukolle standardin julkaisumuodon, jossa
luokitukset on tarkkaan määritelty olemaan joka kerta samanlaiset. (Schackis
1993, 24–25.)
7.2 Pyöristäminen
Pyöristäminen (rounding) on tehokas tapa suojata frekvenssitaulukoita. Pyö-
ristämisessä kaikki taulukon solut muunnetaan valitun kantaluvun b moni-
kerroiksi tai nolliksi.
Taulukon jokainen soluarvo ai voidaan esittää kantaluvun b avulla siten, että
(7.1) ai = m · b+ r,
missä m ∈ N on suurin luonnollinen luku, jolle pätee m ≤ ai/b ja r ∈
{0, 1, . . . , b− 2, b− 1} on osamäärän ai/b jakojäännös.
Jos frekvenssitaulukon herkät solut on määritelty kynnysarvon t avulla, tulisi
kantaluvuksi valita b ≥ t, jolloin herkät solut saisivat arvon 0 tai b. Valinta
b = t−1 johtaisi tilanteeseen, jossa kaikki pyöristetyn taulukon nollat (pl. ra-
kenteelliset nollat, ks. kohta 5.3) pystyttäisiin päättelemään herkiksi soluiksi.
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Asettamalla b ≥ t väli [0, b] sisältää ainakin yhden turvallisen (kynnysarvon
ylittävän) arvon, joten pyöristetyn taulukon nolla voi olla myös alun perin
turvallinen solu. (Hundepool ym. 2011, 24.)
Vaikka pyöristyksessä yksittäinen soluarvo muuttuu vain vähän (esimerkiksi
kantaluvulla b = 3 muutos on vain muutamia yksiköitä), saadaan aikaan kui-
tenkin riittävästi epävarmuutta solun oikeasta arvosta. Menetelmänä pyöris-
täminen on helppo soveltaa ja ymmärtää. (Hundepool ym. 2010, 177.) Mitä
suuremmaksi kantaluku b valitaan, sitä paremmin taulukko tulee suojatuk-
si, mutta sitä enemmän myös tietoa häviää. Pyöristämisen merkittävä huo-
no ominaisuus on suuri tiedon hävikki, koska ei-herkkiäkin soluja säädetään
(Hundepool ym. 2010, 180).
Pyöristämisestä on kolme eri vaihtoehtoa: deterministinen, satunnainen ja
kontrolloitu pyöristäminen.
7.2.1 Deterministinen pyöristäminen
Deterministisessä pyöristämisessä (deterministic rounding, conventional roun-
ding) soluarvot pyöristetään kantaluvun lähimpään monikertaan. Jos soluar-
vo on jo valmiiksi jokin b:n monikerta, sitä ei pyöristetä. Alkuperäistä soluar-
voa ai vastaa pyöristetyssä taulukossa luku
a
′
i =
m · b kun r < b/2(m+ 1) · b kun r ≥ b/2.
Marginaalisolut pyöristetään huomioimatta sisäsolujen pyöristystä, joten tau-
lukon additiivisuus ei säily. Deterministisen pyöristämisen tarjoama suoja voi
myös helposti olla purettavissa linkittyneiden taulukoiden tai samojen muut-
tujien hieman eri luokituksella muodostettujen taulukoiden avulla. (Hunde-
pool ym. 2010, 178.) Suojauksen purkamisen helppouden takia determinis-
tinen pyöristäminen ei ole suositeltava menetelmä.
Esimerkki deterministisestä pyöristämisestä on esitetty taulukossa 7.2.
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(a) Alkuperäinen taulukko
Alue 1 Alue 2 Alue 3 Yht.
Ryhmä A 23 42 15 80
Ryhmä B 2 16 9 27
Ryhmä C 40 22 11 73
Ryhmä D 20 3 43 66
Yht. 85 83 78 246
(b) Pyöristetty taulukko
Alue 1 Alue 2 Alue 3 Yht.
Ryhmä A 25 40 15 80
Ryhmä B 0 15 10 25
Ryhmä C 40 20 10 75
Ryhmä D 20 5 45 65
Yht. 85 85 80 245
Taulukko 7.2 Esimerkki deterministisestä pyöristämisestä, kun
kantaluvuksi on valittu b = 5.
7.2.2 Satunnainen pyöristäminen
Satunnaisessa pyöristämisessä (random rounding) jokainen soluarvo pyöriste-
tään satunnaisesti jompaan kumpaan lähimmistä kantaluvun monikerroista,
mutta kuitenkin niin, että todennäköisyys pyöristää lähimpään monikertaan
on suurempi. Solut, joiden arvo on jo valmiiksi jokin b:n monikerta, jätetään
pyöristämättä. Alkuperäistä soluarvoa ai vastaava pyöristetty arvo a
′
i on
a
′
i = m · b tai a
′
i = (m+ 1) · b
riippuen kaavan (7.1) jäännöstermiin r liittyvästä todennäköisyysjakaumasta.
Todennäköisyysjakauma pyöristysvaihtoehdoille tulee määritellä siten, että
menetelmä on harhaton, eli soluarvolle ai pätee E(ai) = ai. Kuten determi-
nistisessä, myös satunnaisessa pyöristämisessä marginaalisolut pyöristetään
huomioimatta sisäsolujen pyöristystä, joten taulukon additiivisuus ei säily.
Menetelmänä satunnainen pyöristäminen on helppo soveltaa ja ymmärtää.
(Hundepool ym. 2010, 179–180.)
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Taulukossa 7.3 on esimerkki jäännöstermiin r liittyvästä todennäköisyysja-
kaumasta, kun kantaluvuksi valitaan b = 5. Jakauma tekee pyöristämises-
tä harhatonta, sillä jos esimerkiksi ai = 16, jolloin r = 1, niin E(ai) =
(4/5) · 15 + (1/5) · 20 = 16. Taulukossa 7.4 on esimerkki satunnaisesta pyö-
ristämisestä, kun todennäköisyydet ylös- tai alaspäin pyöristämiselle ovat
taulukon 7.3 mukaiset.
r P(a
′
i = m · b) P(a′i = (m+ 1) · b)
0 1 0
1 4/5 1/5
2 3/5 2/5
3 2/5 3/5
4 1/5 4/5
Taulukko 7.3 Esimerkki jäännöstermiin r liittyvästä todennäköi-
syysjakaumasta, kun b = 5.
(a) Alkuperäinen taulukko
Alue 1 Alue 2 Alue 3 Yht.
Ryhmä A 23 42 15 80
Ryhmä B 2 16 9 27
Ryhmä C 40 22 11 73
Ryhmä D 20 3 43 66
Yht. 85 83 78 246
(b) Pyöristetty taulukko
Alue 1 Alue 2 Alue 3 Yht.
Ryhmä A 25 45 15 80
Ryhmä B 0 20 10 25
Ryhmä C 40 25 15 75
Ryhmä D 20 5 45 70
Yht. 85 85 80 245
Taulukko 7.4 Esimerkki satunnaisesta pyöristämisestä, kun kan-
taluvuksi on valittu b = 5.
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7.2.3 Kontrolloitu pyöristäminen
Kontrolloitu pyöristäminen (controlled rounding) eroaa muista pyöristämis-
tavoista siten, että se säilyttää taulukon additiivisuuden. Additiivisuuden
säilyminen hankaloittaa suojauksen purkamista, joten kontrolloitu pyöristä-
minen on suojauksen kannalta pyöristämismenetelmistä tehokkain. Toisaalta
menetelmä on vaikeampi soveltaa kuin deterministinen ja satunnainen pyöris-
täminen, sillä se vaatii lineaarista optimointia. Kontrolloidun pyöristämisen
optimointiongelmaan (controlled rounding problem, CRP) ei aina löydy op-
timaalista ratkaisua, jossa jokainen solu olisi pyöristetty jompaan kumpaan
kahdesta lähimmästä kantaluvun monikerrasta, vaan soluarvoja voidaan jou-
tua pyöristämään kauempiinkin monikertoihin. (Hundepool ym. 2010, 180–
181.)
Nollarajoitteisella (zero-restricted) kontrolloidulla pyöristämisellä tarkoite-
taan menetelmää, jossa pyöristäminen sallitaan vain kahteen lähimpään kan-
taluvun monikertaan. Soluarvot, jotka ovat jo valmiiksi monikertoja, jätetään
ennalleen. Nollarajoitteisuus voi johtaa tilanteeseen, jossa ratkaisua, eli so-
pivaa pyöristettyä taulukkoa ei löydy. Tällöin rajoitetta joudutaan helpotta-
maan sallimalla enintään K hyppäystä monikertojen yli (K-step rounding).
(Hundepool ym. 2010, 186.) Mitä suurempi K valitaan, sitä varmemmin
solut saadaan suojatuksi, mutta myös tietoa menetetään enemmän.
CRP:ssä pyritään minimoimaan pyöristämisestä aiheutuvaa informaatioka-
toa kuvaava funktio tietyt ehdot huomioonottaen. Esimerkiksi τ -Argus-oh-
jelmassa (Hundepool ym. 2011) informaatiokatoa mitataan alkuperäisen so-
luarvon ai ja pyöristetyn arvon a
′
i erotuksena, eli minimoitava funktio on
f(ai) =
N∑
i=1
|a′i − ai|,
missä N on solujen lukumäärä taulukossa. Optimaalinen ratkaisu on kaik-
kien mahdollisten ratkaisuiden joukosta se, jolla funktio f(ai) saa pienimmän
arvon (Hundepool ym. 2011, 23). Mahdollisten ratkaisujen on täytettävä eh-
dot, joiden mukaan
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(i) taulukon additiivisuus säilyy,
(ii) nollarajoitteisuus asetetaan voimaan tai määritellään sallittujen hyp-
päysten määrä K,
(iii) pyöristetyt arvot ovat julkisessa tiedossa olevien rajojen sisäpuolella,
esimerkiksi välillä [0,∞) ja
(iv) pyöristetystä taulukosta laskettavien herkkien solujen väliestimaattien
ylä- ja alarajat ovat ennalta määrätyn suojavälin ulkopuolella.
Edellä mainittujen ehtojen ja koko CRP:n tarkempi matemaattinen muotoilu
on esitetty esimerkiksi artikkelissa Salazar-Gonzalez, Bycroft & Staggemeier
(2005, 6–7). Jos CRP:lle ei löydy optimaalista ratkaisua, on mahdollista
käyttää τ -Arguksen tarjoamaa RAPID-ratkaisua, joka muodostetaan pyöris-
tämällä taulukon sisäsolut lähimpiin monikertoihin ja tämän jälkeen korvaa-
malla marginaalisolut pyöristettyjen sisäsolujen summalla (Hundepool ym.
2011, 23).
(a) Alkuperäinen taulukko
Alue 1 Alue 2 Alue 3 Yht.
Ryhmä A 23 42 15 80
Ryhmä B 2 16 9 27
Ryhmä C 40 22 11 73
Ryhmä D 20 3 43 66
Yht. 85 83 78 246
(b) Pyöristetty taulukko
Alue 1 Alue 2 Alue 3 Yht.
Ryhmä A 25 40 15 80
Ryhmä B 0 15 10 25
Ryhmä C 40 25 10 75
Ryhmä D 20 0 45 65
Yht. 85 80 80 245
Taulukko 7.5 Esimerkki kontrolloidusta pyöristämisestä, kun kan-
taluvuksi on valittu b = 5 ja sallitujen hyppäysten määräksi K = 0.
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Taulukossa 7.5 on esimerkki kontrolloidusta pyöristämisestä. Esimerkin rat-
kaisu on optimaalinen. Taulukon 7.5(a) kynnysarvon t = 5 avulla määri-
tellyille herkille soluille (lihavoitu) on vaadittu suojaväli, jonka rajat ovat
vähintään ±0, 3× ai etäisyydellä solun oikeasta arvosta ai. Taulukko 7.5(b)
tarjoaa vaaditun suojauksen. Tosin tässä tilanteessa urkkijalle parametriar-
vojen t = 5 ja K = 0 tunteminen yhdessä julkaistun taulukon kanssa paljas-
taa, että alkuperäisessä taulukossa voi olla korkeintaan kaksi herkkää solua,
jotka vastaavat suojatun taulukon 7.5(b) nollasoluja.
7.3 Pienten arvojen säätö
Pienten solujen säätö (small cell adjustment) on pyöristämisen muunnelma,
jossa frekvenssitaulukon pienet solut, mukaan lukien herkät solut pyöriste-
tään satunnaisesti jompaan kumpaan valitun kantaluvun b lähimmistä mo-
nikerroista. Taulukon marginaalisolut lasketaan uudestaan pienten solujen
pyöristämisen jälkeen, jolloin taulukon additiivisuus säilyy. Pienten solujen
säätö hävittää vähemmän (ei-herkkää) tietoa kuin pyöristäminen, sillä osa
taulukon soluista pysyy koskemattomina. Ehdollisten tai hierarkkisten tau-
lukoiden tapauksessa pienten solujen säätö voi kuitenkin helposti johtaa pal-
jastumiseen jäännösten avulla, koska kukin taulukko suojataan erikseen, jol-
loin marginaalisummat eivät enää täsmää. (Hundepool ym. 2010, 182–183.)
7.4 Satunnaissotkenta
Satunnaissotkenta (random perturbation) on menetelmä, jossa taulukon so-
luarvoihin ai lisätään kohinatermi e ja suojatussa taulukossa soluarvo korva-
taan arvolla a′i = ai + e. Satunnaismuuttujan e jakauma on valittava siten,
että menetelmä pysyy harhattomana, eli E(e) = 0 ja Var(e) = σ2. Mitä suu-
rempi on kohinatermin varianssi, sitä paremmin menetelmä suojaa tauluk-
koa, mutta myös sitä enemmän tietoa menetetään. Kohinatermin voi lisätä
joko kaikkiin taulukon soluihin, mukaan lukien marginaalisoluihin, tai vain
osaan soluista, esimerkiksi herkkiin soluihin. Kummassakin tapauksessa tau-
lukon additiivisuudesta joudutaan luopumaan. (Schackis 1993, 37–38.)
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Frekvenssitaulukon tapauksessa helppo valinta kohinatermin jakaumaksi on
tasajakauma U(−v, v), jossa v ∈ R+ Taulukon soluarvot ovat kokonaislukuja,
joten jos e ei ole kokonaisluku, on kohinatermin lisäämisen jälkeen saatu arvo
a
′
i pyöristettävä lähimpään kokonaislukuun. Toinen vaihtoehto on määrittää
e:lle diskreetti jakauma, joka voi saada kokonaislukuarvoja väliltä [−v, v]. Jos
herkkien solujen määrittelyyn on käytetty kynnysarvoa t, niin v on valittava
vähintään yhtä suureksi kuin t suojauksen onnistumiseksi (Schackis 1993,
38).
Satunnaissotkentaa voi soveltaa myös määrätaulukoihin, mutta se ei ole suo-
siteltavaa, sillä menetelmä voi olla ongelmallinen soluarvojen vinojen jakau-
mien ja suurten kokoerojen sekä hyvin pienten soluarvojen tapauksessa. Jos
taulukon solujen jakauma on vino tai jos suurimman ja pienimmän solun
välillä on muuten suuri kokoero, on kohinatermille sopivan keskihajonnan σ
määrittäminen vaikeaa. Pienemmille soluille tarpeeksi suojaa antava hajon-
ta voi olla täysin riittämätön suojaamaan suuria soluarvoja. Suurille arvoille
riittävä hajonta puolestaan vääristäisi jakaumaa turhan paljon pienten arvo-
jen osalta. Ongelman voi ratkaista määrittelemällä kohinatermin jakauman
solukohtaisesti, jolloin hajonnan σi suuruus on aina sopiva soluarvoon ai näh-
den tai lisäämällä kohinatermin vain osaan soluista. Kohinatermin voi lisätä
myös multiplikatiivisena, eli a′i = ai ·e, jossa E(e) = 1 ja Var(e) = σ2 (Schackis
1993, 40). Kohinan lisääminen hyvin pieniin soluarvoihin on ongelmallista,
sillä negatiivinen kohinatermi voi saada aikaan negatiivisen soluarvon. Fre-
kvenssitaulukossa kaikkien soluarvojen on oltava vähintään nollia, joten jos
a
′
i = ai + e < 0 täytyy asettaa a
′
i = 0. Tällöin E(e) = 0 ei enää päde, eikä
menetelmä ole harhaton (Schackis 1993, 39).
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8 Peittäminen
Peittäminen (cell suppression) on taulukkoaineistojen rajoittamiseen perus-
tuva suojausmenetelmä. Perusidealtaan yksinkertainen, mutta käytännössä
usein haastava menetelmä on suosittu määrätaulukoiden ja erityisesti yritys-
aineistojen suojausmenetelmä (Hundepool ym. 2010, 114).
Tässä luvussa taulukolla tarkoitetaan määrätaulukkoa ja taulukossa olete-
taan sisäsolujen lisäksi olevan marginaalisolut näkyvissä. Oletetaan lisäksi,
että kaikki taulukoitavien muuttujien arvot ovat ei-negatiivisia.
8.1 Peittämisen idea ja tavoitteet
Peittäminen nimensä mukaan tarkoittaa julkaistavan taulukon joidenkin so-
lujen peittämistä, eli niiden arvon julkaisematta jättämistä. Julkaistuun tau-
lukkoon on peitettyjen soluarvojen tilalle merkitty jokin peittämistä kuvaava
symboli, esimerkiksi ”x” tai ”∗”. Peitetyt solut tulee merkinnän perusteella
pystyä erottamaan soluista, jonka tieto on muusta syystä puuttuva.
Peittämisen idea on yksinkertainen. Taulukosta peitetään ensin valitun herk-
kyyssäännön mukaan määritellyt herkät solut. Tätä kutsutaan ensisijaiseksi
peittämiseksi (primary suppression) ja herkkiä soluja ensisijaisiksi soluiksi.
Merkitään ensisijaisten solujen indeksien joukkoa P = {i1, i2, . . . , il}. Ensi-
sijaisen peittämisen jälkeen taulukkoon saattaa edelleen liittyä paljastumis-
riski, sillä marginaalisolujen ja julkaistujen sisäsolujen avulla ensisijaisten
solujen arvot saatetaan pystyä estimoimaan liian tarkasti. Tämän estämisek-
si tarvitaan toissijaista peittämistä (secondary suppression, complementary
suppression), mikä tarkoittaa joidenkin ei-herkkien solujen peittämistä en-
sisijaisten solujen lisäksi. (Giessing 2001, 185–186.). Jos taulukossa ei olisi
marginaalisoluja, eikä olisi syytä olettaa niiden arvojen olevan julkisesti tie-
dossa, ei toissijaista peittämistä tarvittaisi.
Määritellään seuraavaksi käsitteet ’ulkoiset rajat’ ja ’peittämisväli’. Ulkoiset
rajat (external bounds) ovat julkisessa tiedossa olevat ala- ja yläraja solun
mahdolliselle arvolle. ’Ulkoinen’ viittaa siihen, että tieto saadaan taulukon
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ulkopuolelta, joten ulkoisten rajojen oletetaan olevan myös urkkijan tiedossa.
Merkitään soluarvon ai ulkoista alarajaa lbi ja ylärajaa ubi. Jos esimerkik-
si tiedetään vain, että soluarvot ovat ei-negatiivisia, niin [lbi, ubi] = [0,∞).
Peittämisvälin (feasibility interval) muodostavat ne rajat, jotka peittämisen
jälkeen on mahdollista laskea yksittäisen solun arvolle. Toisin sanoen peittä-
misväli on peittämällä suojatusta taulukosta soluarvolle ai laskettu väliesti-
maatti. Merkitään peittämisväliä [yi, yi]. Merkitään kohdassa 5.2.5 määritel-
tyä suojaväliä [lpli, upli]. Herkkien solujen arvot ovat onnistuneesti suojattu-
ja, kun niiden suojavälit sisältyvät peittämisväleihin, eli kaikille soluille Aik ,
ik ∈ P , pätee
aik ∈ [lplik , uplik ] ⊆ [yik , yik ] ⊆ [lbik , ubik ]
(Giessing 2001, 198).
Peittämisen tavoite on löytää sellainen toissijaisten solujen joukko S, että
urkkija ei pysty liian tarkasti estimoimaan herkkien solujen Aik , ik ∈ P , ar-
voja käyttäen apunaan taulukon julkaistuja soluja A \ (P ∪ S), tuntemiaan
ulkoisia rajoja ja taulukon rakennetta, eli marginaalisoluista aiheutuvia li-
neaarisia rajoitteita solujen arvoille (Salazar-Gonzalez 2010, 31). Joukkojen
S ja P yhdistettä sanotaan peittämiskaavaksi (suppression pattern). Paitsi
että joukon S tulee taata herkkien solujen suojaus, sen tulee myös välttää
ylipeittämistä ja siitä seuraavaa turhaa informaatiokatoa. Jos mahdollisia
peittämiskaavoja on useita, niistä valitaan se, joka minimoi annetun infor-
maatiokatoa mittaavan funktion. (Cox 1980, 383–384.)
Optimaalisen peittämiskaavan löytyminen edellyttää lineaarisen optimoin-
tiongelman ratkaisua. Kyseistä optimointiongelmaa merkitään lyhenteellä
CSP (cell suppression problem). CSP on osoittautunut NP-kovaksi (non-
deterministic polynomial hard, NP-hard), jolloin varsinkin suurten taulukoi-
den kohdalla on erittäin epätodennäköistä, että CSP:lle löytyy täsmällinen
ratkaisu (Fischetti & Salazar-Gonzalez 2000, 916–917).
56
8.2 Peittämisen lineaarinen optimointiongelma (CSP)
Klassinen CSP esitetään mukaillen artikkelin Fischetti & Salazar-Gonzalez
(2000, 917–918) esitystä.
Merkitään taulukon A soluarvojen vektoria a = [a1 a2 · · · aN ]′. Taulu-
kon A rakenne voidaan kuvata matriisiyhtälönä
(8.1) Ma = 0,
jossa matriisi M koostuu luvuista 0, 1 ja −1 siten, että sen jokaisella rivillä
esiintyy tasan kerran −1 ja matriisiyhtälö (8.1) koostuu muotoa
(8.2)
∑
i∈Qr
ai − ar = 0
olevista yhtälöistä. Yhtälössä (8.2) termi
∑
i∈Qr ai summaa kaikki taulukon
A r. rivin sisäsolujen arvot ja ar on r. rivin marginaalisolu.
Olkoon Z = P ∪S annettu taulukon A peittämiskaava. Merkitään soluarvon
ai ulkoisia rajoja lbi ja ubi. Nyt annetulla Z on olemassa vektorin a kanssa
yhteneväinen vektori y = [y1 y2 · · · yN ]′, joka toteuttaa ehdot
(8.3)

My = 0,
lbi ≤ yi ≤ ubi kaikilla i ∈ Z ja
yi = ai kaikilla i /∈ Z.
Yhtälöryhmä (8.3) sisältää kaiken tiedon, joka urkkijalla on hallussaan jul-
kaistun taulukon myötä.
Määritellään jokaiselle herkälle solulle Aik , ik ∈ P , kolme ei-negatiivista lukua
LPLik = aik − lplik alempi suojaustaso
UPLik = uplik − aik ylempi suojaustaso
SPLik = uplik − lplik suojavälin pituus.
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Z on onnistunut peittämiskaava, jos se takaa vaaditun suojavälin herkille
soluille, eli kaikille soluille Aik , kun ik ∈ P , on olemassa kaksi mahdollista
vektoria fk ja gk siten, että
fkik ≤ aik − LPLik ,
gkik ≥ aik + UPLik
ja gkik − fkik ≥ SPLik .
Toisin sanottuna vaaditaan, että
yik ≤ aik − LPLik ,
yik ≥ aik + UPLik
ja yik − yik ≥ SPLik ,
jossa
yik = min{yik : (8.3) voimassa}
yik = max{yik : (8.3) voimassa}.
Määritellään suhteelliset ulkoiset rajat LBi ja UBi siten, että
LBi = ai − lbi ≥ 0 ja
UBi = ubi − ai ≥ 0.
Jotta peittämisessä menetettäisiin mahdollisimman vähän tietoa, liitetään
jokaiseen soluun kustannus ci ≥ 0, joka on sitä suurempi, mitä enemmän
tietoa häviää jos kyseinen solu peitetään. Minimoimalla summa
∑
i∈Z ci löy-
detään myös informaatiokadon mielessä paras peittämiskaava ja vältetään
turhaa ylipeittämistä. Kustannusfunktioksi voidaan valita esimerkiksi
(i) vakiofunktio ci = 1 kaikilla i, jolloin peitettävien solujen lukumäärä
pyritään minimoimaan
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(ii) solun arvo ci = ai kaikilla i, jolloin peittäminen pyritään kohdistamaan
arvoltaan pieniin soluihin
(iii) Bergin entropia ci = log(1 + ai) kaikilla i, jolloin pyritään tasapaino-
ratkaisuun vaihtoehtojen (i) ja (ii) välillä (Cox 2001, 178)
(iv) solufrekvenssi ci = N(Ai), jolloin peittäminen pyritään kohdistamaan
soluihin, joihin kuuluu vähän tilastoyksiköitä.
Viimeisenä CSP:tä varten määritellään binäärinen muuttuja xi seuraavasti:
xi =
0, kun i /∈ Z1, kun i ∈ Z.
Herkille soluille kiinnitetään xi = 1 ja soluille, jotka katsotaan välttämättö-
miksi julkaista, kiinnitetään xi = 0. Binäärisen muuttujan lisääminen CSP:hen
muuttaa ongelman lineaarisesta optimointitehtävästä lineaariseksi sekalukuop-
timointitehtäväksi (mixed integer linear programming, MILP).
Edellä lueteltujen ehtojen ja määritelmien avulla klassinen CSP voidaan nyt
muotoilla seuraavasti:
min
N∑
i=1
cixi
ehdoilla Mfk = 0ai − LBixi ≤ fki ≤ ai + UBixi kaikilla i = 1, . . . , NMgk = 0ai − LBixi ≤ gki ≤ ai + UBixi kaikilla i = 1, . . . , N
fkik ≤ aik − LPLik
gkik ≥ aik + UPLik kaikilla ik ∈ P
gkik − fkik ≥ SPLik
ja x ∈ {0, 1}N .(8.4)
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8.3 CSP:n ratkaiseminen heuristisin menetelmin
CSP:n klassinen MILP on NP-kova ongelma, joten sille tuskin löytyy op-
timaalista ratkaisua eksaktein algoritmein. Fischettin ja Salazar-Gonzalezin
(2000) mainitsemat MILP:n standardit ratkaisutekniikat, kuten branch-and-
cut- ja cutting-plane-algoritmi sekä artikkelissa Salazar-Gonzalez (2010) esi-
telty cut-and-branch-algoritmi vaativat klassisen mallin ehdon (8.4) helpot-
tamista muotoon xi ∈ [0, 1]. Helpotuksesta huolimatta malli vaatii edelleen
paljon laskentakapasiteettia, sillä malliin jää suuri määrä lisämuuttujia fkik ja
gkik sekä lisämuuttujat ja xi:t yhteen sitovia rajoituksia. (Fischetti & Salazar-
Gonzalez 2000, 918.) Fischetti ja Salazar-Gonzalez kehittivät klassisen mal-
lin tilalle uuden mallin, josta on häivytetty lisämuuttujat fkik ja g
k
ik
, ja joka
ratkaistaan heuristisin menetelmin.
Heuristiset menetelmät CSP:n ratkaisemiseksi keskittyvät tiettyihin peittä-
miskaavoihin, joiden tiedetään tarjoavan riittävä suoja. Peittämisalgoritmi
tehostuu, kun sen ei tarvitse käydä läpi kaikkia mahdollisia peittämiskaa-
voja. Lisäksi heuristiset menetelmät helpottavat hierarkkisten ja ehdollis-
ten taulukoiden peittämistä käsittelemällä linkittyneitä taulukoita yhdessä
jakaen ne alitaulukoihin ja suojaamalla alitaulukot yksi kerrallaan samalla
muut taulukot huomioiden. (Giessing 2001, 204.) τ -Argus-ohjelmassa (Hun-
depool ym. 2011) on tarjolla optimaalinen peittämisalgoritmi ja kolme heu-
ristista menetelmää: modulaarinen menetelmä (HiTaS), network-menetelmä
ja hyperkuutiomenetelmä.
Kun peittämiskaavan informaatiokatoa mitataan peitettyjen solujen määräl-
lä, täytyy pienimmillään peittämiskaavassa olla jokaisella yhden ensisijaisen
solun sisältävällä rivillä vähintään yksi toissijainen solu (Cox 1980, 385). Ide-
aalisessa tilanteessa jokaisella tasan yhden ensisijaisen solun sisältämällä ri-
villä on tasan yksi toissijainen solu (Cox 2001, 178), mutta normaalisti tämä
ei vielä riitä suojaamaan ensisijaista solua paljastumiselta. Geurts (1992, 10;
tässä Giessing 2001, 194) todisti, että kaksiulotteisessa taulukossa peitetty
solu on suojattu tarkalta paljastumiselta jos ja vain jos solu kuuluu peitetty-
jen solujen sykliin. Network-menetelmä on suurille kaksiulotteisille taulukoil-
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le sopiva heuristinen menetelmä, joka perustuu tähän sykliehtoon (Giessing
2001, 205). Syklin muodostavat solut, jotka eivät saa olla nollasoluja ja joi-
den rivi- ja sarakepaikat taulukossa (r viittaa riviin, c sarakkeeseen) ovat
{(r0, c0), (r1, c0), (r1, c1), (r2, c1), . . . , (rδ, cδ), (r0, cδ)}. Lisäksi syklissä rk:t ja
cl:t (k, l = 1, . . . , δ) viittaavat eri riveihin ja sarakkeisiin, eli ik1 6= ik2 , ellei
k2 = k1. Syklin mitta on δ ∈ N. Peittämiskaavan soluista muodostuvat mo-
nikulmion nurkkapisteet. (Giessing 2001, 194.)
Sykliin kuuluminen ei ole riittävä ehto suojaamaan herkkiä soluja kolmi-
tai useampiulotteisissa taulukoissa. Korkeampiulotteisten taulukoiden sykliin
kuulumista vastaava ehto on hyperkuutiokriteeri, jonka mukaan peitettävien
solujen on oltava hyperkuution kulmia. Hyperkuutiokriteeri on suojauksen
onnistumiselle riittävä, muttei välttämätön ehto, joten hyperkuutiomenetel-
mällä voidaan tehdä ylipeittämistä. (Giessing 2001, 195.)
8.4 Linkittyneiden taulukoiden peittäminen
Linkittyneiden taulukoiden suojaukseen soveltuu hyvin τ -Arguksen peittä-
mismenetelmistä modulaarinen menetelmä, eli HiTaS-menetelmä, joka seu-
raavassa kuvaillaan lyhyesti.
Oletetaan, ettäM luokittelevaa muuttujaa muodostavat joukon linkittyneitä
taulukoita, jotka halutaan julkaista. Kaikilla luokittelevilla muuttujilla voi
olla hierarkkinen rakenne, ja näiden hierarkioiden eri osia voi esiintyä eri
taulukoissa. Oletetaan, että jokaiselle hierarkialle löytyy kattava hierarkia.
Muodostetaan linkittyneistä taulukoista yksiM -ulotteinen kattava taulukko,
joka sisältää kaikkien luokittelevien muuttujien kattavat hierarkiat.
Hierarkkisten taulukoiden peittäminen aloitetaan määrittämällä kattavasta
taulukosta ensisijaisesti suojattavat solut. Taulukko 8.1 on esimerkki katta-
vasta taulukosta, johon herkät solut on merkitty lihavoimalla. Kattava tau-
lukko jaetaan alitaulukoihin, jotka järjestetään luokittelevien muuttujien hie-
rarkiatason mukaiseen järjestykseen. Korkeimmalla tasolla luokittelu on kar-
keinta ja matalimmalla tasolla tarkinta. Toissijaisten solujen määrittämisessä
tulee hierarkian rakenteen suhteen edetä korkeammalta tasolta matalammal-
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Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A 19 27 29 75
A1 9 19 9 37
A1.1 7 11 4 22
A1.2 2 8 5 15
A2 10 8 20 38
B 31 24 26 81
B1 11 7 14 32
B2 5 9 7 21
B3 15 8 5 28
C 9 13 10 32
Koko alue R 59 64 65 188
Taulukko 8.1 Esimerkki kattavasta taulukosta (vrt. taulukko 3.1).
Lihavoidut solut ovat herkkiä soluja.
(a) Korkein taso
Yhteensä
Koko alue R 188
(b) Toiseksi korkein taso
Yhteensä
A 75
B 81
C 32
Koko alue R 188
Taulukko 8.2 Kattavan taulukon 8.1 korkeimman ja toiseksi kor-
keimman hierarkiatason alitaulukot.
le. Taulukon 8.1 kaikki hierarkiatason mukaan järjestetyt alitaulukot löytyvät
liitteestä 1.
Toissijainen peittäminen aloitetaan korkeimman tason taulukosta (taulukko
8.2(a)), joka sisältää vain koko taulukoitavan perusjoukon arvojen yhteen-
lasketun summan. Tästä taulukosta määritellään toisisjaiset solut, jotka siir-
retään hierarkiajärjestyksessä seuraavalla tasolla oleviin taulukoihin. Järjes-
tyksessä seuraavina olevissa taulukoissa jokin luokitteleva muuttuja on tau-
lukoitu yhtä matalammalla hierarkiatasolla (taulukko 8.2(b)). Hierarkkisen
rakenteen vuoksi osa korkeamman tason taulukon sisäsoluista siirtyy mata-
lamman tason taulukon marginaalisoluiksi. Ne korkeamman tason taulukon
sisäsolut, joita ei ole toissijaisesti peitetty, kiinnitetään peittämättömiksi ma-
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Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A1.1 7 11 4 22
A1.2 2 8 5 15
A1 9 19 9 37
Taulukko 8.3 Kattavan taulukon 8.1 matalimman hierarkiatason
alitaulukko.
talammalle tasolle siirryttäessä, jolloin niitä ei enää voida käyttää toissijaisi-
na soluina. Näin edetään hierarkkista järjestystä noudattaen matalimmalla
tasolla oleviin taulukoihin asti (taulukko 8.3), siirtäen aina edellisellä tasol-
la peitetyt toissijaiset solut matalamman tason taulukkoon peitettyinä. (de
Wolf 2002, 76–79.)
(a) Taso 2
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A [19] 27 [29] 75
B 31 24 26 81
C (9) 13 [10] 32
Koko alue R 59 64 65 188
(b) Taso 3
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A1 9 [19] [9] 37
A2 [10] (8) 20 38
A [19] 27 [29] 75
Taulukko 8.4 Esimerkki toissijaisten solujen siirtämisestä tason 2
taulukosta tason 3 taulukkoon. Ensisijaiset solut ovat kaarisulkeissa
ja toissijaiset hakasulkeissa.
Taulukossa 8.4 on esimerkki, kuinka tasolla 2 olevasta taulukosta on valittu
kolme toissijaista solua (soluarvot 10, 19 ja 29), joista kaksi siirtyy peitettyi-
nä myös tasolla 3 olevaan taulukkoon. Taulukoissa peitetyt ensisijaiset solut
on merkitty kaarisulkein ja toissijaiset hakasulkein. Tason 3 taulukon mar-
ginaalisoluja, joita ei ole peitetty tason 2 taulukossa, ei voida enää peittää
tason 3 taulukossa.
Jos alemman tason taulukossa on paljon nollasoluja, peittäminen ei välttä-
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mättä onnistu ilman marginaalisolujen peittämistä. Tällöin on ”peruutetta-
va” takaisin ylemmän tason taulukkoon ja peitettävä myös siitä alemman ta-
son taulukosta peitetty marginaalisolu. Tämä voi edellyttää ylemmän tason
taulukon peittämiskaavan korjaamista muiltakin osin. Peruuttamista ei tar-
vitse kuitenkaan tehdä kuin yksi taso ylöspäin. (de Wolf 2002, 78.) Tauluk-
ko 8.5 on esimerkin kattavan taulukon modulaarisella menetelmällä suojattu
versio.
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A [19] 27 [29] 75
A1 9 [19] [9] 37
A1.1 [7] 11 (4) 22
A1.2 (2) [8] (5) 15
A2 [10] (8) 20 38
B 31 24 26 81
B1 11 7 14 32
B2 (5) (9) [7] 21
B3 [15] (8) (5) 28
C (9) 13 [10] 32
Koko alue R 59 64 65 188
Taulukko 8.5 Modulaarisella menetelmällä suojattu taulukko 8.1.
Ensisijaiset solut ovat kaarisulkeissa ja toissijaiset hakasulkeissa.
Modulaarisesta menetelmästä on kaksi vaihtoehtoa, täydellinen ja sopeutettu
menetelmä. Täydellisessä modulaarisessa menetelmässä suojataan koko kat-
tava taulukko, jolloin kaikki sen julkaistavat alitaulukotkin tulevat suojatuik-
si ja linkittyneisyys huomioitua. Tällöin kuitenkin suojataan rakenteeltaan
monimutkaisempi taulukko, kuin mitä yksittäiset julkaistavat taulukot ovat,
joten saatetaan päätyä ylipeittämään yksittäisiä taulukoita. Lisäksi kattava
taulukko voi olla niin suuri, että sen suojaaminen kokonaisuudessaan veisi lii-
kaa resursseja. Sopeutetussa modulaarisessa menetelmässä suojataan kattava
taulukko vain osittain siten, että julkaistavien taulukoiden alitaulukot ja hie-
rarkiassa näitä alitaulukoita edeltävä taulukot tulevat suojatuiksi. Kattavan
taulukon kunkin yksittäisen alitaulukon peittämiskaava ratkaistaan algorit-
milla, joka on esitetty artikkelissa Fischetti & Salazar-Gonzalez (2000). (de
Wolf & Giessing 2009, 1164–1166.)
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Yllä kuvattua menettelyä, jossa linkittyneiden taulukoiden peittäminen teh-
dään yhdellä kertaa etsimällä kattavan taulukon sopiva peittämiskaavan, kut-
sutaan globaaliksi peittämiseksi. Vastakohtana on lokaali peittäminen, jossa
linkittyneet taulukot suojataan kukin erikseen huomioimatta toisten peittä-
miskaavoja. Peittämisen tulisi olla globaalia, sillä lokaalisti peitettyjen tau-
lukoiden suojaus voi olla mahdollista purkaa yhdistelemällä taulukoita. Lo-
kaalin suojauksen tapauksessa saatetaan myös päätyä ylipeittämiseen. (Cox
2001, 179–180.)
8.5 Osittainen peittäminen
Peittämisen eräs suuri ongelma on julkaistavien taulukoiden ”repaleisuus”.
Jos peitettyjen solujen lukumäärä kasvaa liian suureksi suhteessa taulukon
kokoon, voi taulukon hyödyllisyys peittämisen seurauksena laskea rajusti.
Taulukon hyödyllisyyden kohentamiseksi on peittämisen sijaan mahdollista
suojata taulukko osittaisella peittämisellä (partial suppression). Peittämisen
jälkeen sivistynyt taulukon käyttäjä pystyy itse laskemaan jokaiselle peite-
tylle solulle peittämisvälin, joten taulukon julkaisija voi yhtä hyvin julkaista
myös itse tämän välin. Osittaisen peittämisen idea on peittämisen sijaan kor-
vata osa taulukon soluarvoista ai sopivilla väleillä [ai − z−i , ai + z+i ], missä
z−i ≥ 0 ja z+i ≥ 0 (tapaus z−i = z+i = 0 sallittu) (Fischetti & Salazar-Gonzalez
2003, 15). Herkkien solujen kohdalla suojavälin on luonnollisesti sisällyttävä
julkaistuun väliin. Osittaisessa peittämisessä välillä korvattavien soluarvojen
ei tarvitse olla samoja, kuin mitä peittämisessä päädyttäisiin valitsemaan
toissijaisiksi soluiksi.
Klassinen lineaarinen optimointitehtävä (LP) osittaiselle peittämiselle voi-
daan muotoilla (klassisen CSP:n merkinnöin):
min
N∑
i=1
(c+i z
+
i + c
−
i z
−
i )
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ehdoilla 
UPLi ≤ z+i ≤ UBi kaikilla i = 1, . . . , N
LPLi ≤ z−i ≤ LBi kaikilla i = 1, . . . , N
SPLik ≤ z+ik + z−ik kaikilla ik ∈ P
(8.5)

Mfk = 0
ai − z−i ≤ fki ≤ ai + z+i kaikilla i = 1, . . . , N
fkik = aik − z−ik kaikilla ik ∈ P
(8.6)

Mgk = 0
ai − z−i ≤ki≤ ai + z+i kaikilla i = 1, . . . , N
gkik = aik + z
+
ik
kaikilla ik ∈ P
(8.7)
(Fischetti & Salazar-Gonzalez 2003, 16). Ehdot (8.5) varmistavat julkais-
tavan välin ja ulkoisten rajojen yhteensopivuuden, sekä riittävän suojavälin
leveyden. Ehdot (8.6) ja (8.7) käsittelevät herkkien solujen julkaistavien vä-
lien mahdollisia päätepisteitä samassa hengessä, kuin peittämisen yhteydessä
tarkasteltiin mahdollisia peittämisvälejä. Minimoitavassa funktiossa esiinty-
vät c−i ja c
+
i ovat kustannus soluarvon ai tilalla julkaistavan välin pituuden
kasvattamiselle yhden yksikön verran alas- ja ylöspäin. Eräs peittämisen ja
osittaisen peittämisen ero on, että peittämisessä informaatiokato liittyy pei-
tettävien solujen kustannukseen ci, mutta osittaisessa peittämisessä sitä mi-
tataan julkaistavan välin leveydellä (Fischetti & Salazar-Gonzalez 2003, 16).
Peittämällä suojattujen repaleisten taulukoiden sijaan osittainen peittäminen
tarjoaa hieman eheämpiä taulukoita, joissa informaatiokato on pienempää.
Käytännössä kuitenkaan välien julkaiseminen peittämisen sijaan ei olennai-
sesti paranna taulukon hyödyllisyyttä tai esteettisyyttä. Verrattuna klassi-
seen CSP:n MILP-malliin, osittaisen peittämisen LP-mallin ratkaisemiseen
liittyy osittain samoja haasteita, mutta teoriassa osittaisen peittämisen op-
timointiongelma voi olla helpompi ratkaista (Fischetti & Salazar-Gonzalez
2003, 14).
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8.6 Peittämisen arviointia menetelmänä
Oikein suoritettuna peittäminen tarjoaa pätevän ratkaisun peittämiskaavak-
si. Jos peittäminen on suoritettu lineaarisen optimoinnin avulla, niin mallissa
tarkasti määritellyt ehdot ja rajoitukset takaavat, että saatu ratkaisu tarjoaa
riittävästi suojaa ensisijaisille soluille. Tällöin peittäminen on itsestään audi-
toivaa, eli suojaus varmistetaan samalla kun sitä tehdään. (Cox 2001, 180.)
Myös osittaisen peittämisen tapauksessa peittämisvälit lasketaan suojauk-
sen muodostamisen yhteydessä automaattisesti, joten auditointia ei tarvitse
tehdä erikseen (Fischetti & Salazar-Gonzalez 2003, 14).
Peittäminen tulisi suorittaa laskenta-algoritmien avulla, ei manuaalisesti (Cox
2008, 18). Manuaalisesti määritellyt, itsekeksityt peittämiskaavat yleensä
jättävät huomioimatta tärkeitä seikkoja, mistä voi seurata suojauksen pettä-
minen. Ensisijaisia soluja määriteltäessä konsentraatiosääntöjä on työläämpi
soveltaa. Tästä johtuen voi joissain soluissa tilastoyksiköiden arvojen suhde
toisiinsa jäädä huomioimatta ja osa herkistä soluista tunnistamatta. Toissi-
jaisten solujen valinnassa jää helposti huomioimatta ensisijaisen solun riittä-
vään suojaukseen vaadittava toissijaisen solun minimiarvo (tulos 5.4, kohta
5.1). (Dandekar 2009, 1–2.) Esimerkiksi seuraava manuaalinen peittämis-
kaavan muodostamismenetelmä mahdollistaa edellä mainitut virheet:
(i) Määritellään määrätaulukossa herkät solut pelkän kynnysarvon t avul-
la.
(ii) ”Riittävän” suojauksen takaamiseksi joka riviltä ja sarakkeesta, jossa
on ensisijainen solu, täytyy peittää myös yksi ei-herkkä solu. Valitaan
siis tällaiselta riviltä yksi toissijainen solu. Informaatiokadon minimoi-
miseksi valitaan toissijaiseksi se solu, jonka arvo on pienin.
Manuaalisten peittämismenetelmien ongelmia ovat myös mahdollinen ylipeit-
täminen ja valepeittäminen (naked suppression), eli peitetään soluja, joiden
arvo pystytään peittämisen jälkeen kuitenkin tarkkaan määrittämään (Dan-
dekar 2009, 3–4). Peittämistä ei näin ollen tulisi tehdä manuaalisesti, vaan
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pyrkiä etsimään optimaalinen tai lähes optimaalinen (heuristinen) peittämis-
kaava herkkien solujen suojaamiseksi.
Vaikka lähes optimaalinen peittämiskaava halutulle taulukolle löytyisi, on
peittämisessä edelleen suuri käytännön ongelma: suojatun taulukon repalei-
suus. Mitä enemmän herkkiä soluja, sitä enemmän myös toissijaisia soluja
ja sitä hyödyttömämpi julkaistava taulukko on. Eräs ratkaisu tähän ongel-
maan on kohdassa 8.5 esitelty osittainen peittäminen. Jos taulukon laatua
arvioidaan lokaalisti (yksittäisten soluarvojen olemassaolo) tai globaalisti (so-
luarvojen jakaumien, tunnuslukujen ja niistä tehtävien päätelmien säilymi-
nen suojauksessa), niin peittämisvälin julkaisu parantaa taulukkoa molem-
milta osin. Peittämisvälin avulla taulukon käyttäjä voi helpommin imputoida
puuttuvat arvot, mikä mahdollistaa paremmat taulukosta tehtävät analyysit.
Julkaistu peittämisväli on myös merkki taulukon onnistuneesta suojaukses-
ta. (Cox 2008, 16.) Giessing (2001, 198) ehdottaa, että peittämisvälin sijaan
voitaisiin julkaista jopa jokin satunnaisluku peittämisväliltä, jolloin taulukon
additiivisuus voitaisiin säilyttää ja taulukko näyttäisi ehjemmältä.
Peittämisvälien julkaisu ei kuitenkaan ole ollut kovin suosittua. Välin, sa-
moin kuin siltä valitun satunnaisluvun julkaisussa on omat riskinsä. Tau-
lukon käyttäjä ei välttämättä osaa analyyseissaan tarpeeksi huomioida sitä,
että satunnaisluvut eivät ole oikeita lukuja ja niistä tehtäviin johtopäätöksiin
on suhtauduttava tietyllä varauksella. Lisäksi satunnaisluvut saattavat osua
vaarallisen lähelle oikeita lukuja, samoin kuin julkaistujen välien avulla saa-
tetaan pystyä päättelemään tarkastikin suojatut soluarvot. Taidokas urkkija
pystyy ilman peittämisvälien julkaisuakin itse laskemaan välit ja esimerkik-
si EM-algoritmin (expectation-maximization algorithm) avulla estimoimaan
peittämisvälistä alkuperäisen soluarvon liian tarkasti (Cox & Dandekar 2002,
20). Peittämisväliä julkaistaessa on harkittava huolellisesti etukäteen, min-
kälaisia rehellisiä käyttäjiä tai mahdollisia urkkijoita varten taulukkoa suo-
jataan.
Suojaväliä (tai vastaavasti käytettyä herkkyyssääntöä ja sen parametreja) ei
tule tietsuojasyistä milloinkaan julkaista, sillä julkaiseminen mahdollistaisi
vähemmänkin taidokkaalle urkkijalle suojauksen purkamisen. Jos suojaväli
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on lähes symmetrinen, on välin keskipiste yksinkertainen ja lähelle osuva,
ellei jopa tarkka estimaatti solun oikealle arvolle. Toisaalta urkkija ei ehkä
tiedä suojavälin olevan symmetrinen, jolloin estimointi perustuisi arvauksen
varaan. Arvauksia vastaan taas on tarpeetonta ja mahdotonta suojautua.
Tiivistetysti peittämisen suurimmat ongelmat ovat tiedon häviäminen (suo-
jatun taulukon repaleisuus) ja sen seurauksena taulukosta tehtävien analyy-
sien vaikeutuminen, taulukon additiivisuuden kärsiminen, optimaalisen rat-
kaisun vaikea löytäminen (CSP laskennallisesti NP-kova) ja riski, että onnis-
tuneestakin peittämiskaavasta urkkija saattaa pystyä estimoimaan peitetyt
arvot liian tarkasti peittämisvälien avulla (Dandekar & Cox 2002, 2). Nämä
ongelmat huomioon ottaen peittäminen perinteisenä määrätaulukoiden suo-
jausmenetelmänä tarvitsee vaihtoehtoisen menetelmän. Seuraavassa luvussa
esiteltävä kontrolloitu taulukon säätö on uudempi menetelmä, jota kehitet-
täessä on pyritty välttämään peittämiseen liittyvät ongelmat.
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9 Kontrolloitu taulukon säätö
Kontrolloitu taulukon säätö (controlled tabular adjustment, CTA) on 2000-
luvun alussa kehitetty, sotkentaan perustuva suojausmenetelmä määrätau-
lukoille. Peittämiseen verrattuna CTA hävittää vähemmän tietoa, tarjoaa
ehjempiä taulukoita, joista on helpompi suorittaa analyyseja, on laskennal-
lisesti helpompi toteuttaa ja voi yhdestä taulukosta muodostaa monta eri
vaihtoehtoista taulukkoa julkaistavaksi (Dandekar & Cox 2002, 3).
9.1 CTA:n idea ja tavoitteet
CTA:n idea on muodostaa synteettinen taulukko, joka jäljittelee alkuperäis-
tä, suojattavaa taulukkoa. Synteettisessä taulukossa herkät solut on vaadi-
tulla tasolla suojattu, taulukon additiivisuus on säilytetty ja yksittäisiin so-
luarvoihin kohdistuneet muutokset minimoitu, jotta analyysien kannalta al-
kuperäisen taulukon tärkeät ominaisuudet säilyisivät suojauksessa (Cox &
Dandekar 2002, 23). Synteettinen taulukko muodostetaan siten, että ensin
alkuperäisen taulukon herkkien solujen arvot korvataan kunkin herkän so-
lun suojavälin ylä- tai alarajan arvolla tai näitä etäisemmällä arvolla, joka
on siis paljastumisen kannalta tarpeeksi etäällä oikeasta soluarvosta. Tämän
jälkeen ei-herkkiä soluja säädetään mahdollisimman vähän, mutta kuitenkin
niin paljon että synteettisestä taulukosta saadaan additiivinen. (Dandekar &
Cox 2002, 3.)
Castro (2006, 41) käyttää CTA:sta myös nimitystä minimum-distance cont-
rolled perturbation method, joka korostaa CTA:n tavoitetta löytää synteetti-
nen taulukko, jossa säädetyt soluarvot ja siten koko taulukko olisivat mah-
dollisimman lähellä alkuperäistä taulukkoa. Synteettisen taulukon soluarvo-
jen tarkkuus verrattuna alkuperäisiin arvoihin (toisin sanoen taulukon laa-
tu) voidaan ilmaista käyttäjälle tarjoamalla julkaistun taulukon yhteydessä
kaikkien solujen yhteinen tarkkuusprosentti tai jakamalla solut koon mukaan
ryhmiin ja ilmoittamalla kunkin ryhmän tarkkuusprosentti erikseen (Dande-
kar & Cox 2002, 9).
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CTA:ssa ei-herkkiin soluihin tehtävät säädöt voidaan kohdistaa tietyntyyppi-
siin, esimerkiksi soluarvoltaan pieniin soluihin valitsemalla kustannusfunktio
oikein (Dandekar & Cox 2002, 9). Samalla periaatteella kuin peittämises-
sä osa soluista voidaan kiinnittää ei-peitettäviksi, myös CTA:ssa osa soluista
voidaan kokonaan vapauttaa säätämiseltä (Dandekar & Cox 2002, 3). Tämä
on järkevää esimerkiksi nollasolujen kohdalla. CTA sopii myös hierarkkisten
taulukoiden suojaamiseen (Cox & Dandekar 2002, 26).
9.2 CTA:n lineaarinen optimointiongelma
Seuraavassa esitellään CTA:n toteutukseen tarvittava lineaarinen optimoin-
tiongelma. Sen avulla löydetään alkuperäistä, suojattavaa taulukkoa A suo-
jaava optimaalinen synteettinen taulukko Λ. Jos ei toisin mainita, niin mer-
kinnät ja määritelmät noudattavat lukujen 5 ja 8 merkintöjä. Esitys mukailee
artikkelin Dandekar & Cox (2002, 3–4) esitystä.
Olkoon A suojattava taulukko, jonka arvot muodostavat vektorin a ja jonka
rakenne voidaan ilmaista matriisiyhtälön Ma = 0 avulla, kuten luvussa 8.
Olkoon taulukossa A soluja N kappaletta, joista herkkiä soluja Aik , ik ∈ P ,
on l kappaletta.
Määritellään binäärinen muuttuja ϕik ∈ {0, 1} herkille soluille seuraavasti:
ϕik =
0, kun herkkä soluarvo aik säädetään suojavälin alarajalle1, kun herkkä soluarvo aik säädetään suojavälin ylärajalle
Merkitään soluarvon ylöspäin suuntautuvan säädön määrää (yksikköinä) y+i ≥
0 ja vastaavasti alaspäin suuntautuvan säädön määrää y−i ≥ 0. Samaa so-
luarvoa ei voi säätää sekä ylös- että alaspäin, eli pätee jompi kumpi: y+i = 0
tai y−i = 0. Merkitään ci ≥ 0 on kustannus yhden yksikön muutokselle so-
luarvossa ai. Soluarvon suurinta sallittua muutosta ylöspäin merkitään ubai
ja alaspäin lbai.
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MILP synteettisen taulukon optimaaliseen muodostamiseen voidaan muotoil-
la seuraavasti:
(9.1) min
N∑
i=1
ci(y
+
i + y
−
i )
ehdoilla
M(y+ − y−) = 0(9.2) 0 ≤ y+i ≤ ubai kaikilla i = 1, . . . , N0 ≤ y−i ≤ lbai kaikilla i = 1, . . . , N(9.3) y+ik ≥ UPLik · ϕik kaikilla ik ∈ Py−ik ≥ LPLik · (1− ϕik) kaikilla ik ∈ P(9.4)
ja ϕik ∈ {0, 1} kaikilla ik ∈ P .
MILP:n ratkaisuna saadaan synteettinen taulukko Λ, jonka arvot muodosta-
vat vektorin λ ja ovat muotoa
λi = ai + y
+
i − y−i .
MILP:n ehto (9.2) takaa synteettisen taulukon additiivisuuden. Ehdot (9.3)
kontrolloivat sitä, että synteettinen taulukko pysyy tarpeeksi lähellä alkupe-
räistä taulukkoa. Se, mitä ”tarpeeksi lähellä” tarkoittaa, seuraa julkaistavan
taulukon laatuvaatimuksista ja on taulukon laatijan päätettävissä. Ehtojen
(9.3) vaihtoehtoinen muotoilu on0 ≤ y+i ≤ βiai kaikilla i = 1, . . . , N0 ≤ y−i ≤ αiai kaikilla i = 1, . . . , N,(9.5)
missä αi ≥ 0 ja βi ≥ 0 kaikilla i = 1, . . . , N (Castro & Giessing 2005,
341). Ehdot (9.5) kertovat yksittäisen soluarvon sallitun suhteellisen muu-
toksen. Ehdot (9.4) varmistavat herkille soluille sovelletun herkkyyssäännön
vaatiman suojan. Ehtojen (9.4) epäyhtälöt voitaisiin myös korvata yhtälöil-
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lä, mutta tämä saattaisi vaikeuttaa optimointiongelman ratkaisua jopa niin
paljon, että ratkaisua ei löytyisi.
Kustannusfunktion ci viisi yleistä vaihtoehtoa ovat
(i) vakio ci = 1 kaikilla i, jolloin säädettävien solujen määrä minimoidaan,
(ii) soluarvo ci = ai, jolloin säätö kohdistetaan pieniin soluihin,
(iii) Bergin entropia ci = log(1 + ai),
(iv) ci = 1/(1 + ai) ja
(v) ci = log(1 + ai)/(1 + ai)
(Dandekar & Cox 2002, 4). Hierarkkisten taulukoiden soluarvojen toivottu
säädön suuruus voi vaihdella hierarkian tasolta toiselle. Korkeammilla ta-
soilla, jossa myös aggregaatit ovat suurempia, halutaan välttää suuria abso-
luuttisia soluarvojen muutoksia ja myös pyrkiä pitämään mahdollisimman
suuri määrä soluarvoista ennallaan. Matalammalla tasolla taas suuret suh-
teelliset muutokset voivat olla haitallisia. (Castro & Giessing 2005, 336.)
Eri hierarkiatason soluille voidaan samassa optimointimallissa määritellä eri
kustannusfunktiot. Määritellään kaikille soluille muotoa
ci =
1
aiγ
oleva kustannusfunktio. Hierarkian korkeammilla tasoilla solujen painotus
valinnalla γ = 0, eli ci = 1 olisi suotavaa, kun taas alemmilla tasoilla sopiva
painotus olisi γ = 1, jolloin ci = 1/ai. Määritellään solujen hierarkiatasot hi
(i = 1, . . . , N) halutulla tavalla ja määritellään h¯ = max{hi : i = 1, . . . , N}.
Nyt toivottuihin painotuksiin päästään asettamalla
γi =
h¯− hi
h¯
.
(Castro & Giessing 2005, 339.) Vastaavanlaisten painotustekniikoiden avulla
voidaan muidenkin kuin hierarkkisten taulukoiden solujen eri osajoukkoja
painottaa eri tavoin.
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Castro (2006) vertaili vaihtoehtoisia etäisyysmittoja, joilla synteettisen ja al-
kuperäisen taulukon soluarvojen etäisyyttä mitataan, eli vaihtoehtoisia muo-
toiluja MILP:n minimoitavaksi funktioksi (9.1). Vertailussa oli mukana kolme
etäisyysmittaa:
L1 :
N∑
i=1
ci(y
+
i + y
−
i )
L2 :
N∑
i=1
ciy
2
i
L∞ : max
i=1,...,N
{ci|yi|}
Artikkelin empiiristen kokeilujen perusteella laskentanopeuden ja synteettis-
ten taulukoiden tarkkuuden kannalta mitat L1 ja L2 toimivat paremmin kuin
L∞ (Castro 2006, 48–49).
9.3 CTA:n toteuttaminen heuristisin menetelmin
Peittämisen yhteydessä muotoillussa NP-kovassa MIPL-mallissa oli binääri-
nen muuttuja xi jokaista ei-herkkää solua kohti (peitetään/ei peitetä), kun
taas vastaavassa CTA:n mallissa on binäärinen muuttuja ϕik jokaista herkkää
solua kohti (säätö ylös-/alaspäin). Koska yleensä taulukossa on vähemmän
herkkiä, kuin ei-herkkiä soluja, on CTA:n MILP-malli helpompi ratkaista,
kuin CSP:n malli (Cox 2007, 160). Tästä huolimatta CTA:n MILP:lle löytyy
eksakti ratkaisu vain suhteellisen pienten taulukoiden tapauksessa (Glover,
Cox, Kelly & Patil 2008, 119). Suurten ja rakenteeltaan monimutkaisempien
taulukoiden suojaamista varten tarvitaan heuristisia menetelmiä binäärisen
muuttujan ϕik arvojen valitsemiseksi. Tämän jälkeen optimointitehtävä hel-
pottuu MILP:stä pelkäksi LP:ksi. (Dandekar & Cox 2002, 4.)
Jos ei täysin haluta luopua MILP-mallista, voidaan sitä helpottaa vähentä-
mällä binääristen muuttujien määrää. Jaetaan herkät solut ryhmiin ja mää-
rätään kaikille samaan ryhmään kuuluville soluille yhteinen säätösuunta. Tä-
mä voidaan käytännössä toteuttaa korvaamalla sivun 72 mallin binäärinen
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muuttuja ϕik binäärisellä muuttujalla
Bik =
0, kun herkkä soluarvo aik säädetään suojavälin alarajalle1, kun herkkä soluarvo aik säädetään suojavälin ylärajalle
ja lisäämällä malliin esimerkiksi ehto
(9.6) Bik = Bik+d = Bik+2d = · · · = Bik+md kaikilla k = 1, . . . , d,
missä d ≥ 2 on ryhmien lukumäärä ja k + md ≤ l. Jos d = l, saadaan
optimaalinen ratkaisu. Jos herkät solut on järjestetty suuruusjärjestykseen
ennen ryhmittelyä, ehto (9.6) auttaa ehkäisemään muun muassa sitä, että
kaikki suuret solut säädetään samaan suuntaan. (Glover ym. 2008, 121.)
Jos binäärisestä muuttujasta sivun 72 mallissa halutaan kokonaan päästä
eroon, voidaan herkkien solujen säätösuunta määritellä heuristisesti esimer-
kiksi
• valitsemalla sääntösuunta satunnaisesti siten, että P(y+i = 0 ja y−i 6=
0) = P(y+i 6= 0 ja y−i = 0) = 1/2 tai
• järjestämällä herkät solut suuruusjärjestykseen ja määräämällä joka
toinen jonosta säädettäväksi ylöspäin, joka toinen alaspäin. Jos sisä-
solun arvo sattuu jollain rivillä olemaan marginaalisolun arvo, niin näi-
den solujen säätösuunta määrätään samaksi.
Herkkien solujen säätösuunnan heuristisen määrittämisen jälkeen ei-herkät
solut säädetään LP-mallin mukaan, joka saadaan MILP-mallista olettamal-
la ϕik ∈ {0, 1} annetuksi kaikilla ik ∈ P . (Glover ym. 2008, 120.) CTA:n
eräs etu on, että saman taulukon pohjalta voidaan pienellä vaivalla tuottaa
useita eri synteettisiä taulukoita, joiden muodostamiseen on käytetty erilaisia
heuristisia menetelmiä. Näin ollen ei välttämättä ole tarpeen etsiä yleisesti
parasta heuristista menetelmää, vaan soveltaa useita ja valita synteettisten
taulukoiden joukosta tilanteeseen ja tarkoitukseen sopivin esimerkiksi asian-
tuntijan mielipiteen perusteella. (Dandekar & Cox 2002, 12–13.)
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Glover ym. (2008) vertailivat erilaisin heuristisin menetelmin saatuja syn-
teettisiä taulukoita ja optimaalisia synteettisiä taulukoita toisiinsa. Vertai-
lun tuloksista kävi ilmi, että optimaalinen ratkaisu oli yksinkertaisia (esimer-
kiksi yllä mainittuja) heuristisia ratkaisuja tarkempi, mutta optimaalinen
ratkaisu oli mahdollinen vain pienille taulukoille (Glover ym. 2008, 127).
Toisaalta suurille taulukoille optimaalinen ratkaisu ei välttämättä ole edes
tarpeellinen. Optimaalisen ratkaisun tuottavassa mallissa ehtojen sisältämät
lukuarvot ovat yleensä vain approksimaatioita todellisista arvoista, jolloin op-
timaaliseenkin ratkaisuun liittyy epävarmuutta. Huomioiden mittausvirheet
ja muut virhelähteet voidaan saada kaksi erilaista synteettistä taulukkoa,
joiden molempien soluarvot ovat korkeintaan saman keskihajonnan päässä
alkuperäisen taulukon soluarvoista. Tällöin nämä kaksi synteettistä tauluk-
koa ovat käytännössä samoja taulukoita. Rajoittamalla heuristisin menetel-
min saatu taulukko korkeintaan kahden keskihajonnan päähän alkuperäises-
tä taulukosta, voidaan löytää ratkaisu, joka on käytännössä yhtä pätevä kuin
optimaalinen ratkaisu. (Dandekar & Cox 2002, 11–12.)
9.4 CTA:n muunnelmia
Seuraavassa esitellään muutamia CTA:n muunnelmia.
9.4.1 Rajoitettu CTA (RCTA)
CTA:ssa osa ei-herkistä soluista voidaan määritellä kiinteiksi, eli niiden arvoa
ei saa säätää. Tämä voidaan tehdä esimerkiksi käyttämällä optimointitehtä-
vässä rajoituksia (9.5) ja määräämällä αi = βi = 0 jollekin solujen osajou-
kolle. Menetelmää, jossa säätö on sallittu vain osassa soluista ja niissäkin
rajoitetusti, kutsutaan rajoitetuksi CTA:ksi (restricted CTA), lyhennettynä
RCTA. RCTA:n etu rajoittamattomaan CTA:han nähden on se, että soluar-
vojen säätöä rajoitetaan optimointimallin ehtojen, eikä painojen ci avulla.
Toisaalta ilman muita helpotuksia pienillä parametrien αi ja βi arvoilla op-
timaalista ratkaisua ei välttämättä löydy. (Castro & Giessing 2005, 341.)
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9.4.2 Jakaumaominaisuudet säilyttävä CTA (QP-CTA)
CTA:n lineaariseen optimointitehtävään voidaan lisätä ehtoja, joiden avul-
la pyritään additiivisuuden lisäksi säilyttämään taulukoitavan muuttujan
jakaumaominaisuudet siirryttäessä alkuperäisestä synteettiseen taulukkoon.
Tätä kutsutaan jakaumaominaisuudet säilyttäväksi CTA:ksi (quality-preser-
ving CTA), lyhennettynä QP-CTA (Cox 2007, 161). Ehdot voidaan määri-
tellä koskemaan kaikkia taulukon soluja tai tiettyä solujen osajoukkoa. Ehdot
ovat sovellettavissa sekä MILP-malliin että heuristisin menetelmin helpotet-
tuun LP-malliin (Cox, Kelly & Patil 2004, 90–91). Jakaumaominaisuuksien
säilymistä voi tutkia kahdessa erilaisessa tapauksessa: 1) suojattavana on yk-
sittäinen taulukko ja 2) suojattavana on useita taulukoita, joilla kaikilla on
sama taulukkorakenne M siten, että Ma = 0, mutta taulukoitava muut-
tuja voi vaihdella taulukosta toiseen (Cox ym. 2004, 92–93). Yksittäisen
taulukon tapauksessa tärkeitä, säilytettäviä jakaumaominaisuuksia ovat so-
luarvojen keskiarvo ja varianssi, sekä korrelaatio ja regressio alkuperäisen ja
synteettisen taulukon arvojen välillä. Monen taulukon tapauksessa on tärke-
ää säilyttää alkuperäisten taulukoiden muuttujien välinen kovarianssimatriisi
yksittäisten muuttujien ominaisuuksien lisäksi.
Alkuperäisten soluarvojen keskiarvon säilyttäminen synteettisessä taulukos-
sa onnistuu melko vaivattomasti. Keskiarvo säilyy jos ja vain jos soluarvojen
säädöt (niiden etumerkit huomioituna) summautuvat nollaan, eli optimoin-
titehtävän ehtoihin on lisättävä ehto
N∑
i=1
(y+i − y−i ) = 0
(Cox ym. 2004, 90–91). Seuraavien jakaumaominaisuuksien säilyttämiseksi
oletetaan, että myös keskiarvo säilytetään.
Olkoon a muuttuja, jonka arvot ai ovat alkuperäisen taulukon soluarvoja.
Vastaavasti määritellään synteettiselle taulukolle muuttuja y, jonka arvo yi
ilmaisee soluarvoon ai tehdyn muutoksen absoluuttista suuruutta y+i + y
−
i .
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Varianssin säilyminen tarkoittaa yhtälön
var(a+ y)− var(a) = 0
⇔ var(a+ y)
var(a)
− 1 = 0
toteutumista. Määritellään
L(y) =
cov(a, y)
var(a)
⇔ L(y) = 1
N · var(a)
N∑
i=1
(ai − a¯)yi(9.7)
missä a¯ = 1
N
∑N
i=1 ai (ks. liite 2, s. 116). Suhteellinen muutos varianssissa
voidaan minimoida minimoimalla lauseke
|var(a+ y)
var(a)
− 1|,(9.8)
joka voidaan myös ilmaista muodossa (ks. liite 2, s. 117)
|2L(y) + var(y)
var(a)
|.(9.9)
Yleensä var(y)/var(a) on pieni, joten itseisarvon |L(y)| minimointi riittää.
Varianssi säilytetään, kun optimointitehtävään lisätään
min w(9.10)
ehdolla
w ≥ |L(y)|.(9.11)
(Cox ym. 2004, 91.)
Alkuperäisen ja synteettisen taulukon taulukoitavien muuttujien välisen kor-
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relaation säilyttämiseksi tulee maksimoida
corr(a, a+ y),
jolle voidaan johtaa kaava (ks. liite 2, s. 118)
(9.12) corr(a, a+ y) =
1 + L(y)√
var(a+ y)/var(a)
.
Kun var(y)/var(a) on pieni, yhtälön (9.12) oikean puolen nimittäjän tulisi olla
lähellä ykköstä (jolloin myös varianssi säilytetään) ja tällöin minimoimalla
|L(y)|, eli lisäämällä optimointimalliin ehdot (9.10) ja (9.11), korrelaatio saa-
daan maksimoitua lähelle ykköstä (Cox ym. 2004, 92).
Lineaarisen regression säilyttämiseksi pyritään malliin
Y = β0 + β1X,
missä Y = a + y, X = a, β0 = 0 ja β1 = 1. β-kertoimille voidaan johtaa
pienimmän neliösumman estimaattorit (ks. liite 2, s. 118)
βˆ1 =
cov(a, a+ y)
var(a)
= 1 + L(y)(9.13)
βˆ0 = (a¯+ y¯)− βˆ1a¯.
Kun myös taulukoitavan muuttujan keskiarvo halutaan säilyttää, eli y¯ =
0, niin βˆ1 = 1 ja βˆ0 = 0 jos L(y) = 0. Haluttu regressiomalli saadaan
minimoimalla |L(y)|. (Cox ym. 2004, 92.)
Siirrytään nyt tarkastelemaan usean taulukon tapausta, jossa eri taulukoita-
vien muuttujien välinen kovarianssi halutaan säilyttää siirryttäessä alkupe-
räisistä taulukoista synteettisiin taulukoihin. Merkitään kahta taulukoitavaa
muuttujaa a ja b, joiden arvot ai ja bi muodostavat vektorit a ja b. Ole-
tetaan että a ja b taulukoidaan rakenteeltaan samanlaisiin taulukoihin, eli
pätee Ma = Mb = 0. Merkitään alkuperäisiin muuttujiin a ja b tehtävien
muutosten suuruutta ilmaisevia muuttujia y ja z. Kovarianssin säilyminen on
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yleistys monen muuttujan varianssin säilymisestä. Jotta alkuperäisten muut-
tujien kovarianssi säilyisi, vaaditaan
cov(a, b) = cov(a+ y, b+ z)
= cov(a, b) + cov(a, z) + cov(b, y) + cov(y, z)
eli halutaan minimoida lauseke
|cov(a, z) + cov(b, y) + cov(y, z)|(9.14)
ehdolla (9.11). Lausekkeen (9.14) viimeinen termi on neliöllinen, joten ehtoa
ei voida sisällyttää lineaariseen optimointitehtävään. Kovarianssin säilyttävää
ratkaisua on etsittävä heuristisin menetelmin. (Cox ym. 2004, 93.)
QP-CTA-menetelmällä on monia hyviä ominaisuuksia. Se sopii rakenteen,
koon ja luokittelevien muuttujien määrän huomioiden monenlaisille taulu-
koille ja säilyttää taulukon additiivisuuden. Menetelmä onnistuu standardeil-
la LP-ohjelmilla ja optimoinnissa rajoittavia lineaarisia ehtoja pystyy muok-
kaamaan. Jakaumaominaisuuksien säilymisen lisäksi pysytään vaikuttamaan
synteettisen taulukon laatuun, eli alkuperäisiin soluarvoihin tehtävien muu-
tosten suuruuteen. Suurilla taulukoilla QP-CTA kuitenkin usein vaatii heu-
rististen menetelmien soveltamista herkkien solujen säätösuunnan määrittä-
miseksi. (Cox 2007, 164.)
9.4.3 Etäisyyden minimoiva CTA (MDI-CTA)
Etäisyyden minimoivan CTA:n (minimum discrimination information CTA),
lyhennettynä MDI-CTA:n, tavoitteena on löytää sellainen suojattu, synteet-
tinen taulukko, jossa taulukoitavan muuttujan jakauma on mahdollisimman
lähellä alkuperäisen taulukon jakaumaa (Cox 2007, 163). Menetelmässä kah-
den jakauman (synteettisen ja alkuperäisen) etäisyys toisistaan pyritään mi-
nimoimaan Kullbackin ja Leiblerin MDI-mitan avulla (Cox, Orelien & Shah
2006, 2).
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Olkoon ω pistejoukko diskreetissä avaruudessa Ω ja pi(ω) todennäköisyysja-
kauma yli joukon Ω siten, että
∑
ω∈Ω pi(ω) = 1. Olkoon P{p(ω)} jakaumaper-
he, jolle pätee tietyt ominaisuudet, kuten
∑
ω∈Ω p(ω) = 1. Se tiheysfunktio
p(ω) ∈ P , joka on lähimpänä tiheysfunktiota pi(ω) minimoi Kullbackin ja
Leiblerin MDI-mitan
(9.15) I(p : pi) =
∑
ω∈Ω
p(ω) log
p(ω)
pi(ω)
(Kullback & Leibler 1951, 79–80). Mitalla (9.15) on muun muassa seuraavat
hyvät ominaisuudet (Kullback & Leibler 1951, 82–83):
(i) I on konveksi funktio, joten sillä on globaali minimi.
(ii) I ≥ 0 ja I(p : pi) = 0 jos ja vain jos p(ω) = pi(ω).
(iii) Olkoon p∗ MDI-estimaatti, joka minimoi mitan I(p∗ : pi) ja olkoon
p ∈ P . Tällöin I(p : pi) = I(p∗ : pi) + I(p∗ : p).
CTA:n kannalta erittäin tärkeä ominaisuus on (i), joka takaa sen, että alku-
peräisen taulukoitavan muuttujan jakaumalle on olemassa läheisin jakauma,
joka minimoi mitan I. Kyseistä minimiä etsitään IPF-menetelmän (iterative
proportional fitting) avulla. Iteroinnilla ei välttämättä löydetä optimaalista
ratkaisua CTA:lle, mutta löydettävissä olevista ratkaisuista päädytään mah-
dollisimman hyvään vaihtoehtoon. (Cox ym. 2006, 4–6.)
Cox ym. (2006, 8–9) testasivat empiirisesti, saavutetaanko MDI-CTA:lla syn-
teettisiä taulukoita, joiden muuttujien jakaumat todella ovat lähellä alkupe-
räisiä jakaumia. Jakaumien vertailussa käytettiin muun muassa Kolmogoro-
vin ja Smirnovin testiä sekä χ2-testiä. Tulokset osoittivat jakaumien olevan
lähellä toisiaan.
QP-CTA:han verrattuna MDI-CTA on parempi menetelmä siinä mielessä,
että se säilyttää taulukoitavan muuttujan jakauman, ei pelkästään sen joi-
takin tunnuslukuja. Lisäksi MDI-CTA:ssa synteettisen taulukon muodosta-
minen on enemmän sidottu tilastollisiin kriteereihin (mitta (9.15) ja IPF-
menetelmä), kuin QP-CTA:ssa. Tosin myös MDI-CTA:ssa joudutaan sovel-
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tamaan heuristisia menetelmiä herkkien solujen säätösuunnan määrittämi-
sessä, eikä sillä ole yhtä selkeitä yleistyksiä monen taulukon tapaukseen, kuin
QP-CTA:lla. (Cox 2007, 164.)
9.5 CTA:n arviointia menetelmänä
Mikäli suojatun taulukon laatua arvioidaan seuraavilla tasoilla
• lokaalisti: muutokset yksittäisissä soluarvoissa ja arvojen välisissä yh-
teyksissä,
• globaalisti: taulukoitavan muuttujan jakauman ja sen ominaisuuksien
säilyminen ja
• rakenteellisesti: taulukon additiivisuuden säilyminen
niin CTA:n avulla pystytään tuottamaan taulukoita, jotka ovat laadukkaita
kaikilla kolmella tasolla. Lisäksi CTA ei paljasta, mitkä solut alkuperäisessä
taulukossa ovat herkkiä, mikä voi jo itsessään olla paljastava tieto.
Vertailussa peittämisen kanssa CTA tuottaa parempia tuloksia monesta nä-
kökulmasta katsottuna. CTA:n tuottamissa taulukoissa ei ole suojaukses-
ta johtuvia tyhjiä soluja, joten synteettisten taulukkoaineistojen analysointi
on helpompaa, kuin peittämisellä aikaan saatujen repaleisten taulukoiden.
CTA:n MILP-malliin kuuluu vähemmän binäärisiä muuttujia, kuin CSP:n
MILP-malliin, joten CTA:lle on laskennallisesti helpompi löytää optimaa-
linen ratkaisu. Molemmissa menetelmissä tosin päädytään usein heuristis-
ten menetelmien käyttöön, jolloin MILP-mallia helpotetaan juuri binääristen
muuttujien osalta. CTA:ssa informaatiokato on korkeintaan yhtä suurta kuin
peittämisessä. Herkkien soluarvojen säätö suojavälin rajalle voi olla suurikin
muutos, toisin kuin ei-herkkien solujen minimaalinen säätö. Herkkiä soluja
on kuitenkin taulukossa yleensä vain pieni osa soluista, joten suuri säätö näi-
hin soluihin ei välttämättä vääristä suuresti taulukosta tehtäviä analyyseja.
Lisäksi peittämisessä häviää ainakin saman verran tietoa, sillä peittämisvä-
lin rajat ovat vähintään yhtä kaukana solun oikeasta arvosta, kuin suojavälin
rajat. (Cox & Dandekar 2002, 27–28.)
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Vaikkei kontrolloitu pyöristäminen välttämättä ole suositeltava suojausme-
netelmä määrätaulukoille, sitä voidaan silti joskus käyttää. CTA on paitsi
peittämiseen, niin myös pyöristämiseen verrattuna usein parempi menetelmä.
CTA:n optimointitehtävä on helpompi ratkaista, kuin CRP, sillä se sisältää
vähemmän lineaarisia ehtoja ja muuttujia. CTA hävittää myös vähemmän
tietoa, sillä se sallii osan soluista jäädä koskemattomiksi, kun taas pyöristä-
misessä kaikki solut säädetään kantaluvun monikerroiksi. Toisin kuin CRP,
CTA ei voi taata synteettisen taulukon soluarvojen olevan kokonaislukuja,
mutta määrätaulukoiden ja jatkuvien taulukoitavien muuttujien tapaukses-
sa ei-kokonaisluvutkin ovat valideja soluarvoja. (Castro & Gonzalez 2009,
2–3.)
CTA:n haittapuoli on se, että julkaistavat taulukot ovat synteettisiä, jolloin
ne eivät enää ole oikeaan aineistoon perustuvia. CTA:n käyttö edellyttää tau-
lukon käyttäjien osaavan ottaa huomioon, että soluarvot ovat ”vääriä”, eivät
todellisia. Lisäksi tilastoviranomaiset saattavat pitää sopimattomana julkais-
ta synteettisiä taulukoita, koska laki vaatii heitä julkaisemaan mahdollisim-
man oikeaa ja tarkkaa tietoa. Toisaalta tietosuojamenetelmien soveltaminen
aina vääristää taulukkoa, joten CTA:n käytön voidaan ajatella tuottavan
yhtä oikeita taulukoita, kuin millä tahansa muulla tietosuojamenetelmällä
voitaisiin tuottaa. CTA:n hyödyt ovat usein haittoja suuremmat.
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10 Menetelmien empiirinen sovellus
Tässä luvussa vertaillaan empiirisesti kahta taulukoiden tietosuojamenetel-
mää: peittämistä ja kontrolloitua taulukon säätöä, eli CTA:ta. Suojattavat
taulukot ovat yritysaineistosta muodostettuja määrätaulukoita, joiden tau-
lukoitavan muuttujan jakauma on taloustilastoille tyypillisen vino.
10.1 Tutkimusaineisto
Tutkimuksessa käytetty aineisto on muodostettu poimimalla otos Tilasto-
keskuksen tilinpäätöstilastojen aineistosta, jossa tilastoyksiköt ovat yrityk-
siä. Otoksen koko on 11702 yritystä. Alkuperäisestä aineistosta on valittu
neljä muuttujaa, joiden avulla on tutkimusaineistoon muodostettu yksi tau-
lukoitava muuttuja ja kolme luokittelevaa muuttujaa. Suojattavia taulukoita
muodostetaan luokittelevien muuttujien avulla kaksi erilaista: kaksi- ja kol-
miulotteinen taulukko. Kaikille alkuperäisen aineiston muuttujille on tieto-
suojasyistä tehty muunnoksia siten, että tutkimuksessa käytetystä aineistos-
ta ei pysty päättelemään alkuperäisen aineiston yksiköitä tai niiden saamia
muuttujien arvoja. Tutkimuksen tavoitteena on suojausmenetelmien vertai-
lu, joten muuttujien arvojen todellisuudella tai synteettisyydellä ei ole väliä,
kunhan muuttujien jakaumat ovat mahdollisia tai jopa tyypillisiä todelliselle
aineistolle.
koko1 koko2
Ryhmän Yrityksiä Yrityksiä Yrityksiä Yrityksiä
numero (lkm) (%) (lkm) (%)
0 1755 15,0 12 0,1
1 6889 58,9 159 1,4
2 2548 21,8 7330 62,6
3 274 2,3 3768 32,2
4 236 2,0 433 3,7
Yhteensä 11702 100,0 11702 100,0
Taulukko 10.1 Yrityksen kokoa kuvaavien luokittelevien muuttu-
jien jakaumat.
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Luokittelevista muuttujista kaksi (”koko1” ja ”koko2”) kuvaavat yrityksen ko-
koa henkilöstön ja toiminnan volyymin avulla. Kolmas luokitteleva muuttuja
kuvaa yrityksen toimialaa. Yrityksen kokoa kuvaavat muuttujat on kumpikin
muodostettu jakamalla yritykset ryhmiin 0–4 siten, että mitä suurempi on
ryhmän numero, sitä suurempi on yritys. Taulukossa 10.1 on esitetty yritys-
ten jakautuminen edellä mainittuihin ryhmiin. Yrityksen toimialaa kuvaava
muuttuja on hierarkkinen. Toimialat on jaoteltu kahteen päätoimialaan, jotka
edelleen on jaettu vielä tarkempiin toimialoihin. Tutkimuksessa käytetty toi-
mialaluokitus on muodostettu hieman muunnellen Tilastokeskuksen käyttä-
mästä TOL2008-toimialaluokituksesta. Tutkimusaineiston toimialaluokkien
nimet ovat keksittyjä, eivätkä ne viittaa TOL2008-luokituksessa käytettyihin
toimialojen nimikkeisiin. Toimialamuuttujan hierarkkinen rakenne on esitet-
ty kuvassa 10.1.
Toimiala
A
A1
A11
A12
A13
A2
A21
A211
A212
A213
A22
A221
A222
A223
A224
B
B1
B2
B21
B22
B23
B24
B3
B31
B311
B312
B313
B314
B32
Kuva 10.1 Toimialamuuttujan hierarkkinen rakenne.
Taulukoitava jatkuva muuttuja kuvaa yritysten liikevaihtoa, joka on kaikil-
la yrityksillä ei-negatiivinen. Liikevaihtomuuttujan jakauma on hyvin vino.
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Tässä tapauksessa vinous johtuu siitä, että muuttujan arvot ovat painottu-
neet vahvasti jakauman alkupäähän. Yritysten liikevaihdot ovat suurimmaksi
osaksi alle 20 000, mutta on olemassa pieni määrä yrityksiä, joiden liikevaihto
on huomattavasti suurempi kuin 20 000. Jakauman vinous on havaittavissa
taulukosta 10.2 ja kuvasta 10.2.
Liikevaihto Yrityksiä Yrityksiä
(lkm) (%)
0 12 0,10
1–19 999 11540 98,62
20 000–99 999 147 1,26
100 000–999 999 3 0,03
Yhteensä 11702 100,00
Persen- Liikevaihdon
tiili jakaumapiste
min 0,0
p5 408,0
p10 714,0
p25 1383,0
mediaani 2403,5
p75 4132,0
p90 6853,0
p95 9929,0
max 146641,0
Taulukko 10.2 Liikevaihtomuuttujan jakauma.
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Kuva 10.2 Liikevaihdon jakauma vaihteluvälillä (0, 20000), jolle
kuuluu 98,6 % otoksen yrityksistä.
Jos taulukoitavan muuttujan, eli tässä tapauksessa liikevaihdon vaihteluvä-
li olisi pienempi ja jakauma lähempänä normaalijakaumaa, niin tutkimusai-
neistosta muodostettujen taulukkoaineistojen solut olisivat todennäköisesti
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sisäisesti homogeenisempia. Tämä seuraisi siitä, että vastemuuttujan arvot
olisivat yli koko aineiston lähempänä toisiaan, jolloin myös taulukon samaan
soluun kuuluvien yksiköiden arvot olisivat todennäköisesti lähempänä toisi-
aan. Liikevaihdon vino jakauma edesauttaa sitä, että muutamat muita selväs-
ti suuremmat yksiköt joutuvat samoihin soluihin pienten yksiköiden kanssa,
jolloin solun arvoa dominoi yksi tai kaksi tilastoyksikköä. Taulukkoon syntyy
näin konsentraatiosääntöjen mukaisia herkkiä soluja.
Kaksiulotteinen suojattava taulukko muodostetaan ristiintaulukoimalla yri-
tyksen toimiala ja koko1-luokka. Näin saadussa hierarkkisessa taulukossa 10.3
on 180 solua, joista 15 on nollasoluja. Mikroaineiston avulla voidaan todeta,
että kaikki taulukon nollasolut ovat tyhjiä soluja. Tässä tapauksessa tyhjät
solut määritellään suoraan turvallisiksi, eli niitä ei tarvitse suojata. Taulukon
marginaalisolut ovat ”Yhteensä” -sarakkeessa ja -rivillä. Marginaalisolut ei-
vät ole taulukon reunoilla hierarkkisen rakenteen vuoksi. On luontevaa, että
korkeammalla hierarkiatasolla olevat solut ovat myös taulukossa ylempänä.
Taulukossa 10.4 on esitetty taulukon 10.3 solufrekvenssit. Yritysaineiston ta-
pauksessa on realistista olettaa, että urkkijalla on solufrekvenssit tiedossaan
ainakin osittain. Oletus seuraa kahdesta seikasta: 1) Tilastokeskus ylläpitää
yritysrekisteriä, josta urkkija (tai kuka tahansa) voi halutessaan pyytää tie-
toja yritysten lukumääristä tietyillä toimialoilla ja 2) jos urkkija on saman
toimialan kilpaileva yritys ja yrityksiä on kyseisellä toimialalla vähän, niin
yritykset yleensä tietävät kilpailijoidensa lukumäärän.
Kolmiulotteinen suojattava taulukko muodostetaan ristiintaulukoimalla yri-
tyksen toimiala, koko1- ja koko2-luokka. Kolmiulotteisessa hierarkkisessa tau-
lukossa on 1080 solua, joista 446 on nollasoluja. Nollasoluista 408 on tyhjiä
soluja ja 38 on soluja, joihin kuuluu yrityksiä, mutta joiden kaikkien liikevaih-
dot ovat nollia. Tyhjät solut määritellään turvallisiksi. 38 ei-tyhjää nollasolua
käsitellään herkkinä soluina, sillä ei ole aihetta olettaa niitä rakenteellisiksi
nolliksi (ks. kohta 5.3). Lisäksi jos urkkijalla on tiedossaan solufrekvenssit,
niin nollasolu, jossa yrityksiä on yksi tai enemmän, paljastaa kaikkien soluun
kuuluvien yritysten liikevaihdoksi nollan. Työn selkeyden vuoksi näkyvissä
ei ole taulukkoesimerkkejä kolmiulotteisesta taulukosta.
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Yhteensä Ryhmä 0 Ryhmä 1 Ryhmä 2 Ryhmä 3 Ryhmä 4
Yhteensä 42056368 3173933 17058869 13097117 2974119 5752330
A 35271043 2636703 13361071 11559405 2394677 5319187
A1 12827960 924152 4773657 3453158 1099320 2577673
A11 1169060 150429 492364 300399 115854 110014
A12 1603192 69350 391828 422227 151614 568173
A13 10055708 704373 3889465 2730532 831852 1899486
A2 22443083 1712551 8587414 8106247 1295357 2741514
A21 16002264 1279740 5894280 6007296 1041182 1779766
A211 229929 30586 101264 48032 33169 16878
A212 1801136 292462 669841 353278 93000 392555
A213 13971199 956692 5123175 5605986 915013 1370333
A22 6440819 432811 2693134 2098951 254175 961748
A221 302489 58870 171204 59905 12510 0
A222 333361 3614 17441 53403 56680 202223
A223 1805986 234727 1143690 365168 18527 43874
A224 3998983 135600 1360799 1620475 166458 715651
B 6785325 537230 3697798 1537712 579442 433143
B1 483467 28922 87440 159291 83069 124745
B2 424600 56653 278665 62088 27194 0
B21 236398 50731 169513 16154 0 0
B22 46712 0 11291 15940 19481 0
B23 136307 5455 93544 29595 7713 0
B24 5183 467 4317 399 0 0
B3 5877258 451655 3331693 1316333 469179 308398
B31 2802536 166751 955595 973814 397978 308398
B311 8477 0 3654 4823 0 0
B312 201948 10346 80185 87993 23424 0
B313 1849703 39858 448553 739304 313590 308398
B314 742408 116547 423203 141694 60964 0
B32 3074722 284904 2376098 342519 71201 0
Taulukko 10.3 Suojaamaton määrätaulukko, jossa luokittelevina
muuttujina ovat koko1-muuttuja (ryhmät 0–4) ja yrityksen toimiala
(hierarkkinen muuttuja) sekä taulukoitavana muuttujana yrityksen
liikevaihto. Lihavoidut solut ovat herkkiä kynnysarvon t = 5 ja p%-
säännön, p = 30, avulla.
Taulukoiden suojaaminen aloitetaan herkkien solujen määrittelystä. Koska
kyse on määrätaulukoista, kannattaa solujen herkkyyden mittaamiseen käyt-
tää konsentraatiosääntöjä (ks. kohta 5.2). Konsentraatiosäännön ohella voi-
daan käyttää myös kynnysarvoa, jolloin solun herkäksi määrittelyn perusteek-
si riittää, että solu on vähintään toisen säännön perusteella herkkä. Toisaalta
konsentraatiosäännön mukaan solut, joissa on hyvin pieni solufrekvenssi (1
tai 2 tilastoyksikköä), tulevat varmasti määriteltyä herkiksi. Näin ollen pie-
nen kynnysarvon käyttö konsentraatiosäännön rinnalla on turhaa, ellei ole
syytä epäillä urkkijoiden ryhmittymistä.
Pelkän kynnysarvon mukaan herkät solut pystytään määrittämään frekvens-
sitaulukon avulla, mutta konsentraatiosääntöjen soveltamista varten täytyy
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Yhteensä Ryhmä 0 Ryhmä 1 Ryhmä 2 Ryhmä 3 Ryhmä 4
Yhteensä 11702 1755 6889 2548 274 236
A 9615 1503 5411 2261 229 211
A1 3210 519 1928 577 91 95
A11 341 78 193 52 12 6
A12 276 30 142 74 12 18
A13 2593 411 1593 451 67 71
A2 6405 984 3483 1684 138 116
A21 4819 735 2559 1323 116 86
A211 69 17 39 8 3 2
A212 465 154 232 66 6 7
A213 4285 564 2288 1249 107 77
A22 1586 249 924 361 22 30
A221 116 40 65 10 1 0
A222 32 4 9 8 3 8
A223 603 129 407 63 2 2
A224 835 76 443 280 16 20
B 2087 252 1478 287 45 25
B1 78 4 33 30 6 5
B2 166 21 125 17 3 0
B21 95 16 74 5 0 0
B22 8 0 4 3 1 0
B23 58 4 45 7 2 0
B24 5 1 2 2 0 0
B3 1843 227 1320 240 36 20
B31 673 79 368 173 33 20
B311 3 0 2 1 0 0
B312 50 4 31 14 1 0
B313 336 12 148 127 29 20
B314 284 63 187 31 3 0
B32 1170 148 952 67 3 0
Taulukko 10.4 Suojaamaton frekvenssitaulukko, jossa näkyvät
määrätaulukon 10.3 solufrekvenssit. Lihavoidut solut ovat taulukon
10.3 herkkiä soluja vastaavia soluja.
tietää kunkin tilastoyksikön taulukoitavan muuttujan arvo. Tätä varten on
tarpeen päästä käsittelemään myös taulukkoaineistojen taustalla olevaa mik-
roaineistoa. Taulukossa 10.5 on taulukon 10.3 ja yllä kuvaillun kolmiulottei-
sen taulukon herkkien solujen määriä eri herkkyyssääntöjen avulla laskettu-
na. Herkkien solujen määrittämiseen on käytetty τ -Argus-ohjelmaa (Hunde-
pool ym. 2011). Herkkien solujen määrittämisessä konsentraatiosäännöillä ei
ole otettu huomioon mahdollisia urkkijoiden muodostamia ryhmiä. Tyhjät
solut on automaattisesti määritelty turvallisiksi. Konsentraatiosääntöjen pa-
rametriarvojen valinnassa on käytetty epäyhtälön (5.12) määrittelemää yh-
teyttä, jolloin esimerkiksi p%-sääntöä parametriarvolla p = 10 vastaa domi-
nanssisääntö parametriarvoilla n = 2 ja k = 90. Kun molempiin tutkimusai-
neistosta muodostettuun, kaksi- ja kolmiulotteiseen, taulukkoon sovelletaan
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taulukossa 10.5 määriteltyä 13 eri herkkyyssääntöä, saadaan suojattavia tau-
lukoita yhteensä 26 kappaletta.
Herkkiä soluja (%)
Herkkyys- Parametri- Kaksi- Kolmi-
sääntö arvot ulott. ulott.
p% p = 10 6,7 14,6
p = 20 7,2 14,8
p = 30 10,0 16,0
(n, k) n = 2, k = 90 7,2 14,8
n = 2, k = 83 9,4 16,4
n = 2, k = 76 12,2 18,0
kynnysarvo t t = 5 13,3 19,3
p% ja p = 10, t = 5 13,3 19,3
kynnysarvo t p = 20, t = 5 13,3 19,3
p = 30, t = 5 13,9 19,3
(n, k) ja n = 2, k = 90, t = 5 13,3 19,3
kynnysarvo t n = 2, k = 83, t = 5 13,9 19,4
n = 2, k = 76, t = 5 13,9 19,5
Taulukko 10.5 Eri herkkyyssäännöillä määritettyjen herkkien so-
lujen määriä (% taulukon kaikista soluista) kaksi- ja kolmiulottei-
sessa taulukossa.
Taulukosta 10.5 huomataan sama, mikä todettiin kohdassa 5.2.2: epäyhtälön
(5.12) ollessa voimassa (n, k)-säännöllä määritellään herkäksi vähintään yhtä
paljon soluja kuin p%-säännöllä. Kynnysarvon käyttö lisää selkeästi herkkien
solujen määrää, joten aineistossa on selvästi soluja, joissa solufrekvenssi on
pieni ja kaikilla solun yksiköillä lähes samansuuruinen arvo. Jos solufrekvens-
sit ja käytetty herkkyyssääntö ovat urkkijan tiedossa, on kynnysarvon käyttö
konsentraatiosäännön rinnalla perusteltua. Ilman kynnysarvon käyttöä pal-
jastumisriski kohdistuisi erityisesti soluihin, jotka eivät konsentraatiosäännön
mukaan ole herkkiä, mutta joissa on pieni solufrekvenssi. Urkkija tietäisi täl-
laisten solujen tilastoyksiköiden arvojen olevan suhteellisen lähellä toisiaan ja
koska yksiköitä on vain vähän, niin mahdollisia jakaumia yksiköiden arvoil-
le on myös vähän. Soluun kuuluvien tilastoyksiköiden lukumäärän kasvaessa
epävarmuus yksiköiden arvojen jakaumasta kasvaa, jolloin paljastumisriski-
kin pienenee.
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Peittämistä ja CTA:ta varten herkille soluille tulee laskea suojavälit. Konsen-
traatiosääntöjä käytettäessä suojavälit määräytyvät suoraan herkkyyssään-
nön parametrien avulla (ks. kohta 5.2.5). Kynnysarvoa käytettäessä suojaväli
on määriteltävä manuaalisesti. Tässä luvussa kynnysarvon yhteydessä käy-
tettäväksi suojaväliksi on asetettu [ai−0, 3 ·ai , ai+0, 3 ·ai]. Kolmiulotteisen
taulukon herkille nollasoluille täytyy lisäksi määritellä manuaalisesti suoja-
väli, joka perustuen taulukon muihin soluarvoihin asetetaan olemaan [0, 250].
10.2 Peittämisen soveltaminen
Tutkimusaineistosta muodostettujen taulukoiden suojaamiseen sovelletaan
kahta eri heuristista peittämismenetelmää: hyperkuutiomenetelmää ja mo-
dulaarista menetelmää. Peittäminen suoritetaan τ -Argus-ohjelman version
3.5 avulla (Hundepool ym. 2011).
10.2.1 Hyperkuutiomenetelmä: GHMITER
τ -Arguksessa hyperkuutiomenetelmä toteutetaan GHMITER-nimisen sovel-
luksen avulla. Menetelmä perustuu ajatukseen, että yksinkertaisessa taulu-
kossa peitetty solu on suojattu, jos se on kulmapiste hyperkuution muotoises-
sa peittämiskaavassa. Hierarkkisen taulukon tapauksessa kattava taulukko on
jaettava yksinkertaisiin alitaulukoihin, jotka suojataan iteratiivisesti alkaen
hierarkian ylimmällä tasolla olevasta alitaulukosta. GHMITER-sovelluksessa
yksittäinen alitaulukko suojataan siten, että kaikille taulukon herkille soluille
etsitään kaikki mahdolliset hyperkuution muotoiset peittämiskaavat ja näis-
tä valitaan paras kullekin herkälle solulle. Kun kaikki alitaulukot on suojattu
kerran, menetelmää toistetaan iteratiivisesti siten, että jos sama solu esiin-
tyy useammassa alitaulussa, niin yhdessä taulukossa tultuaan valituksi tois-
sijaiseksi soluksi peittämiskaavaan samaa solua käsitellään herkkänä soluna
muissa alitaulukoissa. Iterointia toistetaan, kunnes uusia peittämiskaavoja
ei enää tarvitse etsiä, vaan jokaiselle herkälle solulle on löytynyt suojaava
hyperkuutio. (Hundepool ym. 2011, 12–13.)
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Määrätaulukon herkälle solulle mahdollinen hyperkuutio on sellainen, jo-
ka tuottaa tarpeeksi leveän peittämisvälin ja ehkäisee liian tarkan paljas-
tumisen. GHMITER huomioi peittämiskaavan valinnassa toissijaisten solu-
jen koon suojauksen onnistumiseksi (ks. tulos 5.4). Kullekin herkälle solulle
parhaan hyperkuution valinta kaikkien mahdollisten kuutioiden joukosta ta-
pahtuu kaksivaiheisella valintamenettelyllä (Hundepool ym. 2011, 12). Ensin
kriteerinä käytetään toissijaisten solujen määrää, jolloin hyperkuutio, jossa
toissijaisten solujen lukumäärä on pienin, tulee valituksi. Jos monessa hyper-
kuutiossa on sama, pienin toissijaisten solujen lukumäärä, niin ohjelma itse
määrää kullekin solulle painoarvon ja valitsee sen hyperkuution, johon kuu-
luvien solujen painojen summa on pienin. Painot määräytyvät periaatteel-
la, jonka mukaan marginaalisolut saavat suuremmat painot kuin sisäsolut,
koska marginaalisolujen peittäminen kasvattaisi informaatiokatoa enemmän
kuin sisäsolujen. (Hundepool ym. 2010, 158.) Hyperkuutiomenetelmän yh-
teydessä ohjelman käyttäjän ei siis itse tarvitse määritellä kustannusfunktio-
ta suojattavan taulukon soluille.
Toisinaan GHMITER ei pysty löytämään yksittäistä hyperkuutiota tarjoa-
maan vaadittua suojaa herkälle solulle. Koska sovellus ei osaa huomioida mui-
ta soluja suojaavien hyperkuutioiden mahdollisesti tarjoamaa suojaa, niin
edellä mainitussa tilanteessa sovellus ei voi olla varma suojauksen onnistu-
mista. Jotta saataisiin aikaan edes jonkinlainen peittämiskaava koko taulu-
kolle, niin hankalien solujen kohdalla GHMITER asteittain laskee käytetyn
herkkyyssäännön mukaista suhteellisen suojavälin pituutta SPLi/ai. Peittä-
misen suoritettuaan τ -Argus raportoi ohjelman käyttäjälle, jos joissain taulu-
kon soluissa suojavälin pituutta täytyi laskea peittämiskaavan löytämiseksi.
Taulukko 10.6 on hyperkuutiomenetelmällä suojattu taulukko 10.3. Herk-
kyyssääntönä on käytetty kynnysarvoa t = 5 ja p%-sääntöä parametriarvolla
p = 30. Taulukon 25:stä herkästä solusta yhden kohdalla GHMITER joutui
laskemaan suhteellisen suojavälin pituutta puoleen alkuperäisestä.
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Yhteensä Ryhmä 0 Ryhmä 1 Ryhmä 2 Ryhmä 3 Ryhmä 4
Yhteensä 42056368 3173933 17058869 13097117 2974119 5752330
A 35271043 2636703 13361071 11559405 2394677 5319187
A1 12827960 924152 4773657 3453158 1099320 2577673
A11 1169060 150429 492364 300399 115854 110014
A12 1603192 69350 391828 422227 151614 568173
A13 10055708 704373 3889465 2730532 831852 1899486
A2 22443083 1712551 8587414 8106247 1295357 2741514
A21 16002264 1279740 5894280 6007296 1041182 1779766
A211 229929 30586 101264 48032 x x
A212 1801136 292462 669841 353278 x x
A213 13971199 956692 5123175 5605986 915013 1370333
A22 6440819 432811 2693134 2098951 254175 961748
A221 302489 x x 59905 x 0
A222 333361 x x 53403 x x
A223 1805986 234727 1143690 365168 x x
A224 3998983 135600 1360799 1620475 166458 715651
B 6785325 537230 3697798 1537712 579442 433143
B1 483467 x 87440 x x 124745
B2 424600 x 278665 x x 0
B21 236398 50731 169513 16154 0 0
B22 x 0 x x x 0
B23 136307 x x x x 0
B24 x x x x 0 0
B3 5877258 451655 3331693 1316333 469179 308398
B31 2802536 x 955595 973814 x 308398
B311 x 0 x x 0 0
B312 x x x x x 0
B313 1849703 39858 448553 739304 313590 308398
B314 742408 x 423203 x x 0
B32 3074722 x 2376098 342519 x 0
Taulukko 10.6 Hyperkuutiomenetelmällä suojattu taulukko 10.3.
10.2.2 Modulaarinen menetelmä: HiTaS
Erityisesti hierarkkisten taulukoiden peittämiseen soveltuva HiTaS-menetelmä,
eli τ -Arguksen modulaarinen menetelmä, on kuvattu kohdassa 8.4. Modu-
laarisen menetelmän yhteydessä soluille tulee määrätä kustannusfunktio ci.
Tutkimusaineiston taulukoille se määrätään olemaan itse soluarvo
ci = ai,
jolloin peittäminen pyritään kohdistamaan pieniin soluihin.
Modulaarista menetelmää käytettäessä τ -Argus-ohjelmassa käyttäjän on mah-
dollista kiinnittää suojauksessa erityistä huomiota soluihin, joissa on vain yk-
si tilastoyksikkö. Erityishuomiota vaativia tilanteita on kolmenlaisia:
(i) Taulukon jollain rivillä tai sarakkeessa on ensisijaisina soluina vain kak-
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si yhden yksikön solua. Tällöin yksiköt voivat paljastaa toisensa.
(ii) Taulukossa on ensisijaisia soluja vain kaksi, joista toisessa on vain yksi
yksikkö. Tällöin kyseinen yksikkö voi paljastaa toisen solun yksiköitä.
(iii) Kynnysarvoa käytettäessä kahden samalla rivillä tai sarakkeessa olevan
ensisijaisen solun summa voi myös olla herkkä. Tällöin nämä kaksi solua
eivät pysty suojaamaan toisiaan.
Käyttäjä voi edellä mainituissa tilanteissa halutessaan määrätä ohjelman te-
kemään lisäsuojausta kyseisille herkille soluille. (Hundepool ym. 2011, 18–
19.)
Yhteensä Ryhmä 0 Ryhmä 1 Ryhmä 2 Ryhmä 3 Ryhmä 4
Yhteensä 42056368 3173933 17058869 13097117 2974119 5752330
A 35271043 2636703 13361071 11559405 2394677 5319187
A1 12827960 924152 4773657 3453158 1099320 2577673
A11 1169060 150429 492364 300399 115854 110014
A12 1603192 69350 391828 422227 151614 568173
A13 10055708 704373 3889465 2730532 831852 1899486
A2 22443083 1712551 8587414 8106247 1295357 2741514
A21 16002264 1279740 5894280 6007296 1041182 1779766
A211 229929 30586 101264 48032 x x
A212 1801136 292462 669841 353278 x x
A213 13971199 956692 5123175 5605986 915013 1370333
A22 6440819 432811 2693134 2098951 254175 961748
A221 302489 x 171204 x x 0
A222 333361 x 17441 x x x
A223 1805986 234727 1143690 365168 x x
A224 3998983 135600 1360799 1620475 166458 715651
B 6785325 537230 3697798 1537712 579442 433143
B1 483467 x 87440 159291 x 124745
B2 424600 x 278665 62088 x 0
B21 236398 50731 169513 16154 0 0
B22 x 0 x x x 0
B23 136307 x 93544 x x 0
B24 x x x x 0 0
B3 5877258 451655 3331693 1316333 469179 308398
B31 2802536 x 955595 973814 x 308398
B311 x 0 x x 0 0
B312 x x x 87993 x 0
B313 1849703 39858 448553 739304 313590 308398
B314 742408 116547 423203 x x 0
B32 3074722 x 2376098 342519 x 0
Taulukko 10.7 Modulaarisella menetelmällä suojattu taulukko
10.3.
Taulukko 10.7 on modulaarisella menetelmällä suojattu taulukko 10.3. Herk-
kyyssääntönä on käytetty kynnysarvoa t = 5 ja p%-sääntöä parametriarvolla
p = 30.
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10.2.3 Peittämismenetelmien vertailu
Taulukossa 10.8 on koottuna kaksi- ja kolmiulotteisten suojattujen taulukoi-
den toissijaisten solujen ja soluarvojen suhteellisia osuuksia koko taulukon
soluista ja soluarvoista.
Taulukko Herkkyys- Toissijaisia Toissij. solujen
sääntö soluja (%) arvo (%)
hyper modul hyper modul
Kaksi- p = 10 13,9 11,1 0,5 0,4
ulott. p = 20 12,8 10,6 0,4 0,4
p = 30 12,8 10,6 0,8 0,5
n = 2, k = 90 12,8 10,0 0,4 0,4
n = 2, k = 83 13,9 12,2 0,7 0,6
n = 2, k = 76 12,8 11,1 0,8 0,6
t = 5 12,2 10,6 0,8 0,6
p = 10, t = 5 10,6 8,9 0,7 0,6
p = 20, t = 5 10,6 8,3 0,7 0,6
p = 30, t = 5 11,7 8,9 0,8 0,6
n = 2, k = 90, t = 5 10,6 8,3 0,7 0,6
n = 2, k = 83, t = 5 11,1 7,8 0,8 0,6
n = 2, k = 76, t = 5 11,7 9,4 0,8 0,6
Kolmi- p = 10 27,2 19,9 31,5 15,3
ulott. p = 20 27,8 20,7 32,9 17,9
p = 30 27,6 20,7 33,4 18,0
n = 2, k = 90 27,3 20,6 31,5 17,8
n = 2, k = 83 27,2 21,5 33,3 16,7
n = 2, k = 76 27,0 21,6 34,7 18,6
t = 5 26,2 20,2 35,7 18,9
p = 10, t = 5 25,1 19,5 34,2 18,4
p = 20, t = 5 26,1 19,8 34,7 18,5
p = 30, t = 5 26,1 20,0 35,7 19,0
n = 2, k = 90, t = 5 25,1 19,6 34,2 18,5
n = 2, k = 83, t = 5 25,8 19,8 34,7 19,0
n = 2, k = 76, t = 5 26,1 19,8 36,8 19,0
Taulukko 10.8 Heurististen peittämismenetelmien (hyper =
GHMITER, modul = HiTaS) vertailua. Prosenttiosuudet on las-
kettu koko taulukon soluista tai vastaavasti koko taulukon solujen
yhteenlasketusta arvosta.
Verrattaessa hyperkuutiomenetelmää ja modulaarista menetelmää huoma-
taan selvästi edellisen taipumus ylipeittämiseen. Koska hyperkuutiomenetel-
mä etsii vain hyperkuution mallisia peittämiskaavoja, se voi jättää huomiot-
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ta optimaalisempia kaavoja, jotka eivät ole hyperkuution mallisia. Kaksiu-
lotteisen taulukon tapauksessa hyperkuutiomenetelmä tuotti peittämiskaa-
voja, joissa toissijaisia soluja on muutamia prosenttiyksiköitä enemmän kuin
modulaarisen menetelmän peittämiskaavoissa. Siirryttäessä kolmiulotteiseen
taulukkoon, jossa soluja on yli viisinkertainen määrä kaksiulotteiseen tauluk-
koon verrattuna, myös ero toissijaisten solujen määrässä on selkeämpi kahden
menetelmän välillä.
Huomattavampia, kuin erot toissijaisten solujen määrissä, ovat erot toissijais-
ten solujen yhteenlaskettujen arvojen osuuksissa. Hyperkuutiomenetelmässä
solun kustannus ei suoraan määräydy solun arvon mukaan, toisin kuin mo-
dulaarisessa menetelmässä. Tästä johtuen modulaarinen menetelmä pyrkii
peittämiskaavaan, jossa toissijaisten solujen yhteenlaskettu arvo on pieni,
kun taas hyperkuutiomenetelmä katsoo peittämiskaavan ensisijaisiksi valin-
takriteereiksi kaavan muodon ja toissijaisten solujen lukumäärän. Tämä nä-
kyy hyvin verrattaessa kolmiulotteisen taulukon toissijaisten solujen arvojen
osuuksia, jotka hyperkuutiomenetelmällä ovat jopa yli kaksinkertaisia verrat-
tuna modulaariseen menetelmään. Kaksiulotteisessa taulukossa samanlaista
eroa menetelmien välillä ei ole, sillä toissijaisten solujen arvo on molemmilla
menetelmillä vain murto-osa koko taulukon solujen arvosta.
Kaikkia 26 eri taulukkoa GHMITER ei varmuudella pystynyt suojaamaan,
vaan 14 taulukon kohdalla muutamien solujen suhteellista suojavälin pituut-
ta jouduttiin laskemaan peittämiskaavaa muodostettaessa. Kaksiulotteisissa
taulukoissa epävarmoja soluja oli korkeintaan yksi ja kolmiulotteisissa taulu-
koissa korkeintaan 9 taulukkoa kohti. Yhdenkään epävarman solun kohdalla
suojavälin pituutta ei jouduttu laskemaan enempää kuin puoleen alkuperäi-
sestä.
Modulaarinen menetelmä on tutkimuksessa osoittautunut hyperkuutiota pa-
remmaksi, jos mittana käytetään peittämiskaavan ominaisuuksia, kuten tois-
sijaisten solujen lukumäärää ja sovelletun herkkyyssäännön vaatiman suojan
toteutumista. Sen sijaan peittämiseen kuluvan ajan avulla mitattuna hyper-
kuutiomenetelmä osoittautui modulaarista menetelmää paremmaksi. Hyper-
kuutiomenetelmän nopeus perustuu siihen, että menetelmä etsii peittämis-
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kaavaa ainoastaan hyperkuutioiden joukosta ja laskee vaihtoehtoisten peit-
tämiskaavojen aiheuttamia peittämisvälejä. Tämä ei vaadi ollenkaan aikaa
vievää lineaarista optimointia, toisin kuin modulaarinen menetelmä. (Hun-
depool ym. 2011, 12.) Tutkimusaineiston taulukot ovat suhteellisen pieniä,
joten eroa menetelmien välillä ei ollut kuin alle 10 sekuntia, mutta suurem-
pien taulukoiden tapauksessa ero varmasti kasvaisi.
10.3 CTA:n soveltaminen
Tutkimusaineiston taulukoiden suojaaminen CTA:lla toteutettiin Jordi Cast-
rolta saadun RCTA-ohjelmakoodin avulla (Castro, Gonzalez & Baena 2009).
Ohjelmaa varten suojattavat taulukot täytyi muokata .JJ-tiedostomuotoon,
missä apuna käytettiin τ -Argusta (Castro ym. 2009, 7–8; Hundepool ym.
2011, 91).
RCTA-ohjelman optimointiongelma on sivun 72 MILP-malli, jossa etäisyy-
tenä on käytetty L1-etäisyyttä. Kustannusfunktio on lineaarimuunnos solun
arvosta
ci = βiai,
jossa βi ≈ 0, 0005. Muunnoksen avulla τ -Argus on skaalannut kustannusfunk-
tion arvot välille [1, 20000]. Koska kyseessä on RCTA-ohjelma, voidaan osa
soluarvoista kiinnittää siten, ettei niiden arvoa säädetä suojauksessa. τ -Argus
kiinnittää automaattisesti turvalliset nollasolut taulukkoa .JJ-muotoon tal-
lennettaessa.
Liian monen soluarvon kiinnittäminen voi johtaa tilanteeseen, jossa CTA:n
optimointiongelmalle ei löydy ratkaisua, joten mielenkiinnon kohteena ole-
vien soluarvojen kiinnittämisen sijasta niiden kustannusfunktion arvo kan-
nattaa määrätä korkeaksi. Tutkimusaineiston taulukoiden kohdalla ainoas-
taan ei-herkät nollat kiinnitettiin, eikä minkään solun kustannusfunktion
arvoa muutettu manuaalisesti. Kaikkien taulukoiden kohdalla RCTA löysi
MILP-mallin ehdot toteuttavan suojatun taulukon. Esimerkki CTA:lla suo-
jatusta taulukosta on taulukko 10.9, jota vastaavaan suojaamattomaan taulu-
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koon 10.3 on sovellettu p%-sääntöä ja kynnysarvosääntöä parametrein p = 30
ja t = 5.
Yhteensä Ryhmä 0 Ryhmä 1 Ryhmä 2 Ryhmä 3 Ryhmä 4
Yhteensä 42056368 3173933 17058869 13097117 2974119 5752330
A 35271043 2636703 13361071 11559405 2394677 5319187
A1 12827960 924152 4773657 3453158 1099320 2577673
A11 1169060 150429 492364 300399 115854 110014
A12 1603192 69350 391828 422227 151614 568173
A13 10055708 704373 3889465 2730532 831852 1899486
A2 22443083 1712551 8587414 8106247 1295357 2741514
A21 16002264 1279740 5894280 6007296 1041182 1779766
A211 229929 25180 101264 48032 43120 12333
A212 1801136 297868 669841 353278 83049 397100
A213 13971199 956692 5123175 5605986 915013 1370333
A22 6440819 432811 2693134 2098951 254175 961748
A221 302489 50187 171204 59905 21193 0
A222 333361 12297 17441 53403 39676 210544
A223 1805986 234727 1143690 365168 26848 35553
A224 3998983 135600 1360799 1620475 166458 715651
B 6785325 537230 3697798 1537712 579442 433143
B1 483467 25538 87440 159291 86453 124745
B2 424600 60037 278665 62088 23810 0
B21 236398 50731 169513 16154 0 0
B22 46688 0 14785 20722 11181 0
B23 136307 5407 93544 24727 12629 0
B24 5207 3899 823 485 0 0
B3 5877258 451655 3331693 1316333 469179 308398
B31 2802536 188111 955595 973814 376618 308398
B311 11020 0 4750 6270 0 0
B312 199405 31706 79089 87203 1407 0
B313 1849703 39858 448553 739304 313590 308398
B314 742408 116547 423203 141037 61621 0
B32 3074722 263544 2376098 342519 92561 0
Taulukko 10.9 CTA:lla suojattu määrätaulukko 10.3.
Taulukossa 10.10 on ei-herkkiin soluihin kohdistuneiden säätöjen jakaumia
CTA:lla suojatuissa taulukoissa. Ei-herkkien solujen säätömääriä on tutkittu
erillään herkistä soluista, sillä herkkien solujen arvot väistämättä muuttuvat
suojavälien leveydestä johtuen suhteessa enemmän kuin ei-herkkien solujen
arvot, joita CTA pyrkii muuttamaan mahdollisimman vähän. Toisaalta jos
suojattavana on pieni taulukko (kuten tutkimusaineiston taulukot ovat) tai
jos taulukossa on paljon kiinnitettyjä (tyhjiä) soluja, joudutaan ei-herkkiäkin
soluja säätämään paljon suojatun taulukon additiivisuuden säilyttämiseksi.
Taulukossa 10.10 ei ole huomioitu kolmiulotteisten taulukoiden herkkiä nol-
lasoluja, sillä niille ei pystytä laskemaan suhteellista arvon muutosta. Herk-
kien nollasolujen absoluuttisten muutosten jakaumat taulukoittain on kuvat-
tu taulukossa 10.11.
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Säädettyjä Suhteellisen säätömäärän jakauman
Herkkyys- ei-herkkiä jakaumapisteet:
Taulukko sääntö soluja (%) min p25 p50 p75 p90 max
Kaksi- p = 10 8,3 0,2 0,6 2,2 17,0 34,6 35,8
ulott. p = 20 10,0 0,4 1,7 3,7 9,1 45,1 69,2
p = 30 8,9 0,0 2,8 4,9 8,8 32,3 103,8
n = 2, k = 90 10,0 0,2 0,5 2,2 6,1 34,4 38,5
n = 2, k = 83 11,1 0,0 0,6 3,4 9,7 36,7 70,9
n = 2, k = 76 9,4 0,2 1,7 5,8 6,7 16,1 38,3
t = 5 11,1 1,1 1,5 7,0 13,6 15,7 34,9
p = 10, t = 5 10,0 0,0 1,3 6,4 15,4 27,6 46,6
p = 20, t = 5 11,7 0,5 2,6 7,4 14,9 22,7 27,1
p = 30, t = 5 9,4 0,0 1,2 4,1 10,7 16,4 17,6
n = 2, k = 90, t = 5 11,7 0,0 2,5 7,4 15,4 20,6 48,6
n = 2, k = 83, t = 5 10,6 0,0 1,1 4,4 10,7 17,0 21,2
n = 2, k = 76, t = 5 8,3 0,2 1,4 4,1 6,8 10,7 14,8
Kolmi- p = 10 18,0 0,0 0,4 1,4 4,1 15,7 160,7
ulott. p = 20 18,9 0,0 0,7 2,5 7,0 34,9 207,0
p = 30 19,0 0,0 0,6 2,5 8,4 48,0 270,6
n = 2, k = 90 17,7 0,0 0,5 1,6 7,9 28,9 100,0
n = 2, k = 83 20,1 0,0 0,4 2,3 7,4 40,9 203,4
n = 2, k = 76 20,4 0,0 0,5 2,2 8,2 38,3 308,5
t = 5 19,7 0,0 1,0 4,1 12,2 38,3 371,9
p = 10, t = 5 19,2 0,0 0,6 3,0 12,4 51,6 326,4
p = 20, t = 5 18,6 0,0 0,7 3,2 12,2 46,1 325,6
p = 30, t = 5 19,7 0,0 0,7 2,9 9,0 36,5 371,9
n = 2, k = 90, t = 5 19,4 0,0 0,5 2,8 15,2 51,6 325,3
n = 2, k = 83, t = 5 18,9 0,0 0,7 3,6 15,4 58,1 297,0
n = 2, k = 76, t = 5 18,3 0,0 1,0 3,7 13,8 56,5 371,9
Taulukko 10.10 Säädettyjen ei-herkkien solujen suhteellisten sää-
tömäärien jakaumat taulukoittain.
Ensimmäinen tärkeä havainto taulukosta 10.10 on, että ei-herkkiä säädettyjä
soluja on kaksiulotteisissa taulukossa vain noin 10 prosenttia ja kolmiulottei-
sissa taulukoissa noin 20 prosenttia taulukon soluista. Verrattaessa peittämi-
seen todetaan, että toissijaisten solujen määrä vastasi melko hyvin säädetty-
jen ei-herkkien solujen määrää. Toisaalta vertaamalla ainoastaan toissijaisten
solujen määrää säädettyjen ei-herkkien solujen määrään ei pystytä vertaile-
maan sitä, kumpi menetelmä säilyttää paremmin taulukon hyödyllisyyden.
Taulukko, jossa 20 prosenttia ei-herkistä soluista on säädetty hyvin pienen
suhteellisen osuuden verran voi olla paljon hyödyllisempi, kuin taulukko, jos-
ta 10 prosenttia ei-herkistä soluista on peitetty kokonaan näkyvistä.
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Toinen tärkeä havainto taulukosta 10.10 on suhteellisten säätömäärien jakau-
mien vinous. Kaksiulotteisissa taulukoissa suurin muutos ei-herkissä soluis-
sa on reilu 100 prosenttia alkuperäisestä soluarvosta, mutta silti kolme nel-
jäsosaa säädöistä on korkeintaan 17 prosenttia alkuperäisen solun arvosta.
Kolmiulotteisissa taulukoissa suurimmat säädöt ovat 300 prosenttia alkupe-
räisestä soluarvosta, mutta kolme neljäsosaa säädöistä on alle 16 prosenttia
alkuperäisestä arvosta. Kuten jo aiemmin todettiin, isoissa taulukoissa pie-
nemmät yksittäiset säädöt ovat mahdollisempia kuin pienemmissä taulukois-
sa. Kolmiulotteisissa taulukoissa neljäsosaa kaikista säädetyistä ei-herkistä
soluarvoista on säädetty korkeintaan prosentin verran.
Säädettyjä
Herkkyys- herkkiä Säädön Säädön
sääntö nollasoluja vaihteluväli mediaani
p = 10 28 [250, 1595] 424
p = 20 28 [250, 2748] 848
p = 30 21 [250, 2749] 836
n = 2, k = 90 15 [250, 733] 483
n = 2, k = 83 28 [250, 4115] 1222
n = 2, k = 76 15 [261, 1633] 1372
t = 5 26 [250, 6273] 2273
p = 10, t = 5 16 [773, 2098] 1326
p = 20, t = 5 22 [557, 3712] 665
p = 30, t = 5 26 [250, 2403] 668
n = 2, k = 90, t = 5 0 – –
n = 2, k = 83, t = 5 22 [250, 1390] 250
n = 2, k = 76, t = 5 19 [261, 4414] 1372
Taulukko 10.11 Kolmiulotteisten taulukoiden säädettyjen herk-
kien nollasolujen absoluuttisten säätömäärien jakaumia. Joka tau-
lukossa herkkiä nollasoluja on yhteensä 38 kappaletta.
Taulukossa 10.11 on esitetty kolmiulotteisten taulukoiden säädettyjen herk-
kien nollien lukumäärät ja absoluuttisten säätöjen vaihteluvälit. Herkkiä nol-
lia oli jokaisessa kolmiulotteisessa taulukossa 38 kappaletta ja niille suojavä-
liksi määriteltiin [0, 250]. RCTA-ohjelma pystyi siis jättämään herkän nollan
nollaksi tai muuttamaan sen arvoksi vähintään 250. Vain yhdessä taulukossa
kaikki herkät nollat oli jätetty nolliksi. Muissa taulukoissa ainakin kolmas-
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osa nollista oli säädetty. Säätöjen määrät vaihtelivat minimin 250 ja yli 4000
yksikön välillä.
CTA:lla suojatun taulukon nollasolu ei ole urkkijalle paljastava, sillä kaikki
suojatun taulukon nollat eivät alun perin ole herkkiä nollia. Nolla voi olla
joko rakenteellinen nolla tai se voi olla alun perin positiivinen soluarvo, jo-
ka on säädetty nollaksi. Vaikka urkkija siis tietäisi kiinnostuksensa kohteena
olevan yrityksen sijoittuvan tiettyyn soluun, jonka arvo suojatussa taulukos-
sa on nolla, hän ei kuitenkaan varmuudella pysty päättelemään yrityksen
liikevaihdon olevan nolla. Taulukon suojauksen kannalta ei siis välttämättä
haittaa, vaikkei kaikkia herkkiä nollia ole säädetty.
Vaikkei suojauksessa käytettykään erityisesti jakaumaominaisuudet säilyttä-
vää CTA:ta tai alkuperäisen ja säädetyn taulukon solujakaumien etäisyyden
minimoivaa CTA:ta, niin silti on mielenkiintoista tutkia taulukoiden soluja-
kaumien säilymistä. Testataan hypoteeseja
H0 : Alkuperäisen taulukon ja CTA:lla suojatun taulukon soluarvojen
jakaumat ovat samoja.
H1 : Alkuperäisen taulukon ja CTA:lla suojatun taulukon soluarvojen
jakaumat poikkeavat toisistaan.
Koska taulukoiden soluarvojen jakaumat ovat hyvin vinoja, ei parametri-
sia testejä voida käyttää. Sen sijaan testauksessa käytetään empiiriseen ja-
kaumafunktioon perustuvaa Kolmogorovin ja Smirnovin testiä (K–S-testiä).
Cox ym. (2006, 8) perustelee vastaavassa testaustilanteessa K–S-testin käyt-
töä muun muassa juuri soluarvojen jakauman vinoudella. Cox ym. käyttää
testauksessa myös χ2-yhteensopivuustestiä. Tutkimusaineiston tapauksessa
muutokset soluarvoissa ovat kuitenkin jopa tuhansia yksiköitä ja χ2-testi on
erittäin herkkä suurten muutosten kohdalla. Näistä syistä tässä tutkielmassa
χ2-testausta ei suoriteta. K–S-testin testisuure D määritellään kahden em-
piirisen jakaumafunktion suurimman etäisyyden avulla, joten se on yksittäis-
ten soluarvojen muutosten suhteen χ2-testiä robustimpi. Testin tulokset on
esitetty taulukossa 10.12.
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Taulukko Herkkyyssääntö Testisuure D p-arvo
Kaksi- p = 10 0,022 1,00
ulott. p = 20 0,011 1,00
p = 30 0,017 1,00
n = 2, k = 90 0,022 1,00
n = 2, k = 83 0,011 1,00
n = 2, k = 76 0,017 1,00
t = 5 0,017 1,00
p = 10, t = 5 0,022 1,00
p = 20, t = 5 0,017 1,00
p = 30, t = 5 0,017 1,00
n = 2, k = 90, t = 5 0,028 1,00
n = 2, k = 83, t = 5 0,022 1,00
n = 2, k = 76, t = 5 0,022 1,00
Kolmi- p = 10 0,025 0,89
ulott. p = 20 0,022 0,95
p = 30 0,021 0,97
n = 2, k = 90 0,014 1,00
n = 2, k = 83 0,019 0,99
n = 2, k = 76 0,023 0,93
t = 5 0,015 1,00
p = 10, t = 5 0,015 1,00
p = 20, t = 5 0,012 1,00
p = 30, t = 5 0,015 1,00
n = 2, k = 90, t = 5 0,019 0,99
n = 2, k = 83, t = 5 0,018 1,00
n = 2, k = 76, t = 5 0,020 0,98
Taulukko 10.12 Alkuperäisten taulukoiden ja CTA:lla suojattujen
taulukoiden soluarvojen jakaumien yhteensopivuustestin tulokset.
K–S-testin mukaan yhdenkään taulukon kohdalla CTA ei tilastollisesti mer-
kitsevästi muuttanut soluarvojen jakaumaa. Testitulosten ja taulukon 10.10
perusteella CTA on selvästi muuttanut joitakin yksittäisiä soluarvoja, mutta
ei ole perusteita hylätä nollahypoteesia, jonka mukaan soluarvojen jakauma
ei ole muuttunut suojauksen myötä. Tilanteesta riippuen suuri muutos yk-
sittäisessä soluarvossa tai edes siitä mahdollisesti aiheutuva poikkeama ja-
kaumassa ei ole haitaksi, jos kyseinen solu ei taulukon käyttäjälle ole mie-
lenkiintoinen tai soluarvojen jakaumasta ei yleisesti olla kiinnostuneita. Jos
taas taulukossa on ei-herkkiä soluja, joiden arvot katsotaan erittäin tärkeik-
si taulukon hyödyllisyyden kannalta, kannattaa nämä solut kiinnittää ennen
suojausta.
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11 Lopuksi
Tässä tutkielmassa on käsitelty taulukkoaineistojen tilastollisia tietosuojaky-
symyksiä. Taulukkoaineistoihin liittyvän paljastumisriskin ja suojatun tau-
lukon hyödyllisyyden mittaamisen pohdinnasta siirryttiin tarkastelemaan,
kuinka käytännössä suojausta voidaan toteuttaa solujen herkkyyden mit-
taamisen ja varsinaisten suojausmenetelmien avulla. Taulukkoaineistojen ti-
lastollisiin tietosuojamenetelmiin liittyy edelleen tärkeitä ratkaisemattomia
kysymyksiä. Suurin haaste alalla on taulukkoaineistojen yksilöllisyys. Paitsi
että taulukoiden rakenteet ja sisällöt poikkeavat huomattavastikin toisistaan,
on taulukoilla lisäksi erilaisia käyttötarkoituksia ja julkaisukonsepteja. Jokai-
sen taulukon erityispiirteet tulisi huomioida onnistuneen suojauksen toteut-
tamiseksi. Onko tämä mahdollinen tehtävä?
Tilastollisten tietosuojamenetelmien keskeisin kysymys on, kuinka suojata
taulukko riittävästi menettämättä samalla liikaa informaatiota ja laskematta
suojatun taulukon hyödyllisyyttä liian alhaiseksi. Taulukon paljastumisris-
kin pienentämisen ja hyödyllisyyden säilyttämisen välisen tasapainon löytä-
miseksi tarvitaan mitat riskille ja hyödylle. On tarpeen määritellä, kuka on
urkkija ja mitkä ovat hänen motiivinsa ja resurssinsa. Entä minkälaisia urk-
kijoita vastaan aika ja saatavilla olevat työkalut riittävät? Samoin täytyy
selvittää, kenelle taulukko on tarkoitettu, kuka taulukosta haluaa hyötyä ja
millä tavalla. Vastaukset edellä esitettyihin kysymyksiin ovat aina tapauskoh-
taisia, joten yleistyksiä on tehtävä. Nykyisillä menetelmillä ja herkkyyssään-
nöillä paljastumisriskiä voidaan mitata taulukko- ja tilannekohtaisesti. Oi-
kean herkkyyssäännön valinnassa tulee huomioida taulukon rakenne ja mah-
dolliset erityishuomiota vaativat solut. Taulukon hyöty taas on lähes täysin
subjektiivinen käsite, jonka mittaaminen ei olemassa olevilla menetelmillä
yksiselitteisesti ole mahdollista.
Cox ym. (2011) nostaa esille tarpeen kehittää universaalit mitat taulukon
paljastumisriskille ja hyödylle sekä tavan määrittää sopiva tasapaino näi-
den välille. Erilaisten tietosuojamenetelmien keskinäinen vertailu on vaikeaa,
koska suojattujen taulukoiden hyödylle ja laadulle ei yllä mainittua yhteistä
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mittaa ole. Universaali hyödyn mitta auttaisi olemassa olevien menetelmien
vertailun lisäksi mahdollisesti myös uusien menetelmien kehitystä ja arvioin-
tia.
Tutkielman empiirisessä osassa vertailtiin kahta erityisesti määrätaulukoille
soveltuvaa suojausmenetelmää: peittämistä ja kontrolloitua taulukon säätöä,
eli CTA:ta. Molemmat menetelmät perustuvat taulukon paljastumisriskin
määrittelyyn solukohtaisten lineaaristen herkkyysmittojen avulla. Peittämis-
menetelmän mainitsee jo Fellegi (1972, 15), kun taas CTA on uusi menetel-
mä, joka on kehitetty vasta 2000-luvulla (Dandekar & Cox 2002). Peittämällä
suojatuissa taulukoissa informaatiokato on suuri, sillä peitettäviä ensisijaisia
ja toissijaisia soluja voi olla jopa 40 prosenttia taulukon kaikista soluista (ks.
kohta 10.2.3). CTA:ssa, jossa solujen peittämisen sijaan soluarvoja sääde-
tään, menetetään tietoa korkeintaan yhtä paljon kuin peittämisessä, mutta
suojatuista taulukoista saadaan ehjempiä ja näin helpommin analysoitavia.
Taulukon laadun ja hyödyn säilyttämisen näkökulmasta CTA on peittämistä
parempi menetelmä.
CTA vaatii peittämiseen verrattuna enemmän taulukon käyttäjältä, jotta
suojaus taulukon tulkinnassa ja mahdollisissa jatkoanalyyseissä osattaisiin
ottaa tarpeeksi huomioon. Peittämällä suojatusta taulukosta suojaus näkyy
välittömästi, toisin kuin CTA:n tapauksessa. CTA:lla suojattu taulukko on
synteettinen, jolloin siinä olevat luvut eivät välttämättä ole oikeita. Vain tark-
kaavainen taulukon tulkitsija osaa ottaa tämän huomioon. CTA:lla kuitenkin
pyritään mahdollisimman lähellä alkuperäistä, suojaamatonta taulukkoa ole-
vaan synteettiseen taulukkoon. Onko siis parempi julkaista mahdollisesti hie-
man totuudesta poikkeavia soluarvoja vai jättää soluarvot kokonaan julkai-
sematta? Vastaus riippuu tilanteesta ja taulukon käyttötarkoituksesta. CTA
on vielä niin uusi menetelmä, ettei se ole laajasti käytössä, eikä markkinoilla
ole ohjelmaa sen soveltamiseksi. Näillä näkymin ohjelmiston kehittämisen ja
menetelmän tunnetummaksi tekemisen myötä CTA:sta tulee kuitenkin hyvä
vaihtoehto peittämiselle määrätaulukoiden suojausmenetelmänä.
Hyvän taulukkoaineistojen tilastollisen tietosuojamenetelmän tulee riittäväs-
ti rajoittaa tilastoyksiköiden paljastumisriskiä ja samalla säilyttää alkuperäi-
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sen aineiston tärkeimmät ominaisuudet, kuten hyödynnettävyyden ja aineis-
tosta tehtyjen päätelmien luotettavuuden. Nykyiset menetelmät, kuten peit-
täminen ja CTA osittain toteuttavat nämä vaatimukset, varsinkin tarkastel-
taessa menetelmiä tilanne- tai taulukkokohtaisesti. Yksittäisen taulukon koh-
dalla erilaisten urkkijaskenaarioiden huomioon ottaminen, paljastumisriskin
ja taulukon hyödyllisyyden arviointi sekä ratkaisu eri suojausmenetelmien
välillä voi onnistua helpostikin. Toimiva tilastotuotanto tarvitsee kuitenkin
yleistettävämpiä mittoja ja menetelmiä tilastollisen tietosuojan toteuttami-
seksi.
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Sanasto
(n, k)-sääntö eli dominanssisääntö on herkkyyssääntö, jonka mukaan solu on herk-
kä, jos sen n suurinta yksikköä muodostavat enemmän kuin k prosenttia solun
kokonaisarvosta.
(p, q)-sääntö (prior-posterior rule) on herkkyyssääntö, jota käytetään, kun olete-
taan urkkijan pystyvän julkisen tiedon avulla estimoimaan tilastoyksiköiden
arvoja q prosentin tarkkuudella (q > p). Solu määritellään herkäksi jos urk-
kija tämän etukäteistiedon ja julkaistun taulukon avulla pystyy estimoimaan
solun suurimman yksikön arvon p prosentin tarkkuudella tai tarkemmin.
Alempi herkkyysmitta (lower sensitivity measure) mittaa, kuinka paljon so-
luarvon avulla voidaan aliestimoida yksittäisen tilastoyksikön arvoa (vrt.
ylempi herkkyysmitta).
Auditointi (disclosure audit) on taulukon suojaamisen vaihe, jossa tarkistetaan
jo toteutetun suojauksen pätevyys.
CTA (controlled tabular adjustment) eli kontrolloitu taulukon säätö on taulukoi-
den tilastollinen tietosuojamenetelmä, jossa herkkien solujen arvot säädetään
suojavälin ala- tai ylärajalle ja muita soluarvoja säädetään pienin mahdolli-
nen määrä siten, että taulukon additiivisuus säilytetään.
Dominanssisääntö (dominance rule) ks. (n, k)-sääntö
Ehdolliset taulukot ovat samaa perusjoukkoa kuvaavia taulukoita, joilla on vä-
hintään yksi yhteinen luokitteleva muuttuja.
Ensisijainen peittäminen (primary suppression) on herkkien, eli ensisijaisten
solujen peittämistä suojattavassa taulukossa.
Frekvenssitaulukko (frequency table) on taulukko, jossa kunkin solun arvo on
soluun kuuluvien tilastoyksiköiden lukumäärä.
Herkkä solu (sensitive cell) on solu, johon liittyy paljastumisriski, eli jokin soluun
kuuluvista tilastoyksiköistä on vaarassa paljastua.
Herkkyyssääntö (sensitivity rule) on sääntö, jonka mukaan taulukon solut luo-
kitellaan herkkiin (suojattaviin) ja ei-herkkiin (turvallisiin) soluihin.
Hierarkkinen taulukko (hierarchical table) on taulukko, jonka ainakin yhdellä
luokittelevalla muuttujalla on hierarkkinen rakenne. Muuttujalla on hierark-
kinen rakenne, jos sen saamat arvot on jaettu eri tasoille siten, että alemmalle
tasolle kuuluva arvo sisältyy myös johonkin ylemmän tason arvoon.
Identiteetin paljastuminen (identity disclosure) tapahtuu, jos henkilö, yritys
tai muu tilastoitavan perusjoukon jäsen voidaan yhdistää suoraan johonkin
tilastotiedoissa esiintyvään yksikköön.
Konsentraatiosäännöt (concentration rules) ovat herkkyyssääntöjä, joilla mi-
tattuna solun herkkyys perustuu soluun kuuluvien yksiköiden arvojen väli-
siin suuruuseroihin. p%-sääntö ja (n, k)-sääntö ovat konsentraatiosääntöjä.
Kontrolloitu taulukon säätö ks. CTA
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Kynnysarvo t (threshold rule, minimum frequency rule) on herkkyyssääntö, jon-
ka mukaan solu on herkkä, jos siihen kuuluvien tilastoyksiköiden lukumäärä
on pienempi kuin t.
Likimääräinen paljastuminen (approximate disclosure) tapahtuu, jos tilasto-
tiedon avulla yksikön ominaisuus voidaan estimoida riittävällä tarkkuudella
(muttei aivan tarkasti).
Lineaariset herkkyysmitat (linear sensitivity measures) ovat mittoja, joiden
avulla määritellään solujen herkkyys. Mitat perustuvat kuhunkin soluun kuu-
luvien tilastoyksiköiden arvojen lineaarikombinaatioihin.
Linkittyneet taulukot (linked tables) ovat joko hierarkkisia tai ehdollisia tau-
lukoita, jotka on muodostettu samaa aineistopohjaa käyttäen ja taulukoilla
on joko osittain yhteisiä luokittelevia muuttujia tai taulukoissa on käytetty
saman hierarkkisen muuttujan eritasoisia luokituksia.
Luokittelevat muuttujat (explanatory variables) ovat taulukon virittäviä muut-
tujia, joita voi olla yksi tai useampia ja joiden lukumäärä vastaa taulukon
ulotteisuutta. Jokainen taulukon sisäsolu on luokittelevien muuttujien jokin
ristiinluokitus, eli jokaiseen soluun liittyy tietty luokittelevien muuttujien
arvojen yhdistelmä.
Mikroaineisto (microdata) on aineisto, jossa on näkyvissä yksittäisten tilastoyk-
siköiden tietoja.
Määrätaulukko (magnitude table) on taulukko, jossa kunkin solun arvo on so-
luun kuuluvien yksiköiden saamien taulukoitavan muuttujan arvojen jokin
aggregaatti, kuten summa tai keskiarvo.
Ominaisuuden paljastuminen (attribute disclosure) tapahtuu, kun tilastotie-
don avulla voidaan jonkin yksikön ominaisuus paljastaa tarkasti tai likimää-
räisesti. Tässä myös tilastoyksikön omaisuus (vrt. henkilön tulotiedot, yri-
tyksen liikevaihto) luetaan sen ominaisuudeksi.
Osittainen peittäminen (partial suppression) on taulukoiden tilastollinen tieto-
suojamenetelmä, jossa osa soluarvoista ai korvataan sopivilla väleillä [ai −
z−i , ai + z
+
i ], missä z
−
i ≥ 0 ja z+i ≥ 0.
p%-sääntö on herkkyyssääntö, jonka mukaan solu on herkkä, jos sen suurimman
yksikön arvo voidaan estimoida p prosentin tarkkuudella tai tarkemmin.
Paljastuminen jäännösten avulla (residual disclosure) tapahtuu, kun linkit-
tyneiden taulukoiden tapauksessa tilastotietoihin (julkaistaviin taulukoihin)
liittyvien lineaarikombinaatioiden avulla voidaan tuottaa luku, joka paljastaa
jonkin tilastoyksikön.
Peittäminen (cell suppression) on tilastollinen tietosuojamenetelmä, jossa suo-
jattavan taulukon herkkiä ja turvallisia soluarvoja peitetään, eli jätetään
julkaisematta.
Peittämiskaava (suppression pattern) on taulukon ensisijaisesti ja toissijaisesti
peitettävien solujen joukko.
Peittämisväli (feasibility interval) on peittämällä suojatusta taulukosta soluar-
volle ai laskettu tarkin mahdollinen väliestimaatti (ks. kuva 0.1).
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Pienten arvojen säätö (small cell adjustment) on pyöristämisen muunnelma,
jossa frekvenssitaulukon pienet solut (joiden joukossa myös herkät solut)
pyöristetään satunnaisesti jompaan kumpaan valitun kantaluvun b lähim-
mistä monikerroista. Taulukon marginaalisolut lasketaan uudestaan pienten
solujen pyöristämisen jälkeen, jolloin taulukon additiivisuus säilyy.
Pyöristäminen (rounding) on tilastollinen tietosuojamenetelmä, jossa taulukon
jokainen soluarvo pyöristetään valitun kantaluvun b joksikin monikerraksi.
Rajoittavat menetelmät (non-perturbative, restriction based methods) ovat tau-
lukoiden tilastollisia tietosuojamenetelmiä, jotka rajoittavat taulukon anta-
man informaation määrään solujen peittämisen tai aggregoinnin avulla.
Satunnaissotkenta (random perturbation) on tilastollinen tietosuojamenetelmä,
jossa taulukon soluarvoihin ai lisätään kohinatermi e ja suojatussa taulukossa
soluarvo on korvattu arvolla a′i = ai + e.
Sotkevat menetelmät (perturbative methods) ovat taulukoiden tilastollisia tie-
tosuojamenetelmiä, jotka perustuvat taulukon soluarvojen muokkaamiseen.
Suojaväli (protection interval) on herkille soluille määriteltävä väli, jonka sisälle
osuvat soluarvon piste- tai väliestimaatit ovat paljastumisen kannalta liian
lähellä solun oikeaa arvoa (ks. kuva 0.1).
Tarkka paljastuminen (exact disclosure) tapahtuu, jos tilastotiedon avulla tie-
tyn yksikön ominaisuus voidaan määritellä tarkasti.
Taulukkoaineisto (tabular data, table) tai lyhemmin taulukko on tilastotiedon
julkaisumuoto, jossa aggregoitu aineisto on järjestetty taulukkomuotoon. Tau-
lukko koostuu soluista, jotka voivat olla joko sisäsoluja (inner cells) tai yleen-
sä taulukon reunoilla sijaitsevia marginaalisoluja (marginal cells).
Taulukoitava muuttuja (response variable) tai vastemuuttuja on yksikkötasolla
mitattu muuttuja, jonka jakaumasta tilastoyksiköiden ja siten taulukon so-
lujen kesken ollaan kiinnostuneita. Määrätaulukossa yhden yksikön arvo on
sen vastemuuttujan saama arvo.
Tilastoyksikkö (respondent) on tilastoinnin kohteena olevan perusjoukon yksik-
kö, joka voi olla esimerkiksi luonnollinen henkilö, kotitalous tai yritys.
Tilastollinen paljastuminen (statistical disclosure) tapahtuu, kun tilastotiedon
avulla voidaan tunnistaa yksittäinen tilastoyksikkö ja oppia jotain uutta ky-
seisestä yksiköstä.
Tilastolliset tietosuojamenetelmät (statistical disclosure control/limitation
methods) ovat menetelmiä, joiden avulla pyritään pienentämään julkaista-
vaan taulukkoon liittyvä paljastumisriski hyväksyttävälle tasolle.
Toissijainen peittäminen (secondary suppression, complementary suppression)
on taulukon ei-herkkien solujen peittämistä ensisijaisten solujen lisäksi, jotta
marginaalisummien avulla ei pystyttäisi liian tarkasti estimoimaan ensisijai-
sesti peitettyjen, herkkien solujen arvoja.
Ulkoiset rajat (external bounds) ovat julkisessa tiedossa olevat ala- ja yläraja
solun mahdolliselle arvolle.
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Urkkija (intruder, data snooper, lurker) on henkilö tai taho, joka julkaistuista ti-
lastotiedoista pyrkii paljastamaan tilastoyksiköitä tai näiden ominaisuuksia.
Varjomuuttuja (shadow variable) on muuttuja, jota voidaan käyttää herkkien
solujen määrittämiseen tilanteissa, joissa tilastoyksiköiden suuruus on mie-
lekkäämpää mitata muun kuin taulukoitavan muuttujan arvoilla.
Ylempi herkkyysmitta (upper sensitivity measure) mittaa, kuinka paljon so-
luarvon avulla voidaan yliestimoida yksittäisen tilastoyksikön arvoa, eli kuin-
ka kaukana yksikön arvolle lasketun väliestimaatin yläraja on oikeasta arvos-
ta.
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Liite 1
Kattavan hierarkkisen taulukon 8.1 (s. 62) alitaulukot järjestettynä luokit-
televien muuttujien hierarkiatasojen mukaan korkeimmalta tasolta (taso 0)
matalimmalle tasolle (taso 4). Taulukoissa herkät, ensisijaisesti peitettävät
solut on lihavoitu ja merkitty kaarisulkeilla. Hakasulkeissa olevat solut ovat
HiTaS-menetelmällä toissijaisesti peitettäviä soluja.
Taulukoiden tasojen ja ryhmien määrittäminen on tehty mukaillen artikke-
lissa de Wolf (2002) esitettyä tapaa.
Taso 0
Ryhmä 00
Yhteensä
Koko alue R 188
Taso 1
Ryhmä 10
Yhteensä
A 75
B 81
C 32
Koko alue R 188
Ryhmä 01
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
Koko alue R 59 64 65 188
Taso 2
Ryhmä 20
Yhteensä
A1 37
A2 38
A 75
Yhteensä
B1 32
B2 21
B3 28
B 81
114
Ryhmä 11
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A [19] 27 [29] 75
B 31 24 26 81
C (9) 13 [10] 32
Koko alue R 59 64 65 188
Taso 3
Ryhmä 30
Yhteensä
A1.1 22
A1.2 15
A1 37
Ryhmä 21
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A1 9 [19] [9] 37
A2 [10] (8) 20 38
A [19] 27 [29] 75
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
B1 11 7 14 32
B2 (5) (9) [7] 21
B3 [15] (8) (5) 28
B 31 24 26 81
Taso 4
Ryhmä 31
Ryhmä 1 Ryhmä 2 Ryhmä 3 Yhteensä
A1.1 [7] 11 (4) 22
A1.2 (2) [8] (5) 15
A1 9 [19] [9] 37
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Liite 2
Kaavan (5.9) johtaminen kaavasta (5.8) (s. 32)
n∑
j=1
aji ≤
k
100
ai
⇔
n∑
j=1
aji ≤
k
100
∞∑
j=1
aji =
k
100
n∑
j=1
aji +
k
100
∞∑
j=n+1
aji
⇔
n∑
j=1
aji −
k
100
n∑
j=1
aji ≤
k
100
∞∑
j=n+1
aji
⇔ 100− k
100
n∑
j=1
aji ≤
k
100
∞∑
j=n+1
aji
⇔
n∑
j=1
(
100− k
100
)
aji −
∞∑
j=n+1
(
k
100
)
aji ≤ 0
Ekvivalenssin (9.7) osoittaminen (s. 78)
Merkitään a¯ = 1
N
∑N
i=1 ai ja y¯ =
1
N
∑N
i=1 yi.
L(y) =
cov(a, y)
var(a)
=
E[(a− a¯)(y − y¯)]
var(a)
∣∣ sij. y¯ = 0
=
E[(a− a¯)y]
var(a)
=
(1/N)
∑N
i=1(ai − a¯)yi
var(a)
=
1
N · var(a)
N∑
i=1
(ai − a¯)yi
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Kaavojen (9.8) ja (9.9) yhtäsuuruuden osoittaminen (s. 78)
Merkitään a¯ = 1
N
∑N
i=1 ai ja y¯ =
1
N
∑N
i=1 yi. Nyt
var(a+ y) =
1
N
N∑
i=1
(
(ai + yi)− (a¯+ y¯)
)2
=
1
N
N∑
i=1
(
(ai − a¯) + (yi − y¯)
)2
=
1
N
N∑
i=1
(
(ai − a¯)2 + 2(ai − a¯)(yi − y¯) + (yi − y¯)2
)
=
1
N
N∑
i=1
(ai − a¯)2︸ ︷︷ ︸
=var(a)
+2
1
N
N∑
i=1
(ai − a¯)(yi − y¯︸︷︷︸
=0
) +
1
N
N∑
i=1
(yi − y¯)2︸ ︷︷ ︸
=var(y)
= var(a) + 2
1
N
N∑
i=1
(ai − a¯)yi + var(y)
= var(a) + 2var(a)L(y) + var(y),
jolloin
|var(a+ y)
var(a)
− 1| = |var(a) + 2var(a)L(y) + var(y)
var(a)
− 1|
= |1 + 2L(y) + var(y)
var(y)
− 1|
= |2L(y) + var(y)
var(a)
|.
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Yhtäsuuruuden (9.12) osoittaminen (s. 79)
Merkitään a¯ = 1
N
∑N
i=1 ai ja y¯ =
1
N
∑N
i=1 yi.
corr(a, a+ y) =
∑N
i=1(ai − a¯)(ai + yi − a¯−
=0︷︸︸︷
y¯ )√∑N
i=1(ai − a¯)2
∑N
i=1(ai + yi − a¯− y¯)2
=
∑N
i=1
(
(ai − a¯)(ai − a¯) + (ai − a¯)yi
)√
N · var(a) · (∑Ni=1(ai − a¯)2 + 2∑Ni=1(ai − a¯)yi +∑Ni=1(yi − y¯)2)
=
N · var(a) +N · var(a)L(y)√
N · var(a) · (N · var(a) + 2N · var(a)L(y) +N · var(y))
=
N · var(a) · (1 + L(y))
N · var(a)
√
1 + 2L(y) + var(y)
var(a)
=
1 + L(y)√
var(a+ y)/var(a)
PNS-estimaattorin βˆ1 kaavan (9.13) johtaminen (s. 79)
Merkitään a¯ = 1
N
∑N
i=1 ai ja y¯ =
1
N
∑N
i=1 yi.
βˆ1
∗
=
cov(a, a+ y)
var(a)
=
E
(
(a− a¯)(a+ y − a¯− y¯))
var(a)
=
E
(
(a− a¯)(a− a¯) + (a− a¯)(y − y¯))
var(a)
=
E
(
(a− a¯)(a− a¯))
var(a)
+
E
(
(a− a¯)(y − y¯))
var(a)
=
var(a)
var(a)
+
cov(a, y)
var(a)
= 1 + L(y)
* ks. esimerkiksi Neter, Kutner, Nachtsheim & Wasserman (1996, 17–20)
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