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NULL STRUCTURE AND ALMOST OPTIMAL LOCAL
WELL-POSEDNESS OF THE MAXWELL-DIRAC SYSTEM
PIERO D’ANCONA, DAMIANO FOSCHI, AND SIGMUND SELBERG
Abstract. We uncover the full null structure of the Maxwell-Dirac system in
Lorenz gauge. This structure, which cannot be seen in the individual compo-
nent equations, but only when considering the system as a whole, is expressed
in terms of tri- and quadrilinear integral forms with cancellations measured by
the angles between spatial frequencies. In the 3D case, we prove frequency-
localized L2 space-time estimates for these integral forms at the scale invariant
regularity up to a logarithmic loss, hence we obtain almost optimal local well-
posedness of the system by iteration.
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1. Introduction
In this paper we uncover the complete null structure of the Maxwell-Dirac system
(M-D) in Lorenz gauge. This structure is expressed in terms of tri- and quadrilinear
integral forms with certain cancellations measured by the angles between spatial
frequencies. In the 3D case, we prove frequency-localized L2 space-time estimates
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for these integral forms, at the optimal (i.e., scale invariant) regularity up to a log-
arithmic loss, and as a consequence we obtain almost optimal local well-posedness
of the system by iteration.
The null structure that we have found is not the usual bilinear null structure that
may be seen in bilinear terms of each individual component equation of a system,
but instead depends on the structure of the system as a whole, hence we call it
system null structure. System null structure has been found first by Machedon
and Sterbenz [11] for the Maxwell-Klein-Gordon system (M-K-G), and later by the
present authors for the Dirac-Klein-Gordon system (D-K-G); see [3]; in both cases
this structure was used to prove the almost optimal local well-posedness of the
respective systems.
A key feature, distinguishing our work from earlier results on the regularity
of nonlinear gauge field theories, is that we find a null structure relative to the
Lorenz gauge condition, whereas up to now the gauge of choice has been the
Coulomb gauge, following the seminal works [8, 9], where a bilinear null struc-
ture was found for M-K-G and also the Yang-Mills equations (Y-M) in Coulomb
gauge. The Coulomb gauge has been widely used since, also in [11]. For Y-M, the
temporal gauge has also been used; see [15].
An obvious point in favor of the Lorenz gauge is the fact that it is Lorentz (sic)
invariant, which entails that the equations take a much more symmetric form (they
become nonlinear wave equations) than in Coulomb gauge, where one obtains a
mix of hyperbolic and elliptic equations.
In fact, the only advantage of Coulomb gauge seems to be that the 4-potential
A of the electromagnetic field is better behaved in this gauge, whereas in Lorenz
gauge it appears to have rather poor regularity properties. So if one walks down
the usual path, thinking of M-K-G or M-D as systems of PDEs for either a scalar
field φ or a spinor ψ, and the potential A, then this system will likely not be well-
posed in Lorenz gauge near the scaling regularity. However, there is no compelling
reason to take this point of view, because the regularity of A in itself is really of
no interest. Instead, it is the electric and magnetic fields E and B (or equivalently
the tensor F ) which matter, and these are perfectly well-behaved in Lorenz gauge.
The systems M-K-G and M-D are related, as can be seen from the fact that by
“squaring” the Dirac part of M-D (which will destroy some of its structure) one
obtains an equation that looks like the Klein-Gordon part of M-K-G, but with two
bilinear terms added; in [1] it was shown that these additional terms also have a null
structure, in Coulomb gauge. Combining this fact with the null structure found in
[8] for M-K-G in Coulomb gauge, one can then conclude that all the bilinear terms
in the “squared M-D” are null forms. In view of this, it is conceivable that the
analysis in [11], where almost optimal local well-posedness was proved for M-K-G
in Coulomb gauge, could be extended to cover also the “squared” M-D in Coulomb
gauge, but we do not try to follow this path, which would only add to the already
highly complicated analysis in [11].
In fact, “squaring” M-D is not a good idea, as it clearly destroys most of the
spinorial structure of the system. And it is precisely the spinorial structure which
allows us to find some very powerful cancellations, which however have a remarkably
simple form, being expressed in terms of the six angles between the four spatial
frequencies in a certain quadrilinear space-time integral form.
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This structure enables us to prove closed estimates for the iterates of M-D at
the scale-invariant data regularity, up to a logarithmic loss, but this turns out to
be quite difficult, and takes up most of the paper. Since, as remarked, the systems
M-D and M-K-G are related, it is natural to make a comparison of the techniques
used here with those applied in [11]. In fact, some superficial similarities aside, our
approaches differ significantly.
As does [11], we rely on the usual dyadic decompositions of frequency space
adapted to the null cone, and angular decompositions for the spatial frequencies
taking into account the geometry of interacting null cones.
The key difference is that we do everything within the confines of L2 theory.
On the one hand, our spaces are very simple: We use only the standard L2-based
Sobolev and wave-Sobolev norms. On the other hand, working entirely in L2 comes
at a price: The existing L2 theory for bilinear interactions of waves is not sufficient
to handle the quadrilinear space-time integral form which is at the core of the M-D
regularity problem, and we develop new techniques to deal with the difficulties that
arise. Of course, we do use the L2 bilinear generalizations of the L4 estimate of
Strichartz for the homogeneous wave equation (see [4]), but in addition we require
a number of modifications of these estimates, proved by the third author in [13].
In [11], by comparison, highly sophisticated spaces were used, built from Besov
versions of the Xs,b spaces and Tataru’s outer block norms, but only well-known bi-
linear estimates were applied (L2 and mixed-norm generalizations of the Strichartz
estimates for the wave equation).
We now present the M-D system.
On the Minkowski space-time R1+3 we use coordinates t = x0 and x = (x1, x2, x3).
The corresponding Fourier variable is denoted X = (τ, ξ), where τ ∈ R and ξ ∈ R3
correspond to t and x, respectively. The partial derivative with respect to xµ is
denoted ∂µ, and we also write ∂t = ∂0, ∇ = (∂1, ∂2, ∂3). Roman indices j, k, . . .
run over 1, 2, 3, greek indices µ, ν, . . . over 0, 1, 2, 3, and repeated indices are im-
plicitly summed over these ranges. Indices are raised and lowered using the metric
diag(−1, 1, 1, 1). The conventions regarding indices do not apply to mere enumer-
ations, of course, only to indices relating to the coordinates of space-time.
The M-D system describes an electron self-interacting with an electromagnetic
field, and is obtained by coupling Maxwell’s equations and the Dirac equation:
∇ ·E = ρ, ∇ ·B = 0, ∇×E + ∂tB = 0, ∇×B− ∂tE = J,(1.1)
(αµDµ +mβ)ψ = 0.(1.2)
The unknowns are the fields E = (E1, E2, E3) and B = (B1, B2, B3), which are
R3-valued functions of (t, x), and the Dirac spinor ψ, which is a C4-valued function
of (t, x); m ≥ 0 is the rest mass of the electron. We regard elements of C4 as column
vectors, hence it makes sense to premultiply them by the 4× 4 Dirac matrices
(1.3) α0 = I4×4, αj =
(
0 σj
σj 0
)
, β =
(
I2×2 0
0 −I2×2
)
,
where the σj are the Pauli matrices. The matrices in (1.3) are all hermitian, and
satisfy (αµ)2 = (β)2 = I4×4 and αjαk +αkαj = 0 for 1 ≤ j < k ≤ 3.
Formally, the second and third equations in (1.1) are equivalent to the existence
of a four-potential Aµ = Aµ(t, x) ∈ R, µ = 0, 1, 2, 3, such that
(1.4) B = ∇×A, E = ∇A0 − ∂tA,
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where we write A = (A1, A2, A3). In the absence of an electromagnetic field, the
operator Dµ in (1.2) would just be −i∂µ, but in the presence of a field (E,B)
represented by Aµ, this must be modified by the minimal coupling transformation,
so that Dµ becomes the gauge covariant derivative
(1.5) Dµ = D(A)µ =
1
i
∂µ −Aµ.
To complete the coupling we plug into (1.1) the Dirac four-current density
(1.6) Jµ = 〈αµψ,ψ 〉 (µ = 0, 1, 2, 3),
where 〈 z, w 〉 is the standard inner product on C4; this splits into the charge density
ρ = J0 = |ψ|2 and the three-current density J = (J1, J2, J3).
Eqs. (1.1)–(1.5) constitute the M-D system; to simplify it, we can express also
the first and fourth equations in (1.1) in terms of Aµ. Thus, (1.1) is replaced by
(1.7) Aµ − ∂µ(∂νAν) = −Jµ
(
 = ∂µ∂µ = −∂2t + ∆
)
.
Here, by the conventions on indices, J0 = −J0 and Jj = Jj for j = 1, 2, 3.
Then M-D consists of (1.2) and (1.7), coupled by (1.5) and (1.6).
This system is invariant under the gauge transformation
(1.8) ψ −→ ψ′ = eiχψ, Aµ −→ A′µ = Aµ + ∂µχ,
for any χ : R1+3 → R, called the gauge function. Indeed, if (ψ,Aµ) satisfies M-D,
then so does (ψ′, A′µ), in view of the identity
D(A
′)
µ ψ
′ = eiχD(A)µ ψ.
Since the observables E,B, ρ,J are not affected by (1.8), two solutions related by
a gauge transformation are physically undistinguishable, and must be considered
equivalent. In practice, a solution is therefore a representative of its equivalence
class, and we can pick a representative whose potential Aµ is chosen so that it
simplifies the analysis as much as possible. This is known as the gauge freedom.
In this paper we impose the Lorenz gauge condition (due to Ludvig Lorenz, not
Hendrik Lorentz),
(1.9) ∂µAµ = 0 (⇐⇒ ∂tA0 = ∇ ·A) ,
which greatly simplifies (1.7). Then the M-D system becomes
(−iαµ∂µ +mβ)ψ = Aµαµψ,(1.10)
Aµ = −〈αµψ,ψ 〉,(1.11)
∂µAµ = 0.(1.12)
We consider the initial value problem starting from data
(1.13) ψ(0, x) = ψ0(x) ∈ C4, E(0, x) = E0(x) ∈ R3, B(0, x) = B0(x) ∈ R3,
which in view of the first two equations in (1.1) must satisfy the constraints
(1.14) ∇ ·E0 = |ψ0|2, ∇ ·B0 = 0.
The initial data for the four-potential Aµ, which we denote by
(1.15) Aµ(0, x) = aµ(x) ∈ R, ∂tAµ(0, x) = a˙µ(x) ∈ R (µ = 0, 1, 2, 3),
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must be constructed from the observable data (E0,B0). We write a = (a1, a2, a3)
and a˙ = (a˙1, a˙2, a˙3). By (1.12) and (1.4) we get the constraints
(1.16) a˙0 = ∇ · a. B0 = ∇× a, E0 = ∇a0 − a˙,
which determine a, a˙, given a0, a˙0. The simplest choice is
(1.17) a0 = a˙0 = 0.
Then a, a˙ are determined by (1.16).
The Lorenz gauge condition (1.12) is automatically satisfied throughout the time
interval of existence, for data satisfying (1.14) and (1.16). It suffices to prove this
for smooth solutions, since the solutions that we later obtain are limits of smooth
solutions. So assume (ψ,Aµ) is a smooth solution of (1.10) and (1.11) on a time
interval (−T, T ), with the Aµ’s real-valued, and set u = ∂µAµ. A calculation using
(1.11) yields u = −2 Im〈−iαµ∂µψ,ψ 〉, and (1.10) implies u = 0; here we use
the hermiticity of αµ and β. Moreover, u(0) = ∂tu(0) = 0, on account of (1.16)
and (1.14), so we conclude that u(t) = 0 for all t ∈ (−T, T ).
Thus, the Lorenz condition (1.12) can be removed from the system once we have
data satisfying the proper constraints, and we are left with the equations (1.10)
and (1.11), but these can be combined into a single nonlinear Dirac equation by
splitting the four-potential into its homogeneous and inhomogeneous parts:
Aµ = Ahom.µ +A
inh.
µ ,(1.18)
Ahom.µ = 0, Ahom.µ (0, x) = aµ(x), ∂tAhom.µ (0, x) = a˙µ(x),(1.19)
Ainh.µ = −−1 〈αµψ,ψ 〉 .(1.20)
Here we use the notation −1F for the solution of the inhomogeneous wave equation
u = F with vanishing data at time t = 0.
Thus, M-D in Lorenz gauge has been reduced to the nonlinear Dirac equation
(1.21) (−iαµ∂µ +mβ)ψ = Ahom.µ αµψ −N (ψ,ψ, ψ),
where
(1.22) N (ψ1, ψ2, ψ3) =
(
−1 〈αµψ1, ψ2 〉
)
αµψ3.
In order to uncover the null structure in (1.21), we decompose the spinor as
(1.23) ψ = ψ+ + ψ−, ψ± ≡ Π±ψ,
where Π± ≡ Π(±∇/i) is the multiplier whose symbol is the Dirac projection
(1.24) Π(ξ) =
1
2
(
I4×4 +
ξjαj
|ξ|
)
(ξ ∈ R3).
To motivate this, we note that the stationary Dirac operator −iαj∂j has symbol
ξjαj (recall that ξ ∈ R3 denotes the Fourier variable corresponding to x), whose
eigenvalues are ±|ξ|, with associated eigenspace projections Π(±ξ), as can be seen
using the algebraic properties of the Dirac matrices. Note the identities
I4×4 = Π(ξ) + Π(−ξ), Rj(ξ)αj = Π(ξ)−Π(−ξ),(1.25)
Π(ξ)∗ = Π(ξ), Π(ξ)2 = Π(ξ), Π(ξ)Π(−ξ) = 0.(1.26)
In view of the last two identities, it is no surprise that
(1.27) |Π(ξ1)Π(−ξ2)z| . |z|θ(ξ2, ξ2)
(∀ξ1, ξ2 ∈ R3 \ {0}, z ∈ C4) ,
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where θ(ξ1, ξ2) denotes the angle between nonzero vectors ξ1, ξ2. This estimate,
proved in [3, Lemma 2], is a key tool for identifying spinorial null structures.
The right member of (1.25) can also be restated as
(1.28) − iαj∂j = |∇|Π+ − |∇|Π−,
where |∇| is the multiplier with symbol |ξ|. Combining this with (1.26) and the
fact that Π(ξ)β = βΠ(−ξ), we see that (1.21) splits into two equations:
(−i∂t + |∇|)ψ+ = −mβψ− + Π+
(
Ahom.µ α
µψ −N (ψ,ψ, ψ)) ,(1.29a)
(−i∂t − |∇|)ψ− = −mβψ+ + Π−
(
Ahom.µ α
µψ −N (ψ,ψ, ψ)) .(1.29b)
Corresponding to the operators on the left, we define the following spaces.
Definition 1. For s, b ∈ R, Xs,b± is the completion of the Schwartz space S(R1+3)
with respect to the norm
(1.30) ‖u‖Xs,b± =
∥∥〈ξ〉s〈τ ± |ξ|〉b u˜(τ, ξ)∥∥
L2τ,ξ
,
where u˜(τ, ξ) denotes the Fourier transform of u(t, x), and 〈ξ〉 = (1 + |ξ|2)1/2.
Given T > 0, we denote by Xs,b± (ST ) the restriction of X
s,b
± to the time-slab
ST = (−T, T )× R3.
We recall the well-known fact that Xs,b± (ST ) ↪→ C([−T, T ];Hs), for b > 1/2.
Our first main result is that (1.21) is locally well-posed almost down to the
critical regularity determined by scaling. To see what this regularity is, observe
that in the massless case m = 0, M-D is invariant under the rescaling
ψ(t, x) −→ 1
L3/2
ψ
(
t
L
,
x
L
)
, (E,B)(t, x) −→ 1
L2
(E,B)
(
t
L
,
x
L
)
,
hence the scale invariant data space is
ψ0 ∈ L2 (E0,B0) ∈ H˙−1/2 × H˙−1/2,
and one does not expect well-posedness with less regularity than this. Our first
main result is that local well-posedness holds with only slightly more regularity:
Theorem 1.1. Let s > 0. Assume given initial data (1.13) with the regularity
(1.31) ψ0 ∈ Hs(R3;C4), E0,B0 ∈ Hs−1/2(R3;R3),
and satisfying the constraints (1.14). Then:
(a) (Lorenz data.) There exist {aµ, a˙µ}µ=0,1,2,3 with a0 = a˙0 = 0 and
(1.32) a ∈ |D|−1Hs−1/2(R3;R3), a˙ ∈ Hs−1/2(R3;R3),
and such that the constraint (1.16) is satisfied.
(b) (Local existence.) Use the data {aµ, a˙µ} from part (a) to define Ahom.µ as in
(1.19). Then there exists a time T > 0, depending continuously on the norms of
the data (1.31), and there exists a
ψ ∈ C([−T, T ];Hs(R3;C4))
which solves (1.21) on ST = (−T, T )× R3 with initial data ψ(0) = ψ0.
(c) (Uniqueness.) The solution has the regularity, with notation as in (1.23),
(1.33) ψ+ ∈ Xs,b+ (ST ), ψ− ∈ Xs,b− (ST ),
MAXWELL-DIRAC 7
where b = 1/2 + ε for ε > 0 sufficiently small, depending on s. Moreover, the
solution is unique in this regularity class.
The proof is by iteration in the space (1.33), so the main challenge is to prove
closed estimates in this space; then existence and uniqueness follow by standard
arguments (which we do not repeat here), as do persistence of higher regularity
and continuous dependence of the solution on the data, which we did not explicitly
include in statement of Theorem 1.1. (The latter two properties guarantee that our
solutions are limits of smooth solutions, a fact which was used above to reduce the
Lorenz gauge condition to constraints on the initial data.)
Since ψ and Ahom.µ have very little regularity, it is far from obvious that the
nonlinear terms in (1.21) make sense as distributions (so that it is meaningful to
talk about a solution of (1.21)). The fact that they do make sense follows from the
very estimates that we use to close the iteration.
Let us mention some earlier results for M-D. Local existence of smooth solutions
was proved by Gross [6]. Georgiev [5] proved global existence for small, smooth
data. Bournaveas [2] proved local well-posedness for data (1.31) with s > 1/2; this
was improved to s = 1/2 by Masmoudi and Nakanishi [12].
We remark also that our work leaves open the important question whether M-D
is well-posed (globally, for small-norm data) for some scale invariant data space.
Having obtained the solution ψ of (1.21), we can immediately construct the full
four-potential by defining Ainh.µ as in (1.20). This has poor regularity properties,
however, due to the lack of null structure in the right hand side of (1.20), and the
fact that ψ only has slightly more than L2 regularity. We do prove that
(1.34) Ainh.µ ∈ C([−T, T ];Hs−1/2),
but this is a full degree lower than the regularity of the data for Aµ (cf. (1.32)).
But the regularity of Aµ is not of interest; what matters is the electromagnetic
field (E,B), and this turns out to have much better regularity properties, due to the
structure of Maxwell’s equations. In fact, the data regularity (see (1.31)) persists
throughout the time interval of existence, as our second main result shows:
Theorem 1.2. Assume that the hypotheses of Theorem 1.1 are satisfied, and let
ψ be the solution of (1.21) on ST = (−T, T )× R3 obtained in that theorem. Then
there exists a unique solution
(E,B) ∈ C([−T, T ];Hs−1/2)
of Maxwell’s equations (1.1), with the Dirac four-current (1.6) induced by ψ, and
with data as in (1.31). Moreover, Ainh.µ , defined by (1.20), has the regularity (1.34).
2. Notation
2.1. Absolute constants. In estimates we use the shorthand X . Y for X ≤ CY ,
where C  1 is some absolute constant; X = O(R) is short for |X| . R; X ∼ Y
means X . Y . X; X  Y stands for X ≤ C−1Y , with C as above. We write '
for equality up to multiplication by an absolute constant (typically factors involving
2pi). Constants which are not absolute are always denoted explicitly, often with the
parameters they depend on as subscripts or arguments.
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2.2. Fourier transforms and multipliers. We write
Fxf(ξ) = f̂(ξ) =
∫
R3
e−ix·ξf(x) dx,
Fu(τ, ξ) = u˜(τ, ξ) =
∫
R1+3
e−i(tτ+x·ξ)u(t, x) dt dx,
where τ ∈ R and ξ ∈ R3; we call ξ the spatial frequency. We write X = (τ, ξ), and
multiple frequencies are numbered by subscript, as in Xj = (τj , ξj). Coordinates,
on the other hand, are always denoted by superscripts, as in ξj = (ξ1j , ξ
2
j , ξ
3
j ).
If A ⊂ R3, B ⊂ R1+3, then PA,PB are the multipliers given by
P̂Af(ξ) = χA(ξ)f˜(ξ), P˜Bu(X) = χB(X)u˜(X),
where χA, χB are the characteristic functions of A,B. To simplify the notation
when a set is given by some condition, we also write, for example, P〈ξ〉∼N and
χ〈ξ〉∼N instead of P{ξ : 〈ξ〉∼N} and χ{ξ : 〈ξ〉∼N}.
Let D = −i∇, where ∇ = (∂1, ∂2, ∂3). Given h : R3 → C, we denote by h(D)
the multiplier given by ĥ(D)f(ξ) = h(ξ)f̂(ξ).
2.3. Bilinear interactions. Note the convolution identity
(2.1) u˜1u2(X0) '
∫
u˜1(X1) u˜2(X2) dµ12X0 , dµ
12
X0 ≡ δ(X0 −X1 +X2) dX1 dX2.
Here δ is the point mass at zero, hence
(2.2) X0 = X1 −X2 (⇐⇒ τ0 = τ1 − τ2 and ξ0 = ξ1 − ξ2) ,
motivating the following terminology: A triple (X0, X1, X2) of vectors in R1+3 is
said to be a bilinear interaction if (2.2) is verified.
Similarly, for a product without conjugation (then X0 = X1 +X2)
(2.3) u˜1u2(X0) '
∫
u˜1(X1)u˜2(X2) dν12X0 , dν
12
X0 ≡ δ(X0 −X1 −X2) dX1 dX2.
2.4. Lp and Sobolev norms. All Lp norms are taken with respect to Lebesgue
measure. In fact, we use almost exclusively L2 norms, hence we reserve the notation
‖·‖ for the L2 norm over Rn, where n = 1, 3 or 1 + 3, depending on the context.
For example, if u = u(t, x) is a space-time function, then ‖u‖ is understood to be
taken over R1+3. If we are taking the norm of an expression, we indicate by a
subscript which variable or variables the norm is taken over, as in ‖F (τ, ξ)‖L2τ,ξ .
The n-dimensional Lebesgue-measure of a set A ⊂ Rn is denoted |A|, where the
value of n will always be clear from the context.
Let Hs be the completion of S(R3) with respect to ‖f‖Hs =
∥∥〈ξ〉sf̂ ∥∥
L2ξ
. Here,
and throughout the paper, we use the shorthand
〈ξ〉 = (1 + |ξ|2)1/2 .
An alternative, direct characterization is Hs = F−1x L2
(〈ξ〉2s dξ). In the statement
of Theorem 1.1 we also refer to the space |D|−1Hs, which is defined by
|D|−1Hs = F−1x
{
ĝ(ξ)
|ξ|〈ξ〉s : g ∈ L
2(R3)
}
= F−1x L2
(|ξ|2〈ξ〉2s dξ)
MAXWELL-DIRAC 9
with norm
∥∥|ξ|〈ξ〉sf̂ ∥∥
L2ξ
. Equivalently, |D|−1Hs is the completion of S(R3) with
respect to this norm.
With this definition, the regularity statement in part (a) of Theorem 1.1 holds
by the following lemma (with f = 0 and u = B0):
Lemma 2.1. Let s ∈ R and assume that f ∈ Hs(R3;R) and u ∈ Hs(R3,R3), with
∇ · u = 0. Then there exists a unique v ∈ |D|−1Hs(R3;R3) such that
(2.4) ∇ · v = f, ∇× v = u.
Moreover, ∂jvk ∈ Hs(R3;R) for j, k = 1, 2, 3.
Proof. The identity ∇ × ∇ × v = ∇(∇ · v) − ∆v tells us that v must solve the
Poisson equation ∆v = −∇× u +∇f . We therefore define v in Fourier space:
v̂(ξ) =
ξ × û(ξ)
|ξ|2 −
ξ
|ξ|2 f̂(ξ).
Then clearly, v ∈ |D|−1Hs(R3;R3) (see section 2 for the definition of this space) and
it is easy to check that (2.4) is satisfied (here the assumption ∇ · u = 0 is needed).
The uniqueness reduces to the fact that if w ∈ |D|−1Hs and ∆w = 0, then w = 0.
To prove this, note that |ξ|2ŵ(ξ) = 0 in the sense of tempered distributions. But
since w ∈ |D|−1Hs, we know that ŵ is a measurable function, and it follows that
ŵ = 0 pointwise a.e., hence w = 0. 
2.5. Angles. Let θ(a, b) be the angle between nonzero a, b ∈ R3. Then (see [13])
|a|+ |b| − |a+ b| ∼ min(|a|, |b|)θ(a, b)2,(2.5)
|a− b| − ∣∣|a| − |b|∣∣ ∼ |a||b||a− b|θ(a, b)2 (a 6= b).(2.6)
2.6. Special sets. The characteristic set of the operator −i∂t ± |D| appearing in
(1.29) is the null cone component
(2.7) K± =
{
(τ, ξ) ∈ R1+3 : τ ± |ξ| = 0} .
The union K = K+∪K− is the full null cone; we say that a vector X ∈ R1+3 is null
if it belongs to K. The geometry of interactions of null cones plays a fundamental
role in the analysis of the system (1.29).
For N,L ≥ 1, r, γ > 0 and ω ∈ S2, where S2 ⊂ R3 is the unit sphere, define
Γγ(ω) =
{
ξ ∈ R3 : θ(ξ, ω) ≤ γ}(2.8)
Tr(ω) =
{
ξ ∈ R3 : |Pω⊥ξ| . r
}
,(2.9)
K±N,L =
{
(τ, ξ) ∈ R1+3 : 〈ξ〉 ∼ N, 〈τ ± |ξ|〉 ∼ L} ,(2.10)
K±N,L,γ,ω =
{
(τ, ξ) ∈ R1+3 : 〈ξ〉 ∼ N, ±ξ ∈ Γγ(ω), 〈τ ± |ξ|〉 ∼ L
}
,(2.11)
Hd(ω) =
{
(τ, ξ) ∈ R1+3 : |τ + ξ · ω| . d} ,(2.12)
where Pω⊥ denotes the projection onto the orthogonal complement ω⊥ of ω in R3.
Thus, Γγ(ω) is a conical sector around ω, Tr(ω) is a tube of radius comparable
to r around Rω, K±N,L and K
±
N,L,γ,ω consist of pieces of thickened null cones, and
Hd(ω) is an O(d)-thickening of the null hyperplane τ + ξ · ω = 0. Implicit absolute
constants are used to make the notation more flexible.
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Clearly,
(2.13) K±N,L,γ,ω ⊂ R× TNγ(ω).
We also claim that
(2.14) K±N,L,γ,ω ⊂ Hmax(L,Nγ2)(ω).
Indeed, if (τ, ξ) ∈ K±N,L,γ,ω, then τ + ξ · ω equals
(τ ± |ξ|)− (±|ξ| − ξ · ω) = O(L)− |ξ|
2
(
1− cos2 θ(±ξ, ω))
± (|ξ| ± ξ · ω) = O(L) +O(Nγ
2),
where we used the fact that θ(±ξ, ω) ≤ γ < 1, hence ±ξ · ω ≥ 0.
2.7. Angular decompositions. Given γ ∈ (0, pi] and ω ∈ S2, define Γγ(ω) as
in (2.8). For the purpose of decomposing R3 into such sectors without too much
overlap, let Ω(γ) be a maximal γ-separated subset of the unit sphere S2. Then
(2.15) 1 ≤
∑
ω∈Ω(γ)
χΓγ(ω)(ξ) ≤ 52 (∀ξ 6= 0),
where the left inequality holds by the maximality of Ω(γ), and the right inequality
by the γ-separation, since the latter implies (we omit the proof):
Lemma 2.2. For k ∈ N and ω ∈ S2, # {ω′ ∈ Ω(γ) : θ(ω′, ω) ≤ kγ} ≤ (2k + 1)2.
The following will be used for angular decomposition in bilinear estimates.
Lemma 2.3. We have
1 ∼
∑
0<γ<1
γ dyadic
∑
ω1,ω2∈Ω(γ)
3γ≤θ(ω1,ω2)≤12γ
χΓγ(ω1)(ξ1)χΓγ(ω2)(ξ2),
for all ξ1, ξ2 ∈ R3 \ {0} with θ(ξ1, ξ2) > 0.
We omit the straightforward proof. The condition θ(ω1, ω2) ≥ 3γ implies that
the minimum angle between vectors in Γγ(ω1) and Γγ(ω2) is greater than or equal
to γ, so the sectors are well-separated. If separation is not needed, the following
variation may be preferable (again, we skip the easy proof):
Lemma 2.4. For any 0 < γ < 1 and k ∈ N,
χθ(ξ1,ξ2)≤kγ(ξ1, ξ2) .
∑
ω1,ω2∈Ω(γ)
θ(ω1,ω2)≤(k+2)γ
χΓγ(ω1)(ξ1)χΓγ(ω2)(ξ2),
for all ξ1, ξ2 ∈ R3 \ {0}.
2.8. Dyadic decompositions. Later we shall bound certain multilinear integral
forms in terms of the norms (1.30), and we will use an index j to number the
functions appearing in the multilinear forms. We rely on a dyadic decomposition
based on the size of the weights in (1.30). Throughout, N ’s and L’s (indexed
by j) will denote dyadic numbers greater than or equal to one, i.e., they are of
the form 2m for some nonnegative integer m. We then assign sizes 〈ξ〉 ∼ N and
〈τ ± |ξ|〉 ∼ L to the weights in the norm (1.30), and again this will be indexed by
j. We call the N ’s and the L’s elliptic and hyperbolic weights, respectively. To
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have a uniform notation, we shall assume throughout that the F ’s are arbitrary
nonnegative functions in L2(R1+3), and that the u’s are given by
(2.16) u˜(X) = χK±N,L(X)F (X) (X = (τ, ξ) ∈ R
1+3, F ∈ L2(R1+3), F ≥ 0),
all of which is indexed by j. Often we also use angular decompositions, and for this
we use the shorthand, for γ > 0 and ω ∈ S2,
(2.17) uγ,ω = P±ξ∈Γγ(ω)u
(
⇐⇒ u˜γ,ω = χK±N,L,γ,ωF
)
,
where everything except γ is subject to indexation by j (γ is excepted because it
relates two different j’s, as in Lemmas 2.3 and 2.4). Then by (2.15),
(2.18) ‖u‖ ∼
 ∑
ω∈Ω(γ)
‖uγ,ω‖2
1/2 .
Finally, we note the following fact, which is used to sum ω1, ω2 in an angularly
decomposed bilinear estimate: If γ > 0, then
(2.19)
∑
ω1,ω2∈Ω(γ)
θ(ω1,ω2).γ
‖uγ,ω11 ‖ ‖uγ,ω22 ‖ ≤
(∑
ω1,ω2
‖uγ,ω11 ‖2
)1/2(∑
ω1,ω2
‖uγ,ω22 ‖2
)1/2
. ‖u1‖ ‖u2‖ .
Here we applied the Cauchy-Schwarz inequality, then Lemma 2.2 and (2.18).
3. Main estimates, duality and time cut-off
We shall iterate the Maxwell-Dirac-Lorenz system (1.29) in the spaces
ψ± ∈ Xs,1/2+ε± (ST ),
where ε > 0 is sufficiently small, and 0 < T ≤ 1 will depend on the data norm
(3.1) I0 = ‖(ψ0,E0,B0)‖Hs×Hs−1/2×Hs−1/2 .
By a standard argument (see [3]) the problem of obtaining closed estimates for the
iterates reduces to proving the nonlinear estimates∥∥Π±2 (Ahom.µ αµΠ±1ψ1)∥∥Xs,−1/2+2ε±2 (ST ) ≤ C I0 ‖ψ1‖Xs,1/2+ε±1 (ST ) ,(3.2) ∥∥Π±4N (Π±1ψ1,Π±2ψ2,Π±3ψ3)∥∥Xs,−1/2+2ε±4 (ST ) ≤ C
3∏
j=1
‖ψj‖Xs,1/2+ε±j (ST ) ,(3.3)
where C = Cs,ε. By a standard argument, it suffices to prove these without the
restriction to ST , for all ψj ∈ S(R1+3), and of course we can insert a smooth time
cut-off ρ : R→ [0, 1] with ρ(t) = 1 for |t| ≤ 1 and ρ(t) = 0 for |t| ≥ 2.
Using also the fact that the dual of Xs,−1/2+2ε± is X
−s,1/2−2ε
± , we then reduce
(3.2) and (3.3) to the respective integral estimates∣∣I±1,±2∣∣ ≤ Cs,εI0 ‖ψ1‖Xs,1/2+ε±1 ‖ψ2‖X−s,1/2−2ε±2 ,(3.4) ∣∣J±1,...,±4∣∣ ≤ Cs,ε ‖ψ1‖Xs,1/2+ε±1 ‖ψ2‖Xs,1/2+ε±2 ‖ψ3‖Xs,1/2+ε±3 ‖ψ4‖X−s,1/2−2ε±4 ,(3.5)
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where
I±1,±2 =
∫∫
ρAhom.µ 〈αµΠ±1ψ1,Π±2ψ2 〉 dt dx,(3.6)
J±1,...,±4 =
∫∫
ρ−1 〈αµΠ±1ψ1,Π±2ψ2 〉 · 〈αµΠ±3ψ3,Π±4ψ4 〉 dt dx,(3.7)
and the ψj ∈ S(R1+3) are C4-valued.
The time cut-off ρ is included in order to smooth out a singularity in the operator
−1 appearing in N . In fact, the following holds (see [10]):
Lemma 3.1. Given G ∈ S(R1+3), set u = −1G. Then u = u+ − u−, where
û±(t, ξ) =
e∓it|ξ|
4pi|ξ|
∫ ∞
−∞
eit(τ
′±|ξ|) − 1
τ ′ ± |ξ| G˜(τ
′, ξ) dτ ′.
Moreover, multiplying by the time cut-off and taking Fourier transform also in time,
ρ˜u±(τ, ξ) =
∫ ∞
−∞
κ±(τ, τ ′; ξ)
4pi|ξ| G˜(τ
′, ξ) dτ ′,
where
κ±(τ, τ ′; ξ) =
ρ̂(τ − τ ′)− ρ̂(τ ± |ξ|)
τ ′ ± |ξ|
and ρ̂(τ) denotes the Fourier transform of ρ(t).
We focus first on the quadrilinear estimate (3.5), which is by far the most difficult
of the two. The trilinear estimate (3.4) is proved at the end of the paper.
Write
s1 = s2 = s3 = s, s4 = −s, b1 = b2 = b3 = 12 + ε, b4 =
1
2
− 2ε,
ψ˜j = zj
∣∣ψ˜j∣∣, ∣∣ψ˜j(Xj)∣∣ = Fj(Xj)〈ξj〉sj 〈τj ±j |ξj |〉bj (Xj = (τj , ξj)),
where zj : R1+3 → C4 is measurable, |zj | = 1 and Fj ∈ L2(R1+3), Fj ≥ 0. Applying
Plancherel’s theorem, Lemma 3.1 and (2.1) to (3.7), we see that it is enough to prove
(3.5) for
(3.8) JΣ =
∫
κ±0(τ0, τ
′
0; ξ0)
|ξ0| ·
q1234
∏4
j=1 Fj(Xj)∏4
j=1〈ξj〉sj 〈τj ±j |ξj |〉bj
dµ12X′0 dµ
43
X0 dτ0 dτ
′
0 dξ0,
where
Σ = (±0,±1,±2,±3,±4),(3.9)
X ′0 = (τ
′
0, ξ0), X0 = (τ0, ξ0), Xj = (τj , ξj), j = 1, . . . , 4,(3.10)
ej = ±j ξj|ξj | ∈ S
2 (j = 0, . . . , 4),(3.11)
q1234 = 〈αµΠ(e1)z1(X1),Π(e2)z2(X2) 〉〈αµΠ(e3)z3(X3),Π(e4)z4(X4) 〉.(3.12)
Note the implicit summation over µ = 0, 1, 2, 3 in (3.12). The convolution measures
dµ12X′0
, dµ43X0 are defined as in (2.1), hence, in (3.8),
X ′0 = X1 −X2, X0 = X4 −X3,(3.13)
τ ′0 = τ1 − τ2, τ0 = τ4 − τ3, ξ0 = ξ1 − ξ2 = ξ4 − ξ3.(3.14)
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We may restrict the integration in (3.8) to the region where ξj 6= 0 for j = 0, . . . , 4,
hence the unit vectors ej are well-defined, as are the angles
(3.15) θjk = θ(ej , ek) = θ(±jξj ,±kξk) (j, k = 0, . . . , 4),
which play a key role in our analysis.
The part of (3.8) corresponding to |ξ0| ≤ 1 is easy to treat (see section 10.2),
so for the moment we shall restrict to |ξ0| ≥ 1, hence we replace the weight |ξ0| in
(3.8) by 〈ξ0〉. Now assign dyadic sizes to the weights in (3.8) (recall the convention
that N ’s and L’s are dyadic numbers greater than or equal to one)
〈τ ′0 ±0 |ξ0|〉 ∼ L′0, 〈τj ±j |ξj |〉 ∼ Lj , 〈ξj〉 ∼ Nj (j = 0, . . . , 4),
and define
N = (N0, . . . , N4), L = (L0, L′0, L1, . . . , L4).
We will use the shorthand
N012min = min(N0, N1, N2), N
012
max = max(N0, N1, N2),
and similarly for the L’s and for other index sets than 012. In particular, an index
0′ will refer to L′0, so
L0
′12
min = min(L
′
0, L1, L2)
and
L00
′
min = min(L0, L
′
0),
for example. In the case of a three-index such as 0′12 we also let L0
′12
med denote the
median.
By (3.14), ξ0 = ξ1 − ξ2 in (3.8), so by the triangle inequality, Nj . Nk +Nl for
all permutations (j, k, l) of (0, 1, 2), hence one of the following must hold:
N0  N1 ∼ N2 (“low output”),(3.16a)
N0 ∼ N12max ≥ N12min (“high output”),(3.16b)
and similarly for the index 034. In view of (3.16), N012med ∼ N012max and
(3.17) N012minN
012
max ∼ N0N12min,
and similarly for the index 034.
We now pull out the dyadic weights in (3.8), using the fact that
(3.18) κ±(τ0, τ ′0; ξ0) .
σL0,L′0(τ0 − τ ′0)
(L0L′0)1/2
,
where
(3.19) σL0,L′0(r) =

1
〈r〉2 if L0 ∼ L
′
0,
1
(L0L′0)1/2
otherwise.
To prove (3.18) we note that
(3.20) τ0 − τ ′0 = (τ0 ±0 |ξ0|)− (τ ′0 ±0 |ξ0|),
and apply the following with p = τ0 ±0 |ξ0|, q = τ0 − τ ′0:
Lemma 3.2. For any M ∈ N,
(3.21)
∣∣∣∣ ρ̂(p)− ρ̂(q)p− q
∣∣∣∣ ≤ CM〈p− q〉min(〈p〉, 〈q〉)M .
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Proof. Since ρ̂ is a Schwartz function, |ρ̂(τ)| ≤ CM 〈τ〉−M . This immediately implies
(3.21) if |p−q| > 1. If, on the other hand, |p−q| ≤ 1, then 〈p−q〉 ∼ 1 and 〈p〉 ∼ 〈q〉,
and using |ρ̂ ′(τ)| ≤ CM 〈τ〉−M we get∣∣∣∣ ρ̂(p)− ρ̂(q)p− q
∣∣∣∣ = ∣∣∣∣∫ 1
0
ρ̂ ′
(
q + λ(p− q)) dλ∣∣∣∣ ≤ sup
0≤λ≤1
CM
〈q + λ(p− q)〉M .
CM
〈q〉M .

By (3.8) and (3.18),
(3.22) |JΣ| .
∑
N ,L
Ns4J
Σ
N ,L
N0(L0L′0)1/2(N1N2N3)s(L1L2L3)1/2+εL
1/2−2ε
4
,
where
(3.23) JΣN ,L =
∫
|q1234|σL0,L′0(τ0 − τ ′0)χK±0N0,L0(X0)χK±0N0,L′0
(X ′0)
× u˜1(X1)u˜2(X2)u˜3(X3)u˜4(X4) dµ12X′0 dµ
43
X0 dτ0 dτ
′
0 dξ0,
with notation as in (2.10) and (2.16) (indexed by 1,2,3,4).
Note that the ψj do not appear explicitly in (3.23). In fact, from now on we can
let the Fj be arbitrary, nonnegative L2-functions and the zj arbitrary measurable
C4-valued functions with |zj | = 1.
We have now reduced (3.5) to proving estimates for JΣN ,L. These should of
course be independent of s and ε, so we would like to have the estimate which
exactly balances the weights in (3.22) when s = ε = 0:
(3.24) JΣN ,L .
(
N20L0L
′
0L1L2L3L4
)1/2 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ .
In fact, this holds in almost all the interactions, but for a certain case we have only
been able to prove it up to a factor log〈L0〉 on the right hand side.
We have the following result:
Theorem 3.1. The following estimate holds for all combinations of signs:
(3.25) JΣN ,L .
(
N20L0L
′
0L1L2L3L4
)1/2 log〈L0〉 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ .
The proof of this theorem takes up a large part of the paper (sections 5–9). The
logarithmic loss can likely be removed, but for our purposes it is harmless, since we
assume s, ε > 0; once Theorem 3.1 has been proved, the main quadrilinear estimate
(3.5) follows by a straightforward summation argument.
For later use we define the operator T±0L0,L′0 by
(3.26) T±0L0,L′0F (τ0, ξ0) =
∫
a±0L0,L′0(τ0, τ
′
0, ξ0)F (τ
′
0, ξ0) dτ
′
0,
where
(3.27) a±0L0,L′0(τ0, τ
′
0, ξ0) =

1
〈τ0 − τ ′0〉2
if L0 ∼ L′0,
χτ0±0|ξ0|=O(L0)χτ ′0±0|ξ0|=O(L′0)
(L0L′0)1/2
otherwise.
Lemma 3.3.
∥∥T±0L0,L′0F∥∥ . ‖F‖ for F ∈ L2(R1+3).
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Proof. By duality, this is equivalent to
(3.28)
∣∣∣∣∫∫∫ a±0L0,L′0(τ0, τ ′0, ξ0)F (τ ′0, ξ0)G(τ0, ξ0) dτ0 dτ ′0 dξ0
∣∣∣∣ . ‖F‖ ‖G‖ .
If L0 ∼ L′0, we use the Cauchy-Schwarz inequality with respect to the measure
〈τ − τ0〉−2dτ0 dτ ′0 dξ0, obtaining
l.h.s.(3.28) ≤
(∫∫∫
F 2(τ ′0, ξ0)
〈τ0 − τ ′0〉2
dτ0 dτ
′
0 dξ0
)1/2(∫∫∫
G2(τ0, ξ0)
〈τ0 − τ ′0〉2
dτ0 dτ
′
0 dξ0
)1/2
.
If L0  L′0 or L′0  L0, then by the Cauchy-Schwarz inequality,
(3.29)
l.h.s.(3.28) ≤ 1
(L0L′0)1/2
(∫∫∫
χτ0±0|ξ0|=O(L0)F
2(τ ′0, ξ0)dτ0 dτ
′
0 dξ0
)1/2
×
(∫∫∫
χτ ′0±0|ξ0|=O(L′0)G
2(τ0, ξ0)dτ0 dτ ′0 dξ0
)1/2
.

In some situations we use the following variant of the last lemma:
Lemma 3.4. Assume that L0  L′0 or L′0  L0. Let ω, ω′ ∈ S2, c, c′ ∈ R and
d, d′ > 0. Assume that F,G ∈ L2(R1+3) satisfy
suppF ⊂ {(τ ′0, ξ0) : τ ′0 + ξ0 · ω′ = c′ +O(d′)} ,
suppG ⊂ {(τ0, ξ0) : τ0 + ξ0 · ω = c+O(d)} .
Then ∥∥T±0L0,L′0F∥∥ .
(
d′
L′0
)1/2
‖F‖ ,
and ∣∣∣∣∫∫ T±0L0,L′0F (τ0, ξ0)G(τ0, ξ0) dτ0 dξ0
∣∣∣∣ . ( dd′L0L′0
)1/2
‖F‖ ‖G‖ .
Proof. Replace χτ ′0±0|ξ0|=O(L′0) in (3.29) by χτ ′0+ξ0·ω′=c′+O(d′) to get the first esti-
mate above. To get the second estimate we replace also χτ0±0|ξ0|=O(L0) in (3.29)
by χτ0+ξ0·ω=c+O(d). 
4. Bilinear null structure: A review
Since bilinear L2 estimates for the spaces Xs,b± are well understood, it is natural
to try to reduce (3.24) directly to such estimates by applying the Cauchy-Schwarz
inequality in the most obvious way. This approach fails, but it is worthwhile to go
through the argument, since it leads us to the quadrilinear null structure.
Given a bounded, measurable σ : R1+3 × R1+3 → C, we define the bilinear
operator Bσ(u1, u2) by inserting σ(X1, X2) in the convolution integral (2.1):
(4.1) FBσ(u1, u2)(X0) =
∫
σ(X1, X2) u˜1(X1) u˜2(X2) dµ12X0 .
Given signs ±0,±1,±2, we say that the bilinear interaction (X0, X1, X2) is null if
the hyperbolic weights
(4.2) hj ≡ τj ±j |ξj | (j = 0, 1, 2)
16 P. D’ANCONA, D. FOSCHI, AND S. SELBERG
all vanish. This is dangerous, since we then get no help from the hyperbolic weights
in the integral (3.8) (there we actually have two bilinear interactions, and the worst
case would be when both are null simultaneously).
In the bilinear null interaction, X0, X1, X2 are all null, and since X0 = X1−X2,
it is clear geometrically that they must be collinear (otherwise X0 could not end
up lying on the null cone). Therefore, the angle θ12 = θ(±1ξ1,±2ξ2) must vanish.
It is therefore not surprising that if σ(X1, X2) = O(θ12), then we have better L2
estimates for Bσ(u1, u2) than for a generic product like u1u2.
In fact, the following holds (we prove this below):
Theorem 4.1. If the symbol σ satisfies σ(X1, X2) = O(θ12), then with notation as
in (2.16) (indexed by 1, 2),∥∥∥PK±0N0,L0Bσ(u1, u2)
∥∥∥ . (N0L0L1L2)1/2 ‖u1‖ ‖u2‖ .
This estimate fails to hold for a generic product like u1u2.
Now compare Theorem 4.1 with the estimate (3.24) that we want to prove. Let
us for simplicity replace σL0,L′0(τ0− τ ′0) by δ(τ0− τ ′0), so that τ ′0 = τ0 and L0 = L′0.
Clearly, if we could estimate the absolute value of the symbol q1234 by a product
(4.3) σ12(X1, X2)σ34(X3, X4)
such that
(4.4) σ12(X1, X2) = O(θ12) σ34(X3, X4) = O(θ34),
where θ12, θ34 are defined as in (3.15), then we could apply the Cauchy-Schwarz
inequality in (3.23), and deduce (3.24) from Theorem 4.1.
Let us see if this works. Clearly, the absolute value of the symbol q1234 is bounded
by the sum over µ = 0, 1, 2, 3 of the terms (4.3) with
σ12(X1, X2) = |〈αµΠ(e1)z1(X1),Π(e2)z2(X2) 〉| ,
σ34(X3, X4) = |〈αµΠ(e3)z3(X3),Π(e4)z4(X4) 〉| .
But these symbols fail to satisfy (4.4) (take µ = 0 and recall that α0 = I4×4).
This is not quite the end of the story, however. Let us see what happens for
µ = 1, 2, 3. Then we can use the commutation identity
(4.5) αjΠ(e) = Π(−e)αj + ejI4×4 (j = 1, 2, 3; e ∈ S2).
If it were not for the remainder term ejI4×4, we could apply the following:
Lemma 4.1. Let γ be a 4× 4 matrix. A sufficient condition for the symbol
σγ12(X1, X2) = |〈γΠ(e1)z1(X1),Π(e2)z2(X2) 〉|
to satisfy (4.4), is that
(4.6) γΠ(ξ) = Π(−ξ)γ (∀ξ ∈ R3).
Proof. By (1.26), (1.27) and (4.6),
|〈γΠ(e1)z1,Π(e2)z2 〉| = |〈Π(e2)Π(−e1)γz1, z2 〉| . θ(e1, e2)|γz1||z2|,
so (4.4) follows, since |z1| = |z2| = 1. 
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For the simpler Dirac-Klein-Gordon system (D-K-G), the analogue of (3.5) is
obtained by replacing the α’s in (3.7) by β, which does satisfy (4.6). This was used
in [3] to prove almost optimal local well-posedness for D-K-G in 3D. (Essentially
this reduces to Theorem 4.1.)
For M-D, the part of (3.7) which corresponds to the sum over µ = 1, 2, 3, and
which does not take into account the remainder term in (4.5), can be treated in
the same way as D-K-G. The crucial point, however, is that the remainder term
can be combined with the term corresponding to µ = 0 in (3.7), to produce a
more complicated null structure, which is not bilinear, but quadrilinear; see section
5. In view of this, we cannot just rely on standard L2 bilinear estimates such as
Theorem 4.1, although these certainly play an important role. In addition, we will
use a number of modified bilinear estimates proved by the third author in [13].
These estimates are recalled in section 6.
To end this section, we recall the standard L2 bilinear estimates of the form
(4.7)
∥∥∥PK±0N0,L0 (u1u2)
∥∥∥ ≤ C ‖u1‖ ‖u2‖ .
We have the following:
Theorem 4.2. With notation as in (2.16) (indexed by 1, 2), the estimate (4.7)
holds with
C ∼ (N012minN12minL1L2)1/2,(4.8)
C ∼ (N012minN0jminL0Lj)1/2 (j = 1, 2),(4.9)
C ∼ (N0N12minL012minL012med)1/2,(4.10)
C ∼ ((N012min)3L012min)1/2,(4.11)
for any choice of signs ±0,±1,±2.
Proof. By a standard argument (see, for example, [3, Lemmas 3 and 4]), (4.8)
follows from the analogous estimates for two solutions of the homogeneous wave
equation, proved in [4, Theorem 12.1]. Alternatively, see [13] for a short, direct
proof of (4.8). By duality, (4.9) follows from (4.8). Combining (4.8) and (4.9), and
recalling (3.17), we then get (4.10). Finally, via the Cauchy-Schwarz inequality,
(4.11) reduces to a trivial volume estimate; see [14, Eq. (37)]. 
It is now easy to prove Theorem 4.1. The only other ingredient needed is the
following more or less standard result, which generalizes the observation, made
above, that the angle θ12 must vanish in the null interaction.
Lemma 4.2. Consider a bilinear interaction (X0, X1, X2), with ξj 6= 0 for j = 1, 2.
Given signs (±0,±1,±2), define the hyperbolic weights as in (4.2), and define the
angle θ12 = θ(±1ξ1,±2ξ2). Then
(4.12) max (|h0|, |h1|, |h2|) & min (|ξ1|, |ξ2|) θ212.
Moreover, if
(4.13) |ξ0|  |ξ1| ∼ |ξ2| and ±1 6= ±2,
then
(4.14) θ12 ∼ 1 and max (|h0|, |h1|, |h2|) & min (|ξ1|, |ξ2|) ,
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whereas if (4.13) does not hold, then
(4.15) max (|h0|, |h1|, |h2|) & |ξ1||ξ2|θ
2
12
|ξ0| .
See [13] for a proof.
We can now prove Theorem 4.1. By Lemma 4.2, θ12 . (L012max/N12min)1/2, hence
(4.16)
∥∥∥PK±0N0,L0Bθ12(u1, u2)
∥∥∥ . (L012max
N12min
)1/2 ∥∥∥PK±0N0,L0 (u1u2)
∥∥∥
.
(
L012max
N12min
)1/2 (
N0N
12
minL
012
minL
012
med
)1/2 ‖u1‖ ‖u2‖ ,
where we used (4.10) from Theorem 4.2 to get the last inequality. Simplifying, we
get Theorem 4.1.
We remark that Theorem 4.2 is related to the so-called null form estimates first
investigated in [7], and subsequently in numerous other papers by various authors;
see [4] for a survey. For this reason, we call Bθ12 a null form.
Later, we shall also use the related null form B′θ12 corresponding to a product
without conjugation. Let us write out both definitions here for easy reference:
FBθ12(u1, u2)(X0) =
∫
θ(±1ξ1,±2ξ2) u˜1(X1) u˜2(X2) dµ12X0 ,(4.17)
FB′θ12(u1, u2)(X0) =
∫
θ(±1ξ1,±2ξ2) u˜1(X1) u˜2(X2) dν12X0 ,(4.18)
with notation as in (2.1) and (2.3).
5. Quadrilinear null structure in Maxwell-Dirac
Consider the symbol
q1234 = 〈αµΠ(e1)z1,Π(e2)z2 〉〈αµΠ(e3)z3,Π(e4)z4 〉,
appearing in (3.23). Here e1, . . . , e4 ∈ R3 and z1, . . . , z4 ∈ C4 are unit vectors. The
null structure will be expressed in terms of the angles
θjk = θ(ej , ek),
six of which are distinct. We shall refer to the index pairs 12 and 34 as the internal
pairs, and the angles θ12 and θ34 as the internal angles. Angles between vectors
from different internal pairs are then called external angles. So the external angles
are θ13, θ14, θ23 and θ24. Let us denote their minimum by
(5.1) φ = min {θ13, θ14, θ23, θ24} .
Lemma 5.1. With notation as above,
(5.2) |q1234| . θ12θ34 + φmax(θ12, θ34) + φ2,
for all unit vectors e1, . . . , e4 ∈ R3 and z1, . . . , z4 ∈ C4.
Proof. By idempotency we may replace zj in q1234 by z′j = Π(ej)zj , for j = 1, . . . , 4.
We do this for notational convenience, the advantage being that
(5.3) z′j = Π(ej)z
′
j (j = 1, . . . , 4).
Note also that |z′j | ≤ |zj | = 1.
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Let us first assume φ = θ13. Apply (4.5) in q1234, and make use of (5.3) and
the identities (1.25)–(1.26). Note the implicit summation in q1234, and recall that
α0 = −α0 = I4×4. We thus get
q1234 = A+B + C +D,
where
A = (e1 · e3 − 1)〈 z′1, z′2 〉〈 z′3, z′4 〉,
B = 〈Π(−e1)αjz′1, z′2 〉〈Π(−e3)αjz′3, z′4 〉,
C = 〈 ej1z′1, z′2 〉〈Π(−e3)αjz′3, z′4 〉,
D = 〈Π(−e1)αjz′1, z′2 〉〈 ej3z′3, z′4 〉.
Here ej1 are the coordinates of e1, and we implicitly sum over j = 1, 2, 3.
Clearly,
(5.4) |A| ≤ |1− cos θ13| . θ213.
By (5.3) and (1.27),
(5.5) |B| . θ12θ34.
Using (1.25) we write C = C1 − C2, where
C1 = 〈 z′1, z′2 〉〈Π(−e3)Π(e1)z′3, z′4 〉,
C2 = 〈 z′1, z′2 〉〈Π(−e3)Π(−e1)z′3, z′4 〉.
By (1.26) and (1.27),
|C1| ≤ |〈Π(−e3)Π(e1)z′3,Π(−e3)Π(e4)z′4 〉| . θ13θ34,
|C2| ≤ |〈Π(−e1)Π(e3)z′3,Π(−e3)Π(e4)z′4 〉| . θ13θ34,
hence
(5.6) |C| . θ13θ34.
By symmetry with C,
(5.7) |D| . θ13θ12.
Combining (5.4)–(5.7) gives |q1234| . θ12θ34 +θ13θ12 +θ13θ34 +θ213, which proves
the lemma under the assumption φ = θ13. To remove that assumption, we observe
that q1234 can be written in four different ways, since the αµ are hermitian:
q1234 = 〈αµΠ(e1)z′1,Π(e2)z′2 〉〈αµΠ(e3)z′3,Π(e4)z′4 〉
= 〈αµΠ(e1)z′1,Π(e2)z′2 〉〈Π(e3)z′3,αµΠ(e4)z′4 〉
= 〈Π(e1)z′1,αµΠ(e2)z′2 〉〈αµΠ(e3)z′3,Π(e4)z′4 〉
= 〈Π(e1)z′1,αµΠ(e2)z′2 〉〈Π(e3)z′3,αµΠ(e4)z′4 〉,
and by the same argument as above, these expressions can be used to prove the
lemma in the cases where the minimum φ of the external angles is θ13, θ14, θ23 or
θ24, respectively. 
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When we apply this lemma, it is natural to distinguish the cases
φ . min(θ12, θ34),(5.8)
min(θ12, θ34) φ . max(θ12, θ34),(5.9)
max(θ12, θ34) φ,(5.10)
which imply, respectively, that the first, second or third term in (5.2) dominates.
In certain situations, the last two cases can be treated simultaneously, by virtue
of the following simplified version of Lemma 5.1.
Lemma 5.2. In the cases (5.9) and (5.10),
|q1234| . θ13θ24.
Proof. Note that in cases (5.9) and (5.10),
(5.11) min(θ12, θ34) φ ≤ θ13, θ14, θ23, θ24.
In case (5.10) the dominant term in (5.2) is φ2, hence the lemma follows from (5.11).
To handle case (5.9), note that by symmetry we may assume that θ12 ≤ θ34. Then
we claim that (5.11) implies
(5.12) θ13 ∼ θ23, θ14 ∼ θ24.
Granting this, we next notice that since we are in case (5.9), and since θ12 ≤ θ34,
the dominant term in (5.2) is φθ34, but θ34 ≤ θ13 + θ14 . max(θ13, θ24) by (5.12),
and φ ≤ min(θ13, θ24) by (5.11), so the lemma holds.
It remains to prove (5.12). By the triangle inequality for distances on the unit
sphere, θ13 ≤ θ12 + θ23, and since θ12  θ13, it follows that θ13 . θ23. Repeating
this argument with the index 13 replaced by 23, 14 and 24, we get (5.12), so the
claim is proved. This completes the proof of the lemma. 
Our general strategy is now to apply the Cauchy-Schwarz inequality in various
ways to reduce (3.24) to bilinear L2 estimates. The standard estimates suffice in
the particularly easy case (5.8), which we dispose of straight away: The term θ12θ34
then dominates in (5.2), hence, with notation as in (4.17),
(5.13)
JΣN ,L .
∥∥∥T±0L0,L′0F PK±0N0,L′0Bθ12(u1, u2)
∥∥∥∥∥∥PK±0N0,L0Bθ34(u3, u4)
∥∥∥
.
∥∥∥PK±0
N0,L
′
0
Bθ12(u1, u2)
∥∥∥∥∥∥PK±0N0,L0Bθ34(u3, u4)
∥∥∥
. (N0L′0L1L2)
1/2 (N0L0L3L4)
1/2 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ ,
where we applied the Cauchy-Schwarz inequality, Lemma 3.3 and Theorem 4.1.
This proves Theorem 3.1 in the case (5.8), so henceforth we assume that (5.9) or
(5.10) holds. Then the standard L2 bilinear estimates do not suffice. In addition
we need a number of modified bilinear estimates proved by the third author in [13],
which we recall in the next section. In section 7 we fill in some details about bilinear
interactions, and then in sections 8 and 9 we finally prove Theorem 3.1.
6. Additional bilinear estimates
Here we recall a number of bilinear estimates proved in [13]. For more about the
motivation behind these estimates, see [13].
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6.1. Anisotropic bilinear estimate.
Theorem 6.1. Let ω ∈ S2, I ⊂ R a compact interval. In addition to the usual
assumption (2.16), assume now
supp û1 ⊂
{
(τ, ξ) : θ(ξ, ω⊥) ≥ α} for some 0 < α 1.
Then
‖Pξ0·ω∈I(u1u2)‖ .
( |I|N12minL1L2
α
)1/2
‖u1‖ ‖u2‖ .
The same estimate holds for ‖Pξ1·ω∈Iu1 · u2‖ and ‖u1 ·Pξ2·ω∈Iu2‖.
Here ω⊥ ⊂ R3 is the orthogonal complement of ω, and |I| is the length of I.
6.2. Null form estimate with tube restricition. Recall that Tr(ω) ⊂ R3, for
r > 0 and ω ∈ S2, denotes a tube of radius comparable to r around Rω. Recall also
the definition of the null forms in (4.17) and (4.18).
Theorem 6.2. Let r > 0 and ω ∈ S2. Then with notation as in (2.16),
(6.1)
∥∥Bθ12(PR×Tr(ω)u1, u2)∥∥ . (r2L1L2)1/2 ‖u1‖ ‖u2‖ .
Moreover, the same estimate holds for B′θ12 .
The key point here is that we are able to exploit concentration of the Fourier
supports near a null ray, which is not possible for a standard product like u1u2.
Remark 1. In [13], (6.1) is proved under the hypothesis that |ξj | ∼ Nj on the
support of u˜j , for j = 1, 2, instead of 〈ξj〉 ∼ Nj , as we have here. This only makes
as difference if N12min ∼ 1, however, but in that case, recalling also the standing
assumption L1, L2 ≥ 1, (6.1) follows from∥∥PR×Tr(ω)u1 · u2∥∥ . (r2N12minL12min)1/2 ‖u1‖ ‖u2‖ .
This estimate is also proved in [13], but requires only |ξj | . Nj for j = 1, 2.
Remark 2. In [13], (6.1) is proved for B′θ12 , but it is easy to see that this implies
the same estimate for Bθ12 .
6.3. Concentration/nonconcentration null form estimate. In the following
refinement of Theorem 6.2 we limit attention to interactions which are nearly null,
by restricting the symbol in (4.17) and (4.18) to θ12  1; we denote these modified
null forms by Bθ121 and B
′
θ121.
Theorem 6.3. Let r > 0, ω ∈ S2 and I0 ⊂ R a compact interval. Assume that
N1, N2  1 and that
(6.2) r  N12min.
Then with notation as in (2.16),∥∥Pξ0·ω∈I0Bθ121(PR×Tr(ω)u1, u2)∥∥ . (r2L1L2)1/2(sup
I1
‖Pξ1·ω∈I1u1‖
)
‖u2‖ ,
where the supremum is over all translates I1 of I0. The same holds for B′θ121.
Here the condition N1, N2  1 serves to ensure that the spatial Fourier supports,
given by the conditions 〈ξj〉 ∼ Nj for j = 1, 2, do not degenerate to balls.
22 P. D’ANCONA, D. FOSCHI, AND S. SELBERG
6.4. Nonconcentration low output estimate. The following result improves
(4.10) in certain situations.
Theorem 6.4. Assume N0  N1 ∼ N2, and define r = (N0L012max)1/2. Then with
notation as in (2.16),∥∥∥PK±0N0,L0(u1u2)
∥∥∥ . (N21L012minL012med)1/2 ‖u1‖ sup
ω∈S2
∥∥PR×Tr(ω)u2∥∥ .
In fact, we do not use Theorem 6.4 as stated, but we use the main ideas from
its proof, a key ingredient of which is the following partial orthogonality estimate
for a family of thickened null hyperplanes corresponding to a set of well-separated
directions on the unit sphere.
Lemma 6.1. Suppose N, d > 0, ω0 ∈ S2 and 0 < γ < γ′ < 1. The estimate
(6.3)
∑
ω∈Ω(γ)
θ(ω,ω0)≤γ′
χHd(ω)(τ, ξ) .
γ′
γ
+
d
Nγ2
holds for all (τ, ξ) ∈ R1+3 with |ξ| ∼ N .
6.5. Null form estimate with ball restriction. In the following analogue of
Theorem 6.2, the tube is replaced by a ball. Then the symbol θ12 in (4.17) and
(4.18) can be replaced by
√
θ12, defining B√θ12 and B
′√
θ12
.
Theorem 6.5. Let r > 0, and let B ⊂ R3 be a ball of radius r and arbitrary center.
Then with notation as in (2.16),∥∥PR×BB√θ12(u1, u2)∥∥ . (r2L1L2)1/2 ‖u1‖ ‖u2‖ .
The same holds if PR×B is placed in front of either u1 or u2, instead of outside the
product. Moreover, the same estimates hold for B′√
θ12
7. Some properties of bilinear interactions
Here we fill in some details about the bilinear interaction X0 = X1 −X2, where
Xj = (τj , ξj). Given signs (±0,±1,±2), we define the hyperbolic weights hj as in
(4.2), and we assume ξj 6= 0 for j = 0, 1, 2, so that the unit vectors ej and the
angles θjk are well-defined, as in (3.11) and (3.15).
In Lemma 4.2 we related the angle θ12 to the size of the hyperbolic weights hj
and the elliptic weights |ξj |. The sign ±0 was arbitrary, but by keeping track of the
sign ±0 we can get additional information. In fact, since τ0 = τ1 − τ2,
(7.1) h0 − h1 + h2 = ±0|ξ0| − ±1|ξ1| ±2 |ξ2|,
so by (2.5), (2.6) and the fact that ξ0 = ξ1 − ξ2, we get the information in Table 1.
From this table we see that for certain bilinear interactions,
(7.2) max (|h0|, |h1|, |h2|) & |ξ0|,
which is good because it excludes the null interaction. In general, (7.2) holds if ±0
is different from the following sign:
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(±0,±1,±2) = |h0|+ |h1|+ |h2| ≥
(+,+,+) or (−,−,−) |ξ0|+ |ξ2| − |ξ1| ∼ min(|ξ0|, |ξ2|)θ202
(−,+,+) or (+,−,−) |ξ0|+ |ξ1| − |ξ2| ∼ min(|ξ0|, |ξ1|)θ201
(+,+,−) or (−,−,+) |ξ0|+ |ξ1|+ |ξ2|
(−,+,−) or (+,−,+) |ξ1|+ |ξ2| − |ξ0| ∼ min(|ξ1|, |ξ2|)θ212
Table 1. Estimates for the bilinear interaction.
Definition 2. We define the sign, depending on (±1,±2) and (|ξ1|, |ξ2|),
±12 =

+ if (±1,±2) = (+,+) and |ξ1| > |ξ2|,
− if (±1,±2) = (+,+) and |ξ1| ≤ |ξ2|,
+ if (±1,±2) = (+,−).
The definitions in the remaining cases (±1,±2) = (−,−), (−,+) are then obtained
by reversing all three signs ±12,±1,±2 above.
As remarked already we then have, by the above table:
Lemma 7.1. If ±0 6= ±12, then (7.2) holds.
Now consider the case of equal signs. The possible interactions are illustrated in
Figures 1 and 2. From the sine rule we obtain:
Lemma 7.2. If ±0 = ±12, then
(7.3) min (θ01, θ02) ∼ min (|ξ1|, |ξ2|)|ξ0| sin θ12.
Moreover, if ±0 = ±12 and ±1 6= ±2, then
(7.4) max (θ01, θ02) ∼ θ12.
Proof. It suffices to consider the cases (±1,±2) = (+,+), (+,−). In both cases, the
law of sines yields (see Figures 1 and 2)
|ξ2| sin θ12 = |ξ0| sin θ01,(7.5)
|ξ1| sin θ12 = |ξ0| sin θ02.(7.6)
Now we claim that
(7.7) min (θ01, θ02) =
{
θ01 if |ξ1| > |ξ2|,
θ02 if |ξ1| ≤ |ξ2|,
and
(7.8) 0 ≤ min (θ01, θ02) ≤ pi2 .
Clearly, (7.5)–(7.8) imply (7.3), so it remains to prove the claim.
First, assume that (±1,±2) = (+,+). If |ξ1| > |ξ2|, then from Figure 1(a) we
see that θ02 = θ01 + θ12 and θ01 ∈ [0, pi/2], whereas if |ξ1| ≤ |ξ2|, then as in Figure
1(b) we have θ01 = θ02 + θ12 and θ02 ∈ [0, pi/2]. Thus, (7.7) and (7.8) hold.
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ξ1
ξ2
ξ0
θ12
θ01
θ02
pi − θ02
(a) |ξ1| > |ξ2| and ±0 = ±12 = +
ξ1
ξ2
ξ0
θ12
pi − θ01
θ01
θ02
(b) |ξ1| ≤ |ξ2| and ±0 = ±12 = −
Figure 1. (±1,±2) = (+,+) and ±0 = ±12.
ξ1
−ξ2
ξ0
pi − θ12
pi − θ12
θ01
θ02
Figure 2. (±1,±2) = (+,−) and ±0 = ±12 = +. Here θ12 =
θ01 + θ02.
Second, consider (±1,±2) = (+,−). From Figure 2 we see that θ12 = θ01 + θ02,
so the minimum of θ01 and θ02 must belong to [0, pi/2], proving (7.8). If |ξ1| > |ξ2|,
the minimum is θ01, whereas if |ξ1| ≤ |ξ2|, the minimum is θ02, so (7.7) holds. Since
θ12 = θ01 + θ02, (7.4) is immediate. 
The following is reminiscent of (4.12) in Lemma 4.2.
Lemma 7.3. For all signs,
(7.9) max (|h0|, |h1|, |h2|) & |ξ0|min (θ01, θ02)2 .
Proof. If ±0 6= ±12, (7.9) holds by Lemma 7.1, so we may assume ±0 = ±12, hence
(7.3) is valid. We split into the cases θ12  1 and θ12 ∼ 1.
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If θ12  1, Lemma 4.2 implies (4.15), and using also (7.3) we get
|ξ0|min (θ01, θ02)2 ∼ min (|ξ1|, |ξ2|)
2
|ξ0| θ
2
12 .
min (|ξ1|, |ξ2|) max (|h0|, |h1|, |h2|)
max (|ξ1|, |ξ2|) ,
so (7.9) holds.
Next, assume θ12 ∼ 1. Then by (4.12) in Lemma 4.2,
min (|ξ1|, |ξ2|) . max (|h0|, |h1|, |h2|) ,
and combining this with (7.3) we get
|ξ0|min (θ01, θ02)2 . |ξ0|min (θ01, θ02) . min (|ξ1|, |ξ2|) . max (|h0|, |h1|, |h2|) ,
so (7.9) again holds. 
Based on the previous lemmas we now prove the following.
Lemma 7.4. If ±0 = ±12 and ±1 = ±2, then
(7.10)
|ξ1||ξ2|θ212
|ξ0| ∼ min (|ξ0|, |ξ1|, |ξ2|) max(θ01, θ02)
2 . max (|h0|, |h1|, |h2|) ,
whereas if ±0 = ±12 and ±1 6= ±2, then
(7.11) max (θ01, θ02) ∼ θ12.
Proof. The last statement was proved in Lemma 7.2, so we only prove (7.10). It
suffices to consider (±1,±2) = (+,+). If |ξ1| > |ξ2|, then ±0 = ±12 = +, and by
Table 1,
max (|h0|, |h1|, |h2|) & |ξ0|+ |ξ2| − |ξ1| ∼ min (|ξ0|, |ξ2|) θ202,
but also
max (|h0|, |h1|, |h2|) & |ξ0|+ |ξ2| − |ξ1| = |ξ0| −
∣∣|ξ1| − |ξ2|∣∣ ∼ |ξ1||ξ2|θ212|ξ0| ,
where we used (2.6). Combining these estimates, and noting that θ01 ≤ θ02 by
(7.7), we get the desired estimate. The case |ξ1| ≤ |ξ2| is treated similarly. 
8. Proof of the dyadic quadrilinear estimate, Part I
Here we prove Theorem 3.1 under the assumption
(8.1) L0 ∼ L′0.
By symmetry, we may assume
(8.2) θ12 ≤ θ34,
and
(8.3) L1 ≤ L2, L3 ≤ L4,
We distinguish the cases
L2 ≤ L′0,(8.4a)
L4 ≤ L0,(8.4b)
L2 > L
′
0, L4 > L0,(8.4c)
each of which may be split further into the subcases (5.9) and (5.10) (recall that
(5.8) has been completely dealt with). In each case it is of course understood that
the region of integration in (3.23) is restricted accordingly.
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In view of (8.2), the cases (5.9), (5.10) simplify to
θ12  φ . θ34,
(
=⇒ |q1234| . φθ34
)
(8.5a)
θ12 ≤ θ34  φ,
(
=⇒ |q1234| . φ2
)
,(8.5b)
where the symbol estimates on the right hold by Lemma 5.1. By Lemma 4.2,
(8.6) θ12 . γ ≡ min
(
γ∗,
(
N0L
0′12
max
N1N2
)1/2)
, for some 0 < γ∗  1.
In fact, here we can choose any 0 < γ∗  1 that we want, by adjusting the implicit
constant in (5.8). By Lemma 4.2 we also have
(8.7) θ34 . γ′ ≡
(
L034max
N34min
)1/2
.
Observe that, with notation as in (3.15) and (5.1),
(8.8) φ ≤ min(θ01, θ02) + min(θ03, θ04),
since θjk ≤ θ0j + θ0k. By Lemma 7.3,
(8.9) min(θ01, θ02) .
(
L0
′12
max
N0
)1/2
, min(θ03, θ04) .
(
L034max
N0
)1/2
.
To simplify, we introduce the shorthand
(8.10) u0′12 = PK±0
N0,L
′
0
(u1u2) , u043 = PK±0N0,L0
(u4u3) ,
with notation as in (2.16). We define ±12 and ±43 as in Definition 2, recalling that
ξ0 = ξ1 − ξ2 = ξ4 − ξ3 by (3.14). Note the following important relations between
the angles θ12, θ01, θ02 in the low and high output interactions (recall (3.16)):
±0 = ±12, θ12  1, N0  N1 ∼ N2 =⇒ θ01 ∼ θ02 ∼ N1
N0
θ12,(8.11)
±0 = ±12, θ12  1, N1 . N0 ∼ N2 =⇒ θ12 ∼ θ01 ∼ N0
N1
θ02.(8.12)
This follows by Lemma 7.2, (7.7) in the proof of that lemma, and Lemma 7.4. Note
also that (8.11) can only happen if±1 = ±2. Of course, (8.12) applies symmetrically
when N2 . N0 ∼ N1. Analogous estimates apply to the index 043.
8.1. Case (8.4a). Then we can treat the cases (8.5a) and (8.5b) simultaneously by
using Lemma 5.2 and pairing up u1 with u3, and u2 with u4. After an angular
decomposition we then apply the null form estimate with tube restriction.
Discard the characteristic functions of K±0N0,L0 ,K
±0
N0,L′0
in (3.23) (this is reason-
able in view of (8.4a) and (8.1)), and estimate |q1234| by Lemma 5.2. To achieve
the desired pairing of the u’s, we change the variables (τ ′0, τ0, ξ0) in (3.23) to
τ˜ ′0 = τ1 + τ3, τ˜0 = τ2 + τ4, ξ˜0 = ξ1 + ξ3 = ξ2 + ξ4.
By (3.14) and (3.20), τ˜ ′0 − τ˜0 = τ ′0 − τ0, so the symbol (3.27) is invariant under the
change of variables:
(8.13) a±0L0,L′0(τ0, τ
′
0, ξ0) = a
±0
L0,L′0
(τ˜0, τ˜ ′0, ξ˜0).
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Note that this relies on the assumption L0 ∼ L′0. We conclude that
(8.14)
JΣN ,L .
∫
TL0,L′0FB′θ13(u1, u3)(X˜0) · FB′θ24(u2, u4)(X˜0) dX˜0
.
∥∥B′θ13(u1, u3)∥∥∥∥B′θ24(u2, u4)∥∥ ,
where we used Lemma 3.3.
The question is now how to estimate the last two factors in (8.14). Observe
that there is no point in applying Lemma 4.2 with respect to the angles θ13, θ24,
since we know nothing about the associated h0-weights. In other words, Theorem
4.1 is not useful here. Instead, we use the upper bound (8.6) for θ12. Although
this angle does not explicitly appear in (8.14), it can still make its influence felt if
we use Lemma 2.3 to angularly decompose (±1ξ1,±2ξ2) before we use (8.14). The
angular decomposition restricts the spatial Fourier supports to tubes, so we can
apply Theorem 6.2. Let us turn to the details.
Making use of the restriction (8.6), we apply Lemma 2.4 to the pair (±1ξ1,±2ξ2),
and then we use (8.14), thus obtaining
(8.15) JΣN ,L .
∑
ω1,ω2
∥∥B′θ13(uγ,ω11 , u3)∥∥∥∥B′θ24(uγ,ω22 , u4)∥∥ ,
where the sum is over ω1, ω2 ∈ Ω(γ) satisfying θ(ω1, ω2) . γ, and we use the
notation (2.17) (indexed by 1, 2, except for γ). Since the spatial frequency ξj of
u
γ,ωj
j is restricted to a tube of radius comparable to Njγ about Rωj , we can apply
Theorem 6.2 to (8.15). The result is
(8.16)
JΣN ,L . N1N2γ2 (L1L2L3L4)
1/2
∑
ω1,ω2
‖uγ,ω11 ‖ ‖uγ,ω22 ‖ ‖u3‖ ‖u4‖
. N0L′0 (L1L2L3L4)
1/2 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ ,
where we summed ω1, ω2 as in (2.19), and used the definition(8.6) of γ, taking into
account the assumption (8.4a). In view of (8.1), this proves (3.24).
This concludes case (8.4a).
8.2. Case (8.4b). If θ34  1, then we have the analogue of (8.6), so by symmetry
the argument used for case (8.4a) above applies, with the roles of the indices 12
and 34 reversed.
It then remains to consider θ34 ∼ 1. Then N34min . L0, by Lemma 4.2. Moreover,
we may assume L2 > L′0, since the case L2 ≤ L′0 was completely dealt with above.
Now trivially estimate |q1234| . 1. Then with notation as in (8.10),
JΣN ,L . ‖u0′12‖ ‖u043‖
.
(
N20L
′
0L1
)1/2 (
(N34min)
2L3L4
)1/2 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖
.
(
N20L1L2
)1/2 (
L20L3L4
)1/2 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ ,
where the first inequality holds by the Cauchy-Schwarz inequality and Lemma 3.3,
the second by Theorem 4.2, and the third by the assumption L2 > L′0 and the fact
that N34min . L0. In view of (8.1), this implies (3.24).
This concludes the case (8.4b).
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8.3. Case (8.4c). So far we were able to treat (8.5a) and (8.5b) simultaneously,
but from now on we need to separate the two, and we further divide into subcases
depending on which term dominates in the right hand side of (8.8):
θ12  φ . θ34, min(θ01, θ02) ≥ min(θ03, θ04),(8.17a)
θ12  φ . θ34, min(θ01, θ02) < min(θ03, θ04),(8.17b)
θ12 ≤ θ34  φ, min(θ01, θ02) < min(θ03, θ04),(8.17c)
θ12 ≤ θ34  φ, min(θ01, θ02) ≥ min(θ03, θ04).(8.17d)
Subcase (8.17b) is by far the most difficult, and will be split further into subcases.
8.4. Case (8.4c), subcase (8.17a). Then by (8.5a) and (8.7)–(8.9),
(8.18) |q1234| . φθ34 .
(
L2
N0
)1/2(
L4
N34min
)1/2
,
hence
(8.19)
JΣN ,L .
(
L2
N0
)1/2(
L4
N34min
)1/2
‖u0′12‖
∥∥u043∥∥
.
(
L2
N0
· L4
N34min
·N20L′0L1 ·N0N034minL0L3
)1/2 4∏
j=1
‖uj‖ ,
where we used the Cauchy-Schwarz inequality, Lemma 3.3 and Theorem 4.2.
8.5. Case (8.4c), subcase (8.17b). Then by (8.5a) and (8.7),
(8.20) |q1234| . φθ34 . min(θ03, θ04)
(
L4
N34min
)1/2
,
so by (8.6) and Lemma 2.4, applied to the pair (±1ξ1,±2ξ2),
(8.21) JΣN ,L .
∑
ω1,ω2
(
L4
N34min
)1/2 ∥∥∥∥B′θ03 (PK±0N0,L0F−1T±0L0,L′0Fuγ,ω1,ω20′12 , u3
)∥∥∥∥ ‖u4‖ ,
where
(8.22) uγ,ω1,ω20′12 = PK±0
N0,L
′
0
(
uγ,ω11 u
γ,ω2
2
)
and the sum is over ω1, ω2 ∈ Ω(γ) with θ(ω1, ω2) . γ. Since the spatial Fourier
support of uγ,ωjj is contained in a tube of radius comparable to Njγ about Rωj , it
follows that the spatial Fourier support of uγ,ω1,ω20′12 is contained in a tube of radius
comparable to N12maxγ around Rω1. Therefore, by Theorem 6.2, Lemma 3.3 and
Theorem 4.2,
(8.23)
JΣN ,L .
∑
ω1,ω2
(
L4
N34min
)1/2
N12maxγ (L0L3)
1/2 ‖uγ,ω1,ω20′12 ‖ ‖u3‖ ‖u4‖
.
(
L4
N34min
)1/2
N12max
(
N0L2
N1N2
)1/2 (
L0L3 ·N0N012minL′0L1
)1/2 4∏
j=1
‖uj‖
.
(
N0
N34min
N20L0L
′
0L1L2L3L4
)1/2 4∏
j=1
‖uj‖ .
MAXWELL-DIRAC 29
Here we summed ω1, ω2 as in (2.19), in the second step we used the definition of γ
from (8.6), recalling the assumption (8.4c), and in the last step we used (3.17).
From (8.23) we get the desired estimate if N0 . N34min, but also whenever we are
able to gain an extra factor (N34min/N0)
1/2. In particular, this happens if ±0 6= ±43,
since then N0 . L034max by Lemma 7.1, so instead of (8.7) we can use the estimate
θ34 . 1 . (L034max/N0)1/2, thereby gaining the desired factor.
Thus, we may assume ±0 = ±43. Moreover, we can assume ±0 = ±12, since if
this fails to hold, then Lemma 7.1 implies N0 . L2, hence the argument in section
8.4 applies.
It remains to consider N3  N0 ∼ N4 and N4  N0 ∼ N3, but the case
N3  N0 ∼ N4 is easy: By (8.12) and (8.20),
(8.24) N3  N0 ∼ N4 =⇒ θ04 . N3
N0
θ34, θ03 ∼ θ34, |q1234| . N3
N0
θ03θ34,
hence we gain a factor N3/N0 in (8.23), which is more than enough.
That leaves the interaction N4  N0 ∼ N3, which is much harder; we split it
further into N0 . N2 and N2  N0, treated in the next two sections. Recall also
that ±0 = ±12 = ±34 by the above reductions, and that we are assuming (8.3), by
symmetry.
8.6. Case (8.4c), subcase (8.17b), ±0 = ±12 = ±43, N4  N0 ∼ N3, N0 . N2.
We can insert P|ξ4|.N4 in front ofB
′
θ03
in (8.23), and instead of Theorem 6.2 we then
apply Theorem 6.3. Let us check that the hypotheses of the latter are satisfied. We
have N4  N0 ∼ N3, hence N0, N3  1 and θ03  1 (by the analogue of (8.24)),
so Bθ03 can be replaced by Bθ031 in (8.21). The hypothesis (6.2) translates to, in
the present situation,
(8.25) N12maxγ  N0,
where γ is given by (8.6).
But if (8.25) fails, then N0  N1 ∼ N2, so by (8.6) we see that the failure of
(8.25) is equivalent to N0 . L2, hence the argument in section 8.4 applies.
Thus, we can assume (8.25), hence Theorem 6.3 applies, so in (8.23) we can
replace ‖uγ,ω1,ω20′12 ‖ by
sup
I
‖Pξ0·ω1∈Iuγ,ω1,ω20′12 ‖ ,
where the supremum is over all intervals I ⊂ R with length |I| = N4. But since
γ  1, Theorem 6.1 implies, via duality,
(8.26) sup
I
‖Pξ0·ω1∈Iuγ,ω1,ω20′12 ‖ .
(
N4N
01
minL
′
0L1
)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ .
Thus, in the second line of (8.23), the combination N0N012minL
′
0L1 can be replaced
by N4N01minL
′
0L1, and since we are assuming N0 . N2, this means that we gain the
desired factor (N4/N0)1/2.
8.7. Case (8.4c), subcase (8.17b), ±0 = ±12 = ±43, N4  N0 ∼ N3, N2  N0.
To make the argument from the previous section work, we need to somehow gain
a factor (N2/N0)1/2. We shall apply an argument which essentially is the same as
the one introduced in [13] to prove the result stated here as Theorem 6.4.
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Let us first dispose of the easy case N2 ∼ 1. Then we simply estimate
(8.27) JΣN ,L . ‖u0′12‖
∥∥u043∥∥ . (N22L1L2 ·N20L0L3)1/2 4∏
j=1
‖uj‖ ,
where we used Lemma 3.3 and Theorem 4.2.
For the rest of this section we therefore assume 1  N2  N0 ∼ N1. This
ensures that the region described by 〈ξ2〉 ∼ N2 does not degenerate to a ball.
By (8.12) and (8.6),
(8.28) θ12 ∼ θ02 ∼ N0
N2
θ01, hence θ01 . α ≡ N2
N0
γ.
Now modify (8.21) by applying Lemma 2.4 again, this time to (±0ξ0,±1ξ1):
(8.29) JΣN ,L .
∑
ω1,ω2
∑
ω′0,ω
′
1
(
L4
N4
)1/2
×
∥∥∥∥P|ξ4|.N4B′θ031(PK±0N0,L0F−1T±0L0,L′0Fuγ,ω1,ω2;α,ω′0,ω′10′12 , u3
)∥∥∥∥ ‖u4‖ ,
where the second sum is over ω′0, ω
′
1 ∈ Ω(α) satisfying θ(ω′0, ω′1) . α, and
u
γ,ω1,ω2;α,ω
′
0,ω
′
1
0′12 = P±0ξ0∈Γα(ω′0)PK±0
N0,L
′
0
(
u
γ,ω1;α,ω
′
1
1 u
γ,ω2
2
)
(8.30)
u
γ,ω1;α,ω
′
1
1 = P±1ξ1∈Γα(ω′1)u
γ,ω1
1 .(8.31)
Observe that the spatial Fourier support of (8.30) is contained in a tube of radius
comparable to N0α ∼ N2γ around Rω′0; this tube is much thinner than the one
for (8.22), which is of radius comparable to N1γ around Rω1, hence we gain a
factor N2/N0 when we apply Theorem 6.3, compared to our estimates in section
8.6. On the other hand, we now have the additional sum over ω′0, ω
′
1. To come out
on top, we have to make sure that this sum does not cost us more than a factor
(N0/N2)1/2; this requires some orthogonality, which is supplied by the following
crucial information, to be fed into Lemma 6.1.
As in (3.13), let (X ′0, X1, X2) denote the bilinear interaction for (8.30), so that
X ′0 = X1 −X2. By (2.14),
X ′0 ∈ Hmax(L′0,N0α2)(ω′1), X1 ∈ Hmax(L1,N0α2)(ω′1),
where the latter relies on the assumption θ(ω′0, ω
′
1) . α. Therefore,
(8.32) X2 = X1 −X ′0 ∈ Hd(ω′1), where d = max
(
L0
′1
max, N0α
2
)
,
so we can insert PHd(ω′1) in front of u
γ,ω2
2 in (8.30).
With this information in hand, we estimate (8.29). Apply Theorem 6.3, recalling
the crucial fact that the tube radius is now N2γ. Repeating also the argument from
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section 8.6, but now with uγ,ω22 replaced by PHd(ω′1)u
γ,ω2
2 , we get
(8.33)
JΣN ,L .
(
L4
N4
)1/2
N2γ (L0L3)
1/2 (
N4N0L
′
0L1
)1/2
×
∑
ω1,ω2
∑
ω′0,ω
′
1
∥∥uγ,ω1;α,ω′11 ∥∥ ∥∥PHd(ω′1)uγ,ω22 ∥∥∥∥u3∥∥∥∥u4∥∥
.
(
L4
N4
)1/2
N2
(
L2
N2
)1/2
(L0L3)
1/2 (
N4N0L
′
0L1
)1/2
×
∑
ω1,ω2
√
B(ω1)
∥∥uγ,ω11 ∥∥ ‖uγ,ω22 ‖ ∥∥u3∥∥∥∥u4∥∥,
where
(8.34) B(ω1) = sup
(τ,ξ), |ξ|∼N2
∑
ω′1∈Ω(α)
θ(ω′1,ω1).γ
χHd(ω′1)(τ, ξ)
The second inequality in (8.33) was obtained by the Cauchy-Schwarz inequality,
and we used also Lemma (2.2) and (2.18).
If we can prove that
(8.35) sup
ω∈S2
B(ω) . N0
N2
,
then summing ω1, ω2 as in (2.19) we get the desired estimate (3.24) from (8.33).
By Lemma 6.1,
sup
ω∈S2
B(ω) . γ
α
+
d
N2α2
.
The first term on the right hand side is comparable to N0/N2, by (8.28). As for
the second term, this is also comparable to N0/N2 if d = N0α2. In view of the
definition of d, in (8.32), it then remains to consider d = L0
′1
max, which happens
when N0α2 ≤ L0′1max. Then instead of (8.35) we only get
(8.36) sup
ω∈S2
B(ω) . L
0′1
max
N2α2
,
but to compensate we can use the following replacement for (8.26):
(8.37) ‖Pξ0·ω1∈Iuγ,ω1,ω20′12 ‖ .
(
N4(N2γ)2L0
′1
min
)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ ,
which in fact reduces to a more or less trivial volume estimate; a proof is given
in [13, Sect. 8]. If we now apply (8.37) instead of (8.26), but of course with uγ,ω22
replaced by PHd(ω′1)u
γ,ω2
2 , then we must multiply (8.33) by the square root of
(N2γ)2
N0L0
′1
max
But multiplying this by the right hand side of (8.36) gives the factor in the right
hand side of (8.35), so the net effect is the same.
The proof for case (8.4c), subcase (8.17b) is now complete. Note that we did not
use the assumption L0 ∼ L′0 for this.
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8.8. Case (8.4c), subcase (8.17c). Then by (8.5b), (8.8) and (8.9),
(8.38) |q1234| . φ2 . min(θ03, θ04)
(
L4
N0
)1/2
.
Comparing with (8.20), we then we get (8.23) with an extra factor (N34min/N0)
1/2,
implying the desired estimate.
8.9. Case (8.4c), subcase (8.17d). This follows by the argument from the previous
section, by symmetry (reverse the roles of 12 and 34). This works because we know
that θ12, θ34  1, hence (8.6) holds, as does its analogue for θ34.
This concludes the proof of Theorem 3.1 for L0 ∼ L′0.
9. Proof of the dyadic quadrilinear estimate, Part II
It remains to prove Theorem 3.1 when
(9.1) L0  L′0 or L0  L′0.
By symmetry we may assume
(9.2) L1 ≤ L2, L3 ≤ L4.
Unlike in section 8, we do not use (8.4a)–(8.4c) as our main cases, the reason being
that the argument used in cases (8.4a) and (8.4b) only works when L0 ∼ L′0, since
it relies on (8.13), and moreover L0, L′0 do not appear symmetrically in (8.16).
Instead we use (5.9) and (5.10) as our main cases. In the case (5.9), we assume
without loss of generality that θ12 ≤ θ34. This we could also assume in case (5.10),
of course, but it serves no purpose. Instead, in case (5.10) we use the symmetry
to assume without loss of generality that the first term in (8.8) dominates. We
also use the latter to split (5.9) into two subcases. Thus, it suffices to consider the
following cases:
θ12  φ . θ34, min(θ01, θ02) ≥ min(θ03, θ04),(9.3a)
θ12  φ . θ34, min(θ01, θ02) < min(θ03, θ04),(9.3b)
θ12, θ34  φ, min(θ01, θ02) ≤ min(θ03, θ04).(9.3c)
The latter two we will further split into
L2 > L
′
0, L4 > L0,(9.4a)
L2 ≤ L′0, L4 > L0,(9.4b)
L2 ≤ L′0, L4 ≤ L0,(9.4c)
L2 > L
′
0, L4 ≤ L0.(9.4d)
We may assume that
(9.5) N12min, N
34
min  1,
since otherwise trivial estimates analogous to (8.27) apply.
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9.1. Case (9.3a). Then by (8.7)–(8.9),
|q1234| . φθ34 .
(
L0
′12
max
N0
)1/2(
L034max
N34min
)1/2
,
so with notation as in (8.10),
(9.6) JΣN ,L .
(
L0
′12
max
N0
)1/2(
L034max
N34min
)1/2 ∥∥T±0L0,L′0Fu0′12∥∥∥∥u043∥∥.
If we apply Lemma 3.3 followed by Theorem 4.2, we get the desired estimate except
in the case N0  N1 ∼ N2. But we can do better by applying the following:
Lemma 9.1. Assuming (9.1) holds, we have
(9.7)
∥∥T±0L0,L′0Fu0′12∥∥ . (N0N012minL0′12minL0′12med)1/2 ‖u1‖ ‖u2‖ .
The main point, comparing with (4.10) in Theorem 4.2, is that N12min there is
replaced by N012min in (9.7). Plugging the latter into (9.6), and estimating ‖u043‖ by
the analogue of (4.10), we get (3.24).
Proof of Lemma 9.1. If L0
′12
max = L
12
max, then (9.7) holds by Lemma 3.3 and (4.9), so
we assume L0
′12
max = L
′
0 for the rest of the proof.
Since θ12  1, we have θ12 . γ with γ as in (8.6). Then by Lemma 2.4, the left
hand side of (9.7) is dominated by the sum, with notation as in (8.22),
S =
∑
ω1,ω2
∥∥∥T±0L0,L′0Fuγ,ω1,ω20′12 ∥∥∥ ,
where the sum is over ω1, ω2 ∈ Ω(γ) with θ(ω1, ω2) . γ. By (2.14),
(9.8) Fuγ,ω11 ⊂ Hmax(L1,N1γ2)(ω1), Fuγ,ω22 ⊂ Hmax(L2,N2γ2)(ω1),
where the latter relies on the assumption θ(ω1, ω2) . γ. We conclude that
(9.9) suppFuγ,ω1,ω20′12 ⊂ Hd′(ω1), where d′ = max
(
L12max, N
12
maxγ
2
)
.
Then by Lemma 3.4,
(9.10) S .
∑
ω1,ω2
(
d′
L′0
)1/2
‖uγ,ω1,ω20′12 ‖ .
If d′ = L12max, use (4.9) and sum ω1, ω2 as in (2.19) to obtain
(9.11) S .
(
L12max
L′0
)1/2 (
N0N
012
minL
′
0L
12
min
)1/2 ‖u1‖ ‖u2‖ ,
proving (9.7). The other possibility is d′ = N12maxγ
2 ∼ N0L′0/N12min, where the
estimate holds by (8.6). Then by (9.10) and (4.8),
(9.12) S .
(
N0L
′
0
N12minL
′
0
)1/2 (
N012minN
12
minL1L2
)1/2 ‖u1‖ ‖u2‖ ,
completing the proof of Lemma 9.1. 
This concludes case (9.3a).
9.2. Case (9.3b), subcase (9.4a). This is covered by the proof for L0 ∼ L′0, where
it corresponds to case (8.4c), subcase (8.17b); see sections 8.5–8.7.
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9.3. Case (9.3b), subcase (9.4b). Again we use the argument in sections 8.5–8.7,
but with certain modifications. Observe that (8.20) holds. Now we repeat the
argument leading to (8.23), but instead of using Lemma 3.3 and Theorem 4.2 to
estimate T±0L0,L′0Fu
γ,ω1,ω2
0′12 , we use Lemma 9.1. Then we get
(9.13)
JΣN ,L .
∑
ω1,ω2
(
L4
N34min
)1/2
N12maxγ (L0L3)
1/2 ∥∥T±0L0,L′0Fuγ,ω1,ω20′12 ∥∥ ‖u3‖ ‖u4‖
.
(
L4
N34min
)1/2
N12max
(
N0L
′
0
N1N2
)1/2 (
L0L3 ·N0N012minL1L2
)1/2 4∏
j=1
‖uj‖
.
(
N0
N34min
N20L0L
′
0L1L2L3L4
)1/2 4∏
j=1
‖uj‖ ,
and the last line is exactly as in (8.23).
Now we continue as in section 8.5. We are done if N0 . N34min, or whenever we
are able to gain an extra factor (N34min/N0)
1/2 in (9.13); the latter happens when
N3  N0 ∼ N4, in view of (8.24).
Thus, we are left with N4  N0 ∼ N3. Then we proceed as in section 8.6. We
may assume (8.25) (otherwise N0 . L′0, and then (9.6) holds), hence Theorem 6.3
applies, so in (9.13) we can replace
∥∥T±0L0,L′0Fuγ,ω1,ω20′12 ∥∥ by
(9.14) sup
I
∥∥∥T±0L0,L′0FPξ0·ω1∈Iuγ,ω1,ω20′12 ∥∥∥ ,
where the supremum is over I ⊂ R with |I| = N4. By Theorem 6.1,
(9.15) sup
I
‖Pξ0·ω1∈Iuγ,ω1,ω20′12 ‖ .
(
N4N
12
minL1L2
)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ .
If we combine this with Lemma 3.3, we get
(9.16) l.h.s.(9.14) .
(
N4N
12
minL1L2
)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ ,
but this is not enough: It allows us to replace the combination N0N012minL1L2 in the
second line of (9.13) by N4N12minL1L2, but what we need is N4N
012
minL1L2. That is,
we need
(9.17) l.h.s.(9.14) .
(
N4N
012
minL1L2
)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ .
If this holds, then we gain the necessary factor (N4/N0)1/2 in (9.13).
So let us prove (9.17). We assume N0  N1 ∼ N2, since otherwise (9.17)
reduces to (9.16). Recalling (9.9) from the proof of Lemma 9.1, we use Lemma
3.4 to estimate the norm inside the supremum in (9.14), and then we apply either
(9.15) or the variation
(9.18) sup
I
‖Pξ0·ω1∈Iuγ,ω1,ω20′12 ‖ .
(
N4N
01
minL
′
0L1
)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ ,
which follows from Theorem 6.1 via duality, again using the fact that γ  1.
Specifically, if d′ = L12max, we use (9.18), whereas (9.15) is used if d
′ = N12maxγ
2; cf.
(9.11) and (9.12) in the proof of Lemma 9.1. Then (9.17) follows.
This concludes case (9.3b), subcase (9.4b).
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9.4. Case (9.3b), subcase (9.4c). The argument from section 9.3 does not work,
since the L4 in (9.13) becomes L0, so there are two L0’s; one of them is due to
(8.7), and is unavoidable. The other, unwanted factor comes from estimating the
null form in (8.29) by Theorem 6.2 or Theorem 6.3, so we have to avoid using those
theorems. Instead we shall use an extra decomposition of the spatial frequencies
into cubes to gain better control. Then we use Theorems 6.1 and 6.5, and also
Lemma 3.4.
For the remainder of section 9, we change the notation from (8.6), writing now
(9.19) θ12 . γ ≡
(
N0L
0′12
max
N1N2
)1/2
.
By (9.3b), (8.8) and (8.9),
(9.20) φ . min(θ03, θ04) .
(
L0
N0
)1/2
,
hence
(9.21) |q1234| . φθ34 .
(
L0
N0
)1/2
θ34.
Therefore, applying Lemma 2.4 to the pair (±1ξ1,±2ξ2) and Lemma 2.3 to the pair
(±3ξ3,±4ξ4), and recalling (8.6) and (8.7),
(9.22) JΣN ,L .
∑
ω1,ω2
∑
0<γ34.γ′
∑
ω3,ω4
(
L0
N0
)1/2
γ34
×
∫
T±0L0,L′0Fu
γ,ω1,ω2
0′12 (X0) · Fuγ34,ω4,ω3043 (X0) dX0,
where γ′ is defined as in (8.7), uγ,ω1,ω20′12 is defined as in (8.22), and similarly
(9.23) uγ34,ω4,ω3043 = PK±0N0,L0
(
uγ34,ω44 u
γ34,ω3
3
)
The sums in (9.22) are over ω1, ω2 ∈ Ω(γ) with θ(ω1, ω2) . γ, over dyadic γ34, and
over ω3, ω4 ∈ Ω(γ34) satisfying
(9.24) 3γ34 ≤ θ(ω3, ω4) ≤ 12γ34.
Due to this separation, θ34 ∼ γ34 in the bilinear interaction of (9.23).
Recall that the spatial Fourier support of uγ,ω1,ω20′12 is contained in a tube of radius
r ∼ N12maxγ
around Rω1, where γ is given by (9.19). Cover R by almost disjoint intervals I of
length r, and write
uγ,ω1,ω20′12 =
∑
I
Pξ0·ω1∈Iu
γ,ω1,ω2
0′12 ,
where the sum has cardinality O(N0/r). The spatial frequency ξ0 of the summand
is restricted to a cube
Q0 = Q0(I)
of side-length comparable to r. Let Q0 denote the cover of R3 by almost dis-
joint translates of Q0, and restrict the spatial frequencies ξ1, ξ2, ξ3, ξ4 to cubes
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Q1, Q2, Q3, Q4 ∈ Q0, respectively. Since ξ0 = ξ1 − ξ2, then once Q1 has been
chosen, the choice of Q2 is restricted to the set
(9.25) {Q2 ∈ Q0 : Q2 ∩ (Q1 −Q0) 6= ∅} ,
which has cardinality O(1). This implies that, by the Cauchy-Schwarz inequality,
(9.26)
∑
Q1,Q2
∥∥PQ1uγ,ω11 ∥∥∥∥PQ2uγ,ω22 ∥∥ . ∥∥uγ,ω11 ∥∥∥∥uγ,ω22 ∥∥,
where the sum over Q2 of course is restricted to the set (9.25). The pair (Q3, Q4)
is similarly restricted, since ξ0 = ξ4 − ξ3.
After this extra decomposition, (9.22) is replaced by
(9.27) JΣN ,L .
∑
ω1,ω2
∑
0<γ34.γ′
∑
ω3,ω4
∑
I
∑
Q1,Q2
∑
Q3,Q4
(
L0
N0
)1/2
γ34
×
∫
T±0L0,L′0Fu
γ,ω1,ω2;Q1,Q2
0′12 (X0) · Fuγ34,ω4,ω3;Q4,Q3043 (X0) dX0,
where
(9.28)
uγ,ω1,ω2;Q1,Q20′12 = PK±0
N0,L
′
0
(
PQ1u
γ,ω1
1 PQ2u
γ,ω2
2
)
,
uγ34,ω4,ω3;Q4,Q3043 = PK±0N0,L0
(
PQ4u
γ34,ω4
4 PQ3u
γ34,ω3
3
)
.
The sum over Q2 in (9.27) is restricted to the set (9.25) determined by Q1 and I,
and similarly for the pair (Q3, Q4).
Consider the integral in (9.27) for a fixed choice of γ34, the ω’s, I and the Q’s.
We use the notation (3.13)–(3.14) for the bilinear interactions in this integral, so in
particular ξj ∈ Qj and |ξj | ∼ Nj for j = 1, 2, 3, 4, recalling (9.5). Our plan is now
to apply Lemma 3.4. By (9.9) we have
(9.29) τ ′0 + ξ0 · ω1 = O(d′), where d′ = max
(
L2, N
12
maxγ
2
)
.
We claim that also
(9.30) τ0 + ξ0 · ω3 = c+O(d), where d = max
(
L4,
r2
N34min
, rγ34
)
,
and c ∈ R is a constant depending on (Q3, Q4) and (ω3, ω4).
Let us prove (9.30). Denote by ξ∗j the center of the cube Qj , so that
(9.31) |ξj − ξ∗j | . r.
Let ω∗j = ±jξ∗j /|ξ∗j |. Replacing the side-length r of the cubes by 2r if necessary, we
may assume that ω∗j ∈ Γγ34(ωj) for j = 3, 4. Since θ(ω3, ω4) . γ34, we then have
(9.32) θ(ω∗j , ω3) . γ34 for j = 3, 4.
Now write, for j = 3, 4,
(9.33) τj + ξj · ω3 = τj + ξj · ω∗j + (ξj − ξ∗j ) · (ω3 − ω∗j ) + cj ,
where
cj = ξ∗j · (ω3 − ω∗j ).
Since ξj ∈ Qj and |ξj | ∼ Nj , we conclude from (2.14) that
(9.34) τj + ξj · ω∗j = O
(
max
(
Lj ,
r2
Nj
))
(j = 3, 4).
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By (9.31) and (9.32),
(9.35) (ξj − ξ∗j ) · (ω3 − ω∗j ) = O(rγ34).
Now plug the estimates (9.34) and (9.35) into (9.33) for j = 3, 4, and subtract.
Since τ0 = τ4 − τ3 and ξ0 = ξ4 − ξ3, this proves (9.30), with c = c4 − c3.
In view of (9.29), (9.30) and Lemma 3.4, we can dominate the integral in (9.27)
by the product of
(9.36)
(
min
(
1,
d′
L′0
))1/2 ∥∥∥uγ,ω1,ω2;Q1,Q20′12 ∥∥∥
and
(9.37)
(
d
L0
)1/2 ∥∥∥uγ34,ω4,ω3;Q4,Q3043 ∥∥∥ .
By Theorem 6.1,
(9.38)
∥∥∥uγ,ω1,ω2;Q1,Q20′12 ∥∥∥ . C ∥∥PQ1uγ,ω11 ∥∥∥∥PQ2uγ,ω22 ∥∥
holds with
C2 ∼ rN01minL′0L1,(9.39)
C2 ∼ rN12minL1L2.(9.40)
From the definitions of d′ and γ (see (9.29) and (8.6)) and by the assumption (9.4c),
(9.41)
d′
L′0
∼ max
(
L2
L′0
,
N0
N12min
)
.
If N0 ∼ N12max, we estimate (9.36) by l.h.s.(9.38) and use (9.40). If, on the other
hand, N0  N1 ∼ N2, then we combine (9.41) with (9.38), observing that the
product of (9.41) with the minimum of (9.39) and (9.40) is dominated by rN0L1L2.
We conclude:
(9.42) (9.36) .
(
rN012minL1L2
)1/2 ∥∥PQ1uγ,ω11 ∥∥∥∥PQ2uγ,ω22 ∥∥.
We further claim that
(9.43)
∥∥∥uγ34,ω4,ω3;Q4,Q3043 ∥∥∥ . C ∥∥PQ3uγ34,ω33 ∥∥∥∥PQ4uγ34,ω44 ∥∥
holds with
C2 ∼ r3L3,(9.44)
C2 ∼ rN34minL3L4,(9.45)
C2 ∼ r
2L3L4
γ34
.(9.46)
In fact, (9.46) holds by Theorem 6.5, in view of the separation assumption (9.24);
(9.45) holds by Theorem 6.1, and (9.44) reduces to a trivial volume estimate (see
the proof of Theorem 6.5 in [13]).
Now observe that d, defined by (9.30), times the minimum of (9.44)–(9.46), is
comparable to r3L3L4. Therefore,
(9.47) (9.37) .
(
r3L3L4
L0
)1/2 ∥∥PQ3uγ34,ω33 ∥∥∥∥PQ4uγ34,ω44 ∥∥.
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Now estimate the integral in (9.27) by the product of (9.36) and (9.37), and use
(9.42) and (9.47). The result is
(9.48)
JΣN ,L .
∑
ω1,ω2
∑
0<γ34.γ′
∑
ω3,ω4
∑
I
(
L0
N0
)1/2
γ34
(
r3L3L4
L0
· rN012minL1L2
)1/2
×
 ∑
Q1,Q2
∥∥PQ1uγ,ω11 ∥∥∥∥PQ2uγ,ω22 ∥∥
 ∑
Q3,Q4
∥∥PQ3uγ34,ω33 ∥∥∥∥PQ4uγ34,ω44 ∥∥

.
(∑
I
r
N0
) ∑
0<γ34.γ′
rγ34
(
N012min
N0
)1/2 (
N20L1L2L3L4
)1/2
×
(∑
ω1,ω2
∥∥uγ,ω11 ∥∥∥∥uγ,ω22 ∥∥
)(∑
ω3,ω4
∥∥uγ34,ω33 ∥∥∥∥uγ34,ω44 ∥∥
)
. N
12
maxγγ
′
(L0L′0)1/2
(
N012min
N0
)1/2 (
N20L0L
′
0L1L2L3L4
)1/2 ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ ,
where to get the second inequality we summed the Q’s using (9.26) and its analogue
for (Q3, Q4). In the final step we used the definition r ∼ N12maxγ, we summed I
using the fact that the index set has cardinality O(N0/r), we summed the ω’s as
in (2.19), and finally we used the fact that
(9.49)
∑
0<γ34.γ′
γ34 ∼ γ′,
where the sum is over dyadic γ34, of course.
Note that the above implies (3.24) if the expression
(9.50) A =
(N12maxγγ
′)2N012min
N0L0L′0
is O(1). In view of (9.19), (8.7) and (9.4c),
(9.51) A . (N
12
max)
2N012min
N0L0L′0
· N0L
′
0
N1N2
min
(
1,
L0
N34min
)
.
If we use the second factor in the last minimum, we get
(9.52) A . N
12
maxN
012
min
N12minN
34
min
. N0
N34min
,
where we used (3.17). This proves (9.50) except when
N34min  N0,
which we now assume. If ±0 6= ±43, then N0 . L0 by Lemma 7.1, so we can
estimate the first factor in the minimum in (9.51) by 1 . L0/N0, thereby gaining
a factor N34min/N0 compared to (9.52). If, on the other hand, ±0 = ±43, then by
Lemma 7.2 and (8.7),
min(θ03, θ04) .
N34min
N0
θ34 .
N34min
N0
(
L0
N34min
)1/2
=
(
N34min
N0
)(
L0
N0
)1/2
,
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which means that compared to (9.20) we gain a factor (N34min/N0)
1/2, which comes
up squared in (9.50).
This completes case (9.3b), subcase (9.4c).
9.5. Case (9.3b), subcase (9.4d). This adds another layer of difficulty compared
to the previous section, for a certain asymmetric interaction. As far as possible,
however, we repeat the preceding argument.
The only difference from the previous case is that now L2 > L′0, instead of
L2 ≤ L′0. This difference only shows up in the expression (8.6) for γ, however,
and this expression is not used explicitly in the previous section until the estimate
(9.41). But in the present case, d′/L′0 > 1, hence (9.36) is just equal to the left
hand side of (9.38), so instead of (9.42) we use (9.38) with constant C as in (9.39)
(using (9.40) will not work now). Comparing (9.39) with (9.42), we see that there
will only be a problem if N2  N0 ∼ N1.
To be precise, instead of (9.50) we will now have
(9.53) A =
(N12maxγγ
′)2N12min
N0L0L2
,
leading to
(9.54) A . (N
12
max)
2N12min
N0L0L2
· N0L2
N1N2
·min
(
1,
L0
N34min
)
=
N12min
N012min
× r.h.s.(9.51),
so we are done except in the case
N2  N0 ∼ N1,
which we now assume. Then we must somehow gain a factor N2/N0 in (9.53). We
use the same idea as in section 8.7. We may assume
N2  1,
since otherwise (8.27) applies. We may further assume
±0 = ±012,
since otherwise (9.6) applies.
Then (8.28) holds, and we use this to make an extra angular decomposition in
the analysis of the previous section, for the pair (±0ξ0,±1ξ1). In view of (8.32), the
effect of this extra decomposition is that we can replace PQ1u
γ,ω1
1 and PQ2u
γ,ω2
2 in
(9.28) by, respectively,
(9.55) PQ1u
γ,ω1;α,ω
′
1
1 , PHd(ω′1)PQ2u
γ,ω2
2 ,
where uγ,ω1;α,ω
′
1
1 is defined by (9.29) and d is given by (8.32). Here ω
′
1 ∈ Ω(α).
There is also a vector ω′0 ∈ Ω(α), but since θ(ω′0, ω′1) . α we know that only O(1)
ω′0’s can interact with a given ω
′
1, hence summing ω
′
0 is not a problem.
A key observation is that the spatial output ξ0 is now restricted to a tube of
radius
r′ ∼ N0α ∼ N2γ
around Rω′0, and the relation between this and the radius r ∼ N0γ used in the
previous section is
r′
r
∼ N2
N0
.
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If we now repeat the decomposition into cubes as in the previous section, but
now with r replaced by r′, then apply (9.38) with C as in (9.39) but with r replaced
by r′ and with the substitutions (9.55), and we apply also (9.43) with r replaced
by r′, then we get
(9.56)
JΣN ,L .
∑
ω1,ω2
∑
0<γ34.γ′
∑
ω3,ω4
∑
ω′1
∑
I
(
L0
N0
)1/2
γ34
(
(r′)3L3L4
L0
· r′N0L′0L1
)1/2
× ∥∥uγ,ω1;α,ω′11 ∥∥∥∥PHd(ω′1)uγ,ω22 ∥∥∥∥uγ34,ω33 ∥∥∥∥uγ34,ω44 ∥∥
.
(∑
I
r′
N0
) ∑
0<γ34.γ′
r′γ34
(L0L2)1/2
(
N20L0L
′
0L1L2L3L4
)1/2
×
∑
ω1,ω2
∑
ω′1
∥∥uγ,ω1;α,ω′11 ∥∥∥∥PHd(ω′1)uγ,ω22 ∥∥
(∑
ω3,ω4
∥∥uγ34,ω33 ∥∥∥∥uγ34,ω44 ∥∥
)
. r
′γ′
(L0L2)1/2
(
N20L0L
′
0L1L2L3L4
)1/2√
sup
ω1∈S2
B(ω1) ‖u1‖ ‖u2‖ ‖u3‖ ‖u4‖ ,
where B(ω1) is defined by (8.34). So now instead of (9.50) we have
A =
(r′γ′)2
L0L2
sup
ω1∈S2
B(ω1),
and (9.51) is replaced by
A . N
2
2
L0L2
· N0L2
N1N2
min
(
1,
L0
N34min
)
sup
ω1∈S2
B(ω1)
. N2
L0
min
(
1,
L0
N34min
)
sup
ω1∈S2
B(ω1).
When (8.35) holds we are done, since then we get
(9.57) A . N0
L0
min
(
1,
L0
N34min
)
.
and by the same argument as at the end of the previous section we also know how
to deal with the case N34min  N0.
If, on the other hand, (8.35) does not hold, then as shown in section 8.7 we have
instead (8.36). But to compensate we can use the fact that (9.38) holds with
C2 ∼ r′(N2γ)2L0′1min,
as follows from (8.37). Then as observed in section 8.7, the net effect is the same,
hence (9.57) holds.
This completes case (9.3b), subcase (9.4d)
9.6. Case (9.3c), subcases (9.4a) and (9.4b). Then by (8.5b), (8.8) and (8.9),
|q1234| . φ2 . min(θ03, θ04)2 . min(θ03, θ04)
(
L4
N0
)1/2
,
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hence we can proceed as in section 8.5, but recalling also that we have Lemma 9.1
at our disposal. The result is that we can dominate JΣN ,L by the last line of (8.23),
but without the factor N0/N34min. Thus, (3.24) holds.
9.7. Case (9.3c), subcase (9.4c). Here we would like to follow as closely as possible
the argument for case (9.3b), subcase (9.4c), from section 9.4.
Since θ12, θ34  1, we have (9.19) and similarly
(9.58) θ34 . γ′ ≡
(
N0L0
N3N4
)1/2
,
which replaces (8.7).
We still have (9.20), but (9.21) is replaced by
(9.59) |q1234| . φ2,
hence the factor γ34 in (9.27) is replaced by the upper bound for φ in (9.20).
Since there is no γ34, it may seem that we have a problem with the estimate
(9.43) with C as in (9.46), since this is a null form estimate which requires that we
have at least a square root of γ34 (the dyadic size of θ34).
But the combination (9.43), (9.46) is only used when we pick up the third factor
rγ34 in the maximum defining d in (9.30), so we are still able to use (9.46).
Proceeding as in section 9.4, we then get (9.48) with the following modifications:
The factors γ34 in the first and third lines are replaced by the upper bound in (9.20),
and instead of the factor γ′ in the last line, which comes from the sum (9.49), we
now have
(9.60)
(
L0
N0
)1/2 ∑
0<γ34.γ′
1.
Of course the sum diverges, unless we can further restrict the range of the dyadic
number γ34.
The separation assumption (9.24) is only needed when we apply the null form
estimate (9.46), i.e., when the factor rγ34 dominates in the definition of d in (9.30);
then in particular,
(9.61) γ34 &
r
N34min
∼ N
12
max
N34min
γ =
N12max
N34min
(
N0L
′
0
N1N2
)1/2
.
On the other hand, we also have the upper bound (9.58) for γ34. The cardinality
of the set of dyadic numbers γ34 satisfying both (9.58) and (9.61) is comparable to
(9.62) log
(
γ′
r/N34min
)
∼ log
(
(N1N2)1/2
N12max
· N
34
min
(N3N4)1/2
(
L0
L′0
)1/2)
. logL0,
so the corresponding part of the sum in (9.60) is O(logL0).
It then remains to consider
θ34  r
N34min
,
but then we do not need the separation assumption (9.24), so here we can avoid a
summation over γ34 altogether by using Lemma 2.4 instead of Lemma 2.3.
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9.8. Case (9.3c), subcase (9.4d). This follows by the argument from section (9.5)
with the same modifications as in the previous section. Now L′0 in (9.62) is replaced
by L2, but this does not change the final estimate in (9.62) (recall that all the L’s
are greater than or equal to one).
This completes the proof of Theorem 3.1.
10. Summation of the dyadic pieces
By summing the dyadic estimates from Theorem 3.1, we prove that (3.5) holds
for any s > 0 and all sufficiently small ε > 0 (depending on s). Split the integral
(3.8) into two parts:
JΣ = JΣ|ξ0|≥1 + J
Σ
|ξ0|<1,
by restricting to the regions where |ξ0| ≥ 1 and |ξ0| < 1, respectively.
10.1. The high frequency part. Recall that (3.22) holds for JΣ|ξ0|≥1. Now we
combine the estimate from Theorem 3.1 with the trivial estimate
(10.1) JΣN ,L .
((
N012minN
034
min
)3
L0
′12
minL
034
min
)1/2 4∏
j=1
‖uj‖ ,
which is immediate from (4.11) and Lemma 3.3. Taking (10.1) to the power 8ε and
(3.24) to the power 1− 8ε, we get
JΣN ,L .
((
N012minN
034
min
)3
L0
′12
minL
034
min
)4ε (
N20L0L
′
0L1L2L3L4
)1/2−4ε
log〈L0〉
4∏
j=1
‖uj‖ .
Estimating log〈L0〉 . Lε0 and (L0
′12
minL
034
min)
4ε . (L1L3)4ε, inserting the above into
(3.22), and recalling the notation (2.16), we see that is enough to prove
(10.2) S . ‖F1‖ ‖F2‖ ‖F3‖ ‖F4‖ ,
where
S =
∑
N ,L
Ns4
(
N012minN
034
min
)12ε
N8ε0 (N1N2N3)s(L0L
′
0L1L2L3L4)ε
4∏
j=1
∥∥χ
K
±j
Nj,Lj
Fj
∥∥.
The sum over N is restricted by the condition (3.16) and its counterpart for the
inded 034. Recall that all the N ’s and L’s are greater than or equal to one.
Summing L is trivial:∑
L
1
(L0L′0L1L2L3L4)ε
4∏
j=1
∥∥∥χ
K
±j
Nj,Lj
Fj
∥∥∥ ≤ C 4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥ ,
where C =
∑
L(L0L
′
0L1L2L3L4)
−ε <∞, so it only remains to prove (10.2) for the
reduced sum
(10.3) S′ =
∑
N
Ns4
(
N012minN
034
min
)12ε
N8ε0 (N1N2N3)s
4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥ .
Since (N012minN
034
min)
12ε ≤ N24ε0 . (N12max)24ε,
(10.4) S′ .
∑
N
Ns4
N8ε0 (N1N2)s−24εN
s
3
4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥ .
To ensure that s− 25ε > 0, we choose ε > 0 so small that 25ε ≤ s.
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We now split S′ = S1 + S2 + S3, corresponding to the cases N4 . N0 ∼ N3,
N0  N3 ∼ N4 and N3  N0 ∼ N4, respectively.
10.1.1. The case N4 . N0 ∼ N3. Since
∑
N4.N0 N
s
4 ∼ Ns0 ∼ Ns3 ,
S1 .
∑
N0,N1,N2,N3
1
N7ε0 (N1N2)s−24εN
ε
3
4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥ ,
and this is trivially bounded by right hand side of (10.2).
10.1.2. The case N0  N3 ∼ N4. Then
S2 .
∑
N
χN3∼N4
N8ε0 (N1N2)s−24ε
4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥ .
Here N0, N1, N2 sum outright, whereas N3 ∼ N4 can be summed using the Cauchy-
Schwarz inequality:∑
N3∼N4≥1
∥∥χ〈ξ3〉∼N3F3∥∥∥∥χ〈ξ4〉∼N4F4∥∥ . ‖F3‖ ‖F4‖ .
10.1.3. The case N3  N0 ∼ N4. Then N4 . N12max. Now (10.4) is too crude, but
from (10.3) we see that we can reduce to the sum
S3 =
∑
N
Ns4χN0∼N4.N12max
N8ε0 (N
12
min)s−12ε(N12max)sN
s−12ε
3
4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥
.
∑
N
χN0∼N4
N7ε0 (N
12
min)s−12ε(N12max)εN
s−12ε
3
4∏
j=1
∥∥χ〈ξj〉∼NjFj∥∥ ,
and this is trivial to sum.
10.2. The low frequency part. Here we prove (3.5) for JΣ|ξ0|<1, without any
dyadic decomposition. For this, we need the estimate, for f ∈ S(R3),
(10.5)
∥∥P|ξ|<1f∥∥L∞ ≤ |B(0, 1)|1/2 ‖f‖L2 ,
or rather its dual,
(10.6)
∥∥P|ξ|<1f∥∥L2 ≤ |B(0, 1)|1/2 ‖f‖L1 .
Here B(0, 1) denotes the unit ball {ξ ∈ R3 : |ξ| < 1}. Note that (10.5) follows from
the Riemann-Lebesgue lemma and the Cauchy-Schwarz inequality.
We also need (this follows from the triangle inequality in Fourier space)
(10.7)
∥∥P|ξ|<1(fg)∥∥ ≤ Cs ∥∥P|ξ|<1(〈D〉sbfc · 〈D〉−sbgc)∥∥ ,
where we use the notation bfc = F−1x |f̂ |. Furthermore, we need the crude estimate
(10.8)
∥∥ρ−1F∥∥ . ‖F‖ ,
which follows from a cut-off estimate proved in [10], and we need
(10.9) ‖F‖LptL2x ≤ Cp,b ‖F‖X0,(1−2/p)b± (2 ≤ p ≤ ∞, b > 1/2).
The latter is trivial for p = 2, so by interpolation it suffices to prove it for p =∞,
but then by Minkowski’s integral inequality, the Riemann-Lebesgue lemma and
Plancherel’s theorem, the left hand side is bounded by ‖F˜ (τ, ξ)‖L2ξL1τ . Inserting
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〈τ ± |ξ|〉b〈τ ± |ξ|〉−b and applying the Cauchy-Schwarz inequality in τ , one easily
obtains the desired estimate.
Now we estimate, for any b > 1/2,
JΣ|ξ0|<1 ≤
∥∥ρ−1P|ξ|<1〈αµΠ±1ψ1,Π±2ψ2 〉∥∥∥∥P|ξ|<1〈αµΠ±3ψ3,Π±4ψ4 〉∥∥
.
∥∥P|ξ|<1〈αµΠ±1ψ1,Π±2ψ2 〉∥∥∥∥P|ξ|<1〈αµΠ±3ψ3,Π±4ψ4 〉∥∥
≤ Cs
∥∥P|ξ|<1(bψ1cbψ2c)∥∥∥∥P|ξ|<1(〈D〉sbψ3c · 〈D〉−sbψ4c)∥∥
≤ Cs ‖bψ1cbψ2c‖L2tL1x
∥∥〈D〉sbψ3c · 〈D〉−sbψ4c∥∥L2tL1x
≤ Cs ‖ψ1‖L4tL2x ‖ψ2‖L4tL2x ‖〈D〉
sψ3‖L4tL2x
∥∥〈D〉−sψ4∥∥L4tL2x
≤ Cs,b ‖ψ1‖X0,b/2±1 ‖ψ2‖X0,b/2±2 ‖ψ3‖Xs,b/2±3 ‖ψ4‖X−s,b/2±4 ,
where to get the second inequality we used (10.8), and then we used (10.7), (10.6),
Ho¨lder’s inequality and (10.9). Finally, if we write b = 1/2 + ε, where ε > 0, then
we see that b/2 ≤ 1/2− 2ε for all ε ≤ 1/10, hence we have proved (3.5) for the low
frequency part. Notice that we did not need the null structure.
This concludes the proof of (3.5).
11. Proof of the trilinear estimate
Here we prove (3.4). Recall that Ahom.µ is the solution of (1.19), the data being
determined by (1.16), (1.17), with regularity as in (1.32). Thus,
Ahom.0 = 0,
whereas Ahom.j for j = 1, 2, 3 splits in the usual way:
Ahom.j = A
hom.
j,+ +A
hom.
j,− ,
where
A˜hom.j,±0 (X0) = δ(τ0 ±0 |ξ0|)
g±0j (ξ0)
|ξ0|〈ξ0〉s−1/2 (X0 = (τ0, ξ0)),
and g+j , g
−
j ∈ L2(R3) are defined by
(11.1) g±0j (ξ0) = |ξ0|〈ξ0〉s−1/2
(
âj(ξ0)
2
±0
̂˙aj(ξ0)
2i|ξ0|
)
,
hence
(11.2)
∥∥g±∥∥ . I0,
where I0 is as in (3.1). By (1.14)–(1.17), ∇ · a = 0 and ∇ · a˙ = −|ψ0|2, hence
(11.3) ξj0g
±0
j (ξ0) ' 〈ξ0〉s−1/2 |̂ψ0|2(ξ0),
where we implicitly sum over j = 1, 2, 3 on the left hand side.
Now write Σ = (±0,±1,±2), and let IΣ be defined like I±1,±2 in (3.6), except
that Ahom.j is replaced by A
hom.
j,±0 . By Plancherel’s formula,
IΣ '
∫∫
ρ̂(τ0 ±0 |ξ0|)
σj(X1, X2)g±0j (ξ0)F1(X1)F2(X2)
|ξ0|〈ξ0〉s−1/2
∏2
k=1〈ξk〉sk〈τk ±k |ξk|〉bk
dµ21X0 dX0,
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where
s1 = −s2 = s, b1 = 1/2 + ε, b2 = 1/2− 2ε,
ψ˜k = zk
∣∣ψ˜k∣∣, ∣∣ψ˜k(Xk)∣∣ = Fk(Xk)〈ξk〉sk〈τk ±k |ξk|〉bk , Xk = (τk, ξk),
σj(X1, X2) = 〈αjΠ(e1)z1(X1),Π(e2)z2(X2) 〉, ek = ±k ξk|ξk| ∈ S
2.
Here zk : R1+3 → C4 is measurable, |zk| = 1, Fk ∈ L2(R1+3) and Fk ≥ 0, for
k = 1, 2. The convolution measure dµ21X0 is given by the rule in (2.1), hence
X0 = X2 −X1 (⇐⇒ τ0 = τ2 − τ1, ξ0 = ξ2 − ξ1)
in the above integral. We also define the angles θ01, θ02 and θ12 by (3.15).
We want to prove the estimate
(11.4)
∣∣∣IΣ|ξ0|≥1∣∣∣ . C(I0) ‖F1‖ ‖F2‖ .
Split
IΣ = IΣ|ξ0|≥1 + I
Σ
|ξ0|<1
corresponding to the regions |ξ0| ≥ 1 and |ξ0| < 1.
11.1. Estimate for I±1,±2|ξ0|≥1 . Let N0, N1, N2, L0, L1, L2 ≥ 1 be dyadic numbers
representing the sizes of the weights, as in section 3. Taking the absolute value and
using the fact that ρ̂ is a Schwartz function (hence we can get as many powers as
we like of L0 in the denominator), we get
(11.5)
∣∣∣IΣ|ξ0|≥1∣∣∣ .∑
N ,L
Ns2 I
Σ
N ,L
N
s+1/2
0 N
s
1L0L
1/2+ε
1 L
1/2−2ε
2
,
where N = (N0, N1, N2), L = (L0, L1, L2) and, with notation as in (2.16),
IΣN ,L =
∫∫
|σj12(X1, X2)|u˜0,j(X0)u˜1(X1)u˜2(X2) dµ21X0 dX0,
u˜0,j = χK±0N0,L0
F0,j , F0,j(X0) =
|g±0j (ξ0)|
〈τ0 ±0 |ξ0|〉 (j = 1, 2, 3).
The sum over N is restricted by (3.16).
By the same type of summation argument that was used in section 10 (we omit
the details), (11.4) is easily deduced from (11.5) if we can prove the following:
IΣN ,L .
(
N0L
2
0L1L2
)1/2
C(I0) ‖u1‖ ‖u2‖ ,(11.6)
IΣN ,L .
((
N012min
)3
L012min
)1/2
C(I0) ‖u1‖ ‖u2‖ .(11.7)
First, (11.7) follows from (4.11), if we estimate |σj(X1, X2)| . 1 and use the fact
that ‖u0‖ . I0, by (11.2).
To prove (11.6), on the other hand, we need to use the structure of the symbol
σj12, encoded in the identity (4.5). We claim that
(11.8)
∣∣σj(X1, X2)g±0j (ξ0)∣∣ . θ12|g±0(ξ0)|+ min(θ01, θ02)|g±0(ξ0)|
+ 〈ξ0〉s−3/2
∣∣∣|̂ψ0|2(ξ0)∣∣∣ ,
where again we sum over j = 1, 2, 3, and we assume |ξ0| ≥ 1.
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To prove (11.8), we use the identity (4.5) to write
σj(X1, X2)g±0j (ξ0) = 〈αjΠ(e1)z1,Π(e2)z2 〉g±0j (ξ0)
= 〈Π(e2)Π(−e1)αjz1, z2 〉g±0j (ξ0) + 〈 z1,Π(e2)z2 〉ej1g±0j (ξ0)
= 〈Π(e2)Π(−e1)αjz1, z2 〉g±0j (ξ0)
+ 〈 z1,Π(e2)z2 〉(ej1 − ej0)g±0j (ξ0) + 〈 z1,Π(e2)z2 〉ej0g±0j (ξ0),
and by (1.27) and (11.3) this implies (11.8) with min(θ01, θ02) replaced by θ01. But
since αj is self-adjoint, we can also move it onto the second factor in the inner
product defining σj , and then we get instead the angle θ02. This proves (11.8).
Corresponding to the first and second terms in the right side of (11.8), we need
to prove (11.6) for the integrals
IΣ,1N ,L =
∫∫
θ12u˜0(X0)u˜1(X1)u˜2(X2) dµ21X0 dX0,
IΣ,2N ,L =
∫∫
min(θ01, θ02)u˜0(X0)u˜1(X1)u˜2(X2) dµ21X0 dX0,
where now
F0(X0) =
|g±0(ξ0)|
〈τ0 ±0 |ξ0|〉 ,
hence ‖u0‖ ' ‖F0‖ . I0, by (11.2).
For IΣ,1N ,L, we get (11.6) (with only one power of L0 inside the parentheses) from
the null form estimate in Theorem 4.1.
Now consider IΣ,2N ,L. By Lemma 7.3,
min(θ01, θ02) .
(
L012max
N0
)1/2
,
so by the Cauchy-Schwarz inequality,
IΣ,2N ,L .
(
L012max
N0
)1/2
‖u0‖
∥∥P
K
±0
N0,L0
(u1u2)
∥∥
.
(
L012max
N0
N20L0L
12
min
)1/2
I0 ‖u1‖ ‖u2‖ ,
where we used (4.9) and ‖u0‖ . I0. This proves (11.6) for IΣ,2N ,L. Note that here
we may actually pick up two powers of L0 inside the parentheses (recall that this
is allowed because ρ̂ is rapidly decreasing).
Now consider the case where the third term in the right side of (11.8) dominates.
We may assume θ12  1, since otherwise we can reduce to IΣ,1N ,L by estimating
|σj(X1, X2)| . 1. So by Lemma 4.2,
θ12 . γ ≡
(
N0L
012
max
N1N2
)1/2
,
hence we need to prove (11.6) for
IΣ,3N ,L = N
s−3/2
0
∫∫
χθ12.γ u˜0(X0)u˜1(X1)u˜2(X2) dµ
21
X0 dX0,
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where now
F0(τ0, ξ0) =
∣∣∣|̂ψ0|2(ξ0)∣∣∣
〈τ0 ±0 |ξ0|〉 .
By Lemma 2.4 applied to the pair (±1ξ1,±2ξ2),
(11.9) IΣ,3N ,L . N
s−3/2
0
∑
ω1,ω2
∫∫
u˜0(X0)u˜
γ,ω1
1 (X1)u˜
γ,ω2
2 (X2) dµ
21
X0 dX0,
where the sum is over ω1, ω2 ∈ Ω(γ) with θ(ω1, ω2) . γ. Thus, ξ1, ξ2 are both
restricted to a tube of radius
r ∼ N12maxγ ∼
(
N12maxN0L
012
max
N12min
)1/2
around Rω1, hence the same is true of ξ0 = ξ2 − ξ1, so we get
IΣ,3N ,L . N
s−3/2
0
∑
ω1,ω2
∥∥PR×Tr(ω1)u0∥∥ ∥∥∥∥PK±0N0,L0
(
uγ,ω11 u
γ,ω2
2
)∥∥∥∥
. Ns−3/20
∑
ω1,ω2
∥∥PTr(ω1)P〈ξ0〉∼N0 |ψ0|2∥∥ (N20L0L12min)1/2 ‖uγ,ω11 ‖ ‖uγ,ω22 ‖ .
where we used (4.9). Applying the estimate (proved below)
(11.10) sup
ω∈S2
∥∥PTr(ω)P〈ξ0〉∼N0 |ψ0|2∥∥ . (r2N0)1/2N−s0 ‖ψ0‖2Hs ,
and summing ω1, ω2 as in (2.19), we then obtain
IΣ,3N ,L . N
s−3/2
0
(
r2N0
)1/2
N−s0 ‖ψ0‖2Hs
(
N0N
012
minL0L
12
min
)1/2 ‖u1‖ ‖u2‖
∼ N−3/20
(
N12maxN0L
012
max
N12min
N0
)1/2
‖ψ0‖2Hs
(
N0N
012
minL0L
12
min
)1/2 ‖u1‖ ‖u2‖
∼
(
N12maxN
012
min
N12min
L0L
12
minL
012
max
)1/2
‖ψ0‖2Hs ‖u1‖ ‖u2‖
. N−3/20
(
N0L0L
12
minL
012
max
)1/2 ‖ψ0‖2Hs ‖u1‖ ‖u2‖ ,
where we used (3.17) in the last step. This proves (11.6) for IΣ,3N ,L, under the
assumption that (11.10) holds.
In fact, (11.10) is an easy consequence of the estimate
(11.11) sup
ω∈S2
∥∥PTr(ω)P〈ξ0〉∼N0(fg)∥∥ . (r2N0)1/2 ‖f‖ ‖g‖ (∀f, g ∈ S(R3))
which reduces, by an argument based on the Cauchy-Schwarz inequality (see [14]
or [13]), to the fact that the volume of the ξ0-support is O(r2N0).
This completes the proof of (11.4).
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11.2. Estimate for I±1,±2|ξ0|<1 . Since 〈ξ2〉 . 〈ξ0〉+ 〈ξ1〉 . 〈ξ1〉, and since ρ̂ is rapidly
decreasing,∣∣∣IΣ|ξ0|<1∣∣∣ . ∫∫ χ|ξ0|<1|g±0(ξ0)||ξ0|〈τ0 ±0 |ξ0|〉2 F1(X1)F2(X2) dµ21X0 dX0
=
∫∫
χ|ξ0|<1|g±0(ξ0)|
|ξ0|〈τ0 ±0 |ξ0|〉2 F1(X1)F2(X0 +X1) dX1 dX0
≤
∫
χ|ξ0|<1|g±0(ξ0)|
|ξ0|〈τ0 ±0 |ξ0|〉2 dX0 ‖F1‖ ‖F2‖
.
∫
χ|ξ0|<1|g±0(ξ0)|
|ξ0| dξ0 ‖F1‖ ‖F2‖
≤
(∫
χ|ξ0|<1
|ξ0|2 dξ0
)1/2 ∥∥g±0∥∥ ‖F1‖ ‖F2‖ ,
proving (11.4).
This completes the proof of (3.4).
12. Estimates for the electromagnetic field
Here we prove Theorem 1.2. Since Maxwell’s equations are linear, uniqueness is
trivial, so we only need to construct the solution. Let us define (E,B) by (1.4).
Since we know that Aµ = −Jµ and that Aµ satisfies the Lorenz gauge condition,
a direct calculation shows that (1.1) is satisfied, so it only remains to prove
‖E(t)‖Hs−1/2 + ‖B(t)‖Hs−1/2 ≤ C (∀t ∈ [−T, T ]),
where C depends on the data norm I0 defined by (3.1). But the components of
E,B are just the nonzero components of the electromagnetic tensor
Fκλ = ∂κAλ − ∂λAκ,
so we need to prove
(12.1) ‖Fκλ(t)‖Hs−1/2 ≤ C (∀t ∈ [−T, T ]).
Of course, it suffices to consider indices (κ, λ) = (k, l), (k, 0), where k, l = 1, 2, 3.
Since Aκ = −Jκ,
Fκλ = −∂κJλ + ∂λJκ.
Split
Fκλ = F hom.κλ + F
inh.
κλ ,
where F hom.κλ = 0 with the initial data determined by (E0,B0), and
(12.2) F inh.κλ = −1 (−∂κJλ + ∂λJκ) .
For the homogeneous part F hom.κλ , (12.1) holds by the energy inequality for the
wave equation and the assumption E0,B0 ∈ Hs−1/2.
It remains to prove (12.1) for F inh.κλ . Splitting ψ = ψ+ + ψ− we see from (1.6)
and (2.1) that∣∣∣J˜κ(X0)∣∣∣ ≤ ∑
±1,±2
∫ 〈ακΠ(e1)z1,Π(e2)z2 〉G1(X1)G2(X2)
〈ξ1〉s〈ξ2〉s〈τ1 ±1 |ξ1|〉1/2+ε〈τ2 ±2 |ξ2|〉1/2+ε dµ
12
X0 ,
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where ej = ±jξj/|ξj |, zj : R1+3 → C4 is measurable, |zj | = 1, Gj ∈ L2(R1+3) and
Gj ≥ 0, for j = 1, 2. Now observe that the symbol of (1/i)∂κ is
Xκ0 =
{
τ0 for κ = 0,
ξκ0 for κ = 1, 2, 3,
recalling that ξ0 = (ξ10 , ξ
2
0 , ξ
3
0). Thus, applying Lemma 3.1 to (12.2), and writing
Σ = (±0,±1,±2), we have
(12.3)
∥∥F inh.κλ (t)∥∥Hs−1/2 .∑
Σ
IΣ (∀t ∈ [−T, T ]),
where
IΣ =
∥∥∥∥∥
∫∫
σκλ(X1, X2)G1(X1)G2(X2)
|ξ0|〈ξ0〉1/2−s〈τ0 ±0 |ξ0|〉
∏2
j=1〈ξj〉s〈τj ±j |ξj |〉1/2+ε
dµ12X0 dτ0
∥∥∥∥∥
L2ξ0
,
σκλ(X1, X2) = Xκ0 〈αλΠ(e1)z1,Π(e2)z2 〉 −Xλ0 〈ακΠ(e1)z1,Π(e2)z2 〉 .
Define θ12, θ01, θ02 as in (3.15). We have the following null structure:
Lemma 12.1. With notation as above,
|σkl(X1, X2)|
|ξ0| . θ12 + min(θ01, θ02),(12.4)
|σk0(X1, X2)|
|ξ0| . θ12 + min(θ01, θ02) +
∣∣τ0 ±0 |ξ0|∣∣
|ξ0| ,(12.5)
for k, l = 1, 2, 3.
Proof. By the rule for raising or lowering indices, αk = αk for k = 1, 2, 3, whereas
α0 = −α0 = I4×4. Thus,
σkl(X1, X2)
|ξ0| =
ξk0
|ξ0|
〈
αlΠ(e1)z1,Π(e2)z2
〉− ξl0|ξ0| 〈αkΠ(e1)z1,Π(e2)z2 〉 ,
−σk0(X1, X2)|ξ0| =
ξk0
|ξ0| 〈Π(e1)z1,Π(e2)z2 〉+
τ0
|ξ0|
〈
αkΠ(e1)z1,Π(e2)z2
〉
.
Then by the commutation identity (4.5) we see that
|σkl(X1, X2)|
|ξ0| . θ12 + |e
k
0e
l
1 − el0ek1 | . θ12 + θ01,
but since the αk are self-adjoint, we get also the same estimate with θ02 instead of
θ01, proving (12.4).
Similarly we find that
|σk0(X1, X2)|
|ξ0| . θ12 + |e
k
0 − ek1 |+
∣∣τ0 ±0 |ξ0|∣∣
|ξ0| . θ12 + θ01 +
∣∣τ0 ±0 |ξ0|∣∣
|ξ0| ,
but again, by the self-adjointness of the αk, we can also get θ02 instead of θ01,
proving (12.5). 
In view of (12.3) and Lemma 12.1, we reduce (12.1) to proving (dropping the
superscript Σ for simplicity)
(12.6) I1, I2, I3 . ‖F1‖ ‖F2‖ ,
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where
I1 =
∥∥∥∥∥
∫∫
θ12G1(X1)G2(X2)
〈ξ0〉1/2−s〈τ0 ±0 |ξ0|〉
∏2
j=1〈ξj〉s〈τj ±j |ξj |〉1/2+ε
dµ12X0 dτ0
∥∥∥∥∥
L2ξ0
,
I2 =
∥∥∥∥∥
∫∫
min(θ01, θ02)G1(X1)G2(X2)
〈ξ0〉1/2−s〈τ0 ±0 |ξ0|〉
∏2
j=1〈ξj〉s〈τj ±j |ξj |〉1/2+ε
dµ12X0 dτ0
∥∥∥∥∥
L2ξ0
,
I3 =
∥∥∥∥∥
∫∫
G1(X1)G2(X2)
〈ξ0〉1/2−s|ξ0|
∏2
j=1〈ξj〉s〈τj ±j |ξj |〉1/2+ε
dµ12X0 dτ0
∥∥∥∥∥
L2ξ0
.
12.1. Estimate for I1. By dyadic decomposition as in section 3,
(12.7) I1 .
∑
N ,L
JN ,L
N
1/2−s
0 (N1N2)sL0(L1L2)1/2+ε
,
where N = (N0, N1, N2), L = (L0, L1, L2) and
(12.8) JN ,L =
∥∥∥∥∫∫ χK±0N0,L0(X0) θ12 u˜1(X1)u˜2(X2) dµ12X0 dτ0
∥∥∥∥
L2ξ0
,
where we use the notation (2.16), but with G’s instead of F ’s.
Applying the Cauchy-Schwarz inequality with respect to τ0, followed by either
Theorem 4.1 or the trivial estimate (4.11) (which holds without the angle),
JN ,L . L1/20 (N0L0L1L2)
1/2 ‖u1‖ ‖u2‖ ,(12.9)
JN ,L . L1/20
((
N012min
)3
L012min
)1/2
‖u1‖ ‖u2‖ ,(12.10)
Take the former to the power 1− 2ε and the latter to the power 2ε. Then plugging
the interpolated estimate into (12.7) and summing by the same type of argument
that was used in section 10, we get (12.6) for I1 (for ε > 0 sufficiently small
depending on s > 0).
12.2. Estimate for I2. Again we dominate by a sum like (12.7), but now θ12 in
(12.8) is replaced by min(θ01, θ02). We need to prove (12.9). By Lemma 7.3,
(12.11) min(θ01, θ02) .
(
L012max
N0
)1/2
.
By comparison, in the estimate for I1 we used θ12 . (L012max/N12min)1/2 to get (12.9)
(implicitly, since we used Theorem 4.1). Thus, the analysis for I1 applies also here
if N0 ∼ N12min, so we may assume
(12.12) N0  N1 ∼ N2.
We distinguish the cases L0 . L12max and L1, L2  L0.
12.2.1. The case L0 . L12max. We apply Cauchy-Schwarz as we did for I1 (hence we
pick up a factor L1/20 ), and use (12.11) and the bilinear estimate (4.9), obtaining
JN ,L . L1/20
(
L12max
N0
)1/2 (
N20L0L
12
min
)1/2 ‖u1‖ ‖u2‖ ,
proving (12.9).
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12.2.2. The case L1, L2  L0. Now we get into trouble if we try to follow the same
approach as above, since we would need Theorem 4.2 to hold with C2 ∼ N20L1L2,
but this is not true in general. The problem is that we pick up too many powers
of L0. But instead of using τ0 ±0 |ξ0| = O(L0) when we apply the Cauchy-Schwarz
inequality with respect to τ0, we can find another restriction on τ0 by decomposing
into angular sectors based on the maximal size of θ12, as we now show.
We may assume θ12  1, since otherwise we reduce to I1. Therefore
(12.13) θ12 . γ ≡
(
N0L0
N1N2
)1/2
,
and now we apply Lemma 3.4 and (12.11), thus dominating JN ,L by
(12.14)
∑
ω1,ω2
(
L0
N0
)1/2 ∥∥∥∥∫∫ χK±0N0,L0(X0) u˜γ,ω11 (X1)u˜γ,ω22 (X2) dµ12X0 dτ0
∥∥∥∥
L2ξ0
,
where the sum is over ω1, ω2 ∈ Ω(γ) with θ(ω1, ω2) . γ. Then by (9.9),
(12.15) τ0 + ξ0 · ω1 = O(d′),
where
d′ = max
(
L12max, N
12
maxγ
2
) ∼ max(L12max, N0L0N1
)
,
recalling (12.12). So now if we apply the Cauchy-Schwarz inequality with respect
to τ0 in (12.14) using (12.15), we get, defining u
γ,ω1,ω2
012 as in (8.22),
(12.14) .
∑
ω1,ω2
(d′)1/2
(
L0
N0
)1/2
‖uγ,ω1,ω2012 ‖
.
(
max
(
L12max,
N0L0
N1
))1/2(
L0
N0
)1/2
×min (N20L0L12min, N0N1L1L2)1/2 ∑
ω1,ω2
‖uγ,ω11 ‖ ‖uγ,ω22 ‖
.
(
N0L
2
0L1L2
)1/2 ‖u1‖ ‖u2‖ ,
where we used Theorem 4.2, and we summed ω1, ω2 as in (2.19).
This concludes the proof of (12.9) for I2.
12.3. Estimate for I3. Here the τ -integrations decouple, so I3 can be written
I3 =
∥∥∥∥∫∫ g1(ξ1)g2(ξ2)〈ξ0〉1/2−s|ξ0|〈ξ1〉s〈ξ2〉s δ(ξ0 − ξ1 + ξ2) dξ1 dξ2
∥∥∥∥
L2ξ0
,
where
gj(ξj) =
∫
G(Xj)
〈τj ±j |ξj |〉1/2+ε dτj (j = 1, 2),
hence
‖gj‖ ≤ Cε ‖Gj‖ .
Thus, it suffices to prove
I3 . ‖g1‖ ‖g2‖ ,
but this follows from the Sobolev product estimate (in physical space)
(12.16)
∥∥|D|−1(f1f2)∥∥Hs−1/2 . ‖f1‖ ‖f2‖Hs (∀f1, f2 ∈ S(R3)),
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which we claim holds for any s > 0.
In fact, by Sobolev embedding and Ho¨lder’s inequality,∥∥|D|−1(f1f2)∥∥Hs−1/2 . ‖f1f2‖Lp . ‖f1‖ ‖f2‖L 33/2−s . ‖f1‖ ‖f2‖Hs ,
where
1
p
− 1
2
=
3/2− s
3
,
and this proves (12.16).
This concludes the proof of the estimate (12.6), hence (12.1).
12.4. Proof of (1.34). By the energy inequality for the wave equation, it is enough
to prove ∫ T
−T
∥∥Ainh.µ (t)∥∥Hs−3/2 dt <∞,
which in view of (1.20) reduces to∫ T
−T
∥∥|ψ(t)|2∥∥
Hs−3/2 dt <∞.
But the latter follows immediately from (12.16) (which holds with |D|−1 replaced
by 〈D〉−1), since ψ ∈ C([−T, T ];Hs).
This concludes the proof of Theorem 1.2.
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