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Let G be a finite group and A a nonempty subset (possibly containing the identity element)
of G. The Bi-Cayley graph X = BC(G, A) of G with respect to A is defined as the bipartite
graph with vertex set G × {0, 1} and edge set {{(g, 0), (sg, 1)} | g ∈ G, s ∈ A}. A graph Γ
admitting a perfectmatching is called n-extendable if | V (Γ ) |≥ 2n+2 and everymatching
of size n in Γ can be extended to a perfect matching of Γ . In this paper, the extendability
of Bi-Cayley graphs of finite abelian groups is explored. In particular, 2-extendable and 3-
extendable Bi-Cayley graphs of finite abelian groups are characterized.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Graphs considered in this paper are finite and undirected graphswithoutmultiple edges and loops. For a graphΓ , denote
by V (Γ ) and E(Γ ) its vertex set and edge set, respectively. Denote by δ(Γ ) theminimum degree of Γ . The connectivity of Γ ,
denoted by κ(Γ ), is theminimum size of a vertex set S such thatΓ \S is disconnected or has only one vertex. A graphΓ is k-
connected if its connectivity is at least k. A setM of edges of a graphΓ is called amatching ofΓ if no twomembers ofM share a
common vertex. AmatchingM is perfect if every vertex ofΓ is covered by an edge ofM . Plummer [3] introduced the concept
of n-extendable graph. Let n ≥ 1 be an integer. A graph Γ admitting a perfect matching is called n-extendablewhenever Γ
has at least 2n+ 2 vertices, and every matching of size n can be extended to a perfect matching of Γ . The extendability ε(Γ )
of Γ is the maximum integer n such that Γ is n-extendable. Plummer proved that a graph with large minimum degree is
n-extendable in [3] and studied the extendability of bipartite graphs in [4]. Holton et al. [2] gave some sufficient conditions
for the 2-extendability of k-connected k-regular (k ≥ 3) planar graphs. Chan et al. studied the 2-extendable abelian Cayley
graphs in [1].
Recall that a connected graph Γ that is edge-transitive need not be vertex-transitive. In this case, Γ must be bipartite
and Aut(0) has two orbits on vertices forming the bipartition. Such a regular graph is called semi-symmetric. To study
semi-symmetric graphs, Xu in [7] introduced the concept of Bi-Cayley graph. Let G be a finite group and A a subset (possibly
containing the identity element) of G. The Bi-Cayley graph X = BC(G, A) of G with respect to A is defined as the bipartite
graph with vertex set G × {0, 1} and edge set {{(g, 0), (sg, 1)} | g ∈ G, s ∈ A}. Bi-Cayley graphs are generalization of
Cayley graphs.Wang [5] studied the hamiltonian cycles in Bi-Cayley graphs of finite abelian groups. Zou et al. obtained some
algebraic properties of Bi-Cayley graphs of finite abelian groups in [8]. The aim of this paper is to study the extendability
of Bi-Cayley graphs of finite abelian groups. We shall characterize 2-extendable and 3-extendable Bi-Cayley graphs of finite
abelian groups completely.
Let G be a group and H a nonempty subset of G. Denote by 〈H〉 the subgroup of G generated by H . Let Γ be a graph and
M a subset of V (Γ ). Denote by N(M) the set of all vertices adjacent to some vertex ofM .
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The reader is referred to [6] for all terminology and notation not defined in this paper.
2. Preliminary
In this section, we shall list some known results which will be used in the remainder of the paper.
Theorem 2.1 ([4]). Let Γ be a connected bipartite graph with bipartition (U,W ). Suppose n is a positive integer such that
n ≤ (|V (Γ )| − 2)/2. Then the following are equivalent:
(i) Γ is n-extendable;
(ii) |U| = |W | and for each non-empty subset X of U such that |X | ≤ |U| − n, |N(X)| ≥ |X | + n;
(iii) For all u1, u2, . . . , un ∈ U andw1, w2, . . . , wn ∈ W, Γ \ {u1, u2, . . . , un, w1, w2, . . . , wn} has a perfect matching.
Lemma 2.2 ([3]). Every n-extendable graph is (n− 1)-extendable and (n+ 1)-connected.
Lemma 2.3 ([6]). If Γ is a simple graph, then δ(Γ ) ≥ κ(Γ ).
Lemma 2.4 ([7]). Let G be a finite abelian group, H a proper subgroup of G, a ∈ G \ H,G = 〈H, a〉 and k the smallest positive
integer such that ka ∈ H. Then
G = H ∪ (a+ H) ∪ · · · ∪ ((k− 1)a+ H)
is a decomposition of G by cosets.
The following results give some properties about Bi-Cayley graphs.
Lemma 2.5 ([5]). Let G be a finite abelian group, A a subset of G, a ∈ A, A′ = A\ {a}, H = 〈A′〉 and k the smallest positive integer
such that ka ∈ H. For any i = 0, 1, . . . , k− 1, define the maps:
ψ
(1)
i : (x, 0)→ (ia+ x, 0), (x, 1)→ (ia+ x, 1);
ψ
(2)
i : (x, 0)→ (ia− x, 1), (x, 1)→ (ia− x, 0), x ∈ G.
Then ψ (1)i , ψ
(2)
i are isomorphisms from BC(H, A
′) to the graph induced by (ia+ H)× {0, 1} in BC(G, A).
Lemma 2.6 ([5]). Let G be a finite abelian group, A a subset of G and 0 ∈ A. Then BC(G, A) is connected if and only if 〈A〉 = G.
In view of Lemmas 2.4–2.6, each Bi-Cayley graph BC(G, A) is a disjoint union of its connected components which are
isomorphic to BC(〈A〉, A). Hence BC(G, A) is n-extendable if and only if BC(〈A〉, A) is n-extendable for any positive integer n.
So to study the extendability of Bi-Cayley graphs, we only need to consider the case of connected Bi-Cayley graphs.
3. 2-extendable and 3-extendable Bi-Cayley graphs
In this section, we shall study the extendability of connected Bi-Cayley graphs of finite abelian groups and characterize
2-extendable and 3-extendable Bi-Cayley graphs of finite abelian groups.
For any subsets A, B of a finite abelian group G, let A + B = {x + y | x ∈ A, y ∈ B}. Especially, if B = {b} for some b ∈ G,
we write A+ B as A+ b.
Lemma 3.1. Let G be a finite abelian group, A = {a1, . . . , an} a subset of G and B = {0, a2 − a1, . . . , an − a1}. Then
BC(G, A) ∼= BC(G, B).
Proof. Define a map ϕ from BC(G, A) to BC(G, B) by
ϕ : (x, 0)→ (x, 0), (x, 1)→ (x− a1, 1), x ∈ G.
Then ϕ is a bijection from V (BC(G, A)) to V (BC(G, B)). To show that ϕ is an isomorphism, let {(x, 0), (y, 1)} ∈ E(BC(G, A)).
Then there exists ai ∈ A such that y = ai + x. Since ϕ(x, 0) = (x, 0), ϕ(y, 1) = (y − a1, 1) and y − a1 = (ai − a1) + x,
{ϕ(x, 0), ϕ(y, 1)} ∈ E(BC(G, B)). Let {(x, 0), (y, 1)} ∈ E(BC(G, B)). Then there exists aj− a1 ∈ B such that y = (aj− a1)+ x.
Since ϕ−1(x, 0) = (x, 0), ϕ−1(y, 1) = (y+ a1, 1) and y+ a1 = aj + x, {ϕ−1(x, 0), ϕ−1(y, 1)} ∈ E(BC(G, A)). Therefore ϕ is
an isomorphism. 
In view of Lemma 3.1, without loss of generality, we may suppose that 0 ∈ A for any Bi-Cayley graph BC(G, A).
Lemma 3.2. Let G be a finite abelian group, B a nonempty subset of G and a ∈ G such that 0 ∈ B, 〈B〉 is a proper subgroup of G
and 〈B ∪ {a}〉 = G. If n ≥ 2 and BC(〈B〉, B) is (n− 1)-extendable, then BC(G, A) is n-extendable with A = B ∪ {a}.
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Proof. Since 〈A〉 = G, BC(G, A) is connected by Lemma 2.6. To prove the lemma, letM be any nonempty subset of G × {0}
with |M| ≤ |G×{0}|− n and z1, . . . , zn ∈ (G×{0}) \M . By Theorem 2.1, we only need to verify that |N(M)| ≥ |M| + n. Let
G0 = 〈B〉 andm the smallest positive integer such thatma ∈ 〈B〉. Then, by Lemma2.4,G = G0∪(a+G0)∪· · ·∪((m−1)a+G0)
is a decomposition of G by cosets. Let Gi = ia + G0 for i = 0, 1, . . . ,m − 1. Since BC(〈B〉, B) is (n − 1)-extendable,
δ(BC(〈B〉, B)) = |B| ≥ n by Lemmas 2.2 and 2.3. Hence |Gi| ≥ n for i = 0, 1, . . . ,m− 1.
Case (1) {z1, . . . , zn} ⊆ Gi × {0} for some i = 0, 1, . . . ,m − 1. Without loss of generality, we may suppose that
{z1, . . . , zn} ⊆ G0 × {0}.
(1.1) If (G0 × {0}) ∩ M 6= ∅, then |M ∩ (G0 × {0})| ≤ |G0 × {0}| − n < |G0 × {0}| − (n − 1). Now that
|N(M ∩ (G0×{0}))| ≥ |M ∩ (G0×{0})|+ n− 1 follows from Theorem 2.1 and the fact that BC(G0, B) is (n− 1)-extendable.
Thus there exist y1, . . . , yn−1 ∈ G0 such that (yi, 0) 6∈ M ∩ (G0 × {0}) and (yi, 1) ∈ N(M ∩ (G0 × {0})) ⊆ N(M) for
i = 1, 2, . . . , n− 1. Hence (yi, 0) 6∈ M for i = 1, 2, . . . , n− 1 since (yi, 0) ∈ G0 × {0}. To prove that |N(M)| ≥ |M| + n, we
only need to show that there exists y ∈ G \ {y1, . . . , yn−1} such that (y, 0) 6∈ M and (y, 1) ∈ N(M).
If (Gi × {0}) ∩M = ∅ for some i = 1, 2, . . . ,m− 1, let k be the smallest positive integer such that (Gk × {0}) ∩M = ∅.
Then k ≥ 1 since (G0 × {0}) ∩ M 6= ∅. Let (x, 0) ∈ (Gk−1 × {0}) ∩ M and y = a + x. Then y ∈ Gk, (y, 0) 6∈ M and
{(x, 0), (y, 1)} ∈ E(BC(G, A)). Hence y ∈ G \ {y1, . . . , yn−1} and (y, 1) ∈ N(M), as required.
If Gi × {0} ⊆ M for all i = 1, 2, . . . ,m − 1, since z1, . . . , zn ∈ (G0 × {0}) \ M , there exists y ∈ G0 \ {y1, . . . , yn−1}
such that (y, 0) = zk for some k = 1, 2, . . . , n. Note that a + Gm−1 = G0. Then x = y − a ∈ Gm−1 and (x, 0) ∈ M . Now
{(x, 0), (y, 1)} ∈ E(BC(G, A)) implies that (y, 1) ∈ N(M), as required.
If ∅ 6= (Gi × {0}) ∩M 6= Gi × {0} for some i = 1, 2, . . . ,m− 1, then |(Gi × {0}) ∩M| ≤ |Gi × {0}| − 1. It follows from
Lemma 2.5 that the subgraph X induced by Gi × {0, 1} in BC(G, A) is isomorphic to BC(G0, B) and is (n− 1)-extendable. In
particular, X is 1-extendable. Hence |N(M ∩ (Gi × {0}))| ≥ |M ∩ (Gi × {0})| + 1 by Theorem 2.1 and so there exists y ∈ Gi
such that (y, 0) 6∈ M and (y, 1) ∈ N(M), as required.
(1.2) If (G0 × {0}) ∩ M = ∅, then (Gi × {0}) ∩ M 6= ∅ for some i = 1, 2, . . . ,m − 1 since M 6= ∅. Let k be the largest
positive integer such that (Gk× {0})∩M 6= ∅. Then 1 ≤ k ≤ m− 1 and (Gk+1× {0})∩M = ∅, where Gk+1 = G0 whenever
k = m− 1. Let zi = (yi, 0) for i = 1, 2, . . . , n. Then ti = yi − (m− k− 1)a ∈ Gk+1 and si = ti − a ∈ Gk for i = 1, 2, . . . , n.
It is clear that (ti, 0) 6∈ M for i = 1, 2, . . . , n.
If (Gk × {0}) ∩M = Gk × {0}, then (si, 0) ∈ M and so (ti, 1) ∈ N(M) for i = 1, 2, . . . , n. Hence |N(M)| ≥ |M| + n.
If ∅ 6= (Gk × {0}) ∩ M ( Gk × {0}, let t = |(Gk × {0}) ∩ M| and x1, x2, . . . , xt be the t distinct elements of Gk such that
(xi, 0) ∈ M for i = 1, 2, . . . , t . Then yi = xi + a ∈ Gk+1 and so (yi, 0) 6∈ M for i = 1, 2, . . . , t . Clearly, (yi, 1) ∈ N(M)
for i = 1, 2, . . . , t . If t ≥ n, then |N(M)| ≥ |M| + n. If t < n, then |(Gk × {0}) ∩ M| = |Gk × {0}| − (|Gk × {0}| − t) ≤
|Gk × {0}| − (n − t). By Lemma 2.5 the subgraph X induced by Gk × {0, 1} in BC(G, A) is isomorphic to BC(G0, B) and is
(n− t)-extendable by Lemma 2.2. Thus |N(M ∩ (Gk × {0}))| ≥ |M ∩ (Gk × {0})| + n− t by Theorem 2.1 and so there exists
xi ∈ Gk such that (xi, 0) 6∈ M, (xi, 1) ∈ N(M) for i = t + 1, . . . , n. It follows that |N(M)| ≥ |M| + n.
Case (2) {z1, . . . , zn} 6⊆ Gi × {0} for any i = 0, 1, . . . ,m− 1. Suppose that {z1, . . . , zn} ⊆ (Gl1 × {0}) ∪ · · · ∪ (Glk × {0})
with l1, . . . , lk ∈ {0, 1, . . . ,m−1} and |(Gli×{0})∩{z1, . . . , zn}| = ni 6= 0 for i = 1, . . . , k. Then ni ≤ n−1 for i = 1, . . . , k
and n1 + · · · + nk = n.
If (Gli × {0}) ∩ M 6= ∅ for any i = 1, . . . , k, then |(Gli × {0}) ∩ M| ≤ |(Gli × {0})| − ni for i = 1, . . . , k. Since the
subgraph induced by Gli × {0, 1} is ni-extendable, we have |N((Gli × {0})∩M)| ≥ |(Gli × {0}) ∩M| + ni. Hence there exist
yi1, . . . , yini ∈ Gli such that (yi1, 0), . . . , (yini , 0) 6∈ M and (yi1, 1), . . . , (yini , 1) ∈ N((Gli × {0}) ∩ M) for any i = 1, . . . , k.
Therefore N(M) ≥ |M| + n.
If (Gli × {0}) ∩ M = ∅ for some i = 1, . . . , k, let q be the largest nonnegative integer such that 0 ≤ q < li and
(Gq × {0}) ∩M 6= ∅. Without loss of generality, we may assume that q = li − 1. With a similar argument to Case (1.2), we
may show that |N(M)| ≥ |M| + n. 
For the Bi-Cayley graph BC(G, A)with A \ {0} being a minimal generating set of G, we have the following result.
Theorem 3.3. Let G be a finite abelian group and A = {0, a1, . . . , an} a subset of G. If A \ {0} is a minimal generating set of G,
then BC(G, A) is n-extendable.
Proof. Weshall prove the theoremby induction on n. If n = 1, then A = {0, a1} andG = 〈a1〉. Thus, BC(G, A) is 2-regular and
connected by Lemma 2.6. It follows that BC(G, A) is a cycle of size 2|a1|. Hence BC(G, A) is 1-extendable. Suppose that n ≥ 2
and let B = {0, a1, . . . , an−1}. Note that B \ {0} is a minimal generating set for 〈B〉. Therefore, by the induction hypothesis,
BC(〈B〉, B) is (n− 1)-extendable. By Lemma 3.2, BC(G, A) is n-extendable. Therefore the theorem is true by the principle of
induction. 
The next theorem gives a boundary of the extendability of Bi-Cayley graphs of finite abelian groups.
Theorem 3.4. Let G be a finite abelian group and A a nonempty subset of G such that G = 〈A〉. If B is a minimal generating set
of G contained in A, then |B| ≤ ε(BC(G, A)) ≤ |A| − 1.
Proof. It is clear that ε(BC(G, B)) ≥ |B| by Theorem 3.3. Since B ⊆ A, it follows from Theorem 2.1 that ε(BC(G, A)) ≥
ε(BC(G, B)). Hence ε(BC(G, A)) ≥ |B|. Note that δ(BC(G, A)) = |A|. It follows from Lemmas 2.2 and 2.3 that ε(BC(G, A)) ≤
|A| − 1. 
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The boundary given in Theorem 3.4 is sharp. For example, let G = 〈a〉, b ∈ G and A = {0, a, b}. Then |A| = 3 and BC(G, A)
is not 3-extendable by Lemmas 2.2 and 2.3. And BC(G, A) is 2-extendable by the following Theorem 3.8. As another example,
let G = 〈a1, a2〉 with |a1| ≥ 3, |a2| = 2 and A = {0, a1, a2, a1 + a2}. Then |B| = 2 and BC(G, A) is 2-extendable but not
3-extendable by the following Theorems 3.8 and 3.11.
Let G = 〈a〉 be the cyclic group generated by a. A subset {s1, . . . , sm} of G is called continuous if si+1 = si + a in G for
i = 1, . . . ,m− 1. Especially, each one-element subset of G is continuous. Let S be a subset of G. A maximal (with respect to
inclusion) continuous subset of S is called a fragment of S. Fox example, let G = Z8 and S = {0, 1, 4, 5, 7}. Then {5}, {0, 1},
{4, 5}, {7, 0} and {7, 0, 1} are continuous subsets of G, {4, 5} and {7, 0, 1} are the only fragments of S. Similarly, let G be an
abelian group. A subset K of G is called continuous if K = b + S with S ⊆ 〈a〉 for some a, b ∈ G and S is continuous in 〈a〉.
In the next three lemmas, all integers are module n.
Lemma 3.5. Let G be an abelian group, S = {s, s+g, . . . , s+mg} a continuous subset of G for some s, g ∈ Gwith s+(m+1)g 6= s
and b, c ∈ G. If S + b = S + c, then b = c.
Proof. Obviously S + b = {s + b, s + g + b, . . . , s + mg + b} and S + c = {s + c, s + g + c, . . . , s + mg + c} are still
continuous subsets of Gwith s+ b 6= s+ (m+ 1)g + b and s+ c 6= s+ (m+ 1)g + c. Since S + b = S + c , we must have
s+ b = s+ c , that is, b = c. 
Lemma 3.6. Let S be a nonempty subset of Zn with |S| ≤ n− 2 and b ∈ Zn \ {0, 1}.
(1) If S is continuous, then |S ∪ (S + 1) ∪ (S + b)| ≥ |S| + 2;
(2) If S is not continuous, then |S ∪ (S + 1)| ≥ |S| + 2.
Proof. (1) If S is continuous, without loss of generality, let S = {0, 1, . . . , i}. Note that |S| ≤ n− 2 and 2 ≤ b ≤ n− 1. Then
|(S + b) \ (S ∪ (S + 1))| ≥ 1 and i+ 1 ∈ (S + 1) \ S. Hence |S ∪ (S + 1) ∪ (S + b)| ≥ |S| + 2.
(2) If S is not continuous, then S has at least two fragments, say, {0, 1, . . . , i} and {j, j+1, . . . , j+p}. Hence i+1, j+p+1 ∈
(S + 1) \ S and so |S ∪ (S + 1)| ≥ |S| + 2. 
Lemma 3.7. Let b, c ∈ Zn \ {0, 1} with b < c and n ≥ 5. Then |S ∪ (S + 1) ∪ (S + b) ∪ (S + c)| ≥ |S| + 3 for any nonempty
subset S of Zn with |S| ≤ n− 3 if and only if 2b 6= 0 or c 6= b+ 1.
Proof. Necessity. Suppose that 2b = 0 and c = b+ 1. Let S = {0, b}. Then S ∪ (S+ 1)∪ (S+ b)∪ (S+ c) = {0, b, 1, b+ 1},
a contradiction. Hence the necessity is true.
Sufficiency. Since b < c , we have c ≥ 3. If |S| = 1, then |S ∪ (S + 1) ∪ (S + b) ∪ (S + c)| = |S| + 3 and the sufficiency
holds. So we may assume that |S| ≥ 2.
If S has at least three fragments, without loss of generality, suppose that {0, 1, . . . , i}, {j, j+1, . . . , j+p}, {k, k+1, . . . , k+
q} are three fragments of S. Then i+ 1, j+ p+ 1, k+ q+ 1 ∈ (S + 1) \ S and so |S ∪ (S + 1)∪ (S + b)∪ (S + c)| ≥ |S| + 3.
If S is continuous, without loss of generality, we may assume that S = {0, 1, . . . , i}. Then S + 1, S + b and S + c are
continuous. Note that i ≤ n − 4. If 3 ≤ c ≤ n − 2, then |(S + c) \ (S ∪ (S + 1))| ≥ 2 and i + 1 ∈ (S + 1) \ S. Hence
|S ∪ (S + 1) ∪ (S + b) ∪ (S + c)| ≥ |S| + 3. If c = n − 1, since b 6= 0, 1, c , we have S + b 6⊆ S ∪ (S + 1) ∪ (S + c) =
{n−1, 0, 1, . . . , i, i+1}. Otherwise, if S+b ⊆ {n−1, 0, 1, . . . , i, i+1}, then b = n−1, or 0, or 1 since S+b is continuous. This
is a contradiction. Thus there exists x ∈ S+b such that x 6∈ S∪(S+1)∪(S+c). Therefore |S∪(S+1)∪(S+b)∪(S+c)| ≥ |S|+3.
If S has precisely two fragments, say, X = {0, 1, . . . , i}, Y = {j, j+ 1, . . . , j+ p}with j 6= i+ 1 and n 6= j+ p+ 1, then
S = X ∪ Y and i + 1, j + p + 1 ∈ (S + 1) \ S. Since |S| ≤ n − 3, without loss of generality, we may assume that j − i ≥ 3
and n− (j+ p) ≥ 2. There are two cases.
Case (1) n = j+ p+ 2. Let T = X ∪ Y ∪ {n− 1}. Then T = {j, . . . , 0, . . . , i} is continuous and
T ∪ (T + 1) = {j, j+ 1, . . . , 0, . . . , i, i+ 1}.
By Lemma 3.6, there exist y1 ∈ (T + b) \ (T ∪ (T + 1)) and y2 ∈ (T + c) \ (T ∪ (T + 1)). Hence y1, y2 ∈ {i+ 2, . . . , j− 1}.
It is clear that T + b = (S + b) ∪ {b + n − 1} and T + c = (S + c) ∪ {c + n − 1}. If y1 6= b + n − 1 or y2 6= c + n − 1,
then |S ∪ (S + 1) ∪ (S + b) ∪ (S + c)| ≥ |S| + 3. If y1 = b + n − 1 and y2 = c + n − 1, then y1 < y2 since b < c , and
hence y2 − 1 ∈ {i + 2, . . . , j − 1}. Now y2 − 1 = j + p + c ∈ S + c implies that y2 − 1 ∈ (S + c) \ (S ∪ (S + 1)) and so
|S ∪ (S + 1) ∪ (S + b) ∪ (S + c)| ≥ |S| + 3.
Case (2) j+ p+2 < n. Suppose that |S ∪ (S+1)∪ (S+ b)∪ (S+ c)| ≤ |S|+2. We shall show that 2b = 0 and c = b+1.
Note that |S ∪ (S + 1)| = |S| + 2. Hence S + b, S + c ⊆ S ∪ (S + 1) = {0, 1, . . . , i, i+ 1} ∪ {j, j+ 1, . . . , j+ p, j+ p+ 1}.
We claim that |X | = |Y |. Otherwise, if |X | > |Y |, since 2 ≤ b < c ≤ n − 1, it follows that X + b, X + c ⊆
{j, j + 1, . . . , j + p, j + p + 1}. Hence j ≤ b < c ≤ j + p + 1 and so j + p + 2 ∈ {c, c + 1, . . . , c + i} ⊆ S + c . This
contradicts the fact that S + c ⊆ S ∪ (S + 1). If |X | < |Y |, then Y + b, Y + c ⊆ {0, 1, . . . , i, i+ 1} since 2 ≤ b < c ≤ n− 1.
Thus 0 ≤ b + j < c + j ≤ i + 1 and so i + 2 ∈ {c + j, c + j + 1, . . . , c + j + p} ⊆ S + c. This contradicts the fact that
S + c ⊆ S ∪ (S + 1). Therefore we must have |X | = |Y |.
Since 2 ≤ b < c ≤ n−1, we have that X+b, X+c ⊆ {j, j+1, . . . , j+p, j+p+1} and Y+b, Y+c ⊆ {0, 1, . . . , i, i+1}.
It follows that b = j, b+ j = 0, c = j+ 1 and c + j = 1. Therefore 2b = 0 and c = b+ 1, as required.
Summing up, we have showed that |S ∪ (S + 1) ∪ (S + b) ∪ (S + c)| ≥ |S| + 3. 
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Now we are ready to characterize 2-extendable and 3-extendable Bi-Cayley graphs. Let BC(G, A) be a Bi-Cayley graph.
For any a ∈ A and any nonempty subsetM of G× {0}, letM ⊕ a = {(m+ a, 1) | (m, 0) ∈ M}. Then N(M) = ∪x∈A(M ⊕ x).
Theorem 3.8. Let G be a finite abelian group and A = {0, a1, . . . , an} a subset of G such that G = 〈A〉. Then BC(G, A) is 2-
extendable if and only if n ≥ 2.
Proof. Necessity. By Lemma 2.2, a 2-extendable graph must be 3-connected and so n ≥ 2.
Sufficiency. Let B be a subset of A such that B is a minimal generating set of G and let C = B ∪ {0}. If |C | ≥ 3, then, by
Lemma 2.2 and Theorem 3.3, BC(G, C) is 2-extendable. So BC(G, A) is 2-extendable by Theorem 2.1, since C ⊆ A. If |C | = 2,
we may assume that C = {0, a1}. Then G = 〈a1〉 is a cyclic group. Since n ≥ 2, there is an a2 ∈ A such that a2 ∈ 〈a1〉. Let
∅ 6= M = K × {0} ⊆ G × {0} with |M| ≤ |G × {0}| − 2. By Lemma 3.6, |K ∪ (K + a1) ∪ (K + a2)| ≥ |K | + 2. Note that
N(M) = ∪x∈A(M ⊕ x). It follows that |N(M)| ≥ |M| + 2 and hence BC(G, A) is 2-extendable. 
Remark. Recall that there are only two abelian groups of order 4 up to isomorphism: cyclic group Z4 and Klein four group
Z2 ⊕ Z2. Let G be an abelian group of order 4 and A = {0, a1, . . . , an} a subset of G such that G = 〈A〉. Then BC(G, A) is
3-extendable if and only if n = 3.
Next we shall characterize 3-extendable Bi-Cayley graphs BC(G, A)with |G| ≥ 5. To this aim, we need the following two
lemmas.
Lemma 3.9. Let G be a finite abelian group with |G| ≥ 5, A = {0, a1, a2, . . . , an} a subset of G with n ≥ 3, {a1, a2} a minimal
generating set of G, |a1| ≥ 3 and m the smallest positive integer such that ma2 ∈ 〈a1〉. Suppose that a3, . . . , an 6∈ 〈a1〉 ∪ 〈a2〉. If
m ≥ 3, then BC(G, A) is 3-extendable.
Proof. Let G0 = 〈a1〉. Then, by Lemma 2.4, G = G0 ∪ (a2 + G0) ∪ · · · ∪ ((m − 1)a2 + G0). We denote Gi = ia2 + G0 for
i = 1, 2, . . . ,m− 1.
To prove that BC(G, A) is 3-extendable, letM be any nonempty subset of G×{0}with |M| ≤ |G×{0}|− 3. We only need
to show that |N(M)| ≥ |M| + 3 by Theorem 2.1. There are four cases.
Case (1) There are at least three cosets, say, G0,G1,G2, such that ∅ 6= (Gi × {0}) ∩ M ( Gi × {0} for i = 0, 1, 2. Then
|(Gi×{0})∩M| ≤ |Gi×{0}|− 1 for i = 0, 1, 2. Since the subgraph induced by Gi×{0, 1} in BC(G, A) is 1-extendable, there
exists yi ∈ Gi such that (yi, 0) 6∈ M and (yi, 1) ∈ N(M) for i = 0, 1, 2. Hence |N(M)| ≥ |M| + 3, as required.
Case (2) (Gi×{0})∩M = ∅ or (Gi×{0})∩M = Gi×{0} for any i = 0, 1, . . . ,m−1. Since 0 6= |M| ≤ |G×{0}|−3, there
exists i ∈ {0, 1, . . . ,m− 1} such that (Gi×{0})∩M = Gi×{0} and (Gi+1×{0})∩M = ∅ (i+ 1 = 0 whenever i = m− 1).
Since |Gi+1| = |Gi| ≥ 3, let x1, x2, x3 ∈ Gi be three distinct elements. Then (xj+a2, 0) 6∈ M and (xj+a2, 1) ∈ M⊕a2 ⊆ N(M)
for j = 1, 2, 3. Hence |N(M)| ≥ |M| + 3.
Case (3) There are precisely two cosets, say, Gi, Gj, such that ∅ 6= (Gs × {0})∩M ( Gs × {0} for s = i, j. Note thatm ≥ 3.
Then (Gt × {0}) ∩ M = ∅ or (Gt × {0}) ∩ M = Gt × {0} for any t ∈ {0, 1, 2, . . . ,m − 1} \ {i, j}. A similar argument as in
Case (1) will show that there exist y1 ∈ Gi, y2 ∈ Gj such that (y1, 0), (y2, 0) 6∈ M and (y1, 1), (y2, 1) ∈ N(M).
If (Gt ×{0})∩M = Gt ×{0} for any t ∈ {0, 1, 2, . . . ,m− 1} \ {i, j}, since |M| ≤ |G×{0}|− 3, without loss of generality,
wemay assume that there exists (y, 0) ∈ (Gj×{0}) \ (M ∪{(y2, 0)}). If (Gj−1×{0})∩M = Gj−1×{0}, then (y− a2, 0) ∈ M
and (y, 1) ∈ N(M). If Gj = a2+ Gi and |(Gi×{0}) \M| = 1, then (y− a2, 0) ∈ M or (y− a3, 0) ∈ M by a3 6∈ 〈a1〉 ∪ 〈a2〉 and
so (y, 1) ∈ N(M). If Gj = a2+ Gi and |(Gi×{0}) \M| ≥ 2, then for any (z, 0) ∈ (Gi×{0}) \ (M ∪ {(y1, 0)}), (z− a2, 0) ∈ M
and so (z, 1) ∈ N(M). Therefore |N(M)| ≥ |M| + 3.
If (Gl × {0}) ∩ M = ∅ for some l ∈ {0, 1, 2, . . . ,m − 1} \ {i, j}, then (Gt × {0}) ∩ M 6= ∅ and (Gt+1 × {0}) ∩ M = ∅
for some t ∈ {0, 1, 2, . . . ,m − 1} (t + 1 = 0 whenever t = m − 1). Let x ∈ Gt such that (x, 0) ∈ M and y = x + a2. Then
(y, 0) 6∈ M and (y, 1) ∈ N(M). Hence |N(M)| ≥ |M| + 3.
Case (4) There is precisely one coset, without loss of generality, say, G0, such that ∅ 6= (G0 × {0}) ∩M ( G0 × {0}. Then
(Gt × {0}) ∩M = ∅ or (Gt × {0}) ∩M = Gt × {0} for any t = 1, 2, . . . ,m− 1. A similar argument as in Case (1) will show
that there exists y0 ∈ G0 such that (y0, 0) 6∈ M and (y0, 1) ∈ N(M).
If (Gt×{0})∩M = Gt×{0} for any t = 1, 2, . . . ,m−1, then there exist y1, y2, y3 ∈ G0 such that (y1, 0), (y2, 0), (y3, 0) 6∈
M since |M| ≤ |G×{0}|−3. Thus (y1−a2, 0), (y2−a2, 0), (y3−a2, 0) ∈ (Gm−1×{0})∩M and (y1, 1), (y2, 1), (y3, 1) ∈ N(M).
Hence |N(M)| ≥ |M| + 3.
If (Gt × {0}) ∩ M = ∅ for any t = 1, 2, . . . ,m − 1, suppose that |(G0 × {0}) ∩ M| ≥ 2 and (x1, 0), (x2, 0) ∈
(G0 × {0}) ∩ M . Then (x1 + a2, 0), (x2 + a2, 0) 6∈ M and (x1 + a2, 1), (x2 + a2, 1) ∈ N(M). Hence |N(M)| ≥ |M| + 3.
Suppose that |(G0 × {0}) ∩ M| = 1 and (x, 0) ∈ (G0 × {0}) ∩ M . Then (x + a1, 0), (x + a2, 0), (x + a3, 0) 6∈ M and
(x+ a1, 1), (x+ a2, 1), (x+ a3, 1) ∈ N(M). Hence |N(M)| ≥ |M| + 3.
If (Gi×{0})∩M = Gi×{0} and (Gj×{0})∩M = ∅ for some i, j ∈ {1, 2, . . . ,m−1}, suppose that (Gt×{0})∩M = Gt×{0}
and (Gt+1 × {0}) ∩ M = ∅ for some t ∈ {1, 2, . . . ,m − 2}. Let x1, x2 ∈ Gt and y1 = x1 + a2, y2 = x2 + a2. Then
(y1, 0), (y2, 0) 6∈ M and (y1, 1), (y2, 1) ∈ N(M). Hence |N(M)| ≥ |M| + 3. Suppose that (G1 × {0}) ∩ M = ∅ and
(Gm−1 × {0}) ∩M = Gm−1 × {0}. Note that |G0| ≥ 3. Without loss of generality, we may assume that |(G0 × {0}) \M| ≥ 2
and let (x1, 0) ∈ (G0 × {0}) ∩ M , (x2, 0), (x3, 0) ∈ (G0 × {0}) \ M . Then x1 + a2 ∈ G1, x2 − a2, x3 − a2 ∈ Gm−1. Hence
(x1 + a2, 0), (x2, 0), (x3, 0) 6∈ M and (x1 + a2, 1), (x2, 1), (x3, 1) ∈ N(M). Therefore |N(M)| ≥ |M| + 3. 
5948 Y. Luo, X. Gao / Discrete Mathematics 309 (2009) 5943–5949
Lemma 3.10. Let G be a finite abelian group with |G| ≥ 5, A = {0, a1, a2, . . . , an} a subset of G with n ≥ 3, {a1, a2} a minimal
generating set of G, |a1| ≥ 3 and 2a2 ∈ 〈a1〉. Suppose that a3, . . . , an 6∈ 〈a1〉∪ 〈a2〉. If BC(G, A) is not 3-extendable, then n = 3,
|a2| = 2 and a3 = a2 + a1.
Proof. Let G0 = 〈a1〉 and G1 = a2 + G0. Then G = G0 ∪ G1 by Lemma 2.4. Suppose that BC(G, A) is not 3-extendable. Then
there exists a nonempty subsetM0 of G× {0}with |M0| ≤ |G× {0}| − 3 such that |N(M0)| ≤ |M0| + 2. We shall show that
n = 3, |a2| = 2 and a3 = a2 + a1.
By similar arguments to Cases (2) and (4) in the proof of Lemma 3.9, we may show that ∅ 6= (G0 × {0})∩M0 ( G0 × {0}
and ∅ 6= (G1 × {0}) ∩ M0 ( G1 × {0}. Let B = B′ × {0} = (G0 × {0}) ∩ M0 and C = C ′ × {0} = (G1 × {0}) ∩ M0. Then
M0 = B ∪ C and N(M0) = ∪x∈A((B⊕ x) ∪ (C ⊕ x)). Similar argument to Case (1) in the proof of Lemma 3.9 will show that
there exist y1 ∈ G0 \ B′, y2 ∈ G1 \ C ′ such that (y1, 0), (y2, 0) 6∈ M0 and (y1, 1), (y2, 1) ∈ N(M0). Clearly, y1 − a1 ∈ B′ and
y2 − a1 ∈ C ′. It follows from the fact |N(M0)| ≤ |M0| + 2 that N(M0) = (B′ × {1}) ∪ (C ′ × {1}) ∪ {(y1, 1), (y2, 1)}.
We claim that B¯ = G0 \ B′ is continuous and so is B′. Indeed, y1 is the only element in B¯ such that y1− a1 ∈ B′. Otherwise,
there exists y ∈ B¯ such that y 6= y1 and y− a1 ∈ B′, then (y, 1) ∈ N(M0). This contradicts the fact that |N(M0)| ≤ |M0| + 2.
Hence B¯ = G0 \ B′ is continuous and so is B′. Furthermore, B′ ∪ {y1} is also continuous. Similarly, we may show that C ′,
C ′ ∪ {y2} and G1 \ C ′ are continuous.
Without loss of generality, we may assume that B′ = {0, a1, . . . , ka1} and B¯ = {(k+ 1)a1, . . . , (m− 1)a1}. In this case,
y1 = (k + 1)a1. Then B ⊕ 0 = B′ × {1} and B ⊕ a1 = {a1, . . . , ka1, (k + 1)a1} × {1}. Hence (B ⊕ 0) ∪ (B ⊕ a1) =
(B′ × {1}) ∪ {(y1, 1)}. Similarly, C ⊕ 0 = C ′ × {1} and (C ⊕ 0) ∪ (C ⊕ a1) = (C ′ × {1}) ∪ {(y2, 1)}. Consequently,
N(M0) = (B ⊕ 0) ∪ (B ⊕ a1) ∪ (C ⊕ 0) ∪ (C ⊕ a1). It follows that B ⊕ a2, B ⊕ a3 ⊆ (C ⊕ 0) ∪ (C ⊕ a1) and
C ⊕ a2, C ⊕ a3 ⊆ (B⊕ 0) ∪ (B⊕ a1).
We claim that |B| = |C | and so |B′| = |C ′|. In fact, if |B| ≥ |C | + 2, then |B⊕ a2| = |B| > |C | + 1 = |(C ⊕ 0) ∪ (C ⊕ a1)|
and so B⊕ a2 6⊆ (C ⊕ 0) ∪ (C ⊕ a1). This is a contradiction. Suppose that |B| = |C | + 1. By Lemma 3.5, B′ + a2 6= B′ + a3
and B ⊕ a2 6= B ⊕ a3. If B ⊕ a2 6= (C ⊕ 0) ∪ (C ⊕ a1), then B ⊕ a2 6⊆ (C ⊕ 0) ∪ (C ⊕ a1). This is a contradiction. If
B⊕ a2 = (C ⊕ 0)∪ (C ⊕ a1), then B⊕ a3 6= (C ⊕ 0)∪ (C ⊕ a1) since B⊕ a2 6= B⊕ a3 and so B⊕ a3 6⊆ (C ⊕ 0)∪ (C ⊕ a1).
This is a contradiction.
Since B = {(0, 0), (a1, 0), . . . , (ka1, 0)} with k ≤ |a1| − 2, we have B ⊕ a2 = {(a2, 1), (a2 + a1, 1), . . . , (a2 + ka1, 1)}.
It follows that B ⊕ a2 = C ⊕ 0 or B ⊕ a2 = C ⊕ a1. Hence C = {(a2, 0), (a2 + a1, 0), . . . , (a2 + ka1, 0)} or
C = {(a2 − a1, 0), (a2, 0), . . . , (a2 + (k− 1)a1, 0)}.
If C = {(a2, 0), (a2 + a1, 0), . . . , (a2 + ka1, 0)}, suppose that a3 6= a2 + a1. Then B ⊕ a3 6⊆ (C ⊕ 0) ∪ (C ⊕ a1). This
is a contradiction. Hence a3 = a2 + a1. Suppose that n ≥ 4. Replacing a3 by a4 we may show that a4 = a2 + a1 and so
a3 = a4. This is a contradiction. Hence we must have n = 3 and a3 = a2 + a1. Since C ⊕ a2 ⊆ (B⊕ 0) ∪ (B⊕ a1), we have
2a2 = 0 or 2a2 = a1. Suppose that 2a2 = a1. Then a3 + a2 = 2a1 and C ⊕ a3 = {(2a1, 1), (3a1, 1), . . . , ((k + 2)a1, 1)}.
Hence C ⊕ a3 6⊆ (B⊕ 0) ∪ (B⊕ a1). This is a contradiction. Therefore 2a2 = 0 and so |a2| = 2.
If C = {(a2−a1, 0), (a2, 0), . . . , (a2+(k−1)a1, 0)}, suppose that a3 6= a2−a1. Then B⊕a3 6⊆ (C⊕0)∪(C⊕a1). This is a
contradiction. Hence a3 = a2−a1. A similar argument to last paragraphwill show that n = 3. Since C⊕a2 ⊆ (B⊕0)∪(B⊕a1),
we have 2a2 = 2a1 or 2a2 = a1. Suppose that 2a2 = a1. Then a3+a2 = 0 and C⊕a3 = {(−a1, 1), (0, 1), . . . , ((k−1)a1, 1)}.
Hence C ⊕ a3 6⊆ (B ⊕ 0) ∪ (B ⊕ a1) since 2a1 6= 0. This is a contradiction. Thus we must have 2a2 = 2a1. Therefore,
2a3 = 2a2 − 2a1 = 0 and a2 = a3 + a1. In this case, G = 〈a1, a3〉with |a1| ≥ 3, |a3| = 2 and a2 = a1 + a3. 
Now we are ready for the characterization of 3-extendable Bi-Cayley graphs BC(G, A)with |G| ≥ 5.
Theorem 3.11. Let G be a finite abelian group with |G| ≥ 5 and A = {0, a1, . . . , an} a subset of G such that G = 〈A〉. Then
BC(G, A) is 3-extendable if and only if n ≥ 3 and the pair (G, A) doesn’t satisfy any of the following conditions:
(i) G = 〈a1〉, A = {0, a1, a2, a2 + a1} with |a1| = 2k for some positive integer k ≥ 3 and |a2| = 2;
(ii) G = 〈a1, a2〉, A = {0, a1, a2, a2 + a1} with |a1| ≥ 3, |a2| = 2 and a2 6∈ 〈a1〉.
Proof. Necessity. If BC(G, A) is 3-extendable, then BC(G, A) is 4-connected by Lemma 2.2 and so n ≥ 3. If (G, A) satisfies
either (i) or (ii), letM = {(0, 0), (a2, 0)}. Then |M| ≤ |G× {0}| − 3 since |G| ≥ 5 and N(M) = {(0, 1), (a1, 1), (a2, 1), (a2+
a1, 1)}. Hence |N(M)| = |M| + 2. This contradicts the fact that BC(G, A) is 3-extendable.
Sufficiency. SinceG = 〈A〉,BC(G, A) is connected by Lemma2.6. LetB ⊆ Abe aminimal generating set ofG andC = B∪{0}.
If |C | ≥ 4, then, by Theorem 3.3, BC(G, C) is 3-extendable and so BC(G, A) is 3-extendable by Theorem 2.1.
If |C | = 3, say, C = {0, a1, a2}, since n ≥ 3, there exists a3 ∈ A such that a3 ∈ 〈a1, a2〉. If a3 ∈ 〈a1〉 or a3 ∈ 〈a2〉, without
loss of generality, let a3 ∈ 〈a1〉, then BC(〈a1〉, {0, a1, a3}) is 2-extendable by Theorem 3.8 and so BC(G, {0, a1, a2, a3}) is
3-extendable by Lemma 3.2. Therefore BC(G, A) is 3-extendable by Theorem 2.1. So we may assume that a3 6∈ 〈a1〉 ∪ 〈a2〉.
Since |G| ≥ 5, without loss of generality, suppose that |〈a1〉| ≥ 3. Letm be the smallest positive integer such thatma2 ∈ 〈a1〉.
It follows from Lemmas 3.9 and 3.10 that BC(G, A) is 3-extendable.
If |C | = 2, say, C = {0, a1}, then G = 〈a1〉 is a cyclic group. Now |a1| ≥ 5 follows from |G| ≥ 5. Since n ≥ 3, there are
a2, a3 ∈ A such that a2, a3 ∈ 〈a1〉. Suppose that BC(G, A) is not 3-extendable. Then, by Theorem 2.1, there exists a nonempty
subset M0 of G × {0} with |M0| ≤ |G × {0}| − 3 such that |N(M0)| ≤ |M0| + 2. We shall show that (G, A) satisfies the
condition (i) stated in the theorem.
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Note that N(M0) = ∪x∈A(M0 ⊕ x). We have
|(M0 ⊕ 0) ∪ (M0 ⊕ a1) ∪ (M0 ⊕ a2) ∪ (M0 ⊕ a3)| ≤ |N(M0)| ≤ |M0| + 2.
Let K be the subset of G such thatM0 = K ×{0}. Then |(K + 0)∪ (K + a1)∪ (K + a2)∪ (K + a3)| = |(M0⊕ 0)∪ (M0⊕ a1)∪
(M0 ⊕ a2) ∪ (M0 ⊕ a3)| ≤ |M0| + 2 = |K | + 2. It follows from Lemma 3.7 that 2a2 = 0 and a3 = a2 + a1. Hence |a2| = 2
and so 2 | |a1|. If there exists a4 ∈ A \ {0, a1, a2, a3}, by a similar argument: it suffices to replace a3 by a4, we may show that
a4 = a2 + a1 and so a4 = a3. This is a contradiction. Hence A = {0, a1, a2, a3} and (G, A) satisfies the condition (i) stated in
the theorem, as required. 
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