Let V be a complex vector space of dimension I and let G c GL( V) be a finite reflection group. Let S be the C-algebra of polynomial functions on V with its usual G-module structure (gf)(v) -f{g~ιv). Let R be the subalgebra of G-invariant polynomials. By Chevalley's theorem there exists a set & = {f l9 ,/Ί} of homogeneous polynomials such that R = C[fu ' ' >fι\ We call J* a set of basic invariants or a basic set for G. The degrees d i -degf t are uniquely determined by G. We agree to number them so that d 1 We call the polynomial J(Γ 15 , T L ; 3$) the discriminant of G relative to J* since it depends on the basic invariants. The hypersurface (1.5) τ(iV(G)/G) = {(z l9 ..^JeC'l Δ(z l9 , z t ; 0) = 0} will be called the discriminant locus. E. Bannai [1] computed the fundamental group of the complement τ{M(G)jG) of the discriminant locus for all irreducible unitary reflection groups with dim V -2. In the course of this work she computed the discriminants Δ(f u f 2 ) £$).
If V R d V is a real form of V and WczGL(V R ) is a finite Coxeter group we may view WdGL(V)
as a unitary reflection group. In an earlier paper [14] we defined a class of finite irreducible unitary reflection groups, called Shephard groups. In (2.11) we associate to each Shephard group GaGL(V) a finite irreducible Coxeter group WdGL(V) which is determined up to isomorphism. Both G and W are isomorphic to quotients of the same Artin group. Since W is also a reflection group it has basic invariants, discriminant, etc. When both groups G, W are in question we use notation such as ff, ff, Δ G , Δ w , df, dj, etc. to indicate the dependence on G, W. If a statement involves only one Shephard group we usually suppress this dependence and may apply the statement to G or W. Given a Shephard group G and the corresponding Coxeter group W, inspection of the known values of df,dγ as listed in Table 1 Δ
G (T U -..,T ι ; G )~ Δ W (T U .-.,T ι ; w ).
Here, and in the rest of this paper it is convenient to write a ~ b if beC*a. In (5.1) we use (1.7) and work of Deligne [5] to show that
We illustrate (1.6) and (1.7) for the pair (G, W) where G -G 25 in the Shephard-Todd classification [19] and W is the Coxeter group of type A 3 = D 8 . The degrees df are 6, 9, 12 and the degrees df are 2, 3, 4. Thus df/df = 3 does not depend on i. To illustrate (1.7) we use polynomials C 6 , C 9 , C 12 and © 12 defined by Maschke [9, p. 326 ]. Shephard and Todd [19, p. 286 ] remarked that we may choose £3 Q = {C 6 , C 9 , C 12 } and that H-It follows from Maschke's work [9, p. 326 ] that KJ 2 = Table 1 . -0  12, 60  0-0  2, 10  3  3  3  25  0  0  0  6, 9, 12  0  0  0  2, 3, 4  3  3  26  0-0  0  6, 12, 18  0-0  0  2, 4, 6  3  3  3  3  32  0  0  0  0  12, 18, 24, 30  0  0  0  0  2 T Z ; J*) the discriminant matrix of G with respect to J*. It follows from the definition of the discriminant matrix that
The corresponding transformation formula for discriminant matrices is more complicated; see (2.22 
where θ e Der s and ω 6 β 5 .
Recall from [14] as in [12, 14] . We agree to number the n t in increasing order so that we have (2.1) πii < < m ι and n λ < < n t .
Define the Jacobian matrix
It follows from the definition of the G-action that if fe R and θ e Derg then θ{f) e R. Since , θ t } be a set of basic derivations. Define the discrimi-
Define homogeneous polynomials J and Q by (2.5) J=
The degree of J is the number m of reflections in G. The degree of Q is the number n of reflecting hyperplanes [12, 14] . It is proved in [19] that J~ det J(f u ,Λ) and in [14, 2.28 ] that Q ~ det Q(&, ,0 Z ). It follows from (1.4), (2.4) and (2.5) that
Thus J(Γj, , T t ; Sly &) depends on J* and Of but its determinant depends only on Si. For Shephard groups there is a natural choice of Q) in terms of Si, We repeat their definition [14] , Shephard [17, 18] Coxeter [4, pps. 94-5, 147-9] showed that for each Shephard group G there exist generating reflections s l9 "- 9 Sι and integers p U ' -,Pι and integers q u -'-,qι-χ such that G has a presentation with defining relations :
where there are q 3 terms on each side of (2.10). (2.14)
Now we return to the invariant theory and the discriminant for a Shephard group. Let G c GL(V) be a Shephard group and let /i be an invariant form of minimal positive degree. The main result of [14] .
..,T ι; O)
We call J(T l9 , T t ; 0) the discriminant matrix of G with respect to 3S.
Proof. Formula (i) follows from (2.4) and (2.17); (ii) follows from (i); (iii) follows from (i) and (2.2).
• 
Δ(T l9
For convenience we define a matrix D^,
,
We also call Ό(T l9 , T t ; 3$) the discriminant matrix of G with respect to Si. Note that
In the next lemma we compare Ό(T l9 , T t \ SS) and D(7\, , T l9 M) for basic sets 3S 9 38. In the argument we use the fact proved in [14, 5.4] that if G is a Shephard group, then an invariant form of minimal positive degree is unique up to a constant multiple. The main result of this paper, proved in Sections 3 and 4, is the following comparison theorem for discriminant matrices of G and W. In view of (2.20) . Since Q is square-free, Q divides / 2 , and thus f 2 divides J. For g e G let δ(g) = άetg. It is known [21, p. 85 ] that J is a semi-invariant of G of minimal degree with character δ. Since J// 2 is also a semi-invariant of G with character δ we have a contradiction.
•
We have already remarked preceding (2.22) that, since G is a Shephard group, the invariant f t is unique up to a constant multiple. We showed in [14] that {f 19 • To prove (3.3) it remains to show that constants aeC* and beC may be chosen so that θ 2 f 2 = (di/Ί) 9 ' 1 . Suppose first that q is odd. Then by (3.5)-(3.9) we have This proves (3.3) and hence completes the argument for (3.1).
• (3.10) Remark. It follows from the preceding computation that for given f l9 an invariant f 2 which satisfies (3.1) is determined uniquely up to sign.
To complete the proof of Theorem (2.25) in case dim V = 2, we apply To complete the proof of the main theorem we have to find 38 G , $ w such that 3$ G ~ 38 w for the three remaining pairs (G, W) which are (G 25 , A), (G^ JB 3 ) and (G 32 , A 4 ). There are done by explicit calculation, in part using machine computation in MACSYMA. We choose a basic set 33 w = {/f, . . .,/f}. Since /Γ is a quadratic form, the Hessian H(/Γ) is a constant matrix, so it is easy to compute the matrix Q(#Γ ? , θf) -mfHί/D-Wr, ,/7) which satisfies (2.17) . Note that mf = 1. Next we compute J(/Γ, , /Γ) Γ Q(#Γ, , 0f) This is a matrix of ^-invariants. We express each matrix entry as a polynomial in the variables dffY, -' , df/7 to obtain the matrix D^T^, , T t ; 38 w ). Basic invariants for the corresponding groups G were determined by Shephard and Todd using work of Maschke [9] . Let 38 = {f ί9 ,/J be their basic set for G. Any basic invariant ff of degree df has the form ff = φ t (f l9 ,/i) where thê έ are polynomials. Since the G-invariant form of minimal degree is unique up to a constant we may choose /? = /i. Degree considerations restrict the polynomials φ t so that there are only a few free parameters in each case. The matrix J(/f, , ff) contains these parameters. The matrix H(/f) has polynomial entries. In G 32 the entries of the 4 X 4 matrix H(/f) are polynomials of degree 10 in 4 variables. Thus it is not easy to compute the matrix Q(0?, . , θf) = mfHiffl-'Jif?,
•••,/?) which satisfies (2.17). As in the case of W we compute J(/f, ,/?) Γ Q(^, , 0f) which still contains the free parameters. This is a matrix of G-invariants. We express each matrix entry as a polynomial in the variables df/f, , dfff and force the parameters to satisfy Ό a (T l9 , 
showed that M(W) is a K(π, 1) space and hence so is M(W)/W. It follows from (1.7) that for suitable choice of basic invariants the discriminant loci for G and W are the zero sets of the same polynomial. Thus G and hence M(G) is a K(π, 1) space.
• If I = 2 then the complement of any finite set of hyperplanes containing the origin is a K(π, 1) space. We proved in [13] that M(G) is a K(π, 1) space for the Shephard groups G = G (p, 1, I ). Nakamura [11] showed that M(G) is a If (π, 1) space for all imprimitive unitary reflection groups. Proof. Let W be the associated Coxeter group. By (2.25) there exists a basic set SS W = {ff, , /Γ} such that @ Q ~ JV Saito [15] proved that
, Γ^j). The assertion follows from (2.26).
-,/J be a basic set for W and write J = J(/j, -,/j). Saito, Sekiguchi and Yano [15, 16, 24] have used the matrix J Γ J. We may choose coordinates x u , x x so that /i = Σ x? and choose 0j, = \ 2 (A/j)A Then J = 2Q(^, , ^) and (2.17) is satisfied. Thus J Γ J « J(Λ, .,/,; ^) in the notation of this paper. Since d t _ x <d t the operator 9/9/i: R-+R is uniquely determined up to constant. Saito, Sekiguchi and Yano [15, 16] proved that there exists a basic set Sfi for W, which they call a /Zα£ basic set, such that (8/3/,)(J Γ J) e M t (R). If G c GL(V) is a Shephard group, it follows from (1.6) that df_, < df and thus the operator 9/3/i: R-> R is again uniquely determined up to constant. We have used (1.6) in the proof of the comparison theorem and hence in the proof of (1.7). We show in ( 
