The paper contains proofs of the following results. For all sufficiently large odd integers n, there exists a set of 2 n−1 permutations that pairwise generate the symmetric group S n . There is no set of 2 n−1 + 1 permutations having this property. For all sufficiently large integers n with n ≡ 2 mod 4, there exists a set of 2 n−2 even permutations that pairwise generate the alternating group A n . There is no set of 2 n−2 + 1 permutations having this property.
Introduction
Let G be a finite group that can be generated by two elements. We say that a subset X ⊆ G generates G pairwise if for all g 1 , g 2 ∈ X with g 1 = g 2 we have that g 1 and g 2 generate G. We write μ(G) for the largest cardinality of a set X that generates G pairwise. The purpose of this paper is to prove the following two theorems.
Theorem 1.
For all sufficiently large odd integers n, we have that μ(S n ) = 2 n−1 .
Theorem 2.
For all sufficiently large integers n such that n ≡ 2 mod 4, we have that μ(A n ) = 2 n−2 .
E-mail address: s.blackburn@rhul.ac.uk. Theorem 1 partially answers a question of Maróti [10] . Indeed, Maróti [10, Theorem 1.2] proves Theorem 1 in the case when we restrict n to be a prime greater than 23 and not of the form (q k − 1)/(q − 1) for a prime power q and integer k.
The integer σ (G) is defined to be the smallest integer k such that G may be written as a union of k proper subgroups. Cohn [6] studied this quantity in 1994, although the study of groups as unions of proper subgroups has a much longer history [4, 8, 13] . The integers μ(G) and σ (G) are related. Indeed, since a set X that generates G pairwise cannot contain two elements of any proper subgroup, we must have that μ(G) σ (G). Let n be an integer such that n > 3. Maróti [10, Theorem 1.1] proves σ (S n ) = 2 n−1 when n is odd, except possibly n = 9, and that σ (A n ) = 2 n−2 when n ≡ 2 mod 4. Thus Theorems 1 and 2 show that μ(S n ) = σ (S n ) whenever n is large and odd, and μ(A n ) = σ (A n ) whenever n is large and n ≡ 2 mod 4.
As Maróti points out, an alternative motivation for the study of μ(G) comes from its relationship with the commuting graph of a group G. The commuting graph of G is a graph Γ whose vertices are the elements of G and where distinct x, y ∈ G are joined by an edge if and only if they commute; see Pyber [12] , for example. Brown [2, 3] investigates the maximum cardinality α(G) of an empty induced subgraph of Γ and the minimum number β(G) of a covering of the vertices of Γ by complete subgraphs in the case when G = S n . It is clear that α(S n ) β(S n ); Brown shows that α(S n ) and β(S n ) are close to each other, but are never equal when n 16. When G is a group that is generated by two elements, we may define another graph Γ whose vertices are the elements of G and where distinct x, y ∈ G are joined by an edge if and only if x, y is a proper subgroup of G. When G is non-abelian, it is easy to see that Γ may be obtained by adding edges to Γ . Now μ(G) may be interpreted as the maximum cardinality of an empty subgraph of Γ . Define ν(G) to be the minimum covering of the vertices of Γ by complete subgraphs. It is easy to see that μ(G) ν(G) σ (G). Our proof that μ(S n ) = σ (S n ) for all sufficiently large odd integers n shows that μ(S n ) = ν(S n ) for all sufficiently large odd integers n, which is in stark contrast to Brown's result for the commuting graph referred to above.
Our proof of Theorems 1 and 2 use probabilistic methods. In particular, the proofs do not construct specific sets X that generate the symmetric or alternating group pairwise. It would be interesting to find explicit constructions for these sets X.
The known results regarding σ (S n ) and σ (A n ) depend heavily on whether n is even or odd. (For example, Maróti [10, Theorem 1.1] has shown that σ (S n ) 2 n−2 when n is even.) This indicates that it might not be straightforward to generalise Theorem 1 to the case when n is an arbitrary sufficiently large integer. Similarly, Theorem 2 might not easily generalise to the case when n is odd, or when 4 divides n.
It would be interesting to know how far the results of this paper are true in a more general setting. In a preprint of this paper, I asked whether it is the case that μ(G) = σ (G) for all but finitely many non-abelian finite simple groups G. Beth Holmes (personal communication) tells me that she has proved that μ(Sz(q)) < σ (Sz(q)), and thus this question is settled in the negative. Maybe something weaker is true, namely that σ (G)/μ(G) → 1 as the order of the finite simple group G tends to infinity?
The remainder of this paper is divided into four sections. The first section introduces some notation and briefly explains the strategy behind our proof of Theorem 1. Section 3 proves various results concerning maximal subgroups of the symmetric group that we require. Section 4 introduces our main combinatorial tool (the Local lemma) and proves Theorem 1. Finally, Section 5 sets out what changes to the proof of Theorem 1 are needed in order to produce a proof of Theorem 2.
Preliminaries and motivation
The purpose of this section is to motivate our proof of Theorem 1, and to introduce some of the notation we need for this proof. We defer any discussion of Theorem 2 until Section 5.
Let n be an odd integer. We think of the elements of S n as being permutations on the set Ω, where Ω = {1, 2, . . . , n}. It is not difficult to see that S n may be expressed as the union of A n and the maximal intransitive subgroups of S n . (For if a permutation g is not contained in any intransitive subgroup of S n then g is an n-cycle and so g is even since n is odd.) There are 2 n−1 − 1 partitions of Ω with exactly 2 parts, and such partitions correspond to maximal intransitive subgroups of S n . So there is a covering of S n by 2 n−1 proper subgroups
since any set X that generates S n pairwise can contain at most one element in any proper subgroup of S n . Thus μ(S n ) 2 n−1 . So in order to prove Theorem 1 it suffices to show that for all sufficiently large odd integers n there exists a subset X ⊆ S n of cardinality 2 n−1 that generates S n pairwise. Note that (1) shows that any set X of cardinality 2 n−1 that generates S n pairwise must have |X ∩ M i | = 1 for i ∈ {1, 2, . . . , 2 n−1 }; moreover any element of X can be contained in at most one of the subgroups M i . This motivates our method for proving the existence of such a set X. Let 1 , 2 , . . . , r be positive integers such that 1 2 · · · r . We say that a permutation g ∈ S n is an ( 1 , 2 , . . . , r )-cycle if g consists of r disjoint cycles, of lengths 1 , 2 , . . . , r . (We include cycles of length 1, so 1 + 2 + · · · + r = n.) When r = 1, we say that g is an n-cycle rather than an (n)-cycle.
Let Δ ⊆ Ω be such that 0 < |Δ| < n/2. Define C(Δ) to be the set of all (|Δ|, n − |Δ|)-cycles g such that Δg = Δ. Thus a permutation in C(Δ) is simply a permutation made up of two disjoint cycles, one involving all the elements of Δ and the other involving all the elements of the complement Δ of Δ in Ω. We extend this definition to the case when Δ = ∅ in the natural way, by defining C(∅) to be the set of all n-cycles in S n . Note that when |Δ| = k, we have that
There are 2 n−1 subsets Δ of Ω with 0 |Δ| < n/2. For each such subset Δ, we will choose a permutation g Δ ∈ C(Δ) (and we will choose the permutations g Δ uniformly and independently at random). We define
Our aim is to prove that with non-zero probability X generates S n pairwise. To do this, we establish an upper bound on the probability p that a fixed pair g Δ 1 , g Δ 2 of elements from X generates a proper subgroup of S n . We use a combinatorial tool (the Lovász Local lemma) to deduce from this upper bound that the probability that X generates S n pairwise is non-zero.
We use some facts about the maximal subgroups of S n to give an upper bound on p; these facts are given in Section 3. Section 4 uses the material developed in Section 3 to derive the upper bound we need, and then applies the Local lemma to finish the proof of Theorem 1.
Maximal subgroups
Our proof of Theorem 1 uses the following information about the maximal subgroups of S n . We use standard notation from permutation group theory without explanation; see Cameron [5] for a good introduction to the area. 
Proof. Suppose that M is a transitive maximal subgroup of S n , and suppose that M A n . If M is primitive, then |M| 4 n by a result of Praeger and Saxl [11] , and hence |M| ( n 5e ) n e O(log n) . So we may assume that M is imprimitive. Now M ∼ = S k wr S where k and are integers such that k 2, 2 and k = n. Since n is odd, is odd. If = 3 then we are in case (iii) of the theorem, and so we may assume that 5. But in this case |M| = k! ! and it is not difficult to prove that we are in case (iv) of the theorem; we use the following corollary of Stirling's formula:
r! e r log r−r+ 
When g is an n-cycle, we may use the fact that S n contains n!/n elements that are n-cycles to show that g is contained in at most n conjugates of M, using the same argument as above. Since n n 2 , the lemma follows. 2
The proof of the following lemma is elementary, and so we omit it. 
Any n-cycle in M induces an -cycle in S .
If g is an (s, n − s)-cycle that falls under part (i) of Lemma 5, we say that g acts respectfully. If g is an (s, n − s)-cycle that does not act respectfully, or if g is an n-cycle, then we say that g acts disrespectfully.
The proof of Theorem 1
The combinatorial tool we shall use is the Lovász Local lemma [7] (see also Shearer [14] and Alon and Spencer [1] ), which may be stated as follows.
Lemma 6. Let Γ be a finite graph with maximum valency d. Suppose that we associate an event E v to every vertex v ∈ Γ , and suppose that E v is independent of any subset of the events {E u : u v}. Let p be such that Pr(E v ) < p for all v. Then Pr( v∈Γ E v ) > 0 whenever ep(d + 1) < 1. (Here e is the base of the natural logarithm.)
We now prove Theorem 1. Our strategy is as follows. Define
Note that |I | = 2 n−1 . We choose our set X of elements of S n by choosing elements g Δ ∈ C(Δ) uniformly and independently at random and defining X = {g Δ : Δ ∈ I }. To establish Theorem 1 it is sufficient to show that the probability that X generates S n pairwise is non-zero.
Define a graph Γ as follows. The vertices of Γ are the two element subsets of I . We join vertices J and J by an edge if and only if J ∩ J = ∅. Note that every vertex of Γ has valency d,
For a vertex {Δ 1 , Δ 2 } ∈ Γ , define E Δ 1 ,Δ 2 to be the event that g Δ 1 , g Δ 2 is a proper subgroup of S n . It is clear that E Δ 1 ,Δ 2 is independent of any subset of the events E u where u ∈ Γ is not joined to {Δ 1 , Δ 2 } by an edge. Now, the event that every pair of elements from X generates S n is exactly the event v∈Γ E v . Hence Theorem 1 follows by Lemma 6 , provided that we can show that for all sufficiently large odd integers n we have that Pr(E v ) < p for all v ∈ Γ , where p is such that ep(d + 1) < 1. So it is sufficient to show that for all sufficiently large odd integers n
Let Δ 1 and Δ 2 be fixed. Recall the constant c that we introduced in the statement of Theorem 3. Write E 1 for the event that g Δ 1 , g Δ 2 M, where |M| ( n 5e ) n e c log n . Write E 2 for the event that g Δ 1 , g Δ 2 M, where M is a maximal subgroup isomorphic to S n/3 wr S 3 . (So E 2 = ∅ when 3 does not divide n.)
Proof. Suppose that g Δ 1 , g Δ 2 is a proper subgroup H of S n . Then H M for some maximal subgroup M of S n . Since Δ 1 = Δ 2 , we find that g Δ 1 and g Δ 2 always generate a transitive subgroup of S n , and so M is transitive. Now g Δ is even if and only if Δ = ∅ (since n is odd). Hence at least one of g Δ 1 and g Δ 2 is odd and thus M = A n . Thus, by Theorem 3, we find that M ∼ = S n/3 wr S 3 or |M| ( n 5e ) n e c log n . We have shown that E Δ 1 ,Δ 2 ⊆ E 1 ∪ E 2 , and so the lemma follows. 2
. . , M r be a complete set of representatives of the conjugacy classes of maximal subgroups of S n of order at most ( n 5e ) n e c log n . The number of such conjugacy classes is rather small: Liebeck and Shalev [9, Corollary 4.5] proved that S n has at most ( for the set of subgroups of S n that are conjugate to M i , we find that
the last inequality following by Lemma 4. Thus
Now, writing s = |Δ 2 | we have that
by Stirling's formula. Hence
Proof. When 3 does not divide n, Pr(E 2 ) = 0 and the lemma follows in this case. So we may assume that n = 3k for some integer k. Recall Lemma 5, and the terminology introduced below that lemma. Write E A for the event
M where M ∼ = S k wr S 3 and where g Δ 2 embeds disrespectfully in M. Similarly, write E B for the event that g Δ 1 , g Δ 2 M where M ∼ = S k wr S 3 and where g Δ 1 embeds disrespectfully in M. Finally, write E C for the event that g Δ 1 , g Δ 2 M where M ∼ = S k wr S 3 and where both g Δ 1 and g Δ 2 embed respectfully in M. Clearly E 2 = E A ∪ E B ∪ E C , and so
We begin by providing an upper bound on Pr(E A ). We write [S k wr S 3 ] for the set of maximal subgroups of S n that are conjugate to S k wr S 3 . For a subgroup H ∈ [S k wr S 3 ] and a subset Δ ⊆ Ω, we write d Δ (H ) for the set of elements of C(Δ) that embed disrespectfully in H , 
disrespectfully (where we use the convention that (−1)! = 1). Moreover, |Δ 2 | = 3x and so |C(Δ 2 )| = (3x − 1)!(3k − 3x − 1)!. Hence Stirling's formula shows that Finally, we estimate Pr(E C ). Suppose that Pr(E C ) > 0, and so there are choices for g Δ 1 and g Δ 2 that lie in a subgroup H ∈ [S k wr S 3 ] and act respectfully. Note that an n-cycle cannot act respectfully, and so Δ 1 and Δ 2 are non-empty. Now Δ 1 is a union of blocks, and so |Δ 1 | = n/3 and Δ 1 is a block. Similarly, |Δ 2 | = n/3 and Δ 2 is a block. Since Δ 1 and Δ 2 are distinct blocks, they are disjoint. So the blocks of imprimitivity of H are determined: they are Δ 1 , Δ 2 and the complement
In particular, H is determined by Δ 1 and Δ 2 . Writing r Δ (H ) for the number of elements of C(Δ) ∩ H that act respectfully, we find that
by Stirling's formula. The lemma now follows by our bounds on Pr(E A ), Pr(E B ) and Pr(E C ) together with the inequality (3). 2
We observed above that Theorem 1 follows once we have established the inequality (2) . But this inequality follows from Lemmas 7, 8 and 9, and so we have proved Theorem 1.
The proof of Theorem 2
Let n be an even integer, and suppose 4 does not divide n. Let Ω = {1, 2, . . . , n}. Define collections I 1 , I 2 and I of subsets of Ω by
|Δ| is odd and |Δ| < n/2 , I 2 = Δ ⊆ Ω: |Δ| = n/2 and 1 ∈ Δ ,
Note that
, define M Δ to be the subgroup of A n that preserves the partition Δ, Δ of Ω. (So M Δ ∼ = (S n/2 wr S 2 ) ∩ A n in this case.) As Maróti [10] observes, it is not difficult to show that A n is covered by the subgroups M Δ where Δ ∈ I . Hence μ(A n ) σ (A n ) |I | = 2 n−2 .
In order to prove Theorem 2 it suffices to show that whenever n is sufficiently large there exists a set X of cardinality 2 n−2 that generates A n pairwise. Our strategy is to choose elements g Δ ∈ C(Δ) where Δ ∈ I uniformly and independently at random, and set X = {g Δ : Δ ∈ I }. (Note that C(Δ) ⊆ A n for any Δ ∈ I , since n is even and Δ is non-empty.) We need to prove that the probability that X generates A n pairwise is non-zero whenever n is sufficiently large. Let E Δ 1 ,Δ 2 be the event that g Δ 1 , g Δ 2 is a proper subgroup of A n . By using the Local lemma (Lemma 6) just as in the proof of Theorem 1 we find that it is sufficient to prove that Pr(E Δ 1 ,Δ 2 ) = o(2 −n ) for any distinct Δ 1 , Δ 2 ∈ I . To prove this bound we use the following analogue of Theorem 3. 
) n e c log n .
Given the fact [5, Section 4.6] that the maximal subgroups of A n are all of the form M ∩ A n where M is a maximal subgroup of S n , it is easy to prove Theorem 10 (and the proof is similar to the proof of Theorem 3). Note that we may assume that k < n/2 in case (i) of the theorem, since (S n/2 × S n/2 ) ∩ A n (S n/2 wr S 2 ) ∩ A n . Also note that the theorem depends on the fact that 4 does not divide n, since subgroups of the form (S n/4 wr S 4 ) ∩ A n do not fall under any of the cases (i) to (iv) of the theorem.
Let Δ 1 , Δ 2 ∈ I be distinct. Suppose that g Δ 1 , g Δ 2 M for some maximal subgroup M of A n . Since Δ 1 = Δ 2 and Δ 1 = Δ 2 , we find that g Δ 1 and g Δ 2 always generate a transitive subgroup of A n , and so M never falls under case (i) of Theorem 10. An element of C(Δ) where Δ ∈ I is contained in at most one maximal subgroup isomorphic to (S n/2 wr S 2 ) ∩ A n , by Lemma 5. Indeed, if Δ ∈ I 1 then no element of C(Δ) is contained in a subgroup of this type and if Δ ∈ I 2 then it is contained in only one such subgroup, namely the subgroup that preserves the partition with parts Δ and Δ. (We are using the fact that n ≡ 2 mod 4 here, since when n ≡ 0 mod 4 any element of C(Δ) with Δ ∈ I 2 is contained in three subgroups of the form (S n/2 wr S 2 ) ∩ A n .) Since Δ 1 and Δ 2 are distinct, this shows that M can never fall under case (ii) of Theorem 10. Thus, just as in the proof of Theorem 1, we find that
where E 1 is the event that g Δ 1 , g Δ 2 M for a maximal subgroup M such that |M| ( n 5e ) n e c log n , and where E 2 is the event that g Δ 1 , g Δ 2 M for a maximal subgroup M that is isomorphic to (S n/3 wr S 3 ) ∩ A n . The proofs that Pr(E 1 ) = o(2 −n ) and that Pr(E 2 ) = o(2 −n ) are essentially the same as the proofs of Lemmas 8 and 9, respectively, and so we omit the details; it is easy to see that the two results that are used in Lemma 8 (namely Lemma 4 and the result of Liebeck and Shalev on the number of conjugacy classes of maximal subgroups of S n ) are also true for alternating groups. Thus Pr(E Δ 1 ,Δ 2 ) Pr(E 1 ) + Pr(E 2 ) = o(2 −n ) and so Theorem 2 follows. 2 agement during the early stages of writing the paper and Attila Maróti for comments on a late draft.
