We show that discrete exponentials form a basis of discrete holomorphic functions. On a convex, the discrete polynomials form a basis as well.
Introduction
The notion of discrete Riemann surfaces has been defined in [1] . We are interested in a cellular decomposition ♦ of the complex plane or a simply connected portion U of it, by rhombi. We have a map from the vertices ♦ 0 to the complex plane Z : ♦ 0 → C such that for each oriented face (x, y, x ′ , y ′ ) ∈ ♦ 2 , its image is a positively oriented rhombus (Z(x), Z(y), Z(x ′ ), Z(y ′ )) of side length δ > 0. It defines a straightforward Cauchy-Riemann equation for a function f ∈ C 0 (♦) of the vertices, and similarly for forms:
We call such a data a critical map of U. The relevance of this kind of maps in the context of discrete holomorphy was first pointed out and put to use by Duffin [2] . The rhombi can be split in four, yielding a finer critical map ♦ ′ , Z ′ with δ ′ = δ/2. In [1, 3] we proved that a converging sequence of discrete holomorphic functions on a refining sequence of critical maps converges to a continuous holomorphic function and any holomorphic function on U can be approximated by a converging sequence of discrete holomorphic functions. The proof was based on discrete polynomials and series. In the present article we are going to show that the vector space spanned by discrete polynomials is the same as the one spanned by discrete exponentials and the main result is the following
Theorem 1. On a combinatorially convex map, the discrete exponentials form a basis of the discrete holomorphic functions.
On a non combinatorially convex map we define some special exponentials which supplement this basis.
The article is organized as follows. After recalling some basic features of discrete Riemann surfaces at criticality in Sec. 2, we define discrete exponentials in Sec. 3 and show some of its basic properties, related to polynomials and series. We give in particular a formula for the expression of a generic exponential in a basis of exponentials. In Sec. 4, we introduce the notion of convexity, related to a geometrical construction called train-tracks, and we prove the main result. Finally we study the general case in Sec. 5 where we define special exponentials and show they form a basis. The appendix lists some other interesting properties of the discrete exponentials which are not needed in the proof.
We note that it is possible, in the genus 1 case, to use the wonderful machinery defined in [4] to prove that discrete exponentials form a basis of discrete holomorphic functions. Indeed, Richard Kenyon gives an expression of the discrete Green's function as an integral over the space of discrete exponentials:
where the integration contour C contains all the points in P ♦ (the possible poles of Exp(:λ: x)) but avoids the negative real line.
2 Integration and Derivation at criticality
Integration
Given an isometric local map Z : U ∩ ♦ → C, where the image of the quadrilaterals are lozenges in C, any holomorphic function f ∈ Ω(♦) gives rise to an holomorphic 1-form f dZ defined by the formula,
where (x, y) ∈ ♦ 1 is an edge of a lozenge. It fulfills the Cauchy-Riemann equation for forms which is, in the same conditions as Eq. (1.1):
Once an origin O is chosen, it provides a way to integrate a function Int (f )(z) := z O f dZ. We proved in [3] that the integrals of converging discrete holomorphic functions (f k ) k on a refining sequence (♦ k ) k of critical maps of a compact converge to the integral of the limit. If the original limit was of order
, it stays this way for the integrals,
, where the left hand side is the usual continuous integral and the right hand side the discrete ones.
Following Duffin [5, 2] , we define by inductive integration the discrete analogues of the integer power monomials z k , that we denote Z :k: :
3)
The discrete polynomials of degree less than three agree point-wise with their continuous counterpart, Z :2: (x) = Z(x) 2 so that by repeated integration, the discrete polynomials in a refining sequence of a compact converge to the continuous ones and the limit is of order O(δ 2 ).
Derivation
The combinatorial surface being simply connected and the graph ♦ having only quadrilateral faces, it is bi-colorable. Let Γ and Γ * the two sets of vertices and ε be the biconstant ε(Γ) = +1, ε(Γ * ) = −1. For a holomorphic function f , the equality f dZ ≡ 0 is equivalent to f = λ ε for some λ ∈ C.
Following Duffin [5, 2] , we introduce the 
It was first defined in [6] and put to a very interesting use in [4] . For |λ| = 2/δ, an immediate check shows that it is a rational fraction in λ at every point,
where (θ k ) are the angles defining (δ e i θ k ), the set of (Z-images of) ♦-edges between x = δ e i θ k and the origin. Because the map is critical, Eq. The anti-linear duality † maps exponentials to exponentials:
In particular, Exp(:∞:) = 1 † = ε is the biconstant. as a function of x with x 0 a fixed vertex. It is simply a change of origin. But apart on a lattice where addition of vertices or multiplication by an integer can be given a meaning as endomorphisms of the lattice, there is no easy way to generalize this construction to other discrete holomorphic functions such as Exp(:λ:(x + n y)) with x, y ∈ ♦ 0 and n ∈ Z.
Series
The series
, wherever it is absolutely convergent, coincide with the rational fraction (3.3): Its value at the origin is 1 and it fulfills the defining difference equation (3.2). Because
are the iterations of the integration operator Int on the constant function 1, their norm can not grow faster than the powers of its largest eigenvalue λ max , which implies absolute convergence for |λ| < 1/ |λ max |. We have some information on these eigenvalues, summarized in the appendix, through the minimal polynomial of Z. Direct analysis gives an estimate of Z :k: :
of the origin, and any k ∈ N,
for any α > 1 arbitrarily close to 1. Consider x ∈ ♦ a neighbor of the origin, Z(x) = δ e i θ , then an immediate induction gives for k ≥ 1,
which fulfills the condition Eq. (3.7) for any k ≥ 1 because
This was done merely for illustration purposes since it is sufficient to check that the condition holds at the origin, which it obviously does. Suppose the condition is satisfied for a vertex x up to degree k, and for its neighbor y, one edge further from the origin, up to degree k − 1. Then,
in absolute value fulfills
thus proving the condition for y at degree k. It follows by induction that the condition holds at any point and any degree. then Exp(:λ:) is expressed as
Basis
Proof 2. An exponential being equal to a series belongs to the space of polynomials. We prove the reciprocal inclusion by induction. Z :0: = 1 = Exp(:0:). Suppose Z :ℓ: ∈ Vect(Exp(:λ:) / λ ∈ C) for ℓ < k, then
is in this compact vector space as well. Let {Exp(:λ ℓ :)} 0≤ℓ≤k a set of non trivial linear dependent exponentials, λ ℓ = λ k . It can be reduced by iteration of deletions to a single linear combination dependence
with {Exp(:λ ℓ :)} 1≤ℓ≤k a free set of at least two elements. We are going to show that it then provides a basis. We show Eq. (3.12) first for λ = 0. The integral of Exp(:λ 0 :) is equal to
One gets as well that 1 − k ℓ=1 λ 0 λ ℓ µ ℓ (λ 0 ) = 0 because, using the fact that the LHS exponentials form a free set, the contrary would imply that
So that the assertion is proved for λ = 0 and the constants belong to the vector space spanned by our exponentials. The integration operator on exponentials, Int (Exp(:λ 0 :)) = Exp(:λ 0 :)−1 λ 0 preserves this space therefore, successive integration shows that polynomials belong to this space as well. We conclude that the free set of exponentials is in fact a basis of polynomials, hence of exponentials. So there exists k = n complex valued functions µ ℓ (λ) such that, for all λ ∈ C of norm different from 2/δ,
Therefore the previous considerations can be done for a generic λ. This shows in particular that µ ℓ (λ) = 0 for all ℓ at a generic permissible point. Identifying the expansion of the constant 1 on the basis, induced by a generic λ and by λ 0 , one gets, for all 1 ≤ m ≤ n,
are all proportional to the same rational fraction. Solving at the origin yields the result Eq. (3.12).
It implies that the value 0 among the distinct parameters (λ ℓ ) 0≤ℓ≤n is permissible as well. By duality Prop 3.2, the value ∞ yields a well defined limit as well and in particular
As a conclusion, any set of n distinct complex parameters {λ k } k of modulus different from 2 δ yields a basis of exponentials. By duality Eq.(3.5), the argument ∞ can be included as well.
Remark 3.5. The derivatives (or integrals) of the discrete holomorphic function Exp(:λ:) with respect to its continuous parameter λ yield other interesting discrete holomorphic functions which belong to the compact vector space spanned by discrete exponentials. The previous theorem can be restated using as a basis
for any λ ∈ P ♦ , since the vector space spanned by this set is the same as the limit space spanned by (Exp(:λ k :)) 1≤k≤n when λ k all converge to λ, staying all distinct.
Convexity

Train-tracks
We are interested only in the compact simply connected case.
Definition 4.1. Two opposite sides in a rhombus are parallel. We will call a train-track a class of oriented edges of ♦ induced by pairing the parallel opposite sides of rhombi. Let Θ this set of classes, each element t ∈ Θ is labelled by an angle θ(t) ∈ R (mod 2π) defined through any representative e ∈ t by Z(e) = δ exp i θ(t). The poles of the rational fraction Eq. (3.3) are contained in the set
There is no problem to define the exponential Exp(:λ:) for λ ∈ P ♦ and the previous results extend to them. In particular, a basis of discrete exponential is given by any set of exponentials {Exp(:λ ℓ :)} 1≤ℓ≤n of the right dimension with λ k = λ ℓ , distinct complex (or infinite) values not in P ♦ .
Prop. 3.2 implies that these exponentials are real on one color and pure imaginary on the other color, Exp(:λ:
, which can be shown by direct inspection as well.
Each color set Γ and Γ * can be given a structure of cellular decomposition of (a subset of) the domain U, their edges are the diagonals of the lozenges. They are Poincaré dual to each other. The Dirichlet theorem allows to solve for a harmonic real function on the graph Γ given some real boundary values. When the weights defining the discrete Laplacian are given by the aspect ratios of the lozenges (see Eq. (.10) and [1] ), each harmonic function on one graph can be paired with a dual harmonic function on its dual into a discrete holomorphic function, uniquely up to an additive constant. Therefore the dimension of the space of holomorphic functions is equal to half the number of points on the boundary, plus one [1] . And the number of points on the boundary is also the number of train-tracks, which makes the set of unoriented train-tracks (and another index) a likely label set for a basis of discrete holomorphic functions. The construction of this basis is the subject of Section. 5.
Convexity
Because the rhombi are all positively oriented, a train-track can not backtrack, does not self-intersect and two train-tracks can intersect at most once, or are opposite. A train-track t ∈ Θ disconnects the rest of the cellular decomposition into an initial side and a terminal side. Their role is exchanged for the opposite train-track −t. These sides have two parallel boundaries facing each other, say C i (t) and C f (t), such that Z(C f (t)) = δ exp(i θ(Θ)) + Z(C i (t)). A train-track t ∈ Θ identify pair-wise opposite edges on the positively oriented boundary, e + t , e − t ∈ ∂♦ with e + t , −e − t ∈ t. If two train-tracks t, t ′ ∈ Θ share the same direction, θ(t) = θ(t ′ ), the edges e Be careful that this notion of convexity, while connected to the usual one is nevertheless different, in particular if no two train-tracks share the same slope then it is always convex, see for example Fig. 3 . This notion is closely related to the spirit of [7] . 
Proposition 4.3. When ♦ ⊂ ♦ ′ is a portion of a larger convex compact flat critical map, convexity is equivalent to the fact that if a train-track has two rhombi in ♦, then the whole portion in between is in ♦ as well.
Proof 4.3. Necessity is clear, if a train-track has two disconnected portions in the connected ♦, then the latter is not convex. Conversely, if every traintrack intersects ♦ in a connected line, the fact that train-tracks with equal angles don't intersect allows to continue them until the boundary of ♦ ′ , without changing the cyclic order.
For future use, we setup the following Definition 4.4. Let t ∈ Θ a train-track, φ = θ(t) its slope angle, λ(t) = e i θ(t) (4.5)
The dependency in x of the basis expansion is solely through the complex numbers Exp(:λ ℓ : x). It is immediate to see that the poles in front of them are canceled by zeros of the prefactor so that
with P x and Q are polynomials, both of degree n − 1, the former depending on x but not the latter. Some zeros of P x cancel some of the zeros of Q, leaving d(x, O) poles, counted with multiplicities. Each pole is of the form λ = 2 δ e −i θ(t) and corresponds to one of the train-tracks t between x and the origin.
If the train-tracks angles are all different, considering all the paths starting at the origin, we see that each train-track such that the origin is on its initial side contributes to a zero of Q. Therefore its degree is at least the number of such train-tracks. This number is equal to the unoriented train-tracks, that is to say half the number of vertices on the boundary. Therefore
The right hand side is the dimension of the space of discrete holomorphic functions, which is an upper bound for n, yielding the result in that case. If some train-tracks share the same angle, they don't contribute to different zeros of Q but possibly to a higher order for the same zero.
It is a matter of definition to check that when a point x is in a connected component ♦ ℓ φ at a level d φ > 0, the train-tracks of angle φ encountered from the origin, contribute to a zero at λ =
e −i φ . Convexity is equivalent to the fact that there is, for each possible slope, only one connected component at a given level. Therefore, in that case as well, each (unoriented) train-track contributes to exactly one zero of the numerator Q, counting multiplicities. The same counting yields the result.
Special Exponentials
We are going to define the special exponentials Exp t (:λ 0 : x) for λ 0 ∈ P ♦ , one for every train-track t of slope 2/λ 0 = δ e i θ(t) .
Definition
Let t ∈ Θ a train-track, φ = θ(t) its slope angle, λ 0 = λ(t) ∈ P ♦ , and ♦ 
is a well defined discrete holomorphic function for λ = λ 0 , on the whole map ♦, with 
has no poles and no zero at λ = 
where F k (λ) is a rational fraction with no pole and no zero at λ = λ 0 . Defining ν k := F k (λ 0 ), which does not depend on x, one gets the result.
Proof 5.1. We use the lemma on every connected component with
Writing as previously the exponential in sums of different rational fractions with poles at λ = λ 0 of various orders, shows that each order independently belongs to the space of usual exponentials and has to fulfill the CauchyRiemann equation when λ tends to λ 0 . It is a matter of course inside each connected component, but it is also the case across the gaps made by the train-tracks between these components. In particular the degree 0 provides a well defined discrete holomorphic function, which satisfies the condition 1). Moreover the exponential Exp :λ:
, since it contains the factor (λ −λ 0 ), has zero as a limit when λ tends to λ 0 for x ∈ ♦ m with d φ (m) < d φ (ℓ). Therefore we can discard all the components at level less than d φ (ℓ) (which correspond to integration with respect to λ). Then every connected subtree of the partial ordering of the connected components staying above level d φ (ℓ) can be continued by zero on the rest of the map. Which proves the fact that the second requirement can be met. 
Basis
We have now to show that they form a generating set for holomorphic functions.
As we pointed out in the example 5.3, the special exponentials associated with different train-tracks may coincide. In order to get the right dimension, we have to select half of them. We defined ♦ t as the connected component on the terminal side of t.
Definition 5.6. A train-track t is positively oriented iff a path of shortest length from the origin to a point x ∈ ♦
t contains an edge in t.
It is equivalent to the fact that a path of shortest length from the origin to a point x ∈ ♦ −t , the previous component in the direction of t, contains no edge in t.
The great interest of such a notion is that when a train-track t is positively oriented, the associated special exponential Exp t (:λ: x) is null on the subtree on the initial side of t, which contains the origin. This allows for the construction of a very natural basis starting from the origin. 
Additional properties .1 Eigenvalues of Integration
The polynomials on ♦ are finite dimensional, hence there exists a minimal degree for which Z :n: is linked with the previous monomials. .
Refinement
In a refining sequence of critical maps, the exponential behavior with respect to the continuous variable λ is recovered in O(δ 2 ): In general, the O(δ 2 ) character of the convergence for polynomials is lost for series because the higher the degree, the slower the convergence. Nevertheless, for exponentials, directly expanding exp(log(Exp(:λ: x))) in the same conditions as before, we get Exp(:λ: x) = exp(λ x) + O(δ 2 ).
(.14)
.
Change of base point
The change of base point for a polynomial is not as simple as the Pascal binomial formula of the continuous case [3] . Nevertheless, for exponentials, if ζ = a(Z − b): ) with |z| = |z ′ | < 1 is mapped to a quadrilateral whose diagonals cross at a right angle. It shows that the exponential Exp((:λ:) with |λ| <
