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Abstract
A m yriad of resources can be found on the Web to­
day, and finding (topically) relevant resources for a 
given inform ation need is a daunting task. Even if 
relevant resources can be found, they m ay not be 
apt for the searcher in a given context: some prop­
erties of the resource m ay be "w rong" for his cur­
rent context. Such issues can often be resolved by 
m eans of transformations. In this paper w e discuss 
an algorithm  for selecting candidate transform ations 
for a given situation and present our first experiences 
w ith this algorithm.
1 Introduction
One of the challenges on the Web is to deal w ith het­
erogeneity: there are m any forms /  formats in which 
inform ation is published on the Web, ranging from 
static w ebpages to movies and E-services. In (Gils, 
Proper & Bommel 2003, Gils, Proper, Bommel & 
Weide 2004b) we have presented a formal m odel for 
inform ation supplied on the Web. The essence of this 
m odel is fairly straightforw ard and follows the lines 
of the RDF-initiative (Lassila & Swick 1999). In our 
model, resources on the Web:
• are typed
• are interrelated
• m ay have attributes
• are about som ething (See e.g. (Huibers, Lalmas 
& Rijsbergen 1996) for a treatm ent of aboutness)
W hen searching on the Web, it is not sufficient to 
merely look at topical relevance. In estim ating how 
apt a resource is in a given situation, other factors 
play a crucial role as well. For example, the size of 
a resource, its file-format and price m ay also deter­
mine if a searcher is ultim ately interested in a (top­
ically relevant) resource. If some of these attributes 
are w rong, transform ations m ay alleviate these prob­
lems. Transformations in the form of conversions be­
tween different file formats are well known. How­
ever, transform ations can also affect other attributes. 
Examples include:
• Transform a file from H TM L to H TM L and re­
move all its hyperlinks
• Transform an image and lower its resolution
• Transform a ZlP-archive and remove its pass­
w ord
The need for such a broad definition of aptness is rec­
ognized in e.g. (Parker 2004):
... their definition of availability om itted the 
need for inform ation to be in useful form.
In a retrieval setting, transform ations from  an input 
instance of a given type, w ith certain properties to an 
ou tput instance of a certain type w ith certain proper­
ties m ay thus be used. If no singleton transform ation 
is available, a composed transform ation m ay be con­
structed by concatenating several transformations.
It m ay be the case that more than one (either a single­
ton or a composed) transform ation is available for a 
given task. Selecting the "optim al" transform ation 
m ay be difficult and developing an algorithm  to aid 
us in doing so is the main goal of this paper.
The rem ainder of this paper is organized as fol­
lows. In Section 2 w e briefly explain w hat properties 
are and how they can be represented. In Section 3 
the basic properties of transform ations are discussed 
as well as the effect that transform ations m ay have 
on properties. Section 4 concerns com posed trans­
formations, including a discussion on transformation 
patterns. Finally, in Section 5 w e discuss an algorithm  
for selecting transform ations for a specific situation. 
Conclusions and future w ork are discussed in Sec­
tion 6 .
2 Properties of resources
Often, static and dynam ic behavior of instances de­
term ine types. This is the case in e.g. object orienta­
tion and abstract data types (Goguen, Thatcher, Wag­
ner & W right 1977). In case of resources on the web, 
however, this is not entirely the case since resource 
types are determ ined independent of properties that 
an instance m ay or m ay not have.
Each resource on the Web has at least one type and 
m ay have more types because of subtyping. For 
example, any XML file is also an SGML file. These 
types have nothing to do w ith the properties that 
instances m ay have. An im portant observation is 
that instances must have types and may have certain 
properties. Remains the question: w hat are proper­
ties?
A property can be any statem ent about the type(s), 
relation(s) or attribute(s) that an instance m ay have. 
For example, attributes of resource r  are:
• r  has a specific type t
• r  is related to another resource and this relation 
is of type hyperlink. Put differently, this property 
can be called has hyperlinks
• r  is related to another resource s
• r  has a version attribute
• r  has a version attribute w ith a specific value
As has been stated before, each resource on the Web 
has at least one type. It can have more types because 
of subtyping. Let RS be the set of all resources on 
the Web and T P  be the set of all resource types. Then 
HasType C RS x T P .
Properties can be thought of as predicates that m ay 
or m ay not hold for a certain resource. For exam­
ple, r  has hyperlinks  is a (unary) property over re­
sources, w hile r  is based  on s w ould be an example 
of a binary property. In general, properties can have 
any arity higher than one. To m odel this formally, we 
will presum e a property to be represented in general 
as p (r, W ), w here r  is a resource and W is a sequence 
of (zero or more) resources. If p(r, W ), then resource 
r  is said to have property p  w ith resources W .
To be able to evaluate the truth-assignm ent of p  for a 
given instance r  w e use the function r :
r ( r ,p )  =  {W | p ( r ,W ) }
In other w ords, r ( r ,  p) returns the set of sequences 
of resources W for which p is true, given a resource 
r.
If r  is a resource, r  HasType HTM L and r  actually 
has hyperlinks (it is indeed possible to have a HTM L 
w ithout any hyperlinks) then p(r, W) indeed holds 
for any W.
Note that a formal language $  for formulating w hat 
properties p  are is needed. In other w ork w e have 
specified such a language on top of the m odel al­
ready mentioned. The reader is referred to (Gils, 
Proper, Bommel & Weide 2004a) for more details. As 
an example, the has hyperlinks  property w ould be 
expressed as
p(e, W ) =  3rGRc [Src(r) =  e A r  HasType hyperlink]
Note that W does not occur anyw here on the right- 
hand side of this definition. This is indeed w hat one 
w ould expect from a unary  predicate over resources.
In this example, RL is the set of all relations. Rela­
tions are presum ed to be binary w ith a source and 
a destination. The Src function finds the source of a 
specific relation.
Note that instances m ay have properties. Also, note 
that if one instance of a certain type has a property, 
this does not im ply that all instances of this type 
have this property. In case of the has hyperlink ex­
ample, not every HTM L file has hyperlinks. In other 
w ords (when considering properties at the typing 
level): properties are optional.
3 Transformations
With transform ations, one resource can be trans­
formed into another. The interesting thing, though, 
is that only some resources can be modified by a
transform ation. For example, it seems rather point­
less to feed an audio file to a transform ation that re­
moves hyperlinks. In this section w e explain the be­
havior of transform ations, especially w ith respect to 
properties.
Usually, data transform ation as considered in our 
paper, is distinguished from program  transform a­
tion. The latter kind of transform ation has a rich his­
tory of theory and practice. An overview has been 
presented in (Partsch 1990). Recent research results 
indicate that this area is still evolving into new  direc­
tions, such as tool-supported adaptation of software 
systems (see e.g. (Lammel 2004)).
Indeed our transform ation theory has its focus in the 
retrieval of data resources. O ur theory is particu­
larly tailored to properties of data resources and ef­
fects of transform ations, in a heterogeneous context 
such as the Web. An overview of concrete trans­
formation rules operating on generic structures (e.g. 
graphs) are found in for example (Andries, Engels, 
Habel, Hoffmann, Kreowski, Kuske, Plump, Schürr 
& Taentzer 1999).
This section is organized as follows. In Section 3.1 
w e briefly describe some properties of transform a­
tions. In Section 3.2 we discuss the effects of trans­
formations on properties. Finally, in Section 3.3 w e 
will discuss how the effects of transform ations m ay 
be learned.
3.1 Characteristics of transformations
An im portant characteristic of transform ation is that 
any specific transform ation has an input type and 
an output type. In other w ords, it transform s in­
stances (resources) from its input type to its ou tput 
type. Let TR  be the set of all transform ations and 
Input,Output : T R ^ T P  be functions that find the 
input type and outpu t type of a transform ation. As 
an abbreviation w e use
ti —  t 2 =  Input(T) =  ti A Output(T) =  t 2
to denote that transform ation T  has t 1 as its input 
type and t 2 as its ou tput type.
This behavior of transform ations at the typing level 
m ust have its reflection at the instance level. The se­
mantics of any transform ation T  is that it transforms
resources into resources. Let T  denote the sem an­
tics of a transform ation such that T  (r) =  s denotes 
that transform ing r  w ith T  results in s. By definition 
we then have the following. Let r  be a resource and 
r  HasType t 1. Furtherm ore, let T  be a transform ation
such that t 1 —  t 2. Then:
T  (r) =  s = ^  s HasType t 2
3.2 Effects of transformations on properties
W hen discussing the effects of transform ations on 
properties, a distinction m ust be m ade between the 
instance level and the typing level, similar to w hat 
we discussed in Section 3.1. We first discuss the in­
stance level and then briefly elaborate on the typing 
level.
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At the instance level, w e discern four classes of ef­
fects:
1. A transform ation is neutral w ith regard to some 
property. For example, a transform ation that 
transform s H TM L files to PDF m ay be neutral 
w ith regard to the price attribute.
2. A transform ation m ay alter a certain property. 
For example, a transform ation that lowers the 
resolution of an image m ay lower its price too.
3. A transform ation m ay remove a certain property. 
For example, a transform ation that transform s 
H TM L files to A SC II m ay remove all hyperlinks.
4. A transform ation m ay introduce a certain prop­
erty. For example, a transform ation m ay add  a 
passw ord to a Z IP  file.
Let ECi =  {neutral, alter, remove, introduce} be the 
set of effect classes of transform ation at the in­
stance level. Using the r  relation, it is straightfor­
w ard  to find out the effect class of a transform ation 
T  £ T R  w ith regard to a specific p. Let Effect : 
(TR x RS x $) ^  ECi be the function that finds the ef­
fect class of a transform ation T  £ T R  on a resource 
r  £ RS w ith regard to a property p. This can be 
achieved by com paring the sets of objects that make 
r  true for both the input and the output instance of 
the transformation:
• If these sets are equal, then for this (input) in­
stance, the transform ation is neutral w ith regard 
to this specific p. For example, if p  =  HasType , 
and both the input instance and output instance 
have the same types then the transform ation is 
neutral w ith regard to data resource types.
• If the input set is a subset of the output set, then 
the transform ation, for this (input) instance, ap ­
parently is introducing w ith regard to this p. In 
case of p  =  HasType this m eans that the input 
type of the transform ation is a subtype of its out­
p u t type.
• Similarly, if the output set is a subset of the in­
p u t set, then the transform ation, for this (input) 
instance is removing w ith regard to this p. In 
case of p  =  HasType , this m eans that the out­
p u t type of the transform ation is a subtype of its 
input type.
• If neither of the above applies then, for this 
(input) instance, the transform ation is said to 
be altering w ith regard to this p. We describe 
this as follows: let e be the input instance of
the transform ation and T  (r) =  s be the out­
p u t instance of the transform ation T. In case 
of p  =  HasType this implies the following. 
Let t (r) =  {t | r  HasType t } be a relation that 
finds the types of a recourse.
-  The sets t (r) and t (s) overlap such that 
t (r) C t (s) A t (s) C t (r). For example, 
r  and s do have a supertype in common 
(both are files) bu t apart from that they are 
completely different.
-  The sets t (r) and t (s) are disjoint. This im ­
plies that r  and s have no (super)type in 
common.
Summarizing, the effect of transform ation T  on re­
source r  w ith regard to property p  is the following:
Effect(T,r,p) à
if r ( r ,  p ) = r ( T ( r ) , p )
if r ( r ,  p) C r ( T  (r), p)
if r ( r ,  p) D r ( T ( r ) ,p )  
else alter
then neutral 
then introduce 
then remove
Recall that transform ations have an input type and 
an output type and that (some) properties are op­
tional (at the typing level). Because properties 
are optional, the effect classes of a transform a­
tion regarded at the typing level are: ECt =  
{neutral, hybride, remove, introduce}. Following the 
line of reasoning for the instance level:
• If a transform ation is neutral w ith  regard to a p  
for all instances of a given data resource type 
then, at the typing level, the transform ation is 
said to be neutral w ith regard to this specific p.
• It seems apparent that, at the type level, a trans­
formation is introducing for a given p  if the trans­
formation is introducing for every instance of 
this type. This is, however, not the case. If a 
transform ation is introducing w ith regard to a p  
for at least one instance and neutral for all oth­
ers, then at the typing level the transform ation 
is said to be introducing w ith regard to this spe­
cific p.
• For similar reasons, if a transform ation is 
removing w ith regard to a p  for at least one 
instance and neutral for all others, then at the 
typing level the transform ation is said to be 
removing for this specific p.
• Again, it m ay seem that at the typing level a 
transform ation is altering w ith regard to a prop­
erty if it is altering for all instances of this type. 
However, this is not the case. Other situations 
m ay occur also, for example: a transform ation 
m ay be introducing for one instance, and altering 
for another. This occurs w hen a transform ation 
sets the version attribute to the value 2 .6, re­
gardless of the fact that data resource already 
had a version attribute. If it did, the transform a­
tion is likely to be altering for this property. If it 
d idn 't, the transform ation w ould be introducing. 
In this case, w e 're indecisive about the effect that 
a transform ation has on a certain property.
Summarizing, the effect of a transform ation T  w ith 
regard to a property p, considered at the type level is 
the following:
Effect(T, t, p) 4
if ^rEn(i) r ( r , p ) =  r (  T  ( r ) ,p ) then neutral
if ^rEn(i) r ( r ,p )  C r ( T ( r ) ,p ) then introduce
if ^rEn(i) r ( r ,p )  2  r ( T ( r ) ,p ) then remove
else hybride
3.3 Learning the effects of transformations
In real applications using a transform ation frame­
w ork as described, m any types, instances, and trans­
formations will be used. Regarding properties, a
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choice m ust be made: either a fixed (and predeter­
mined) set of properties exists in such an application, 
or they m ay be specified at all times.
In both cases, though, it m ay be the case that the ef­
fect of a transform ation on a certain property  is un ­
know n at a certain point in time. These effects can be 
learned in the following manner:
• Initially, it is assum ed that a transform ation is 
neutral w ith regard to every property, similar to 
the notion of being innocent until proven other­
wise.
• After a transform ation is perform ed on an in­
stance, the properties of the input instance and 
the output instance are com pared to study  the 
effects:
-  We m ay discover a new  property  of a type. 
For example: before the transform ation 
w as executed w e d id n 't have a single in­
stance of the PDF type w ith a price bu t af­
ter the transform ation we do. This implies 
that the next time w e compose a transfor­
m ation involving the PDF-type we can use 
this additional knowledge.
-  We m ay discover that a transform ation 
is not neutral w ith regard to some prop­
erty; i.e. it m ay alter, remove or add  cer­
tain properties. For example, w e m ay 
learn that a transform ation from HTM L to 
PO STSCRIPT removes all hyperlinks.
We are aw are of the fact that transform ation of web 
resources is necessary for a variety of purposes, in­
cluding authoring, presentation, and querying. We 
do not consider all possible purposes in the current 
paper. As an example, determ inistic approaches for 
docum ent querying are considered in (Che 2003). 
Those transform ations aim  at optim ization of query 
efficiency.
4 Composing transformations
For transform ations, the input type and output type 
are known. Using this inform ation it is possible to 
compose transform ations by concatenating them. In 
this section we will study  how  this can be done by 
showing several common combination patterns. We 
do not provide a complete /  exhaustive overview.
It is only possible to concatenate two transform a­
tions if the output type of one of them  equals the 
input type of the other. Thus,
if Ti ,T 2 <g T R  such that ti —U t 2 and t 2 —U t 3
then 3 t3 ti  —U ¿3 A T3 =  T2 0 T2
By combining transform ations in this manner, a di­
rected graph of transform ation is created in which the 
nodes are the resource types and the edges are pos­
sible transform ations betw een them. Since w e are 
discussing transform ations, this situation closely re­
sembles that of m orphism s in category theory1
For our purposes it is im portant to select the right 
transform ation from this "transform ation graph".
1http://en.wikipedia.org/wiki/Category_theory
An algorithm  for doing so is discussed in Section 5. 
In the rem ainder of this section w e will discuss sev­
eral patterns of how  transform ations can be com­
bined.
The first pattern to be discussed is that of a trans­
formation from a type to the same type. An exam­
ple w ould be a transform ation from H TM L to HTM L 
that removes hyperlinks or some header inform a­
tion. Figure 1 graphically depicts this.
Figure 1: Transformation to the same type
An im portant aspect in this respect is the question of 
loops: does it m ake sense to traverse the same node 
or path  in the transform ation graph more than once? 
Traversing the same path  more than once means that 
the same (series of) transformation(s) will be exe­
cuted over and over again. This does not m ake sense. 
Traversing the sam e node (i.e. the same resource 
type) more than once does m ake sense, though. The 
above example w ith a transform ation from H TM L to 
HTM L that removes hyperlinks is a good example. 
In other w ords, paths through the transform ation 
graph m ust be simple bu t need not be elementary (See 
e.g. (Grassman & Tremblay 1996)).
Figure 2 depicts the simple concatenation pattern. In 
this case there is only one (composed) transform a­
tion from type t 1 to type t 3.
Figure 2: Simple concatenation
The situation becomes slightly more complex if there 
are several w ays to get from type ti  to t 2 and from t 2 
to t 3. This is depicted in Figure 3. In this case there 
are ƒ possible transform ations for the first step and 
(n — g +  1) possible transform ations for the second 
step. This m eans that there are ƒ x (n — g +  1) possible 
ways to transform  instances of type t 1 to type t 3.
0 f 0 s | 3 0
Figure 3: Concatenation
This pattern  m ay be combined w ith the first pattern: 
it is possible to transform  from type t 1 to t 2, then 
transform  from t 2 to t 2 to achieve a certain ffect on 
some property, and finally transform  from t 2 to t 3. 
Figure 4 depicts this. There are 2x ƒ x (n —g+1) possi­
ble w ays to transform  instances of type t 1 to type t 3,
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assum ing that transform ing from t 2 to itself is only 
done once.
Figure 4: Concatenation w ith a repeating type
Last bu t not least, it is also possible that not only 
a com posed transform ation from t 1 to t 3 exists, but 
also a direct transform ation. Combined w ith the first 
pattern this yields the situation depicted in Figure 5
Tp
Figure 5: Direct and composed transform ations
These patterns form the (theoretical) basis for finding 
all paths through the transform ation graph. This is 
the topic of the next section.
5 Selection
The main topic for this section is to devise an algo­
rithm  that takes the possible transform ation paths 
through the transform ation graph under consider­
ation. Because of the fact that there m ay be m any 
possible paths, our algorithm  m ust, somehow, re­
duce the num ber of acceptable paths. We will use 
a penalty-m echanism  for this. The configuration of 
this penalty mechanism  can be used to formulate the 
desired properties of the transform ation paths (for 
example: the algorithm  can be tweaked to return 
exactly one optimal path). In this section w e will 
present the algorithm. Fine-tuning the (param eter­
ized) algorithm  is part of future research.
In this section w e will use the situation as depicted in 
Figure 6 . This figure shows 10 types and 21 possible 
singleton transform ations. We will search for trans­
formations from RTF to PS. For clarity, the names of 
the transform ations have been omitted.
5.1 Naive path finder
In the simplest case w e search for all possible paths 
from the input type to the ou tput type, i.e. perform  a 
depth  first exhaustive search. The algorithm  is rather 
straightforw ard:
Figure 6 : Example transform ation graph
1 . take the start type and take all transform ations 
that have this type as its input type.
2 . loop over these transform ations and check if this 
transform ation has been perform ed already2.
3. if the transform ation has not been perform ed 
yet, check if the target type is reached w ith the 
current transform ation. If it has been reached 
then we have found a transform ation path. If it 
has not been reached, make the current ou tput 
type the new  input type and start w ith step 1 
again to recursively find the target.
We im plem ented this algorithm  in the Python3 pro­
gram m ing language in order to be able to experi­
m ent w ith it. The pseudo-code in Figure 7 exempli­
fies the above algorithm.
Performing this algorithm  on the above example 
leads to the following transform ation paths:
1 rtf - -> doc - oo - ps
2 rtf - -> doc - oo - pdf - ps
3 rtf - doc - oo - pdf - pdf -  p s
4 rtf - doc - doc -  tex -  dvi -  ps
5 rtf - doc - tex - -> dvi --  pdf -  ps
6 rtf - doc - tex - -> dvi --  pdf -  pdf -  ps
7 rtf - doc - tex - pdf -  ps
8 rtf - doc - tex - pdf -  pdf -  ps
9 rtf - doc - pdf -  p s
10 rtf - doc - pdf -  pdf -  ps
2We assume that it is rather pointless to perform the same transforma­
tion more than once. This also prevents endless looping.
3http://www.python.org
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function getPath(from, to, currentPath) 
begin
//  findTransformationsFrom finds all 
// transformations starting with input 
// type from
candidates := findTransformationsFrom(from); 
results := new List();
foreach transformation in candidates 
begin
if transformation in currentPath then 
break;
if transformation.resultType = to then
results.append(currentPath + transformation) 
else
results.append(getPath(transformation.resultType, 
to, currentPath + transformation));
end;
return results; 
end;
Figure 7: Pseudo code for path finder
With all possible transform ation paths known, it is 
straight forw ard to figure out w hat happens to prop­
erties during transform ations. If the effect that each 
transform ation has on a given property is known 
then this knowledge should be used: follow the path 
and, in each node, determ ine if the property still 
holds or not.
However, if the effects that some transform ations 
have on a given property  are unknow n, the only w ay 
to be absolutely sure which path should be selected 
w ould be to perform  every transform ation path (and 
thus learning the effects on this property for future 
use too).
We consider the composition of transform ations. A 
sequence of transform ations m ay compose a new 
'overall' transform ation. This raises the question of 
transform ation performance, since several different 
transform ation sequences m ay transform  a given in­
pu t type into a given outpu t type. In our project, the 
transform ation perform ance is considered by taking 
a shortest path view  of web resource transform ation. 
We illustrate this in section 4 and 5, setting the con­
text for a full treatm ent of web transform ation per­
formance as found in other areas of transform ation 
(see e.g. database transform ation in (Rahayu, Chang, 
Dillon & Taniar 2001)). N ote that in our shortest path 
view we do not necessarily require a single short­
est path to be found. Rather, we aim  at a reduction 
of the possible paths in order to yield a selected set 
of candidate transform ation compositions. We have 
successfully exploited reduction in transform ations 
in earlier projects, such as database transform ation 
(see e.g. (Bommel & Weide 1992)).
5.2 Penalty-based approach
The approach discussed in the previous section has 
some serious disadvantages. First of all, as the num ­
ber of types and singleton transform ations grow, the 
num ber of possible paths through the transform a­
tion graph is likely to explode. Determ ining all pos­
sible paths from a given input type to an outpu t type 
at runtim e will take an increasingly am ount of time. 
The situation is even worse if properties m ay be com­
posed dynam ically at runtim e (see Section 3.3): af­
ter finding the possible paths, they m ust all be ex­
ecuted to determ ine w hat happens w ith the newly 
com posed properties.
A similar problem  exists in the w orld of (relational) 
databases: perform ing a join before doing a selec­
tion is com putationally heavier than perform ing the 
join after doing the selection. Therefore, a push­
dow n selection scheme should be adopted (See e.g. 
(Ullman 1989)). Translated to our problem  of w alk­
ing through the transform ation graph: determ ining 
which transform ation paths are not feasible should 
be done as soon as possible as opposed to rem ov­
ing the unw anted paths after figuring out all possi­
ble paths. Simply put: figure out which paths are 
likely to be infeasible while finding all possible paths 
through the graph. As soon as it is likely that follow­
ing a path will lead to no good, that path should be 
abandoned and a new  one tried; i.e. break the cur­
rent loop and go on w ith the recursive search. This 
will not only lower the time that it takes to perform  
the search but, hopefully, will lower the num ber of 
paths that are found.
The question that remains is: w hat criteria should 
be used to estim ate the likelihood that a path  will 
not be feasible. We propose to use a penalty-based 
approach:
• Short paths are likely to be better (for exam­
ple: faster in term s of execution time) than long 
paths. Therefore, each step is penalized. This 
is particularly apparent w hen, for example, ex­
ecution time plays a role: every step takes ex­
tra time (if, in a certain situation, the execution 
time does not play a role than this penalty can be 
set to 0). However, this is not the only reason. 
Transformations m ay also reduce the "quality" 
of the input resource which can also be a reason 
to increase the penalty for this transformation.
• If a property  m ust be retained during transfor­
mation, rem oving it along the w ay will result 
in a penalty. If the property is added  along 
the way, this will result in a negative penalty. 
Similarly, if a property  m ust be rem oved during 
transform ation, adding it will lead to a penalty 
and removing it will lead to a negative penalty.
• As soon as the current penalty for a path sur­
passes a certain boundary  then it is assum ed 
that this path is likely to be not feasible: there­
fore, it will no longer be followed and a new 
path m ust be tried.
We also im plem ented this algorithm  in the Python 
program m ing language. The pseudo code in Fig­
ure 8 shows the outline of this im plem entation and 
exemplifies the algorithm.
We extended the above m entioned example w ith 
penalties such that every transform ation has a 
penalty of 0.1 because of execution time. However, 
the transform ations dvi ^  pdf, pdf ^  pdf, oo ^  ps 
and oo ^  pdf have a penalty of 0.2 and tex ^  pdf 
has a penalty of 0.3 because these are presum ed to 
be heavier in terms of computation. Also, w e know 
that the transform ations oo ^  html is removing w ith 
regard to a certain property p  and doc ^  tex is 
introducing for this same property. Since w e wish 
to retain this property, the former transform ation re­
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function getPath(from, to, maxPenalty, currentPath) 
begin
// findTransformationsFrom finds all 
// transformations starting with input 
// type from
candidates := findTransformationsFrom(from); 
results := new List();
foreach transformation in candidates 
begin
if ((transformation in currentPath)
or (transformation.penalty > maxPenalty)) then 
break;
if transformation.resultType = to then
results.append(currentPath + transformation) 
else
// penalty is a function that calculates the 
// penalty of this transforamtion
results.append(getPath(transformation.resultType, 
to, maxPenalty - penalty(transformation), 
currentPath + transformation));
end;
return results; 
end;
Figure 8 : Pseudo code for penalty based path finder
ceives a negative penalty of 0.2 and the latter receives 
a positive penalty (bonus) of 0 .2 .
Running this algorithm  and, thus, taking into ac­
count the above m entioned penalties results in the 
following paths:
path number path __________________________
1 rtt —>■ doc —>■ oo —>■ ps
2 rtf ^  doc ^  tex ^  dvi ^  ps
3 rtf ^  doc ^  tex ^  dvi ^  pdf ^  ps
4 rtf ^  doc ^  tex ^  pdf ^  ps
5 rtf ^  doc ^  pdf ^  ps
Selecting the "optim al" path from these transform a­
tions still needs to be done. It is tem pting to sim ply 
select the path  w ith the lowest penalty, bu t this m ay 
not always be the best path because the total effect 
that the transform ation(path) has on the properties 
m ust be taken into account. For the above example, 
the penalties and effects are the following:
path number penalty effect_____
1 0.4 neutral
2 0.2 introducing
3 0.4 introducing
4 0.4 introducing
5 0.3 neutral
If the effect that a com posed transform ation has 
on properties is taken into account, as well as the 
penalty this transform ation receives then the second 
path is to be selected since:
1. It is introducing for a property that w e w ish to 
retain, so w e're 100% sure that the property  will 
hold after this transform ation path is executed 
on any given input instance.
2. It has the lowest penalty.
5.3 Reality check
The above example is, obviously, extremely sim plis­
tic and very small. To see if the general idea behind 
our algorithm  works, w e conducted a larger experi­
ment. The goal of this "reality check" is to find out if
the algorithm  indeed selects less paths, shorter paths 
and executes faster.
• There are 100 types.
• We're looking for a transform ation from type t 12 
to type is9 .
• We assum e the existence of three properties: 
p 1, p2 and p3. The output instance m ust have 
properties p 1 and p2, bu t m ay not have property
P3.
• There are 161 singleton transformations.
• Every singleton transform ation will result in a 
penalty of 0 .1 .
• For 59 transform ation-property combinations 
w e know  the effect (i.e. there are 59 statem ents 
in the form: Transformation t  has effect e for 
property p), spread out over 46 transformations.
• If w e don 't know the effect of a transform ation 
on a property, w e will assum e that it is neutral.
• The average penalty (either positive or negative) 
is 0.207.
• The m axim um  penalty that a transform ation 
path m ay have is set to 2.5.
The graph w ith all transform ations is depicted in 
Figure 9. For clarity, the nam es of the transform a­
tions have been om itted. Note that w e did  not in­
clude "transform ations to self" (see Figure 1). For 
purposes of this experim ent this does, at least con­
ceptually, not make a difference. After running both
Figure 9: Larger example
the naive path  finding algorithm  and the more com­
plex penalty based approach w e observe the follow­
ing:
• The path  finder algorithm  finds a total of 915 
possible paths through the graph. Using the 
penalty based approach, this is reduced to 82 ac­
ceptable paths.
• The average length of a path for the path finder 
algorithm  is approxim ately 27, whereas the av­
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erage length in the penalty based approach is 
approxim ately 18.
• For this particular example, the penalty based 
approach is approxim ately 6 times faster than 
the naive algorithm.
The above suggests that, at least for this example, the 
penalty based algorithm  perform s better in term s of 
execution speed as well as in the num ber /  length of 
the paths that it returns.
5.4 D iscussion & Issues
Recall that the goal of this article is to describe an 
algorithm  that finds composed transform ations that 
increase the aptness of a resource on the Web. In 
other w ords, the algorithm  should select transfor­
mations that m anipulate resources such that the user 
will consider them  m ore apt.
This im m ediately leads to several interesting, yet un ­
solved, problem s such as: How can one find out 
w hat the user wants? How can one test if the trans­
formation has indeed increased the aptness for this 
specific user in this specific situation? These ques­
tions are traditionally covered in the realm  of user 
m odeling and user profiles. Even though it is crucial 
to be able to answ er this question for any real ap ­
plication it remains unansw ered still in our theory. 
Finding a good w ay to get this (kind of) information 
(for example by deploying a query by navigation-like 
approach, see (Bruza & Weide 1992)) from the user is 
part of future research.
In theory, the properties as described in this article 
are a nice w ay to describe both the resources on the 
Web (i.e. resource r  has some property  p) as well as a 
query formulation for the resource that a certain user 
is interested in (i.e. a resource r  about x w ith prop­
erty p 1 and w ithout property p 2). In practice, though, 
it m ay not be so easy to w ork w ith these properties. 
The first property-related issue has to do w ith the 
question: does the application support a fixed set of 
predefined properties, or can any property be form u­
lated at run-time. The latter is, conceptually, nice be­
cause it allows m ore flexibility. However, in that case 
it will be very hard  (in term s of com putation) to de­
term ine if a transform ed resource has this property 
or not. The only w ay to find this out is to actually 
perform  the transform ation. This brings the second 
issue w ith properties to the fore: for every property 
that is know n to the system, a tool (software) m ust 
exist that (quickly) tests w hether a resource has that 
property or not. In other w ords, a trade-off has to 
be m ade betw een (conceptual) flexibility and (oper­
ational) availability.
An issue w ith both the properties and the proposed 
(penalty based) algorithm  has to do w ith the fact that 
the relative im portance of properties can not be indi­
cated. That is, suppose a user indicates that s /h e  is 
looking for a resource r  w ith a certain property p 1 
and w ithout a property  p 2. In our present approach 
it is not possible to express the fact that having prop­
erty p 1 is more im portant, to this user, than not hav­
ing property p 2.
It is possible to have parameterized transform ations. 
An example of such a transform ation w ould be a
transform ation that lowers the resolution of an im ­
age w ith n percent. In this case T  (r, 10) w ould de­
note the fact that transform ation T  transform s re­
source r  (an image) and lowers its resolution by 10%. 
If w e w ould facilitate such types of transform ation 
then optim izations m ight be possible along the lines 
of:
• maximize the value of property pi
• m inimize the value of property p 2
In this paper w e did not include details about this 
approach.
6 Conclusions & Future research
The goal of this paper was to find an algorithm  for 
selecting (one or more) transform ations in order to 
increase the aptness of resources on the Web. Such 
a transform ation fram ework can be used in a re­
trieval setting on the Web w here traditionally only 
/  mainly topical relevance is used to select resources 
that m ay satisfy the users inform ation need. We pro­
pose to use a "push-dow n selection"-like4 approach 
in which first the resources that are topically rele­
vant are selected (for example by a search engine like 
GOOGLE) after which transform ations m ay be used 
to increase the aptness of these selected resources. 
Such a strategy is needed since a set of transform a­
tions in combination w ith the large set of resources 
available to us directly via the Web, yields an even 
larger set of resources. In term s of (Ullman 1989), 
the set of resources available on the web can be seen 
as a (large!) extensional database. Use of the above 
discussed transform ations yields a practically infi­
nite intensional database. Searching through the lat­
ter database can only be done practically if branch- 
and-bound like optim ization strategies are used to 
reduce search space.
In earlier w ork (e.g. (Gils et al. 2003, Gils et al. 2004^)) 
w e have presented a formal m odel for information 
supplied on the Web and explained how  properties 
can be used to describe both resources on the Web, 
and (the non-informational aspects of) one's infor­
mation need. For example, a property of an image- 
resource on the Web could be its resolution. Sim­
ilarly, the resolution /  quality of an image can be 
part of the inform ation need of a searcher. These 
properties are an im portant factor w hen trying to 
find "acceptable transform ation(path)s" for increas­
ing the aptness of a resource.
Simply put: transform ations transform  one resource 
into another. More specifically, a transform ation 
will transform  instances from its input type to in­
stances of its ou tpu t type. Furthermore, transform a­
tions m ay have an effect on the properties of the in­
pu t instance. For example, consider the transform a­
tion from HTML to Postscript. Input instances m ay 
have hyperlink-properties. O utput instances of this 
transform ation will not have this property. In other 
w ords, this transform ation is removing w ith  regard to 
the property  has hyperlinks.
Since both resources on the Web and desired re­
sources (form ulated in terms of an inform ation need)
4As also used in e.g. database query optimization strategies (Ullman 
1989).
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are form ulated in terms of these properties, our al- Che, D. (2003), Implem entation issues of deterministic 
gorithm  m ust take these effects into account w hen transform ation system for structured docum ent
determ ining which transform ations /  transform a- query optim ization, in 'Proceedings of 2003 In-
tion paths are acceptable. For this w e use a penalty- ternational Database Engineering & Application
based approach which is an extension of a simple Symposium ', Hong Kong, pp. 268-277.
dep th first exhaustive search which finds all possible Gils, b. v., Proper, H. & Bommel, P. v. (2003), A con- 
transform ations. That is, while recursively finding all ceptual m odel for inform ation suppy, Technical 
paths we try  to p rune those p aths that are likely  to Report NIII-R0313, Nijmegen Institute for Infor-
sbuemnpottiofenass:ib le . For this w e make the following as- m ation and C om puting Sciences, University of
sumptions: Nijmegen, Nijmegen, The N etherlands, EU. Ac-
• Longer paths are likely to be less good than cepted for publication in Data & Knowledge En- 
shorter paths. Therefore, each step through the gineering.
graph (i.e. perform ing a single 1-step transfor- Gils, B. v., Proper, H., Bommel, P. v. & Weide, P. v.
mation) will result in a penalty. (2004a), Typing and transform ational effects in
• M anipulating properties m ay either result in complex inform ation supply, Technical report, 
a penalty or a bonus. If a transform ation is Radbout university Nijmegen Institute for Com- 
removing w ith  respect to a property that m ust puting and Information Sciences. (To be pub­
hold for the outpu t instance then this will result lished).
in a p enalty. I f itis  introducing for a p rop erty that Gils, B. v., Proper, H., Bommel, P. v. & Weide, T. v. d.
m ust hold then this will result in a bonus. (2004b), Transformations in inform ation supply,
• If the total penalty of a path  reaches a certain in J. G rundspenkis & M. Kirikova, eds, 'Proceed- 
level then we consider the path not feasible. ings of the Workshop on Web Information Sys­
tems M odelling (WISM'04), held in conjunctiun
In ^ o (small) ^ p o M s  w e have shown that such w ith the 16th Conference on Advanced Informa-
an algorithm  can indeed w ork and reduces b° th tion Systems 2004 (CAiSE 2004)', Vol. 3, Faculty
the num ber of paths found (when com paring the of Com puter Science and Information Technol-
penalty based approach w ith the norm al path find- ogy, Riga, Latvia, EU, pp. 60- 78. 
ing approach) as well as the time it takes for the
algorithm  to finish. The algorithm 's results (a set J. A ., Thatcher, J. Wv Wagner, E. G . & Wright,
of transform ation paths) m ust either be interpreted J. B. (1977X Initial algebra semantics and con-
m anually or the algorithm  m ust be run  again under tinuous algebras , Jou.mcil of the ACM  (JACM)
a m odified configuration. 24(1X 68-95. ISSN: 0004-5411.
Such a decision mechanism, which is closely related Grassm an, W. K  & Tremblay, J.-R (1996), JLogk m d D is -  
to a param eterized tuning m echanism that m ay be Rrete M f “ ^ ,  Prentice HaU, Up p er Saddle
u s e / t o  steer the working of the algorithm , is cur- River, N ew Jersey.
rently under investigation. There are some other is- Huibers, T. W. C., Lalmas, M. & Rijsbergen, C. J. v. 
sues w ith our algorithm  that need further attention. (1996), 'Inform ation retrieval and situation the-
First of all, finding out w hat the user w ants (in term s ory ', ACM  SIGIR Forum 11-25.
of properties) is a complex task traditionally dealt Lammel, R. (2004), 'Transformations everywhere, edito-
w ith in the field of user m odeling. We are currently  rial', Science of computing, Special Issue .
investigating a Query by Navigation-approach  to deal
w ith this. Using this approach w e also hope to tackle Lassila, O. & Swick, R. R. (1" 9), Resource descrip tion 
the issue of the relative im portance of properties. For fram ework (rdf) m odel and syntax specifica-
example, it m ay be more im portant (for a specific tion, Recommendation, W3C.
user) to retain a certain property than it is to lose an- URL: http.//www.w 3.org/T R/1999/REC-rclf -
other F F y syntax-19990222/
To summarize: w e are trying to extend our approach Parker, D. B. (2004), 'The folk art of inform ation security 
as well as develop tools to see how  well our ap- needs an upgrade , Communications °f  the ACM
proach works in real w orld situations. 47(8), 11-12.
Partsch, H. (1990), Specification and Transformations ofPro- 
grams, Springer-Verlag, Berlin.
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