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Abstract 
 
The paper studies the interaction between cyclical uncertainty and investment in a stochastic real 
option framework where demand shifts stochastically between three different states, each with 
different rates of drift and volatility. In our setting the shifts are governed by a three-state Markov 
switching model with constant transition probabilities. The magnitude of the link between cyclical 
uncertainty and investment is quantified using simulations of the model. The chief implication of the 
model is that recessions and financial turmoil are important catalysts for waiting. In other words, our 
model shows that macroeconomic risk acts as an important deterrent to investments. 
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1. Introduction 
 
The wave of financial crisis across advanced economies and emerging market countries has brought to 
the fore a number of issues, many of which have important implications for economic policy. Among 
these is the issue that uncertainty may lead to prudence, if not outright paralysis, on the part of 
investors and firms.  Referring to the current financial crisis, Blanchard (2009) offers the following 
observation: “Crisis feeds uncertainty. And uncertainty affects behaviour, which feeds the crisis. Were 
a magic wand to remove uncertainty, the next few quarters would still be tough (…), but the crisis 
would largely go away”. This is quite an apt description of the financial crisis and there is not much to 
add to this statement.    
Modelling the uncertainty-investment nexus using real options has gained widespread appeal in recent 
years. Corporate investment opportunities may be represented as a set of real options to acquire 
physical capital. As argued by Dixit and Pindyck (1994, p. 3) “most investment decisions share three 
important characteristics, investment irreversibility, uncertainty and the ability to choose the optimal 
timing of investment”. Managers are aware that investment is an opportunity and not an obligation. 
This causes them to behave as if they own option-rights. Moreover they know that, due to partial 
irreversibility, the exercise of their option rights reduces flexibility. As a result, the optimal time to kill 
the option is well after the point at which expected discounted future cash flow equals the cost of 
investment and firms may prefer a wait-and-see attitude even when they are risk-neutral. In volatile 
environments in which new information is arriving, the best tactic may be to keep options open and 
await new information rather than commit to an investment today.1 This appealing modelling approach 
can thus enrich theory by clarifying issues concerning the “when” of investments.  
In the real options literature it is widely assumed that the present values of cash flows generated by the 
capital stock are uncertain and that their evolution can be described by stochastic processes. 
Consequently, the literature on investment under uncertainty uses options-based models and option 
pricing techniques to study investment decisions. An appropriate identification of the optimal exercise 
strategies for real options plays a crucial part in the maximization of a firm´s market value. So far, 
however, the real options literature provides relatively little insight into the impact of business cycles 
on the investment decisions of firms. Most of the time, authors assume that the entire (exogenous) 
uncertainty in the economy can be described by a geometric Brownian motion process which is 
unsystematic across firms. It is, however, much more realistic to model an economy which is subject 
to macroeconomic shocks and business cycle fluctuations. The impact of business cycles on 
investment activity is well-documented but remains under-studied in the real options literature. 
Consequently, our aim in this paper is to enrich the stream of literature on real options by 
                                                          
1 The literature on real options has been developing rapidly over the past decade. Reviews of this burgeoning 
literature are provided in Dixit and Pindyck (1994) and Stokey (2008). Both books remain major benchmarks. 
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incorporating both qualitative and quantitative aspects of business cycle fluctuations and financial 
turmoil periods.2 We assume that demand shifts stochastically between three different states, each with 
different rates of drift and volatility.3 The setting assumes that the shifts are governed by a three-state 
Markov switching model with constant transition probabilities.4 We believe that the bulk of real 
options models used to date – and which don´t include any such abrupt nonlinear processes – will not 
be able to alert policymakers to the importance of abrupt nonlinear behaviours. 
The layout of the paper is as follows. In section 2 we develop a stylized options-based model of 
investment under cyclical uncertainty. Section 3 contains an in-depth numerical analysis and 
interpretation of our results. The final section of the paper summarizes some key findings and draws 
out some policy implications. 
  
2. A Model of (Partially) Irreversible Investment with Fluctuating Risk 
 
Now we proceed to formally setup and solve the model, including technical details and derivations. 
Our starting point is Abel and Eberly´s (1994) model of irreversible investment, which is a flexible 
and tractable example of the options-based models, and can be readily generalized to include cyclical 
uncertainty. We place standard assumptions on the production function of the representative firm to 
guarantee that the firm´s problem is well-behaved. The Cobb-Douglas production function is given by 
 
(1) αα −= 1NKY tt ,    10 << α , 
 
where K is the capital stock, N is the constant employment level, and α  is a parameter determining the 
shares between capital and labour in production. The employment N is taken as given at any point in 
time, giving rise to strict concavity of the production function. It is assumed that the firm faces a 
stochastic isoelastic demand function 
  
(2) ( ) tt ZYp ψψ−= 1 ,  ψ ≥ 1, 
 
                                                          
2 See Cooley (1995) for a detailed discussion of why quantitative implications of a theory are as important as the 
qualitative counterpart.  
3 The application of real options theory to business cycles is a relatively recent development. The papers closest 
to this paper are the one´s by Hassler (1996) and Guo et al. (2005). By including a third regime for periods of 
financial turmoil, we depart from their analysis and add another layer of complexity to the literature. We think 
that using a three regime model improves our ability to model the current financial turmoil period and provides a 
more comprehensive picture of the relative likelihood of different future investment trajectories than previously 
available. Another advantage of introducing a third regime is that information on low-probability high-
consequence events allows investors to account for risk-aversion in their choices. 
4 In our setup the firms are not aware of future business cycle turning points but they know the probability 
distribution Alternatively, Bagliano and Bertola (2004, p. 113 and pp. 244-245) have also discussed a stylised 
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where p denotes the price, Y is output, Z denotes the random demand shock, and ψ is an elasticity 
parameter that takes its minimum value of 1 in a perfectly competitive environment. Therefore, current 
profits, measured in units of output, are defined as 
  
(3) ( ) wNxKINKZ tttt −−−=Π Cost21 αα , 
 
where ψαα =1  and ( ) ψαα −= 12 , tI  is gross investment, x denotes constant service expenses for 
capital, w is the constant real wage, and Cost(⋅) are the total investment expenditures denoted by the 
following functions: 
 
(4) ( )
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Purchase (resale) costs are the costs of buying (selling) capital. Let pK
+  ( pK
− ) be the price per unit of 
investment good at which the firm can buy (sell) any amount of capital. We assume that 0≥≥ −+ pp KK .5 
Adjustment costs, 22tIγ ,  are continuous and strictly convex in I, and γ is a positive parameter. There 
are at least two stylized facts in the data that supports the presence of convex costs. First, in the 
absence of convex adjustment costs, the firm adjusts capital balance instantaneously at an infinite rate 
and the variables are never outside the no-investment region. Clearly, it is difficult to imagine firms 
investing at an infinite rate in the real world. Second, if firms face only linear costs, their marginal q 
will never be above the cost of one unit of capital, pK
+ . If convex costs are considered, then it is 
possible to have pqt K>
+
. Considering the depreciation of capital, the adjustment of capital over time 
is denoted by  
 
(5) tt
t KI
dt
dK δ−= ,  
                                                                                                                                                                                     
model of factor demand under perfectly predictable cycles by assuming that the cyclical index is given by a 
deterministic trigonometric function of time which repeats itself every π = 3.1415 units of time. 
5 Thus, we relax the assumption that investment be irreversible. Instead we assume that reversibility is a 
continuous rather than a dichotomous concept. The assumption of complete irreversibility is given by 0=−pK . 
Investments that are largely reversible include those that do not depreciate, those that have many uses, or those 
that are traded in efficient secondary markets. Often, however, as buyers in second hand markets are unable to 
evaluate the quality of an item they will offer a price lower than the market one. This “lemons” problem then 
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where δ  represents the constant depreciation rate. To capture probabilistic state transitions over time, 
Markov-switching models popularized by Hamilton (1989, 1990) provide an attractive analytical 
framework. The notable characteristic of such models is the assumption that the unobservable 
realization of the states is governed by a discrete-time, discrete state Markov stochastic process with 
fixed transition probabilities and state-dependent variances. In other words, it is time itself and not the 
state of the economic environment that governs turning points.6 
A key step in the modelling stage is the specification of the number of regimes. Before embarking on 
the modelling exercise, we first try to detect different regimes. In order to determine the number of 
regimes, we use the Chicago Board Options Exchange (CBOE) volatility indices. The volatility 
indices show the market's expectation of 30-day volatility. The VIX index is constructed using the 
implied volatilities of a wide range of S&P 500 index options. The VBO index shows the implied 
volatility of a range of S&P 100 index options. The calculated volatilities are meant to be forward 
looking and are calculated from both calls and puts. Perhaps one of the most valuable features of the 
indices is the existence of more than 20 years of historical prices. This extensive data set provides 
economists with a useful perspective of how option prices and uncertainty have behaved in response to 
a variety of market conditions. Both indices of stock market volatility are widely used measures of 
market risk and are often referred to as the “investor fear gauge”. 
 
Figure 1: CBOE Volatility Indices VIX and VBO 
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Source: Chicago Board Options Exchange; see http://www.cboe.com/micro/vix/introduction.aspx. 
                                                                                                                                                                                     
becomes the cause of partial irreversibility of many investments even when the assets are not firm or industry 
specific. 
6 Markov-switching models with constant transition probabilities have been applied to interest rates [Hamilton 
(1988)], the behaviour of GNP [Hamilton (1989)], stock returns [Cecchetti et al. (1990)], and floating exchange 
rates [Engel and Hamilton (1990)].  
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Although there is no perfect correspondence between cyclical phases and regimes, apparently two 
regimes (booms vs. recessions) have existed between 1996 and 2007. In contrast, volatility is at an all-
time high during the current financial crisis. When the financial system was on the brink of collapse in 
September 2008, economies have experienced panic and despair. Many banks faced major problems in 
terms of liquidity shortages and many bad loans. Additionally, the large bancassurance groups and 
multinational insurers (i.e. AIG) faced major write-offs. Many have considered the opaqueness of the 
financial markets and the excessive risk-taking by banks and other market participants as the main 
causes of the crisis. Supervisory arrangements have not been able to keep up with the fast pace of 
financial innovation and the associated risk-taking and information asymmetries. 
The depth of the current recession suggests the existence of a third regime indicating episodes of 
financial turmoil and sharp contractions. Contrary to shallow recessions, episodes of financial turmoil 
are associated with severe and protracted downturns. We don´t reserve the word “depression” for the 
current situation because the financial crisis doesn´t match in severity the Great Depression of the 
1930s.7 
Given the evidence in Figure 1, we propose a nonlinear analytical framework with three stochastic 
regimes for the risk level (two recessionary states and one expansionary state). This setup embeds the 
above arguments. 8  We assume that the demand process follows the continuous-time stochastic 
(geometrical Brownian motion) Markov switching processes 
 
(6)  ttitit dWZdtZdZ ση += ,    for i = 0, 1, 2 
 
where dtdW tt ε=  denotes the increments of a standard Wiener process, εt is an i.i.d. sequence with 
mean zero and a standard deviation of unity, iη  is the drift parameter, and 2iσ  the variance parameter. 
It is assumed that if the boom (state 2) occurs, the drift and the variance parameters are 2η  and 22σ  
respectively; if the recession state (state 1) emerges, they are 1η  and 21σ , respectively; and if the 
                                                          
7 The introduction of a third regime is a refreshing move reflecting that the research agenda associated with the 
Great Moderation and the consensus it produced is increasingly coming under question. Sichel (1994) and 
Ferrara (2003) have also expressed doubts as to whether business cycles can adequately be characterized by a 
binary Markov-switching model. They have therefore proposed more realistic three-regime settings for the US 
economy.  
8 Some words of caution have to be spent on the Markov-switching approach to business cycles. In the Markov-
switching approach, no a priori definition of business cycle is imposed. By means of the setup, different regimes 
are calibrated, indeed these regimes differ in terms of average growth rates and/or growth volatilities. Actually, 
the modelling approach simply represents the idea that economic growth is characterised by different phases. 
Even if the assumed three regimes and the true phases of the cyclical growth process may not be perfectly related, 
we can consider this specification as a local approximation. 
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financial turmoil state (state 0) occurs, the parameters are given by 0η  and 20σ , respectively.9 It is 
expected that the value of the drift (growth of demand) of the state 2 is higher than the one of the 
states 1 and 0, i.e. 012 ηηη >>  holds. The corresponding volatility parameters are in the opposite 
order 210 σσσ >> . 
The next aim is to describe the connections between the phases of cycles. We propose the following 
3×3 transition matrix providing information on how business cycle phases are related. 
 
(7) 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
Δ−Δ−ΔΔ
ΔΔ−
ΔΔ−
tttt
tt
tt
1010 1
10
01
λλλλ
φφ
θθ
, 
 
where 0λ  ( 1λ ) denotes the probability of changing from boom state to financial turmoil state 
(recession state). Correspondingly, φ  (θ ) represents the transition probability from recession state 
(financial turmoil state) to boom state.  It is assumed that there are no transitions between recession 
state and the financial turmoil state. 10  This constraint based on simple economic considerations 
simplifies the analysis significantly.  
The combination of firm-specific shocks and three macroeconomic regimes reflects the importance of 
idiosyncratic and aggregate uncertainty. The importance of idiosyncratic uncertainty is consistent with 
recent microeconometric research examining the factors behind productivity growth. A striking 
finding of this literature is the magnitude of heterogeneity across firms which imply that idiosyncratic 
factors in firm-level outcomes dominate the pace of investment, reallocation and job creation in an 
economy. Another key pattern in the behaviour of firm-level reallocation, investment and productivity 
is that the pace varies cyclically, i.e. the data provides evidence on synchronisation/staggering of 
creation/destruction.11 Both facts provided a motivation for the modelling framework presented here. 
The firm chooses its optimal level of investment over time to maximise the intertemporal value of 
profits, subject to the capital stock accumulation [equation (5)] and the stochastic Markov switching 
processes [equation (6)]. Thus, the firm’s profit-maximisation problem is denoted by: 
                                                          
9 Recall that Hamilton (1989) has assumed state-independent variances. The two-state Markov chain allows 
agents´ sentiments to switch from one state to another in a manner reminiscent of Keynes´ “animal spirits”. 
Although the modelling approach is given exogenously – and thus it may be considered ad hoc – it allows us to 
assess the investment reactions to cyclical uncertainty generated by different underlying conceptual models. 
10 History suggests that balance-sheet recessions are sometimes long and that the recoveries which follow are 
feeble because firms and households must painfully rebuild their balance-sheets. Despite the anxiety that has 
aroused, we assume a V-shaped („trampoline-type“) vibrant rebound after a financial turmoil. We leave the 
investigation of alternative specifications to future work.  
11 Excellent surveys of this literature are available in Bartelsman and Doms (2000) and Haltiwanger (2000). 
Caballero and Engel (1993) and Caballero et al. (1995) have recently proposed frameworks to discuss the 
distinction between idiosyncratic and aggregate shocks, and the potentially contrasting implications of these 
shocks to the dynamics of aggregate variables. Their results suggest that idiosyncratic shocks tend to smooth out 
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(8)    ( )[ ] ⎥⎦
⎤⎢⎣
⎡ ==−−−= ∫∞ −
0
00 ,Costmax 21 KKZZdteIwNxKNKZEV
rt
ttttIt
αα   s.t. (4), (5) and (6), 
 
where r is the discount rate.12 For simplicity the firm has an infinite lifetime. We maintain the standard 
assumption that investors are risk-neutral.13 
Applying Ito’s Lemma, the stochastic nature of this optimization problem requires the solution to the 
following Bellman equations for the states 0, 1 and 2: 
 
(9)  
( )[ ( )
( )],2                                 
Costmax
020
22
000
00
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(11)  
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where 0V , 1V , and 2V  represent the value of the firm in the states 0, 1, and 2 respectively. The nature 
of the solution of this problem is now intuitive. The investment policy that maximizes profits has a 
simple and intuitive form: the q-type investment function for I for the states 0, 1 and 2 is denoted by  
 
(12) iK qIp =+−+ γ ,  
 
where iKi Vq =  for i = 0, 1, 2. In effect, the capital stock is assumed to be continuously divisible, so 
that investment can be undertaken up to the point at which it becomes unprofitable. It is intuitive to 
comprehend that in boom state, the q value is higher due to higher growth rate of demand and lower 
                                                                                                                                                                                     
microeconomic rigidities, while aggregate shocks (for example, business cycle fluctuations) tend to coordinate 
individual firms´ actions. 
12 Note that the employment level is assumed a constant. Eberly and van Mieghem (1997) and Chen and Funke 
(2008) examine interrelated employment and investment decisions in a real options modelling framework. 
13 For a risk-averse firm, the certainty equivalent is always less than the mean because losses relative to the mean 
reduce utility more than equal profits above the mean. Risk aversion may be accommodated by assuming that the 
firm is a mean-variance optimizer, attempting to maximize the utility function Π* = {E(Π) - εσΠ}, where Π are 
profits, σ is the standard deviation of profits, and risk aversion is captured by allowing ε > 0. 
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risk so that the firm undertake more investment on average. On the other hand, the firm would 
naturally have lower q values and reduce investment activities.  
The first-order-condition (12) shows the optimal value of investment and Tobin’s q in terms of 
stochastic Z and the adjustment cost parameter γ . The q value is equal to purchasing/selling price of 
capitals when there is no investment (I = 0). However, due to the fluctuations of demand Z and non-
instant adjustment of investment (finite value of the quadratic adjustment cost parameter γ ), the q 
values can deviate from the purchasing/selling price along the optimal path of investment. In the 
situation where the purchasing price corresponds to the re-selling price KKK ppp == −+ , any positive 
(or negative) fluctuations in Z lead to an increase (or decrease) in q and hence q can be higher (or 
lower) than Kp  for some time until K increases (or decreases) via equation (5). Note that an increase 
(or decrease) in K will lower (raise) marginal q so that q will reverse to its optimal value Kp  over 
time until further fluctuations in Z are realised. In the situation where the purchasing price is greater 
than the re-selling price −+ > KK pp , a region of inactivity −+ >> KK pqp  within which firms don´t invest 
arises. Within this area, firms choose not to purchase (sell) capitals as long as the fluctuations of Z do 
not cause marginal q to leave the limits of the inaction area. Note that it is quite impossible for the 
firm to stay in the inaction area for a long time even with small fluctuations in demand Z. However, 
the depreciation of the capital stock K will raise the q value above +Kp  eventually.  
Note that the processes ( )Zq0  in state 0 (turmoil), ( )Zq1  in state 1 (recession), and ( )Zq2  in state 2 
(boom) are regulated. In state 0, as the demand shock Z hits the (dis-)investment threshold, the firm 
start buying (selling) new (old) capital. Note that within the inaction area: +− << KK pqp 0 , the firm 
undertakes no investment or disinvestment in state 2. The same logic also applies to state 1 and 2 so 
that the firms do nothing whenever +− << KK pqp 1  or +− << KK pqp 2 . Therefore we have three coupled 
regulated stochastic processes for 0q , 1q  and 2q  for the thresholds, which are defined in Table 1. 
However, 0q , 1q  and 2q  may be driven outside the zone of zero investment if γ > 0. Investment will 
tend to bring it back inside depending on the value of γ , but the process is not instantaneous. 
 
Table 1: The Z Thresholds for Booms, Recessions, and Financial Turmoil  
and their Corresponding q Values 
 State 2 (boom) 
Investment      Disinvestment 
State 1 (recession) 
Investment    Disinvestment 
State 0 (turmoil) 
Investment    Disinvestment 
Thresholds +
2Z  
−
2Z  
+
1Z  
−
1Z  
+
0Z  
−
0Z  
The values 
of q 
( )
+
+
= Kp
Zq 22  
( )
−
−
= Kp
Zq 22  
( )
+
+
= Kp
Zq 11  
( )
−
−
= Kp
Zq 11  
( )
+
+
= Kp
Zq 00  
( )
−
−
= Kp
Zq 00  
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The inaction areas for states 0, 1, and 2 are defined for +− ≤≤ KK pqp 0 , +− ≤≤ KK pqp 1 , and 
+− ≤≤ KK pqp 2 , respectively. Note that there are no investment and dis-investment activities for the 
firm whose q values are inside those inaction areas. Another worth noting point is that the six 
thresholds ( +2Z ,
−
2Z ,
+
1Z , 
−
1Z , 
+
0Z  and 
−
0Z ) are moving thresholds that change over time as K changes 
due to depreciation, investment, and/or dis-investment. For example, assume that the value of Z is 
within the thresholds initially. When K depreciates, the value of q will rise even when the firm 
undertakes no investment/disinvestment. The rising q value then leads to lower thresholds over time. 
This implies that with moderate depreciation, the firm will seldom undertake disinvestment.14  
By substituting ( )( )γ−+−= Ki pqI  back into the Bellman equations (9), (10), and (11) and rearranging 
we can obtain the equations for solving Tobin’s q and the particular solutions and homogenous 
solutions for q. 
The solutions for 0q , 1q  and, 2q all consist of particular solutions and general solutions so that 
GP qqq 000 += , GP qqq 111 += , GP qqq 222 += . It is shown in the Appendix that the particular solutions 
for 0q , 1q , and 2q  are represented by: 
 
(13) δ
αα
+−=
−
r
xNZKaq P 21 100 , 
(14) δ
αα
+−=
−
r
xNZKaq P 21 111 , 
(15) δ
αα
+−=
−
r
xNZKaq P 21 132 , 
 
where the coefficients 0a , 1a , and 2a  follow (A19) – (A21) in the Appendix. And the general 
solutions for 0q , 1q , and 2q represent the net value of options and are 
 
(16)  ( ) ( )∑+∑−=
=
−
=
− 6
4
13
1
1
0
11
i
i
i
i
G ii ZKAZKAq
βαβα  
(17)  ( ) ( )∑+∑−=
=
−
=
− 6
4
13
1
1
1
11
i
i
i
i
G ii ZKBZKBq
βαβα  
(18)  ( ) ( )∑+∑−=
=
−
=
− 6
4
13
1
1
2
11
i
i
i
i
G ii ZKCZKCq
βαβα  
 
                                                          
14 This is echoed by the empirical work of Ramey and Shapiro (1998) showing that the prices of used capital are 
too low so that firms seldom scrap capitals. 
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where 654321 0 ββββββ >>>>>>  and they are the six characteristic roots of the following 
equation for β . It can be noted that the positive β terms of (16)-(18) are generally related to 
investment options and the negative β terms are linked to disinvestment terms.15 
 
(19) 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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2
11
1
2
111
2
11
1
2
111
2
11
2
0011
2
1110
2
111
2
00110
2
221
⎟⎠
⎞⎜⎝
⎛ +−−−−+++
⎟⎠
⎞⎜⎝
⎛ +−−−−++=⎟⎠
⎞⎜⎝
⎛ +−−−−++×
⎟⎠
⎞⎜⎝
⎛ +−−−−++⎟⎠
⎞⎜⎝
⎛ ++−−−−++
θββσβηαδβδφλ
φββσβηαδβδθλφββσβηαδβδ
θββσβηαδβδλλββσβηαδβδ
r
rr
rr
. 
 
Note that the relationships between iA , iB , and iC  are according to the following equations:   
 
(20) 
( ) ( )
6,...,1  ,
1
2
11 2001
==
⎟⎠
⎞⎜⎝
⎛ +−−−−++
iC
r
A ii θ
θββσβηαδβδ
,  
(21)  
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The set of boundary conditions that applies to this optimal stopping problem is composed by the value 
matching conditions16 
 
(22) ( ) ( ) ( ) ++++ =+= KGP pAAAAAAZqZqAAAAAAZq 654321000065432100 ,,,,,,,,,,,, ,  
(23) ( ) ( ) ( ) −−−− =+= KGP pAAAAAAZqZqAAAAAAZq 654321000065432100 ,,,,,,,,,,,, ,  
(24) ( ) ( ) ( ) ++++ =+= KGP pBBBBBBZqZqBBBBBBZq 654321111165432111 ,,,,,,,,,,,, ,  
(25) ( ) ( ) ( ) −−−− =+= KGP pBBBBBBZqZqBBBBBBZq 654321111165432111 ,,,,,,,,,,,, ,  
(26) ( ) ( ) ( ) ++++ =+= KGP pCCCCCCZqZqCCCCCCZq 6543212221265432122 ,,,,,,,,,,,, ,  
(27) ( ) ( ) ( ) −−−− =+= KGP pCCCCCCZqZqCCCCCCZq 654321212165432122 ,,,,,,,,,,,, ,  
 
and the corresponding smooth-pasting conditions 
 
                                                          
15 We adopt a regulated process with three states. Thus, the analogy between the homogenous solutions and the 
option terms are stated loosely.  
16 The value-matching conditions here are different from Driffill et al. (2003). They use a financial explanation 
and approach to solve the system. In this paper, a direct mathematical approach of regulated stochastic processes 
of q value is used to solve the system. 
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(28) 
( )
0
,,,,,,
0
65432100 =∂
∂
+
+
Z
AAAAAAZq
 , 
(29) 
( )
0
,,,,,,
0
65432100 =∂
∂
−
−
Z
AAAAAAZq
,  
(30) 
( )
0
,,,,,,
1
65432111 =∂
∂
+
+
Z
BBBBBBZq
,  
(31) 
( )
0
,,,,,,
1
65432111 =∂
∂
−
−
Z
BBBBBBZq
,  
(32) 
( )
0
,,,,,,
2
65432122 =∂
∂
+
+
Z
CCCCCCZq
,  
(33) 
( )
0
,,,,,,
2
65432122 =∂
∂
−
−
Z
CCCCCCZq
. 
 
Making use of the value-matching and smooth-pasting conditions, we get the boundary values that 
separate the space into two regions: one where it is optimal to exercise the investment option and 
another where it is not.  
The solution of the model is straightforward. There are 24 unknown variables: three investment 
thresholds, +++ 012 ,, ZZZ , three disinvestment thresholds, ,2
−Z ,1
−Z −0Z , eighteen coefficients for options 
terms, iA , iB , iC  and 24 equations: (22) ~ (33) for value-matching and smooth-pasting conditions 
and 12 relationships in equations (20) and (21). In the next section, the model is parameterized and 
used to gauge the magnitude of the link between cyclical uncertainty and investment.  
 
3. Model Simulations 
 
Section 2 has carefully developed and discussed the main features of the model. Unfortunately, the 
model has no closed form solution. This means that we need to use extensive numerical illustrations to 
gain further insight into the results of the previous section to have a “feel” for the model. The most 
important goal of these simulations is to see how certain crucial aspects of the model react to changes 
in parameters. In order to simulate the model, we need to cross the “minefield” of calibration. As 
methodological issues related to calibration are not the focus of this paper, a pragmatic stance is taken. 
The unit time length corresponds to one year. Where possible, parameter values are drawn from 
empirical studies. Our base parameters which were chosen for realism are σ 0 = 0.35, σ 1 = 0.25, σ 2 = 
0.15, 0η = -0.04, 1η = 0.01, 2η = 0.025, δ = 0.07, ψ = 1.5, α = 0.3, θ  = 0.33, φ = 0.15, 0.1=+Kp , 
4.0=−Kp , r = 0.05, x = 0.1 and K0 = N0 = 1.0. The price elasticity of demand parameter is set at ψ = 
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1.50 as in Bovenberg et al. (1998). Choosing values for σ 0, σ 1 and σ 2 requires care, since these 
parameters determine the amplitude of the business cycles and underpin the link between cyclical 
uncertainty and investment. Even more significant is the fixing of the switching probabilities. The set 
of turning points needs to meet several criteria to match the definition and features of a business cycle. 
These criteria include peaks and troughs that alternate and minimum durations of recessions and boom 
periods. We set the baseline standard switching probabilities θ = 0.25, φ = 0.4, 02.00 =λ and 
1.00 =λ , respectively. Hence, the expected duration for booms is (1- 0λ - 1λ )/( 0λ + 1λ ) = 0.88/0.12 = 
7.3 years. The expected duration of a recession is (1-φ )/φ  = 0.6/0.4 = 1.5 years, and the expected 
duration of a period of financial turmoil is (1-θ )/θ  = 0.75/0.25 = 3.0 years.17 
The main output of the model consists of thresholds that bisect the firm´s decision-making space into 
zones where it is optimal to exercise the investment option and zones where the firm maximizes its 
value by leaving the option unexercised. We call these thresholds “bands of hysteresis”. Within these 
bands, the yes-but-not-now-logic applies. To get some qualitative ideas of the impact exercised by the 
parameters of the model and to get a sense of the magnitudes, we give here some numerical 
calculations of the Z investment thresholds (left panels) and Z disinvestment thresholds (right panels) 
for a range of parameter values. In our first “reality check”, we consider alternative switching 
probabilities. The results for alternative θ ´s and φ´s are given in Figure 2 and 3. 
The bands of hysteresis for alternative λ0 and λ1 parameters are plotted in Figure 4 and 5. Several 
interesting observations warrant highlighting. First, the much larger investment threshold for turmoil 
periods indicates that the 3rd regime has important ramifications for investment dynamics. This typifies 
Blanchard´s (2009) assessment of risks. “When, as today, the unknown unknowns dominate, and the 
economic environment is so complex as to appear nearly incomprehensible, the result is extreme 
prudence, if not outright paralysis, on the part of investors, consumers and firms. And this behaviour, 
in turn, feeds the crisis.”18  Given his description of the crisis in these terms, Blanchard (2009) 
advocates for policy to reinvigorate demand to help the economy to shift back. The numerical results 
provide a partial test of this statement and underscore the need to design models to account for 
potential nonlinear behaviour that could cause such state changes. The emergent property of the 
                                                          
17 Business cycle fluctuations are characterized by an asymmetry in the duration of recessions and expansions – 
with the latter lasting on average roughly 3-5 times as long as the former. For lessons for the current financial 
turmoil period and prospects for recovery, see International Monetary Fund (2008), pp. 129-158 and 
International Monetary Fund (2009), pp. 103-138. Cardarelli et al. (2009) have proposed an analytical 
framework to assess the impact of financial stress-in particular banking distress-on the real economy. It 
concludes that financial turmoil characterized by banking distress is more likely to be associated with severe and 
longer recessions than stress mainly in securities or foreign exchange markets. Economies with financial systems 
where a greater share of intermediation is channeled through securities markets rather than traditional 
relationship-based banking appear to be particularly vulnerable to sharp contractions, due to the greater 
procyclicality of leverage in their banking systems. 
18 Objective uncertainty is usually referred to as the “known unknowns”. On the contrary, subjective uncertainty 
is about the “unknown unknowns”. The subjective uncertainty view claims that with incomplete knowledge 
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Markow-switching model considered is that smooth changes may not be valid for economic systems, 
especially when rapidly forced or substantially disturbed. Second, a rise in θ  (the probability of 
jumping from turmoil to expansion) and rise in φ (the probability of jumping from recession to 
expansion) have small impacts on the investment and disinvestment thresholds.19 
 
Figure 2: The Impact of θ Upon the Z Thresholds  
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
0.15 0.175 0.2 0.225 0.25
θ
In
ve
sm
en
t t
th
re
sh
ol
ds
Financial turmoil
Boom
Recession
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.15 0.175 0.2 0.225 0.25
θ
D
is
-in
ve
st
m
en
t t
hr
es
ho
ld
s
Financial turmoil
Recession
Boom
 
 
Figure 3: The Impact of φ Upon the Z Thresholds  
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Figure 4 and 5 provide a sensitivity analysis of the thresholds with respect to λ0 and λ1, i.e. we 
illustrate the impact of varying probabilities to switch from boom to turmoil vs. boom to recession. 
The widening of the inaction areas indicates that higher λ  values make adjustment of the capital stock 
in boom periods more risky, which tends to lower firms´ willingness to invest during booms 
accordingly. 
 
                                                                                                                                                                                     
assigning probabilities to flawed predictions is a waste of time and appears to contain more information than it 
usually does. 
19 The result that the inaction areas are relatively insensitive to the expected length of the recession and financial 
turmoil states coincides with the calibration results done in Hassler (1996, p. 1129). 
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Figure 4: The Impact of λ0 Upon the Z Thresholds  
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Figure 5: The Impact of λ1 Upon the Z Thresholds  
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Let us now consider changes in σ i (i = 0,1,2). In other words, we analyse the sensitivity of the optimal 
thresholds with respect to changes in the volatility of the geometric Brownian motion in booms, 
recessions and during periods of financial turmoil. As in the existing literature, we find that the 
threshold value at which investment takes place is increasing in the “noisiness” level even though the 
firm is risk neutral. In more volatile environments, the best tactic is to keep options open and await 
new information rather than commit an investment today. The comparison of the left and right panels 
of Figures 6-8 indicates that the Z+ thresholds are much more sensitive to changes in σ than the Z- 
thresholds. 
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Figure 6: The Impact of σ0 Upon the Z Thresholds  
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Figure 7: The Impact of σ1 Upon the Z Thresholds  
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Figure 8: The Impact of σ2 Upon the Z Thresholds  
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In order to shed further light on the model, we analyse how the inaction bands depends upon the mean 
growth rate in boom periods. While the nature of the recovery from the current financial crisis has 
important impacts, there is something that eventually will have a much bigger impact in the medium- 
and long-run than the slope of the recovery: That is the effect of the crisis on the (expected) potential 
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rate of growth during boom periods. This potential growth rate is represented by the drift term η2 in 
our model. The pace at which GDP can expand is mainly determined by the speed with which 
productivity improves. Will the current financial crisis make things worse? In theory, it could do. 
Slumping investment may slow the pace of innovation. More regulation, in finance and beyond, could 
further deter innovation. Workers’ skills may vanish as a result of unemployment. On the contrary, 
however, there are reasons to believe that one may get better from bad. The crisis enforces “creative 
destruction” across markets and industries, simultaneously creating new products and business 
models. In this way, creative destruction is largely responsible for the dynamism of industries and 
long-run economic growth.20 The numerical results in Figure 9 have an immediate interpretation: An 
increasing drift term reduces the precautionary motive for waiting over and above investing. 
 
Figure 9: The Impact of η2 Upon the Z Thresholds  
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Since the focus of the paper is investment, we next present a translation from thresholds to investment 
and the capital stock and assess the impact of the three regimes upon investment. In other words, we 
“reverse engineer” time series for investment and the capital stock from our setup. In this validation 
stage, we also test the ability of our model to replicate some business cycle characteristics by using 
numerical simulations of the dynamic system. 
We first have to specify a solution method that will lead us to generate discrete realizations of the 
endogenous variables, given the chosen levels of parameters. 21  Below we specify a sequential 
iterations method that allows us to generate discrete realizations of the nonlinear dynamical system 
and investigate the oscillations, given the chosen levels of parameters. It works as follows. Equation 
(6) is proxied by the following discrete stochastic differential equation – the Euler scheme, 
                                                          
20 For a comprehensive review of creative destruction growth models, see Aghion and Howitt (2009). In recent 
years, the Swedish experience offers grounds for optimism. Its productivity growth accelerated after the early 
1990s financial crisis, in part because the government dealt swiftly with the banking mess. 
21 It might appear that the impact of uncertainty is always to lower investment expenditures. This is, however, 
not the case. The intuitive reason for this finding is that while uncertainty as measured by the variance 
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(34) ( ) 1,0~     , NZttZZZ tttitittt εεση Δ+Δ=−Δ+     for i = 0, 1, 2 
 
where the normal random variables, tε , are generated via the central limit theorem and the Box-Muller 
(1985) method for transforming a uniformly distributed random variables to a normal distribution with 
given mean and variance.22 As the time passes, the term tZ  fluctuates according to the corresponding 
stochastic processes and K will depreciate as long as tZ  is staying within the no-action area. If tZ  hits 
the threshold +1Z  in state 1 or the threshold +0Z  in state 0, the firm will invest according to 
 
(35) 
( ) ( ) ( )
γγ
++ −=−= 11 ZqZqpZqI tiKtit    for i = 0, 1, 2 
 
We use the differences between the particular solutions to proxy the value of ( ) ( )+− 1ZqZq iti . The 
same approach is applied to the calculation of dis-investment. After the level of investment is 
determined, the corresponding capital stock is computed using the capital accumulation constraint 
 
(36) tttt KIKK δ−+=+1 , 
 
which become the initial value of K for the time t+1, by which the new thresholds are recomputed 
accordingly for the time t+1. With the aid of this numerical solution principle, the adjustment paths 
can be simulated. What do these dynamic adjustment paths look like? One sample path of the 
stochastic adjustment process is given in Figure 10. Superimposed on the graphs are the (stochastic) 
booms, recession, and financial turmoil phases.23 The financial turmoil period occurs once over the 
sample period and lasts for three years. 
The Figure visualizes three (alternative) realizations of the demand shock Z, the four threshold 
variables, the sequence of expansions versus recessions (indicated by the broken vertical lines) and the 
corresponding optimal net investment and installed capital stock time series over 30 years. We 
immediately see that net investment always occurs when the firm “by accident” hits the relevant 
                                                                                                                                                                                     
parameters raises the threshold level for investment to occur (negative first-order effect), it also raises volatility, 
allowing Z to hit the thresholds more often (positive second-order effect). 
22 See, for example, Press et al. (1992) for a description of the algorithm. The initial value for Zt=0 is 0.65, Δt = 
0.2 and γ  = 1.0. All other parameters are as in the benchmark case. 
23 It should be pointed out that Figure 10 display the results for one seed for the random number generator, and 
might not represent a typical or average path. 
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threshold.24 Furthermore, the sample paths” of I and K are “zigzagging”, i.e. the overall finding is that 
the Markov-switching framework can indeed mimic actual cyclical movements in I and K.25 
Up to now, we have interpreted the model as applying to a single firm. Suppose that we re-interpret 
the model at the macroeconomic level, i.e. K and I now represent economy-wide gross investment and 
the capital stock, respectively, and the interpretation of q is likewise altered. Unlike microeconomic 
data, aggregate investment series look smoother since microeconomic adjustments are far from being 
perfectly synchronized. The question arises as to whether aggregation eliminates all traces of 
infrequent lumpy microeconomic adjustment. We again focus on investment (I), and we model 
aggregate investment in terms of average investment of a large number of individual firms indexed by 
i ∈ [1,2000]. 26  This is close to a controlled laboratory experiment. Experimentation with larger 
numbers of runs shows no significant change to the results. For the sake of simplicity, we initially 
assume that the business cycles turning points are perfectly correlated across firms, i.e. all firms are 
“dancing in steps”. The resulting dynamics of investment (I) resulting from the 2000 stochastic sample 
paths is given in Figure 12 for γ = 1, 2 and 4, respectively. As expected, higher adjustment costs 
(larger γ) lead to a smoother business cycle. On the other hand, investment (I) is still rather 
“zigzagging”.  
 
                                                          
24 In the simulations, the firm never hits the disinvestment threshold given the resale price pK- = 0.4. Therefore, 
disinvestment never takes place although it is physically possible.   
25 Investment at the firm level is characterised by major and infrequent adjustments. Cooper et al. (1999), for 
example, have documented this lumpiness. 
26 We have ignored behavioural assumptions regarding market rivalry, which in turn would necessitate some 
kind of game-theoretic analysis to take account of the strategic interactions among the firms, results of which are 
in turn heavily dependent on assumptions regarding the information sets available and the type of game being 
played. Leahy (1993) has shown that the assumption of myopic firms who ignore the impact of other firms´ 
actions results in the same critical boundaries that trigger investment as a model in which firms correctly 
anticipate the strategies of other firms. Grenadier (2002) has recently extended Leahy´s (1993) “Principle of 
Optimality of Myopic Behavior” to the apparently more complex case of dynamic oligopoly under uncertainty. 
Both papers therefore permit to bypass strategic general equilibrium considerations when analysing factor 
demand under uncertainty. 
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Figure 10: A Sample Path of the Demand Shock (Z), the Z-Thresholds, Installed Capital (K), and 
Optimal Investment  
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Figure 11: Aggregate Dynamics for Perfectly Synchronised Business Cycle Turning Points 
 
(a) Investment Dynamics for γ = 1 
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Figure 12: Aggregate Dynamics for Heterogeneous Business Cycles Turning Points 
 
(a) Investment Dynamics for γ = 1 and N(0, 0.00) around state-switching points 
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(b) Investment Dynamics for γ = 1 and N(0, 0.05) around state-switching points 
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In order to accommodate further differentiation among firms, we finally employ a “hybrid” model that 
endogenises the business cycle turning points. Suppose that at each turning point, the proportion of 
firms experiencing a peak (trough) at time t is assumed to be drawn at random from a standard normal 
distribution around the predefined turning points in Figure 10. In an economic context, this choice of a 
nomal distribution has no clear theoretical underpinning, but is motivated by the desire to build a 
version of the model that can reasonably mimic heterogeneous turning points. Figure 12 shows the 
results of this exercise graphically. Qualitatively, the results for the three scenarios are intuitive since 
as the dispersion of business cycle turning points increases, the sharpness of the turning points of the 
aggregate business cycle declines. 27  Although the individual sample paths are far from being 
synchronised because of idiosyncratic Z-shocks, the hybrid model nevertheless converges to more 
gradual business cycles. Thus, our analysis provides an example of the insights to be gained by 
combining microeconomic modelling of heterogeneous firms with macroeconomic issues. The 
Markov-switching specification can indeed mimic actual cyclical movements in I and K.28 
 
4. Summary and Conclusions 
 
The paper has covered a lot of ground. Let us repeat some key ideas and develop some of the earlier 
conclusions. The focus of this article has been the incorporation of jump dynamics into real options 
models in order to improve understanding of cyclical investment behaviour, especially in the most 
volatile era.  The paper strives to provide a unifying framework that makes explicit and clarifies 
thinking on the inter-linkages between cyclical uncertainty, option value and the choice and timing of 
investment. With the aim of parsimony in mind, but also wanting to ensure a fair degree of reality, we 
extend and generalize a standard model of irreversible investment by introducing a three-state 
Markov-switching model. The Markov-switching modelling approach allows the derivation of 
analytical and numerical results on option pricing, taking into account that firms not only either 
observe or infer the current state of the system but also make predictions about future regime switches. 
The chief implication of the model is that recessions and financial turmoil periods are important 
catalysts for waiting. Clearly, this sort of analysis is only a first step. Nevertheless, the model provides 
a useful template of how to approach the task and it may lead to an enriched understanding of the 
dynamics of investment during the business cycle. 
 
 
 
                                                          
27 The simulations of this section are meant only to be illustrative. One may argue that a constant variance 
(standard deviation) is inappropriate because in recent years business cycle turning points have become more 
correlated (for example, due to the boom and bust in information-technology shares). Nevertheless, we believe 
that they demonstrate the potential of our modelling framework to clarify the implications of cyclical 
uncertainty. 
28 Investment at the firm level is characterized by major and infrequent adjustments. Cooper et al. (1999), for 
example, have documented this lumpiness. 
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Appendix: The Particular and Homogenous Solutions for q 
 
Substituting  ( )γ−+−= Ki pqI from equation (12) in the text back into the Bellman equations (9)-(11) 
respectively yields 
 
(A1)   
( ) ( )020220000200 21221 VVVZZVKqpqwNxKNZKrV ZZZK −+++−−+−−=
−+
θσηδγ
αα  
(A2)  
( ) ( )121221111211 21221 VVVZZVKqpqwNxKNZKrV ZZZK −+++−−+−−=
−+
φσηδγ
αα . 
(A3)  
( )
( ) ( ).
2
1
2
211200
2
22
2222
2
2
2
21
VVVV
VZZVKq
pq
wNxKNZKrV ZZZ
K
−+−+
++−−+−−=
−+
λλ
σηδγ
αα
 
 
Using the definitions iKi Vq = , iKZiZ Vq = , iKKiK Vq =  and iKZZiZZ Vq =  for i = 0, 1, 2 and 
differentiating both sides of equations (A1) - (A3) with respect to K yields 
 
(A4)   ( ) ( ) ( )02022000000110 2121 qqqZZqKqqpqxNZKqr ZZZKKK −+++−−+−=+
−+
− θσηδγαδ
αα  
(A5)  ( ) ( ) ( )12122111111111 2121 qqqZZqKqqpqxNZKqr ZZZKKK −+++−−+−=+
−+− φσηδγαδ
αα . 
(A6)  
( ) ( )
( ) ( )211200
2
22
2222
221
12 2
1
21
qqqq
qZZqKq
qpq
xNZKqr ZZZK
KK
−+−+
++−−+−=+
−+
−
λλ
σηδγαδ
αα
. 
 
The terms of ( ) γKK qpq 00 −+− and ( ) γKK qpq 11 −+− , ( ) γKK qpq 22 −+−  lead to some difficulty in 
solving the partial differential equations of equations (A4) – (A6). When += Kpq  or −= Kpq , the firm 
just begins to invest or disinvest (I = 0), so that equations (A4) – (A6) becomes solvable analytically 
and the parameter γ  has no impact on the thresholds. For the out-of-zone investment ( )+> Kpq  or dis-
investment ( )−< Kpq , the parameter γ  does affect the optimal capital decisions of the firm but there is 
no closed form solution in this case. When solving for the inaction regions, equations (A4) – (A6) 
takes the following simpler forms: 
 
(A7)   ( ) ( )020220000110 2
1
21 qqqZZqKqxNZKqr ZZZK −+++−−=+ − θσηδαδ αα , 
(A8)  ( ) ( )121221111111 2
1
21 qqqZZqKqxNZKqr ZZZK −+++−−=+ − φσηδαδ αα . 
(A9)  ( ) ( ) ( )2112002222222112 2
1
21 qqqqqZZqKqxNZKqr ZZZK −+−+++−−=+ − λλσηδαδ αα . 
 
The coupling of equations (A7) – (A9) leads to a six-threshold system that needs to be solved 
simultaneously.  The solutions for 0q  and 1q  both consist of particular solutions and general solutions 
so that GP qqq 000 += , GP qqq 111 += , and GP qqq 222 += . The particular solutions follow from the 
following equations: 
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(A10) 0
1
00
21 cNZKaq P += − αα , 
(A11) 1
1
11
21 cNZKaq P += − αα , 
(A12) 2
1
32
21 cNZKaq P += − αα , 
 
Plugging into equations (A7) – (A9), we get 
 
(A13)   ( )( )[ ] ( )[ ] 01 201012010 21 =+−+++−−+−−++ − xcrcNZKaara θθδαθθηαδδ αα  
(A14)  ( )( )[ ] ( )[ ] 01 211012111 21 =+−+++−−+−−++ − kcrcNZKaara φφδαφφηαδδ αα . 
(A15)  
( )( )[ ]
( )[ ] 0
1
1021100
1
01102121100
21
=+++++−−+
−++−−+++−− −
xrccc
NZKaraaa
λλδλλ
αλληαδδλλ αα
. 
 
Equations (A13) – (A15) hold if all items in brackets are set to zero. Therefore, we have the following 
three equations for 0a , 1a , and 2a  
 
(A16)   ( )( ) 01 12010 =−−+−−++ αθθηαδδ ara , 
(A17)  ( )( ) 01 12111 =−−+−−++ αφφηαδδ ara , 
(A18)  ( )( ) 1102121100 1 αλληαδδλλ −++−−+++−− raaa ; 
 
and we have the following three equations for 0c , 1c , and 2c  
 
(A19)   ( ) xcrc −=−+++ 20 0 θθδ  
(A20)  ( ) xcrc −=−+++ 210 φφδ . 
(A21)  ( ) xracc −=++++−− 1021100 λλδλλ ; 
 
Therefore, by Cramer’s rule it follows directly that 
 
(A19) ( )
0110210
1111211
0 bbbbb
bbba φλθλ
φλθθλαα
−−
−++= , 
(A20) ( )
0110210
000201
1 bbbbb
bbb
a φλθλ
θλφφλα
−−
−++= , 
(A21)  ( )
0110210
0110101
2 bbbbb
bbbba φλθλ
λλα
−−
++= , 
(A22) ( )
0110210
11121
0 ddddd
dddxc φλθλ
φλθθλ
−−
−++−= , 
(A23) ( )
0110210
00020
1 ddddd
dddxc φλθλ
θλφφλ
−−
−++−= , 
(A24)  ( )
0110210
011010
2 ddddd
ddddxc φλθλ
λλ
−−
++−= , 
 
where  
 
(A25) ( ) θηαδδ +−−++= 010 1rb , 
(A26) ( ) φηαδδ +−−++= 111 1rb , 
(A27) ( ) 10212 1 λληαδδ ++−−++= rb , 
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(A28) θδ ++= rd0 , 
(A29) φδ ++= rd1 , 
(A30) 102 λλδ +++= rd . 
 
It is straightforward to see that 210 cccc === . Thus, ( )δ+= rxc . The homogenous parts of 
equations (A7) – (A9) are represented by the following: 
 
(A31)   ( ) ( )0202200000 2
1 qqqZZqKqqr ZZZK −+++−=+ θσηδδ , 
(A32)  ( ) ( )1212211111 2
1 qqqZZqKqqr ZZZK −+++−=+ φσηδδ . 
(A33)  ( ) ( ) ( )21120022222222 2
1 qqqqqZZqKqqr ZZZK −+−+++−=+ λλσηδδ . 
 
The problem is simplified by observing that N is constant. Let us therefore assume that the general 
solutions have the following functional forms: 
 
(A34) ( )βα 10 1−= ZKAqG , 
(A35) ( )βα 11 1−= ZKBqG . 
(A36) ( )βα 12 1−= ZKCqG . 
 
Substituting (A34) – (A36) into (A31) – (A33) yields 
 
(A37) ( ) ( ) θθββσβηαδβδ CrA =⎟⎠
⎞⎜⎝
⎛ +−−−−++ 1
2
11 2001 , 
(A38)  ( ) ( ) φφββσβηαδβδ CrB =⎟⎠
⎞⎜⎝
⎛ +−−−−++ 1
2
11 2111 . 
(A39)  ( ) ( ) 10102221 12
11 λλλλββσβηαδβδ BArC +=⎟⎠
⎞⎜⎝
⎛ ++−−−−++ . 
 
To obtain the characteristic equation for betas, we need to substitute (A37) and (A38) into (A39). 
Rearranging yields: 
 
(A40)  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) .1
2
11
1
2
111
2
11
1
2
111
2
11
2
0011
2
1110
2
111
2
00110
2
221
⎟⎠
⎞⎜⎝
⎛ +−−−−+++
⎟⎠
⎞⎜⎝
⎛ +−−−−++=⎟⎠
⎞⎜⎝
⎛ +−−−−++×
⎟⎠
⎞⎜⎝
⎛ +−−−−++×⎟⎠
⎞⎜⎝
⎛ ++−−−−++
θββσβηαδβδφλ
φββσβηαδβδθλφββσβηαδβδ
θββσβηαδβδλλββσβηαδβδ
r
rr
rr
. 
 
It is obvious that there are six roots for the above characteristic equations: three postive ( )321  , , βββ  
and three negative ( )654  ,, βββ . Thus, the homogenous solutions become 
 
(A41)  ( ) ( ) ( ) ( ) ( ) ( )    615141312111 1615141312110 βαβαβαβαβαβα −−−−−− +++−−−= ZKAZKAZKAZKAZKAZKAqG  
(A42) ( ) ( ) ( ) ( ) ( ) ( ) 615141312111 1615141312111 βαβαβαβαβαβα −−−−−− +++−−−= ZKBZKBZKBZKBZKBZKBqG  
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(A43) ( ) ( ) ( ) ( ) ( ) ( ) 615141312111 1615141312112 βαβαβαβαβαβα −−−−−− +++−−−= ZKCZKCZKCZKCZKCZKCqG  
 
And we assign the following order for the characteristic roots, 654321 0 ββββββ >>>>>> . Note 
that the coefficients iA , iB , and iC  are coupled according to equations (A37) – (A39). We arbitrarily 
choose (A37) and (A38)  
 
(A44) 
( ) ( )
6,,,1  ,
1
2
11 2001
==
⎟⎠
⎞⎜⎝
⎛ +−−−−++
iC
r
A ii θ
θββσβηαδβδ
,  
(A45)  
( ) ( )
6,,,1  ,
1
2
11 2111
==
⎟⎠
⎞⎜⎝
⎛ +−−−−++
iC
r
B ii φ
φββσβηαδβδ
,  
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