Based on our previous work on the use of subspace distances for the outlier deiection problem in video sequences under afFne projection. this paper reports ourfurther analysis of the problem and presents fwo algorithms for computing the reprojection errors of imagefeatures in the outlier detection process. Extensive experiments on real video sequences have been conducted to verrfi the performance ofthe algorithms. The key contributions ofthe paper are presentation offhe relationship befween subspace distances and reprojection errors and demonstration thar repmjection errors can be estimated without erplicitly computing the projective structure.
Introduction
The structure-from-motion problem is one of the old problems in computer vision. It has been studied under the setting ofseveral different camera models and types of features detected in the images. Among all these camera models, the most common model is the perspective camera, and the next is the affine camera, which is introduced in [13]. The affine camera is a good approximation of the pin-hole camera when the objects' distances relative to one another in the scene are much smaller than their absolute distances to the camera. It also uses fewer parameters and thus simplifies the structure-from-motion problem. The types of features used vary from image comers to lines, line segments, curves, conics, etc [7, 1 I , 141. In this paper, we use the affine camera model and comers as our image features.
The extraction of structure from images has been attempted via various methods. For two images, the fundamental matrix that relates the epipolar geometry has been studied by many researchers (e.g. [2, 6] ) and robust methods for estimating the matrix have been proposed [25, 21, 24] .
For three images, the trifocal tensor, which relates the epipolar geometry and supports the transfer of image features, has been investigated [16, 7, 221. For image sequences, a common approach is to construct the image mea- . In all these cases, the presence of outliers is a sub-problem that must be dealt with for real images in order to achieve optimal shape reconstruction. Outliers are image features that do not conform to the projection of the tme structure. So, when the true structure is back projected onto the image plane, outliers show up with large reprojection errors. A better recovery of structure and camera motion is assured when outliers are excluded and the reprojection errors (i.e. the geometric errors in the images) are minimized
In this paper we investigate the problem of detecting and eliminating outliers from video sequences for the affine camera. We study the relationship between subspace distances (reported in [9] ) and reprojection errors and present two algorithms for computing reprojection errors for outlier detection. A review of affine factorization and the literature on outlier detection are given in Section 2. By applying the LMedS (Least Median of Squares) technique to samples of columns chosen from the image measurement matrix, a normalized subspace distance algorithm and a factorization free algorithm for computing reprojection errors in the outlier detection process are presented in Section 3. A discussion on our previous work is also outlined in the same section. Experiments on simulated data and real video sequences are presented in Section 4. Finally, Section 5 discusses the related issues and future work; Section 6 gives the conclusions.
(see [SI).
Review on affine factorization
The notation used in this paper is outlined below. We use uppercase letters to represent matrices, uppercase bold letters to represent scene points, lowercase bold letters to represent vectors and image points. Notation for some special entities will be given when they arise.
For the perspective camera model, the projection matrix P E R3x4, a scene point X = (X, Y, 2, l)T and its corresponding image point i = ( 5 , y, satisfy the relationship:
where a is an unknown scalar. Under the affine camera model and in the presence of outliers, the projection matrix P , which has its third row being [ 0 0 0 1 1, is simplified to a 2 x 4 matrix a and the scalar a is simplified to 1, giving
By stacking up the n scene points and their image points in t h e m images, we obtain the following relation connecting the joint affine prpjection matrix P E WZmX4, the joint affine shape matrix X E P'". and the joint image measurement matrix f E WZmxn:
where p, E SZx4 denotes the affine projectjon matrix of camera i in the joint affine projecfion matrix P , X; the jth scene point in the shape matrix X , 4 the jth image point in image i, and 2' a 2m-vector that encompasses all the image coordinates in the m images of the jth scene point. We call x' the observation of the jth scene point.
LMedS, RANSAC, and outlier detection
The problem of detecting and eliminating outliers has been investigated by [25, 21, 24] for estimation ofthe fundamental matrix that relates two views. The LMedS technique for estimating the fundamental matrix from noisy image measurement can be'outlined as follows [ZS, 241: samples of matching features are chosen at random and, for each sample, a fundamental matrix is estimated and the image point reprojection errors are computed; the fundamental matrix that gives the smallest median of image point reprojection errors is voted to be the winner. The RANSAC paradigm [3] adopted by Torr et al [2 11 is similar except that a criterion is used to speed up the process. Torr et al [22] later also extend the RANSAC paradigm to estimation of the trifocal tensor. Recently, Schaflalitzky et al [IS] apply the RANSAC paradigm to multiple views and obtain very good results. In each sample of 6 observations, their method first transforms 5 ofthe scene points into canonical form. It then recovers the coordinates of the 6~ scene points and, using the recovered projection matrices of all views, computes coordinates ofall of the remaining scene points. An observation is classified as an outlier when its reprojection error exceeds a computed threshold.
In this paper, we study the outlier detection problem on video sequences for the affine camera model, which simplifies the projection matrix of each view to 2 x 4. The procedure for detecting outliers is summarized in Section 3 below.
Detecting outliers from video sequences for the affine camera
For the affine camera model, 4 observations are sufficient to determine projective stmcture. Let the total number of tracked observations be n, the percentage of outlying observations be L , and the size of each sample be p (in this case, p = 4). Then the number of samples, w, required testing satisfies the condition:
to have a probability of v (usually v is a real number close to I , e.g. v = 0.95) that at least one ofthe samples contains no outlying Observations.
Algorithm l , . . . , w ,
For the kth observation quadruplet sample, where k = 1. form the f k E iRZmx4 matrix, in which each column is 2. factorize fk into 4 E ~' m 4 and f k E W4, 3 . for j = 1 , . . . ,n, compute the projective reconshuction X; using the recovered P k ,
compute the reprojection errors
an observation of the quadruplet sample, 11&x' -U l / / m , for all j = 1, . . . , n, and the median of these errors.
Note that in the algorithm there are 2 loops indexed by k (the outer loop) and j (the inner loop) respectively. Out of the w randomly generated quadruplets, the one that has the smallest median reprojection error, dmin, is chosen as the winner. The robust standard deviation, U, is defined to be U = 1.4826 (1 + 5/(n -p)) &in, and the threshold t can be set to 2 . 5~. Those observations having reprojection errors (computed based on the winner quadruplet) larger than t are classified as outliers.
Finally, a factorization is applied to the image measurement matrix composed of inlying obseyations only, giving the required affine projection matrix, P , and affine shape matrix, X (which contains columns corresponding to inlying observations only). It is ofinterest to also compute and compare the root mean squared (RMS) reprojection errors ofthe final reconstruction produced by the above algorithm and that by directly factorizing ,f in (2) 
Similarity function 4 3
Function +3 is defined to be equivalent to 4 2 but without the need to compute the orthogonal complement of one of the subspaces concerned and with the capability of handling subspaces of different dimensions. 
Relationship between subspace distances and reprojection errors
While the distance between two subspaces of dimensions larger than 1 is difficult to illustrate, ifone ofthe subspaces and subspace distance, d,, for an observation x, the true observation of which is X. Let X be the true observation of x then X must be on the 4D-subspace spanned by the quadruplet of observations and at the orthogonal projection o f x onto the subspace. The reprojection error d, is defined to be IIx -XI1 while the subspace function $3 automatically finds the unit vector parallel to X and gives the distance d.. which is the orthogonally projected distance of the normalized x (as a unit vector). This gives the relationship:
Since the subspace similarity functions treat points in the vector space as vectors and normalize all vectors to unity when computing subspace distances, observations that are further from the image origin are scaled down more than observations that are closer to the image origin. The scale factor llxll in ( 5 ) compensates for this non-uniform scaling and correctly converts a subspace distance to reprojection error. By employing the derived formula ford, given in ( 5 ) via the similarity function $3 for outlier detection, the loops in the algorithm given in Section 3.1 can be rewritten as follows. Note that all the 11kJll's can be precomputed outside the outer loop (index k) so the repeated computation of these entities can be eliminated. We refer to this algorithm as the normalized subspace distance algorithm.
In the algorithm described in our previous work [9], we used subspace distances rather than reprojection errors in
Step 2 of the algorithm above. Although subspace distances are not true geometric errors of the images requiring minimization, most of the outliers detected by our previous algorithm coincide with those detected by the normalized subspace distance algorithm given above. Figure 
Computing reprojection errors without factorization
Since the true value of a given observation must lie in the subspace spanned by the Observation quadruplet, it is possible to compute the reprojection error of an observation, relative to the subspace, without factorization. This simple computation is shown below. Major outliers, due to the presence of repetitive patterns, were all successfully found on the lower edge of the top-right building, (a) output from our previous subspace distance algorithm; @) output from the normalized subspace distance algorithm.
Let M be the 2m x 4 matrix whose columns are the selected quadruplet of observations. Let x be an observation.
Then the true observation X must be a linear combination of the 4 columns of M . That is, X = E+, aim;, where cl; is a scalar and mi is the Ch column of M . The coefficients ai's can be put into a vector a to give the linear least squares problem
It can be easily verified that the true Observation, X, is
M ( M T M ) -' M T x .
Thus, the reprojection error, d,, can be computed as
This reduces the loops in the algorithm given in Section 3.1 to:
For the k'h observation qUadNpkt sample, where k = l , . . . ,w, 1. form the kk E RZm4 matrix, 2. compute.the reprojection errors Ilkk(X:kk)-'x:2~ -Xjll/rn, for all j = 1, . . . , n, and the median of these errors.
Note that the term xk(fl%k)-'%:, for each k, can be precomputed outside the inner loop (index j) but inside the outer loop (index k). We refer to this algorithm as the facforization free algorithm.
Experiments
We have applied the three algorithms described in Sections3.1,3.4,and3.5 to IOOsyntheticandseveralrealvideo data. As expected, all these algorithms gave identical output when applied to the same collection of quadruplet samples since their detections of outliers are based on the geometric errors (i.e. reprojection errors) of the observations and are therefore optimal. We also compared the number of floating point operations (flops) in Matlab required for each algorithm. The result shown in Table 2 demonstrates that the factorization free algorithm requires the least number of flops while the normalized subspace distance algorithm, due to the extra number of S M s involved for subspace distance computation, requires the largest number of flops. We note that Matlab has its own built-in implementation for many standard functions (e.g. SVD, sin, cos, etc.), so, if the algorithms used a different mathematics library then the number of flops would be different.
0.361 0.189 Table 2 : The average number of flops required by the three algorithms for computing reprojection errors for 100 simulated and three real data: building ( Figure 2) ; tissue box ( Figure 3) ; desk scene ( Figure 4 ).
The factorization free algorithm is an improved version of the algorithm given in Section 3.1, since the projective structure does not need to be explicitly computed in the loops in order to obtain the reprojection errors of observations. On the other hand, the normalized subspace distance algorithm provides an insight to the relationship between the subspace distance of an observation to the quadruplet basis and its reprojection error. Experiments on two real video sequences are presented. In both experiments the KLT feature tracker [12, 171 was employed to track image comers. In both video sequences, the scene was so set up that the relative distances of objects to each other were much smaller than their absolute distances to the camera (the ratios were less than 0.1) to make tbe projection approximately affine. There were 101 images in the first video sequence, from which we extracted 5 images at 25 image spacings for testing the outlier detection algorithms. Figure 3 shows the 26 detected outliers (red line segments) and 41 inliers (green). The magnitudes and directions of the line segments indicate the displacements of the image comers from one image to the next. The outlying observations clearly have random directions and mag- Figure 4 that all the outlying observations are randomly directed from the remaining observations. In this experiment, RMS = 6.72 pixels and RMSi, = 2.05 pixels.
Discussions
When generating random quadruplet samples, it is important that the 4 observations in each sample are well scattered in the images. In our implementation, Zhang's method [Z5] of dividing the images into disjoint buckets was employed for sample generation. Furthermore, each & matrix was examined to ensure that its rank is not less than 4, otherwise, the associated sample was discarded and a new sample was regenerated.
We found that outliers tend to be present in some, rather than all, images of video sequences. For instance, most of the comers in images 0 to 80 of Figure 4 were inliers until they were wrongly tracked from image 100 onward. An appropriate postprocess will therefore allow these image corners' coordinates to be corrected and their projective structure to be recovered. This topic is part of o w future studies. Long video sequences can be naturally broken into several short video sub-sequences. A merging process will be required to fuse the image tracking results. We have not investigated into the problem of missing image features due to occlusion, poor contrast, contrast variation, etc. in the tracking process. Of interest is to combine outlier detection and the technique proposed by Jacobs [IO] for handling missing features uniformly in the same framework.
Extending the outlier detection algorithms mentioned here to the perspective camera model will require computing the relative or projective depths [8, 18, 19 , 231 for the image measurement matrix and projective reconstruction. An altemative solution is to adopt the approach proposed by Schaffilitzky et al [15] (see also the discussion in Section 2.1). Their method does not involve the image measurement matrix and so does not require estimation of rel- ative depths. They compute the projection matrices using S scene points represented in canonical form, resulting in a one parameter family of projection matrices (in [IS] , this is termed a pencil ofcameras). The projection matrices are finally recovered after the projective coordinates of the 6' h scene points are estimated. Their method has been shown to be optimal.
Conclusions
Wc have presented an analysis of the outlier detection prohlem in video sequences for the affine camera, and two algorithms for computing reprojection errors in detecting outliers. The contributions of this research are its demonstration of the relationship between subspace distances and reprojection errors and estimation of reprojection errors without explicitly computing the projective structure under affine projection.
