Abstract We classify plumbing trees of spheres along which the rational blow-down process can be performed symplectically. The proof relies on Donaldson's diagonalizability theorem and some combinatorial considerations.
Introduction
One of the basic operations in algebraic geometry is the blow-up/blow-down process, which in complex dimension 2 (and for a point) is simply the replacement of a point with a rational curve of homological square −1. From the differential topological point of view this operation corresponds to replacing a closed tubular neighbourhood of a point (which is simply the closed 4-ball) by the tubular neighbourhood of a sphere with self-intersection −1. This operation has been generalized by Fintushel and Stern [6] ; in the rational blow-down operation the (closed) tubular neighbourhood of certain chains of 2-spheres (with self-intersections given by the continued fraction coefficients of − p 2 p−1 , p ≥ 2 integer) have been replaced by 4-manifolds with boundary, having rational homology equal to the rational homology of the 4-ball. This idea was extended by J. Park [16] using a more general set of linear chains of spheres, where the self-intersections are given by the continued fraction coefficients of − p 2 pq−1 for p > q > 0 relatively prime. The usefulness of this operation stems from the fact that the Seiberg-Witten invariants of the 4-manifold we get by rationally blowing down an appropriate chain of 2-spheres can be computed using a fairly simple formula from the Seiberg-Witten invariants of the original manifold [6, 16] . (For the 'ordinary' blow-up formula see [5] .) This scheme admits many applications in finding 4-manifolds with various properties, for example in the search for exotic smooth structures on 4-manifolds with small Euler characteristic [7, 17, 18, 19] .
A common feature of these rational blow-down processes was shown by Symington [20, 21] : if the original 4-manifold admits a symplectic structure and the spheres in the configuration are all symplectically embedded and orthogonal (with respect to the symplectic form), then the 4-manifold defined by the blowdown of the configuration admits a natural symplectic structure. In short: the generalized rational blow-down is a symplectic operation. It is natural to ask what other configurations can be blown down. Casson and Harer [1] provided a number of configurations which can be blown down, but many of them did not admit a symplectic interpretation (not even on the spin c structure level), and in all known cases after blowing down these configurations the Seiberg-Witten invariants of the resulting 4-manifold vanished.
It was therefore natural to ask what other configurations can be blown down symplectically. In [22] Wahl (by examining an algebraic geometric problem) gives another family of configurations (see Γ p,q,r below) with this property. (See [14] for a Kirby calculus proof and [13] for some applications of rational blow-down along Wahl type plumbing trees).
By restricting ourselves to plumbing trees (which are easy to construct using ordinary blow-ups and making use of the embedded spheres of the given 4-manifold), we will show that, in fact, the generalized rational blow-down and the Wahl type diagrams provide the only examples of (minimal, negative definite) plumbing trees which can be symplectically blown down. We will not make use of the symplectic structure beyond the spin c structure level. In order to state our result precisely, we need a few preliminary definitions.
Definition 1.1
• Let [−a 1 , . . . , −a k ] denote the continued fraction expansion of the ratio − p 2 pq−1 (with p > q > 0 relatively prime and a i ∈ N, a i ≥ 2), that is,
• The plumbing tree Γ p,q,r (p, q, r ∈ N, p, q, r ≥ 3) given by Figure 1 will be called a plumbing tree of Wahl type. Let Γ be a given plumbing tree of spheres and M Γ the associated (simply connected) 4-manifold with boundary. Recall that each vertex v of the plumbing tree Γ induces a sphere Σ v ⊂ M Γ . When blowing down the configuration Γ, we replace the 4-manifold M Γ embedded into a smooth 4-manifold X by a rational ball B Γ that satisfies ∂M Γ = ∂B Γ to get a new smooth 4-manifold
The blow-down operation is called symplectic if for a symplectic 4-manifold X and symplectically embedded spheres Σ v (v ∈ Γ) the symplectic form of X can be extended to X ′ . The plumbing tree Γ is called negative definite if the intersection matrix of Γ is negative definite. Γ is minimal if v 2 ≤ −2 for all v ∈ Γ. Our main result now reads as follows: 
Plumbing trees
We start by giving a necessary condition for a negative definite plumbing tree Γ to be blown down symplectically:
Let s denote the spin c structure s ∈ Spin c (M Γ ) with first Chern class c 1 (s) satisfying the adjunction equality
The restriction of s to the boundary ∂M Γ will be denoted by t ∈ Spin c (∂M Γ ).
Clearly if the spheres are symplectically embedded in X then the restriction of the canonical spin c structure s 0 ∈ Spin c (X) induced by the symplectic structure to M Γ is equal to s. If Γ can be symplectically blown down then the restriction of the canonical spin c structure on X ′ gives s ′ ∈ Spin c (B Γ ). Note that since B Γ is a rational ball, we have c 2 1 (s ′ ) = 0. Now using the fact that for a closed symplectic 4-manifold X c 2 1 (s 0 ) = 2e(X) + 3sign(X) we get that
Suppose that for the plumbing tree Γ there is a rational ball B Γ with ∂M Γ ∼ = ∂B Γ . Define X Γ as the closed 4-manifold M Γ ∪ ∂M Γ B Γ . If Γ is negative definite, it follows that X Γ is a negative definite 4-manifold, hence by Donaldson's famous result [2, 3] its intersection form Q = Q X Γ is diagonalizable over the integers. Fix a basis {E 1 , . . . , E n } for H 2 (X Γ ; Z) such that Q is represented by the diagonal matrix ⊕ n i=1 −1 in this basis, that is, Q(E i , E j ) = −δ ij . Since s ∈ Spin c (M Γ ) and s ′ ∈ Spin c (B Γ ) fit together along ∂M Γ = ∂B Γ , we get a spin c structure s x ∈ Spin c (X Γ ). Our assumption on the square of c 1 (s) now implies that c 2 1 (s x ) = −n, and since c 1 (s x ) ∈ H 2 (X Γ ; Z) is a characteristic element, in the basis of H 2 (X Γ ; Z) fixed above we have P D(c 1 (s x )) = n i=1 ±E i . Therefore by fixing appropriate orientations we can assume that P D(c 1 (s x )) = n i=1 E i . Motivated by the above discussion we have Definition 2.1 We say that the plumbing tree Γ on n vertices can be symplectically blown down on the spin c level (or Γ is a symplectic plumbing tree) if Γ admits an embedding ϕ into the negative definite diagonal lattice Q n = (Z n , ⊕ n i=1 −1 ) such that • for vertices v 1 = v 2 ∈ Γ we have Q n (ϕ(v 1 ), ϕ(v 2 )) = 1 or 0 depending on whether v 1 and v 2 are connected in Γ,
• with the basis {E 1 , . . . , E n } of Q n satisfying Q n (E i , E j ) = −δ ij and with the notation P D(c 1 (
The set of minimal, connected symplectic plumbing trees will be denoted by S .
According to the above said, if Γ is a minimal, negative definite plumbing tree which can be symplectically blown down, then Γ ∈ S . Therefore one direction of Theorem 1.2 can be reformulated as follows:
As we will see, the converse direction of Theorem 1.2 is easy to prove. The proof of Theorem 2.2 starts with some generalities regarding plumbing trees satisfying the conditions of Definition 2.1. From now on, we will identify the vertex v of Γ with its image ϕ(v) (a linear combination of the E i 's) in the diagonal lattice. We will say that E i is in v (or E i contributes to v ) if Q(E i , v) = 0. In this case the multiplicity of E i in v is equal to −Q(E i , v). In the rest of the paper we assume that Γ ∈ S . Lemma 2.3 For a vertex v ∈ Γ we have either
with i not being in the index set J v ⊂ {1, . . . , n}.
Proof Suppose that v = i α i E i with α i ∈ Z. From the fact that
we conclude that
implying that either exactly one α i is equal to 1 and all the others are 0 or −1, or exactly one is equal to −2 and all the others are 0 or −1. This observation clearly implies the result.
is of the form given by Lemma 2.3.
Proof Notice that if v 1 and v 2 both satisfy (2.1) and
hence the sum of the classes v 1 , v 2 also satisfies (2.1). A simple inductive argument implies the corollary.
Proposition 2.5 Suppose that for Γ as above there is a vertex v of the form
Then for all other vertices w ∈ Γ we have
Proof Suppose that there are two vertices v 1 , v 2 in Γ such that
Consider the path {w l | l = 1, . . . , m} of vertices connecting v 1 and v 2 in Γ, that is, a set of vertices defining a chain in Γ connecting v 1 and v 2 . Assume furthermore that w l for l = 1, m is of the form
It is easy to see that if m > 2 then w 1 + w 2 , and so by induction w 1 + . . . + w m−1 is of the form −2E i − j E j . Then the sum w 1 + . . . + w m would violate (2.1), since it contains at least two E j 's with multiplicity −2, providing a contradiction.
In short, by Proposition 2.5 in Γ there is at most one vertex v which is of the form −2E i − j E j and for all other vertices the corresponding homology class is of the shape
Lemma 2.6 Suppose that for two vertices v 1 = v 2 we have
Proof Recall that the pairing Q(v 1 , v 2 ) is either 1 or 0 (depending on whether v 1 and v 2 are connected in Γ or not).
providing the desired contradiction.
Consequently, each E i appears in at most one v j ∈ Γ with positive coefficient. Since by Corollary 2.4 the sum w = v∈Γ v is either of the form Remark 2.8 Strictly speaking there is another possibility: E i might not appear in any vector v j (j = 1, . . . , n) at all. This type of index, however, can be reduced to a type (2) index by subtracting E i from any of the vectors v j . As we will see in Theorem 3.10, in a plumbing tree Γ ∈ S there is no index of type (2) , showing that this last possibility is also impossible.
It is easy to see that (8) , in fact, cannot occur, since if v 1 is the vector containing −E i and v 2 contains −2E i then Q(v 1 , v 2 ) ≤ −1, contradicting our assumptions. We can assume that (1) does not occur either, since by replacing the single E i with −2E i we do not change the intersection patterns of the vectors, hence we can change an index of type (1) to one of type (3) (which will be excluded later, see Lemma 3.2). Therefore the sum w = v∈Γ v can be assumed to have the form
In order to analyze more systematically which types of indices can actually occur, notice that the sum
is equal to the number of edges in Γ, and since Γ is assumed to be a connected tree, it is equal to n − 1. The above sum (2.2) can be reordered according to the contributions of the individual indices, and it is easy to see that for indices of types (4), (7) and (8) this contribution is 1, for type (5) indices it is 2, if i is of type (6) then this contribution is −1 and finally for type (1), (2), (3) and (9) indices it is 0.
Definition 2.9 An index i is called full if in the sum (2.2) it contributes 1 and it is of type (7), rather than type (4). A vector v = E i − j∈J E j is full if i is a full index. The plumbing graph Γ is full if all indices of Γ contributing 1 to the sum (2.2) are full.
Lemma 2.10 The connected tree Γ ∈ S on n vertices is full if and only if (after possibly reordering the indices)
n i=1 v i = −E 1 − E 2 − . . . − E n−1 − 2E n .
Lemma 2.11 The symplectic plumbing tree Γ ∈ S is full if and only if
Since i<j v i v j counts the number of edges in Γ, and it is a connected tree, we get that
Since by the previous observation Γ is full if and only if w 2 = −n − 3, the result follows.
Proposition 2.12
The plumbing tree Γ p,q,r is full for all p, q, r ≥ 3.
Proof A simple direct check provides the proof:
To show that Γ p q is also full, we need a little preparation. For similar computations with continued fractions see [15, 12] .
Continued fraction computations
Define the class of plumbing trees G rb as the minimal set of plumbing trees which (a) contains Γ = (−4) and (b) if the linear chain Γ = (−a 1 , . . −a 1 , . . . , −a n − 1) and Γ 2 = (−a 1 −1, −a 2 , . . . , −a n , −2). Notice that for all Γ ∈ G rb we have that the tree is, in fact, a chain. Let [−a 1 , . . . , −a k ] denote the value of the continued fraction expansion
Proposition 2.13
The plumbing tree Γ = (−a 1 , . . . , −a k ) (with a i ≥ 2 integers) is in G rb if and only if there are relatively prime p > q > 0 such that
Proof The proof will follow from a simple induction. Suppose that [−a 1 , . . . , −a k ] = − 
Now simple induction verifies the result.
Notice that, as a consequence of the above result, elements of G rb are exactly the plumbing chains considered in [16] as generalized rational blow-downs.
Proposition 2.14 For any p > q > 0 relative prime, the symplectic plumbing tree Γ p q is full.
Proof Since (−4) is full, and the inductive step constructing elements of G rb decreases v 2 i by 3 when increasing the number of vertices by 1, it is obvious that elements of G rb are full. Now the above identification of elements of G rb with the graphs Γ p q (p > q > 0 relatively prime) concludes the proof.
The proof of the main theorem
In the proof of Theorem 2.2 we will use induction on the number of vertices of the plumbing tree. So for the rest of the paper we will assume that once we have a minimal, negative definite symplectic plumbing tree Γ ∈ S on at most n vertices then it is isomorphic either to Γ p q or to Γ p,q,r (for some choices of p, q, r ), and we consider a minimal symplectic plumbing tree Γ ∈ S on (n + 1) vertices.
It is hard to verify directly that a minimal symplectic plumbing tree is full (although, as the main result of the paper implies, it is true); we will first deal with the leaves (i.e., vertices of degree one) of Γ. Proof Our previous discussion implies that we can assume that there is −E k in w . Suppose that its multiplicity is −1. Since v k is a leaf, it is connected to a unique vertex, let us denote it by u. We will distinguish two cases.
Delete v k from the graph and −E k from some v i disjoint from v k . The resulting graph Γ ′ is now defined on n vertices and embeds into ⊕ i =k E i of rank n. It is easy to see that Γ ′ is minimal: if it contains a vector of square −1, then (from the minimality of Γ) this must be
providing the desired contradiction. Therefore Γ ′ is minimal, hence Γ ′ ∈ S . Now from the inductive hypothesis it follows that Γ ′ is full, so there is no index l which can follow E k in v k , implying that Γ is not minimal, contradicting our starting assumption Γ ∈ S .
Case 2. Suppose now that −E k is in u. Now construct Γ ′ from Γ by adding v k to u. Since E k and −E k will cancel each other in v k + u (and there are no other vectors involving ±E k by assumption), Γ ′ is a graph on n vertices with an embedding into the diagonal lattice of rank n. It is now easy to see that the minimality of Γ implies that Γ ′ is minimal, hence by the inductive hypothesis it is isomorphic to Γ p q or Γ p,q,r . A case-by-case check relying on the explicit description of the homology classes in Γ ′ now excludes this case as well, showing that w contains −E k with multiplicity two, concluding the proof.
Consequently, from now on we will assume that a leaf of the tree Γ is either of the form −2E i − j∈J E j or it is full. The next lemma shows that there is no index of type (3) of Lemma 2.7 unless n = 1.
Lemma 3.2 Suppose that Γ admits a vertex v
1 = −2E 1 − j∈J 1 E j . If n > 1 and
all leaves of Γ are full then there is a vertex v of Γ with the property that
Proof Assume the converse. Since n > 1, the graph Γ contains a vertex w of degree 1 (that is, a leaf) which is of the form E k − j∈J k E j . Consider the sum u = v∈Γ,v =w v . By assumption E 1 appears in u with multiplicity −2 and since w (and so the index k ) is full, so does E k , providing a contradiction. Consequently, Γ ∈ S cannot contain any index of type (3) (and hence of type (1)) of Lemma 2.7.
In summary, from the nine cases of Lemma 2.7, (1), (3) and (8) can never occur. This also implies that the sum of all vectors will contain an index with multiplicity −2, i.e., there is always an index of either type (6) or (9) in any symplectic plumbing tree. Now simple consideration based on the equation
shows that we have three possibilities.
• In Γ there is no index of type (9) . In this case it follows that there is a single one of type (6), one of type (5), and the rest are of types (4) or (7).
• There is one index of type (9), and there is no type (5). This excludes the existence of types (6) and (2), and the rest are all of types (4) or (7).
• Finally it might happen that there is an index of type (9) and there is one of type (5). This assumption implies that among the rest there is a unique index of type (2) and the further ones are of types (4) or (7).
Generalized rational blow-down
We start with the case when there is no index of type (9) 
This observation, together with the result that a leaf of any symplectic plumbing tree is full, now leads to the classification. First we show that the plumbing trees under consideration are linear chains.
Proposition 3.4 Suppose that Γ ∈ S contains no index of type (9). Then Γ is a chain with endpoints v i 1 and v i 2 provided by Corollary 3.3.
Proof Let us take the path {w l | l = 1, . . . , k} between v i 1 and v i 2 of Corollary 3.3 as in Proposition 2.5. By our choice, l w l is of the form −2E t − j∈J ′ E j . Notice first that v 1 = −2E 1 − j∈J E j must be among the w l , otherwise by taking l w l and v 1 we find two disjoint subtrees containing components of multiplicity −2, and this is ruled out by the argument in the proof of Proposition 2.5. Suppose now that there is v = E k − E j which is not among the w l . We can assume that v is, in fact, a leaf of Γ. Take the sum of all vectors of Γ except v . It contains E t with multiplicity −2, and since v is full, the same holds for E k , providing the desired contradiction. Now we are ready to prove the main result of this subsection:
Theorem 3.5 Suppose that Γ ∈ S involves no index of type (9) of Lemma 2.7 .
Proof We will use induction on the rank n of Γ. If n = 1 then Γ = (−4) ∈ G rb . For n = 2 an easy case-by-case analysis shows that Γ = (−2, −5) or (−5, −2), both in G rb . Now suppose that the statement is true up to rank n and consider Γ ∈ S with rk(Γ) = n + 1. Select E t and v i 1 , v i 2 as it is given by Corollary 3.3. Add E t to v i 1 and v i 2 and leave the rest of the vertices of Γ unchanged. The resulting (n + 1) elements v ′ 1 , . . . , v ′ n+1 will be contained in the subspace spanned by the n elements {E i | i = t}. Therefore the vectors
( 3.1) vanishes. On the other hand, Γ was proved to be a chain, hence Γ ′ is a circle, with at least one vertex of square ≤ −4.
. . , n + 1 then a simple argument shows that the determinant of (3.1) is nonzero. Therefore Q(v ′ i , v ′ i ) = −1 for some i; since Γ was minimal, it implies that Q(v i k +E t , v i k +E t ) = −1 for some k = 1, 2, say for k = 1. (Since different vectors of square −1 must be disjoint, it also follows that Q(
It is easy to see that the resulting Γ ′′ satisfies all the properties of Theorem 3.5, hence our inductive hypothesis implies that Γ ′′ ∈ G rb . Inverting the procedure of constructing Γ ′′ out of Γ we see that Γ is given from Γ ′′ by concatenating a new vertex with square (−2) at one of its ends, and by lowering the framing on the other end. The definition of G rb then shows that Γ ∈ G rb , concluding the proof.
Wahl type plumbing graphs
Next we deal with the case when the graph Γ does contain an index (say i = 1) of type (9) of Lemma 2.7. Recall that (as we observed earlier) there are two subcases: either (A) there is no index of type (5) of Lemma 2.7, in which case all the remaining indices are of types (4) and (7) or (B) there is an index of type (5) and so one of type (2) and the rest of the indices are of types (4) or (7).
After a preparatory lemma we will analyze (A) first, giving a complete classification in this case. Finally, we return to the examination of (B), and verify that, in fact, this case never happens.
Lemma 3.6 Suppose that Γ ∈ S involves an index (say i = 1) of type (9) Proof Consider a leaf v k . Assume first that v k = E k − j∈J k E j . Suppose that there is no −E 1 in v k . Since the index k is full, the sum v =v k v contains both E 1 and E k with multiplicity −2, a contradiction. (Notice that k = 1, otherwise in the above sum E 1 would appear with multiplicity −3.) If the leaf v k is of the form −2E k − j∈J k E j and it contains no −E 1 , then in the above sum we have −2E 1 , a contradiction again. Hence each leaf of Γ must contain −E 1 , therefore Γ has at most three leaves, so Γ contains at most one vertex with degree higher than 2, and the only possible degree is 3. Next we show that v 1 = E 1 − j∈J 1 E j is of degree 3. Its degree cannot be 1, since then there would be a subtree with the sum containing −3E 1 . If it is of degree 2, then one −E 1 is on one of its sides, while two are on the other. By adding up vectors on each side of v 1 we arrive to the configuration u, v 1 = E 1 − j∈J 1 E j , w = −2E 1 − . . ., where u contains one −E 1 . This shows that u · w ≤ −1, providing the desired contradiction.
Classification of Case (A)
By our assumption in this case there is no element of the form −2E i − j∈J E j . This means that (by applying Lemma 2.6), after possibly reordering the vertices of Γ we have
The classification concludes with an induction. The above arguments show that for n < 4 there is no such graph. A case-by-case check for n = 4 shows that there are three symplectic graphs of rank 4 with the property that they contain no elements of type −2E 1 − j∈J E J , and only one of them is minimal, cf. Figure 2 . Now we consider the general case. In order to make the argument Proof The proof proceeds by induction on the rank n of Γ. Suppose that v k = E k − j∈J k E j is a leaf of Γ on an arm which is of length > 1. The unique vector connected to v k will be denoted by w .
Lemma 3.8 Under the above circumstances, one −E k is in a leaf.
Proof Suppose the contrary, and add up all the vertices which are not leafs. This sum will have E 1 with multiplicity one, and (since k is full) E k with multiplicity −2, contradicting Corollary 2.4. 
Proof Assume the contrary. Suppose that the vertices on the chosen arm are , v ′ i h+1 ) = 1, the resulting graph Γ ′ will be defined on n vertices and it will be embedded in the diagonal lattice ⊕ i =i h E i . If Γ ′ is minimal, then it belongs to S , hence by induction it is full, implying v i h = E i h , which contradicts the minimality of Γ. If Γ ′ is not minimal (i.e., either
then by repeated blow-downs we get to a minimal, hence full tree Γ ′′ . Since v k = v i 1 can be never reduced to E k (because it stays disjoint from the two other leaves, one of them containing −E k ), and all blow-downs erased exactly one E p and two −E p 's, the same argument as above shows that Γ ′ is full, hence Γ was not minimal, contradicting the assumption. In conclusion, w is connected to v k through sharing ±E k , hence the statement follows. Now we are ready to conclude the proof of Theorem 3.7. Suppose that v k = E k − j∈J k E j is a leaf on an arm of length m > 2, connected to w = E p − j∈Jp E j . Consider now Γ ′ constructed from Γ by replacing the edge connecting v k and w by the single vertex v k + w and deleting the remaining −E k from a leaf of Γ. The resulting graph Γ ′ is minimal, since if it is not, then one of the leafs is E i − E k for some i, which is not disjoint from v k (and also it does not contain −E 1 , contradicting Lemma 3.6). Therefore Γ ′ ∈ S , and since it is defined on n vertices, by induction we have that Γ ′ is of the form Γ p,q,r . By reversing the above process, a simple computation regarding the possible distribution of basis elements for v k and w completes the proof.
Examination of Case (B)
Finally we would like to argue that Theorem 3.10 There is no plumbing tree Γ ∈ S which involves both an index of type (9) and of type (2) of Lemma 2.7.
Proof As before, we will use induction. It is easy to see that there is no such graph on four vertices. Now suppose that Γ is a minimal symplectic plumbing tree involving indices both of types (9) and (2) on n vertices, and n is the smallest number supporting such a graph. Let E 2 denote the unique basis element of type (2) and let v i be the unique vector containing −E 2 . Let Γ ′ be the tree where we change v i to v i + E 2 .
First we claim the Γ ′ is minimal. Suppose it is not minimal, so (v i +E 2 ) 2 = −1, implying that v i = E i − E 2 . According to Lemma 3.6 the vertex v i cannot be a leaf, and since n > 4 the same Lemma implies that v i cannot have degree three either. By blowing down the vertex v i we get another graph Γ ′′ on n − 1 vertecies that embeds into a diagonal form of rank n − 2. Γ ′′ is either minimal or has at most one vertex of square −1. By adding −E 2 to a vertex of Γ ′′ we get a minimal graph on n − 1 vertex, with indices of type (2) and type (9) contradicting the induction hypothesis.
Consequently we can assume that Γ ′ is minimal. On the other hand, since Γ ′ embeds to a lattice of lower rank we have
Since Γ ′ is minimal and has three branches it follows from det Γ ′ = 0 that v 2 1 = −2, where v 1 is the unique vertex of degree three. Clearly v 1 = E 1 − E j , and its neighbours either contain −E 1 or equal to v j . Now Lemma 3.6 implies that two of the branches have length one. However, any tree Γ with three branches, det Γ = 0 and v 2 i ≤ −2 has at most one branch of length 1. This final contradiction verifies the statement of the theorem.
Wahl type graphs are symplectic
Notice that one direction of Theorem 1.2 (as it is stated in Theorem 2.2) has been proved; in order to complete the proof of Theorem 1.2 we need to show that Γ p q and Γ p,q,r are, in fact, symplectic plumbing trees. For the graphs Γ p q it has been proved by Symington [21] ; this last subsection is devoted to the proof that Wahl type graphs are also symplectic. More precisely we will verify the following: Proof According to a result of Grauert [11] , since Γ is negative definite, the embedded symplectic spheres admit an ω -convex neighbourhood with boundary ∂M Γ equipped with the induced tight contact structure ξ Γ . If the rational ball B Γ with ∂B Γ = ∂M Γ admits a Stein structure inducing a contact structure on its boundary isotopic to ξ Γ , then the argument given in [4] applies and the surgery of replacing M with B Γ can be performed within the symplectic category. Notice, however, that in [22] (by finding different deformations of a given singularity) a Stein structure on the rational homology ball B Γ has been found with the property that the spin c structure t ξ B Γ of the induced contact structure ξ B Γ on the boundary ∂B Γ is isomorphic to the spin c structure t ξ Γ induced by ξ Γ . In the surgery operation, on the other hand, we need the contact structures to be isotopic to each other. This fact follows from the classification of tight contact structures on the small Seifert fibered 3-manifolds ∂M Γ : This final step concludes the proof of Proposition 3.11, and finishes the proof of Theorem 1.2.
Remark 3.13
In fact, Theorem 3.12 holds for any small Seifert fibered 3-manifold M (e 0 ; r 1 , r 2 , r 3 ) (for conventions see [9] ) once e 0 = −2, −1 or if e 0 = −1 and r 1 , r 2 ≥ 1 2 [8, 9, 24] . In the case considered above we have e 0 = −4.
