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Classical learning theory suggests that the optimal generalization performance
of a machine learning model should occur at an intermediate model complexity,
with simpler models exhibiting high bias and more complex models exhibiting
high variance of the predictive function. However, such a simple trade-off does
not adequately describe deep learning models that simultaneously attain low bias
and variance in the heavily overparameterized regime. A primary obstacle in
explaining this behavior is that deep learning algorithms typically involve multiple
sources of randomness whose individual contributions are not visible in the total
variance. To enable fine-grained analysis, we describe an interpretable, symmetric
decomposition of the variance into terms associated with the randomness from sam-
pling, initialization, and the labels. Moreover, we compute the high-dimensional
asymptotic behavior of this decomposition for random feature kernel regression,
and analyze the strikingly rich phenomenology that arises. We find that the bias
decreases monotonically with the network width, but the variance terms exhibit
non-monotonic behavior and can diverge at the interpolation boundary, even in
the absence of label noise. The divergence is caused by the interaction between
sampling and initialization and can therefore be eliminated by marginalizing over
samples (i.e. bagging) or over the initial parameters (i.e. ensemble learning).
1 Introduction
It is undeniable that modern neural networks (NNs) are becoming larger and more complex, with
many state-of-the-art models now employing billions of trainable parameters [1–3]. While parameter
count may be a crude way of quantifying complexity, there is little doubt that these models have
enormous capacity, often far more than is needed to perfectly fit the training data, even if the labels
are pure noise [4]. Surprisingly, these same high-capacity models generalize well when trained on
real data.
These observations conflict with classical generalization theory, which contends that models of
intermediate complexity should generalize best, striking a balance between the bias and the variance
of their predictive functions. A paradigm for understanding the observed generalization behavior
of modern methods is known as double descent [5], in which the test error behaves as predicted by
classical theory and follows the standard U-shaped curve until the point where the training set can be
fit exactly, but after this point it begins to descend again, eventually finding its global minimum in the
overparameterized regime.
While double descent has been the focus of significant research, a concrete and interpretable theoreti-
cal explanation for the phenomenon has thus far been lacking. One of the challenges in developing
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such an explanation is that the full phenomenology of double descent is not evident in linear models
that are easy to analyze. Indeed, for linear models the number of parameters is tied to the number
of features and there is no natural way to adjust the capacity of the model without simultaneously
adjusting the data distribution. In this work, we overcome this challenge by providing a precise
asymptotic analysis of random feature kernel regression, which is a model rich enough to exhibit all
the interesting features of double descent.
Another challenge in understanding double descent is that the classical bias-variance decomposition is
itself insufficiently nuanced to reveal all the underlying explanatory factors. Indeed, modern learning
algorithms typically involve multiple sources of randomness and isolating the variation caused by
each of these sources of randomness is key to building an effective interpretation. As we will see,
it is not possible to fully understand the spike in test error near the interpolation threshold without
performing a truly multivariate variance decomposition.
While decomposing the variance has been proposed before, prior work has naively relied on the
law of total variance, which requires specifying an ordering of conditioning that leads to some
arbitrariness. Instead, we present a principled symmetric decomposition which leads to unambiguous
interpretations and clear credit assignment. Decomposing the variance of a random variable in this
way is related to ANOVA [6], which has been used previously in a machine learning context to find
the best approximating functions (in terms of mean squared error) to a random variable with limited
dependence on the inputs [7, 8] and to study quasi Monte Carlo methods for integration [9].
Finally, we remark that an improved understanding of the bias and variance of machine learning
models might naturally suggest ways to improve their performance. Specifically, any prior knowledge
about what sources of variance may be dominant could help inform decisions about which types of
ensemble or bagging techniques to utilize.
1.1 Related Work
The idea of a trade-off between bias and variance has a long history, with theoretical and experimental
support having been well established in a variety of contexts over the years. The seminal paper
of Geman et al. [10] examines a number of models, ranging from kernel regression to k-nearest
neighbor to neural networks, and concludes that the trade-off exists in all cases2. The resulting
U-shaped test error curve was verified theoretically in a variety of classical settings, see e.g. [11].
In recent years, these conclusions have been called into question by the intriguing experimental results
of [4, 12], which were later replicated in a number of settings, see e.g. [13], which showed that deep
neural networks and kernel methods can generalize well even in the interpolation regime, implying
that both the bias and the variance can decrease as the model complexity increases. A number of
theoretical results have since established this behavior in certain settings, such as interpolating nearest
neighbor schemes [14] and kernel regression [15, 16]. These observations have given rise to the
double descent paradigm for understanding how test error depends on model complexity [5]. The
influential work [17] (which actually predates [5]) established initial theoretical insights for linear
networks and found empirical evidence of double descent for nonlinear networks; more evidence has
followed recently in [13, 18]. Precise theoretical predictions soon confirmed this picture for linear
regression in various scenarios [19–22], and recently even for kernel regression [23, 24] with random
features related to neural networks.
The primary focus of these recent works has been on double descent in the total test error, or perhaps
the standard bias-variance decomposition with respect to label noise [23]. A multivariate philosophy
similar to ours is advanced in [25], which revisited the empirical study of the bias-variance tradeoff
in neural networks from [10] and showed the variance can decrease in the overparameterized regime.
However, in that work the variance is simply decomposed using the law of total variance, which,
while mathematically sound, can lead to ambiguous conclusions, as we discuss in Sec. 4.
The main mathematical tools we utilize come from random matrix theory and build on the results
of [26–30] for studying random matrices with nonlinear dependencies. We also rely on techniques
from operator-valued free probability for computing traces of large block matrices [31]. One
advantage of these tools is that they facilitate the extension of our analysis to more general settings,
2Interestingly, the variance of simple feed-forward neural networks was observed to eventually be a decreasing
function of width, but the authors rationalized this early evidence of double descent as a quirk of the optimization.
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including the case of kernel regression with respect to the Neural Tangent Kernel (NTK) [32]. To
ease the exposition we have deferred the discussion of the NTK and all proofs to the Supplementary
Material (SM).
While finalizing this manuscript, we became aware of several concurrent works that examine similar
questions. Yang et al. [33] define the total bias and variance similarly to [25], but they do not attempt
a decomposition of the variance. Their results can be derived as a special case of our fine-grained
decomposition by summing the variance terms in Thm. 1. Jacot et al. [34] study the relationship
between the random feature model and the nonparametric Gaussian process which it approximates.
The bias-variance decomposition considered in that paper is again univariate and is with respect to the
randomness in the random features (the expressions are subsequently averaged over the training data).
Closest to our work is [35], which also studies a multivariate decomposition of the random feature
model in the high-dimensional limit. Unlike our approach, their decomposition is not symmetric with
respect to the underlying random variables, and the results depend on the chosen order of conditioning.
Their particular choice, and indeed all possible choices, arise as special cases of our general result.
See Sec. S8 for a detailed discussion.
1.2 Our Contributions
1. We develop a symmetric, interpretable variance decomposition suitable for modern deep
learning algorithms
2. We compute this decomposition analytically for random feature kernel regression in the
high-dimensional asymptotic regime
3. We prove that the bias is monotonically decreasing as the width increases and that it is finite
at the interpolation threshold
4. We clarify the relationship between label noise and double descent: while the test loss can
diverge at the interpolation threshold without label noise, the divergence is exacerbated by it
5. We provide a quantitative description of how both ensemble and bagging methods can
eliminate double descent, since the divergence is caused by variance terms due to the
interactions between sampling and initialization
2 Bias-Variance Decomposition
In this section, we trace through the evolution of several ways to analyze the bias-variance trade-off.
By analyzing their shortcomings, we motivate our fine-grained analysis that follows.
2.1 Classical Bias-Variance Decomposition
The bias-variance trade-off has long served as a useful paradigm for understanding the generalization
of machine learning algorithms. For a given test point x, it decomposes the expected error as
E [ŷ(x)− y(x)]2 = (Eŷ(x)− Ey(x))2 + V [ŷ(x)] + V[y(x)] , (1)
and subsequently averages over the test point to obtain a decomposition of the test error in which
the first term is the bias, the second term is the variance, and the third term is the irreducible noise.
In classical settings, the randomness of the predictive function is usually regarded as coming from
randomness in the training data, i.e. sampling noise. This leads to two common conventions, where
the expectations in eqn. (1) are over both X and y or are conditional on X and only over the label
noise in y. For concreteness and to simplify the exposition, in this subsection we adopt the latter
convention and make the common modelling assumption that the sampling noise is an additive term
ε on the training labels but is zero on the test labels y(x). Using Ex to denote expectation over the
test point, we have
Etest := ExEε [ŷ(x)− y(x)]2 = Ex (Eε[ŷ(x)]− y(x))2︸ ︷︷ ︸
Bias
+ExVε [ŷ(x)]︸ ︷︷ ︸
Variance
. (2)
We refer to eqn. (2) as the classical bias-variance decomposition.
2.2 Bias-Variance Decompositions for Modern Learning Methods
Modern methods for training neural networks often utilize additional sources of randomness, such
as the initial parameter values, minibatch selection, etc., which we collectively denote by θ. One is
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therefore left with a choice regarding whether or not to include θ in the expectations in eqn. (1), or to
simply average over θ when computing the test loss. We explore the ramifications of these different
choices below.
Semi-classical Approach. In what we call the semi-classical approach, the additional random
variables θ coming from initialization or optimization are not included in the expectations in eqn. (1);
we instead average over these quantities to define





In some scenarios, such as the high-dimensional setup analyzed in [23], the additional averaging
over θ is unnecessary as the distributions concentrate around their mean. In those situations, the
semi-classical decomposition is identical to the classical one, thus motivating this particular approach.
Multivariate Approach. In what we call the multivariate approach, the additional random vari-
ables θ are included in the expectations in eqn. (1), so that all random variables are on the same
footing. We can then drop explicit references to θ and ε and simply write,





One advantage of this perspective is that its form is completely symmetric with respect to the
underlying random variables. Another is that the predictive function ŷ(x) appearing in the bias B is
not conditional on any random variables. As we discuss in Sec. 4, this facilitates its interpretation as
a measure of erroneous assumptions in the model.
The downside of this perspective is that the variance V no longer admits a simple interpretation since
it contains contributions from multiple random variables. This problem can be remedied by further
decomposing the variance.
2.2.1 Symmetric Decomposition of the Variance
To gain further insight into the structure of the total variance V and how individual random variables
contribute to it, it can be useful to write V as a sum of individual terms, each with an unambiguous
meaning.
One path forward is to rely on the law of total variance: V [Y] = EV [Y|X ] + VE [Y|X ], where
the terms represent the variance of Y unexplained and explained by X respectively. However, one
is immediately confronted by the question of which source of randomness to condition on. As we
discuss in Sec. 4.2, different choices yield different terms and can lead to ambiguous interpretations.
To avoid this ambiguity, we introduce a fully-symmetric decomposition, which turns out to be unique
if we additionally require self-consistency under marginalization with respect to all variables.
Proposition 1. Let X1, . . . , XK , and Y be random variables and X := {X1, . . . , XK}. We define
a variance decomposition of Y to be a multiset {V1, . . . , VN} of nonnegative real numbers such that
V[Y ] =
∑
i Vi. Then there exists a unique variance decomposition V := {Vs : s ⊆ X} such that V
is invariant under permutations of X , and such that for all S ⊆ X the marginal variances satisfy the
subset-sum relation,




Example 1. Consider the case of two random variables, the parameters P and the data D. Then
X = {P,D} and the decomposition satisfying Prop. 1 is given by
VP := ExVE[ŷ|P ] (6)
VD := ExVE[ŷ|D] (7)
VPD := ExVE[ŷ|P,D]− ExVE[ŷ|P ]− ExVE[ŷ|D] . (8)
We can interpret VPD as the variance explained by the parameters and data together beyond what
they explain individually.
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Example 2. Further decomposing D into randomness from sampling the inputs X and label noise ε,
we can write X = {P,X, ε} and the decomposition satisfying Prop. 1 is given by,
VX := ExVE[ŷ|X], (9)
Vε := ExVE[ŷ|ε], (10)
VP := ExVE[ŷ|P ], (11)
VXε := ExVE[ŷ|X, ε]− ExVE[ŷ|X]− ExVE[ŷ|ε], (12)
VPX := ExVE[ŷ|P,X]− ExVE[ŷ|X]− ExVE[ŷ|P ], (13)
VPε := ExVE[ŷ|X, ε]− ExVE[ŷ|ε]− ExVE[ŷ|P ], (14)
VPXε := ExVE[ŷ|P,X, ε]− ExVE[ŷ|X, ε]− ExVE[ŷ|P,X]− ExVE[ŷ|X, ε]
+ ExVE[ŷ|X] + ExVE[ŷ|ε] + ExVE[ŷ|P ]. (15)
Remark 1. Because Vs ≥ 0 and V = V[ŷ] =
∑
s Vs, the subset-sum relation (5) yields an
interpretation of V as the union of disjoint areas, forming a Venn diagram. See Fig. 1(d,e). The
reader may also recognize the quantities above as those that are estimated in a three-way ANOVA.
3 Asymptotic Variance Decomposition for Random Feature Regression
Problem setup and notation. Following prior work modeling double descent [21, 23, 24], we
perform our analysis in the high-dimensional asymptotic scaling limit in which the dataset size
m, feature dimensionality n0, and hidden layer size n1 all tend to infinity at the same rate, with
φ := n0/m and ψ := n0/n1 held constant.
We consider the task of learning an unknown function from m independent samples (xi, yi) ∈
Rn0 × R, i = 1, . . . ,m, where the datapoints are standard Gaussian, xi ∼ N (0, In0), and the labels
are generated by a linear function parameterized by β ∈ Rn0 , whose entries are drawn independently




n0 + εi , (16)
where εi ∼ N (0, σ2ε) is additive label noise on the training points, yielding a signal-to-noise ratio
SNR = σ−2ε . Although this may seem like a simple data distribution, it turns out that, in these
high-dimensional asymptotics, the much more general setting in which the labels are produced by
a non-linear teacher neural network can be exactly modeled with a linear teacher of this form (see
Sec. S2.1).
We consider predictive functions ŷ defined by approximate kernel ridge regression using the ran-
dom feature model3 of [36, 37], for which the random features are given by a single-layer neural
network with random weights. Specifically, we define the random features on the training set
X = [x1, . . . ,xm] and test point x to be
F := σ(W1X/
√
n0) and f := σ(W1x/
√
n0) , (17)











and the model’s predictions are given by
ŷ(x) = Y K−1Kx , (19)
where Y := [y(x1), . . . , y(xm)], K := K(X,X) + γIm, Kx := K(X,x), and γ is a ridge
regularization constant. For this model, W1 plays the role of θ from Sec. 2.2.
Altogether, the test loss can be written as
Etest = EβEx(y(x)− ŷ(x))2 = Ex(β>x/
√
n0 − Y K−1Kx)2 , (20)
where we dropped the outer expectation over β because the distribution concentrates around its mean
(see the SM).
3See the SM for an extension to the Neural Tangent Kernel of a single-hidden-layer neural network [32].
4Any non-zero variance σ2W1 can be absorbed into a redefinition of σ.
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Figure 1: (a-e) The different bias-variance decompositions described in Sec. 4. (f-j) Corresponding
theoretical predictions of Thm. 1 for γ = 0, φ = 1/16 and σ = tanh with SNR = 100 as the model
capacity varies across the interpolation threshold (dashed red). (a,f) The semi-classical decomposition
of [21, 23] has a nonmonotonic and divergent bias term, conflicting with standard definitions of the
bias. (b,g) The decomposition of [25] utilizing the law of total variance interprets the diverging term
V CD as “variance due to optimization”. (c,h) An alternative application of the law of total variance
suggests the opposite, i.e. the diverging term V CP comes from “variance due to sampling”. (d,i)
A bivariate symmetric decomposition of the variance resolves this ambiguity and shows that the
diverging term is actually VPD, i.e. “the variance explained by the parameters and data together
beyond what they explain individually.” (e,j) A trivariate symmetric decomposition reveals that the
divergence comes from two terms, VPX and VPXε (outlined in dashed red), and shows that label
noise exacerbates but does not cause double descent. Since Vε = VPε = 0, they are not shown in (j).
3.1 Main Result: Exact Asymptotics for the Fine-Grained Variance Decomposition
Lemma 1. Let η := E[σ(g)2] and ζ := (E[gσ(g)])2 for g ∼ N (0, 1). Then, in the high-dimensional
asymptotics defined above, the traces τ1(γ) := 1mE tr(K




are given by the unique solutions to the coupled polynomial equations,
ζτ1τ2 (1− γτ1) = φ/ψ (ζτ1τ2 + φ(τ2 − τ1)) = (τ1 − τ2)φ ((η − ζ)τ1 + ζτ2) , (21)
such that τ1, τ2 ∈ C+ for γ ∈ C−.
Theorem 1. Let τ1 and τ2 be defined as in Lemma 1, and use the prime symbol to denote their
derivatives with respect to γ. Then, as =(γ) → 0−, the asymptotic bias and variance terms of
eqns. (9)-(15) are given by








VX = φB(τ1 − τ2)2/(τ21 − φ(τ1 − τ2)2)
Vε = 0







ε(−τ ′1/τ21 − 1)− VXε .
(22)
Corollary 1. In the ridgeless setting, the bias B is a non-increasing function of the overparameteri-
zation ratio n1/m = φ/ψ. Furthermore, at the interpolation boundary ψ = φ, VPX and VPXε are
divergent while the remaining terms are bounded.
4 Fine-Grained Analysis of Double Descent
The fine-grained variance decomposition given in Thm. 1 provides a powerful tool for understanding
the origins of double descent. In this section, we use this tool to reinterpret several counterintuitive
observations made in prior work and to provide a clear and unambiguous characterization of the
source of double descent.
4.1 Semi-classical Approach: The Bias Diverges
In [21, 23], double descent in random feature kernel regression was analyzed through the lens of the
semi-classical bias-variance decomposition introduced in eqn. (3). In our setting,
Etest = BSC + VSC , (23)
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where,
BSC = ExEPX (Eε[ŷ(x)|P,X]− y(x))2 , and VSC = ExEPX [Vε[ŷ|P,X]|x] . (24)
To gain further insight into this decomposition, we can expressBSC and VSC in terms of the variables
in Thm. 1:
BSC = B + VP + VX + VPX , and VSC = Vε + VPε + VXε + VPXε . (25)
Using the correspondence between the variance terms and areas mentioned in Remark 1, we illustrate
this decomposition in Fig. 1(a). The figure shows that BSC is partially comprised of variance terms.
Thm. 1 allows us to exactly characterize how BSC and VSC depend on the capacity of the model,
with results shown in Fig. 1(f). As in [23], we observe that the bias BSC and variance VSC exhibit
nonmonotonic behavior with respect to the model size and both diverge at the interpolation threshold.
Because Vε = VPε = 0 and VXε and VPXε both vanish in the noiseless setting, the semi-classical
decomposition has the nice property that VSC = 0 when there is no label noise. However, it is hard to
reconcile the nonmonotonicity of the bias with its desired interpretation as a measure of the erroneous
assumptions in the model as the latter are expected to decrease as the model increases in capacity. For
this reason, we believe the multivariate approach outlined in Sec. 2.2 provides a more interpretable
basis for understanding double descent.
4.2 Multivariate Approach
The Law of Total Variance: Ambiguous Conclusions. Neal et al. [25] adopt the multivariate
approach of Sec. 2.2 and decompose the test loss in terms of two sources of randomness, the
optimization/initial parameters P and data samplingD. The total variance is additionally decomposed
according to the law of total variance:
V = ExVD[EP [ŷ|D]|x]︸ ︷︷ ︸
VD
+ExED[VP [ŷ|D]|x]︸ ︷︷ ︸
V cD
, (26)
where Neal et al. [25] suggests an interpretation for the two terms as “variance due to sampling”
and “variance due to optimization,” respectively. While the expressions in eqn. (26) are themselves
unambiguous, we will see that attributing such an interpretation to them can be somewhat misleading.
Some simple algebra allows us to express V cD in terms of the terms in Thm. 1 as
V cD = VP + VPX + VPε + VPXε . (27)
Because eqn. (27) contains VPX and VPXε, Corollary 1 implies that V cD diverges at the interpolation
threshold, and indeed we observe that in Fig. 1(g). From the above interpretation of the meaning
of V cD, we might therefore conclude that the “variance due to optimization” is the source of double
descent.
On the other hand, we could have equally well decided to decompose the variance by conditioning on
P instead of D, yielding,
V = ExVP [ED[ŷ|P ]|x]︸ ︷︷ ︸
VP
+ExEP [VD[ŷ|P ]|x]︸ ︷︷ ︸
V cP
. (28)
The corresponding interpretations of these terms would then be “variance due to optimization” and
“variance due to sampling,” respectively. As above, it is straightforward to express V cP as,
V cP = VX + VPX + VXε + VPXε . (29)
In this case, Corollary 1 implies that V cP diverges at the interpolation threshold, as Fig. 1(h) confirms.
In this case, we might therefore conclude that the “variance due to sampling” is the source of double
descent.
The above analysis reveals conflicting explanations for the source double descent, depending on which
source of randomness is conditioned on when applying the law of total variance. We believe this





























































Figure 2: Comparison of (a) ensembles and (b) bagging. Solid lines are theoretical predictions and
dots are simulation results. In (a,b) we set γ = 10−6, n0 = 213, m = 214, σ = tanh, and SNR = 5.
Note that as either kP or kD increase, the peak around the interpolation threshold decreases. In (c),
we plot the optimal ratio [kD/kP ]optimal (35) as a function of n1/m for different SNRs. The shaded
area, [kD/kP ]optimal < 1, is where averaging over the parameters reduces variance more efficiently.
As expected, for large width, bagging is much more efficient.
Bivariate Symmetric Decomposition: VPD is the Source of Divergence. In the previous two-
variable setting, the symmetric decomposition can be written as (see Example 1),
V = VP + VD + VPD . (30)
See Fig. 1(d) for an illustration of this decomposition. This figure shows that VPD inhabits the
ambiguous overlap region that was responsible for the inconsistent interpretations arising from a
naive application of the law of total variance. From the theoretical results shown in Fig. 1(i), it is clear
that neither the variance explained by the parameters, VP , nor the variance explained by the data,
VD, can be responsible for double descent; instead it must be VPD that is causing the divergence.
Recalling the definition of VPD in Ex. 1, we conclude that the divergence at the interpolation boundary
is caused by “the variance explained by the parameters and training data together beyond what they
explain individually.”
One implication of this interpretation is that if we had a way of removing either the variance from
the parameters or the variance from the data, then the divergence would be eliminated. We examine
this phenomenon from the perspective of ensemble and bagging methods in Sec. 5 and confirm
empirically that this is indeed the case. See Fig. 2.
Trivariate Symmetric Decomposition: Divergence Persists in Absence of Label Noise. Re-
turning to the full model from Sec. 3 with three sources of randomness, we know from Thm. 1
that
V = VP + VX + VPX + VXε + VPXε , (31)
while the other two variance terms Vε and VPε vanish. The seven variance terms are illustrated in
Fig. 1(e). The dependence of the five non-zero terms on the model’s capacity is plotted in Fig. 1(j).
We find that VPX and VPXε both diverge at the interpolation threshold while the other terms remain
finite. This result helps explain recent empirical results that have found that label noise amplifies the
double descent phenomena [13]: because VPX itself diverges, there is double descent even without
label noise, but because VPXε also diverges, label noise can exacerbate the effect.
5 Ensemble Learning
The understanding we have developed for the sources of variance enables explicit prediction of the
effectiveness of ensemble and bagging techniques. We consider averaging the predictive functions
of several independently initialized base learners as well as bagging the predictions from models
with independent samples of training data. Specifically, we consider kP independent samples of the
parameters, Pi, and kD independent samples of the training data, Xj and εj . Then our predictive







where the indicies of ŷ indicate the specific sample of parameters and training data used to construct
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while the bias remains the same. We illustrate these results empirically in Fig. 2 and show that
ensembles of base learners and bagging are both able to independently reduce the divergence around
the interpolation threshold, as they reduce the divergent terms VPX and VPXε.
As the computation of eqn. (32) requires evaluating kP kD base learners, it is natural to try to
characterize the optimal combination of ensembles and bagging given a fixed computational budget.
We find the optimal ratio is given as
[kD/kP ]optimal = (VX + Vε + VXε)/VP . (35)
See Fig. 2, which shows that, for the kernel regression problem studied here, ensembles are typically
more efficient at small width and bagging is more efficient at large width.
6 Conclusion
We analyzed the bias and variance trade-off in the modern setting, where the difference to the classical
picture of under- and overfitting is marked. We argued that understanding the behavior of the bias
and variance in learning algorithms that depend on large sources of randomness requires rethinking
the classical definitions to encompass these sources.
We presented a bias-variance decomposition that is suitable for these settings, and showed how it can
help attribute components of the loss to their causes, while avoiding counterintuitive or ambiguous
conclusions. For random feature kernel regression, we gave exact predictions for all of the terms in
the decomposition and proved that the bias is monotonically decreasing and identified the source
of divergence at the interpolation threshold to be the interaction between the noise from sampling
and initialization. We showed that while label noise does not cause the divergence, it can exacerbate
the effect. Finally, we made exact predictions for ensemble learning and bagging and provided the
computationally optimal strategy to combine them.
Broader Impact
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this theoretical work will raise any ethical concerns or will generate any adverse future societal
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S1 Symmetric variance decomposition
The purpose of this section is to prove Prop. 1 and derive eqns. (33)-(35). The strategy is to use the subset-sum relationship,
eqn. (5), as a definition, derive explicit formulae for the variance terms, then prove all terms are nonnegative. In the statistics
literature this approach is referred to as functional ANOVA [6–9], but we present a derivation here as it may be unfamiliar to
members of the machine learning community.
Motivation. The law of total variance for two random variables X and Y is
V[Y ] = EV[Y |X] + VE[Y |X], (S1)
where the two terms represents the variance of Y that is unexplained and explained by X respectively. Since the variance must
be nonnegative it is possible to interpret it as an area. In Fig. S1a, the total variance is represented by the square, which is in turn
broken up into the explained variance (red circle) and unexplained variance (area outside of the circle).
It is possible to extend this idea to several variables. An observation that is key to the interpretation is
VE[Y |X1] + VE[Y |X2] ≤ VE[Y |X1, X2], (S2)
i.e. the “variance explained” is a superadditive function. So the decomposition for two variables could be written as
V[Y ] = VE[Y |X1] + VE[Y |X2] + (VE[Y |X1, X2]− VE[Y |X1]− VE[Y |X2]) + EV[Y |X1, X2], (S3)
with the terms interpreted as the variance explained by X1, the variance explained by X2, the additional variance explained by
X1 and X2 together, and the variance left unexplained by X1 and X2. Note that the terms are all guaranteed to be positive by
eqn. (S2). See Fig S1b.
Several variables. Generalizing, let X := (X1, . . . , Xk) be a collection of random variables. Consider a Venn diagram of k
circles, and denote the disjoint areas using Vi for a vector i ∈ {0, 1}k, where ij indicates whether the area is inside the jth circle
(see Fig S1). We make use of the natural partial ordering on {0, 1}k, i.e. i ≤ j if and only if il ≤ jl for all l. Note the ordering
indicates the subset relation if the vectors are thought of as indicator vectors. We also use the notation ej for the standard basis
vectors, and define the vectors Xi := (Xj : ij = 1).
For simplicity, assume Y ∈ σ(X), so that E[f(Y )|X] = f(Y ) for any measurable function f and all the variance of Y is
explained by X, i.e.
VE[Y |X] = V[Y ] (S4)
or V0 = 0. In fact, let us write Y = h(X). We make this assumption without loss of generality as one can otherwise consider
Xk+1 := Y − E(Y |X), i.e. the orthogonal complement of Y under projection onto the sigma algebra generated by X.
Consistent with the k = 1 case, we define
Vej = VE[Y |Xj ], (S5)
or more generally ∑
i:i≤j
Vi = VE[Y |Xj]. (S6)
Eqn. (S6) is exactly the subset-sum relationship in (5).
Lemma S1. Eqn. (S6) is sufficient to define Vi for all i.
Proof. This lemma follows directly from the fact that (S6) defines 2k equations in terms of 2k unknowns, Vi. However, we may
get a more explicit solution for each Vi: We proceed by induction on |i| :=
∑
j ij . The special case of eqn. (S6), eqn. (S5),





Vj = VE[Y |Xi]. (S7)
Noting that |j| ≤ m if j ≤ i and j 6= i completes the proof.
1
Calculating Variances To calculate the variances terms used above for our model, we use a coupling: we introduce a copy of
the underlying random variables X and take expectations under different independence assumptions on X and its copy. The
simplest illustration of this idea is to express the variance of a random variable Y using an iid copy of Y , denoted Y ′, then define
Ỹ := BY + (1−B)Y ′ for B ∼ Bern(1/2) independent of Y and Y ′. We have
V[Y ] = E[Y 2]− E[Y ]2 = E[Y Y ]− E[Y Y ′] = E[Y Ỹ |B = 1]− E[Y Ỹ |B = 0]. (S8)
This idea extends naturally to our setting. Recall Y = h(X), then let X̃ := (B1X1 + (1−B1)X ′1, . . . , BkXk + (1−Bk)X ′k)






Thus, VE[Y |Xi] = Hi −H0 and EV[Y |Xi] = H1 −Hi.







Proof. We again use induction on |i|. The formula clearly holds for |i| = 1. Then using the induction hypothesis and eqn. (S7),
we see














Lemma S2. The function H is partially ordered, that is
Hi ≤ Hj, (S12)
if and only if ik ≤ jk for all k ∈ {1, . . . , k}.
Proof. Define Z := E[Y |Xi], then









Theorem S2. The areas Vi are nonnegative.
Proof. The idea is similar to the proof of Lemma S2, and indeed this generalize the result. First we prove eqn. (S2) to illustrate
the idea with simple notation. We see
VE[Y |X1, X2]− VE[Y |X1]− VE[Y |X2] (S14)
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(c) k = 3
Figure S1: In (a) the two disjoint areas represent VE[Y |X], the variance of Y explained by X , and EV[Y |X], the variance of Y
unexplained by X . For simplicity, we assume that in (b) and (c) there is no variance that is not explained by X, so that the area
outside of the circles is zero.
For the general case, fix i and define
h̄(Xi) := EX1−i [h(X)|Xi], (S15)
that is, marginalize over all Xj such that ij = 0. Then note for j ≤ i that
Hj = Eh(Xj,Xi−j,X1−i)h(Xj, X̃i−j, X̃1−i) = Eh̄(Xj,Xi−j)h̄(Xj, X̃i−j). (S16)
















Examples for k = 2 and k = 3 used in the main text. See Fig S1b. For k = 2, we have:
V01 = H10 −H00
V10 = H01 −H00
V11 = H11 −H01 −H10 +H00.
3
See Fig S1c. For k = 3, we have:
V001 = H001 −H000
V010 = H010 −H000
V100 = H100 −H000
V011 = H011 −H001 −H010 +H000
V101 = H101 −H001 −H100 +H000
V110 = H110 −H010 −H100 +H000
V111 = H111 −H011 −H101 −H110 +H001 +H010 +H100 −H000.
(S18)
Ensemble and bagging formulas. To obtain these results, we first calculate the Hi terms associated with the averaged







where the indices denote iid samples. We consider the variance decomposition of Y with respect to P , X , and ε. Note, we could
instead use the notation







ŷ(Pi, Xj , εj), (S20)
to make explicit the dependence on each of the random variables.
Clearly, Eŷ(P,X, ε) = ŷ(P1, X1, ε1), so the predictors have the same bias. Now, we calculate the Hs using superscripts to
denote the ensemble and bagging sizes. First,











































































































Eŷ(Pi, Xj , εj)ŷ(Pi′ , Xj′ , ε̃j′) (S27)
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Finally, substituting the expressions for the Hs into eqn. (S18) and simplifying completes the derivation.























and substitute kD = K/kP , where K is a fixed constant. Then differentiating eqn. (S31) with respect to kP and solving for the
stationary point yields eqn. (35).
S2 Model Definitions for the Full Neural Tangent Kernel
For clarity of presentation, in the main text we focused on a linear teacher and a simple unstructured random feature model. This
model can also be viewed as a degeneration of the Neural Tangent Kernel (NTK) of a single-hidden-layer neural network under
which the first-layer weights are held at their randomly-initialized values and only the second-layer weights are optimized. Our
analysis and results actually extend to the full NTK, where all weights are optimized, and to a wide nonlinear teacher neural
network. The results in the main text are special cases of the more general results we present here.
S2.1 Data distribution
Following [24], we consider the task of learning an unknown function from m independent samples (xi, yi) ∈ Rn0 ×R, i ≤ m,
where the datapoints are standard Gaussian, xi ∼ N (0, In0), and the labels are generated by a wide5 single-hidden-layer neural
network:




nT + εi . (S32)
The teacher’s activation function σT is applied coordinate-wise, and its parameters Ω ∈ RnT×n0 and ω ∈ R1×nT are matrices
whose entries are independently sampled once for all data from N (0, 1). We also allow for independent label noise, εi ∼





nT + ε− ŷ(x))2 . (S33)
5We assume the width nT →∞, but the rate is not important.
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Recall that in our high-dimensional asymptotics the limiting ratios n0/m→ φ and n0/n1 → ψ are constant. As we will discuss
in Sec. S3, in this regime only linear functions of the data can be learned, a finding that is consistent with observations made
in [38, 23]. When the teacher width nT →∞, a precise decomposition of the teacher emerges that neatly captures its learning
and unlearnable components. Specifically, if we define,
ζT := (Eσ′T(g))2 , and ηT := EσT(g)2 , (S34)
then there is an equivalent linear teacher plus noise with signal-to-noise ratio given by,
SNR = ζT/
(
ηT − ζT + σ2ε
)
. (S35)
We often make this equivalence to a linear teacher explicit by setting σT(x) = x (which implies ηT = ζT = 1) and explicitly
adding label noise σ2ε = 1/SNR. This procedure also removes the noise from the test label, but since this noise merely
contributes an additive shift to the test loss, removing it does not change any of our conclusions.
S2.2 NTK Regression
We consider predictive functions ŷ defined by approximate (i.e. random feature) kernel ridge regression using the NTK of a






for initial n1 × n0 and 1× n1 weight matrices with iid entries [W1]ij ∼ N (0, 1)6 and [W2]i ∼ N (0, σ2W2).
The NTK can be considered a kernel K that is approximated by random features corresponding to the Jacobian J of the
network’s output with respect to its parameters, i.e. K(x1,x2) = J(x1)J(x2)>. The Jacobian itself naturally decomposes into
the Jacobian with respect to W1 and W2, i.e. J(x) = [∂N0(x)/∂W1, ∂N0(x)/∂W2] = [J1(x), J2(x)]. Therefore the kernel K
also decomposes this way, and we can write.
K(x1,x2) = J1(x1)J1(x2)
> + J2(x1)J2(x2)
> =: K1(x1,x2) +K2(x1,x2). (S37)
As the width of the network becomes very large (compared to all other relevant scales in the system), the approximate NTK
converges to a constant kernel determined by the network’s initial parameters and describes the trajectory of the network’s
output under gradient descent.7 In this work, we focus on the predictive function defined by the solution to this kernel regression
problem,
ŷ(x) := N0(x) + (Y −N0(X))K−1Kx (S38)
















where we have introduced the abbreviations F := σ(W1X/
√
n0) and F ′ := σ′(W1X/
√
n0). Notice that when σ2W2 → 0,
K = K2, i.e. the NTK degenerates into the standard random features kernel of the main text.
6Any non-zero σ2W1 can be absorbed into a redefinition of σ.
7If the width is not asymptotically larger than the dataset size, the kernel system may not accurately describe the late-time predictions of
the neural network.
6
Centering The predictive function (S38) contains an offset N0(x) which would typically be set to zero in standard random
feature kernel regression because it simply increases the variance of test predictions. Removing this variance component has an
analogous operation in neural network training: either the function value at initialization can be subtracted throughout training,
or a symmetrization trick can be used in which two copies of the neural network are initialized identically, and their normalized
difference N ≡
(




2 is trained with gradient descent. Either method preserves the kernel K while enforcing
N0 ≡ 0. We call this procedure centering, and present results with and without it.
Finally, we note that ridge regularization in the kernel perspective corresponds to using L2 regularization of the neural network’s
weights toward their initial values.
S2.3 Exact Asymptotics for the Fine-Grained Variance Decomposition of the NTK
Here we state a generalization of the results from Sec. 3.1 to the NTK. As discussed above, the results for random feature kernel
regression follow by setting σW2 = 0. The proofs are presented in the subsequent sections.
High-dimensional asymptotics. We consider the limiting behavior of tracial expressions as the dimensions in our model
diverge to infinity as their ratios are held fixed according to φ and ψ. The tracial expressions are random variables that converge
in probability to deterministic constants, which are specified as the solution to a coupled equation defined below.
Lemma S3. Let g ∼ N (0, 1) and define,
ζ := (Eσ′(g))2 , η := Eσ(g)2 , and η′ := Eσ′(g)2 . (S41)
Then, in the high-dimensional asymptotics defined above, the limits of the traces τ1(γ) = 1mE tr(K





X>XK−1) converge in probability to the unique solutions to the coupled polynomial equations,
0 = φ (ζτ2τ1 + φ(τ2 − τ1)) + ζτ1τ2ψ (γτ1 − 1) + ζτ1τ2σ2W2 (ζ (τ2 − τ1)ψ + τ1ψη
′ + φ) (S42)
0 = ζτ21 τ2 (η
′ − η)σ2W2 + ζτ1τ2 (γτ1 − 1)− (τ2 − τ1)φ (ζ (τ2 − τ1) + ητ1) . (S43)
such that τ1, τ2 ∈ C+ for γ ∈ C+.
Corollary S1. Lemma 1 follows from Lemma S3 by setting σW2 = 0.
Theorem S3. Let τ1 and τ2 be defined as in Lemma S3. Then the asymptotic bias and variance terms of eqns. (9)-(15) for the
NTK are given by,







1 −B − νT2/τ ′1
VX = φB(τ1 − τ2)2/(τ21 − φ(τ1 − τ2)2)
Vε = 0























τ ′i is the derivative of τi with respect to γ, and ν = 0 with centering and ν = 1 without it.
Corollary S2. Theorem 1 follows from Theorem S3 by setting σW2 = 0.
S2.4 Discussion of Results for the NTK
We briefly highlight some results for the full version of Theorem S3 that are distinct from the special case Theorem 1. Note
that since the model in eqn. (S38) corresponds to the full NTK, the model has n1(n0 + 1) parameters. Thus n1 = m does not
occur at the interpolation threshold but instead represents a significantly overparameterized model. Previous work has found
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Figure S2: We replicate Fig. 1 from the main text but using the NTK. As before we set γ = 0, φ = 1/16 and σ = tanh with
SNR = 100, and we use centering. Recall that the number of trainable parameters for the NTK is n1(n0 + 1), so n1 = m
no longer corresponds to the interpolation threshold but represents very overparameterized models. Despite this we still find
nonmonotonic behavior in many of the variance terms. Specifically, VP , VPX , and VPXε are all nonmonotonic and have a peak
slightly before n1 = m. In the semi-classical decomposition (a), these nonmonotonicities would again cause the bias to be
nonmonotonic. Similar ambiguities to the random feature case occur for the NTK in (b) and (c). (d) shows the two variable
decomposition and (e) the three variable decomposition. As in Fig. 1 the terms Vε and VPε are zero.
Since n1 = m is far beyond the interpolation threshold, this second occurrence of nonmonotonicity is qualitatively different
than double descent behavior. Our variance decomposition sheds light on the source of this second occurrence of nonmonotonic
behavior (see Fig. S2).
We find that none of the variance terms are divergent, but the sources of the nonmonotonicity are VP , VPX , and VPXε. Curiously,
bagging this predictive function for a large number of dataset samples would remove all other sources of variance except VP .
This would have the effect of highlighting the nonmonotonicity in the total variance.
S3 Gaussian Equivalents
Here we review the analysis from [24] for computing the test loss in our high-dimensional asymptotic limit. In the next sections,
we extend this procedure to compute the constituent bias and variance terms.
As a first step, we exploit some simplifications that happen in our asymptotic limit that allow us to make the following
replacements without changing any of the variance terms or the bias:
K1 → σ2W2(η





































where f := σ(W1x/
√




nT is its label.
The new objects ΘF , ΘY , θf , and θy are matrices of the appropriate shapes with iid standard Gaussian entries. The constants
η′, η, and ζ (see eq. (S41)), as well as ηT and ζT (see eqn. (S34)) are chosen so that the mixed moments up to second order are
the same for the original and linearized versions.
To give some intuition on these substitutions, many of the statistics of random matrices are universal, that is, their limiting
behavior as the matrix gets larger is insensitive to the detailed properties of their entries’ distributions. Considerable work
has gone into demonstrating universality for an increasingly large class of random matrices and a growing number of detailed
statistics. In our case, the test loss is a global measurement of several random matrices. This perspective gives some intuition for
why we are able to replace many of the intractable terms in the expressions we analyze with tractable terms, which only need to
match quite superficial properties of the distributions to ensure the limiting test loss is the same.





for deterministic A and random B. Under assumptions on A and B, standard concentration inequalities can be used to describe
the limiting behavior of sums like eqn. (S51). In our setting, one finds that this behavior only depends on the the low-order
moments of B. By matching these low-order moments with Gaussian random variables, we can replace B with a Gaussian
random matrix with the same limiting behavior. Note, often A is not actually deterministic, we are simply conditioning on it and
only considering the randomness in B. The approach is suitable for determining the average behavior of eqn. (S51) when we
have control over the (weak) correlations in the entries of A and B. Linearizing the matrices A and B in this setting is just a
convenient bookkeeping device for performing these computations.
When one of the matrices in eqn. (S51) is inverted, the situation is more complex, and indeed this is the case for the kernel
matrix K in expressions for the training and test loss. As in [24], to apply the linear pencil algorithm [39, 40], we must first
replace the kernels in all expressions with linearized versions (using eqns. (S46)-(S50)), yielding a rational expression of the
i.i.d. Gaussian matrices, X , W1, etc.
It should be expected that a linearized version of F will lead to the same asymptotic statistics due to some very general results








where A is symmetric and z ∈ C+. The resolvent matrix (B − z)−1 is intimately related to the spectral properties of B.
Recently, isotropic results for quite general A have been developed for matrices with correlated entries, which show that under
certain assumptions the limiting behavior of eqn. (S52) depends only on the low-order moments of B. Specifically, the limiting
behavior of eqn. (S52) is described by the matrix Dyson equation in many cases. For a summary of these results and related
topics see e.g. [41].
Finding Gaussian equivalents for A and B in expressions like eqns. (S51) and (S52) is relatively simple in our case. We
encounter terms for which the matrix B depends on some other random matrix C through a coordinate-wise nonlinear function
f(C). For such cases, Taylor expanding the function f is the key tool to finding these equivalents (see e.g. [28] for more details
on this type of approach).
S4 Exact asymptotics for the training loss
S4.1 Decomposition of terms
The model’s predictions on the training set, ŷ(X), take a simple form,
ŷ(X) = N0(X) + (Y −N0(X))K−1K(X,X) (S53)
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= Y − γ(Y −N0(X))K−1 . (S54)

















= T1 + νT2 (S57)











We have suppressed the terms linear in N0 since they vanish owing to the linear dependence on the symmetric random variable
W2. The Neural Tangent Kernel K = K(X,X) + γIm and is given by,
K = σ2W2
[







+ γIm . (S60)
Note that N0(X)>N0(X) = σ2W2/n1F























ωΩX + E , (S62)




X>X + σ2εIm . (S63)
Putting these pieces together, we can write for τ1 = τ1(γ) and τ2 = τ2(γ),

























Self-consistent equations for τ1 and τ2 can be computed using the resolvent method, as was done in [28] for the case of
σW2 = 0. In order to pave the way for the analysis of the test error, we instead demonstrate how to compute these traces using
operator-valued free probability.
Remark 2. In the remainder of this section, and in Sec. S5, we assume at times that σ is non-linear (so that η′ > ζ and η > ζ)
and/or γ > 0 in order that certain denominator factors are non-zero. The linear and/or ridgeless cases can be obtained by
limits of our general results, or through special cases of the pertinent intermediate formulas.
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S4.2 Linear pencils
To begin, we construct linear pencils for τ1 and τ2. Specifically, straightforward block-matrix inversion confirms that
τ1 = tr([Q
−1
T ]1,1) and τ2 = tr([Q
−1
















−X In0 0 0
−
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T ]1,5) , and tr([Q̄
−1
T ]2,8) . (S70)
Observe that Q̄T is a self-adjoint matrix whose blocks are either constants or proportional to one of {X,X>,W1,W>1 ,ΘF ,Θ>F };
let us denote the constant terms as Z. As such, we can directly utilize the results of [31, 40] to compute the necessary traces.
S4.3 Operator-valued Stieltjes transform
The traces can be extracted from the operator-valued Stieltjes transform G : Md(C)+ →Md(C)+, which is a solution of the
equation,
ZG = Id + η(G)G , (S71)




σ(i, k; l, j)αkDkl , (S72)
where αk is dimensionality of the kth block and σ(i, k; l, k) denotes the covariance between the entries of the blocks ij block of
Q̄ and entries of the kl block of Q̄. Eqn. (S71) may admit many solutions, but there is a unique solution such that ImG  0 for
ImZ  0.
The constants Z, the entries of σ, and therefore the equations (S72) are manifest by inspection of the block matrix representation
for Q̄T . Although the matrix representation of the equations is too large to reproduce here, we can nevertheless extract the
equations satisfied by each entry of G.









 τ1 0 0 00 g3 0 τ20 0 g4 0
0 g6 0 g5
 (S74)







































0 = φ− g4
(
τ1ψ(η − ζ) + ζτ2ψ + φ
)
(S80)














































It is straightforward algebra to eliminate g3, g4, g5 and g6 from the above equations. A simple set of equations for τ1 and τ2
follows,
0 = φ (ζτ2τ1 + φ(τ2 − τ1)) + ζτ1τ2ψ (γτ1 − 1) + ζτ1τ2σ2W2 (ζ (τ2 − τ1)ψ + τ1ψη
′ + φ) (S85)
0 = ζτ21 τ2 (η
′ − η)σ2W2 + ζτ1τ2 (γτ1 − 1)− (τ2 − τ1)φ (ζ (τ2 − τ1) + ητ1) . (S86)
Although these equations admit multiple solutions, the general results of [31, 40] guarantee that the correct root is given by the
unique solutions τ1, τ2 : C+ → C+ which are analytic in the upper half-plane.
It will prove useful to obtain expressions for τ ′1(γ) and τ
′
2(γ). By differentiating eqns. (S85) and (S86) with respect to γ, we find





























τ ′2 = −
ζτ22
(






























where we have introduced some auxiliary variables to ease the presentation,
τ̃1 = σ
2
W2ζτ2 + φτ̃2 and τ̃2 = −1 + τ2/τ1 . (S89)
S5 Exact asymptotics for the test loss
S5.1 Decomposition of terms
The test loss can be written as,
Etest = E(x,y)(y − ŷ(x))2 = E1 + E2 + E3 (S90)
with
E1 = E(x,ε) tr(y(x)y(x)>) + E(x,ε) tr(N0(x)N0(x)>) (S91)
E2 = −2E(x,ε) tr(K>x K−1Y >y(x))− 2E(x,ε) tr(K>x K−1N0(X)>N0(x)) (S92)
E3 = E(x,ε) tr(K>x K−1Y >Y K−1Kx) + E(x,ε) tr(K>x K−1N0(X)>N0(X)K−1Kx) , (S93)
where we have suppressed the terms linear in N0 since they vanish owing to the linear dependence on the symmetric random
variable W2. The Neural Tangent Kernels K = K(X,X) and Kx = K(X,x) are given by,
K = σ2W2
[















Remark 3. In eqn. (S46), we argued that the leading order behavior (all that is relevant for the test loss) of K1 is relatively
simple, leading to the expression for K in eqn. (S94). Implicitly this requires that η′ 6= ζ, and similarly, in many of the
expressions denominators are assumed to be nonzero. We handle degenerate expressions of this kind as special cases, but avoid
details here to streamline the presentation.
Using the cyclicity and linearity of the trace, the expectation over x requires the computation of
ExKxK>x , Exy(x)K>x , Exy(x)y(x)> , ExN0(x)K>x , and ExN0(x)N0(x)> . (S95)
As described in Sec. S3, without loss of generality we can consider the case of a linear teacher, so that ηT = ζT = 1 and (S50)
and (S49) become





















η − ζθf . (S96)



























































1 + (η − ζ)In1
)
F (S100)
Ex tr(N0(x)N0(x)>) = σ2W2η . (S101)
One may interpret the substitutions in eqn. (S96) as a tool to calculate the expectations above to leading order as it leads to terms
like eqn. (S51). Next we recall the substitution (S62),
Y → 1√
n0nT
ωΩX + E . (S102)



















































1 + (η − ζ)In1
)
F . (S106)







η − ζΘF , (S107)













X>W>1 W1X − (η − ζ)Θ>FΘF . (S108)
13
Putting these pieces together, we have
E1 = 1 + νσ
2
W2η (S109)
E2 = E21 + νE22 (S110)
E3 = E31 + E32 + νE33 , (S111)
where ν = 0 with centering and ν = 1 without it,


























































































Repeated application of the Schur complement formula for block matrix inversion establishes the following representations for
E21, E22, E31, E32, E33.
S5.2.1 E21
















































−X In0 0 0
−
√






























−X 0 In0 0 0
−
√














0 0 0 0 0
0 0 0 0 0
0 0 0 0 0






η − ζΘ>F Im
(
















0 −X 0 In0 0
n1W
>
1 0 −W>1 0 In0
 . (S125)
S5.2.2 E22






























In0 0 −X 0 0 0 0




































η−ζΘF 0 0 In1 0













mσ2εIm 0 0 0 0 0 0 0
)
, V T31 = (0 0 0 0 0 Im 0 0) (S131)
15
and, for β =
(






















































0 0 0 0 In0 −X 0 0



























32 V32) , (S133)
where,










and, for β =
(
























−X In0 0 0 0 0 0 0 0






























0 0 0 0 0 In0 −X 0 0


































0 0 0 0 0 0 0 0 0
)
(S137)
V T33 = ( 0 0 0 0 0 0 0 0 0 −n1In1 0 ) (S138)
16
and, for β =
(































0 0 0 0 0 0 0 0
−X 0 In0 0 0 0 0 0 0 0 0






























0 0 0 0 0 0 In0 −X 0 0 0

















η−ζΘF In1 0 0






η−ζΘF 0 In1 0




S5.3 Operator-valued Stieltjes transform
Even though the individual error terms E21, E22, E31, E32, E33 can be written as the trace of self-adjoint matrices, the individual
Q matrices are not themselves self-adjoint. However, by enlarging the dimensionality by a factor of two, equivalent self-adjoint
representations can easily be constructed. To do so, we simply utilize the identity,













Observe that Q̄21, Q̄22, Q̄31, Q̄32 and Q̄33 are all self-adjoint block matrices whose blocks are either constants or proportional to
one of {X,X>,W1,W>1 ,ΘF ,Θ>F }; let us denote the constant terms as Z. As such, we can directly utilize the results of [31, 40]
to compute the error terms in question.
For each linear pencil, the corresponding error term can be extracted from the operator-valued Stieltjes transformG : Md(C)+ →
Md(C)+, which is a solution of the equation,
ZG = Id + η(G)G , (S141)




σ(i, k; l, j)αkDkl , (S142)
where αk is dimensionality of the kth block and σ(i, k; l, k) denotes the covariance between the entries of the ij block of Q̄
and entries of the kl block of Q̄. Eqn. (S141) may admit many solutions, but there is a unique solution such that ImG  0 for
ImZ  0.
The constantsZ, the entries of σ, and therefore the equations (S142) are manifest by inspection of the block matrix representations
for Q. Although the matrix representations are too large to reproduce here, we can nevertheless extract the equations satisfied by
each entry of G, which we present in the subsequent sections.
S5.3.1 E21











g8 0 0 0 0 0 0 0 0 0 0 0 0 0
0 g9 0 g6 0 0 0 0 0 0 0 0 0 0
0 0 g11 0 0 0 0 0 0 0 0 0 0 0
0 g12 0 g10 0 0 0 0 0 0 0 0 0 0
0 0 0 0 g8 0 0 0 0 0 0 0 0 0
0 0 0 0 0 g1 0 g5 0 g4 0 g7 0 0
0 0 0 0 0 0 g9 0 g6 0 0 0 0 0
0 0 0 0 0 0 0 g11 0 g3 0 0 0 0
0 0 0 0 0 0 g12 0 g10 0 0 0 0 0
0 0 0 0 0 0 0 0 0 g1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 g8 0 0 0
0 0 0 0 0 0 0 0 0 g2 0 g11 0 0
0 0 0 0 0 0 0 0 0 0 0 0 g9 g6
0 0 0 0 0 0 0 0 0 0 0 0 g12 g10

, (S144)
















and themselves satisfy the following system of polynomial equations,










n0 − g10ψ + ψ (S146c)





























































































η − ζ + g3
(






























































































































− g7(ζ − η)
(










































































η − ζ + ηg5g8ψ
√
η − ζ + g8ψ(ζ − η)
(













































+ g3ψ(ζ − η)
(



















After some straightforward algebra, one can eliminate all gi except for g6 and g8, which satisfy coupled polynomial equations.













In terms of these variables, the error E21 is given by,
E21 = 2(τ2/τ1 − 1) . (S148)
S5.3.2 E22










g11 0 0 0 0 0 g7
0 g5 0 g2 0 g9 0
0 0 g10 0 0 0 0
0 g3 0 g4 0 g8 0
g14 0 0 0 g1 0 g6
0 0 0 0 0 g13 0
g14 0 0 0 0 0 g12
 , (S150)












+ 2g8(η − ζ)σ2W2 , (S151)































































































































































































































































































































































































































































































































+ g10(η − ζ)σ2W2
)
(S152aa)
After some straightforward algebra, one can eliminate all gi except for g7 and g10, which satisfy coupled polynomial equations.



















































g5 0 0 0 0 g2 0 0
0 g6 0 g1 g3 0 0 g4
0 0 g8 0 0 0 g12 0
0 g11 0 g7 g10 0 0 g9
0 0 0 0 g6 0 0 g1
0 0 0 0 0 g5 0 0
0 0 0 0 0 0 g8 0
0 0 0 0 g11 0 0 g7

, (S156)


































































































































































































































































































































0 = g2g8n0ψ(η − ζ)− g5ψ(ζ − η)
(























































































































































After some straightforward algebra, one can eliminate all gi except for g1 and g5, which satisfy coupled polynomial equations.
































g9 0 0 0 0 0 g6 0 0
0 g1 g3 0 g4 g7 0 0 g2
0 0 g10 0 g4 g13 0 0 g5
0 0 0 g12 0 0 0 g16 0
0 0 g15 0 g11 g14 0 0 g8
0 0 0 0 0 g10 0 0 g4
0 0 0 0 0 0 g9 0 0
0 0 0 0 0 0 0 g12 0
0 0 0 0 0 g15 0 0 g11

, (S162)
and the independent entry-wise component functions gi give the error E32 through the relation,
E32 = −g2n3/20 /(
√
ζψ) , (S163)













































































































































































































































































































































































































































0 = g9ψ(−(ζ − η))
(








































































































































After some straightforward algebra, one can eliminate all gi except for g4 and g9, which satisfy coupled polynomial equations.













In terms of τ1, τ2, and τ ′2 (S88), the error E32 is given by,
E32 = 1− 2τ2/τ1 − τ ′2/τ21 . (S166)
S5.3.5 E33











g13 0 0 0 0 0 0 g8 0 0 0
0 g1 0 0 g5 0 0 0 g11 g3 0
0 0 g1 g4 0 g6 g9 0 0 0 g2
0 0 0 g14 0 g6 g17 0 0 0 g7
0 0 0 0 g16 0 0 0 g20 g12 0
0 0 0 g19 0 g15 g18 0 0 0 g10
0 0 0 0 0 0 g14 0 0 0 g6
0 0 0 0 0 0 0 g13 0 0 0
0 0 0 0 0 0 0 0 g1 g5 0
0 0 0 0 0 0 0 0 0 g16 0
0 0 0 0 0 0 g19 0 0 0 g15

, (S168)
and the independent entry-wise component functions gi give the error E32 through the relation,
E33 = −g3n0σ2W2/ψ , (S169)











































































































































































































































































































ζψ − ηψ − ζσ2W2
)
(S170s)
0 = g13ψ(ζ − η) + g5
(



































































0 = g13g16ψ(−(ζ − η))
(


















































+ g13ψ(−(ζ − η))
(





ψ(ζ − η)− ζσ2W2
)(


























































































ψ(ζ − η)− ζσ2W2
)(











































ψ(ζ − η)− ζσ2W2
)(












































































































0 φ+ g8g16n0ψ(ζ − η) + ζg13g20n0ψ − ηg13g20n0ψ
+ g12n0
(









































n0ψ + ζg12g13n0 + ζg8g16n0 + ζg13g20n0 − ηg12g13n0











W2 + g13(ζ − η)
(
ψ(ζ − η)− ζσ2W2
)
+ g5g13(ζ − η)
(











0 φ+ ζg5g8n0ψ + ζg11g13n0ψ − ηg5g8n0ψ − ηg11g13n0ψ
+ g3n0
(































































































































































































































































































After some straightforward algebra, one can eliminate all gi except for g6 and g13, which satisfy coupled polynomial equations.













In terms of τ1, τ2, and their derivatives τ ′1 (S87), τ
′














− E22 . (S172)
S6 Exact asymptotics for bias and variance terms
Following Sec. S1, for each random variable in question we introduce an iid copy of it denoted by a tilde. Using this simplifying
notation and recalling P = {W1,W2} we have,
B = E(x,y)(y − E(P,X,ε)ŷ(x;P,X, ε))2 (S173)
= E(x,y)E(P,X,ε)E(P̃ ,X̃,ε̃)(y − ŷ(x;P,X, ε))(y − ŷ(x; P̃ , X̃, ε̃)) (S174)
= 1 + E21 +H000 , (S175)
where E21 was computed previously and H000 and the other Hijk(also defined above) are,
H000 = Eŷ(x;P,X, ε)ŷ(x; P̃ , X̃, ε̃) (S176)
H001 = Eŷ(x;P,X, ε)ŷ(x; P̃ , X̃, ε) (S177)
H010 = Eŷ(x;P,X, ε)ŷ(x; P̃ ,X, ε̃) (S178)
H011 = Eŷ(x;P,X, ε)ŷ(x; P̃ ,X, ε) (S179)
H100 = Eŷ(x;P,X, ε)ŷ(x;P, X̃, ε̃) (S180)
H101 = Eŷ(x;P,X, ε)ŷ(x;P, X̃, ε) (S181)
H110 = Eŷ(x;P,X, ε)ŷ(x;P,X, ε̃) (S182)
H111 = Eŷ(x;P,X, ε)ŷ(x;P,X, ε) , (S183)
where the expectations are over x, P,X, ε, P̃ , X̃ , and ε̃. Recalling the definition of ŷ,
ŷ(x;P,X, ε) := N0(x;P ) + (Y (X, ε)−N0(X;P ))K(X,X;P )−1K(X,x;P ) (S184)
and the techniques described in the previous section, it is straightforward to analyze each of the above terms, which we do in the
following subsections. To aid those calculations, we first note that, similar to above, we can write,












































































H000 = Eŷ(x;P,X, ε)ŷ(x; P̃ , X̃, ε̃) (S189)
= EK(x, X̃; P̃ )K(X̃, X̃; P̃ )−1Y (X̃, ε̃)>Y (X, ε)K(X,X;P )−1K(X,x;P ) (S190)
= E tr
(

























































































0 0 −W>1 In0 0
0 0 0 0 Im
 . (S197)










g3 0 0 0 0
0 g4 0 g2 0
0 0 g6 0 0
0 g7 0 g5 0
0 0 0 0 g1
 , (S199)
and the independent entry-wise component functions gi give the error E4 through the relation,
E4 = (g1 − g4)2 , (S200)
and themselves satisfy the following system of polynomial equations,




















































































































































After some straightforward algebra, one can eliminate all gi except for g2 and g3, which satisfy coupled polynomial equations.


















H001 = Eŷ(x;P,X, ε)ŷ(x; P̃ , X̃, ε) (S202)
= EK(x, X̃; P̃ )K(X̃, X̃; P̃ )−1Y (X̃, ε)>Y (X, ε)K(X,X;P )−1K(X,x;P ) (S203)
= E tr
(





H010 = Eŷ(x;P,X, ε)ŷ(x; P̃ ,X, ε̃) (S206)
= EK(x, X; P̃ )K(X,X; P̃ )−1Y (X, ε̃)>Y (X, ε)K(X,X;P )−1K(X,x;P ) (S207)
= E tr
(


























≡ E5 . (S211)












m 0 0 0 0 0 0 0
)
, V T5 =
(























−X In0 0 0 0 0 0 0 0



















0 0 0 −W>1 In0 0 0 0 0
0 0 0 0 0 In0 −X 0 0


















0 0 0 0 0 0 0 −W̃>1 In0

. (S214)










g9 0 0 0 0 0 g6 0 0
0 g1 g5 0 g8 g3 0 0 g2
0 0 g10 0 g8 g13 0 0 g7
0 0 0 g12 0 0 0 0 0
0 0 g15 0 g11 g14 0 0 g4
0 0 0 0 0 g10 0 0 g8
0 0 0 0 0 0 g9 0 0
0 0 0 0 0 0 0 g12 0
0 0 0 0 0 g15 0 0 g11

, (S216)







and themselves satisfy the following system of polynomial equations,





















































































































































































































































































































































































































































































After some straightforward algebra, one can eliminate all gi except for g8 and g9, which satisfy coupled polynomial equations.













In terms of the related variables defined in eqn. (S89), the error E4 is given by,
E5 = τ̃
2
2 (1 + φ+ 2τ̃2φ)/(1− τ̃22φ) . (S220)
S6.4 H011
H011 = Eŷ(x;P,X, ε)ŷ(x; P̃ ,X, ε̃) (S221)




K(X,X; P̃ )−1(X>X + σ2εn1Im)K(X,X;P )





K(X,X; P̃ )−1(X>X + σ2εn1Im)K(X,X;P )

























































σ2εIm 0 0 0 0 0 0 0
)
, V T6 =
(













































0 0 −W>1 In0 0 0 0 0
0 0 0 0 In0 −X 0 0











0 0 0 0 0 0 In0 −W̃
>
1



















g5 0 0 0 0 g2 0 0
0 g6 0 g3 g1 0 g4 0
0 0 g8 0 0 0 0 0
0 g11 0 g7 g10 0 g9 0
0 0 0 0 g6 0 g3 0
0 0 0 0 0 g5 0 0
0 0 0 0 g11 0 g7 0
0 0 0 0 0 0 0 g8

, (S233)
















































































































































































































































































































































After some straightforward algebra, one can eliminate all gi except for g3 and g5, which satisfy coupled polynomial equations.


















2 /(1− τ̃22φ) (S237)
S6.5 H100





> +K(x, X̃;P )K(X̃, X̃;P )−1Y (X̃, ε̃)>Y (X, ε)K(X,X;P )−1K(X,x;P )
+K(x, X̃;P)K(X̃, X̃;P )−1N0(X̃)>N0(X)K(X,X;P )−1K(X,x;P )
−N0(x;P )N0(X;P )K(X,X;P )−1K(X,x;P )−N0(x;P )N0(X̃;P )K(X̃, X̃;P )−1K(X̃,x;P )
]
(S239)
= νσ2W2η + νE22 + E tr
(




TF )K(X,X;P )−1K(X,x;P )K(x, X̃;P )
)
(S240)
= νσ2W2η + νE22 + E tr
(

























≡ νσ2W2η + νE22 + E71 + νE72 , (S243)
where, E22 is given above and,
E71 = E tr
(











































































and, for β =
(



















−X In0 0 0 0 0 0 0 0




















0 0 0 −W>1 In0 0 0 0 0
0 0 0 0 0 In0 −X̃ 0 0

































g8 0 0 0 0 0 0 0 0
0 g1 g3 0 g5 g6 0 0 g2
0 0 g9 0 g5 g12 0 0 g4
0 0 0 g11 0 0 0 g15 0
0 0 g14 0 g10 g13 0 0 g7
0 0 0 0 0 g9 0 0 g5
0 0 0 0 0 0 g8 0 0
0 0 0 0 0 0 0 g11 0
0 0 0 0 0 g14 0 0 g10

, (S253)







and themselves satisfy the following system of polynomial equations,
































































































































































































































































































































0 = g8ψ(−(ζ − η))
(





































































































































































After some straightforward algebra, one can eliminate all gi except for g5 and g8, which satisfy coupled polynomial equations.


























1 − 2τ2/τ1 + 1 . (S258)
S6.5.2 E72











m 0 0 0 0 0 0 0 0 0
)
(S260)
V T72 = ( 0 0 0 0 0 0 0 0 0 −n1In1 0 ) (S261)
35
and, for β =
(

























0 0 0 0 0 0 0 0
−X 0 In0 0 0 0 0 0 0 0 0




















0 0 0 0 −W>1 In0 0 0 0 0 0
0 0 0 0 0 0 In0 −X̃ 0 0 0


















η−ζΘ̃F In1 0 0






η−ζΘ̃F 0 In1 0














g12 0 0 0 0 0 0 0 0 0 0
0 g1 0 0 g6 0 0 0 g11 g3 0
0 0 g1 g4 0 g7 g8 0 0 0 g2
0 0 0 g13 0 g7 g16 0 0 0 g5
0 0 0 0 g15 0 0 0 g19 g10 0
0 0 0 g18 0 g14 g17 0 0 0 g9
0 0 0 0 0 0 g13 0 0 0 g7
0 0 0 0 0 0 0 g12 0 0 0
0 0 0 0 0 0 0 0 g1 g6 0
0 0 0 0 0 0 0 0 0 g15 0
0 0 0 0 0 0 g18 0 0 0 g14

, (S264)





and themselves satisfy the following system of polynomial equations,
0 = 1− g1 (S266a)










n0 − g14ψ + ψ (S266d)



























































































































































































































































































































































































































0 = g12ψ(−(ζ − η))
(







































2(− (ζ − η)2)−√ζ√n0φ(γ + σ2W2(η′ − ζ))(g7(ζψ − ηψ − ζσ2W2)+ g5φ))
+ g10φ
(




















































































































































































































































































































































After some straightforward algebra, one can eliminate all gi except for g7 and g12, which satisfy coupled polynomial equations.

















2ζψτ̃1(ζ − 2η) + φ
(





































= −T2/τ ′1 − E22 − ησ2W2 , (S269)
where T2 is given in eqn. (S65).
S6.6 H101




> +K(x, X̃;P)K(X̃, X̃;P )−1Y (X̃, ε)>Y (X, ε)K(X,X;P )−1K(X,x;P )
+K(x, X̃;P)K(X̃, X̃;P )−1N0(X̃)>N0(X)K(X,X;P )−1K(X,x;P )
−N0(x;P )N0(X;P )K(X,X;P )−1K(X,x;P )−N0(x;P )N0(X̃;P )K(X̃, X̃;P )−1K(X̃,x;P )
]
(S271)
= νσ2W2η + νE22 + E tr
(




TF )K(X,X;P )−1K(X,x;P )K(x, X̃;P )
)
(S272)
= H100 , (S273)
38
S6.7 H110




> +K(x, ;P)K(X,X;P )−1Y (X, ε̃)>Y (X, ε)K(X,X;P )−1K(X,x;P )
+K(x, X;P)K(X,X;P )−1N0(X)>N0(X)K(X,X;P )−1K(X,x;P )






> +K(x, ;P)K(X,X;P )−1X>XK(X,X;P )−1K(X,x;P )
+K(x, X;P)K(X,X;P )−1N0(X)>N0(X)K(X,X;P )−1K(X,x;P )
− 2N0(x;P )N0(X;P )K(X,X;P )−1K(X,x;P )
]
(S276)
= νσ2W2η + νE22 + E32 + νE33 (S277)
S6.8 H111




> +K(x, ;P)K(X,X;P )−1Y (X, ε)>Y (X, ε)K(X,X;P )−1K(X,x;P )
+K(x, X;P)K(X,X;P )−1N0(X)>N0(X)K(X,X;P )−1K(X,x;P )






> +K(x, ;P)K(X,X;P )−1(X>X + σ2εn1Im)K(X,X;P )−1K(X,x;P )
+K(x, X;P)K(X,X;P )−1N0(X)>N0(X)K(X,X;P )−1K(X,x;P )
− 2N0(x;P )N0(X;P )K(X,X;P )−1K(X,x;P )
]
(S280)
= νσ2W2η + νE22 + E31 + E32 + νE33 (S281)
S6.9 Combining results: asymptotic variance terms




H011 = E5 + E6
H100 = νσ
2
W2η + νE22 + E71 + νE72
H101 = νσ
2
W2η + νE22 + E71 + νE72
H110 = νσ
2
W2η + νE22 + E32 + νE33
H111 = νσ
2
W2η + νE22 + E31 + E32 + νE33 ,
which using eqn. (S18) gives,





VP = H100 −H000
= νσ2W2η + νE22 + E71 + νE72 − E4
= E71 − E4 − νT2/τ ′1
= τ ′2/τ
′
1 + 2τ2/τ1 − 1− (τ2/τ1 − 1)2 − νT2/τ ′1
= τ ′2/τ
′
1 −B − νT2/τ ′1
VX = H010 −H000






= φB(τ1 − τ2)2/(τ21 − φ(τ1 − τ2)2)
Vε = H001 −H000
= 0
VPX = H110 −H010 −H100 +H000
= νσ2W2η + νE22 + E32 + νE33 − E5 − (νσ
2
W2η + νE22 + E71 + νE72) + E4
= E32 − E71 − E5 + E4 + ν(E33 − E72)














− E22 − (T2 − E22 − ησ2W2))
]















= −τ ′2/τ21 −B − VP − VX + νT2/(γτ1)2
VPε = H101 −H001 −H100 +H000
= νσ2W2η + νE22 + E71 + νE72 − E4 − (νσ
2
W2η + νE22 + E71 + νE72) + E4
= 0
VXε = H011 −H001 −H010 +H000








W2η + νE22 + E31 + E32 + νE33 − (E5 + E6)− (νσ
2
W2η + νE22 + E71 + νE72)
− (νσ2W2η + νE22 + E32 + νE33) + E4 + E5 + νσ
2
W2η + νE22 + E71 + νE72 − E4
= E31 − E6
= σ2ε
(
− τ ′1/τ21 − 1
)
− VXε .
Therefore, we have established the main result, Theorem S3.
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S7 Proof of Corollary 1
S7.1 Bias is non-increasing
In terms of the auxiliary variables τ̃1 and τ̃2 defined in eqn. (S89), the coupled equations defining τ1 and τ2, eqn. (S42), simplify
to
0 = γφτ̃2 − γτ̃1 + σ2W2 (τ̃2 (ζφτ̃2 + ζ + φη
′) + τ̃1 (η − η′) + ζ) (S282)
0 = (τ̃1 − φτ̃2) (ψτ̃1 (ζτ̃2 + η) + ζφ (τ̃2 + 1)) + ζφτ̃1 (τ̃2 + 1)σ2W2 . (S283)
Eliminating τ̃1 from these equations gives,
ζφ (τ̃2 + 1)
(
(η − η′)σ2W2 − γ
) (
τ̃2 (ζφτ̃2 + φ(γ + η) + ζ) + σ
2
W2 (τ̃2 (ζφτ̃2 + ζ + φη
′) + ζ) + ζ
)




W2 (τ̃2 (ζφτ̃2 + ζ + φη
′) + ζ)
) (S284)
Specializing to the random feature kernel (σW2 = 0), the equation becomes,
(τ̃2 (ζψτ̃2 + ζ + ηψ) + ζ) (τ̃2 (ζφτ̃2 + ζ + ηφ) + ζ) = −γζφτ̃2 (τ̃2 + 1) . (S285)
In the ridgeless limit, γ = 0, and the quartic equation factorizes into the product of two quadratic polynomials. The root of these
equations that respects the conditions of Lemma 1 is given by
τ̃2 =
−ζ − ηω +
√
(ζ + ηω)2 − 4ζ2ω
2ζω
, (S286)
















To show that ∂B/∂n1 ≤ 0, we show that (1 + τ̃2) ≥ 0 and that ∂τ̃2/∂ψ ≥ 0. First of all,
1 + τ̃2 = 1 +
−ζ − ηω +
√




−(−2ζω + ζ + ηω) +
√






(−2ζω + ζ + ηω)2 +
√






(ζ + ηω)2 − 4ζ2ω − 4ζ(η − ζ)ω2 +
√
(ζ + ηω)2 − 4ζ2ω
2ζω
≥ 0 , (S291)




−(−2ζω + ζ + ηω) +
√
(ζ + ηω)2 − 4ζ2ω
2ω2
√





(−2ζω + ζ + ηω)2 +
√
(ζ + ηω)2 − 4ζ2ω
2ω2
√





(ζ + ηω)2 − 4ζ2ω − 4ζ(η − ζ)ω2 +
√
(ζ + ηω)2 − 4ζ2ω
2ω2
√
(ζ + ηω)2 − 4ζ2ω
(S294)
≥ 0 . (S295)
Therefore we have shown that
∂B
∂n1
≤ 0 , (S296)
i.e. the bias B is monotonically decreasing.
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S7.2 Behavior near the interpolation boundary











1 . In the ridgeless (γ = 0) limit, these ratios can all be expressed in terms of τ̃2 by using eqns. (S87),
(S88), (S89) and (S285).
We examine the behavior near the interpolation thereshold φ = ψ by taking the limit from both directions. It is straightforward










ζ (τ̃2 + 1)





ζ (τ̃2 + 1)
2
(φ− ψ)τ̃2 (ζτ̃2 + η)
. (S297)
























Turning now to the case of φ > ψ, similar algebraic substitutions yield,
τ2
τ1










τ̃32 (ψ − φ) + τ̃22 (φ− ψ) + τ̃2 + 1
)
+ η2τ̃22 (ψ − φ)





ζ (τ̃2 + 1)
τ̃2(ψ − φ) (ζτ̃2 + η)
− ζτ̃2 (τ̃2 + 1)





ζ (τ̃2 + 1)
2
τ̃2(ψ − φ) (ζτ̃2 + η)
+
τ̃2 (τ̃2 + 1) (η − ζ)
ζτ̃2 (τ̃2 + 2) + η
. (S302)





(ζ + ηφ)2 − 4ζ2φ+ 2ζφ− ζ − ηφ
2ζφ
(S303)
which is evidently finite when φ = ψ and,
τ̃2 (τ̃2 + 1)





(ζ + ηφ)2 − 4ζ2φ+ (ζ + ηφ)2 − 4ζ2φ
(S304)
whose denominator is a sum of non-negative terms that only vanishes if φ = 1 and η = ζ, i.e. the activation function is linear.
























Altogether, we conclude that as φ→ ψ,


























Figure S3: The multivariate variance decomposition of [35]. Following the setup of Fig. 1, panel (a) depicts the decomposition
with a Venn diagram and panel (b) shows plots of the individual terms as functions of the overparameterization ratio n1/m. The
total variance is partitioned into three terms in a sequential manner, breaking the symmetry of the random variables and failing
to account for their interactions. Since it is those interactions that cause the divergences (see Corollary 1), it is not possible to
unambiguously attribute the divergences to a univariate source of variance, despite the the observed spikes in ENoise and EInit.
S8 The Bias-Variance Decomposition of d’Ascoli et al. [35]
While finalizing this manuscript, we became aware of a related work [35] that similarly proposes and calculates a multivariate
variance decomposition in order to examine the origins of double descent. Their approach is sequential in nature, first defining
ENoise to be the (expected) variance conditional on P and X , then EInit to be the remaining variance conditional on X , and finally
ESamp to be the remaining variance. In terms of our fine-grained decomposition, their expressions read,
EBias = B , EInit = VP + VPX , ESamp = VX , ENoise = VPXε + VXε + VPε + Vε . (S307)
Fig. S3(a) illustrates their decomposition in terms of a Venn diagram and Fig. S3(b) shows how the components of their
decomposition behave as the number of random features varies, similarly to Figs. 1 and S2. Note that their total bias and
total variance agree with ours, and that their decomposition also resolves the two separate divergent terms at the interpolation
threshold (since ENoise contains VPXε and EInit contains VPX ). However, because their decomposition is not fully multivariate,
the resulting areas do not necessarily possess the interpretations one might expect from the names “noise variance," “initialization
variance," and “sampling variance." For example, the divergence in ENoise ultimately comes from the contribution of VPXε,
which vanishes when you ensemble over initial parameters, for example. This strong dependence on the parameters does not
seem like a desirable property of a quantity designed to measure the variance due to noise. Similarly, the divergence of EInit
can be eliminated by ensembling (bagging) over different training samples, which also seems like a undesirable property of
“initialization variance." The underlying reason for these inconsistent interpretations is that the divergences ultimately arise from
the interaction terms VPX and VPXε, but these interactions are not captured in their decomposition.
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