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In the operational approach to general probabilistic theories one distinguishes two spaces, the state space of
the “elementary systems” and the physical space in which “laboratory devices” are embedded. Each of those
spaces has its own dimension– the minimal number of real parameters (coordinates) needed to specify the state
of system or a point within the physical space. Within an operational framework to a physical theory, the two
dimensions coincide in a natural way under the following “closeness” requirement: the dynamics of a single
elementary system can be generated by the invariant interaction between the system and the “macroscopic trans-
formation device” that itself is described from within the theory in the macroscopic (classical) limit. Quantum
mechanics fulfils this requirement since an arbitrary unitary transformation of an elementary system (spin-1/2
or qubit) can be generated by the pairwise invariant interaction between the spin and the constituents of a large
coherent state (“classical magnetic field”). Both the spin state space and the “classical field” are then embedded
in the Euclidean three-dimensional space. Can we have a general probabilistic theory, other than quantum the-
ory, in which the elementary system (“generalized spin”) and the “classical fields” generating its dynamics are
embedded in a higher-dimensional physical space? We show that as long as the interaction is pairwise, this is
impossible, and quantum mechanics and the three-dimensional space remain the only solution. However, having
multi-particle interactions and a generalized notion of “classical field” may open up such a possibility.
I. INTRODUCTION
“Physical space is not a space of states” writes Bengtsson
in his article entitled “Why is space three dimensional?”1. In-
deed, although the state space dimension for a macroscopic
object is exponentially large (in the number of object’s con-
stituents), we still find ourselves organizing data into a three-
dimensional manifold called “space”. Why is this discrep-
ancy? Can there be more dimensions? In past different ap-
proaches have been taken to show that the three-dimensional
space is special, such as bio-topological argument2, stabil-
ity of planet orbits2, stability of atoms3 or elementary parti-
cle properties4. The existence of extra dimensions has been
proposed as a possibility for physics beyond the standard
model5–10.
In this work we will address the questions given above
within the operational approach to general probabilistic theo-
ries11,12,16. There the basic ingredients of the theory are primi-
tive laboratory procedures by which physical systems are pre-
pared, transformed and measured by laboratory devices, but
the systems are not necessarily described by quantum theory.
General probabilistic theories are shown to share many fea-
tures that one previously have expected to be uniquely quan-
tum, such as probabilistic predictions for individual outcomes,
the impossibility of copying unknown states (no cloning)14, or
violation of Bell’s inequalities13,58. Why then nature obeys
quantum mechanics rather than other probabilistic theory?
Recently, there have been several approaches, answering this
question by reconstructing quantum theory from a plausible
set of axioms that demarcate phenomena that are exclusively
quantum from those that are common to more general proba-
bilistic theories15–30.
In probabilistic theories the macroscopic laboratory devices
are standardly assumed to be classically describable, but are
not further analyzed. The “position” of the switch at the
transformation device or the record on the observation screen
have only an abstract meaning and are not linked to the con-
cepts of position, time, direction, or energy of “traditional”
physics (or to use Barnum’s words “the full, meaty physical
theory” is still missing31). As a result of the reconstructions
of quantum theory, one derives a finite-dimensional, or count-
able infinite-dimensional, Hilbert space as an operationally
testable, abstract formalism concerned with predictions of fre-
quency counts in future experiments with no appointment of
concrete physical labels to physical states or measurement
outcomes. In standard textbook approach to quantum me-
chanics this appointment is “inherited” from classical me-
chanics and is formalized through the first quantization – the
set of explicit rules that relate classical phase variables with
quantum-mechanical operators. However, these rules lack an
immediate operational justification. This calls for a “comple-
tion” of operational approaches to quantum mechanics with
the “meaty physics”. Our work can be understood as a step in
this direction.
In an operational approach one interprets parameters that
describe physical states, transformations, and measurements,
as the parameters that specify the configurations of macro-
scopic instruments in physical space by which the state is pre-
pared, transformed, and measured. Within this approach it
is natural to assume the state space and the physical space
to be isomorphic to each other. The isomorphism of the
two spaces is realized in quantum mechanics for the ele-
mentary directional degree of freedom (spin-1/2). The state
space of the spin is a three-dimensional unit ball (the Bloch
ball) and its dimension and the symmetry coincide with those
of the Euclidian (non-relativistic) three-dimensional space in
which classical macroscopic instruments are embedded. This
was first pointed out by von Weizsa¨cker who writes32: “It
2[quantum theory of the simple alternative] contains a two-
dimensional complex vector space with a unitary metric, a
two-dimensional Hilbert space. This theory has a group of
transformations which is surprisingly near-isomorphic with
a group of rotations in the real three-dimensional Euclidian
space. This has been known for a very long time. I propose to
take this isomorphism seriously as being the real reason why
ordinary space is three-dimensional.” In a different vein, Pen-
rose demonstrated that the angles of three-dimensional space
can be modeled by spin networks in semiclassical states of
“large spins”55 and Wootters showed a relation between the
statistical distinguishability in quantum mechanics and geom-
etry56.
Whereas von Weizsa¨cker based his proposal on a mathe-
matical isomorphism between the two spaces, there are very
compelling physical evidences that they indeed are related to
each other. The Einstein-de Haas effect33 as well as the Bar-
nett effect34 demonstrate a deep relationship between mag-
netism, angular momentum, and elementary quantum spin. In
the Einstein-de Hass effect an external magnetic field, gen-
erated by electric current through the coil surrounding a fer-
romagnet, leads to the mechanical rotation of the ferromag-
net (or reversely, in the Barnett effect, a spinning ferromagnet
can change its magnetization). The two effects phenomeno-
logically demonstrate that the quantum spin is indeed of the
same nature as the angular momentum of macroscopic ro-
tating bodies as perceived in classical mechanics. One can
therefore associate mathematical properties to the elementary
quantum spin that are typical for a vector (more precisely,
pseudo-vector) in a three-dimensional space, such as three co-
ordinates, orientation in space, or building the cross products
with other vectors. For example, the precession of the spin
in the external magnetic field (the Larmor precession) is due
to torque on the spin, which is given by the cross product be-
tween the spin and the field.
If one assumes that quantum theory is universal35, one
should be able to arrive at an explanation of macroscopic de-
vices (such as those for preparation, transformation and mea-
surement of elementary spins) in terms of classical physics
and three-dimensional space from within quantum theory.
This would allow to invert the logic from the previous para-
graph and argue that the symmetry of the classical angular mo-
menta as embedded in the three-dimensional Euclidian space
should follow from the symmetry of the elementary quantum
spin. One could offer such an explanation in the “classical”
or “macroscopic” limit of quantum theory. It is known that
the spin coherent states36,37 – which are the states of a large
number of identically prepared elementary spins – acquire an
effective description of a classical spin embedded in the ordi-
nary three-dimensional space under the restriction of coarse-
grained measurements38. These (macroscopic) states are “ro-
bust”: they are stable with respect to small perturbations, such
as those caused by repeated observations, giving rise to “ob-
jective” properties in the classical limit. For example, if one
flips only a few spins of a ferromagnet, the system will turn
into an orthogonal state, but we will identify it as the very
same magnet at the macroscopic level. The macroscopic dis-
tinguishability can be reached only if a sufficiently large num-
ber of spins (of the order of square-root of the total number of
spins) are flipped in which case we perceive it as a new state
of magnetization.
The spin coherent states can serve as “reference states” with
respect to which one can define the notion of “direction”.
Preparation, rotation or measurement of the elementary quan-
tum spin along some “direction” has then only relative mean-
ing with respect to such quantum reference frames39–43 which
become classical ones in the limit of a large number of spins
constituting the coherent state. In the limit the spin coherent
states can be understood as representing the classical mag-
netic field in which other quantum spins may evolve. Impor-
tantly, the group of transformations of an individual quantum
spin is then generated by a rotationally invariant interaction
between the spin and the coherent state, i.e. by a pairwise
invariant interaction between the spin and each of the consti-
tuting spins of the coherent state42. The invariance is required
as there is no external reference frame. The spin coherent
states define directions in terms of two (polar) angles in the
three-dimensional Euclidian space, and thus give rise, through
the relative angle, to the notion of “neighboring” orientations,
without having such a notion from the very beginning.
We have seen that there are phenomenological and math-
ematical evidences for the isomorphism between the state
space of elementary quantum spin and the physical space.
Central for the argument are coherent states, which can be
understood as representing macroscopic fields in the physical
space, on one hand, and are class of the states in Hilbert space
for which all the spins are prepared in the same quantum state,
on the other hand.
The notion of coherent states is not exclusive for quantum
theory but can be straightforwardly extended to general prob-
abilistic theories as well, as a state of the collection of a large
number of equally prepared elementary systems. It is legit-
imate to think that starting with the theory that differs from
quantum theory and going into the limit of states with a large
number of elementary systems and coarse-grained measure-
ments one might arrive at “classical physics” embedded in a
space of dimensions different than the one of our everyday
life54. For example, quaternionic quantum theory describing
non-relativistic spin requires the physical space to have five
dimensions, and the octavic quantum theory requires the space
of nine dimensions44.
Here we investigate the possibility of having higher-
dimensional physical spaces in the macroscopic (“classical”)
limit. Our analysis is restricted to non-relativistic geome-
try of space (not space-time and not curved spaces) and di-
rectional degrees of freedom (spin). It is clear that one can
imagine a vast variety of manifolds as possible candidates
for the space (for example, as odd as the donut shape). Our
focus here is onto the most natural generalization of the ex-
perienced (three-dimensional) non-relativistic space: the Eu-
clidean d-dimensional isotropic space. We have seen that
the symmetry of the state space of the elementary quantum
spin (three-dimensional Bloch sphere) has the symmetry of
the three-dimensional physical space. This strongly suggests
that one needs to go outside of quantum framework to ex-
plore possibilities of higher-dimensional physical spaces. The
3natural choice to start with are systems for which the state
space is d-dimensional Bloch sphere and we call them “gen-
eralized spins”. They can be derived from an information-
theoretic analysis57 and come as the most natural generaliza-
tion of quantum spin. All such systems share fundamental fea-
tures with the quantum spin, such as quadratic uncertainty re-
lations for mutually unbiased (complementarity) observables,
isotropic set of states, its rotational symmetry etc. They only
differ in the dimension d of the state space45.
A large number of equally prepared generalized spins de-
fine a (generalized) spin coherent state. Under the restriction
of coarse-grained measurements such spin coherent state ac-
quires an effective description of a classical vector embedded
in the d-dimensional space. One might think that the ana-
logue with quantum theory can be developed further in that
a spin coherent state can define the “field of the magnet” in
which the elementary generalized spin can evolve, analogous
to the Larmor precession but in a higher-dimensional physi-
cal space. With no preferred direction one would require the
pairwise interaction between the generalized spin and each of
the constituting spins of the coherent state to be invariant un-
der the simultaneous group action on both (the rotational in-
variance). Here we show that no such interaction between the
spin and the macroscopic field can generate the group of trans-
formations of the spin unless its state space and the physical
space in which the field acts are both three-dimensional – as
in quantum theory and in our three-dimensional world.
In more precise terms we impose the following require-
ments on theory:
• (Closeness) The dynamics of the elementary system of
the theory can always be generated through the invari-
ant interaction of the system with the macroscopic de-
vice that itself is obtained from within theory in the
macroscopic limit.
• (Macroscopic states) The macroscopic transformation
device (“magnetic field”) is in a coherent state in which
the constituting elementary systems are all equally pre-
pared.
The two requirements can be fulfilled only if the symmetry
of the elementary system and of the macroscopic device by
which the system is transformed are both those of the Eu-
clidean d-dimensional space. If the elementary interactions
between the elementary systems are pairwise the underlying
theory is quantum theory and d = 3.
An important restriction under which our result is obtained
is that the generalized spin interacts pairwise with each sin-
gle spin constituting the large spin in the coherent state. We
show that if we relax this assumption, there are group invari-
ant interactions between three or more generalized spins. This
means that the spin under consideration could interact with
several other spins, each one belonging to a different coher-
ent state, and that such interaction could generate the group
of transformation of the spin. The notion of the “field of the
magnet” would then be extended such that it is represented
not by a single but several coherent states. This opens up a
possibility of having higher-dimensional Euclidian physical
spaces compatible with underlying generalized probabilistic
theory different from quantum theory. Nonetheless, we leave
the question open of whether such a theory can be fully con-
structed in a mathematically consistent way.
In a recent work46, Mu¨ller and Masanes gave an
information-theoretic analysis of the relationship between the
geometry of the state space of an elementary system (direc-
tional degree of freedom) and the classical space in which the
macroscopic devices are embedded. In their work, they con-
sider “spin” as an elementary directional degree of freedom
to be measured by a macroscopic measurement device (“gen-
eralized Stern-Gerlach magnet”) that can be oriented along
arbitrary direction in d-dimensional physical space. Assum-
ing that any spatial direction can be encoded in a physical
state of the spin and no further information is encoded in
the state, they derive that the state space is the d-dimensional
Bloch sphere. In the next step, they show that such systems
can exhibit continuous non-trivial dynamics only in three di-
mensions with the constraint to the locally-tomographic theo-
ries48–51.
In the present approach, we take a different route. From
the very beginning we consider the systems that have d-
dimensional Bloch sphere as the state space and obtain the
dimensionality of the physical space by the requirement that
the theory is “closed”. In a probabilistic theory the dynamics
of a single system is assumed to be generated by an external
field of macroscopic devices. In a closed probabilistic theory
the fields are not notions from “outside” of the theory, but are
obtained from within it in the macroscopic limit. Furthermore,
we extend the study to the more general class of theories that
are not in general locally tomographical47. The assumption
of so called local-tomography states that the global state of
a composite system can be learned trough local statistics. We
allow for more general situations where the state of a compos-
ite system may include a set of global parameters that cannot
be learned trough local statistics but trough the global (en-
tangling) measurements on a whole system53. The prototype
of the theory that involves global parameters is quantum me-
chanics based on real amplitudes52. This theory can be recon-
structed within an information-theoretic approach53. Most of
the previous information-theoretic reconstructions of quantum
theory16,25,28,30, as well as the work of Ref.46 adopt local to-
mography (e.g. directly eliminating real quantum mechanics),
in contrast to our work here.
In conclusion, we reconstruct, the three-dimensional space
and quantum mechanics trough the macroscopic limit under
the constraint of pairwise elementary interactions. Interest-
ingly, higher-dimensional space may arise in the limit if one
allows for multipartite elementary interactions, i.e. ternary
and more.
II. THE CLASSICAL LIMIT OF QUANTUM THEORY
AND THREE-DIMENSIONALITY OF SPACE
In the operational approach to quantum mechanics the no-
tion of quantum state refers to a well-defined configuration
of the macroscopic instrument by which preparation of the
4state is defined. For example, the “horizontal” polarization of
photon is specified by the “reference direction” of a classical
object relative by which the polarization is prepared, such as
the plane of the polarizing filter. On the other hand, if quan-
tum mechanical laws are universal, then macroscopic, classi-
cal objects, such as polarizing filters, themselves should allow
a description from within quantum mechanics.
One can consider a macroscopic object as a collection of
large number of elementary quantum systems, which are in
one of “macroscopically distinct states”. The latter are de-
fined as quantum states that can still be differentiated even if
the measurement precision is poor and one performs coarse-
grained measurements. The states can be repeatedly measured
by different observers or copied with negligible disturbance.
They are “robust” under disturbance or losses of a sufficiently
small number of constituent quantum systems. These proper-
ties give rise to a level of “objectivity” of the macroscopically
distinct states among the observers. A good example of such
“classical” states are large spin-coherent states36,37 under the
restriction of coarse-grained measurements. For the spin-J
system the spin coherent states are defined as the eigenstates
with the largest eigenvalue of spin projection along direction
~n :
ˆJ~n|~n〉 = J|~n〉, (1)
where ˆJ~n = ~n
ˆ~J and ~n = sin θ cos φ~ex + sin θ sinφ~ey + cos θ~ez
(with no external reference frame assumed, ~n should be un-
derstood as a parametrization of the spin state with no fur-
ther immediate physical interpretation). Their expansion in
the eigenbasis of ˆJz reads:
|~n〉 =
J∑
m=−J
(
2J
J + m
) 1
2
(cos θ
2
)J+m(sin θ
2
)J−me−imφ|m〉. (2)
The spin-J particle can be considered as a composite sys-
tem consisting of N spin-1/2 particles. The spin-J coherent
state is then the product state of N equally prepared spin-1/2
particles (J = N/2)
|~n〉 = |~n〉1|~n〉2 . . . |~n〉N (3)
In the limit of large J (or large N) the spin coherent states
acquire the properties of “classical” states. The probability
of obtaining outcome m of Jz is given by the binomial dis-
tribution pm = |〈m|~n〉|2. In the limit it reduces to the normal
distribution:
pm =
1√
2πσ
e
(m−µ)2
2σ2 , (4)
where σ =
√
N sin θ is the width of distribution and µ =
N/2 cos θ is the mean value. The overlap between two spin-
coherent states
|〈~n1|~n2〉|2 =
(
1 + ~n1~n2
2
)N
−→ δ~n1,~n2 , (5)
becomes exponentially small in the limit of large N.
The uncertainty of measuring Jz is given by the standard
deviation σ. Under the restriction of coarse-grained mea-
surements where the outcomes are merged into “slots” of size
much larger than the standard deviation, the Gaussian cannot
be distinguished anymore from the delta function38 and the
spin-coherent states become effectively “classical vectors” in
three-dimensional space.
There are two independent ways in which large spin-
coherent states can be said to induce the properties of the
physical space. Firstly, they can be used to define the “refer-
ence direction” in a three-dimensional space, though one lacks
this notion in the abstract Hilbert space formulation of quan-
tum theory to start with. With no external reference frame
only rotationally invariant observables can be measured, such
as the total spin length. Consider a “large” spin of length J
in a spin-coherent state |~n〉 and a “small” spin of length 1/2.
It can be shown that the probability distribution for the out-
comes J + 1/2 (“aligned”) and J − 1/2 (“anti-aligned”) of the
total spin length approaches the probability distribution for
the outcomes of spin projection of the spin-1/2 along the di-
rection ~n in the classical limit (N → +∞)39,42. In that way, the
spin-coherent states define the complete set of measurements
for the elementary spin. The set has the same dimensionality
and the symmetry as the three-dimensional Euclidian physical
space. We call these static properties of the space.
Secondly, spin-coherent states can generate non-trivial dy-
namics in three-dimensional space. A macroscopic spin in a
coherent state can serve as an “external magnetic field” around
which another spin can precess, i.e. it serves as a transforma-
tion device for the elementary spins42. Since there is no pre-
ferred direction beside the one defined by the large spin one
requires the interaction between the elementary spin and the
large spin to be rotationally invariant. To illustrate it consider
the situation as given in Figure 2 (left). A single spin-1/2
particle interacts with N spins prepared in a coherent state
along direction ~n. Total interaction Hamiltonian is the sum
of all pairwise interactions H =
∑N
n=1 H(0n) where H(0n) la-
bels the interaction between the single spin and nth spin of
the macroscopic system. There is only one rotationally invari-
ant Hamiltonian, that is the Heisenberg spin-spin interaction
H(0n) = Jn~σ0~σn, where Jn is the coupling constant. It can be
shown that in the macroscopic limit the elementary spin only
negligibly affects the state of a large spin and the dynamics of
the elementary spin becomes unitary42:
eitH |ψ〉|~n〉 ≈ (eitHe f f |ψ〉)|~n〉, (6)
where He f f = ~B~σ is the effective Hamiltonian and ~B repre-
sents the strength of “macroscopic field” around which the
“small spin” precesses (see Appendix A for details).
III. GENERALIZED SPINS AND HIGHER-DIMENSIONAL
SPACE
A. Single System
Is there a microscopic theory that in its macroscopic limit
leads to classical physics embedded in a physical space of di-
5FIG. 1: Figure taken from Ref. [25]. State spaces of a generalized
spin or generalized bit (two-level system). The minimal number of
real parameters d is needed to specify the (mixed) state completely.
From left to right: A classical bit with one parameter (the weight p
in the mixture of two bit values), a real bit with two real parame-
ters (state ρ ∈ D(R2) is represented by 2 × 2 real density matrix), a
qubit (quantum bit) with three real parameters (state ρ ∈ D(C2) is
represented by 2×2 complex density matrix) and a and a generalized
bit for which d real parameters are needed to specify the state. In
the classical limit, a theory of elementary system with d parameters
gives rise to physics of macroscopic, classical “fields” embedded in
d-dimensional physical space (see main text).
mension higher than three? Following previous discussions
one can expect that the elementary (two-level) system with the
d-dimensional sphere S(d−1) as state space gives rise to coher-
ent states and “magnetic fields” embedded in a d-dimensional
Euclidean space in the macroscopic limit. Such an elemen-
tary system is non-quantum because it represents a two-level
system with more than three degrees of freedom. Within the
information-theoretic framework of generalized theories, such
generalized bit (here called “generalized spin”) is derived as
the most natural generalization of qubit – the system that is
fundamentally limited to the content of one bit of informa-
tion25,57. Other information-theoretic approaches lead to the
derivation of the same class of systems, e.g. by adopting in-
formation causality60 or continuous reversible dynamics26,28.
The state of generalized spin is represented by a vector in
a d-dimensional real space, x = (x1, . . . , xd). The probability
P1(x, y) to obtain the spin along direction y when the state is
prepared along direction x is expressed trough the generalized
Born rule25:
P1(x, y) = 12 (1 + x
Ty). (7)
The set of pure states satisfy P(x, x) = 1 and is represented
by a unit sphere Sd−1 in d-dimensions (see Figure 1). The
characteristic feature differentiating between the theories is
the number d of parameters required to describe the state com-
pletely. For example, classical probability has one parameter,
real quantum mechanics has two, complex (standard) quan-
tum mechanics has three and the one based on quaternions has
five parameters. A lower-order theory of the single system can
always be embedded in a higher-order ones in the same way
in which classical theory of a bit can be embedded in qubit
theory.
Following the operational approach we assume that the
continuous reversible transformations of macroscopic devices
acting upon the system generates the continuous reversible
transformation of the state of the system. Therefore, the set
of physical transformations is a continuous (Lie) group. Fur-
thermore, if an arbitrary reversible transformation of the states
can be realized manipulating the macroscopic device, then the
group of physical transformations is transitive on a sphere61,62,
i.e. any pure state can be transformed to any other in a con-
tinuous fashion. We will consider minimal group transitive
on Sd−1, which is thus necessarily within the set of physical
transformations (see Appendix B). The existence of such “re-
versible transformations of macroscopic devices” is usually
assumed ad hoc. The aim of this work is exactly to show that
they do no always exist, if the macroscopic devices are not
considered “outside” of the theory, but are required to be ob-
tained from within it in the classical limit.
B. Generalized Spin-Coherent States
Generalized spin-coherent states can be straightforwardly
introduced in generalized probabilistic theories. For every di-
mension d, they are collections of N equally prepared gener-
alized spins. The preparation can be parameterized by a di-
rection ~n in a d-dimensional space. Equations (4) and (5),
derived in quantum theory, remain valid here as well. In the
macroscopic limit of large N, the effective description of the
coherent states is that of classical vectors embedded in a d-
dimensional Euclidian space. We address here the question
of whether generalized spin coherent states can generate non-
trivial dynamics of individual spins in the space, similarly as
the one given by equation (6). We will next show that with
pairwise invariant interaction between elementary spins this
is not possible except when d = 3. We then discuss possible
generalizations of our approach to multi-spin invariant inter-
actions that might give rise to non-trivial dynamics in higher-
dimensional spaces.
IV. DYNAMICS AND MACROSCOPIC LIMIT
A. The composite system
In order to describe interactions between two or more gen-
eralized spins we need to introduce a representation of the
composite system. One of the characteristics of both clas-
sical and quantum probabilistic theory is the local tomogra-
phy48–51, namely the property that the global state of a com-
posite system is completely determined by the statistics of lo-
cal measurements. For example, a state of two classical bits
~p = (p00, p01, p10, p11), where e.g. p01 denotes the probability
to obtain “spin up” on the first spin and “spin down” on the
second one, can be equivalently represented by three numbers
(x, y, t):
x = p00 + p01 − p10 − p11, (8)
y = p00 − p01 + p10 − p11, (9)
t = p00 − p01 − p10 + p11. (10)
6The local statistics is given by mean values x and y of proba-
bilities measured on the first and the second spin, respectively,
whereas t is the mean value of correlation (difference between
the probabilities that the two spins are the same and that they
are different). Similarly, the density matrix ρ of two qubits
can be decomposed as
ρ =
1
4
(1 ⊗1 +
3∑
i=1
xiσi⊗1+
3∑
j=1
y j1 ⊗σ j+
3∑
i, j=1
Ti jσi⊗σ j), (11)
where σi, i = 1, 2, 3, are Pauli operators. Vectors x =
(x1, x2, x3) and y = (y1, y2, y3) are called local Bloch vectors
and are the mean values of the Pauli operators and T is the
3 × 3 correlation matrix with elements Ti j = 〈σiσ j〉.
Not all generalized probabilistic theories fulfill local to-
mography; an example is quantum mechanics based on real
amplitudes. For the real bit only two Pauli matrices σ1 and
σ3 correspond to physical observables, because σ2 is a com-
plex matrix. However, σ2 ⊗ σ2 is a real matrix, and thus it
corresponds to a physical observable, although it cannot be
measured locally. In general, a real density matrix ρ can be
represented in a form
ρ =
1
4
(1⊗1+
3∑
i=1
xiσi⊗1+
3∑
j=1
y j1⊗σ j+
3∑
i, j=1
Ti jσi⊗σ j+λσ2⊗σ2),
(12)
where λ is a global parameter. Therefore, we can represent
the state of a composite system by 4-tuple (x, y, T, λ).
We now introduce a representation of the composite system
of two generalized spins. Firstly, we assume that local mea-
surements on individual spins are well defined (i.e. probabil-
ities for local measurements are non-negative and they sum
up to one). Secondly, if the subsystems of a composite sys-
tem are emitted from two independent sources, we assume
that the joint probability distribution is factorizable. Conse-
quently, one can define properly the set of product states as
triples (x, y, Tp), where Tp = xyT. However, for general non-
product states there might be some global parameters missing
in the state description. Therefore, in the general case we as-
sociate a 4-tuple ~ψ12 = (x, y, T,Λ) to the state of a composite
system, where x, y are the local Bloch vectors, T is a d × d
real matrix that represents correlations and Λ = (λ1, λ2, . . . )
is a collection of global parameters that can be present in the
state description but are not accessible trough statistics of lo-
cal measurements.
We define the probability distribution for obtaining the two
local local spins “up” along measurement directions a, b to be
P12(~ψ | a, b) = 14 (1 + xa + yb + aTb), (13)
where ~ψ = (x, y, T,Λ) is the state of the composite system.
The formula can also be interpreted as the overlap between
the state ~ψ and product state ~φp = (a, b, abT, 0):
P12(~ψ, ~φp) = 14(1 +
~ψT~φ). (14)
A general state of N spins is represented by ~ψN =
(x1, . . . , xN , T12, . . . , T123, . . . , T1...N ,Λ), where xi is the lo-
cal Bloch vector of the i-th spin, tensors Ti1i2... repre-
sents correlations (two-spin, three-spin etc.) and Λ =
(Λ12,Λ13, . . . ,Λ123, . . . ) is the set of all global parameters,
where, for example, Λ123 is the global parameter related to
subsystems 1, 2 and 3.
B. Dynamics in Macroscopic Limit
Dynamics of an individual generalized spin as generated by
a transformation device is given by:
dxi
dt = gi jx j, (15)
where [G]i j = gi j is the generator of evolution and t is the pa-
rameter of the transformation, usually taken to be time. (Here
and in the rest of the article the summation over repeated in-
dices is always assumed.) The integral version of the formula
reads
x(t) = U(t)x(0), (16)
where U(t) = exp(tG) is the reversible transformation that
belongs to the group of transformation G of the generalized
spin. Our main objective is to investigate if such a dynamics
can be obtained as a mean field approximation of the theory.
(Note that in quantum mechanics this is the case and Eq. (16)
is equivalent to Eq. (6).) More precisely, we want to find
out whether formula (16) for the dynamical evolution of an
individual generalized spin can be seen as a consequence of
its interaction with a system composed of a large number of
generalized spins (e.g. in coherent state). A negative answer
to this question would indicate that the theory is not closed.
We represent a single spin by its local Bloch vector x and
the “large” system by a state ~ψN . In the limit of large N, the
following holds
WN(t)~ψN ⊗ x = ~ψN ⊗ U(t)x + ~O(N, t), (17)
where WN represents the joint evolution of the system and of
the field after duration t of the interaction. The state ~ψN ⊗ x
represents the product state of a joint system (large + small
system), in a sense that all the correlation tensors are factor-
ized. If the dynamics of the small spin can be reproduced
from the interaction, one has ~O(N, t) → 0 in the limit when
the number of spins N goes to infinity. Consequently, one re-
covers the equations (16) and (15) exactly, the initial state ~ψN
of the large system remains almost unchanged, and the dy-
namics factorizes.
C. Pairwise interaction
Here we assume that all the interactions are pairwise at the
elementary level. In section VII we will relax this assumption.
7FIG. 2: Dynamics of the generalized spin as generated by its interaction with a single coherent state in three-dimensional space (left) or with
a pair of coherent states in four-dimensional space (right). The coherent state is a collection of a large number of equally prepared constituent
spins which are distributed here on a regular lattice. With no pre-existing reference direction all interactions are assumed to be rotationally
invariant. In the macroscopic limit of an infinite large coherent states the effect of the spin on the coherent state is negligible and the dynamics
becomes separable (i.e. the spin evolves according to the unitary evolution and the coherent state remains unchanged). (Left) Rotation of the
quantum spin in three dimensions. The spin ~x interacts pairwise with each constituent spin of the coherent state ~B. In the macroscopic limit
this results in an effective precession of spin ~x around the classical macroscopic field generated by the spin coherent state ~B. (Right) Rotation
of the generalized spin in four dimensions. The spin ~x interacts via a three-particle interaction with each spin-pair, where one spin (red) of
the pair belongs to coherent state ~B1 and the other one (green) to coherent state ~B2. In the macroscopic limit the effective dynamics of the
generalized spin is rotation in the plane orthogonal to two macroscopic fields which are represented by the two coherent states ~B1 and ~B2. In
the figure it is shown a projection of the dynamics in three dimensions.
The state of the composite system of two elementary general-
ized spins is represented by ~ψ12 = (x, y, T,Λ). The dynamical
law reads ~ψ12(t) = W12(t)~ψ12(0), where t is the duration of
interaction. One has W12(t) = exp(tH), where H is the gen-
erator of the interaction W12. The differential version of the
dynamical law reads:
dxi
dt = ai jx j + bi jy j + µi jkT jk + Linλn, (18)
where ai j, bi j, µi jk, Lin are the components of the generator H.
Similarly, one can write the differential equation for dyidt ,
dTi j
dt
and dλndt .
The small spin in the state x(t) is assumed to interact via
pairwise interaction with each of N spins constituting the large
spin. The dynamical equation for the small spin is given by:
dxi
dt = ai jx j +
N∑
s=1
(
b(s)i j y
(s)
j + µ
(s)
i jkT
(s)
jk + L
(s)
in λ
(s)
n
)
, (19)
where y(s) is the Bloch vector of the s-th spin of the large sys-
tem, T (s) is the correlation tensor of the small spin and the s-th
spin and Λ(s) = (. . . , λ(s)n , . . . ) is the set of global parameters
of the small spin and all spins of the large one.
We assume that each of the N constituents of the large sys-
tem interacts with the small spin in a “same way”, the only
difference being in the strength of interaction (for example,
because one spin is physically closer to the small spin than
the other one.). Thus, one has
b(s)i j = βsbi j µ
(s)
i jk = Jsµi jk, (20)
where βs and Js are the coupling constants defining the
strength of interaction (they can be different due to the spa-
tial distribution of particles that constitute the large system).
Here bi j and µi jk are constants that are characteristic of the
pairwise interaction and they are assumed to be the same for
all particles.
If we assume that in the macroscopic limit, the state of the
large system changes negligibly during the interaction time,
8we obtain
T (s)i j (t) = xi(t)y(s)j (0), λ(s)n (t) = λ(s)n (0) = 0, y(s)j (t) = y(s)j (0).(21)
The equation (19) becomes:
dxi(t)
dt =
ai j + µi jk N∑
s=1
Jsy(s)k (0)
 x j(t) + bi j N∑
s=1
βsy(s)j (0).
If bi j = 0 (otherwise, the equation above does not represent
unitary dynamics), this equation becomes equivalent to Eq.
(15) in the limit of very large N, in which case one obtains:
gi j = ai j + µi jkBk. (22)
Here B =
∑N
s=1 Jsy(s)(0) can be understood as an analog of
macroscopic field or magnetization, resembling the field pro-
duced by a ferromagntic in quantum mechanics. Assuming
that the large system is in a spin-coherent state ~n, one ob-
tains the same expression as in the case of quantum mechan-
ics: ~B = N〈J〉~n, where 〈J〉 = 1N
∑N
i=1 Jn.
V. COVARIANT INTERACTION
The dynamical equation that follows from (22) reads
dxi
dt = (ai j + µi jkBk)x j, (23)
where Bk is the component of the macroscopic field. Since
we want the dynamics to be reversible (and therefore to trans-
form pure states into pure states), the equation above should
preserve the norm of x. Therefore one has:
ai j = −a ji and µi jk = −µ jik. (24)
The dynamics is solely generated by the field Bk, since ai j
and µi jk are constants that arise from the pairwise dynamics
(18).
Let G be the group of transformations of a single spin (see
Section III A). Since there is no external reference direction
we assume that the dynamical law (23) is covariant, i.e. it has
the same form in all frames of reference. More precisely, for
any reversible transformation R ∈ G (note that R is a transfor-
mation on a sphere S(d−1), therefore it is real and orthogonal
RRT = 1 ) that maps old coordinates of the spin and field into
the new ones, x′i = Rii1 xi1 and B′i = Rii1 Bi1 , we assume that the
dynamical law keeps the same form in new coordinates:
dx′i
dt = (ai j + µi jkB
′
k)x′j. (25)
The tensors ai j and µi jk do not change because they are con-
stants of interaction. After the substitution one obtains:
Rii1
dxi1
dt = (ai j + µi jkRkk1 Bk1)R j j1 x j1 . (26)
If we multiply the last equation with R−1 = RT we obtain
dxi1
dt = (ai jRii1 R j j1 )x j1 + (µi jkRii1 R j j1 Rkk1)Bk1 x j1 . (27)
Therefore, for all R ∈ G we require:
Rii1 R j j1 ai1 j1 = ai j, (28)
Rii1 R j j1 Rkk1µi1 j1k1 = µi jk. (29)
Under these conditions, the pairwise interaction (18) is invari-
ant under simultaneous change of the local reference frames.
If µi jk = 0, then the dynamics given by (23) becomes trivial
as it does not depend on the internal state of the transformation
device but only on the interaction constant ai j (i.e. the set
of transformations becomes one-parameter Lie group). We
require that equation (29) has non-trivial solution µi jk , 0.
VI. MAIN PROOFS
Here we show that only d = 3 gives non-trivial solution of
the equations (28) and (29). Recall that the group of phys-
ical transformations G contains the minimal group transitive
on the sphere S(d−1). All such groups are summarized in the
Appendix B.
A. Hint to representation theory
Our result is based on the group representation theory. We
therefore first introduce some basic notions of the representa-
tion theory. For an abstract groupG and element g ∈ Gwe say
that a matrix D(g) ∈ Mat(H), where H is a vector space, de-
fines a representation of G if D(g1g2) = D(g1)D(g2) for every
two group elements g1 and g2. In this work we consider only
unitary (orthogonal) representations. Representation is called
reducible if there exists a nontrivial invariant subspace for all
the matrices D(g). Otherwise it is irreducible (IR) represen-
tation. Therefore, the group induces a decomposition of the
vector space H = ⊕µH (µ) into irreducible subspaces H (µ) and
D(g) = ⊕µaµ∆(µ)(g), (30)
where ∆(µ)(g) is an IR representation that appears with the fre-
quency aµ. The dimension of the IR subspace is |H (µ)| = |µ|aµ,
where |µ| is the dimension of the IR representation ∆(µ). The
frequency of some IR representation can be computed as
aµ = (χ(µ), χ) = 1|G|
∑
g∈G
χ(µ)(g−1)χ(g), (31)
where χ(g) = Tr(D(g)) and χ(µ)(g) = Tr(∆(µ)(g)) are the char-
acters of the representations.
For two representations D1(G) and D2(G) one can define
the tensor product (D1 ⊗ D2)(G) that is representation of G
itself. If D1 and D2 are IR, then the decomposition of D1 ⊗D2
is called Clebsch–Gordan (CG) series. In this work, it will be
of particular interest to compute the frequency of the trivial
representation ∆(1)(g) = 1. The following lemma will be used
(see Appendix for the proof):
Lemma 1. CG series of the product∆(µ)⊗∆(ν), where ∆(µ),∆(ν)
are real and irreducible, contains the trivial representation if
and only if µ = ν and then the trivial representation appears
once, only.
9The main purpose of introducing the tools of representation
theory is to solve Eqs. (28) and (29). The left hand side of
Eqs. (28) and (29) can be seen as an action of the Kronecker
products D(G)⊗D(G) and D(G)⊗D(G)⊗D(G), respectively,
with D(G) being the representation of the group of transfor-
mation G and D(R) = R ∈ G. The solutions ai j and µi jk are
invariant under the action of the group of transformations G,
hence they lie within the totally invariant IR subspace that be-
longs to the trivial representation. Therefore, we will need the
CG decomposition of D ⊗ D and D ⊗ D ⊗ D in order to solve
equations (28) and (29).
B. d odd case and d , 7
If we assume d odd, d > 1 and d , 7, the set of physical
transformations contains the special orthogonal group SO(d)⊳
G (see Appendix B).
The easiest way to solve Eq. (28) is as follows. We rewrite
it into a matrix form: RART = A for all R ∈ SO(d). This
is possible only if A is a scalar matrix A = a1 . Taking into
account Eq. (24) we conclude A = 0. Although this gives
the solution in the particular case considered, we will proceed
with full group-representation analysis of Eqs. (28) and (29)
as we will need it later on.
The set of d × d orthogonal matrices of the unit determi-
nant define a d-dimensional, real IR representation of SO(d)
and we label it as ∆d with ∆d(R) = R. The left-hand side of
Eqs. (28) and (29) can be seen as the action of product repre-
sentation ∆d(R)⊗∆d(R) and ∆d(R)⊗∆d(R)⊗∆d(R). The solu-
tions ai j and µi jk lie within the IR subspace that belongs to the
trivial representation in CG series of ∆d⊗∆d and ∆d⊗∆d⊗∆d,
respectively.
Let us analyze the product ∆d ⊗ ∆d. Note that this repre-
sentation commutes with the permutation group S 2 (of two
elements). Therefore ∆d ⊗∆d can be decomposed on invariant
subspaces that are irreducible under the action of S 2. There
are two of them and they define symmetric and antisymmetric
subspace of the dimensions 12 d(d + 1) and 12 d(d − 1) spanned
by Hermitian and skew-Hermitian matrices, respectively. Fur-
thermore, the symmetric subspace can be decomposed into
one-dimensional subspace H (1) spanned by the identity ma-
trix 1 (invariant under ∆d ⊗ ∆d, hence belongs to the trivial
subspace) and its orthogonal complement H (S ) of dimension
1
2 d(d + 1) − 1 = 12 (d − 1)(d + 2). This induces the decom-
position Rd ⊗ Rd = H (1) ⊕ H (S ) ⊕ H (AS ). Each subspace is
irreducible for ∆d ⊗ ∆d (see Appendix D). Therefore, the CG
series is given by:
∆d ⊗ ∆d = ∆1 ⊕ ∆S ⊕ ∆AS , (32)
where ∆S and ∆AS are the corresponding IR representations of
SO(d) of the dimensions AS = 12 d(d−1) and S = 12 (d−1)(d+
2), respectively. Since the trivial representation appears once
only, the solution to (28) is one-dimensional and spanned by
identity matrix ai j = aδi j. By applying condition (24) we get
ai j = 0.
The degeneracy of the solution of Eq. (29) can be found
from the decomposition
∆d ⊗ ∆d ⊗ ∆d = ∆d ⊗ (∆d ⊗ ∆d) (33)
= ∆d ⊗
(
∆1 ⊕ ∆S ⊕ ∆AS
)
= ∆d ⊗ ∆1 ⊕ ∆d ⊗ ∆S ⊕ ∆d ⊗ ∆AS .
Let us apply lemma 1. The decomposition of the first term
∆d ⊗ ∆1 in last equation does not contain the trivial represen-
tation because d > 1. The second term ∆d ⊗ ∆S contains the
trivial representation, if ∆d and ∆S are equivalent, which is
possible only if d = S = 12 (d − 1)(d + 2). There is no solu-
tion to this equation among d odd numbers. Similarly, the last
term contains the trivial representation, only if d = 12 d(d − 1),
that has solution d = 3. Furthermore for d = 3 the solution
is one-dimensional and is represented by the completely anti-
symmetric (Levi-Civita) tensor µi jk = ǫi jk, where ǫi jk = +1 for
(i jk) being an even permutation. The solution d = 3 is worked
out in details in Appendix E.
C. d = 7 case
Here the minimal transitive group on S 6 is the exceptional
Lie group G2. The generators span a 14-dimensional Lie al-
gebra:
H(x) =

0 x1 −x2 x3 −x4 −x5 x9−x7
−x1 0 x6 x7 x8−x5 x4−x11 x3+x10
x2 −x6 0 −x8 x9 x10 x11
−x3 −x7 x8 0 x13−x6 x14−x2 x12−x1
x4 x5−x8 −x9 x6−x13 0 x12 −x14
x5 x11−x4 −x10 x2−x14 −x12 0 x13
x7−x9 −x3−x10 −x11 x1−x12 x14 −x13 0
 . (34)
We will next show that this generator, in general is not of
the form (22), i.e. Hi j = ai j + µi jkBk. This means that the dy-
namics generated by macroscopic field Bk exceeds the group
G2. On the other hand, there is no group transitive on S 6
other than G2 and SO(7) (see Appendix B). Since the group
of transformations exceeds G2, it has to be SO(7). But the
case of SO(7) has been studied in the previous section, where
it was shown that no nontrivial solution to Eq. (29) exists in
this case.
We apply the analysis from the last section in the present
case. We label 7-dimensional IR representation of G2 as ∆7.
According to Behrends et al.63 CG series is given by
∆7 ⊗ ∆7 = ∆1 ⊕ ∆7 ⊕ ∆14 ⊕ ∆27, (35)
hence the trivial representation appears once only. Conse-
quently the solution to (28) is spanned by the identity matrix
ai j = aδi j. Constraint (24) gives ai j = 0. Next, in the decom-
position
∆7 ⊗ ∆7 ⊗ ∆7 = ∆7 ⊗ (∆7 ⊗ ∆7) (36)
= ∆7 ⊗
(
∆1 ⊕ ∆7 ⊕ ∆14 ⊕ ∆27
)
= ∆7 ⊗ ∆1 ⊕ ∆7 ⊗ ∆7 ⊕ ∆7 ⊗ ∆14 ⊕ ∆7 ⊗ ∆27,
the trivial representation appears once only due to the term
∆7 ⊗ ∆7. Therefore, the solution of equation (29) is unique
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(up to a constant) and is given by completely antisymmetric
tensor ψi jk taking the non-zero value of +1 for i jk=123, 145,
176, 246, 257, 347, 365. Incidentally, note that ψi jk is the
tensor involved in the definition of the multiplication rule of
octonions and seven-dimensional cross product64:
(a × b)i = ψi jka jbk, (37)
where a and b are two octonions.
Let us set the macroscopic field of (22) to B(1)k = Bδ1k.
The corresponding generator gi j = ψi jkB(1)k = Bψi j1 has six
nonzero elements g23 = g45 = g76 = −g32 = −g54 = −g67 =
+1:
G = B

0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 −1
0 0 0 0 0 1 0
 . (38)
This generator is not of the form (34); therefore the dynam-
ics generated by B(1)k goes beyond the G2 group. Since the
only transitive groups on S 6 are G2 and SO(7), and since we
already excluded SO(7) in previous section, the Eq. (29) has
no solution.
D. d = 4k case (k = 12 , 1, 2, . . . )
In this case the minimal group transitive on Sd−1 contains
total inversion Ex = −x. Now, we set R = E in the equation
(29), hence −µi jk = µi jk. This gives only trivial solution µi jk =
0.
E. d = 4k + 2 case (k = 1, 2, 3, . . . )
In this case the minimal transitive group is SU(2k + 1). For
some complex unitary u ∈ SU(2k + 1) its representation in
(d = 4k + 2)-dimensional real space is given by the following
matrix:
D(u) =
(
Re u −Im u
Im u Re u
)
. (39)
Note that this representation commutes with the symplectic
form J =
(
0 1
−1 0
)
, i.e.
[D(u), J] = 0, (40)
for every u.
Let us analyze the case where u is a real matrix, that is
u ∈ SO(2k + 1) ⊳ SU(2k + 1). Then D(u) = 1 2 ⊗ u, where 1 2
is a 2 × 2 identity matrix. The equation (29) can be written in
a tensor form:
(1 2 ⊗ u) ⊗ (1 2 ⊗ u) ⊗ (1 2 ⊗ u)|µ〉 = |µ〉, (41)
or equivalently
(1 2 ⊗ 1 2 ⊗ 1 2) ⊗ (u ⊗ u ⊗ u)|˜µ〉 = |˜µ〉, (42)
where |˜µ〉 and |µ〉 are the ket vectors that correspond to the
tensors µi jk and µ˜i jk and are connected by a suitable transfor-
mation. The solution to the last equation can be found in a
product form |˜µ〉 = |χ〉|φ〉, where
(u ⊗ u ⊗ u)|φ〉 = |φ〉, (43)
holds for every u ∈ SO(2k + 1). This equation has been ana-
lyzed earlier and it has nontrivial solution only if 2k + 1 = 3
or d = 6. In that case, solution |φ〉 has components φi jk that
are the Levi-Civita tensor ǫi jk, hence we write the solution as
|˜µ〉 = |χ〉|ǫ〉 .
We have found non-trivial solution for the case d = 6 and
the corresponding group is SU(3). The group generators span
8-dimensional Lie algebra and the corresponding real repre-
sentation reads:
H(x) =

0 −x4 −x5 x7 x1 x2
x4 0 −x6 x1 x8 − x7 x3
x5 x6 0 x2 x3 −x8
−x7 −x1 −x2 0 −x4 −x5
−x1 x7 − x8 −x3 x4 0 −x6
−x2 −x3 x8 x5 x6 0

. (44)
We set the notation Hi = H(e(i)), where e(i)k = δik is the kth
component of e(i)k .
Similarly to the previous section our goal is to show that
ai j+µi jk Bk generate transformations that go beyond the SU(3)
group. In such a case, the group of transformations exceeds
the minimal transitive group. Since there is no group transitive
on S 5 other than SU(3) that do not contain the total inversion,
one concludes that there is no nontrivial solution to Eq. (29).
Note that the solution to Eq. (28) is twofold ai j = αδi j+βJi j,
where Ji j is the symplectic form. However, since ai j = −a ji
we have α = 0. Furthermore, symplectic form Ji j does not
belong to the set of generators H(x) therefore β = 0 and finally
ai j = 0.
Recall that the solution to (42) can be found in the product
form |χ〉|ǫ〉 where |ǫ〉 is the tensor Levi-Civita. Let us set the
macroscopic field of (22) to B(1)k = Bδ1k. In that case the
generator becomes G = Bχ⊗E1, where χab is some symmetric
2 × 2 matrix and [E1]i j = ǫi j1. One has
G = B

0 0 0 0 0 0
0 0 χ11 0 0 χ12
0 −χ11 0 0 −χ12 0
0 0 0 0 0 0
0 0 χ21 0 0 χ22
0 −χ21 0 0 −χ22 0

. (45)
This can be generator of the form (44) if χ12 = χ21 = 0 and
χ11 = χ22 = χ0. Therefore G = Bχ0H6. On the other hand,
the dynamics generated by B(1)k = δk1 is invariant under all
transformations that keep B(1)k invariant. In this particular case,
it means that G has to commute with the generators H6 and
H3. This gives only trivial solution χ0 = 0, hence G = 0.
Similarly, one can draw the same conclusion for any other
B(s)k = Bδks. Therefore, the dynamics generated by arbitrary
Bk goes beyond the SU(3) group.
11
VII. GOING BEYOND THREE DIMENSIONS
In this section we shall argue that higher-dimensional
macroscopic limit may arise as a consequence of a multi-
partite invariant interaction among elementary spins. We con-
struct an explicit model of dynamics in analogy to the quan-
tum case and three dimensions (see Appendix E for details).
However, it remains as an open question if such an ansatz
leads to a proper probabilistic theory, in the sense that posi-
tivity of probabilities is not guaranteed.
Note that it as an artefact of the three dimensions that the
evolution equation (15) can be written in the form
dx
dt = B × x, (46)
where the vector B generates evolution with the generator ma-
trix gi j = ǫi jk Bk. This expression for d > 3 is no longer pos-
sible. The evolution cannot be generated by a single vector,
but a tensor. We will show that such a situation arises in
the macroscopic limit if elementary interactions were multi-
particle.
Let us start with the dimension d = 4. We consider three
generalized spins described by a state
ψ = {x, y, z, T (12), T (13), T (23), T (123),Λ}. (47)
Let the spins interact via genuine three-particle, rotationally
invariant interaction (see Figure 2, rigth). In analogy with the
quantum case discussed above, we can consider the dynamical
equation for, say the first spin, as follows:
dxi
dt = aǫi jklT
(123)
jkl + L
(1)
in λn. (48)
Here, a is a constant and ǫi jkl is the completely antisymmetric
tensor of four indices, with ǫ1234 = +1. It is well know that this
tensor is invariant under SO(4) rotations. Analogously, one
can write the equations for the other two local Bloch vectors yi
and zi, as well as for correlations, both bipartite and tripartite
and the global parameter.
Next we consider an ensemble of a large number N of spins.
Let a single spin interact with each of the N spins via three-
partite interaction defined above. In the macroscopic limit the
dynamics should factorize and the state of the large system of
N spins should not evolve in time. Therefore, all the correla-
tions between single spin and large system factorize:
T (0nm)i jk (t) = xi(t)T (nm)jk (0), (49)
T (0m)i j (t) = xi(t)y(m)j (0),
Λ(t) = 0,
where index 0 labels the single spin, whereas n labels the nth
spins of the large system (n = 1 . . .N). The Λ labels the set
of all global parameters between the single spin and the large
system.
The equation of motion for the single spin reads:
dxi
dt = aǫi jklx j
N∑
n,m=1
JnmT (nm)kl (0), (50)
where Jnm is the coupling constant between the single spin
and spins n and m of the large system. Taking Bi j =
a
∑N
n,m=1 JnmT
(nm)
kl (0) one obtains a reversible dynamics of a
single spin:
dxi
dt = ǫi jklBklx j, (51)
The dynamics is then generated by a covariant tensor field
Bi j. We can further assume the situation as described in Fig-
ure 2, right. The spins of the large system are arranged in a
(regular) lattice such that each cell consist of two spins pre-
pared along orthogonal directions ~n1 and ~n2. The two arrays
of spins define two spin-coherent states. If we assume that the
small spin interacts with two spins of a single cell, we obtain
Bi j = N〈J〉n1in2 j, where 〈J〉 = 1N
∑N
n=1 Jn. We can say that
dynamics is generated by two spin-coherent states defined by
directions ~n1 and ~n2.
The present analysis for d = 4 can be generalized to higher-
dimensions in a straightforward way. The dynamics of a gen-
eralized spin in d dimensions can be obtained from the SO(d)
invariant dynamics that is generated by a genuine (d − 1)-
particle interaction. Of course, it is an open question if the
set of equations (48) leads to a proper physical solution, in the
sense that positivity of probabilities is not violated. We leave
this question open for future investigation.
VIII. CONCLUSIONS
Physicist study models with extra dimensions. This re-
search appears to be justified as we do not know of con-
vincing arguments why we should necessarily live in three-
dimensional space (or 3+1 space-time). In this paper we put
a “closeness” requirement on every physical theory, which re-
stricts the possible dimensions. The theory is closed if macro-
scopic field - which, via interaction with a microscopic system
generates its dynamics - itself is described by the theory in the
classical limit.
In the operational approach to a physical theory, one ex-
pects that the dimension and the symmetry of the state space
of the “elementary system” are the same as those of the space
in which “laboratory devices” are embedded. This is for the
simple reason that the parameters describing the state oper-
ationally have no other meaning than that of the parameters
that specify the configuration of macroscopic instruments by
which the states are prepared, transformed or measured. On
the other hand, the states of the macroscopic instruments can
be obtained from within the theory in the classical limit; for
example, in quantum mechanics, the “magnetic field” is repre-
sented by the coherent state of a very large number of equally
prepared spins. Arbitrary unitary transformation of the ele-
mentary quantum spin (spin-1/2) can be generated by a (group
invariant) bipartite interaction between the spin and the “mag-
netic field” (i.e. between the spin and each of the spins consti-
tuting the coherent state that represents the “field”). Therefore
quantum theory is closed according to our requirement.
We showed that in no probabilistic theory of spin (where the
spin has d components), other than quantum mechanics (d =
12
3), an invariant pairwise interaction can generate the group of
transformation of the spin. However, if one considers three- or
more-spin interactions this possibility might be realized. This
opens up a possibility of having higher-dimensional spaces
(d > 3) and “laboratory devices” embedded in it, which could
generate the group of transformation of spin with the state
space dimension d > 3. We hope that our work will be useful
for physicists considering the existence of extra dimensions or
other modifications of space-time.
Appendix A: Dynamics of spin in presence of spin-coherent state
Here we justify the approximation made in Section IV.
Namely, we show that equation (22) can be realized within
quantum mechanics. We follow the idea given in the work
by Poulin43. Let the large system be a ferromagnet composed
of N spin-1/2 particles with the Hamiltonian H0. We assume
that H0 is rotationally invariant U⊗N H0U†⊗N = H0 for all sin-
gle particle rotations U ∈ SU(2). One particular example of
such a system is a Heisenberg ferromagnet with the Hamilto-
nian:
H0 = −
N∑
n,m=1
Jnm ~σ(n) ~σ(m), (A1)
with Jnm ≥ 0 are the coupling constants. The rotational in-
variance is an important assumption because there is no ex-
ternal reference direction. The large system itself can be used
to define preferred direction in space. Referring to the well
known result in solid state physics65 such a system, although
rotationally invariant, can still exhibit spontaneous magneti-
zation bellow the critical temperature. At zero temperature all
the spins are aligned along some direction, that we choose to
be the ez-direction. Hence the ground state is |ψ0〉 = |0〉⊗N
with the energy set to zero E0 = 0 (this is always possible by
changing the energy reference point). Let the small system be
prepared in a state |φ〉 = α|0〉 + β|1〉 and assume σ3|0〉 = |0〉.
The system interacts with the large system via Heisenberg in-
teraction, therefore the total Hamiltonian reads
H =
N∑
n=1
Jn ~σ(0) ~σ(n) + H0, (A2)
where Jn is the coupling constant for the interaction between
the small spin and nth spin of the large system. Our goal is
to show that in macroscopic limit N → ∞, the dynamics be-
comes separable:
eitH |φ〉|ψ0〉 = (eitHe f f |φ〉)|ψ0〉, (A3)
where He f f is an effective Hamiltonian.
Firstly, let us compute the following
H|φ〉|ψ0〉 =
N∑
n=1
(Jn ~σ(0) ~σ(n) + H0)|φ〉|0〉⊗N (A4)
=
N∑
n=1
Jn ~σ(0) ~σ(n)|φ〉|0〉⊗N
= (
N∑
n=1
Jn)(σ3|φ〉)(σ(n)3 |0〉⊗N)
+
N∑
n=1
Jn
2∑
i=1
σ(0)i σ
(n)
i |ψ〉|0〉⊗N
= (
N∑
n=1
Jn)(σ3|φ〉)|0〉⊗N +
N∑
n=1
Jn
2∑
i=1
σ(0)i σ
(n)
i |ψ〉|0〉⊗N
= |χ〉 + |µ〉,
where
|χ〉 = (
N∑
n=1
Jn)(σ3|φ〉)|0〉⊗N , (A5)
|µ〉 =
N∑
n=1
Jn
2∑
i=1
σ(0)i σ
(n)
i |ψ〉|0〉⊗N . (A6)
The norm of |χ〉 is easy to compute 〈χ|χ〉 = (∑Nn=1 Jn)2. On the
other hand, we have:
|µ〉 = (σ1|ψ〉)(J1|1〉|0〉|0〉 · · ·+ J2|0〉|1〉|0〉 . . . ) (A7)
+ (iσ2|ψ〉)(J1|1〉|0〉|0〉 · · ·+ J2|0〉|1〉|0〉 . . . )
= ((σ1 + iσ2)|ψ〉) (J1|1〉|0〉|0〉 · · ·+ J2|0〉|1〉|0〉 . . . ).
The norm of |µ〉 is given by 〈µ|µ〉 = ∑Nn=1 J2n . Let us define the
averages
〈J〉N = 1N
N∑
n=1
Jn, (A8)
〈J2〉N = 1N
N∑
n=1
J2n . (A9)
We assume that 〈J〉N and 〈J2〉N have finite values in macro-
scopic limit. Furthermore, we assume that limN→∞〈J〉N =
〈J〉 , 0. We can express the norms of |χ〉 and |µ〉 in terms
of these quantities
〈χ|χ〉 = N2〈J〉N , (A10)
〈µ|µ〉 = N〈J2〉N . (A11)
Now, it is clear that |µ〉 is a vector of short length as compared
to |χ〉 when N is large. Furthermore, in the macroscopic limit,
we have limN→∞ 〈µ|µ〉〈χ|χ〉 = 0, therefore one can safely remove |µ〉
from equation (A4) when N → ∞:
H|φ〉|ψ0〉 = (He f f |φ〉)|ψ0〉, (A12)
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where He f f = N〈J〉σ3. Now we can prove (A3):
eitH |φ〉|ψ0〉 =
+∞∑
k=0
tk
k! H
k |φ〉|ψ0〉 (A13)
=
+∞∑
k=0
tk
k! (H
k
e f f |φ〉)|ψ0〉
= (eitHe f f |φ〉)|ψ0〉.
In general, if the large system exhibits the ground state
|ψ0〉 = |~n〉⊗N (spin coherent state) magnetized along the di-
rection ~n, it will generate an effective Hamiltonian He f f (~n) =
N〈J〉~n~σ.
Appendix B: Groups Transitive on spheres
The groups that are transitive on spheres are summarized in
Table I.
abstract group d
SO(d) 3, 4, 5, . . .
SU(d/2) 4, 6, 8, . . .
U(d/2) 2, 4, 6, 8, . . .
Sp(d/4) 8, 12, 16, . . .
Sp(d/4) × U(1) 8,12, 16, . . .
Sp(d/4) × SU(2) 4, 8, 12, . . .
G2 7
Spin(7) 8
Spin(9) 16
TABLE I: Table taken from the Ref. [28]. We assume d > 1 al-
ways. First column shows the abstract group transitive on sphere
Sd−1, whereas the second column shows the possible value of d. Here
SO(2)  U(1) and Sp(1)  SU(2). For a complex matrix U, the real
representation is generated by following real matrix
(
ReU−ImU
ImU ReU
)
.
For simplicity reasons, we shall study only the minimal
group (therefore certainly within the set of physical trans-
formations) that is transitive on a sphere Sd−1. If d is odd,
the minimal transitive group is the special orthogonal group
SO(d) unless d = 7. For d = 7 the minimal group is
the exceptional Lie group G2. If d is even, there are sev-
eral options. We distinguish the cases whether the group
contains the total inversion Ex = −x or not. The groups
U(d/2), Sp(d/4), Sp(d/4)×U(1), Sp(d/4)×SU(2), Spin(7) and
Spin(9) contain E as well as the group SU(d/2), if d is mul-
tiple of four d = 4k (Ref. [28], page 18). The only d-even
groups that do not contain total inversion are SU(d/2) for
d = 4k + 2, where k = 1, 2, 3, . . .
Appendix C: Kronecker product of irreducible representations
Here we provide the proof of lemma 1:
Lemma 1. CG series of the product ∆(µ) ⊗ ∆(ν), where
∆(µ),∆(ν) are real and irreducible, contains the trivial repre-
sentation if and only if µ = ν and then the trivial representa-
tion appears once, only.
Proof. Note that for a real, orthogonal representation D(g) we have
D(g−1) = DT(g), hence χ(g−1) = TrD(g−1) = TrDT(g) = χ(g). We set
µ = 1 with ∆(1)(g) = 1 (trivial representation) and D(g) = ∆(µ)(g) ⊗ ∆(ν)(g).
We have the characters χ(1)(g) = 1 and χ(g) = χ(µ)(g)χ(ν)(g). The frequency
is computed using Eq. (31)
a1 = (χ(1), χ) (C1)
=
1
|G|
∑
g∈G
χ(1)(g−1)χ(µ)(g)χ(ν)(g) (C2)
=
1
|G|
∑
g∈G
χ(µ)(g)χ(ν)(g) (C3)
=
1
|G|
∑
g∈G
χ(µ)(g−1)χ(ν)(g) (C4)
= (χ(µ), χ(ν)) (C5)
= δµν. (C6)
QED
Appendix D: Irreducible decomposition of the two-fold tensor
representation of SO(d)
Here we show that the decomposition (32)
∆d ⊗ ∆d = ∆1 ⊕ ∆S ⊕ ∆AS , (D1)
is irreducible unless d = 4.
Let the representation D(G) of G acts on a vector space V.
By definition, D(G) is irreducible on V if span{D(g)x | ∀g ∈
G} =V for every non-zero vector x ∈ V.
Firstly, let us analyze the symmetric subspace of all d × d
symmetric, traceless matrices
VS = {H | HT = H ∧ TrH = 0}. (D2)
This is an invariant subspace under the action of SO(d), be-
cause (RHRT)T = RHRT for every R ∈ SO(d) and H ∈ VS .
Our goal is to show that the action of SO(d) is irreducible on
VS . Therefore, we have to prove that the set
W(H) = span{RHRT | R ∈ SO(d)} = VS , (D3)
for every non-zero H ∈ VS . Let us write H in diagonal form
H =
∑d
i=1 hi|i〉〈i|, where H =
∑d
i=1 hi = 0. Since TrH = 0, the
largest and lowest eigenvalue satisfy hmax > 0 and hmin < 0.
For convenience we set hmax = h1 and hmin = h2. Consider the
orthogonal matrix F12 ∈ SO(d) swapping the basis vectors |1〉
and |2〉 (swap-rotation in 12-subspace):
F12 = diag

 0 −11 0
 , 1, 1, 1, . . .
 . (D4)
We have H′ = 1h1−h2 (H − F12HFT12) = |1〉〈1| − |2〉〈2|, where
h1 − h2 > 0. If we further rotate in 12-subspace for 45◦ we
obtain
R45◦H′RT45◦ = |1〉〈2| + |2〉〈1| = E12. (D5)
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The matrix E12 is the element of a standard basis inVS . Other
basis elements Ei j can be obtained from E12 by suitable rota-
tions. Therefore we have completed the space VS starting
from an arbitrary element H, hence WS (H) = VS .
In the case of antisymmetric subspace we define
VAS = span{H | HT = −H}. (D6)
Our goal is to show W(A) = VAS for arbitrary A ∈ VAS . Let
Ai j = |i〉〈 j| − | j〉〈i|, for j > i be the standard basis in VAS .
It is sufficient to show that A12 ∈ W(A), and the other basis
elements can be obtained from A12 by suitable rotations. For
an arbitrary antisymmetric matrix A ∈ VAS we can find the
canonical form by applying suitable rotation T ∈ SO(d):
A′ = T AT T = diag

 0 −a1
a1 0
 ,
 0 −a2
a2 0
 , . . . , 0, 0, . . .

= a1A12 + a2A34 + . . . . (D7)
If only a1 , 0, than A = a1A12 and we can generate the full
basis {Ai j} in VAS by applying suitable rotations. Otherwise,
we assume that at least two elements ai are non-zero, and for
convenience we set a1 , 0 and a2 , 0. Let Ri j be the rotation
that flips ith and jth coordinate only, i.e. Ri j|k〉 = s|k〉, where
s = −1 if k = i or k = j, otherwise s = 1. We get the following
A′′ = A′ − R13A′RT13 = 2a1A12 + 2a2A34. (D8)
Now if d > 4 we further apply R15 to A′′ and obtain the
following
A′′ − R15A′′RT15 = 4a1A12. (D9)
From here we can generate the full basis Ai j, hence W(H) =
VAS . If d = 4 the construction above is no longer possi-
ble (R15 does not exist). In this case the antisymmetric space
is reduced to two three-dimensional irreducible subspaces as
follows
∆4 ⊗ ∆4 = ∆1 ⊕ ∆9 ⊕ ∆3+ ⊕ ∆3−. (D10)
We leave the proof to the curious reader.
Appendix E: d = 3 solution
We begin with analyzing the fourth tensor power of ∆d rep-
resentation of SO(d) group, as defined in the main text. We
have
∆d ⊗ ∆d ⊗ ∆d ⊗ ∆d = (∆d ⊗ ∆d) ⊗ (∆d ⊗ ∆d) (E1)
=
(
∆1 ⊕ ∆AS ⊕ ∆S
)
⊗
(
∆1 ⊕ ∆AS ⊕ ∆S
)
.
Since S , AS for d > 1 and d , 4 (see Appendix D), ac-
cording to lemma 1 the only contributing terms to the trivial
representation are ∆1 ⊗ ∆1, ∆AS ⊗ ∆AS and ∆S ⊗ ∆S , each of
which appears once. Therefore, the tensor Ki jkl that is invari-
ant under SO(d) belongs to the three dimensional IR subspace.
We can form a basis in it by combining Kronecker delta ten-
sors δi j. There are three different ways to combine them into
a four-fold tensor, therefore:
Ki jkl = αδi jδkl + βδikδ jl + γδilδ jk. (E2)
From the analysis given in the main text, only d = 3 case
exhibits non-trivial invariant dynamics. The most general dy-
namical law for the global state ψ = (x, y, T,Λ) is given by:
dxi
dt = aǫi jkT jk + L
(1)
in λn, (E3)
dyi
dt = bǫi jkT jk + L
(2)
in λn, (E4)
dTi j
dt = −aǫi jk xk − bǫi jkyk + L
(12)
i jn λn + Ki jklTkl, (E5)
dλn
dt = Qnmλm − L
(1)
in xi − L(2)in yi − L(12)i jn Ti j. (E6)
Note that the reversibility requires Ki jkl = −Kkli j. If we apply
this constraint to the equation (E2), we obtain K = 0.
Next we will find the consistent values for the constants
a, b, L(1)in , L
(2)
in , L
(12)
i jn such that the solutions to the dynamical
equations (E3)–(E6) above always lead to non-negative prob-
abilities in Eq. (13). We look at the simplest case where all the
couplings to global parameters are zero L(1)in = L
(2)
in = L
(12)
i jn =
0. If our initial state is a product state, than the global pa-
rameters remain zero during the evolution and we can safely
neglect them from the analysis. In other words, the solution
to the dynamical equations admits local tomography (Λ = 0)
and it can be found by solving the following set of equations:
dxi
dt = aǫi jkT jk, (E7)
dyi
dt = bǫi jkT jk, (E8)
dTi j
dt = −aǫi jk xk − bǫi jkyk. (E9)
Let us find the solution for the initial conditions ~ψ±(0) =
{e3,±e3,±e3eT3 }, where e3 = (0, 0, 1)T. The only components
that evolve in time are x3(t), y3(t) and T12(t) = −T12(t), hence
the solution has the form:
ψ±(t) =


0
0
x±(t)
 ,

0
0
y±(t)
 ,

0 τ(t) 0
−τ(t) 0 0
0 0 ±1

 , (E10)
where x±(t), y±(t) and τ(t) are the solutions to:
dx±
dt = 2aτ, (E11)
dy±
dt = 2bτ, (E12)
dτ
dt = −ax
± − by±. (E13)
Note that the state ~ψ±(t) has to be physical state, that is,
probability of equation (13) is non-negative P12(~ψ| a, b) ≥ 0
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for arbitrary choice of local measurements a and b. If we
set a = e3 and b = −e3, the positivity condition reads
1
4 (x±(t)−y±(t)) ≥ 0. Similarly for a = −e3 and b = e3 we have
1
4 (−x±(t) + y±(t)) ≥ 0. This is possible only if x±(t) = y±(t).
In order to eliminate τ(t) from the dynamical equations we
find the second derivatives in time of x± and y±. We obtain:
d2x±
dt2
= −2a2x± − 2aby±, (E14)
d2y±
dt2 = −2abxi − 2b
2y±. (E15)
This set of equation leads to the symmetric solution x±(t) =
y±(t) only if a2 = b2 or equivalently b = ±a. Note that a = −b
case brings new symmetry to the set of dynamical equations,
the invariance under particle swap. If one requires such a sym-
metry, the case a = b can be safely eliminated. However, we
will use another argument that has been used in the work of
Ref. [25]. We distinguish two cases, and label different solu-
tion as ~ψ±MQM(t) and ~ψ±QM(t), for a = b and a = −b respectively.
The label QM and MQM stands for quantum mechanics and
mirror quantum mechanics and the meaning of notation we
explain shortly.
It is straightforward to evaluate the solution of dynamical
equations:
ψ+MQM(t) =


0
0
cos 2at
 ,

0
0
cos 2at
 ,

0 − sin 2at 0
sin 2at 0 0
0 0 1

 , ψ−MQM(t) =


0
0
1
 ,

0
0
−1
 ,

0 0 0
0 0 0
0 0 −1

 , (E16)
ψ−QM(t) =


0
0
cos 2at
 ,

0
0
− cos 2at
 ,

0 sin 2at 0
− sin 2at 0 0
0 0 −1

 , ψ+QM(t) =


0
0
1
 ,

0
0
−1
 ,

0 0 0
0 0 0
0 0 −1

 . (E17)
Our goal is to show that ψQM and the associate dynamics
corresponds to quantum mechanics for two qubits, whereas
ψMQM belongs to so called mirror quantum mechanics25. The
later case has the set of states obtained by partial transpose
of two-qubit states. We introduce the matrix representation of
~ψ = (x, y, T ):
ρ(~ψ) = 1
4
(1 ⊗ 1 + xiσi ⊗ 1 + yi1 ⊗ σi + Ti jσi ⊗ σ j), (E18)
where σi, i = 1, 2, 3 are the Pauli matrices. Straightfor-
ward calculation shows that ρ(ψ−QM(t)) = |ψ(t)〉〈ψ(t)| is a den-
sity matrix, furthermore, it is a pure quantum state, where
|ψ(t)〉 = cos at|0〉|1〉 + i sin at|1〉|0〉. Similarly, one can show
that the matrix representation of mirror state ψ+MQM(t) is a non-
quantum state (unless ψ+MQM(t) is product state) that can be ob-
tained from ψ−QM(t) by applying total inversion y 7→ −y on the
second spin. Note, that is a non-quantum operation. Mirror
quantum mechanics is shown to be mathematically inconsis-
tent theory for the tripartite case25. Therefore we will adopt
only quantum solution.
The set of dynamical equations (E7) has the corresponding
matrix form:
dρ(~ψ)
dt = i[H12, ρ(
~ψ)], (E19)
where H12 is the Heisenberg spin-spin interaction H12 =
a
2 ~σ1 ~σ2 =
a
2
∑3
i=1 σi ⊗ σi.
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