ABSTRACT. Existence and completeness of wave operators is established by a straightforward transposition of the original short range result of Enss into an appropriate two-Hilbert space setting. Applied to long range quantum mechanical potential scattering, this result in conjunction with recent work of Isozaki and Kitada reduces the problem of proving existence and completeness of wave operators to that of approximating solutions of certain partial differential equations on cones in phase space. As an application existence and completeness of wave operators is established for Schrödinger operators with a long range multiplicative and possibly rapidly oscillating potential.
Introduction.
The geometric time-dependent methods of Enss now play a fundamental role in the study of quantum mechanical potential scattering theory. However, until recently the success of this method has been most dramatic in the treatment of short range interactions. All this has been changed by the recent work of Isozaki and Kitada [20] . Their approach, using "time-independent modifiers" allows them to apply Enss's arguments to prove existence and completeness of wave operators for Schrödinger operators with long range potentials.
In the present paper we transpose the usual short range result of Enss into an appropriate two-Hilbert space setting. Applied to the study of long range scattering, in conjunction with (our version of) Isozaki and Kitada's "modifiers", this result reduces the problem of proving existence and completeness of wave operators to that of approximating solutions of certain partial differential equations on cones in phase space. In the context of Isozaki and Kitada's result [20] this equation is an eikonal equation and we use their solution to give an alternate proof of their result. Then we extend this result to allow more general potentials.
The following elementary argument will elucidate the problems to be encountered below as well as the relationship between this work and [20] . Let Ho and H be selfadjoint operators on L2(R"), Ho = -^A and H is a long range perturbation of Ho'-H = Ho + V. The usual approach to scattering theory for H and Ho is to introduce the (Dollard) modified wave operators H± = s-lim e*«e-»W(t,v/o t->+oo for a suitably chosen function W:Rx R -> R. ("s-lim" indicates the limit in the strong operator topology.) In contrast Isozaki and Kitada [20] introduce the "two-space" wave operators (or "time-independent modifiers" ) (1.1) n±(J) = s-lim eitHJe-ttHo, Let Ho, H and J± be defined by (1.3), (1.5) and (1.6). Then H is selfadjoint with essential spectrum [0, 00) and the wave operators n± (J±) o/(l.l) exist, are isometries and have ranges both equal to the subspace of continuity of H. In particular n=t(J:t) are asymptotically complete and H has no singularly continuous spectrum.
An additional conclusion about n±(J±) -J± can be drawn (see Remark 7.1). This result seems to be the first to combine the two types of long range behaviour, the slow decay of (LR1) and the oscillatory potentials allowed by (LR2). Scattering theory has been discussed extensively for potentials satisfying (LR1). For example see [1, 6, 10, 11, 16-20, 22, 23, 25, 26, 27, 30, 31, 33, 37, 38, 45, 46] . Our approach to oscillatory potentials follows Combescure [3] and Pearson [34] and does not include all the moderately oscillating potentials of Dollard and Friedman [8] (see also [4, 5] ). The reader interested in Enss's geometric approach to scattering theory should see [3, 9-14, 32, 35, 36, 37, 42, 44] . The two-Hilbert space wave operators (1.1) have also been employed in a similar context in [18, [20] [21] [22] [23] 39] . For more complete references see the "Notes" of [42] (for before 1978), [11] (Enss approach) and [47] (oscillatory potentials) or [36] . EXAMPLE 1.2. Theorem 1.1 is applicable to H defined formally on L2(Rn), n>2, as H = H0 + ar-ßsinbragi(x) + a'r~0' sin6'ra'(l -gi(x)) + V + Vs (r = \x\), where ß+a > 1 and/3+2a > 3; ß' + a' < 1 anda' < 0 and a, b, a', b' E R, Qi E C°°(Rn) satisfies (1.4) and V satisfies (LR1) and Vs acts multiplicatively and satisfies (SR)i/2. We shall briefly discuss Example 1.2 in §7. 1(b) . Contents. We introduce the incoming and outgoing spaces in §2 but relegate the proofs to the Appendix. § §3 and 4 contain the abstract existence and completeness results. We define the operators J* in §5 and derive their basic properties and in §6 apply them to prove Theorem 6.1 which is just Theorem 1.1 when /7 = 0. In §7 we prove Theorem 1.1 and discuss Example 1.2. 2. The incoming and outgoing subspaces.
We introduce at this early stage the incoming and outgoing subspaces because, for the reasons mentioned in the Introduction, they will be required to even state our hypotheses. For the definition of these subspaces, we follow Davies [48] primarily for unity of exposition; all our operators will be integral operators.
Other definitions would work just as well provided Theorem 2.2, and Lemmas 6.3 and 6.4 below remain valid.
For each o, -1 .< a < 1, define M± = {(y,p)ER2n:+:yp>a\y\\p\} ("dot" denotes the usual product). Intuitively 0 E L2{Rn) is outgoing (resp. incoming) if 0(y) and its Fourier transform 0(p) are nonzero only when (y, p) E My (resp. (y,p) E M+). Of course we cannot expect such a naive approach to work because of the uncertainty principle and so we proceed as follows. Choose n in S(R") (the Schwartz space) so that n and 17 are real valued and (2.2) \\n\\ = (2tt)-"/2, rjEC0x(Rn) and suppT? = {£: \t¡\ < 6}, where 0 < 6 < 1 is a parameter to be specified (suppig denotes the support of fj).
For each (y, p)eR*x R" define rjy,p(x) = e^x^n(x -y) so that $"*(€)-«-*•»#* r-p).
Further define the linear mapping rn of L2(Rn) into L2(R2n):
(Tn<t>)(y,P) = (<t>\Vy,P) = (<t>\Vy,P)-Then Tv<p(y,p) is a weighted average of the Fourier transform of the translate <^(p + 2/)i over a ball of radius 6 centered at p.
LEMMA 2.1. The mapping t" is an isometry of L2(Rn) into L2(R2n). Moreover Tn(S(Rn)) ç S(R2n). For later convenience we record the identity (2.5) (r^rtt) = / f e-^yr)(t:-pMy,p)dydp if * E L'(R2n)nL2(R2n)
PROOF. For 0 E S(Rn
JRn JRn which is easily verified by applying Fubini's theorem to (^\T"(p) (= ((t*$/)~\(¡>)). The operators Rf(f) depend on the choice of the parameter 6 in (2.2) although this is not indicated in the notation. We shall assume that 6 is so small that the following result is applicable. THEOREM 2.2. If f,fi E C^^oo)) and -K at < o <1, then R±(f)4> E S(Rn) whenever 0 E S(Rn) and (a) forS>0 sufficiently small (6 = 6 (a -<n,f,fi)), R±ai(fi)e-itHoR^(f) is compact for ail ±t > 0, and for every l E N \\R±"Me-itHoiÇ(f)\\ < C|(l + |i|)-' if±t>0, are compact for some 01,02, 0 < o\, 02 < 1, and every f 1, f2EC0x ((0,oe)).
REMARK. Hypotheses (HI), (H2) and (H3) are the usual assumptions (for the one-Hilbert space short range case) adapted to the present situation. See [14] . We only remark that if (H2) holds for some z it holds for z in C\R and that in (H2) and (H3), HJ± -J±Hq is to be interpreted as the operator associated with the obvious sesquilinear form. We have chosen to work with the operators (HJ± -J±Ho)Rf oo) ) andanya,a> -1, and an < 0" < 1 (°"o as *w (H2)).
We may write Q±(J±) (or 0±(ii,iï"o; «^±)) for n± when the reference to J± (or i/ and i?o) needs clarification. The fundamental properties of the two-Hilbert space wave operators fí± may be found in [42, pp. [34] [35] [36] . We require the following "intertwining principle". The left side converges to 0 in operator norm because of hypothesis (H2) and because E({\: |A| > n}) goes to 0 strongly as n -> oo. The second term on the right also goes to 0 in operator norm as n -► oo because E({\: |A| > n})(H -z)_1 does. The remaining term must also go to 0 which establishes the result in the "-" case. The other case is similar. D
We now prove the theorem.
PROOF OF THEOREM 3.1. We establish only the outgoing ("-") case, the other being similar. Several simplications can be made. First, to prove the existence of n~ it clearly suffices to prove the strong convergence of eltH J~e~ltH°Eo(Iq) as t -► oo for an arbitrary compact subset Iq of (0, oo). Next it suffices to prove (Note E--fi~(n~)*.) An alternative expression for 0 can be obtained as follows.
Choose real / in Cq°((0, oo)) so that /(A) -1 if A E I. Since 0 = Q~tJj, we have (again by Theorem 2.2(b) and (2.3)) 0= lim ||J-A-(/)e-¿t/ío0-e-,í/í0||
where we have applied (H4). The result now follows. D Thus (H4) is a slightly stronger hypothesis than is required to assure that Q± are isometries. Hypothesis (H4) is convenient because it allows the following reformulation of the completeness postulate which is analogous to that given by Enss in [11, §9] for the short range case. and Ho = -¿A, we have at least formally that
+fRneix'+i6'{x'0 {\\^+^xO-(x,o\2 -\\e
(and similarly when "+" replaces "-"), where Ax is the Laplacian in the x E Rn variable (and similarly for Vz). Presumably the first term on the right of (5.2) will be suitably small simply because Vs is short range and thus it is the integral expression that is important. If we restrict 6~ to be real, as we shall until §7, then the optimal choice of 9~ will satisfy the eikonal equation \\a + vx9-(x,c:)\2 + v(x) = \\t:\2
when (x, £) G My (see (2.1)) and of course Ax9~ must also be small. The existence of 9~ with the requisite properties is guaranteed by the following result. The functions 0* of (5.1) are obtained by cutting off 0^ appropriately. To do so, first choose a strictly decreasing sequence {dj}*jZ0 so that do -1 and lim.,-^ dj = 0. Define {*7,}~0 by Uo = {ÍERn:\^\>di}, Uj = {£ G R": dJ+i < \t\ < dj-i} if j > 0 so that {Uj}'jLQ is an open cover of Rn\{0}.
Choose a C°° partition of unity {Hj}j^o corresponding to this cover (i.e. fij E C°°(Rn) is nonnegative and supported in Uj and V ■ fJtj(tl) = 1 if £ / 0). We shall also specify that /ij(£) = Mj(_£)- Intuitively 0± is 9y cut off outside M^ and further restricted so that when the velocity £ is small the position x is far from the origin and this is of course the region where one would hope to be able to approximate the wave operators. iie+v10±(x,oi2+v(x) = i|$i2.
PROOF. Observe that 0±(x, £) = 0 whenever |x| < Rq or for some j, |£| < dj and |x| < Rj. Using this, one easily checks that 9± E C°°(R2n). Also 0±(x,£) = 0f{x,t) if (x,£) E {(x,t-)--Tx ■ £ > 0i|x||£|, |£| > dj: \x\ > 2Rj} for some j. Here we have noted C~x < RJ(x)~1 < C (C > 0) when (Dagi)(x/Rj) ¿ 0.
Combining these last two estimates with the bound for the derivatives of 9y in Theorem 5.1 will prove (5.6) and (5.7). More precisely, for any integer m, and all ct,ß E Nn, |a|, \ß\ < m, and all ]£|, dk-i > |£| > dk, we have by Leibniz's formula
where the maximum is over |a'|, \ß'\ <m and j E {k -1, k}, the supremum is over ß', 1/3'| < mo, j E {k -1, fc} and £ G Rn, and Ca>t0>td is the constant of Theorem 5.1. If we choose £i = £o then we have (5.7). If however 0 < £i < £o and m -mo then we have (5.6) provided Rk-i is chosen so large that Cmo maxCa,,ß,4j sup |J>£.tt¿(E)]¿fc*Afci?~*l) < V-□
We shall suppose in future that 0± have been completely specified and they satisfy Lemma 5.2 for some fixed £i,0<£i<£o,??>0 suitably small and mo suitably large (n < 1/10; mo > 7n + 6 will do). For this choice of 0±, define J^ by PROOF. We consider only the "-" case; the "+" case is similar (or use (5.5)).
(i) To prove Q~ is bounded it suffices to prove (Q~)* is bounded or that Q-(Q~y is bounded. We have Q-(Q-)*0(i)= / / e^x-^e^~^-e-^U{x,OWJ)mdydi.
JRnJRn
Therefore, once we have proved that ||P~|| < c|p|o we will have ||<5~(Q~)*|| < c|p|o, where p(x,y, £) = g(x, £)o(y, £). Since |p|o < c'|o|q we need only prove ||P~|| < c|p|o to prove (i).
To check that P~ is well defined, write e-*»'* as (£)_2Ar(l -Ay)e~iy< and integrate by parts: P-<p(x)= f (0~2N f «*€•<-»)(l-A,)JV{e*<,"(-'0-,"<»'0) JR" Jr"
■P(x,y,£)<i>(v)}dydt.
Since the y derivatives of e~e (y,^p(x,y,£) are bounded (by (5.6)), the integral over R2n exists if 2N > n -1.
To prove P~ is bounded we shall change variables and then apply the Calderón-Vaillancourt theorem [2] . Technically to justify each step, we treat the integral defining P~ as an oscillatory integral.
To make this argument precise, begin by writing 0-(x,£)-0-(y,£)= / Vx9-(y + s(x-y),0ds-(x-y). Jo
Thus, the appropriate change of variables to make P~ a pseudodifferential operator is £' = $(£,x,y) = £+ f Vx9-(y + s(x-y),i)ds. For fixed £, the above integral defines a compact integral operator because the kernel is in L2(R3n). Therefore to prove compactness it suffices to show that these operators converge in operator norm. This is done by appealing to the Calderón-Vaillancourt theorem [2] . By (5.10), we have: for 0 < £i < £o \Dax,DiD'¡{(g(e'x)-g(ex))f (b) The assumption (SR)i in Theorem 6.1 is convenient but it is not the best possible. We require the following conditions for the following proofs to apply with no substantial change:
(1) H = -A + V + Vs is selfadjoint, for all x E Rn, £ G K (e0 as in (LRl)).
Suppose also that gi(x, £) = 0 if \x\ < 1. For each a,a', -1 < a' < a < 1, define the operators Q± on 7* (C §°(Rn)\{0})) by
(0 G C §°(R"\{0})). Then, for each f E Cg°((0,oo)), Q±R0t(f) (which is defined on S(Rn)) extends to a compact operator on jL2(R"), provided 6 in (2.2) is small enough (6 = 6(a -a', /)). Moreover, for each I E N (6.3) ||F(|x|>r)Q±Ä±(/)||<C,(l + r)-i, r > 0.
Essentially this result says that R"(f)4> is localized, as would be expected, on the support Xo',<t(Tx-£/|x| |£|). A proof of Lemma 6.3 is provided in the Appendix.
Observe that, if gi(x,£) = el9±i-x¿\ then gx satisfies (6.2) (by (5.7)).
LEMMA 6.4. Suppose q2 E C°°(R2n) and for every compact set K Ç R"\{0} and every ß E N™ \D\qi(x, 01 < Cß,K{x)mi-ea) for all (x, £) G R" X K (e0 as in (LRl)). Define the operator Q on /*(Co°°(R™\{0})) by Q0(x) = / e-«g2(x, £)0(£) d£, 0 G Co°°(R"\{0}).
R"
Then, for any f G Cq°((0, oo)), any a, -1 < a < 1, and any l G N ||F (|x| < ¿r) QRf(f)F(\x'\ >r)\\< Ct(\ + r)~l.
A proof of Lemma 6.4 is provided in the Appendix.
Verify now (H2) and (H3).
LEMMA 6.5. Let H, H0, and J* be as in Theorem 6.1. Then (H2) and (H3) are valid.
PROOF. We consider only the "-" case; the "+" case is similar. (Or use (5.8)
and (2.4).)
We choose the constant 00 of (H2) and (H3) so that 01 < 00 < 0, where 01 is the constant in the definition (5.4) of 0±. Choose gi E C°°(Rn) satisfying (1.4).
Let / G Co°((0,00)). We shall prove that, for z E C\R, and 0, a0 < a < 1,
Since the left side of (6.4) is a decreasing function of r, it must go to 0 as r -> 00, by (6.3). Thus
Thus (H -z)_1(HJ -J~Ho)R" (/) is the limit of compact operators and hence compact (f(Ho)(l -gi(x'/r)) is clearly compact). Therefore (6.4) implies (H2) and it clearly implies (H3).
Thus it suffices to prove (6.4). As a preliminary we show that (Ho + l)kJ~ f(H0) is bounded for any k E N. This is an immediate consequence of Lemma 5.3, part Using (5.7), one easily checks that g2 satisfies the hypotheses of Lemma 6.4. We shall apply Lemma 6.4 in a moment but first observe that, because the left side of (6.4) is bounded and decreasing in r, we may restrict attention to when r is large.
The left side of (6.4) is bounded by
By Lemma 6.4, the first term is an integrable function of r and we are left to consider the second term. For 0 G S(Rn)
We shall show that both terms on the right side of (6.5) are bounded by (7(1 + r)_1-í° 11011 which will complete the proof. This is true for the first term by PROOF. We prove that Ry(fi)(J+yj~R^, (f2) is compact whenever 0,0' > 0 and /i,/a G Co°((0,00)).
The other case when all signs are reversed is proved similarly or by using (2.4) and (5.8).
Our task may be simplified by applying Lemma 6.3. To do so, define gi G C°°(Rn) as before (in (1.4) ). Then for any 0 G S(Rn)
The first two integral expressions define compact operators; the first has a square integrable kernel and the second is by Lemma 6.3. A similar decomposition applies to J+Ry(fi). Therefore to prove the compactness of Ry(fi)(J+)* J_i2^",(/2), it suffices to prove the compactness of the integral operator which maps 0 G S(R") to
(The inner integral over £ defines a function of x which is in S(Rn); see the proof of (5.9).) To complete the proof we shall write elx■«-<) = \tl-p\~2N(-Ax)Neix^-( for any integer N) and integrate by parts in the above integral. For this to make sense we must check that \ç -£| jt 0, but (assuming for the moment that £0 < 1). Therefore, if N is so large that iVeo > \n, then the integrand in the last integral expression above is in L2(R3n). We may therefore take the limit inside the integrals (eliminating g) and we are left with an integral operator with kernel in L2(R3n) which is therefore compact. The proof is complete. D PROOF OF THEOREM 6. (where 0^ are defined by (5.4)). We have already seen that Jq extend to bounded operators on L2(Rra) in Lemma 5.3, part (ii). We define J^ = euJq, where eu acts multiplicatively, and we have J^ are bounded because U E L°°(R") by assumption (LR2). Hypothesis (HI) is therefore satisfied. We proceed now to verify (H2) through (H6) in two lemmas. Before doing so it is instructive to do the formal computation analogous to (5.2) when H = -\A + \AU + ¿|V£/|2 + V + Vs:
where we have written (Vx?7) = (VX)U -U(VX). It is clear that the integrand is short range in x, but because U may not be differentiate, the proof of (H2) will have to take a different approach. LEMMA 7.2. Let Ho = -5A and H and J^ be defined as above (i.e. as in Theorem 1.1). Then (H2) and (H3) are valid.
PROOF. We prove only the "-" case of (H2) and (H3). The "+" case is similar (or use (5.8) and (2.4) ).
This proof parallels that of Lemma 6.5 and so we shall only emphasize the additional arguments required. As in the proof of Lemma 6.5 (see (6.3)), to verify (H2) and (H3) it suffices to prove that
for z E C\R, oo < 0 < 1 and / G ^( (O.oo) ), where gi G C°°(Rn) is as before (see (1.4) ).
As before we observe that (Ho + l)kJ0~f(Ho) is a bounded operator. It is therefore possible to write the operator in (7.5) as Both of the terms in (7.7) are integrable; the first by Lemma 6.4 and the second by assumption (SR)i/2. The second through fifth terms of (7.6) are handled similarly. Each is the product of two bounded factors in braces between which we insert 1 = <?i (6x/r) + (1 -gi (6x/r)). The first factor times gi (6x/r) on the right has norm integrable in r > 1 by assumption (LR2). The second factor times (1 -gi(6x/r))
is integrable by Lemma 6.4.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Therefore to prove (7.5), we need only prove that the norm of the first term on the right of (7.6) has norm integrable in r > 1. The argument given in the proof of Lemma 6.5 applies here. (The argument starting after we assume Vs = 0 there.)
This completes the proof of (7.5). D LEMMA 7.3. Let H0, H and J* be as in Theorem 1.1. Then (H4), (H5) and (H6) are valid.
PROOF. Observe that (eu -l)(H0 + 1)~1/2 is compact, because (eu -1)(H0 + 1)"1/2 = lim P(|x| < r)(eu -1)(H0 + îy^En^r]). PROOF OF THEOREM 2.2. We consider the case t > 0 only, because the other case follows similarly, or by taking the complex conjugate (by (2.4) ).
To show fi-(/)0 = f(Ho)T*F(M-)Tnf(Ho)4> belongs to S(Rn) whenever 0 does, it suffices to show that (T*F(My)%) belongs to ^(R") if * G S(R2n) (by Lemma 2.1). But this is clear from (2.5). In view of the above decomposition, these inequalities will establish the result provided one also notes that ||P(|x| < \r)Qf(Ho)\\ < Crnl2 (by [40, Theorem VI. 23, p. 210]).
The proof of (A.6) is like the proof of Lemma 6.3. For # G 5(R2n) we have, by -[ e*-<-*-*>(l -Az)N {/ (i|£|2) r)(£ -p)} d£.
JR"
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