give bounds for the double domination number of signed cubic graphs. We also obtain some bounds on the double domination number of signed generalized Petersen graphs and signed I-graphs.
Introduction
We consider only finite and simple graphs. For all the graph theoretic terms which are used in this paper but not defined, we refer the reader to [4] .
Let G = (V, E) be a graph. We denote by |V (G) been surveyed and detailed in the books [11] and [10] .
In [9] 
(DDS). The cardinality of a minimum DDS of G is called the double domination number (DDN) of G.
Some bounds for the double domination number in graphs are given in [6] and [7] .
In [8] , Harary introduced the notion of signed graphs and balance. A signed graph is a graph whose edges are labelled with positive or negative signs. We denote it by Σ = (G, σ), where G is called the underlying graph of Σ and σ is called the signature (signing) of G. A signature σ can also be viewed as a function from E(G) into {+, −}. If the edges of Σ are all positive, i.e., σ −1 (−) = ∅, then the signed graph is called the all positive signed graph, and we denote it by |Σ|.
In a signed graph, switching a vertex v is to change the sign of each edge incident to v. If we switch every vertex of a subset X of vertices, then we write the resulting signed graph as Σ X . We say a signature Σ 1 is switching equivalent or simply equivalent to a signature Σ 2 , denoted by Σ 1 ∼ Σ 2 , if both Σ 1 and Σ 2 have the same underlying graph G and Σ 1 = Σ X 2 for some X ⊆ V (G). A cycle in a signed graph is called positive if the product of signs of its edges is positive, and negative, otherwise. A signed graph is balanced if each of its cycles is balanced. The following theorem gives a necessary and sufficient condition for two signed graphs Σ 1 and Σ 2 to be switching equivalent. The following theorem shows that the double domination is switching invariant.
Theorem 1.2. [2] Double domination is invariant under switching.
Definition 2. For positive integers n and k satisfying 2 ≤ 2k < n, the generalised Petersen graph P n,k is defined by
where the subscripts are read modulo n.
We denote the sets {u 0 , u 1 , ..., u n−1 } and {v 0 , v 1 , ..., v n−1 } by U and V v , respectively. From the definition, it is clear that P n,k is a cubic graph and P 5,2 is the well-known Petersen graph. The edges 
where subscripts are read modulo n.
The class of generalized Petersen graphs is a sub-class of the class of I-graphs.
In [3] , Boben, Pisanski and Zitnik have studied various properties of I-graphs such as connectedness, girth, and whether they are bipartite or vertex-transitive. They also characterized the automorphism groups of I-graphs.
The rest of this paper is organized as follows. First we give a lower bound and an upper bound for the DDN of signed cubic graphs. Further, we show that if D is a DDS of a cubic graph G such
is not a DDS of a cubic graph G then it is not necessarily true that
cycle decomposition. Second we obtain some bounds on the DDN of signed generalized Petersen graphs.
Finally, we give bounds on the DDN of signed I-graphs.
Bounds on DDN of Signed Cubic Graph
In [2] the authors obtained a bound on the double domination number of a signed graph.
Theorem 2.1. [2] Let Σ be any signed graph without isolated vertices on n vertices, then
Moreover, these bounds are sharp.
In the following theorem, we show that the lower bound of Theorem 2.1 can be improved if the underlying graph of Σ is cubic. 
Also, since D is a DDS, every vertex of V \ D is adjacent to at least two vertices of D. Thus
But it is impossible for a set D to satisfy (1) and (2) simultaneously. Thus the set D cannot be a DDS of Σ. This implies that any DDS of G (hence of Σ) must be of size at least m. Therefore we have γ ×2 (Σ) ≥ m, and this completes the proof.
Note that the lower bound of Theorem 2.2 can be achieved. For that, let G be a disjoint union of m copies of K 4 . Take Σ = (G, σ) such that all the edges of Σ are positive, that is σ −1 (−) = ∅. It is then clear that Σ is a signed cubic graph on 4m vertices and γ ×2 (Σ) = 2m.
As an application of DDS, we show that if D with |D| =
is a DDS of a cubic graph G then 
On the other hand, each vertex of V \ D is adjacent to at least two vertices of D as D is a DDS. So we
As If D is not a DDS of a cubic graph G such that |D| =
is the union of vertex disjoint cycles. For instance, let G = P 4,1 and D = {u 0 , u 1 , u 2 , u 3 }. It is easy to
is not a union of vertex disjoint cycles.
Bounds on
A DDS of (P n,k , σ) need not be a DDS of (P n,k , σ ′ ), where σ ′ is not equivalent to σ. For example, let Σ = (P 4,1 , σ), where σ is a signature of P 4,1 for which the outer cycle C o and the inner cycle C i are positive. It is easy to check that the set D = {u 0 , v 0 , u 2 , v 2 }, see Figure 1 , forms a DDS of Σ. But if we take a signature σ ′ for which C o and C i are negative, then D = {u 0 , v 0 , u 2 , v 2 } does not satisfy the condition (ii) of Definition 1. The following two lemmas will be used to get the bounds on the DDN of signed generalized Petersen graphs for k = 1. Lemma 2.5. Let Σ = (P 2m+1,1 , σ) be any signed generalized Petersen graph. Then
Proof. The lower bound follows from Theorem 2.2.
To get the upper bound, all we need is to construct a DDS of Σ that uses 2m + 2 vertices. Consider the set D = {u 2i , v 2i | i = 0, 1, 2..., m − 1} ∪ {u 2m−1 , u 2m }. It is easy to check that D is a DDS of P 2m+1,1 , as illustrated in Figure 2 , and |D| = 2m + 2.
To complete the proof, it remains to show that Σ[D :
Note that
is the union of two vertex disjoint paths P 1 and P 2 , where P 1 = u 0 u 1 u 2 ...u 2m−3 u 2m−2 and
is balanced. Thus D is DDS of Σ.
Lemma 2.6. Let Σ = (P 2m,1 , σ) be any signed generalized Petersen graph. Then
Moreover, there exists a signed graph Σ = (P 2m,1 , σ), such that γ ×2 (Σ) = 2m.
Proof. From Theorem 2.2, it is obvious that 2m ≤ γ ×2 (Σ).
To get the upper bound, we need to produce a DDS of Σ having 2m + 2 vertices. Consider the set Theorem 2.7. Let Σ = (P n,1 , σ) be any signed generalized Petersen graph. Then
We will use the following two lemmas to get the bounds on the DDN of signed generalized Petersen graph (P n,k , σ), where gcd(n, k) = 1 and k ≥ 2. Lemma 2.8. Let Σ = (P n,k , σ) be any signed generalized Petersen graph, where gcd(n, k) = 1 and k ≥ 2.
Proof. Recall that U denotes the set of u-vertices and V v denotes the set of v-vertices of P n,k . Clearly
.., V 2m , V 2m+1 be a partition of the set V v such that
To get the upper bound, we take the set is balanced. This implies that γ ×2 (Σ) ≤ n + mk.
The lower bound follows from Theorem 2.2, and the proof is complete. Lemma 2.9. Let Σ = (P n,k , σ) be any signed generalized Petersen graph, where gcd(n, k) = 1 and k ≥ 2.
For example, see Figure 5 . We prove that D is a DDS of Σ, and this will give us the required upper bound. The lower bound follows from Theorem 2.2, and the proof is complete.
Theorem 2.10. Let Σ = (P n,k , σ) be any signed generalized Petersen graph, where gcd(n, k) = 1 and
Proof. For any positive integers n and k it is always true that ⌊ Finally, we give a lower bound and an upper bound for the DDN of signed generalized Petersen graphs,
Theorem 2.11. Let Σ = (P n,k , σ) be any signed generalized Petersen graph, where gcd(n,
Note that every vertex of V (C r ) \ V r is adjacent to at least one vertex of V r for 1 ≤ r ≤ d. 
Bounds on γ ×2 (I(n, j, k), σ)
It is clear that P n,k = I(n, 1, k). Since I(n, j, k) = I(n, k, j) and we wish to get the bounds on γ ×2 (I(n, j, k), σ), we assume that 2 ≤ j ≤ k. The following theorem gives bounds on γ ×2 (I(n, j, k), σ), for gcd(n, k) = 1.
Theorem 2.12. Let Σ = (I(n, j, k), σ) be any signed I-graph, where gcd(n, k) = 1 and k ≥ 2. Then
If ⌈ n k ⌉ = 2m, the set D as considered in Lemma 2.9 will be a DDS of Σ. Therefore γ ×2 (Σ) ≤ 2n − mk. If ⌈ n k ⌉ = 2m + 1, the set D as considered in Lemma 2.8 will be a DDS of Σ. Therefore γ ×2 (Σ) ≤ n + mk. To get the required upper bound we mimic the proof of Theorem 2.10. This completes the proof.
In the following theorem we give bounds on γ ×2 (I(n, j, k), σ), where gcd(n, k) ≥ 2. Theorem 2.13. Let Σ = (I(n, j, k), σ) be any signed I-graph, where gcd(n, k) = d ≥ 2. Then n ≤ γ ×2 (Σ) ≤ n + d n 3d .
Note that the structure of cycles induced by vertices of V v of I(n, j, k) is same as the structure of cycles induced by vertices of V v of P n,k . Since the set D considered in proof of the Theorem 2.11 contains the whole set U , this same set D will be a DDS of any Σ = (I(n, j, k), σ). Therefore
This completes the proof.
