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Professor Mahdieh Allahviranloo

ABSTRACT
Nowadays city mobility is challenging, mainly in populated metropolitan areas. Growing commute
demands, increase in the number of for-hire vehicles, enormous escalation in several intra-city
deliveries and limited infrastructure (road capacities), all contribute to mobility challenges. These
challenges typically have significant impacts on residents’ quality-of-life particularly from an
economic and environmental perspective. Decision-makers have to optimize transportation
resources to minimize the system externalities (especially in large-scale metropolitan areas). This
thesis focus on the intra-city mobility problems experienced by travelers (in the form of congestion
and imbalance taxi resources) and businesses (in the form of last-mile delivery), while taking into
consideration a measurement of potential adoption by citizens (in the form of a survey). To find
14

solutions for this mobility problem this dissertation proposes three distinct and complementary
methodological studies.
First, taxi demand is predicted by employing a deep learning approach that leverages Long
Short-Term Memory (LSTM) neural networks, trained over publicly available New York City taxi
trip data. Taxi pickup data are binned based on geospatial and temporal informational tags, which
are then clustered using a technique inspired by Principal Component Analysis. The
spatiotemporal distribution of the taxi pickup demand is studied within short-term periods (for the
next hour) as well as long-term periods (for the next 48 hours) within each data cluster. The
performance and robustness of the LSTM model are evaluated through a comparison with
Adaptive Boosting Regression and Decision Tree Regression models fitted to the same datasets.
On the next study, an On-Demand Dynamic Crowdshipping system is designed to utilize
excess transport capacity to serve parcel delivery tasks and passengers collectively. This method
is general and could be expanded and used for all types of public transportation modes depending
upon the availability of data. This system is evaluated for the case study of New York City and to
assess the impacts of the crowdshipping system (by using taxis as carriers) on trip cost, vehicle
miles traveled, and people travel behavior.
Finally, a Stated Preference (SP) survey is presented, designed to collect information about
people’s willingness to participate in a crowdshipping system. The survey is analyzed to determine
the essential attributes and evaluate the likelihood of individuals participating in the service either
as requesters or as carriers. The survey collects information on the preferences and important
attributes of New York citizens, describing what segments of the population are willing to
participate in a crowdshipping system.
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While the transportation problems are complex and approximations had to be done within
the studies to achieve progress, this dissertation provides a comprehensive way to model and
understand the potential impact of efficient utilization of existing resources on transportation
systems. Generally, this study offer insights to decisions makers and academics about potential
areas of opportunity and methodologies to optimize the transportation system of densely populated
areas. This dissertation offers methods that can optimize taxi distribution based on the demand,
optimize costs for retail delivery, while providing additional income for individuals. It also
provides valuable insights for decision makers in terms of collecting population opinion about the
service and analyzing the likelihood of participating in the service. The analysis provides an initial
foundation for future modeling and assessment of crowdshipping.
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INTRODUCTION AND LITERATURE REVIEW

Introduction and Motivation
Nowadays city mobility is fraught, especially in densely populated metropolitan areas with a
limited street capacity. It is vital to understand mobility challenges in order to optimize
transportation resources and build sustainable cities. These challenges are typically experienced in
different forms such as obstacles in the way goods and inhabitants move around the city, declining
the quality of life, and, which mainly caused by lack of equilibrium in the supply and demand of
transportation. This lack of equilibrium results in day to day nuances for residents, including
congestion, inefficiency in service and, considerable delays during commutes.
In the U.S. alone, the estimated cost of congestion was about $87 billion in 2018 according
to INRIX (Cookson, 2018). As an example of supply and demand imbalance in the transport
system, only in Manhattan CBD, the number of unoccupied taxi/on-demand vehicles are increased
by 81%, from 2013 to 2017 (Bruce Schaller, 2017). This enormous increase in unoccupied vehicles
(only driver is onboard) is a vital source of prolonged traffic conditions, since the increased time
and mileage that they spend between trips exacerbates congestion but does not contribute to the
mobility needs of citizens. As an example only in 2017, heavy congestion decreased the average
speed of vehicles to 8.21 miles per hour in Manhattan which is even slower than bike speed (Joe
Cortright, 2017). Thus, as unoccupied movements (as well as low occupancy and underutilized
capacities) generate cost and externalities but no revenue and benefit, the mobility problem is
concerned with the reduction of unoccupied vehicles and optimizing the excess capacities of
vehicles on streets.
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Imbalanced in supply and demand in the transport system, massive unoccupied and
underutilized fleet of vehicles, especially in the taxi network, considered to be one of the main
concerns for mobility disruption. The inefficiency of the taxi network and its consequences are the
problems that most commuters in the city experience. This problem expressed through unmet
passenger demand, energy waste and excess traffic congestion by the vacant taxies/vehicles on the
streets. The taxi pickup geographic distribution shown in figure 1.1 as an example of discrepancy
in taxi network.

Figure 1-1 Number of taxi pickups in January 2016.

This dissertation first focuses on utilizing the extra capacity in existing transport system to
serve deliveries and help the movement of goods. The transport capacity underutilization is a
somewhat correlated supply-demand imbalance that can be found in urban areas. Delivery activity,
18

especially home deliveries, has had enormous growth in the recent past due to different reasons
such as the continuous growth of e-commerce, the convenience, and popularity of online shopping
by using internet-based devices, high competition in the market, and the massive increase in the
number of online transactions (“US parcels market insight report,” 2018). Many providers offer
huge discounts and expedited delivery time windows in order to increase their sales and profit
(such as Amazon and Macy’s). Therefore, providing fast, efficient, and reliable delivery service to
accommodate the growing number of packages puts an enormous amount of pressure on suppliers
and carriers (eMarketer, 2016).
This growth is disruptive to traditional urban delivery systems and has created an urgent
need for novel shipping and delivery systems. Therefore, in the rapid urbanization era, providing
an efficient service for passenger movements and city logistics are becoming an increasingly
complex mission. Designing of this enhanced service requires a better understanding of trip
patterns as well as the optimum integration of different transportation modes to improve the
efficiency and management of transportation systems. It relies on a balanced integration of public
and private transport and, optimum utilization of resources. These urbanization and mobility
challenges call for new transportation notions and create new opportunities for innovative
technologies and businesses.
Crowdshipping can be one of the possible solutions for efficient delivery operation, which
can be particularly useful for residential deliveries and last-mile deliveries. Crowdshipping for
goods delivery is, in essence, equivalent of Uber for taxi transportation or Airbnb for lodging. It is
deeply rooted in the concept of a shared economy system with high potential economic benefits
(Howe, 2006). In its most common form, crowdshipping allocates activities that were traditionally
performed by courier companies to a large pool of private individuals, who primarily undertake
the role of carriers. This service is mostly provided by ordinary people and everyday commuters
19

who undertake the role of a carrier and trade in their time in exchange for a fee. In a crowdshipping
service, each person can either be a requester or a carrier. Generally, a third party organizes the
system using an online platform to manage task transference between the requesters and the
carriers.
One way to assess the potential impacts of crowdshipping at large is to look into the
effective utilization of resources in shipping activities. According to DHL Logistics Trend Radar
report in 2016, high portion of the available transport (rail, road, and private cars) capacity is
underutilized, and Schaller confirms a high single-occupancy rate (a car with only a driver) in
dense urban areas (Bruce Schaller, 2017; DHL Logistics Trend Radar, 2016). The underutilization
of transportation resources can be alleviated through an integrated model, allowing for higher
capacity utilization and reducing congestion and car emissions. The crowdshipping model is an
integrated model utilizing the extra capacity of taxis, buses, and even passenger cars to efficiently
move goods around. From an environmental standpoint, crowdshipping may help to alleviate
traffic congestion and reduce car emissions. From a social perspective, it helps people to earn extra
money in a convenient time and creates temporary jobs. It is clear, in its commercialized form, to
see that the model would help people to use social networks and share services for the greater good
of the community as well as their benefit. Also, customers can benefit from reduced prices and
faster deliveries through the development of the crowdshipping system.
In this dissertation, we first aim to develop a general on demand dynamic crowdshipping
model that can be used for any mode of transportation (e.g. private vehicles, bicycles, taxis and
more). Then to evaluate the impacts of the model we considered taxis as a viable carrier (crowd)
to deliver packages for a case study of NYC. Using taxis to crowdsource package deliveries is
reasonable, especially in a city like Manhattan, with low car ownership (Figure 1-2) and high taxi
single-occupancy rate (Bruce Schaller, 2017). Taxi crowdshipping can benefit the carrier
20

companies (e.g. by using existing taxi capacities to deliver packages instead of hiring full-time
drivers), the taxi owners and, the drivers, as existing taxis have the unutilized capacity to deliver
small to medium size packages. As a whole, reducing single-occupied taxi time and utilizing their
extra capacity is very beneficial for inhabitants and the city. It presents an opportunity to reduce
traffic congestion and improve mobility (by decreasing the number of trucks and idle taxis) as well
as driver incomes (through decreasing the waiting time and idle time). From an environmental
perspective, taxi deliveries help to substitute some of the traditional carrier vehicles helping to
reduce congestion and car emissions, yielding significant benefits to cities that may implement
such kind of programs.

Figure 1-2 New York City car ownership rate in 2018 (NYCEDC, 2018)
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Although at first glance underutilization of existing transport and boom in city logistics
demands may seem far apart, it is perceived that both have significant impacts on city mobility.
The purpose of this dissertation is to analyze and propose city logistics strategies to alleviate city
mobility challenges by:
I.

Designing a general integrated transport system (Dynamic Crowdshipping Model) to optimize
the extra capacity in existing transport and enable them to deliver parcels. A Mixed Integer
Linear Programming (MILP) formulation within a rolling horizon scheme that periodically
updates input data information is formulated and solved. The model aims to minimize the total
system-wide vehicle miles incurred by system users, minimize individual travel costs, and
maximize matched trips. For this part: First, we evaluated the model feasibility by running a
numerical experiment on a small network and closely monitored the results. Second, to
evaluate the reliability and impacts of this model on a real world example we studied the model
for the case study of NYC. The model is tested using taxi trip records and household travel
survey data (to extract local delivery tasks) in New York City, ensuring the credibility of the
proposed model in addressing the objectives of the study and its potential application to
mitigate transportation externalities. Furthermore, to implement and evaluate the model for the
case study of NYC the following steps are conducted:
a. Different assumptions are made such as; i) taxis are used as vehicles to serve the
requests (delivery/passenger ride), ii) since parcel delivery information in NYC is
not available at the time of this study only local retail deliveries as parcels are
considered for this case study, iii) taxi drivers do not leave the car to pick up or
drop off the packages and somebody (the requester or his representative) are
present at the pickup and drop off locations to handle the packages. Taxis are
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occupied and already have a passenger(s) on board. This assumption is made due
to the information available in the NYC taxi trip record data (TLC, 2016). The
New York City taxi trip data only contains passenger information such as pick up
and drop off times. The existing public data does not include further trajectory data
for idle taxis. But upon the availability of the vacant taxi information, it can be
included with some modifications in the model.
b. Since taxis are playing a crucial role in this case study therefore, studying of the
taxi pickup pattern became unavoidable. Thus, before explaining the case study of
NYC (chapter 3) we first conducted a preliminary analysis on taxi pickup pattern
aiming to employ methods to understand and predict the spatial-temporal pickup
demand of taxis in NYC which is presented in chapter 2. Understanding transport
(taxi) demand pattern can help the crowdshipping companies to optimize and
better allocate matches in implementation phase (especially for large scale
problems).
II.

After evaluating the model performance we designed an SP survey to check the acceptability
of the general crowdshipping service by people and estimate how likely they use the model for
their local deliveries. The survey collects information on people’s attitude towards
crowdshipping services, to evaluate their willingness to participate in the crowdshipping
service both as a requester and as a carrier. Studies focused on the acceptability of the
crowdshipping service are scarce in the existing literature. Understanding the public
willingness to use crowdshipping services is crucial and could provide useful insights for
decision-makers in introducing new systems. Furthermore, choice models are applied to
evaluate the most relevant attributes for participating in the system. The analysis provides
critical insights into the existing conditions in New York City and highlights the interaction
23

between acceptance of the crowdshipping platform, socioeconomic characteristics, and
shopping behavior.
Objective and Research Question
The primary objectives of this research are twofold; i) help the movement of goods by utilizing
the extra capacity of existing transport to serve deliveries and mitigate vehicle mile traveled by
designing an on-demand dynamic crowdshipping system. The main objectives of this model are
to maximize the number of matched trips and minimize the total system-wide vehicle miles
traveled. ii) Evaluate the acceptance of the crowdshipping systems through designing a SP survey
and measuring the participation likelihood of the system by developing discrete choice models.
Albeit most studies concentrated on enhancing either passenger or freight flows, this thesis
emphasizes on enhancing both by developing an integrated model to serve passengers and parcels
in the same setting.
Literature Review

1.3.1

Taxi Demand Prediction
Large cities typically have large fleets of taxis to serve the city inhabitants, but the spatial

distribution of these taxis does not correspond to ride demands. The mismatch between taxis’
spatial distribution and passenger demands leads to inefficiencies (i.e., lack of equilibrium) in the
transportation network that creates missed cost of opportunity for customers, taxis and city
planners alike. Finding the equilibrium between the supply and demand of taxi services is a
challenging problem, mainly due to the lack of full knowledge on the mobility behavior of the
population and the absence of central management and dispatching policy in populated centers.
Previous studies have shown that in big cities the presence of taxi supply-demand imbalance
24

reduces taxi utilization rates, decreases customer satisfaction and lowers taxi service reliability
(Huang and Powell, 2012), resulting in profit loss for taxi companies. One of the keys to manage
the imbalance issue is the ability to forecast the spatiotemporal taxi trip demand.
Compare to other public transportation modes, taxis provide flexible services that can serve
any request in any part of the city. However, finding an equilibrium between demand and supply
is a complex problem, mainly due to the absence of full knowledge of the mobility behavior of the
population and the central management dispatching policy. In big cities, with enormous taxi
demand, the presence of taxi supply-demand imbalance reduces taxi utilization rates, decreases
customer satisfaction, a loss of profits for taxi companies and lowers taxi service reliability (Huang
and Powell, 2012). While there may be neighborhoods with unmet demand, others may have an
abundance of vacant taxis roaming to find passengers. The ability to forecast taxi demand is of
vital importance for taxi companies by allowing them to optimize the service and decrease the
fleet’s idle time. Understanding the taxi demand pattern will help improve the taxi service’s
quality, users’ satisfaction, and will improve the flow of traffic.
The key to addressing this problem lies in the ability to forecast supply and demand based
on historical data. Recent developments in GPS systems and automatic data collection systems
enable us to obtain accurate, real-time information on passengers and taxi mobility patterns. A
variety of methods have been implemented to predict taxi demand, including probabilistic models
(Yuan et al., 2011) time series analysis (Li et al., 2012a; Zhao et al., 2016), uncertainty analysis
(Miao et al., 2016a), SVM (Li et al., 2011), data mining and clustering techniques (Chang et al.,
2010) and neural networks (Mukai and Yoden, 2012). Li et al., adapted the feature selection tool,
L1-Norm SVM, to select the most crucial feature patterns that determine taxi performance (Li and
Yu, n.d.). Moreira-Matias et al., proposed a new ensemble framework to predict the spatiotemporal
25

distribution of Taxi-Passenger demand in a short time horizon(Moreira-Matias et al., 2013). Using
GPS data from the taxi, Ma, Yu, Wang, & Wang, utilized a deep Restricted Boltzmann Machine,
and Recurrent Neural Network architecture to model to predict traffic congestion (Yu et al., 2010).
Miao et al., developed a novel robust optimization method to balance service across the whole city
while minimizing the total idle cruising distance of taxis (Miao et al., 2016b).
Lately, an increasing number of researchers studied the application of the deep learning
techniques, especially the RNN and LSTM models, to transportation prediction problems. Deep
learning methods enable researchers to model complex, non-linear, and high dimensional data
using hierarchical feature representation. LSTM neural network models can avoid the long-term
dependency of sequence prediction problems (mostly used for language modeling and text
recognition), and it is very promising in time series data prediction. Numerous studies have been
carried out using deep learning methods in transportation, especially for traffic flow prediction (Fu
et al., 2017; Lv et al., 2015; Ma et al., 2015a; Tian and Pan, 2015). Yanjie Duan et al., applied an
LSTM model to predict multi-step ahead of travel times (1-step to 5-steps ahead) and showed that
the evaluation results are impressively low for 1-step ahead travel time prediction (Yanjie Duan et
al., 2016). De Brébisson et al., proposed a multi-layer perceptron, bidirectional RRN to predict
taxi trajectory (to predict the fixed-length output from a variable-length sequence) (De Brébisson
et al., 2015).
The present work can be considered a contribution to this type of work. The main objective
of this study is to forecast the spatiotemporal distribution of taxi pickup requests in NYC, the most
populous city in the United States comprising of a complex, multimodal transportation system. It
is the home of the nation’s most extensive subway system, yet, it still has a fleet of more than
13,000 licensed taxicabs (green and yellow taxis as of 2016) (NYCDOT, 2016). Due to the low
26

car ownership rate in NYC, more than half of the city residents rely on the public transportation
system, and taxis to move around in the city. With the development of new advanced intelligent
transportation systems (ITS), and other technologies (e.g., big data, cloud, and distributed
computing, and machine learning), enormous amounts of data can be recorded and stored for
analysis, enabling the development of more nuanced, and complex models. Taxi trip data is
publicly available (TLC, 2016) and has attracted the attention of a substantial amount of taxi
companies and researchers, in the last few years.
1.3.2

Crowdshipping and Integrated approaches for City Logistics
In recent years, many works of literature have focused on passenger and parcel sharing

transportation systems. Some existing models are proposed to serve passengers and parcels using
the same vehicle to reduce congestion and improve revenue, classified as NP-hard Dial-A-Ride
Problem (DARP) (Li et al., 2014; Nguyen et al., 2015). Kafle et al. (Kafle et al., 2017a), proposed
a two-tiered delivery system, in which the second tier is crowdsourcing using cyclists and
pedestrians, meaning that the parcels are unloaded from trucks in mid-points and delivered to their
final destinations by the crowd. In their system, carriers (delivery trucks) post pickup and delivery
requests on a platform and the crowd bid to carry out a subset of those requests. They define the
relay points as locations where parcels are transferred from delivery trucks to people traveling by
private/shared mode or by transit, or vice versa. The tasks are assigned to the crowd based on the
bids submitted by the individuals and routes that trucks need to take to the location of the transfer
points. Ghilas et al. (Ghilas et al., 2016) propose an integrated bus-delivery model, where pickup
and delivery vehicles collect goods to/from bus stations. In this model, the spare capacity on the
scheduled bus service is used for transporting parcels and goods.
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Concerning logistics, Buldeo Rai et al. have done an intensive literature review on crowd
logistics settings. Others studied crowdshipping benefits in different angles. For instance the
crowdshipping provides accessibility to a more extensive range of products and offers variant
delivery service which is faster (Arslan et al., 2016; W. Chen et al., 2017), more flexible and
convenient (Mehmann et al., 2015; Rougès and Montreuil, 2014), traceable in real-time (Anderson
et al., 2005; Mladenow et al., 2016) . The crowd is incentivized to participate in the system by
performing some convenient delivery tasks which can be adopted in their lifestyle and earn an
extra profit (Buldeo Rai et al., 2017).
From a social point of view, in a local setting crowdshipping enables the crowd to have
individual contact with their neighbors and local community members (Mladenow et al., 2016).
Par with social benefits, crowdshipping is essential from an environmental perspective. By
utilizing existing transportation resources, crowdshipping inspires consolidation (Cohen and
Muñoz, 2016), efficient vehicle loads (Mladenow et al., 2016; Paloheimo et al., 2016) and reduces
traffic, congestion and air polluting emissions (Arslan et al., 2016; C. Chen et al., 2017; Mladenow
et al., 2016; Wang et al., 2016). The CL concept exploits a new spirit of collaboration and
commercializes social networks in a way that can be beneficial from an economic, social and
environmental point of view (Buldeo Rai et al., 2017).
Practitioners and existing companies (e.g., start-ups Lyft, Deliv and, UberRUSH) have
been done extensive studies about crowdshipping (Carbone et al., 2015). Examples of such
initiatives include Myways, a pilot project of DHL in Sweden (“DHL Crowd Sources Deliveries,”
2013) and efforts of Walmart superstores in the USA, which started by using in-store customers
as the crowd and continued later to use crowdshipping system (Morphy, 2013).
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Cargo-hitching is another concept used for integrated parcel delivery and transit system. It
exploits spare capacity available in transit systems, including subway, bus, and taxis to deliver
goods (Sampaio et al., 2017). While the bus system and other public transport modes operate on
predetermined routes and schedules, taxis are more flexible, and their operation depends only on
passengers’ pickup and delivery locations as well as the time windows. Route and schedule
flexibility make taxis more appealing mode for serving on-demand delivery requests.
From the methodological standpoint, some studies have been focused on designing
innovative crowdshipping models by considering different conditions such as allowing transfer
between vehicles or creating relay points (Kafle et al., 2017b). Li et al. (Li et al., 2014), proposed
a new class of models as Share-a-Ride Problem (SARP) to transport people and freight using a
taxi network (Cordeau and Laporte, 2007, 2003), proving that a taxi-sharing system is operating
alongside traditional freight service. They employed a neighborhood search method to insert parcel
requests into predefined taxi routes. The more comprehensive review of DARP and SARP can be
found in Cordeau and Laporte, and Li et al. (Cordeau and Laporte, 2003; Li et al., 2014). Nguyen
et al. (Nguyen et al., 2015) extended the Li et al. (Li et al., 2014) model by including set of
capacitated parking places for taxis in the model and presented heuristic algorithms to schedule
taxis for the case study of a Tokyo city. In the same vein, Chen and Pan (C. Chen et al., 2017)
suggested using a taxi fleet in the city to collect the e-commerce returned goods from final
consumption points back to the retailers (a network of 24/7 shops) to satisfy last-mile delivery
requests.

1.3.3

Analysis of Crowdshipping Service Adoption by Public
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Crowdshipping is a $375 million industry that is growing just as fast as the startups entering
the market (Crowdsourcing.org, 2015; Drake, 2013). PiggyBee, Hytchers, Peer, MeeMeep, and
Deliv are just some examples of the many startups that have entered the market offering
crowdshipping service. The Hytchers website describes crowdshipping as the “win-win-win”
solution for deliveries by providing convenience to online buyers, providing carriers with
reimbursements for travel expenses and by working with e-commerce sellers to ship goods while
reducing the externalities associated with freight (Hytchers, 2018). The key premise for most of
these apps is identical. Some apps offer incentives to members on their platforms as a means of
distinguishing themselves as a crowdshipping platform. For example, Shipizy (Lisbon based peer
to peer delivery company) claims dedicated insurance coverage to ensure that in the case of a
missing shipment or payment from the buyer, neither party suffers as a consequence (Shipizy,
2013). Apps like Postmates provides greater convenience to carriers by streamlining the
application process, flexible work schedule and preferred mode of transportation (bike, car or
walking) (Postmates, 2019).
In this study, a stated preference (SP) experiment is designed to understand the willingness
of the people (potential users) toward using the crowdshipping system and recognize the most
critical factors in their decision process. In the SP method, researcher experiment the individual
respondents' statements about their preferences in a set of transport options to collect relevant data
and estimate utility functions (Kroes and Sheldon, 1988). The use of the SP method within
transportation research is based on the random utility theory, which considers each consumer as a
rational decision-maker trying to maximize his utility when making choices (Ortúzar and
Willumsen, 2011). It enables us to control the variables and to estimate the effect of each variable
by using an experimental design, and it also helps to evaluate measures not yet implemented.
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Few studies have been done using the SP method to analyze crowdshipping system user’s
behavior (Miller et al., 2017; Serafini et al., 2018; Stathopoulos and Punel, 2016a, 2016b). Miller
et al., 2017, used the SP method to identify how far crowdsourced shippers are willing to deviate
from their typical travel paths and what are the causes. Their results indicated that people with
high-income are less likely to do crowdshipping, but so are low-income earners. Also, people with
enough free time, who do not mind extra time in their vehicles are more willing to work in a
crowdshipping system. In another study, Stathopoulos and Punel, 2016b, designed a survey
consisting of questions related to demographic characteristics, lifestyle, drivers’ experience, and
crowd-shipping job opportunities. The results of their study indicate a significant impact of price,
and preference for experienced and well-reviewed professional drivers. Finally, respondents seem
to all have concern toward using crowdshipping due to the trust issues and share private
information with non-professional carriers (Stathopoulos and Punel, 2016a). Serafini et al. studied
the willingness to use crowdshipping through using a SP survey for the last mile B2C e-commerce
for pick up/delivery. They utilized discrete choice models to study the underlying behavior of 240
residents of Rome (Serafini et al., 2018). They found high confidence in the success of the
crowdshipping service (about 48% of the respondents).
Dropoff Company, a courier industry providing same-day delivery service has been
completed a survey about the peer-to-peer delivery service. They surveyed about 1000 US adults
in two months, in 2016-2017, and asked about their online shopping and delivery habits. The
results show that 89% of respondents were more likely to purchase from the retailers, with the
same-day-delivery service and 37% of respondents do not trust peer-to-peer services to deliver
packages from vendors (Spector, 2017). Analysis of consumer’s behavior will be indispensable to
understand their preferences and to forecast demand in the context of new policies and company
practices (e.g., tracking of driver performance, increased control over delivery conditions). As an
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example of an online peer-to-peer delivery service, PiggyBaggy platform crowdsourced the library
book deliveries to minimize the environmental impacts of deliveries in Finland (Paloheimo et al.,
2016). They used bike mode to deliver books and surveyed the users during the deliveries process.
The result of their study represented that crowdsourced delivery has a positive impact on the
environment; for instance, it reduced an average vehicle mile traveled.
Using crowdshipping system enable individuals to participate in the system and deliver
packages. Using this new system brings up concerns about safety, costs, and reliability of the
service. To address these concerns, crowdshipping providers should cover the additional costs of
insurance, potential lawsuits, training or damages that can result from using individual carriers
instead of professionally operated delivery trucks. In practice, crowdshipping companies use
different strategies to address reliability issues. For instance, MeeMeep offers less transparency
and accountability in dealing with reliability issues and consequently draws negative product
reviews from consumers (Meemeep, 2014). However, PiggyBee and many other crowdshipping
companies have considered these issues and implemented various ways of protecting consumers
(Piggybee, 2018). PiggyBee offers free insurance on international shipments and provides the
receivers with the opportunity to verify the integrity of the goods on arrival and make a claim in
the case of weather damage or loss (Piggybee, 2018).
Safety and privacy are additional concerns for crowdsourced delivery platforms. A single
publicized case of robbery or a breach of buyer privacy can drastically reduce the likelihood to
participate in these platforms, regardless of the potential overall benefits and convenience. Trust
is handled in a variety of ways by crowdshipping platforms; For instance, PiggyBee invites their
users to provide personal information and checks of identity for their user profiles and include an
evaluation system for accountability and also to prevent any safety-related issues that come with
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the use of sensitive user data (Piggybee, 2018). These protections extend not only to the receivers
on the platform but also the carriers and enables them to refuse any delivery (Piggybee, 2018).
Unlike PiggyBee that facilitates negotiations between carriers and shippers, Deliv formally hires
its drivers and offers a base pay for their services (Deliv, 2018).
In summary, although some issues would need to be addressed for crowdshipping to
become a viable alternative for receivers, most developers of these apps have taken these potential
breaches of safety and reliability into consideration and implemented strategies that have already
been proven to be effective in other markets (mainly in ridesharing market). One way is to track
carriers at all points of the trip and ETA, and trip status can be shared among users as another
safety precaution. Rating the users is another approach, as low ratings from requesters can result
in a suspension of carriers’ accounts. These methods of protecting users on their platform have
come through trial and error but have made crowdshipping service an often-used delivery
alternative that is generally safe and reliable for its users.
Dissertation Structure
This dissertation is structured as follows. In Chapter 2, a general on-demand dynamic
crowdshipping system (DCM) is designed to facilitate urban deliveries by utilizing the extra
capacity of commuters (in morning and evening works trips). The model is formulated using
Mixed Integer Linear Programming (MILP) within a rolling horizon scheme that periodically
updates input data information. The performance of the model is tested for a small network and
also for the case study of NYC. For the NYC case study the extra capacity in taxis are utilized in
order to deliver local retail deliveries and serve passengers simultaneously.
In Chapter 3, a preliminary analysis of taxi pickup pattern is conducted. Then taxi pickup
demand is predicted utilizing a deep learning approach that leverages Long Short-Term Memory
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(LSTM) neural networks tested on publicly available taxi data for New York City. The
spatiotemporal distribution of taxi pickup demand is studied within short-term periods (for the next
hour) as well as long-term periods (for the next 48 hours) for different scenarios.
In chapter 4, a SP survey is designed to collect information about people’s attitudes towards
crowdshipping. The survey result is evaluated using several choice models to measure the
likelihood of using the crowdshipping service. Finally, chapter 5 concludes the dissertation and
discusses conclusion remarks, contributions of the research and areas for improvement in the
future. A list of all references used in the dissertation is also presented and is followed by the
Appendix section.
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Figure 1-3 Dissertation flow chart
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AN ON-DEMAND DYNAMIC CROWDSHIPPING MODEL

City mobility is fraught both for the movement of people and goods. The mobility problem is even
more challenging for densely populated metropolitan areas with the enormous demand for
transport and delivery services. In this dissertation, we will develop a general on-demand dynamic
crowdshipping service matching parcel delivery tasks with excess capacities in existing transit. To
understand the model performance we will test the model for the case study of NYC by using taxis
as crowds (in theory any other mode of transportation can be used in this system with some relevant
modifications in the model). This chapter will concentrate on designing methods to assist the
movement of goods by utilizing excess capacity of existing transport. Then the proposed model
will be implemented for the case study of New York City to replace shopping trips and local retail
deliveries using excess capacity of taxis.

Passenger
Requests
Crowdship
System

Assign to
Nearby Drivers

Parcel Delivery
Requests

Figure 2-1 General Crowdship System
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Background
Shipping activity, especially home deliveries, has had enormous growth in the recent past due to
different reasons such as the continuous growth of e-commerce, the convenience of using internetbased devices, the popularity of online shopping, high competition in the market, and the massive
increase in the number of online transactions. For instance, high competition in the market forces
the Stores and retailers, as part of their business strategies, to provide incentives for free/expedited
shipping and set policies for easy return to boost online sales. These strategies and motives led to
a boom in freight transportation across the United States over the past two decades (Bureau of
Transportation Statistics, 2017).

Consumers

Greater choice
Higher quality & Expedited service
Lower prices
Greater convenience

Digitally enabled consumers driving most of
the e-Commerce demand

Seamless experience

Access to variety of data

Buying
High competition
Easier aggregation of data

Providers

Shipment of Products

Returning

Technology Advancement

Ample and faster reviews

Receiving

Figure 2-2 Impacts of technology advancement on consumers and providers (Accenture,
2016)

The explosive growth of e-commerce generates more substantial traffic caused by trucks
and delivery vehicles. It is not a single day for residents of large cities, e.g., Manhattan, without
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seeing a delivery truck driving, parked or even double-parked to transport packages. Variety of
boxes containing grocery items, clothing packages and, household appliances piled up in the
corridors of the buildings. According to Holguín-Veras et al. (Holguín-Veras et al., 2011), the
number of daily truck trips delivering parcels in Manhattan exceeds 200,000, and 41% of the
residents receive home deliveries at least a few times a week (NYDOT, 2018). Externalities caused
by the vast number of delivery trips include but not limited to congested streets, long delays, a
high concentration of pollution, etc. (Kafle et al., 2017a).
To address the heavy traffic and mobility problem in New York City studying the
utilization of excess capacity in existing transport resources is a reasonable method. According to
DHL Logistics Trend Radar report, almost 70% of the available transport (rail, road, and private
cars) capacity is underutilized (DHL Logistics Trend Radar, 2016). The sub-utilization of
transportation resources can be done through an integrated model, allowing for higher capacity
utilization which might help reducing congestion and car emissions (the real world application of
the crowdshipping should be fully studied to understand its impacts on the congestion). The
crowdshipping model is an integrated model utilizing the extra capacity of taxis, buses, and even
passenger cars to efficiently moving goods around. In this chapter first parcel delivery issue will
be discussed through leveraging a general crowdshipping model, which utilizes the excess capacity
of transport system to deliver parcels and second we evaluate the designed crowdshipping model
for the special case of NYC case study by using taxis excess capacity to serve local shopping
deliveries. Usually, a third party organizes the crowdshipping system using advanced technologies
to provide the platform of communication (website or mobile app) (Punel et al., 2018).
Using advanced technologies has facilitated the virtual accessibility between population
and the city operators. Adopting these new technologies enable taxi dispatching companies to
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assign taxis to parcel delivery tasks. Since taxis have a flexible infrastructure and extra capacity
they are reasonable options for delivering parcels while serving passengers. It can improve the
consumer service level and can result in economic, social and environmental benefits (Cohen and
Muñoz, 2016), and if operated correctly, it could potentially improve logistics efficiency and
reduce emissions and traffic (Arslan et al., 2016; Buldeo Rai et al., 2017; Chen and Pan, 2016;
Sampaio et al., 2017; Wang et al., 2016).
The present chapter contributes to design of a general crowdshipping model for city
deliveries and aims to answer the following questions; first, what is the formulation structure to
design an on-demand dynamic crowdshipping service? Second, for the case study of NYC, to what
extent the proposed system can provide societal benefits given activity patterns of the population
and spatial-temporal distribution of the taxis in large metropolitans?
To answer these questions, first we designed a general On-Demand Dynamic
Crowdshipping Model by using a Mixed Integer Linear Programming (MILP) formulation within
a rolling horizon scheme that periodically updates input data information. The model aims to
minimize the total system-wide vehicle miles incurred by system users, minimize individual travel
costs, and maximize matched trips. It is worth noting that the proposed model is a general
theoretical model that can be implemented using any transport modes (e.g. bike, cars, and buses)
and in any location.
To answer the second question and evaluate the crowdshipping model for the especial case
of NYC two sets of information are required; first, vehicles’ trip information and; second, parcel
delivery requests information. For vehicles information, the New York taxi trip records are used,
which is publicly available on the NYC Taxi & Limousine Commission website (TLC, 2016). For
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delivery requests information, most of the previous studies used a simulated parcel delivery
instances (Gdowska et al., 2018; Li et al., 2014), while in this study, parcel delivery requests are
extracted from the real shopping activities of people that can be outsourced by a delivery service
provider. The parcel delivery requests are generated from the Regional Household Travel Survey
(RHTS) data by checking the individual activities and considering short transferrable activities as
potential trips that can be substituted by crowdshipping delivery service. In the rest of the
dissertation, for the sake of simplicity, the term “Parcel” refers to a “local retail delivery unit”
which can be a small or medium size shopping bag or personal package.
New requests enter the system without prior reservations, and the crowdshipping problem
is solved using a rolling horizon strategy, which is a repetitive process that divides the problem
into equal time frames (or horizons). For each time horizon, the system updates the input data
information and solves the optimization problem. Conceptually, in each time horizon, the proposed
dynamic crowdshipping system functions in the following steps:

(I) users (passengers/parcel owners/vehicles) announce their pick up/drop off
locations and their corresponding time windows.

(II ) The system identifies the location of available vehicles, attributes of the delivery
tasks/passenger requests and finds the optimum routes and itinerary.

( III ) The delivery tasks and passengers will be assigned to the vehicle with the
objective of minimizing the total excess travel distance of all participants after
being matched and maximizing the number of fulfilled requests (figure 2.2).
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Figure 2-3 An illustration of taxi crowdshipping urban parcel delivery. Letter Ds indicates
the destination node for an onboard passenger. Boxes and stars represent the parcels’ origin
and destination respectively.

The academic articles on using crowdshipping for urban deliveries and last mile delivery
problems are scarce (Gdowska et al., 2018). To enrich the existing body of literature, this chapter
contributes to this area by introducing a time-dependent mathematical formulation for an ondemand dynamic crowdshipping optimization problem that can handle ride and delivery requests
in the same vehicle. Both, the vehicles and the parcel delivery/passenger ride requests are assumed
to be on-demand, and they enter the system without prior reservations.
The Dynamic Crowdshipping Setting
The system is an on-demand parcel delivery system. Participants are classified into three
subcategories of riders, drivers and parcel requesters. Here we develop a dynamic crowdshipping
model (DCM) that matches vehicles with passengers and parcel delivery tasks. In this setting, a
sequence of requests whether it is made by passengers, parcel owners or drivers is received during
the analysis period. Each announced request contains an origin and a destination location, and time
window information that specifies service schedule. With this information, crowdshipping model
is solved in different periods and matches potential drivers and requests (delivery or ride for
passengers).
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2.2.1

Definitions

Before proceeding to the mathematical formulation, here we present some notations that will be
used in the remaining sections of this chapter. The dynamic crowdshipping network is presented
by a graph G = ( N , E ) , where N represents the set of all nodes and E represents the set of arcs.

- Passengers. The set of all ride requests is represented by P . A request p is defined by the
+
+
pickup location l and the drop off location l + k (if l ∈υ , υ is the set of passengers’ origin
−
−
locations, then l + k ∈υ , υ is the set of passengers’ drop off nodes and k being the total number

of requests that need to be served). Also, a request p has a time window for the earliest pickup

)

(

(

)

time  a ep , alp  and the latest drop off time at its destination, presented by bep , blp  . Figure 1.a




displays an example of a time schedule and time window information of a simple passenger ride
request.
- Parcels. The set of all parcel delivery requests is represented by R . Similar to ride requests,
+
a request r is defined by a pickup node i and a delivery node i + m (for i ∈ ω , which is the set
−
of parcels’ pick up locations, then i + m ∈ ω , which is the set of parcels’ delivery destinations and

m being the total number of delivery requests that need to be served). Also, each request r has a

(

)

time window for the earliest pickup time presented by  a er , alr  and the latest drop off time



(

)

presented by ber , blr  .



- Vehicles. The set V includes all available vehicles. For each vehicle, the origin j and
+
destination nodes j + n (if j ∈ U + , U is the set of vehicles’ origin locations, then j + n ∈ U − ,
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U − is the set of vehicles’ destinations, with n being the total number of vehicles available) are

(

)

given. Each vehicle v has a time window for the earliest departure time  a ev , alv  from the origin



(

)

and the latest arrival time to the destination bev , blv  . Figure 2.1.b illustrates an example of a


straightforward network consisted of 6 nodes and two requests (ride and delivery). Each request
has its own announcement time and desired time windows. Announcement time for vehicles is the
time that the driver enters the system to serve either passenger or parcel.
- Time Schedule. A realistic model of trip timing is adopted based on different time windows
constraints for each trip. Travel distance and travel times are assumed to be static and deterministic.

disti , j , tti , j respectively represent the travel distance and travel time from node i ∈ N to node

j ∈ N . Once the announcement is made by participants (either vehicle, passengers or parcel
owners) information about the preferred earliest/latest departure time aei , ali from the origin nodes



( i  U     ) and earliest/latest arrival time bej , bl j to the corresponding destination nodes

( ∀j ∈ U −  ω −  υ − ) are entered to the system.
- Assignment time. Time A _ Trv ( ∀v ∈ V , ∀r ∈ R  P ) between vehicle v and request r (either
ride or delivery) refers to the latest departure time for the vehicle from its current location to pick
up the request r from its origin and complete the task without violating time window constraints
(Agatz et al., 2011). Matches will not be finalized until the very last minute so that all the options
can be evaluated and optimized. In figure 2.3.a, the announcement time for the passenger request
is shown by Au .
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Upon expiration of the announcement time, the user will be detached from the system. As
an example, consider a case with two service requests and one driver in a small network illustrated
in figure 2.4.b. A ride request is announced at 08:00. The passenger plans to depart from node 2
anytime between 08:30 to 09:00 and arrive at node 9 anytime between 11:00 to 13:00 (figure
2.3.b). Also, information about the parcel location and time windows and the location of the driver
along with the time windows constraints are provided. The assignment time should be calculated
in such a way that all the time window constraints are met to successfully match these requests
and serve them. The red arrow presents the trip path over time and space (figure 2.3.c), which is
consisted of departure from the current location of vehicle at node 5, pick up the parcel at node 1,
pick up the passenger at node 3, drop off the passenger at node 4, drop off the parcel at node 2 and
travel to vehicles’ final destination which is node 6.
-General assumptions: As it mentioned earlier the term “Parcel” refers to a “local retail delivery
unit” which can be a small or medium size shopping bag or personal package that can be
outsourced to vehicles. Also, in this system we assumed that the parcels are attended during the
pickup and drop off periods and driver does not leave the vehicle to serve the delivery at requester’s
doorstep.
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a-An example of time schedule information for a ride request

1 5
3 4
6 2

b- an example of a small network

c- Optimum sequence of trips

Figure 2-4 a- An example of time schedule information for a passenger who announced the
trip at 8:00 and wanted to be picked up between [8:30, 9:00] and be dropped off in [11:00,
13:00] time window. b- An example of a small network (orange, green and blue colors
represent OD nodes for passenger, parcel and driver respectively). c- Optimal sequence of
trips presented by a red trajectory. The driver starts the trip from the origin and after serving
the parcel, and the passenger arrives at the final destination.

Although the proposed concept can be applied to address a variety of research objectives,
in this chapter, the objective function maximizes the matching rates between participants and
minimizes the total vehicle-miles traveled in the system level. This objective is aligned with
societal intents for reducing fuel consumption and traffic congestion. Furthermore, minimizing the
total excess travel distance incurred for all participants will also reduce the system-wide travel
cost.
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2.2.2

Mathematical Formulation

Sets
R

Set of parcels

R ≡ {1, 2,..., R }

V

Set of vehicles

V ≡ {1, 2,..., V }

P

Set of passengers

P ≡ {1, 2,..., P }

n

Number of vehicles

m

Number of parcels

k

Number of passengers

U+

Set of vehicles’ origin nodes

U−

Set of vehicles’ destination nodes

ω+

Set of parcels’ pick up nodes

ω + ≡ {2n + 1,..., 2n + m}

ω−

Set of parcels’ drop off nodes

ω − ≡ {2n + m + 1,..., 2n + 2m}

υ+

Set of passengers’ pick up nodes

υ + ≡ {2n + 2m + 1,..., 2n + 2m + k}

υ−

Set of passengers’ drop off nodes

υ − ≡ {2n + 2m + k + 1,..., 2n + 2m + 2k}

N

Set of all nodes in the network

Zv

Set of all nodes to be visited by driver v

U + ≡ {1,..., n}
U − ≡ {n + 1,..., 2n}

N ≡ U + U −  ω +  ω − υ + υ −

Parameters
aei

Earliest departure time from the origin locations. It includes all

∀i ∈ U +  ω +  υ +

origins of parcels, passengers, and vehicles
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ali

Latest departure time from the origin locations. It includes all origins

∀i ∈ U +  ω +  υ +

of parcels, passengers, and vehicles

bei

Earliest arrival time to the destination locations. It includes all

∀i ∈ U −  ω −  υ −

destinations of parcels, passengers, and vehicles

bli

Latest arrival time to the destination locations. It includes all

∀i ∈ U −  ω −  υ −

destinations of parcels, passengers, and vehicles

tti , j

Travel time between nodes i, j

disti , j Distance between nodes i, j
t

The time horizon for re-optimizing the model

Si

Service time at each node i

Au

Announcement time for driver, parcel or passenger u

𝜕𝜕

End of time horizons (for this study it is set to 24 hours)

∀i, j ∈ N

∀i, j ∈ N

∀𝑖𝑖 ∈ 𝑁𝑁

∀u ∈ R  P  U

Decision Variables

X iv, j

Qv ,r

 1 If there is a trip from node i to j visited by vehicle v

0 Otherwise

 1 If vehicle v is matched with parcel or passenger r

0 Otherwise

A _ Trv Assignment time for vehicles v matched with parcel or passenger r

εv

Excess travel distance for a vehicle v , if it accepts a service

Ti v

Arrival time to the node i by vehicle v



Number of requests vehicle willing to serve at the same time

∀v ∈ V , ∀i, j ∈ N
∀v ∈ V , ∀r ∈ R  P

∀v ∈ V , ∀r ∈ R  P
∀v ∈ V

∀v ∈ V , ∀i ∈ N
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The dynamic crowdshipping model is formalized as a MILP; the objective function is:

Max γ 1 ∑

∑

v∈V r∈R  P

Qv ,r −γ 2 ∑

∑

εv

(2 1)

v∈V r∈R  P

The objective function (2-1) is the weighted sum of the matching rate and the total extra
travel distance of all participants after being matched. The values of 𝛾𝛾1 , 𝛾𝛾2 represent the weights
of each term in the objective function. The objective function is subject to three sets of constraints:

1-Routing constraints:

∑ X iv, j ≤ 1

∀v ∈ V , ∀i ∈ ω +  υ +

(2  2)

∑ X vj,i ≤ 1

∀v ∈ V , ∀i ∈ ω −  υ −

(2  3)

∀v ∈V , ∀d ∈U +

(2  4)

∀v ∈V , d ∈U +

(2  5)

∑ X vp,i = ∑ X iv, p+k

∀v ∈V , ∀p ∈ υ +

(2  6)

∑ X qv,i = ∑ X iv,q+m

∀v ∈V , ∀q ∈ ω +

(2  7)

∀v ∈V , ∀j ∈ ω +  υ +

(2  8)

j∈N

j∈N

∑

j∈N

X dv , j = 1

∑ X dv , j = ∑ X vj,d +n

j∈N

i∈N

i∈N

j∈N

i∈N

i∈N

∑ X vj,i = ∑ X iv, j

i∈N

i∈N
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Constraints 2-2, 2-3, ensure that a request will be picked up and dropped off with the
same vehicle. Meaning that there is only one departing trip from the origin and one trip is
heading to the destination of the request. Constraint 2-4 guarantees that a vehicle generates a
trip from its origin. Constraints 2-5 checks if a vehicle departs from its origin, it should arrive
to its destination. Constraints 2-6 and 2-7 ensure that if the vehicle travels to a request’s origin,
it should serve the request and visit the destination as well. Constraints 2-8 controls the network
connectivity.

2-Matching constraints:

∑

r∈R P

∀v ∈ V

Qv,r ≤ τ

(2  9)

∀v ∈V , ∀r ∈ R  P, i ∈ N , j =originof r (2 10)

Qv,r ≤ X iv, j

Constraint 2-9, checks the maximum number of requests that each driver is planning to
serve per trip. Constraint 2-10, ensures that there is a match between a vehicle and a request if
the vehicle visits the request’s origin. For instance, consider vehicle v and passenger m are
available in the network, they will be matched (this means that Qv ,m = 1 ) if the vehicle visits
the passenger m’s origin (node o) X iv,o = 1 (see constraints 2-6 and 2-7).

3-Scheduling and time window constraints:

(

Tiv + Si + tti , j − T jv ≤ M 1 − X iv, j

)

∀i, j ∈ N , ∀v ∈V

(2 11)
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T pv ≤ Tqv

aev ≤ Tiv ≤ alv
aer

∀v ∈V , ∀q ∈ ω − , ∀p ∈υ −

(2 12)

∀v ∈ V , ∀i ∈ N

(2 13)

∀r ∈ R  P, ∀v ∈V , ∀i ∈ ω +  ω −  υ +  υ −

≤ Ti ≤ blr
v

(2 14)

a er ≤ Tiv ≤ alr

∀r ∈ R  P, ∀v ∈V , ∀i ∈ ω +  υ +

(2 15)

ber ≤ T jv ≤ blr

∀r ∈ R  P, ∀v ∈V , ∀j ∈ ω −  υ −

(2 16)

∀v ∈ V , ∀r ∈ R  P

(2 17)

aev ≤ A _ T v + M (1 − Qv ,r )

∀v ∈ V , ∀r ∈ R  P

(2 18)

A _ T v + M (1 − Qv,r ) ≤ alv

∀v ∈ V , ∀r ∈ R  P

(2 19)

Au  A _ T v  M 1 Qv ,r 

∀u ∈ R  P  V
∀r ∈ R  P, ∀v ∈ V

(2  20)

∀d ∈U + , ∀p ∈ ω +  υ +

(2  21)

A_Tv +

∑ ∑ tti, j × Qv,r ≤ blv

i∈Z v j∈Z v

εv
=

∑ ∑ X iv, j × disti, j − (distd , d +n

i∈N j∈N

+

∑

r∈R  P

dist p ,q × Qv ,r )

∀q ∈ ω  υ
−

−

X iv, j ∈ {0,1}

∀i, j ∈ N , ∀v ∈ V

(2  22)

Qv ,r ∈ {0,1}

∀v ∈ V , ∀r ∈ R  P

(2  23)

Constraint 2-11, is the time sequence constraint which states that a vehicle v should pass

Si + ti , j time if it wants to travel from node i to node j. Constraints 2-12 to 2-16 represent time
window constraints. Furthermore, a match is feasible only if the vehicle can serve all the requests
in their associated time windows before reaching the latest arrival time (constraint 2-17). The
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assigned time cannot be earlier than the earliest departure time and later than the latest departure
time of the vehicle according to constraint 2-18, 2-19. Figure 2.4 illustrates the time schedule
information for a simple delivery task. Constraint 2-20 confirms that announcement time should
be known before the assignment time is calculated. Constraints 2-11, 2-18, 2-19, 2-20 are
linearized using classical, big M techniques (Cordeau et al., 2002; Desrochers et al., 1992).
Announcement
time

Earliest
departure time

Latest
departure time

Earliest
arrival time

Latest
arrival time
time

Pickup
Time window

Drop off
Time window

Figure 2-5 Time schedule information.

2.2.3

Time Horizon Setting
In this problem, announcements are made continuously in the system; therefore, a rolling

horizon approach is adopted (Agatz et al., 2011). We divide the problem time frame into small
equal time horizons (represented by 𝛥𝛥𝛥𝛥) and the optimization problem will be solved within each

time horizon in chronological order (figure 2.5). This process is an iterative process and at each
time horizon (𝑡𝑡0 , 𝑡𝑡1 , … , 𝑡𝑡𝑛𝑛 ), the system solves the problem based on the available information at

the current time step. After each execution of the algorithm, the system moves to the next planning
horizon to incorporate new changes in the system and re-optimize the problem based on the
updated information in the current horizon, and the process continues (starting from t0 to 𝑡𝑡𝑛𝑛 = 𝜕𝜕
which is the end of the computation time frame).
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t0

t1

time
t2

Figure 2-6 Schematic of rolling time horizon iterative approach.

At each re-optimization time (𝛥𝛥𝛥𝛥), the system solves a matching problem for all the eligible
participants. Moreover, all previously matched drivers with the available seat or trunk space can
be included in the future matching pools if they meet constraints. Figure 2.6 displays the flowchart
for our solution approach.

Figure 2-7 The framework of the dynamic crowdshipping model.
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The process starts at the time t  t0 , the participants who satisfy the time constraints enter
the system, and the model will be executed. The system implements the following steps for each
t: in the first step, it filters the participants by checking their announcement time. The eligible participants
are those with announcement time occurred earlier than t. In the second step a match is finalized and will

be served if only the latest departure time of the requests occurred before the next scheduled
optimization run (𝑎𝑎𝑙𝑙𝑟𝑟 ≤ 𝑡𝑡 + 𝛥𝛥𝛥𝛥, ∀𝑟𝑟 ∈ 𝑃𝑃 ∪ 𝑅𝑅). Otherwise, it will be transferred to the next time
frame (𝑡𝑡 = 𝑡𝑡 + 𝛥𝛥𝛥𝛥) to find a better match. This process will be the same for the unmatched

requests, they will be transferred to the next time frames until either a match is formed, or they
reach their latest departure time and exit the system. This process continues and will be terminated
when the time hits 𝑡𝑡𝑛𝑛 = 𝜕𝜕 which is the last time horizon step.
Numerical Analysis

This model is general and has the capacity to be expanded to other mode of transportation
such as private vehicles, taxis, bikes and more. The proposed model is described using two
numerical examples. First, a small network is used to clarify the concepts and validate the system
performance. Second, we apply the model to a large-scale network and examine the model
performance in New York City as a case study. In this case the service is specialized only for taxis
as the crowd, and the developed model is tested on a more complicated case where taxis serve
passengers and parcels (retail deliveries) at the same time by using New York City real taxi data.
Figure 2.7 shows the flow chart of the methods used in this chapter.
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Figure 2-8 Crowdshipping model case studies.

2.3.1

Case 1:
This example describes the dynamic crowdshipping concept for a small sample with a

network consisted of twenty nodes. The objective function is as formulated by the equation (1)
and we set the weights of each term in the objective function to 1. Travel time between nodes are
considered to be deterministic (travel time matrix can be found in APPENDIX 2). Table 2.1,
presents announcement times, origin-destination locations of each request along with the departure
and arrival time windows. According to table 1, passenger 𝑚𝑚1 announces the request for a ride at
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07:52 and the pickup time windows for this request is 8 : 00,8 :10 and the desired arrival time to
the final destination is within 8 : 20,8 : 30 time frame.

Table 2-1 Participants’ input information

Figure 2.8, illustrates the desired departure and arrival time windows for each request. The
solid line associated with the earliest-latest departure time frame and the hashed line displays the
earliest-latest arrival time frame of each request.

The time steps are set to 30 minutes (𝛥𝛥𝛥𝛥 = 30 minutes), starting from

t0  8: 00 , and we

present the results only for three iterations. In each time frame, participants will enter the system
based on their announcement time. For example, at 8:00 the system has already received the
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request submitted by passenger m2, therefore it will be evaluated in the first iteration ( t0  8 : 00
in figure 2.8). In this figure, orange, blue and green colors represent the locations for ride, drive
and delivery requests, respectively.

Figure 2-9 Time windows announced by the participants in the example. The
departure time windows are illustrated by solid lines and arrival time window are
shown by hashed lines.

In the first time frame (𝑡𝑡0 ), two vehicles (v1, v2), one parcel (q1) and two passengers (m1,

m2) will enter the system. Crowdshipping model matches v1 with passenger m2 and v2 with parcel
𝑞𝑞1 and passenger 𝑚𝑚1 based on their locations and time windows (Figure 2.9). In the next iteration
(𝑡𝑡1 ), two vehicles (v1, v3), one passenger (m3) and two parcels (q2, q3) enter the system. This

process will be followed by the next time frame and, the system will match the available drivers
with eligible requests over time.
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Earliest departure time for each vehicle is written in red color and arrival time to each node
is written in black next to the nodes (Figure 2.9). In the 𝑡𝑡0 iteration, vehicle 1 is assigned to serve
passenger m2 at 08:00. The vehicle departs from its origin (node 15) and arrives to passenger m2’s
origin (node 2) at time 8:05 and drops off the passenger at node 6. Also, because the vehicle’s
desired arrival time window to its final destination is [9:10, 9:55], it can wait for the next iteration
to serve more requests.

Figure 2-10 Matched trips’ trajectories in three iterations. Green, red and blue color
arrows represent the trajectory of matched trips for vehicle v1, v2, and v3. Yellow,
green and blue circles represent nodes associated with the passenger, parcel, and
vehicle respectively.

2.3.2

Case Study of New York
To evaluate the performance and impacts of the proposed methodology, we applied the

dynamic crowdshipping model on a dense neighborhood in New York City using taxi data (Figure
2.10).
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Figure 2-11 Crowdshipping system for the case study of NYC (using taxis as crowd).

Assumptions of the case study of NYC:
Assumption 1. Taxis are used as vehicles to serve the requests (delivery/passenger
ride).
Assumption 2. Taxis are occupied and already have passengers on board. This
assumption is made due to the information available in the data (TLC, 2016). The
New York City taxi trip data only contains passenger information such as pick up
and drop off times. The existing public data does not include further trajectory data
for idle taxis. But upon availability of the vacant taxi information it can be
incorporated in the model with some modifications.
Assumption 3. Each taxi has a limited capacity of two delivery requests at the same
time. This constraint is made due to computational complexities and the large scale
of the case study.
Assumption 4. Parcels are considered to be local retail deliveries in this case study.
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Assumption 5. Drivers never leave their vehicles during pickup or delivery process
and always somebody should be there to give/receive the parcels (for example for
unattended deliveries the building doorman should receive the parcel).
Assumption 6. We assumed there is no legal issue and the system is completely
trustworthy.
The essence of the proposed crowdshipping system, in the case study of NYC, is to substitute
a number of delivery vehicles and replacing shopping trips by utilizing taxis for local shopping
deliveries, which is a rational idea to capitalize on their extra capacities as they are already on
streets idle or serving passengers. Using taxis are beneficial for taxi owners by gaining more profit
and for passengers and delivery requesters by sharing the same taxi and paying less for service
fees. Therefore the proposed system could improve the overall delivery efficiency compared to the
traditional delivery services by leveraging the advantages of a shared taxi service (crowdshipping).
Datasets
We selected one of the most populated neighborhoods in Manhattan, located in the North East part
of the city (Figure 3.9.a), which contains 19 Travel Area Zones (TAZs). We used New York taxi
trip records data published on the TLC website (TLC, 2016). This dataset consists of different
features for each trip such as passenger pick up location, drop off location, pick up time, drop off
time, trip distance, and total fare amount.
To design a crowdshipping model, information about possible location and time windows
for parcel delivery requests are needed. This information is created through a simulation analysis
which was conducted using 2010-2011 RHTS travel survey data (New York Metropolitan
Transportation Council and North Jersey Transportation Planning Authority, 2014). The survey
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contains all the details of the activities executed by members of surveyed households. Assuming
activities labeled as “Grocery/Food Shopping,” “Routine Shopping” and “Household Errands” can
be submitted to the crowdshipping system for outsourcing, we test our model. However, prior to
proceeding with model execution, we need to scale up household activity data. The travel survey
is only conducted on a fraction of the population (0.21% of households surveyed in Manhattan
(New York Metropolitan Transportation Council and North Jersey Transportation Planning
Authority, 2014)) while taxi data is available for the entire study area (e.g., 377,120 taxi trip data
is recorded in NYC in 19/01/2016). We use the Gaussian Copula Method on travel survey data to
simulate additional activity patterns and generate the spatial-temporal distribution of possible
delivery tasks for a larger size of the population in the scale as taxi data (New York Metropolitan
Transportation Council and North Jersey Transportation Planning Authority, 2014).
Instance Design Using Gaussian Copula Method
This method used to capture the inherent correlation among attributes (pickup location, drop off
location, departure time, arrival time, and trip distance ω + ,ω − , a r , b r , tr ) and to generate
transferrable activities for the target population. The Copula is a function that relates multivariate
distribution functions of random variables to their one-dimensional marginal distribution functions
(Zou and Zhang, 2016). A detailed description of the copula approach is provided in Bhat, C.R.,
and N. Eluru (Bhat and Eluru, 2009) and Trivedi, P. K., Zimmer, D. M (Trivedi and Zimmer,
2007). We generated the samples by using the copula package embedded in MATLAB software
(“Copulas: Generate Correlated Samples,” 2018).
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Using this method, the spatial distribution of the parcel delivery instances and their
corresponding time windows is generated for delivery tasks in the study area. After preprocessing
of the data, the attributes of 3,326 delivery tasks are generated to be used in the model (Figure
2.11.c). Taxi trip records are collected from the NYC Taxi & Limousine Commission (TLC, 2016)
for a randomly selected weekday in 2016 (19/01/2016). Then, after processing the data, 8,081
occupied taxi instances are used as service providers in our model (Figure 2.11.b). Finally, the
Euclidean distances between each pair of nodes are used for travel distances. To calculate travel
times, we assumed the average speed of the taxis to be nine miles per hour (NYCDOT, 2016).
Figure 2.11.d presents the number of parcel requests and available taxis in the study area on the
selected day.
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Figure 2-12 a- The study area located in the upper east side of Manhattan; b- Taxi
spatial distribution data for one-day (dated 19/01/2016); c- Delivery requests
distribution for one-day; d- The aggregated number of available taxis and parcel
delivery requests in the study area in 24 hours.

Results of the DCM
Experiments are executed on a 3.6 GHz Intel Core i7 processor with a 64 GB RAM. Gurobi 7.0.1
was used for the MILP model, and the dynamic model simulation was implemented in Python
environment. The following statistics are computed for five separate scenarios to examine the
solution quality by changing the re-optimization timing (𝛥𝛥𝛥𝛥 = 5, 10, 20, 30, 60 minutes):

− Average success matching rate  SM  : The number of matched trips divided by the
number of delivery tasks announcements.
− Average total system-wide vehicle miles savings VMS  : The travel distance
(miles) saved in the DCM system.
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− Average individual cost savings per trip CS  : Travel cost is assumed to be
proportional to the travel distance, the average direct travel cost is set to $0.73 per
mile (AAA Association Communication, 2017).
− Average extra delivery time rate  EDT  : It is equal to the extra travel time for the
taxis if they commit to serving parcel delivery divided by its travel time if the driver
does not undertake to parcel delivery.

Based on the results, increasing the participation rate leads to a higher success matching
rate and also improves the average savings in the individual level (Table 2.2). Duration of the
announcement stream extent (𝛥𝛥𝛥𝛥) has a direct impact on the total average success matching rate.
This might happen due to the different participant rate at each time horizon, which leads to a
different likelihood of matching trips. Therefore, the system includes higher participation density,
which is an important factor in matching problems (Friedrich et al., 2018; Wang, 2013). The longer
time horizon gives more flexibility to drivers by giving them the chance to stay longer in the
matching pool. Therefore, the probability of finding more successful matches increases.
Table 2-2 Results of the DCM
t

SM %

VMS %

CS ($)

EDT %

5 min

58.33

47.6

1.1

13

10 min

62.78

48.7

1.3

12

20 min

65.53

48.8

1.6

12

30 min

71.60

49.9

1.6

9

60 min

78.26

50.3

2.1

8

The percentage of matched pairs varies during the day, as illustrated in Figure 2.12, the
highest success matching rates occur during the early morning period (2 a.m. to 6 a.m.) and the
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Figure 2-13 The distribution of the average success rate
for each Δt at a different time of day.

evening period (7 p.m. to 12 p.m.) for all scenarios. This is legitimate because in our system the
highest ratio of available taxis to parcel delivery announcement happens to be in the morning early
hours and at late hours of nights. The crowdshipping model has a substantial positive impact on

VMS (average total system-wide vehicle miles savings) for all scenarios, ranging from

47% to 50% .
Fares for on-demand delivery vary depending on location and distance (Uber Technologies
INC 2018, 2018). To evaluate the economic aspects of our proposed system through a simple
revenue model, we assume a constant $2.5 fare for each parcel pick up/delivery task and $1.2 per
extra mile (Uber Technologies INC 2018, 2018). Under these assumptions, employing the DCM
approach would lead to 52% extra revenue for drivers. However, while drivers gain extra income,
passengers would experience disutility from service interruption (e.g., longer travel time,
additional stops in their trip route, wait time.). Therefore, to provide a win-win system, an
incentive-based strategy can be used for passengers by offering discounted fares. The taxis’ and
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passengers’ total benefit is calculated considering different discount rates granted to the passengers
(10% to 50%).
Figure 2.13, presents the total driver-passenger benefit trade-off using different discount
rates (horizontal axis displays discount rates ranging from 10% to 50% and the vertical axis shows
the extra profit for driver/passenger in the taxi crowdshipping system). This figure confirms the
profitability scope of the DCM approach. It shows drivers can gain slight extra revenue (2%), even
by offering up to 50% discount rate to passengers. The trend line shows the general inverse
relationship between the passenger discount rate and the drivers’ extra revenue gain using the
system (figure 3.13). The divers’ revenue analysis indicates that their total profit varies from 47%
to 2% applying different discount rates (10% to 50%, respectively).
7000
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50%
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Passengers

($)
Profit

5000
40%
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30%
3000

20%
2000

10%
1000

0%0
10
10%

20
20%

30%30

40%40

50%50

Discount Rate

Figure 2-14. Discount rate benefit trade-off of the users.

In this study, revenue analysis is based on a straightforward and basic model, and the use
of more comprehensive models would provide a better knowledge to acquire informed decisions
in implementation stages.
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Discussion and Conclusion
This chapter introduces a practical general Dynamic Crowdshipping Model that serves
passengers, parcels, and vehicles simultaneously. Drivers can use the extra capacity of their
vehicles to deliver the parcels (parcels are local shopping bags for the case study of NYC) while
serving the passengers. A time-dependent mathematical formulation (MILP) for the problem is
introduced, and the exact solution is calculated using Gurobi optimizer in the Python environment.
The feasibility and the efficacy of the model are tested on a real case study of New York City
combining the taxi trip records with the shopping trips for a populated neighborhood in Manhattan
(New York Metropolitan Transportation Council and North Jersey Transportation Planning
Authority, 2014; TLC, 2016). For this case study, the occupied taxis are considered as service
providers, since the NYC taxi trip records only contain information for the occupied taxis, and the
data lacks routing information of the unoccupied taxis.
The parcel delivery tasks are generated using the information on shopping trips reported in
the RHTS travel survey data (New York Metropolitan Transportation Council and North Jersey
Transportation Planning Authority, 2014). The travel survey is only conducted on a percentage of
the population. Therefore, the Gaussian Copula Method is used to generate the spatial-temporal
distribution of the possible delivery tasks for the entire study area. We designed a rolling horizon
strategy to create a dynamic environment and manage the uncertainty associated with the problem.
Five separate scenarios are defined to examine the solution quality by changing the re-optimization
timing ( t  5, 10, 20, 30, 60 minutes). The experimental results show promising performance
for the DCM model on all the considered scenarios.
Moreover, to evaluate the profitability of the model, the drivers’ total benefit is calculated
and its sensitivity to different passenger discount rate assessed. Even a simple revenue analysis,
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provides insights about the DCM potential profitability (a constant $2.5 fare for each parcel pick
up/delivery task, and $1.2 per extra mile is assumed for the analysis)(Uber Technologies INC
2018, 2018). The results indicate that drivers’ total profit varies from 47% to 2% applying different
discount rates (10% to 50%, respectively). These results imply that the DCM system is
economically sound; it can raise drivers’ revenue and reduce passengers’ travel costs.
The DCM model would result in significant societal and economic advantages such as
saving travel cost, reducing travel time, decreasing the number of trucks/delivery vehicles,
improving drivers’ revenue and mitigating traffic congestion. The TLC website only provides taxis
information that already have passenger/s onboard for the period of our study (2013-2016) and the
information about idle and vacant taxis are not available. This led us to use the DCM system only
for occupied taxis but in future upon availability of vacant taxis this system can be used to match
vacant taxis with parcel delivery tasks and make an even greater benefit to city and its residents
by replacing part of shopping trips. Also we assumed that somebody should be in the origin and
destination of the parcels during the pickup and drop off periods and driver will not leave the
vehicle to serve the delivery at requester’s doorstep. There are many assumptions involved in the
design of the DCM model and it is hard to discuss about the real impacts of the model without
testing and evaluating it performance on a pilot project.
In summary, this chapter provided valuable insights on integrating people and parcels in
the same setting by leveraging an on-demand dynamic crowdshipping method. The model is
designed to facilitate city mobility by allocating unutilized transport capacity to reconcile parcel
and passenger at the same time. The model proved to be theoretically promising for the case study
of NYC and has many benefits from environmental, economic and transport system perspectives.
However, these analysis and results was only from evaluating the model in NYC and using taxi
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data, more information is needed to discuss about impacts of the model in different locations and
by using different modes of transport. Conducting pilot studies could be very beneficial to fully
evaluate and understand the impacts of the model in real cases.
Now it is a time to evaluate the crowdshipping model from the people (users) point of view
and measure the acceptance of the service by citizens. In the next chapter, an extensive analysis
will be performed to understand people attitude toward adopting the general crowdshipping
service.
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PRELIMINARY ANALYSIS OF TAXI RIDERSHIP

The previous chapter were dedicated to facilitating the people and goods movements by designing
an innovative method to assist the movement of goods by utilizing the excess capacity of taxis. An
on-demand dynamic crowdshipping model was developed and then tested for i) a small simple
network and ii) a crowded neighborhood in NYC (using taxi data). The model proved to be
promising and beneficial for these case studies. Since taxis are used in the case study of NYC as
crowd to deliver shopping deliveries, in this chapter, a preliminary analysis of taxi pickup demand
will be conducted to predict the short-term taxi pickup demand and better understand its
spatiotemporal pattern. It is of great importance to the crowdshipping platform or the operator,
who can incentivize drivers to the zones with more potential demands, and improve the utilization
rate of the taxis (or on-demand registered cars). The key to optimum allocation of taxi markets (or
on-demand rides) lies in forecasting taxi demand with high geospatial-temporal precision.
The underutilization and inconsistency in geographic dispersion of taxi fleet are essential
drivers of current city mobility issues and can be addressed by predicting distribution of the taxis
in the city to meet the passenger demands and help the movement of people. Collecting and using
the data resources is important for service providers to understand travel patterns, optimize the
network, and calibrate demand and supply. As mentioned earlier, trip forecasts are of vital
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importance for taxi companies as they empower them to relocate vacant taxis to unserved areas,
decrease the fleet’s idle time and increase system efficiency. Additionally, the adequate allocation
of taxis can decrease the required wait time for customers, creating a win-win situation for both
providers and consumers. A promising way to generate reasonable forecasts for taxi demand lies
in data-driven modeling of detailed, historical, taxi trip data. Such data has become available for
research due to recent developments in GPS-location systems and automatic data collection
systems. These enable companies and cities to obtain accurate real-time information on passengers
and taxi mobility patterns.
The taxi forecast models presented herein consist of a machine learning approach designed
to predict taxi demand by utilizing a deep learning approach that leverages Long Short-Term
Memory (LSTM) neural networks (Najafabadi and Allahviranloo, 2018). The model focus on the
spatiotemporal distribution of taxi pickup demand. The study shows the value added of the
methodology by comparing with Adaboost Regression and Decision Tree Regression which fitted
to the same datasets.
The study is based on publicly available taxi data for New York City. Taxi pickup data are
binned based on geospatial and temporal informational tags, which are then clustered using
Principal Component Analysis. The dataset used in this study covers 33 months (October 2013July 2016) of NYC taxi trip data, totaling almost half a billion trip records. In this study, we only
worked with Taxi (yellow and green taxi) data. While Uber and LYFT data may have been helpful,
this data was not available for the period of study (October 2013-July 2016). The taxi data was
used to train a Long Short-Term Memory (LSTM) architecture to identify taxi ridership demand
patterns. The use of this architecture enables the model to capture complex non-linear behaviors
while capturing hierarchical feature representations of high dimensional data. LSTM is a very
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successful augmented recurrent neural network model employed to learn sequential information
with long-term dependencies, where it can store, and analyze information for an extended period
of time. It can avoid the long-term dependency of the sequence prediction problems (mostly used
for language modeling and text recognition), and it has demonstrated effectiveness in analyzing
traffic series data.
In this chapter, two prediction performances are examined (Figure 3.1): (a) long-term
analysis, predicts the demand for the next 48 hours period; (b) short-term analysis, predicts the
demand in the next hour by combining an LSTM network with PCA clustering. In NYC,
forecasting passenger demand for taxi services is a challenging task, mainly due to spatial, and
temporal dependencies, and the complexities associated with the urban structure. Short-term
pickup demand forecasting is of great importance to the on demand ride service platforms, which
can incentivize vacant cars moving from over-supply regions to over-demand regions (Ke et al.,
2017), therefore, in this chapter we mainly focus on analysis of pickup patterns in short-term
period.
The study area is clustered into equally sized grids to capture the spatial dependency of
taxi demand within different zones. Taxi pickup data are binned based on geospatial and temporal
informational tags, which are then clustered using a technique inspired by PCA to find the grids
the grid with the highest influence in the study area. Then the LSTM method is implemented for
different clusters.
Two alternative Machine Learning models, Decision Tree Regression (DTR) and Adaptive
Boosting Regression (ABR), is constructed, validated, and tested as benchmarks over the taxi data
to assess the accuracy of the LSTM approach. The results for short-term prediction supports the
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dominance of LSTM over the two models. For the long-term prediction, LSTM prediction error is
comparatively small. Figure 3.1 shows the flow chart of the methods used in this chapter.

Figure 3-1 Flow chart of chapter 3.

Methods
The work presented here infers the temporal fluctuations of the patterns to better estimate the future
demand for taxis by using a Long Short-Term Memory (LSTM) method, a deep learning method.
In this section, explanations on the methods that utilized in this chapter are presented, it is
noteworthy that the authors will provide a brief description of ABR and DTR algorithms since the
focus of this chapter are on LSTM methods.
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3.1.1

Long Short-Term Memory Model (LSTM)
Deep learning approaches constructed based on the concepts drawn from Convolutional

Neural Networks (CNN) and Recurrent Neural Networks (RNN), these methods are successful in
characterizing the temporal correlations and exhibiting a superior capability for time series
datasets. LSTMs are classified as specific RNN. In general, neural networks are comprised of three
layers of the input layer, hidden layer, and an output layer. The RNNs transmit data sequentially
through forwarding, backward learning methods. Traditional feed-forward neural networks only
map from input to output vector (one-to-one mapping) whereas RNNs carry information history
from all the previous states to the existing one. In RNN, the hidden layer of each neural network
is connected to the hidden layer of the next neural network in each time state. It is a memory-based
learning method, RNN which captures information about what has been calculated so far, but in
practice, it is limited to looking back only a few steps and cannot capture long-term dependencies
(22).
(a) An Unrolled RNN

(b) LSTM Schematic Cell

Figure 3-2- (a) An Unrolled Recurrent Neural Network (b) LSTM cell diagram
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Figure 3.2.a, illustrates a simple RNN with one input unit, one output unit, and one recurrent hidden
unit. In this figure, t refers to the time, and input parameters are represented by

xt

.

ht

is the core model

within the hidden layer and is defined in terms of the previous hidden state model and the input at the current
step as presented in equation (3-1), as illustrated in the unfolded diagram. In this equation, the activation
function f is used to add nonlinearity transformation to the network function; Finally, ot refers to the output
layer at state t . Unlike a traditional deep neural network, which uses different parameters at each layer, an
RNN shares the same weights (U ,V ,W ) across all states, and these weights are sampled from Gaussian
distribution. Use of the same parameters across different states reduces the total number of parameters that
need to be inferred. Each state in RNN is associated with a loss value computed by L( y, o) , N is several
training samples and y is observed value.

ht = f (Uxt + Wht −1 )

(3-1)

L( y, o) = −1 / N ∑ y n log on

(3-2)

n∈N

The goal is to find the parameters U ,V ,W that minimize the loss function for our training
data. The total loss at each state is computed based on all the previous hidden states of the model.
As we move to further states, the parameters become biased to capture the short-term dependencies
and RNN fails to capture long dependencies(Graves, 2013). To solve the short-term dependency
issue, a standard LSTM architecture is employed which is recognized as one of the methods to
capture the long-term dependencies between parameters. In terms of architecture, LSTM is very
similar to RNN, except it has a complex structure named LSTM cell in its hidden layer (Figure
3.2b).
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The LSTM can control the information flow in its’ cell through three types of gates called as input
gate, it , forget gate

ft , and output gate

ot

(Figure 3.2 and equation 3-3 to 3-5). Using gates, information

propagates from one state to another through activation function and a pointwise multiplication operation.
Activation function can be in the form of sigmoid function  ( x) or a hyperbolic tangent function, tanh . The
outputs of the activation function are bounded between 0, and 1 and the parameters of the function are inferred
to optimize the amount of information that needs to pass through the states and layers. The lower bound of
zero means that the data can be discarded ‘forget the information’, while a value of one means that the
information should be kept. The LSTM architecture considered in this chapter is referred to as the standard
LSTM architecture (Lu and Salem, 2017). Forget gate and input gates are related through cell input state Ct
, its former state

C t −1

and output cell state

Ct , wherein this equation ‘*’ represents point-wise (Hadamard)

multiplication operator, and. Figure 3.3 represents the detailed schematic of the LSTM gated cell. The hidden
layer output is calculated by using ot , Ct parameters ( ht

= ot * tanh(C t ) ).

it = σ (Wi ht −1 + U i xt + bi )

(3-3)

f t = σ (W f ht −1 + U f xt + b f )

(3-4)

ot = σ (Wo ht −1 + U o xt + bo )

(3-5)

σ ( x) = (1 + exp(− x)) −1

(3-6)

tanh = 2(1 + exp(−2 x)) −1 − 1

(3-7)

~
Ct = tanh(Wc .ht −1 + U c .xt + bc )

(3-8)
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~
Ct = it * Ct + f * Ct −1

(3-9)

Figure 3-3 The structure of the LSTM cell.

The constant terms, bi , bo , b f , bc , used in the equations of input, forget, and output gates
are corresponding bias values for each model. It is noteworthy that the use of the nonlinear form

σ reduces the estimation bias. Set of Wi ,Wo ,W f ,Wc ,U i ,U o ,U f ,U c parameters are the weight
matrices connecting

xt to the three

gates and cell inputs. Interested readers are referred to (Gers et

al., 2000; Greff et al., 2016; Hochreiter and Urgen Schmidhuber, 1997) for a detailed overview of
the method.
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3.1.2

Decision Tree Regression Model
The decision tree methodology uses a hierarchical decision scheme (tree structure) to

segregate a set of data into various predefined classes (Yu et al., 2010) and is defined in forms of
three types of nodes: root node, internal node, and leaf node. Root node and internal node denote
a binary split test (True or False) on an attribute while the leaf node is holding a categorical target
(the outcome of the classification). The construction of a DTR is based on iterative binary recursive
partitioning, which splits the data into partitions such that each partition increased the gained
information. Initially, all the training samples are considered to determine the structure of the tree.
The algorithm splits the data into two parts with the minimum sum of the squared deviations from
the mean in the separate parts. The splitting process will apply to the new branches and continues
until each node reaches a user-specified minimum node size (Xu et al., 2005).
3.1.3

Adaptive Boosting Regression Model
The Adaptive Boosting Regression (ABR) model is an iterative machine learning method.

At each iteration, a set of weights is assigned to the data. After each iteration, the weight vector is
adjusted based on the results of the estimation from the previous classifier and the incorrectly
labeled data are assigned with a higher weight. Figure 3.4 illustrates an example of the application
of Adaptive Boosting to find the optimum classifiers to separate the green and red ( × ). In figure
3.4, is the weight vector. Initially, all data points are assigned an equal weight of

w0 .

As iterations

occur, at every iteration m, a classifier f m (.) is estimated to separate the data points. The data points
that are incorrectly labeled are shown in bold shadow, meaning a higher weight of w will to be
allocated to those data in the subsequent fitting. A total of M classifiers will be fitted to the data
points, and the label of each point is estimated using committee voting (outcomes) across all
classifiers (Allahviranloo et al., 2017).
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Figure 3-4 Schematic illustration of Adaptive Boosting Method.

Experiment Design
The data for this analysis was acquired from the New York City Taxi & Limousine
Commission website (“NYC Taxi & Limousine Commission - Trip Record Data,” n.d.). We
analyzed about 470 million taxi trip records for October 2013 to July 2016 in this study, where
covers five boroughs of Manhattan, The Bronx, Brooklyn, Staten Island, and Queens. The records
include pickup and drop off dates/times, pick up and drop off locations (latitude/longitude), trip
distances, itemized fares, rate types, payment types, and driver-reported passenger counts. The
number of pickups, weekly and hourly indicators are used as input features (figure 3.5).

Input of the model

pt

Number of pickups at time t

Iw

Weekday indicator

Ih

Hourly indicator

Output  pt 1

Figure 3-5. The input features used in the models.
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Preliminary Analysis
Pattern recognition analysis of taxi data was conducted using spatial clustering. The study
area is partitioned into grids with the size of 0.5*0.5 square miles - based on 0.5 miles of the
walking distance in Manhattan- generating a total of 2000 grids for the NYC area, and the pickup
location of the trip are mapped to their corresponding grids. Each grid covers few blocks (streets)
or small neighborhood which is very easy and fast to access and serve with a taxi. Subsequently,
the taxi trip data is aggregated into hourly data classes. A preprocessing of the data was conducted
to make the raw data applicable for this study. The obtained dataset is categorized by pickup
location and further sorted by hour interval for each grid (resulting in data for 24,092 hours).
Approximately 90% of taxi pickups occurred in Manhattan, and the remaining 10% of the
pickups happen in the other four boroughs, reflecting an unbalanced spatial distribution. Analysis
of the temporal changes in the number of pickups over 33 months, shows a change in the patterns
of taxi pickup trips. Figure 3.6.a, illustrate the grids in the study area which have experienced an
increase in the number of pickups from the year 2013 to the year 2016. Most of the grids are in the
northern parts of Manhattan, and Queens and Brooklyn. Moreover, Figure 3.6.b shows the grids
where there was a decline in the number of pickups during the analysis period, and most of these
grids are located in Manhattan.
The shift in patterns of pickup demand could occur due to the rise of on-demand taxi
services (such as Lyft and Uber) in the city or change in the demographics of the dwellers spread
over the city. Figure 3.6.c shows the distributions of pickup trip locations within the study area
during January 2016, where most of the pickups occurred in Manhattan, LaGuardia Airport (LGA)
and John F. Kennedy International Airport (JFK) (where LGA is in the northern part, and JFK is
in the southern part of the Queens borough). Figure 3.6.d shows the taxi demand distribution in a
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grid in the central part of the city over two weeks (randomly selected weeks starting from Monday).
We identify the general weekly and daily pattern of taxi demand. The taxi pickup demand in a
typical week in NYC has two picks one in the morning and one in the afternoon. The patterns show
significant similarities during weekdays with small gaps at the daily peak. However, the demand
pattern of the weekend is different from that of the weekday.

Hour

Figure 3-6 (a) Grids having an increase in a number of pick up trips. (b) Grids are having a
decrease in a number of pick up trips. (c) Heatmap of pickup counts for the month of
1/2016. (d) Taxi pickup demand distribution over two weeks in a grid in central Manhattan
(Y axis is number of pickups and X axis is hours).

Clustering using Principal Component Analysis
Before conducting the PCA clustering method, the time series are checked for their stationary
attributes. Beside necessary statistical tests on the mean, variance and covariance of the data, the
results obtained from Augmented Dickey-Fuller Test (ADF) supporting the hypothesis that the
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data is stationary. In order to analyze and compare the results of the study in different parts of the
study area with different characteristics, we needed to cluster the grids. In order to analyze and
compare the results of the study in different parts of the study area with different characteristics,
we needed to cluster the grids. The spatial pickup patterns are clustered using PCA, which is
probably the most popular multivariate statistical technique used for dimension reduction.
Through PCA, we can extract the essential information from the data and express it as a
set of new orthogonal variables called principal components (PCs). PCA method extracts the
maximum variance from the variables by seeking a linear combination of variables. It then
removes this variance and seeks a second linear combination which explains the maximum
proportion of the remaining variance, and so on. This is called the principal axis method and results
in orthogonal (uncorrelated) factors. PCA analyzes total (common and unique) variance. The first
principal component accounts for the highest variability in the data, and each succeeding
component accounts for as much of the remaining variability as possible. The importance of a
component is reflected by the proportion of the total variability ‘‘explained’’ by this factor (Abdi
and Williams, 2010). Employing PCA for a correlation matrix of variables also represents the
pattern of similarity of the observations and the variables by displaying them as points in maps.
A correlation matrix is created for different pickup values associated with grids within the
study area (a matrix of 2000*2000). Grids are clustered by using PCA method on taxi pickup data,
which would enable us to (1) detect the similarities and disparities of the patterns of pickup trips
and (2) to conduct a more accurate analysis on each of the clustered group to capture the temporal
dependency in the patterns. The results of the PC analysis are presented in figure 3.7. The first
three PC’s are account for 78% of the observed variability within the data (57.5%, 16.3%, and
2.2% respectively).
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Based on the PCA loadings results, four sets of scenarios are conducted to model the
temporal taxi pick up patterns in the study area. Scenario1: analysis on the aggregated taxi pickup
trips for the entire study area across time. Scenario 2, Scenario 3 and Scenario 4: analysis on the
aggregated taxi pickup trips for the 50 grids with the highest loadings in the cluster associated with
PC1, PC2 and PC3 respectively. Figure 3.7.a illustrates the location of the grids associated with
scenario 3.7. Figure 3.7.b shows the aggregated pickup counts across time for grids in each
scenario.
(a)

Figure 3-7 (a) A map of the grids in each scenario. (b) Comparison of several pickup trips
for different scenarios.
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Grids in PC1 (scenario2) have the highest pickup counts compare to the scenario 3 and 4
which means most of the variability of the pickup trips are originated from these parts of the study
area (mostly located in Manhattan and downtown Brooklyn). Ridership forecast is conducted for
Short-term (next one-hour pickup trips prediction), and long-term (next 48 hours pickup
prediction) for all four scenarios using LTSM model. In this study, the optimal previous time
intervals can be decided automatically. Thus, it is unnecessary to consider the determination of the
hyper-parameters. Models will be developed using the training dataset and will make predictions
on the test dataset. The results are presented in the following sections.

Model Specification, evaluation, and comparison
As noted before, three types of models, LSTM, DTR, and ABR are utilized to learn the
temporal patterns of taxi pickup trips. The dataset is divided into train, validation and test sets –
containing 80%, 10%, and 10% of the data respectively (for all models). The objectives are to
forecast the taxi pickup demand for the short-term forecast (for the next hour prediction) and longterm forecast (for the next 48 hours prediction). The performance of each method was compared
using three measures of the Mean Absolute Error (MAE), the Root Mean Square Error (RMSE),
and the R-squared.
n

MAE = 1 / n ∑ yi − yˆ i

(3-10)

i =1

RMSE =

2
 n
 
 1 ∑  y i − yˆ i  
 
 n i =1
 


(3-11)
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n

n

i =1

i =1

2
2
R 2 = 1 − ∑ ( yi − yˆ i ) / ∑ ( yi − y )

In these equations,

n

(3-12)

is several observations and y, yˆ , y represent observed value,

predicted value, and mean values respectively. MAE measures the average absolute deviation of
forecasted values from observed values, showing the magnitude of the overall error. The lower the
MAE shows the better performance of the model. The RMSE is an absolute measure of fit and can
be interpreted as the square root of the variance of the residuals and has the useful property of
being in the same units as the response variable (pickup trips). R2 values range from 0 to 1 and are
commonly stated as percentages from 0 to 100%. The higher the R2 is the better the performance
of the model. The LSTM model was implanted using keras and TensorFlow (two Deep Learning
libraries). The network has a visible layer with 1 input, a hidden layer with 4 LSTM blocks or
neurons, and an output layer that makes a single value prediction. The default hyperbolic tangent
activation function (tanh) is used for the LSTM blocks. The network is trained for 100 epochs and
a batch size of 1 is used. On the test set, we perform forward propagation recurrently which
described in this chapter, to compute the output state ( xt +1 across time). The experiments are
executed on a Windows PC workstation with 16 cores and 64GB memory.
Long-Term Prediction Results
The long-term prediction experiments (to predict the next 48 hours) are conducted for all models
and performance of each model is evaluated. Performance evaluation for long-term prediction for
the different models and scenarios (the results presented in table 3.1 are averaged over all the grids
in each scenario for the sake of comparison with benchmark models) are presented in Table 3.1. It
is worth noting that all the measurements are from the test set.
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Table 3-1 Performance evaluation for long-term prediction (units are trips/hour)
Scenario1

Scenario2

Scenario3

Scenario4

Model

RMSE

MAE

R2

RMSE

MAE

R2

RMSE

MAE

R2

RMSE

MAE

R2

LSTM

4769

2345

0.48

1947

1621

0.52

918

536

0.48

1892

1343

0.44

ADR

7290

4730

0.17

2341

1973

0.34

1573

1155

0.27

3094

1906

0.28

DTR

7143

2609

0.46

2313

1907

0.39

1520

718

0.32

2912

1560

0.36

Short-Term Prediction Results
The LSTM model results for short-term prediction (next hour prediction) is favorable compared
to the DTR and ABR models. For all the scenarios the average R 2 of the LSTM model (for the test
set/out of sample) is higher than DTR and ABR (the results presented in table 3.2 are averaged
over all the grids in each scenario for the sake of comparison with benchmark models). RMSE and
MAE are also lower for the LSTM model for all scenarios. Table 3.2, presents the average MAE,
MRSE and R2 for the different models and scenarios for short-term prediction. It is worth noting
that all the measurements are from the test set.

Table 3-2 Performance evaluation for short-term prediction (units are trips/hour)
Scenario1

Scenario2

Scenario3

Model

MAE MRSE R2

MAE

MRSE R2

LSTM

931

2182

0.88

463

624

0.91

DTR

2150 3479

0.83

738

1163

ABR

2352 3350

0.80

830

1107

Scenario4

MRSE

R2

MAE

MRSE

R2

373

437

0.88

861

1043

0.87

0.82

536

904

0.80

1005

1527

0.82

0.79

553

860

0.78

1136

1572

0.81

MAE
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The results, presented in table 3.1 and table 3.2, are averaged over all the grids in each
scenario and it is presented to compare the performance of LSTM versus ABR and DTR models.
As these results indicated the LSTM model outperformed the benchmark models in term of
prediction accuracy for both analysis. It is worth noting that due to the high importance of shortterm prediction analysis in real ridesharing scenarios we mainly focused on the next hour
prediction analysis in the rest of this dissertation.
3.7.1

Grid Level Short-Term Analysis
To better investigate the performance of the LSTM model (next hour prediction) in

different parts of the study area, the results of the model for all the grids in scenario 2, 3 and 4 are
presented in figure 3.8. Figure 3.8.b and 3.8.d illustrate the RMSE and R2 of the grids in different
parts of the city respectively. The results present that LSTM could predict the pickup demand of
the grids with high number of pickups with better accuracy (grids within Manhattan borough
generate the highest accumulated pickup trips in study area and grids in the scenario 3 have the
lowest taxi pickup demand). The lower accuracy prediction for some of the grids out of Manhattan
are due to the lower pickup trips generated from those grids and inconsistency in their pickup
patterns which includes lots of zero values. However, using this model could slightly improve the
prediction accuracy for low demand grids compare to the benchmark models (table 3.2).
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Figure 3-8 Results of the LSTM model for the short-term prediction analysis (next one
hour) a- Aggregated pickup trips for the grids in the scenario 2, 3 and 4. b- The RMSE
values for the grids in the scenario 2, 3 and 4. c- Grids in the study area for different
scenarios. d- Spatial distribution of the R2 for different grids in the scenario 2, 3 and 4.

The true versus predicted number of pickups in the validation and test sets for a randomly
selected grid in each scenario are shown in figure 3.9 to visualize the goodness of the LSTM model
in predicting the next hour pickup pattern of taxis. The location of the grids are displayed in figure
3.9.b (grids identification numbers are 2078, 2149 and 1718 and they have different number of
hourly pickup trips). Grid number 1718 is located in Manhattan and has the highest number of
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hourly pickup records among the selected grids (~ 0 to 1200). Figure 3.9.d presents the predicted
pickup pattern of taxis in this grid both for the validation set and test set. For this grid most
predictions lie close to the true values and the same behavior is observed for most of the grids in
scenario 2 (figure 3.8.c shows the location of scenarios).

Figure 3-9 a,c,d- The performance of the LSTM model for grids with different
number of hourly pickup trips (grids 2078, 2149 and 1718). b- Selected grids
locations on the map.

For grids number 2087 and 2149 (located in scenario 4 , 3 and have lower hourly pickup
demand from 0 to 25 and 0 to 100 respectively) the predicted values are very close to the observed
88

values but prediction accuracy is lower than the grid 1718 (figure 3.9.a). The results show that the
model do not underestimate or overestimate the number of taxi pickups and could reasonably
capture the pattern in different locations.
In figures 3.8 and 3.9 one can see that the LSTM model can better predict the pickup
demand pattern for grids with high demand (e.g. grids in Manhattan). Although this is the model
limitation in capturing the pickup pattern for the grids with low pickup demand (grids with less
than 10 pickups/hour and lots of zero values in their patterns), the LSTM model results for these
grids is still slightly better than the results of the benchmark models.
To further evaluate the goodness of the LSTM model we studied residuals distribution by
generating density distribution plot and QQ-plot for residuals of grids in each scenario (since there
are 150 grids in scenario 2, 3 and 4 in total it is hard to visualize all the results therefore, we
presented the aggregated residuals of the grids in each scenario for more details see figure 3.10).
The residuals density distribution plot for scenario 2, 3 and 4 indicate high kurtosis (measures the
steepness of the distribution). A distribution with high kurtosis have higher frequencies of
outcomes (fat tails) at the extreme negative and positive ends of the distribution curve. These
results indicate that the LSTM model have lower power in predicting the extreme values.
To assess whether the residuals are roughly normally distributed or not normal QQ plots
are also generated for scenario 2, 3 and 4. Consider three QQ plots in figure 3.10, the points
generally follow the line fairly well (within three standard deviation around mean), except for the
tails. This results are in line with the residual density distribution plots and show residuals have a
fat tails distribution (for all scenarios). This means that compared to the normal distribution there
is more data located at the extremes of the distribution and extreme events are more likely.
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Residuals QQ plot

Observed values

Density

Scenario 2

Residuals Density Distribution Plot

Theoretical quantiles

Observed values

Density

Scenario 3

Residuals

Theoretical quantiles

Observed values

Density

Scenario 4

Residuals

Residuals

Theoretical quantiles

Figure 3-10. The density distribution plots and QQ-plots for residuals of the LSTM model
for grids in scenario 2, 3 and 4.
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Discussion and Conclusion
The efficient coordination and allocation of taxi networks in large-scale metropolitan areas is a
complex problem, mainly due to the existence of an intricate multimodal transportation system,
variations in the mobility behavior of the population, and absence of proper centralized policies.
However, an accurate assessment and prediction of demand variations can improve system
efficiency, which will in turn increase taxi utilization and traffic flow, decrease taxi unoccupancy
rate, and could present valuable insights to city planners. Help the movement of people by Inferring
the pattern of taxi ridership demand and applying different predictive models to forecast future
spatiotemporal demand of taxis.
In this chapter, the application of Long Short-Term Memory method is explored to study
the temporal patterns for taxi pickup requests and try to investigate whether the deep learning
model can outperform traditional methods based on taxi pickup trips data. The LSTM model uses
memory block with memory cells to remember the long and short temporal features, which yields
better performance for the prediction of time series data. The analysis was conducted across two
inference periods (a) long-term, prediction of the number of requests for a ride in the next one
hour, and (b) short-term, prediction of the number of requests for a ride in the next 48 hours.
The analysis was carried out in New York City using taxi trip records over the span of 33
months, comprised of approximately 470 million trip records. In order to capture spatial
dependency in the number of rides, we first segmented the network to grids with a size of 0.5 miles
in 0.5 miles. Several pickup requests in each grid were clustered using principal component
analysis which resulted in 3 main clusters that can present about 80% variability in the number of
requests in the region. Estimation of the number of requests experimented on four scenarios.
Scenario 1 analyzes the pickup requests in the entire region, scenarios 2, 3 and 4, learn the pickup
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request patterns for high ranked 50 grids in clsuter1, 2, and 3, respectively. Clustering the grids
helped us to analyze and investigate the performance of the models in different parts of the study
area with different characteristics (such as population, employment rate, ethnicity.).
Furthermore, Decision Tree Regression and Adaptive Boosting Regression fitted to the
same datasets as benchmarks. Numerical results obtained from three models demonstrate that the
LSTM model outperforms the other two algorithms in terms of prediction accuracy in a different
part of the study area (for all scenarios). With proper adjustments and further evaluations, LSTM
models can be calibrated, and their accuracy for long-term predictions can be improved, and this
will be investigated as the continuation of this research by authors.
Accurate prediction of the demand for taxi ridership, and understanding its spatial-temporal
variations are essential for providing accessibility to different regions of the city and operating the
system efficiently. This chapter is a step forward in providing versatile tools for decision makers
to optimize the overall performance of complex transportation systems by better realizing the ups
and downs of the demand for taxis in urban areas. Such knowledge can be used to coordinate
operations of taxi fleets with subway and bus systems, where taxis can be utilized as feeders to the
existing transit system when there is an issue in the operation or surplus of demand for transit
ridership. Although limited research efforts have been implemented on forecasting short-term
passenger demand under the emerging on-demand ride service platform in most recent years
(mainly due to the unavailability of real-world data), the studies on the taxi market can provide
valuable insights since there exist strong similarities between the taxi market and the on-demand
ride service market (Ke et al., 2017).
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Taxi data serves as a good representative to understand city dynamics as well (Shao et al.,
2016). Through origin and destinations of the trips, taxi data could reveal the mobility patterns,
and attractiveness of places (Li et al., 2012b). Taxi trip records have also been used in conjunction
with other data sources, such as cellphone data, to gain better insights in population dynamics,
transportation and urban configuration in (Kang et al., 2013). This chapter provided useful insight
on predicting taxi pickup demand using deep learning and machine learning approaches which
could improve traffic flow and facilitate the people movement within the city.
In summary, the LSTM model could improve the prediction results compare to the
benchmark models (ABR and DTR) and it is capable of learning the taxi pickup patterns. However,
it needs feeding a large training datasets to the model to learn the long dependency in dataset
(almost 30 months of hourly taxi pickup data used to train the model in this study) and it is unable
to learn from limited samples. Lastly, despite the good performance of the LSTM model, after
closely monitoring the residuals distributions we found that the model could not predict the
extreme values with high accuracy (it has fat tails residual distribution).
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ANALYSIS OF ACCEPTANCE OF CROWDSHIPPING SERVICE BY
PEOPLE: A CASE STUDY OF NEW YORK CITY

The previous chapters were dedicated to design an on-demand dynamic crowdshipping model to
allocate unutilized capacity of existing transport to serve delivery tasks. This method could support
the movement of goods and people in the same setting and improve traffic flow. Taxi data was
used to validate the performance of the proposed model for the case study of NYC. In this chapter,
the acceptability of the crowdshipping concept by people will be evaluated to understand the
applicability of the model and determine the essential attributes in people choice.
Background
The rise in urbanization, online shopping and individual access to global markets has led to an
increasing necessity to address the last-mile delivery problem, especially in the dense urban areas.
The last-mile delivery is defined within supply chain management as the movement of goods from
a transportation center to the final delivery destination (Datex, 2016). Consequently, transportation
issues arise from this last step of the supply chain, as carriers are tasked with delivering goods into
increasingly centralized and dense urban residential or mixed land use areas like New York City.
E-commerce has further exasperated this last-mile problem by increasing the expedite
delivery service at which commercial carriers make small or single parcel deliveries directly to
consumers. Carriers are usually struggle to meet the expectation and promises of sellers to provide
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fast or even same day deliveries to consumers. The other issue is urbanization growth and changes
in land-use that attract buyers to urban areas have also displaced warehousing outside of the city
where land is more affordable and created an expanding physical distance between carriers and
their destination in the city. In addition to the logistical inefficiency and the resulting costs to
carriers working within the previously mentioned constraints, there are also environmental
externalities and impacts to transportation infrastructure and operations.
Regarding inefficiency, the cost to either the carrier or the receiver, time lost, and reliability
is the primary measures of performance for deliveries. Failure to successfully deliver packages to
residences within the time constraints can result in return trips and a lack of reliability from the
perspective of the consumer. Externalities can be both a cause and result of failure to optimize the
delivery process. For example, congestion in the network can increase delivery times between the
transportation hub and the final destination but is also a result of the demand for express shipments
to individual residences rather than large retail destinations. Individual deliveries put more carriers
on the road and therefore places a strain on the transportation network, infrastructure and the
carriers themselves. Environmental externalities, such as noise or air pollution are also one of the
many related impacts of the inefficiency caused by the last-mile delivery problem. The costs and
environmental externalities can be mitigated using several strategies.
The simplest and perhaps most straightforward to implement solutions would involve
maximizing the use of existing vehicles’ capacities. Recently, carriers are using many innovative
ways in their delivery services. For instance, UPS have used pick-up points or lockers as an
alternative to deliveries. In terms of more sophisticated methods, carriers like Amazon have
delivered on same-day instant delivery by centralizing their “fulfillment centers” in urban areas
like Manhattan. The other method is crowdshipping, which is an emerging method of delivery that
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potentially addresses the last-mile inefficiency, might reduce vehicle miles traveled and the
resulting externalities caused by traditional freight activity by connecting consumers or shippers
to individual carriers.
Crowdshipping can also be described as a peer-to-peer delivery platform that connects
carriers to requesters. Requesters are those looking for delivery services to pickup and deliver their
delivery units to them within a specified time. On the other hand, the carriers can be individuals
that can serve the requester’s orders, within the allocated time during their daily activities and earn
extra money. As it is noted in the previous chapter, crowdshipping is a promising system which
might be able to reduce the number of vehicle-miles traveled and freight-related issues that result
from last-mile delivery and, decrease the number of freight vehicle on the roads by utilizing the
existing trips in the area. It is also of vital importance to study the crowdshipping adoption by
citizens and evaluate its impacts on people travel patterns. This is a relatively new topic, and few
studies have been conducted related to people response and acceptability of crowdshipping service.
The adoption of the crowdshipping platform will undoubtedly have impacts on the demand
for commercial freight and passenger travel. Using this method might change the travel behavior
of the users, both carrier participation and the elimination of trips done by the requester. This
chapter aims to contribute to the existing body of literature by:
i)

Designing a Stated Preference (SP) survey to collect public information about
people travel behavior and shopping preferences in the New York Metropolitan
area.

ii) Analyzing the survey results to evaluate the acceptability of crowdshipping system
by the public.
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iii) Developing variant Choice Models through utilizing survey information to disclose
the most relevant attributes in peoples’ decision to participate in the service (both
as a requester and as a carrier)
iv) Providing valuable insights to decision-makers toward understanding the
acceptability of crowdshipping system which is crucial for building sustainable
systems. Figure 4.1 shows the flow chart of the methods used in this chapter.

Evaluating Crowdshipping Acceptability by People

SP Survey Design

US Census

Data Cleaning

Survey Distribution

Crowdshipping Survey Data

NYC Census

Preliminary
Analysis

Survey
Results

Logit Model

Results of Choice
Models Analysis

Figure 4-1 Flow chart of chapter 4.
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Survey Design and Data Collection
To better understand peoples’ attitude toward crowdshipping system both as a sender and carrier
a stated preference (SP) survey is designed. The survey is intended to gain insights into potential
carriers and their evaluation of crowdsourced delivery options. A SP survey must be well designed
and implemented to be used towards the objectives of this study and to evaluate the acceptability
of crowdshipping services among consumers. The survey administered in the Greater New York
City area from November 2017 to November 2018. The survey is composed of two main
frameworks. First, the respondents are planning to use the crowdshipping platform as a requester
to ship a local retail bag. Second, the respondents are willing to play a carrier role and deliver a
parcel to earn extra money. The questions are based on the respondent’s role (requester or carrier).
In case of being a requester, they need to choose what their preferences are in terms of delivery
cost, package size, delivery time window and what kind of goods they prefer to send via this
system. To learn about the level of flexibility and control they are looking for delivery conditions.
In the other hand, if they choose to be carriers, they need to indicate what their preferences are for
the delivery fee, travel distance, deviation from the original route, travel time, number of
deliveries, package size and more.
Framing the Questions of the Survey
The crowdshipping survey consists of questions about various attributes. A summary of attributes
are presented in table 4.1.
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Table 4-1 Attributes covered in the questionnaire
Attributes

Description

Travel Behaviors

Daily travel time during weekdays
Daily travel time during weekends
The Primary mode of transportation

Shopping Behaviors

Product types (fresh food/ household)
Frequency of shopping
Experience using delivery services
Shopping methods (online/in-store)
Hours spent on shopping
Ability to receive unattended deliveries
Mode of transportation used for shopping purpose

Work schedules

Work shifts (morning/evening)
Work days (weekday/weekend)
Daily work hours

Socioeconomic

Income
Occupation
Zip code
Age

Preferences

Delivery time (Weekday/weekend)
Delivery mode
Payments for delivery service
Getting paid to provide delivery service
Serve as a requester
Serve as a carrier
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In this study, the residents of New York City metropolitan area are selected as the target
audience for the analysis. The survey was created to provide useful insights about the willingness
of people in adopting the crowdshipping method from the requesters and the carrier perspectives.
Specifically, our study seeks to determine the factors that influence peoples’ willingness to use the
crowdshipping service and the change in their travel behavior that would come as a result of
crowdshipping. Figure 4.2 displays selected screenshots of crowdshipping survey questions.

Figure 4-2. Survey sample questions.
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Expletory Data Analysis
4.4.1

Sample Description and General Statistics
The survey was mainly conducted online using Survey Monkey website and aimed to gain

insights on potential crowdshipping users from the public and their evaluation of crowdsourced
delivery options. We also used the convenience survey sampling strategy to collect samples. Data
were collected from 208 individuals, and after carefully screening for excessively fast completion
time and the significant share of missing input data 17 respondents were removed (8.17%). The
final sample contained responses from 191 respondents used for the modeling. The sample size is
small and one of the main concerns in survey studies is whether the sample could represent the
population accurately or not. To validate the survey results and check whether it is bias or not we
compare the survey information with US population and New York State population statistics
(Table 4.2).
Summary of the socioeconomic characteristics of the respondents is presented in Table 4.2.
The results indicate that the fraction of population who have over 65 years old are underrepresented among the survey respondents, 11% points lower than the national average (US
CENSUS, 2017). Regarding the age, the survey-takers in the range of 25 and 34 years are overrepresented with 10, 11 points higher than national average and NYS average respectively.
Therefore, the respondents are younger than the national and NYS average. Furthermore, people
with an annual income of less than $24,000 are under-represented in our survey, with 6% points
lower than the national average (US CENSUS, 2017).
Concerning the occupation status, about 80% of the sample are full-time employed, while
21% of them are reported to be full-time students. Almost 8.92% of respondents are reported not
to be in the labor force which is less than its national average of 10%. The median household
101

income falls within the $50,000–$74,999 range, that is close to the national average of $61,372
and NYS average of $64,894 (Fontenot et al., 2018). Most of the statistics are relatively close to
the real population statistics from US and NYS CENSUS.

Table 4-2 Summary of the socioeconomic characteristics of the respondents
Attribute

Survey

NYS population

US population

(count=191)

statistics (2017)

statistics (2017)

Age
Less than 24

30.6%

31%

33%

25-34

23.07%

13%

12%

35-54

26.22%

26%

26%

55-64

15.38%

13%

13%

65 and more

4.73%

16%

16%

Not in the labor force

8.92%

10%

10%

Part time employee

10.51%

8%

7%

Full time employee

80.56%

82%

83%

Less than $24,000

14.73%

21.4%

20.3%

$25,000 to $49,999

18.42%

19.6%

20.5%

$50,000 to $74,999

16.31%

15.7%

16.5%

$75,000 to $99,999

13.15%

12%

12.5%

More than $100000

25.26%

31.2%

29.2%

Occupation

Income
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4.4.2

Inferring Preference from Data (Being Requester or Being Carriers)
The respondent's willingness to participate in the crowdshipping system is studied from

two perspectives; First, as a requester (to ship their packages); Second, as a carrier (to serve others
delivery tasks). It is interesting that nearly 73% of the sample are willing to use the crowdsourced
delivery service as a requester while only 33.6% of the respondents (almost half) are willing to use
the service to work as a carrier. The results indicate a strong association between the ability to
receive unattended delivery and tendency to be a requester. Almost 78% of the respondents who
can receive unattended deliveries are willing to be a requester.
The likelihood of using the crowdshipping service by respondents (as a requester/ carrier)
based on age and income characteristics are presented in table 4.3. The respondents within the age
range of 25–34 are much more likely to use crowdshipping both as a requester and as a carrier
(figure 4.3.a). The opposite occurs for the group of respondents older than 65 years old.
Concerning the income attribute, people with higher than $100,000 annual income (high-income)
are more likely to use the service as requester and people with income in the range of $25,000 to
$49,000 have the highest probability of using the service as a carrier (figure 4.3.b).
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Table 4-3 The Likelihood of Using the Crowdshipping Service Based on Age and
Income
Survey

Being Requester

Being Carrier

(Count=191)

(Count=139)

(Count=64)

< 24

20.10%

16.3%

6.3%

25_34

33.15%

23.6%

7.3%

35_44

12.10%

10.5%

4.7%

45_54

13.68%

7.3%

5.2%

55_64

16.83%

11%

7.3%

65 <

4.21%

4.18%

2.6%

< $24,000

14.21%

5.7%

5.2%

$25,000-$49,000

17.36%

13.6%

7.8%

$50,000-$74,000

14.73%

10.5%

5.7%

$75,000-$99,000

12.10%

11%

4.7%

$100,000 <

24.73%

20.5%

5.2%

No Data

16.84%

11.5%

4.7%

Total

100%

73.1%

33.6%

Attribute
Age

Income
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($)

Figure 4-3 Respondent’s Age and Income ($) Characteristics by Different Sub Categories.

In addition to the socioeconomic attributes, the respondent’s current work schedule,
shopping habits, travel patterns, and the primary mode of transportation are also studied (check
table 4.1 for list of attributes). The majority of the respondents (40.5%) were using the car as the
primary mode for shopping followed by walking (14.7%). The respondents shopping behaviors
consist of information regarding their shopping method (in-store or online), different products
(fresh food and household products), number of shopping and frequency of receiving delivery in
the last month. For the majority of respondents frequency of in-store and online shopping are less
than 5 in a month (table 4.4). In summary, we can observe that respondents are more likely to use
delivery service for their online shopping either for fresh food or for household products (38.42%
and 51.05% respectively). An only small fraction of the respondents use delivery service all the
time for their shopping activities (almost 1% or even less), and more than half of them claimed to
never use a delivery service for their in-store shopping (table 4.5).
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Table 4-4 Frequency of shopping in a month
Product

Method

<5

6_10

>10

Fresh Food

In Store

64.73%

20.52%

14.73%

Fresh Food

Online

97.36%

2.10%

0.52%

Household

In Store

93.68%

6.31%

0

Household

Online

96.84%

2.63%

0.53%

Table 4-5 Frequency of receiving delivery in a month
Product

Method

Never

Few Times

Frequently

All The Time

Fresh Food

In Store

68.42%

25.26%

5.78%

0.52%

Fresh Food

Online

56.84%

38.42%

3.68%

1.05%

Household

In Store

65.26%

30.00%

4.21%

0.52%

Household

Online

41.57%

51.05%

4.73%

2.63%

The survey includes the location (zip code) information to study the geographic
distribution of the respondents (table 4.6). 39.92% of the survey-takers reside in Manhattan which
is higher than the US population statistics reported in 2010 (18.3%) (Wilson and Fischetti, 2011).
Brooklyn is under-represented in our survey by 15.8% which is almost half compared to the
national average of 30.5%. Furthermore, according to the Citywide Mobility Report, deliveries are
most common in Northern Manhattan and least common in Staten Island which is in line with the
crowdshipping survey results(NYC Department of Transportation, 2017).
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Table 4-6 the geographic distribution of the respondents
Borough

Survey
(count=191)

US population
statistics (2010)

Survey Being
Requester (Count=139)

Survey Being
Carrier (Count=64)

Manhattan

39.92%

18.3%

29.47%

14.74%

Queens

20.1%

26.9%

15.79%

7.89%

Brooklyn

15.8%

30.5%

12.63%

4.74%

Bronx

17.89%

16.8%

11.05%

4.21%

Staten Island

4.2%

5.6%

2.11%

1.05%

Total

100%

73.1%

33.6%

Respecting the travel time statistics, the average travel time during weekdays was higher
than weekends. For in-store shopping time, 30.5% of survey takers were reported to spend less
than one hour, and 54% reported spending 1 to 3 hours. In a typical month, over 55% of the
respondents did not use delivery service for the fresh food that they shopped in-store or online.
Respondents were also asked about the modes of transportation they typically use for shopping
(figure 4.4). Private vehicle is the most popular mode of transportation used by 60% of the
respondents followed by walking, public transit, taxi, and bike. Car is also reported to be the most
popular transportation for potential carriers’ mode to conduct deliveries.
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Shopping TripsFrequent Mode of Transportation
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%
Private
Vehicle

Taxi

Public
Transit

Bike

Walking

Other

Figure 4-4. Transportation modes for shopping trips.

The willingness to serve as either a carrier or a requester on a crowdshipping platform was
also summarized by income and occupation. 65% of respondents were unwilling to serve as a
carrier on the platform, which more than half of them had an income greater than $75,000. Among
that 35% of respondents who were willing to serve as careers, almost 70% of them reported having
less than $50,000 in income. Therefore, an annual income level of the survey participants has a
significant impact on their behavior to use the crowdshipping system. In general full-time
employment status has a high share of potential requesters and carriers (70% and 57%
respectively). Using crowdshipping service will create extra free time for the requesters and more
than half of the respondents were willing to spend their saved time with their family.
Methods
To better understand people choices toward using the crowdshipping system and recognize the
most relevant attributes we developed two sets of discrete choice models; Requester model and
Carrier model. These models are employed to analyze people’s likelihood to use the service as a
requester or a carrier. The objective of the models is to study the impact of variant attributes
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including socio-demographic and shopping behavior on crowdshipping acceptance. A Logit
Model, which is the most widely used discrete choice model is examined to model requesters and
carriers. The primary assumption of the logit model is that the probability of individuals choosing
a given option is a function of their socioeconomic characteristics and the attractiveness of the
option.
To represent the attractiveness of the alternatives in Logit models the concept of utility is
used. Suppose a decision maker q faces j alternatives. Each option Aj ∈ A has associated a net

utility 𝑈𝑈𝑗𝑗𝑗𝑗 = 𝑉𝑉𝑗𝑗𝑗𝑗 + 𝜀𝜀𝑗𝑗𝑗𝑗 for an individual (q) which is represented by two components: (Ι) a
representative part Vjq which is a function of the measured attributes x; and (ΙΙ) a random part 𝜀𝜀𝑗𝑗𝑗𝑗

which reflects the idiosyncrasies and particular tastes of each individual (Train, 2003). The main
assumption of the logit model is that each 𝜀𝜀𝑗𝑗𝑗𝑗 is independently, identically distributed extreme
2
value (or called Gumbel distribution with the variance of  6 and the mean is non-zero and

irrelevant, since only differences in utility matter) (Train, 2003). In other words, it is almost the
same as assuming that the errors are independently normal. For in-depth information about the
Logit models, please check Train, 2003 (Train, 2003).
The individual q selects the maximum-utility alternative j, that is, the individual chooses Aj:
Pjq=Prob (Ujq ≥ Uiq, ∀Ai ≠j)
𝑖𝑖𝑖𝑖 𝑉𝑉𝑖𝑖𝑖𝑖 = 𝛽𝛽 𝑥𝑥𝑖𝑖𝑖𝑖

𝑃𝑃𝑖𝑖𝑖𝑖 =

𝑒𝑒

𝛽𝛽𝑥𝑥𝑖𝑖𝑖𝑖

∑𝐴𝐴 𝜖𝜖𝜖𝜖 𝑒𝑒
𝑗𝑗

(4-1)

then the Logit probability become:

𝛽𝛽𝑥𝑥𝑗𝑗𝑗𝑗

(4-2)
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Where the utility functions usually have linear parameters and the parameter β is
normalized and related to the standard deviation of the Gumbel distribution. To estimate the
coefficients β the maximum likelihood method is typically used. The maximum likelihood method
is based on the idea that when a sample is generated from several populations, a particular sample
has a higher probability of having been drawn from a specific population than from others.
Therefore the maximum likelihood estimates are the set of parameters which will generate the
observed sample most often. Moreover, there are other ways to articulate the choice probabilities
which are out of the scope of this study.
The goodness of the Logit model is often evaluated by using a statistic called the likelihood
ratio index (Train, 2003). It compares the performance of the model by estimating all the
parameters at zero and one by using the log-likelihood function. The likelihood ratio index is
defined by:

𝜌𝜌2 = 1 −
𝜌𝜌𝑐𝑐2 = 1 −

𝐿𝐿(𝛽𝛽)
𝐿𝐿(0)

𝐿𝐿 (𝛽𝛽)

(4-5)

(4-6)

𝐿𝐿 (𝑐𝑐)

Where L(0), L(C) and L(𝛽𝛽) are defined as the log-likelihood values of the equally likely

model estimated by setting all parameters to zero, market share model (estimated parameters are
one) and convergence respectively. The values of 𝜌𝜌2 and 𝜌𝜌𝑐𝑐2 would be between 0 and 1(Train,

2003).

It is important to note that the likelihood ratio index is not at all similar in its interpretation
to the R2 used in regression, despite both statistics having the same range. R2 indicates the
percentage of the variation in the dependent variable that is “explained” by the estimated model.
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The likelihood ratio has no intuitively interpretable meaning for values between the extremes of
zero and one. It is the percentage increase in the log-likelihood function above the value is taken
at zero parameters.
Two different sets of analysis were carried out to understand the acceptance of the
crowdshipping system as a requester and as a carrier. Since each has only two options
(Accept/Reject), a Binary Logit model is developed using Statsmodels in Python (Seabold and
Perktold, 2010). Models are discussed in more details below.
Results
The Binary Logit model is used to estimate the likelihood of using crowdshipping service with the
dependent variable being the requester/carrier (for the sake of simplicity let us call them requester
models/carrier models). Correlation across all survey attributes and dependent variables (being
requesters and being carriers) was also examined. The insight about some degree of correlation
between characteristics was used to define the independent variables (features) to include in the
choice models. The results of the requester model and carrier model are presented in section 4.61
and 4.6.2 respectively.
4.6.1

Requester Models Results
The coefficients of the Logit model give the change in the log odds of the outcome (being

a requester) for a one unit increase in the predictor variable. The existence of insignificant constant
coefficients in utility functions shows that predictor variables are well defined and can capture
most of the variability in the model. The results are presented in table 4.7.
The general findings in requester models point towards individuals with higher income and
willingness to pay for the crowdshipping service are more likely to try crowdshipping. This finding
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is aligned with the Stathopoulos and Punel research on analyzing the crowdshipping system in
short, medium and long distance deliveries, where the higher income classes are the more likely
users. The other important attribute is not being in the labor force which has a negative impact on
using the service as a requester. Furthermore, the fact that people can save time, by using the
crowdshipping service, has a positive impact on their willingness to use the service. Besides these
factors, the shopping habit of the respondents is identified to have a significant impact on their
decision. Individuals who enjoy in-store shopping are less likely to use the service which is
reasonable (For instance, some of the respondents indicated in their survey comments that
shopping is fun and they do not like to outsource this activity).
Having the experience of receiving delivery in the past is recognized as an essential factor.
The results indicate that the individuals who never used online delivery methods were less likely
to use the crowdshipping method. Moreover, people who can receive unattended deliveries are
more expected to use the service. To summarize, the findings suggest that there are distinct
preference patterns in the people’s willingness to use the crowdshipping service a requester.
4.6.2

Carrier Models Results
The general findings of the carrier models are presented in table 4.7. It is noteworthy that the

critical parameters identified in the carrier models are different from those recognized in the
requester models. Unlike the requester model, higher incomes are less likely to participate as a
carrier. The other factor with a profoundly negative impact on being a carrier is full-time
employment status. Hypothetically, full-time employees do not have enough extra time to
participate as a carrier. The precision of this premise is checked using the survey results. The
results indicate that 60% of the survey-takers are full-time employees, and 76.6% of the full-time
employees are claimed to work more than eight hours per day.
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It is worth noting that the payment amount can be an excellent incentive to attract people
and have a positive impact on people choices to contribute as a carrier. Regarding the delivery
modes, people who selected a car as their primary mode of travel are more likely to participate as
a carrier. The other essential factor is delivery time performance. People are more likely to do the
deliveries during the weekend than weekdays which can be due to the higher fraction of free times
during weekends. Finally, location seems to be an essential factor in this model such that residing
in Manhattan seems to decrease the chance of being a carrier. It can be due to high congestion, and
also lower car ownership in Manhattan compared to other boroughs. The results show that for the
both models the likelihood improved (-74.8 for requester model and -63.9 for carrier model)
compare to the base model (-131.70) see table 4-7 for more details.
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Table 4-7 The Results for the Requesters and Carriers Choice Models
Requester Logit
coef
P-value
-0.4394
0.453

Variables
Intercept
Shopping Habit

Travel Behavior

High number of fresh food product in-store shopping

-2.4416

0.006**

-

-

High number of household product in-store shopping

-3.3998

0.007**

-

-

Never received online delivery

-0.5261

0.004**

-

-

-

-

5.9866

0.000***

0.8927

0.032*

-

-

Delivery time during weekday

-

-

-0.4920

0.006**

Delivery time during weekend

-

-

0.5640

0.008**

0.3734

0.000***

Car ownership
Can receive unattended delivery

Earning

Socioeconomic

Price

0.6149

0.000***

-

-

Spend saved time with family

1.0704

0.007**

-

-

Not in Labor Force

-1.6233

0.040*

-

-

-

-

-1.3431

0.001**

1.0614

0.083*

-1.4841

0.045*

-

-

-1.1151

0.021*

Full-time employment
High Income
Residence of Manhattan
Statistics

Carrier Logit
coef
P-value
-2.4705
0.000***

𝜌𝜌2

0.43

0.514

ρ2c

0.3224

0.4732

Log-Likelihood

-74.885

-63.951

LL (0)

-131.70

-131.7

LL (C)

-110.52

-121.39

LLR p-value

2.746e-12

1.928e-22

Significance level: 0 *** ,0.001 *, 0.01 *
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Discussion and Conclusion
Crowdshipping is an emerging method of managing the last-mile of deliveries. The adoption of
the crowdshipping platform will have impacts on the demand for commercial carrier vehicles and
passenger travel. Using this method might change the travel behavior of the carriers and could
reduce the number of trips done by the requesters. Studying the acceptability of crowdshipping is
a relatively new topic, and few studies have been conducted related to people response and
acceptability of crowdshipping service. This chapter provides insights toward understanding the
acceptability of crowdshipping system among the public which is crucial for building sustainable
systems. Furthermore, to study and analyze the impact of variant attributes on adoption of
crowdshipping a Stated Preference (SP) survey is designed and distributed in the New York
Metropolitan area. s
In the design process of the SP survey, variant attributes are considered such as shopping
habits (e.g., online shopping, in-store shopping, receiving deliveries) and travel behavior of
respondents (e.g., daily travel duration and time spent for shopping). Consequently, the initial
results of the survey demonstrate the willingness to serve as a carrier was overwhelmingly lower
(35%) than being a requester (73%). The summary of income across those willing to serve as
carriers demonstrates that 42% of respondents with low income (less than $49,999) would be
willing to serve as carriers, while 41% of those unwilling to serve as a carrier reported an income
greater than $100,000.
Besides income, several other factors identified that have impacts on people choice such
as product type, package size, ability to receive unattended deliveries, and etc. Concerning the
product types, the results presented that household product has a higher demand for delivery than
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the fresh food. Package size also has a direct impact on the requesters’ willingness to pay for a
delivery service, meaning that people are willing to pay more for the bigger delivery units (average
$5 for a small package and $10 for large size). Furthermore, almost 78% of the respondents with
the ability to receive unattended delivery are reported to be a requester. The other important factor
is the expected hourly rate, survey-takers who are willing to serve as carriers expected to receive
$5/hour-$9/hour.
Two different choice models are developed for each group (being requester/being carrier)
to better study the impact of variant attributes on people choice. The results of the model for the
income are in line with the initial analysis and suggest that a higher income decrease the
willingness of being a carrier but have a positive impact on being a requester. Similarly, full-time
employment did not affect the respondent’s choice of being a requester but have a negative impact
on their willingness to serve as a carrier. In summary, the data obtained through the survey provides
us with a better idea of the existing conditions in New York City. It can better disclose the
interaction between acceptance of the crowdshipping platform, socioeconomic characters, and
shopping behavior.
A limitation of the study lies in the fact that the survey did not include all the potential
attributes, e.g., gender and delivery time window. Therefore, survey questions should be amended,
and more relevant attributes can be included in future studies. Also, the distribution of age, income,
employment, and location within the New York City region was limited and therefore only
provides a limited insight about travel patterns of a specific group of residents and not the
population. Another limitation of this survey study is the sample size which is small (191 records)
which is usually limited in academic studies due to the limitation in funding and resources to gather
large dataset ( surveys conducted by government agencies are the one with large and more accurate
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records) . The analysis, however, provides an initial foundation for future modeling and assessment
of the acceptability of crowdshipping service. Next chapter will discuss the dissertation conclusion
and future works.
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CONCLUSIONS AND FINAL REMARKS

Final Remarks
Urbanization and the evolution of technology advances changed the people needs and preferences.
These quick changes twist the city mobility into a complicated issue for city planners and decision
makers. The problem is more challenging in densely populated and developed metropolitan areas
with a limited street capacity and massive demand for people and goods movements. It is vital to
understand mobility challenges in order to optimize transportation resources and build sustainable
cities. These challenges are typically experienced in different forms such as obstacles in the way
goods and inhabitants move around the city, declining the quality of life, and, which mainly caused
by lack of equilibrium in the supply and demand of transportation. The lack of equilibrium in
supply and demand of transport results in day to day nuances for residents, including congestion,
inefficiency in service and, considerable delays when moving around the city. Imbalanced in
supply and demand in the transport system, high single-occupancy rate (only driver onboard) and
a massive underutilized fleet of vehicles considered to be one of the main concerns for mobility
disruption.
This dissertation focused on the potential impacts of crowdshipping to alleviate the
mobility problem in dense urban areas. The problem is essential for city planners and inhabitants
alike, as it impacts financial, ecological and quality-of-life aspects for them. The efficient
utilization of transportation resources in large-scale metropolitan areas is a complex problem in
practice due to an intricate multimodal transportation system, variations in the mobility behavior
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of the population, and absence of proper centralized policies. This thesis focuses on the intra-city
mobility problems experienced by commuters (in the form of taxi ridership) and businesses (in the
form of last-mile delivery) while taking into consideration a measurement of potential adoption by
city inhabitants (in the form of a survey).
In this dissertation: First, to help the movement of goods, we designed an on-demand
dynamic crowdshipping model (DCM) that could utilize the extra capacity of existing transport
system to serve deliveries and (maybe) mitigate vehicle mile traveled. Albeit most studies
concentrated on enhancing either passenger or freight flows, this thesis emphasizes on enhancing
both by developing an integrated model which can serve passengers and parcels in the same setting.
Furthermore, to evaluate the model reliability and its potential application, we tested the
system on the case study of NYC by using taxi trip records (we considered taxi as carriers) and
household travel survey data. Since taxis are playing a crucial role in this case study thus, studying
of the taxi pattern in NYC became unavoidable. Consequently, we employed methods to
understand and predict the spatial-temporal pickup demand of taxis in NYC which can help taxi
dispatching companies to optimize their resources. Second, after testing the performance of the
DCM on the case study of NYC we evaluated the acceptance of the general crowdshipping systems
by people through designing a SP survey. Then we measured the participation likelihood of the
system by developing discrete choice models. Following sections describe some of the key
takeaways from these studies.
5.1.1

The On-Demand Dynamic Crowdshipping Model
To address the heavy traffic and mobility problem in urban areas the utilization of excess

capacity in existing transport resources (unutilized and unoccupied vehicles) is studied. The main
contribution of the study consists of the design of a crowdshipping system matching the requests
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from passenger pickups and parcel deliveries to the available capacity of transport at the same
time. The proposed Model (DCM) allocates delivery requests to potential providers taking into
consideration the geolocation of passengers, parcels, and vehicles simultaneously. The model
makes use of a time-dependent mathematical formulation (MILP) within a rolling horizon
framework that periodically updates input information, and the exact solution is calculated using
the Gurobi optimizer in a Python environment.
The main take away from this study is, the crowdshipping service can considerably lower
the delivery costs and expedite deliveries in dense urban areas (for the case study of NYC), where
there is a high number of potential users (delivery requests and potential carriers) to be matched.
The developed on-demand dynamic crowdshipping model is a general model that can be modified
and applied for any public transport-based crowdshipping system. The results of the DCM are
promising for the case study of NYC and the model is theoretically reliable, however, many
assumption was involved in this case and more information is needed to understand real impacts
of the model.
Finally, superior policy and design solutions are needed to address discrepancies in supply
and demand of good deliveries, especially in densely developed urban areas. To implement the
model it is very important to consider policies that protect passengers, parcels and drivers at the
same time. Furthermore, insuring the deliveries are very essential to provide a reliable service and
crowdshipping companies should provide an insurance coverage for the parcels in case of damage
or lost.
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5.1.2

Inference Spatiotemporal Distribution of Taxi Pickup Demand
Imbalanced in supply and demand in the transport system, high single-occupancy rate and

a massive underutilized fleet of vehicles, especially in the taxi network, considered to be one of
the main concerns for mobility disruption. The inefficiently of the taxi network is a problem and
it is easy to see that the underutilization and inconsistency in geographic dispersion of taxi fleet
are important for alleviating some of the current mobility issues in New York City. This problem
expressed through unmet passenger demand, energy waste and excess traffic congestion by the
vacant taxies/vehicles on the streets.
Optimally allocating the taxis to minimize the inefficiency problem is a challenging task,
mainly due to the lack of full knowledge on the mobility behavior of the population and the absence
of central management and dispatching policy in populated centers. When seen within a supply
and demand framework, it becomes clear that taxi transportation is far away from its optimal
equilibrium, yielding a missed cost of opportunity for customers, drivers, and city planners alike.
The key to optimum allocation of taxi markets lies in forecasting taxi demand with high geospatialtemporal precision. Furthermore, in chapter 2 we used taxis as carriers to deliver local retail
deliveries in a crowded neighborhood in NYC area. Since in the case study of NYC taxis play
crucial role to evaluate DCM model, studying the spatial-temporal pattern of taxi data became
extremely unavoidable.
The study presented in chapter 3 offers a methodology to study and forecast taxi demand
variation across NYC neighborhoods. To identify the most productive and accurate algorithm, taxi
demand is predicted by implementing three models: an Adaboost Regression model, a Decision
Tree Regression model, and a Deep Learning Neural Network Model that leverages Long ShortTerm Memory (LSTM). The LSTM model could capture patterns in the spatiotemporal demand
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distribution at short and large scale. The analysis was conducted across clustered spatial regions
and two inference periods (a) short-term, prediction of the number of ride requests in the next hour,
and (b) long-term, prediction of the number of ride requests in the next 48 hours.
The taxi demand analysis was carried out using NYC taxi trip records over the span of 33
months, comprising around 470 million travel records. The models were used to estimate the
number of trip requests experimented on four scenarios. Scenario 1 analyzes the pickup requests
in the entire region, while scenarios 2, 3 and 4, learn the pickup request patterns for high ranked
50 grids in cluster 1, 2, and 3, respectively. In order to compare the benefit of the proposed LSTM
methodology with alternative approaches, the same data and scenarios were used to train decision
tree regression and adaptive boosting regression models. The numerical results demonstrate the
superiority of the LSTM model over benchmark models for all scenarios; in particular, the study
shows that the LSTM model offered a decrease on all scenarios.
This study is a step forward in providing data-driven tools for decision makers to optimize
the overall performance of complex transportation systems by better realizing the ups and downs
of the demand for taxis in urban areas and reducing the wasteful allocation of publicly available
transportation resources to city dwellers. While this study was done by utilizing the taxi trip records
in Manhattan, the same approaches can be applied in most cities.

5.1.3

Measuring Crowdshipping Acceptance Rate by People
Finally, the study shown in chapter 4 covers the understanding of public willingness to

adopt crowdshipping services as a whole, through the design and analysis of a survey. The survey
studies the public perception and potential adoption of crowdshipping by New York City residents.
Methodologically, the survey is a Stated Preference Survey, focused on people’s shopping habits,
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work schedule, and travel behavior. The survey and analysis focused on identifying the most
impactful factors on people decision toward using crowdshipping service both as a requester and
as a carrier. The preliminary results demonstrate that willingness to use the service as a carrier is
halved compare to the willingness to serve as a requester.
The study presents two sets of Choice Models (Logit) for studying “carrier” and
“requester” models, thus evaluating the two roles that people may take when participating in a
crowdshipping system. For carriers, the results indicate that the best predictors to participate in the
system are primary travel mode, the time of the requests (particularly over weekends) and payment
amounts, while full-time employment and high-income decrease the likelihood of participation.
For requesters, the survey highlighted that the ability to receive unattended deliveries, high income
and preference to spend the saved time with family profoundly increases the likelihood of
participation in the system, while not being in the labor force and being shopping-oriented
decreases it. In general, 73% of respondents are willing to use the service to receive deliveries, and
about 33% are tending to serve other peoples’ delivery requests.
Considered as a whole this dissertation is a comprehensive study that offers a starting point
to understand transportation networks in a holistic manner, understanding and representing
different actors utilizing the network. The analysis provides information about the existing
conditions in New York City and discloses the interaction between acceptance of the
crowdshipping platform, socioeconomic characters, and shopping behavior. In general, the results
and methodologies offered on this dissertation may offer valuable insights to decision-makers,
which can be used to design more sustainable transportation systems through high accuracy
prediction of spatiotemporal transportation demand and improve the system efficiency by utilizing
the existing capacity.
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The unique features of this research that make it different from the other existing studies
are:
i.

A comprehensive study has been conducted to alleviate the city mobility problems
both for the movement of people and goods by using taxi data in NYC. We strived
to solve the supply-demand mismatch in the taxi network by i) predicting taxi
ridership demand in a different time and locations and then, ii) developing a model
to utilize the excess capacities of taxis to serve delivery tasks. Complementing these
models we designed a SP survey to evaluate the model performance and the
willingness of the general public to participate in it either as requesters or carriers.

ii. An extensive taxi dataset (about 470 million taxi trip records from October 2013 to
July 2016) was used in this study to train the LSTM model and predict
spatiotemporal taxi demand in the short term and long term time intervals. To the
best of author’s knowledge, using deep learning methods for forecasting the taxi
trip patterns is new in the field of transportation and travel demand analysis, and
few studies have been conducted leveraging deep learning models.
iii. The unutilized taxi fleet capacity was further explored through the design of an ondemand dynamic crowdshipping model which enables taxis to serve parcels and
passengers at the same time. Compared to traditional vehicle routing problems, the
new formulation integrates delivery requests and ride requests with vehicle routes
design.
iv. To the best of author’s knowledge, other studies mostly use random samples to
measure the performance of crowdshipping or ridesharing models, while, in this
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study, we used the real-size taxi data of NYC as the carrier information. Also, for
delivery requests, we used the real shopping trips information of people (considered
as an activity that can be outsourced). This information is extracted from the daily
travel activity of people using regional travel household survey data (RHTS) of
New York.
v. The final contribution of this study is designing a SP survey to collect and identify
the critical factors which have a high influence on the adoption of the
crowdshipping system. To the best of the author’s knowledge, this is the first study
conducted in NYC as one of the most congested cities in the world, to study
acceptability of the crowdshipping service.
Crowdshipping Concerns
Issues of safety, costs, and reliability become a concern for participants on the
crowdshipping platforms which provides individuals with the opportunity to deliver packages
(using their private vehicles). Reasonably, requesters are less likely continue their enrollment in
the crowdsources delivery services if they experience bad quality or unreliable service. In terms
of potential problems that could arise on these platforms, several questions can be raised about
reliability.
I.

How will creators of these platforms hold carriers accountable – how often would
carriers fail to deliver packages during their free time or in the face of other
commitments?

II.

How could they provide convenience to carriers, by allowing them to make deliveries
between their daily activities, without creating considerable delays to the requestor?
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III.

Most importantly, in terms of holding carriers accountable, are these platform
creators prepared to address the additional costs of insurance, potential lawsuits,
training or damages that can result from using individual carriers instead of
professionally operated delivery trucks.
The performance of some existing crowdshipping companies across the globe worth to be

looked up. MeeMeep, an Australia based crowdshipping company, offers less transparency and
accountability on dealing with trust and reliability issues and consequently draws negative product
reviews from consumers (Meemeep, 2014). However, PiggyBee, a Belgium based crowdshipping
company, and many other crowdshipping apps have taken these issues into consideration and
implemented various ways of protecting the consumers (Piggybee, 2018). The Piggybee app
provides its users with free insurance on international shipments and provided the receivers with
the opportunity to verify the integrity of the parcels on arrival and make a claim in the case of
weather damage or loss using supporting evidence (such as pictures of damages, repair quotes or
even a statement to the police in the case of theft)(Piggybee, 2018).
The other important concern for crowdsourced delivery platforms is safety and privacy.
Providing potential carriers with the ability to work just by downloading an app or filling out a
short application raises an unavoidable issue for platform creators. Should these apps make their
process more restricted for carriers to screen convicted criminals? This issue becomes more serious
when considering that large commercial carriers (e.g. DHL) having a complete hiring process for
their drivers and are consequently less likely to deal with such issues. Carriers are essentially
entrusted with the home addresses and shopping habits of requestors and can potentially misuse
this information – especially when no precautions are taken to track these carriers once the apps
are turned off. Safety and Privacy are very critical such that a single publicized case of robbery or
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a breach of requester’s privacy, while using crowdshipping apps, can drastically reduce the
individual willingness to participate in these platforms, regardless of the potential overall benefits
and convenience. Therefore, enticing customers’ trust is an important issue for crowdshipping
companies.
Trust is handled in a variety of ways by Crowdshipping platforms; for instance PiggyBee
invites their users to provide personal information and checks of identity for their user profiles and
include an evaluation system for accountability and also to prevent any safety-related issues that
come with the use of sensitive user data (Piggybee, 2018). These protections extend not only to
the delivery requesters but also the carriers and enable them to refuse any delivery task (Piggybee,
2018). Unlike PiggyBee, Deliv (a U.S. based crowdshipping company) formally hires its drivers
and offers a base pay for their services. In doing so they can limit access to personal information
by creating delivery “profiles”, reducing the number of times its users are entering personal
information when making a purchase (Deliv, 2018).
In summary, although there are some issues that would need to be addressed for
crowdshipping service to become a viable alternative for requesters, in other markets with peer to
peer service (e.g. Uber, EBay and Lyft) most developers of these apps have taken these concerns
into consideration and implemented simple strategies that have already been proven to be effective.
Specifically, ridesharing apps like Uber, Lyft or Juno have provided precautionary tales about the
misuse of user information when individuals are involved and a guide for avoiding certain privacy,
safety, and reliability related pitfalls. As one of the leaders in the ride shipping market, Uber has
become increasingly vigilant about user information and driver accountability. In general,
crowdshipping and rideshare companies (e.g. Uber) usually use aggregated data for research

127

purposes. Sale or exploitation of user data is not their major revenue source (unlike Facebook and
Google) (Rogerst, 2017).
In rideshare platforms, for increasing the passengers’ safety, drivers can be tracked at all
points of the trip and trip status can be shared among users as another safety precaution.
Furthermore, drivers can be held to a high standard, as low ratings from riders can result in a
suspension of their accounts. From drivers point of view, protecting them and their property has
also should be taken into consideration, as any damage to vehicle caused by the rider can be billed
to the offender given a claim and photo evidence by the driver. These methods of protecting users
on the rideshare platforms have come through trial and error but have made ridesharing apps an
often-used transportation alternative that is generally safe and reliable for its users. Crowdshipping
platforms (due to their similarities to rideshare platforms and service) can potentially use these
very same methods.
Future Research
The rapid and continues urbanization and progress in new technology advances changed
the people needs and preferences. These quick changes, impose lots of pressure on both, city
planners and carrier companies to provide an efficient transport service for people movement and
expedited delivery service for goods movement in dense urban areas. While the results presented
herein are a step in the right direction, they are not, by all means, complete and final. The research
presented on this thesis can be extended in a few different directions.
First, the crowdshipping model can be solved by implementing different heuristics
algorithms instead of the exact solution procedure presented herein. The methods used in this
dissertation can be applied to predict the demand of other transportation modes (e.g., bus, bike,
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and for-hire vehicles) and the same integrated model can be used to increase the efficiency of their
network and use their unutilized capacities. Similarly, future research can enhance the current
findings by better investigating the implementation of the crowdshipping system toward creating
customer value and flawless performance for businesses that are willing to explore the
implementation of this innovative approach.
Second, to better predict and allocate the taxi fleet, the LSTM model can be further
improved (especially for longer-term horizons) with the availability of additional data, and also to
explore if similar results hold on other geographies. The same approach can be used for predictions
in other transportation domains and help decision makers to optimize the overall performance of
complex transportation system by better realizing the supply and demand in urban areas. This
study can provide valuable insights into the on-demand ride service companies since there is a
substantial similarity between the taxi market and the on-demand ride service market.
Third, upon the availability of real goods (parcel) delivery data, future research can confirm
and expand the scope of this study to explore and develop more efficient models and more precise
impact estimations. The crowdshipping adoption study would benefit from more granular and
detailed data. As a way to improve and fine-tune the survey results, future research would focus
on the increase of collected data volume, as well as the exploration of new methods of data
collection, in order to attract more respondents and get a better insight about the population
characteristics. Survey questions also should be improved to cover more useful information and
gather a more extensive set of attributes.
Finally, the introduction of third-party providers in freight transportation conveys the risk
of creating new issues in the last-mile delivery process and impacts that are not currently fully
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understood by decision-makers and users of the system. Future research can be done to analyze
the risks and areas of opportunity of crowdshipping systems by; i) investigating the critical
elements (e.g., economic, legal, social, psychological issues) that might delay the adoption of a
successful crowdshipping model, and ii) introducing policies that can alleviate the disadvantages
of the crowdshipping platform (e.g. safety, privacy and insurance issues). The survey analysis,
however, provides an initial foundation for future modeling and assessment of crowdshipping.
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APPENDIX A
Crowdshipping Participation Motivation Survey
This survey is being conducted as part of the on-going academic research project at the City
College of New York. The purpose of this project is to examine the market for the emerging type
of shopping/ home delivery called crowdshipping.
In crowdshipping, ordinary people, rather than professional service providers, deliver goods. Using
an internet-based platform, individual shoppers can request delivery services from individual
participating providers, who, for a negotiated cost, deliver goods from local stores, warehouses, or
other origins.
This survey should take about 10 minutes to complete. Thanks for your participation!
1. What is your typical daily work schedule? Please state the typical times that you arrive at work
and depart from work.

Start time

End time

Weekday
Saturday
Sunday
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2. What is your occupational status?

Full-time employee
Part-time employee
Full-time student
Part-time student
Retired
Unemployed

3. How many hours per day do you estimate you spend traveling on a typical day?

In hour(s)
Weekday
Saturday
Sunday

4. In a typical week, how much time do you spend shopping? (Do not include transportation
time)

Hour
In-store shopping
Online shopping
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5. In the past month, how many times have you shopped for the following goods?

In-store Shopping

Online order from a local store

Fresh food
Household products

6. During the last month, how many time(s) you have received the following types of deliveries?

Delivery of goods that you shopped for in
person at a local store

Delivery of goods that you
shopped for online

Fresh food

Household
products

7. What mode(s) of transportation do you frequently use to travel to your local grocery store?
Passenger car
Uber/ Lyft/ Taxi
Transit
Bike
Walking
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8. Can you receive deliveries when you are not home (e.g., they can be left with a doorman, in a
secure room, or on a porch)?
Yes
No

9. For deliveries that cannot be accepted unattended, during which hours would you typically
schedule deliveries on a weekday (Please select all that apply)?

Weekday

6

AM – 7

AM

7

AM – 8

AM

8

AM – 9

AM

9

AM – 10 AM

Weekend

10 AM – 11 AM
11 AM – 12 PM
12 PM – 1

PM

1

PM – 2

PM

2

PM – 3

PM

3

PM – 4

PM

4

PM – 5

PM
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5

PM – 6

PM

6

PM – 7

PM

7

PM – 8

PM

8

PM – 9

PM

9

PM – 10 PM

10 PM – 11 PM
11 PM – 12 AM

10. Would you be willing to use a secured app to request services from a third-party to deliver
goods to you from your local store?

Yes
No
I would consider it depending on the cost
11. How much would you be willing to pay as a delivery fee (in $) for the following types of
deliveries?

A small delivery (e.g., 1-3 grocery bags)
A large delivery (e.g., 4+ grocery bags)
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12. How much shopping time (in hours) do you expect you would save per week by using a
delivery service?

13. How would you use the time saved by using this delivery service?

Spend time with family
Social activities
Work
Other (please specify)

14. Would you consider working as a delivery person, completing delivery of goods from local
stores to customers requesting services through a secured app?

Yes
No

15. During what time frame would you be willing to complete these deliveries on a weekday?
(Please check all that apply)

Weekday

6

AM – 7

AM

7

AM – 8

AM

Weekend
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8

AM – 9

AM

9

AM – 10 AM

10 AM – 11 AM
11 AM – 12 PM
12 PM – 1

PM

1

PM – 2

PM

2

PM – 3

PM

3

PM – 4

PM

4

PM – 5

PM

5

PM – 6

PM

6

PM – 7

PM

7

PM – 8

PM

8

PM – 9

PM

9

PM – 10 PM

10 PM – 11 PM
11 PM – 12 AM

16. By which mode(s) would you likely travel to conduct these deliveries?

Car/Truck
Public Transit
Bicycle
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Walking

17. What rate would you expect to paid (in $/hour) to conduct small deliveries by each mode?
(Please enter rates only for the modes by which you would consider making a delivery) Small
Package (less than 3 grocery bags)

Car/Truck
Public Transit
Bicycle
Walking

18. What rate would you expect to paid (in $/hour) to conduct large deliveries by each mode?
(Please enter rates only for the modes by which you would consider making a delivery) Large
Package (more than 3 grocery bags)

Car/Truck
Public Transit
Bicycle
Walking
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19. What is your age range?

12 to 17
18 to 24
25 to 34
35 to 44
45 to 54
55 to 59
60 to 64
65 to 74
75 and over
I prefer to answer
20. What is your annual household income category? (Optional)

Less than $24,000
$25,000 to $49,999
$50,000 to $74,999
$75,000 to $99,999
More than $100000
I prefer no answer
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21. What is your home zip code?

22. Feedback

142

APPENDIX B
Here you can find the travel time between nodes for the case 1 that explained in details in chapter
3. Section 3.3.

Travel time between nodes (in minutes) for case 1
1

2

3

4

5

6

7

8

9

10 11 12 13 14 15 16 17 18 19 20

1

0

1

2

3

5

4

3

3.5 5

5

2

25 2

5

2.5 2.5 2.5 2

4

4

2

1

0

1

2

4

18 4

3

2

5

2

3

3

4

5

2

3

3

1

15

3

2

1

0

1

3

4

5

3

2

3

3

2

4

3

4

3

2

4

3

3

4

3

2

1

0

1

2

3

25 5

5

1

4

4

3.5 5

4

2

4

3

2

5

5

4

3

1

0

20 1.5 3

4

1

3

5

5

3

2

3

5

3

5

2

6

4

18 4

2

20 0

1

2

3

6

5

5

4

2

2

3

2

5

3

3

7

3

4

5

3

1.5 1

0

1

2

2

3

6

5

4

3

3

3

6

2

2

8

3.5 3

3

25 3

2

1

0

6

2

2

5

4

3

5

2

3

4

3

5

9

5

2

2

5

4

3

2

6

0

3

3

3

1

5

4

5

4

2

5

3

10 5

5

3

5

1

6

2

2

3

0

4

1

2

2

2

4

2

2

3

4

11 2

2

3

1

3

5

3

2

3

4

0

4

2

30 4

0

4

2

4

3

12 2.5 3

2

4

5

5

6

5

3

1

4

0

5

4

2

4

5

3

5

2

13 2

3

4

4

5

4

5

4

1

2

2

5

0

4.5 4

2

3

5

5

4

14 5

4

3

3.5 3

2

4

3

5

2

30 4

4.5 0

6

5.5 4

8

6

2

15 5

5

4

5

2

2

3

5

4

2

4

2

4

6

0

4

2

4

4

4

16 2

2

3

4

3

3

3

2

5

4

0

4

2

5.5 4

0

4

2

2

5

17 2.5 3

2

2

5

2

3

3

4

2

4

5

3

4

2

4

0

3

2

3

18 2

3

4

4

3

5

6

4

2

2

2

3

5

8

4

2

3

0

4

5

19 4

1

3

3

5

3

2

3

5

3

4

5

5

6

4

2

2

4

0

1

20 4

15 3

2

2

3

2

5

3

4

3

2

4

2

4

5

3

5

1

0

143

REFERENCES
1. AAA Association Communication, 2017. How Much Are You Really Worth? Nonprofit
World 23, 27.
2. Abdi, H., Williams, L.J., 2010. Principal component analysis. Wiley Interdiscip. Rev.
Comput. Stat. doi:10.1002/wics.101
3. Accenture, 2016. New Delivery Reality for Post &amp; Parcel.
4. Agatz, N.A.H., Erera, A.L., Savelsbergh, M.W.P., Wang, X., 2011. Dynamic ride-sharing:
A simulation study in metro Atlanta. Transp. Res. Part B Methodol. 45 `, 1450–1464.
doi:10.1016/j.trb.2011.05.017
5. Allahviranloo, M., Chastanet, L., Rehmann, J., 2017. Mobility Knowledge Discovery to
Generate Activity Pattern Trajectories. IEEE 20th Int. Conf. Intell. Transp.
6. Anderson, S., Allen, J., Browne, M., 2005. Urban logistics - How can it meet policy
makers’ sustainability objectives? J. Transp. Geogr. doi:10.1016/j.jtrangeo.2004.11.002
7. Arslan, A., Agatz, N., Kroon, L.G., Zuidwijk, R.A., 2016. Crowdsourced Delivery -- A
Pickup and Delivery Problem with Ad-Hoc Drivers. SSRN Electron. J. 1–29.
doi:10.2139/ssrn.2726731
8. Bhat, C.R., Eluru, N., 2009. A copula-based approach to accommodate residential selfselection effects in travel behavior modeling. Transp. Res. Part B Methodol.
doi:10.1016/j.trb.2009.02.001
9. Bruce Schaller, 2017. Empty Seats, Full Streets Fixing Manhattan’s Traffic Problem.
10. Buldeo Rai, H., Verlinde, S., Merckx, J., Macharis, C., 2017. Crowd logistics: an
opportunity for more sustainable urban freight transport? Eur. Transp. Res. Rev. 9.
doi:10.1007/s12544-017-0256-6

144

11. Bureau of Transportation Statistics, 2017. Freight Transportation [WWW Document].
URL https://www.bts.gov/topics/freight-transportation
12. Carbone, V., Rouquet, A., Roussat, C., 2015. “Carried away by the crowd”: what types of
logistics characterise collaborative consumption?, in: 1st International Workshop on
Sharing Economy. doi:10.1017/CBO9781107415324.004
13. Chang, H.W., Tai, Y.C., Hsu, J.Y.J., 2010. Context-aware taxi demand hotspots prediction.
Int. J. Bus. Intell. Data Min. 5, 3. doi:10.1504/IJBIDM.2010.030296
14. Chen, C., Pan, S., 2016. Using the crowd of taxis to last mile delivery in e-commerce: A
methodological research, in: Studies in Computational Intelligence. pp. 61–70.
doi:10.1007/978-3-319-30337-6_6
15. Chen, C., Pan, S., Wang, Z., Zhong, R.Y., 2017. Using taxis to collect citywide Ecommerce reverse flows: a crowdsourcing solution. Int. J. Prod. Res. 55, 1833–1844.
doi:10.1080/00207543.2016.1173258
16. Chen, W., Mes, M., Schutten, M., 2017. Multi-hop driver-parcel matching problem with
time windows. springer 507. doi:10.1007/s10696-016-9273-3
17. Cohen, B., Muñoz, P., 2016. Sharing cities and sustainable consumption and production:
towards

an

integrated

framework.

J.

Clean.

Prod.

134,

87–97.

doi:10.1016/j.jclepro.2015.07.133
18. Cookson, G., 2018. INRIX Global Traffic Scorecard, INRIX Global Traffic Scorecard.
19. Copulas:

Generate

Correlated

Samples

[WWW

Document],

2018.

URL

https://www.mathworks.com/help/stats/copulas-generate-correlated-samples.html

145

20. Cordeau, J.-F., Desaulniers, G., Desrosiers, J., Solomon, M.M., Soumis, F., 2002. VRP
with

Time

Windows,

in:

The

Vehicle

Routing

Problem.

pp.

157–193.

doi:10.1137/1.9780898718515.ch7
21. Cordeau, J.F., Laporte, G., 2007. The dial-a-ride problem: Models and algorithms. Ann.
Oper. Res. 153, 29–46. doi:10.1007/s10479-007-0170-8
22. Cordeau, J.F., Laporte, G., 2003. The Dial-a-Ride Problem (DARP): Variants, modeling
issues and algorithms. 4OR 1, 89–101. doi:10.1007/s10288-002-0009-8
23. Crowdsourcing.org, 2015. Crowdfunding industry report - market trends, composition and
crowdfunding platforms. Res. Rep.
24. Datex,

2016.

What

is

Last

Mile

Delivery?

[WWW

Document].

URL

https://www.datexcorp.com/last-mile-delivery-part-1-omni-channel-retail-affectingtransportation-logistics/ (accessed 6.26.19).
25. De Brébisson, A., Simon, É., Auvolat, A., Vincent, P., Bengio, Y., 2015. Artificial neural
networks applied to taxi destination prediction, in: CEUR Workshop Proceedings.
doi:10.1093/mnras/stv1765
26. Deliv, 2018. Deliv Privacy Policy [WWW Document].
27. Desrochers, M., Desrosiers, J., Solomon, M., 1992. A New Optimization Algorithm for the
Vehicle

Routing

Problem

with

Time

Windows.

Oper.

Res.

40,

342–354.

doi:10.1287/opre.40.2.342
28. DHL Crowd Sources Deliveries, 2013. . logisticsmatter.
29. DHL Logistics Trend Radar, 2016. . Troisdorf, Germany.
30. Drake, S., 2013. Crowdsource Your Next Delivery [WWW Document]. 2013. URL
https://www.entrepreneur.com/article/226976

146

31. eMarketer, 2016. E-commerce sales worldwide from 2014 to 2020 (in billion U.S. dollars)
[WWW Document]. URL https://www.statista.com/statistics/379046/worldwide-retail-ecommerce-sales/
32. Fontenot, K., Semega, J., Kollar, M., 2018. Income and Poverty in the United States: 2017.
33. Friedrich, M., Hartl, M., Magg, C., 2018. A modeling approach for matching ridesharing
trips

within

macroscopic

travel

demand

models.

Transportation

(Amst).

doi:10.1007/s11116-018-9957-5
34. Fu, R., Zhang, Z., Li, L., 2017. Using LSTM and GRU neural network methods for traffic
flow prediction, in: Proceedings - 2016 31st Youth Academic Annual Conference of
Chinese

Association

of

Automation,

YAC

2016.

pp.

324–328.

doi:10.1109/YAC.2016.7804912
35. Gdowska, K., Viana, A., Pedroso, J.P., 2018. Stochastic last-mile delivery with
crowdshipping, in: Transportation Research Procedia. doi:10.1016/j.trpro.2018.09.011
36. Gers, F.A., Schmidhuber, J., Cummins, F., 2000. Learning to Forget: Continual Prediction
with LSTM. Neural Comput. 12, 2451–2471. doi:10.1162/089976600300015015
37. Ghilas, V., Demir, E., Van Woensel, T., 2016. An adaptive large neighborhood search
heuristic for the Pickup and Delivery Problem with Time Windows and Scheduled Lines.
Comput. Oper. Res. 72, 12–30. doi:10.1016/j.cor.2016.01.018
38. Graves, A., 2013. Generating Sequences with Recurrent Neural Networks. Tech. Reports
1–43. doi:10.1145/2661829.2661935
39. Greff, K., Srivastava, R.K., Koutnik, J., Steunebrink, B.R., Schmidhuber, J., 2016. LSTM:
A

Search

Space

Odyssey.

IEEE

Trans.

Neural

Networks

Learn.

Syst.

doi:10.1109/TNNLS.2016.2582924

147

40. Hochreiter, S., Urgen Schmidhuber, J., 1997. LONG SHORT-TERM MEMORY. Neural
Comput. 9, 1735–1780. doi:10.1162/neco.1997.9.8.1735
41. Holguín-Veras, J., Jaller, M., Destro, L., Ban, X., Lawson, C., Levinson, H., 2011. Freight
Generation, Freight Trip Generation, and Perils of Using Constant Trip Rates. Transp. Res.
Rec. J. Transp. Res. Board 2224, 68–81. doi:10.3141/2224-09
42. Howe, J., 2006. The Rise of Crowdsourcing. Wired Mag. 14, 1–5. doi:10.1086/599595
43. Huang, Y., Powell, J.W., 2012. Detecting regions of disequilibrium in taxi services under
uncertainty.

ACM

Sigspatial

Int.

Conf.

Adv.

Geogr.

Inf.

Syst.

139–148.

doi:10.1145/2424321.2424340
44. Hytchers,

2018.

An

innovative delivery solution

[WWW

Document].

URL

https://www.hytchers.com/en/
45. Joe Cortright, 2017. In a New York minute, City Observatory [WWW Document]. URL
http://cityobservatory.org/in-a-new-york-minute/ (accessed 4.22.19).
46. Kafle, N., Zou, B., Lin, J., 2017a. Design and modeling of a crowdsource-enabled system
for urban parcel relay and delivery. Transp. Res. Part B Methodol. 99, 62–82.
doi:10.1016/j.trb.2016.12.022
47. Kafle, N., Zou, B., Lin, J., 2017b. Design and modeling of a crowdsource-enabled system
for urban parcel relay and delivery. Transp. Res. Part B Methodol. 99, 62–82.
doi:10.1016/j.trb.2016.12.022
48. Kang, C., Sobolevsky, S., Liu, Y.-H., Ratti, C., 2013. Exploring Human Movements in
Singapore: A Comparative Analysis Based on Mobile Phone and Taxicab Usages. Proc.
2Nd ACM SIGKDD Int. Work. Urban Comput. doi:10.1145/2505821.2505826

148

49. Ke, J., Zheng, H., Yang, H., Chen, X. (Michael), 2017. Short-term forecasting of passenger
demand under on-demand ride services: A spatio-temporal deep learning approach. Transp.
Res. Part C Emerg. Technol. 85, 591–608. doi:10.1016/J.TRC.2017.10.016
50. Kroes, E.P., Sheldon, R.J., 1988. Stated preference methods, an introduction. J. Transp.
Econ. Policy.
51. Li, B., Krushinsky, D., Reijers, H.A., Van Woensel, T., 2014. The Share-A-Ride Problem:
People

and

parcels

sharing

taxis.

Eur.

J.

Oper.

Res.

238,

31–40.

doi:10.1016/j.ejor.2014.03.003
52. Li, B., Zhang, D., Sun, L., Chen, C., Li, S., Qi, G., Yang, Q., 2011. Hunting or waiting?
Discovering passenger-finding strategies from a large-scale real-world taxi dataset, in:
2011 IEEE International Conference on Pervasive Computing and Communications
Workshops,

PERCOM

Workshops

2011.

pp.

63–68.

doi:10.1109/PERCOMW.2011.5766967
53. Li, X., Pan, G., Wu, Z., Qi, G., Li, S., Zhang, D., Zhang, W., Wang, Z., 2012a. Prediction
of urban human mobility using large-scale taxi traces and its applications. Front. Comput.
Sci. China 6, 111–121. doi:10.1007/s11704-011-1192-6
54. Li, X., Pan, G., Wu, Z., Qi, G., Li, S., Zhang, D., Zhang, W., Wang, Z., 2012b. Prediction
of urban human mobility using large-scale taxi traces and its applications. Front. Comput.
Sci. China. doi:10.1007/s11704-011-1192-6
55. Li, Y., Yu, R., n.d. Graph Convolutional Recurrent Neural Network : Data-Driven Traffic
Forecasting 1–12.
56. Lu, Y., Salem, F.M., 2017. Simplified Gating in Long Short-term Memory (LSTM)
Recurrent Neural Networks 5.

149

57. Lv, Y., Duan, Y., Kang, W., Li, Z., Wang, F.Y., 2015. Traffic Flow Prediction with Big
Data: A Deep Learning Approach. IEEE Trans. Intell. Transp. Syst. 16, 865–873.
doi:10.1109/TITS.2014.2345663
58. Ma, X., Tao, Z., Wang, Y., Yu, H., Wang, Y., 2015a. Long short-term memory neural
network for traffic speed prediction using remote microwave sensor data. Transp. Res. Part
C Emerg. Technol. 54, 187–197. doi:10.1016/j.trc.2015.03.014
59. Ma, X., Yu, H., Wang, Y., Wang, Y., 2015b. Large-scale transportation network
congestion evolution prediction using deep learning theory. PLoS One 10.
doi:10.1371/journal.pone.0119044
60. Meemeep,

2014.

No

Title

[WWW

Document].

URL

https://meemeepdotcom.wordpress.com/
61. Mehmann, J., Frehe, V., Teuteberg, F., 2015. Crowd Logistics − A Literature Review and
Maturity Model. Innov. Strateg. Logist. Supply Chain. 117–145.
62. Miao, F., Han, S., Lin, S., Pappas, G.J., 2016a. Robust taxi dispatch under model
uncertainties, in: Proceedings of the IEEE Conference on Decision and Control. pp. 2816–
2821. doi:10.1109/CDC.2015.7402643
63. Miao, F., Han, S., Lin, S., Stankovic, J.A., Zhang, D., Munir, S., Huang, H., He, T., Pappas,
G.J., 2016b. Taxi Dispatch with Real-Time Sensing Data in Metropolitan Areas: A
Receding Horizon Control Approach, in: IEEE Transactions on Automation Science and
Engineering. pp. 463–478. doi:10.1109/TASE.2016.2529580
64. Miller, J., Stathopoulos, A., Nie, Y. (Macro), 2017. Crowdsourced Urban Package
Delivery : Modelling Traveler Willingness to Work as Crowdshippers. Transp. Res. Rec.
re-revision.

150

65. Mladenow, A., Bauer, C., Strauss, C., 2016. “crowd logistics”: The contribution of social
crowds in logistics activities. Int. J. Web Inf. Syst. doi:10.1108/IJWIS-04-2016-0020
66. Moreira-Matias, L., Gama, J., Ferreira, M., Mendes-Moreira, J., Damas, L., 2013. On
predicting the taxi-passenger demand: A real-time approach, in: Lecture Notes in
Computer Science (Including Subseries Lecture Notes in Artificial Intelligence and
Lecture Notes in Bioinformatics). pp. 54–65. doi:10.1007/978-3-642-40669-0_6
67. Morphy, E., 2013. About Walmart’s Idea to Crowdsource Its Same-Day Delivery Service.
Forbes.
68. Mukai, N., Yoden, N., 2012. Taxi demand forecasting based on taxi probe data by neural
network. Smart Innov. Syst. Technol. 14, 589–597. doi:10.1007/978-3-642-29934-6_57
69. New York Metropolitan Transportation Council, North Jersey Transportation Planning
Authority, 2014. 2010/2011 Regional Household Travel Survey: Final Report 1–183.
70. Nguyen, N., Nghiem, N.-V.-D., Do, P.-T., Le, K.-T., Nguyen, M.-S., Mukai, N., 2015.
People and parcels sharing a taxi for Tokyo city. Proc. Sixth Int. Symp. Inf. Commun.
Technol. - SoICT 2015 1–8. doi:10.1145/2833258.2833309
71. NYC Department of Transportation, 2017. Citywide mobility survey report 1–82.
72. NYC Taxi & Limousine Commission - Trip Record Data [WWW Document], n.d. .
NYC.gov.
73. NYCDOT, 2016. Mobility Report. doi:10.3103/S0005105510050031
74. NYCEDC, 2018. New Yorkers and Their Cars [WWW Document]. URL
https://www.nycedc.com/blog-entry/new-yorkers-and-their-cars (accessed 4.17.19).
75. NYDOT, 2018. NYC Mobility Report, White Paper. doi:10.3103/S0005105510050031

151

76. Ortúzar, J. de D., Willumsen, L.G., 2011. Modelling Transport, Modelling Transport.
doi:10.1002/9781119993308
77. Paloheimo, H., Lettenmeier, M., Waris, H., 2016. Transport reduction by crowdsourced
deliveries

_

a

library

case

in

Finland.

J.

Clean.

Prod.

132,

240–251.

doi:10.1016/j.jclepro.2015.04.103
78. Piggybee,

2018.

Insurance

-

Item

delivery

[WWW

Document].

URL

Document].

URL

https://www.piggybee.com/en/insurance
79. Postmates,

2019.

Anything,

anytime,

anywhere.

[WWW

https://postmates.com/
80. Punel, A., Ermagun, A., Stathopoulos, A., 2018. Studying determinants of crowd-shipping
use. Travel Behav. Soc. 12, 30–40. doi:10.1016/j.tbs.2018.03.005
81. Rogerst, B., 2017. The Social Costs of Uber.
82. Rougès, J., Montreuil, B., 2014. Crowdsourcing Delivery : New Interconnected Business
Models to Reinvent Delivery. 1st Int. Phys. Internet Conf. 1–19.
83. Sampaio, A., Savelsbergh, M.W.P., Veelenturf, L., van Woensel, T., Sampaio Oliveira,
A.H., Savelsbergh, M.W.P., Veelenturf, L., van Woensel, T., 2017. Crowd-based City
Logistics. SCL Rep. Ser. Georg. Inst. Technol. 1–14.
84. Seabold, S., Perktold, J., 2010. Statsmodels: econometric and statistical modeling with
Python, in: 9th Python in Science Conference.
85. Serafini, S., Nigro, M., Gatta, V., Marcucci, E., 2018. Sustainable crowdshipping using
public transport: a case study evaluation in Rome. Transp. Res. Procedia 30, 101–110.
doi:10.1016/J.TRPRO.2018.09.012

152

86. Shao, D., Wu, W., Xiang, S., Lu, Y., 2016. Estimating Taxi Demand-Supply Level Using
Taxi Trajectory Data Stream, in: Proceedings - 15th IEEE International Conference on
Data Mining Workshop, ICDMW 2015. doi:10.1109/ICDMW.2015.250
87. Shipizy, 2013. shipizy, Matching travelers with Shipping needs [WWW Document]. URL
%0Awww.shipizy.com%0A
88. Spector, S., 2017. "Survey shows that 37% of U.S. consumers don’t trust crowdsourced,
peer-to-peer

delivery

services"

[WWW

Document].

Cision

PRWEB.

URL

http://www.prweb.com/releases/2017/03/prweb14168655.htm (accessed 6.6.17).
89. Stathopoulos, A., Punel, A., 2016a. Modeling People’s Behavior and Acceptance of
Crowdsipping. TRR.
90. Stathopoulos,

A.,

Punel,

A.,

2016b.

EXPLORATORY

ANALYSIS

OF

CROWDSOURCED DELIVERY SERVICE THROUGH A STATED PREFERENCE
EXPERIMENT. TRB 1–8.
91. Tian, Y., Pan, L., 2015. Predicting Short-Term Traffic Flow by Long Short-Term Memory
Recurrent Neural Network, in: 2015 IEEE International Conference on Smart
City/SocialCom/SustainCom (SmartCity). pp. 153–158. doi:10.1109/SmartCity.2015.63
92. TLC, 2016. NYC Taxi & Limousine Commission - Trip Record Data [WWW Document].
NYC.gov. URL http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
93. Train, K.E., 2003. Discrete choice methods with simulation, Discrete Choice Methods with
Simulation. doi:10.1017/CBO9780511753930
94. Trivedi, P.K., Zimmer, D.M., 2007. Copula Modeling: An Introduction for Practitioners.
Found. Trends® Econom. doi:10.1561/0800000005

153

95. Uber Technologies INC 2018, 2018. Uber Delivery in New York City [WWW Document].
URL https://www.uber.com/drive/new-york/delivery/
96. US CENSUS, 2017.
97. US parcels market insight report [WWW Document], 2018. URL https://www.apexinsight.com/product/us-parcels-market-2018/ (accessed 4.19.19).
98. Wang, X., 2013. Optimizing Ride Matches for Dynamic Ride-Sharing Systems Optimizing
Ride

Matches

for

Dynamic

Ride-Sharing

Systems

***.

Disertation.

doi:10.1016/j.ejor.2012.05.028
99. Wang, Y., Zhang, D., Liu, Q., Shen, F., Lee, L.H., 2016. Towards enhancing the last-mile
delivery: An effective crowd-tasking model with scalable solutions. Transp. Res. Part E
Logist. Transp. Rev. 93, 279–293. doi:10.1016/j.tre.2016.06.002
100.

Wilson, S., Fischetti, W.T., 2011. Population Distribution and Change : 2000 to

2010. Popul. (English Ed.
101.

Xu, M., Watanachaturaporn, P., Varshney, P.K., Arora, M.K., 2005. Decision tree

regression for soft classification of remote sensing data. Remote Sens. Environ. 97, 322–
336. doi:10.1016/j.rse.2005.05.008
102.

Yanjie Duan, Yisheng Lv, Fei-Yue Wang, 2016. Travel time prediction with LSTM

neural network. 2016 IEEE 19th Int. Conf. Intell. Transp. Syst. 1053–1058.
doi:10.1109/ITSC.2016.7795686
103.
for

Yu, Z., Haghighat, F., Fung, B.C.M., Yoshino, H., 2010. A decision tree method
building

energy

demand

modeling.

Energy

Build.

42,

1637–1646.

doi:10.1016/j.enbuild.2010.04.006

154

104.

Yuan, J., Zheng, Y., Zhang, L., Xie, Xi., Sun, G., 2011. Where to find my next

passenger? Proc. 13th Int. Conf. Ubiquitous Comput. - UbiComp ’11 109–118.
doi:10/c68ntf
105.

Zhao, K., Khryashchev, D., Freire, J., Silva, C., Vo, H., 2016. Predicting taxi

demand at high spatial resolution: Approaching the limit of predictability, in: Proceedings
- 2016 IEEE International Conference on Big Data, Big Data 2016. pp. 833–842.
doi:10.1109/BigData.2016.7840676
106.

Zou, Y., Zhang, Y., 2016. A copula-based approach to accommodate the

dependence among microscopic traffic variables. Transp. Res. Part C Emerg. Technol. 70,
53–68. doi:10.1016/j.trc.2015.11.003

155

