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Abstract 
Large-time asymptotic properties of solutions to a class of semilinear stochastic 
wave equations with damping in a bounded domain are considered. First an energy 
inequality and the exponential bound for a linear stochastic equation are established. 
Under appropriate conditions, the existence theorem for a unique global solution is 
given. Next the questions of bounded solutions and the exponential stability of an 
equilibrium solution, in mean-square and the almost sure sense, are studied. Then, 
under some sufficient conditions, the existence of a unique invariant measure is proved. 
Two examples are presented to illustrate some applications of the theorems. 
1 Introduction 
Semilinear stochastic wave equations arise as mathematical models to describe the nonlinear 
vibration or wave propagation in a randomly excited continuous medium. To be specific the 
equation may take the form: 
a~u(x, t) = c26.u- 2a8tu(x, t) + J(u) + a(u)W(x, t), (1.1) 
in a domain 'D in Rd, where 81 = ft, 6. is the Laplacian operator; c and 2a are some positive 
constants known as the wave speed and the damping coefficient, respectively. The nonlinear 
functions f and a are given, and W(x, t) = 81W(x, t) is a spatially dependent white noise, 
where W(x, t) is a Wiener random field. In the papers [2, 3], we studied the local and 
global solutions of this type of equations without damping (a = 0), where the nonlinear 
terms f and a may admit a polynomial growth. As a sequel of our previous work, this 
paper is concerned with some qualitative behavior of asymptotic solutions to the equation 
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(1.1) in a bounded domain 'D as t-+ oo. In addition to the global existence of solutions, we 
are interested in the questions of boundedness, asymptotic stabilities and the existence of a 
stationary solution or an invariant measure. For a solution of the wave equation to reach 
a statistical equilibrium, it is imperative to include the damping term in the equation (1.1) 
so that, in the physical term, the fluctuation-dissipation principle may hold. As a simple 
example, consider the randomly perturbed wave equation in one dimension: 
1 
2 2 2 . . 
at u = c axu- 2a8tu + W(x, t), t > 0, X E 'D = (0, 7r), 
u(x, 0) = h(x), Bt(O, x) = 0; u(O, t) = u(1r, t) = 0, 
(1.2) 
where h is a given continuous function and the Wiener field W is assumed to have the 
following Fourier series representation: 
00 
W(x, t) = L CTnbn(t)¢n(x), 
n::;::l 
where {bn(t)} is a sequence of independent copies of standard Brownian motions in one 
00 
dimension, { crn} is a sequence of reals such that L O"~ < oo, and <Pn = ~sin nx, n = 
n=l 
1, 2, · · ·, are the normalized eigenfunctions associated with the problem (1.2). Then, by 
means of the eigenfunction expansion, it can be formally solved in the case c > a to give 
00 
u(x, t) = L Un(t)¢n(x), (1.3) 
n=l 
where 
(1.4) 
with hn = f h(x)<Pn(x)dx and Wn = j(nc) 2 - a 2 
calculations, we obtain the mean 
for n = 1, 2, · · ·. By some simple 
and the variance 
Var.{un(t)} = (CJn) 2 {t e-2a 8 Sin2 (wns)ds-+ -
4
1 (CJn) 2 , 
Wn lo a nc 
as t -+ oo. Then it follows from (1.4) that the solution u(x, t) is a Gaussian random field 
with the mean Eu(x, t) -+ 0, and the covariance function 
Gov.{ u(x, t), u(y, t)} = f 41 (n?<Pn(x)</Jn(y). n=l a nc 
In fact it can be shown that the solution u(·, t) converges in the mean-square to a Gaussian 
random field u( ·) with the above covariance function and its probability law is the invariant 
2 
measure for the equation (1.2). On the other hand, without the damping (a= 0), we would 
have Eun(t) = hncosnct and 
Var.{un(t)} = (1/2)(un/nc) 2[t- (1/2nc)sin2nct]-+ oo, as t-+ oo. 
So the asymptotic solution will cease to exist. Clearly this can also happen in the nonlinear 
case. In fact it was shown that, with a cubic nonlinearity, the solution may explode in finite 
time [2], unless there exists a certain energy bound. As to be seen, the dissipation and 
the energy bound for a semilinear wave equation such as (1.1) are two major ingredients to 
ensure a proper asymptotic behavior of its solutions. 
Our initial work on semilinear stochastic wave equations [2] was stimulated by two inter-
esting papers by Mueller [14],[15] on the existence of large-time solutions to some nonlinear 
heat and wave equations with noise. If such a solution exists, it is natural to investigate its 
asymptotic behavior as t -+ 90· By a semigroup approach, asymptotic solutions to semilin-
ear stochastic evolution equations have been studied by many authors. For the problems of 
boundedess and stability, see e.g. the papers [4], [9], [11], and [10], and, for the existence of 
invariant measures, we mention the articles [12], [4] and the book [8] for further references. 
In concrete terms, most of the above-mentioned results are applicable to the parabolic type 
of stochastic partial differential equations. The asymptotic solution of a stochastic hyper-
bolic or wave-like equation was studied in the paper [13] by the method of averaging. To our 
knowledge the asymptotic solutions of the semilinear wave equations under consideration 
have not been treated in the literature. For the deterministic case, the analysis of hyperbolic 
equations relies heavily on the so-called energy method [16], (Chap.4, [18]). Therefore the 
associated energy function plays an important role in the asymptotic analysis. Similarly 
we shall adopt the stochastic version of the energy method in the current study. In fact, 
in order to obtain the crucial exponential estimates, it is necessary to introduce a pseudo 
energy function, which can be interpreted physically as adding an artificial damping to the 
system. 
The paper is organized as follows. In section 2 we present some technical lemmas con-
cerning the energy equation and an essential exponential inequality for a linear stochastic 
wave equation. A pseudo energy function is introduced and shown to be equivalent to the 
usual energy function. For a class of semilinear stochastic wave equation, Theorem 3.1 given 
in section 3 ensures the existence of a unique global solution under suitable conditions. Sub-
sequently the asymptotic properties of solutions are studied. In section 4 we give some 
sufficient conditions for a solution to be bounded or ultimately bounded in mean-square, as 
stated in Theorems 4.1 and 4.2, respectively. Then the questions of the mean-square and the 
almost sure exponential stabilities are considered in section 5. The results are summarized 
in Theorems 5.1 and 5.3. So far the stochastic wave equations in question admit nonlin-
ear terms of a polynomial growth. For the existence of an invariant measure, this poses a 
challenging open problem. Instead, in section 6, we shall prove an existence theorem (The-
orem 6.1) by assuming that the nonlinear terms are globally Lipschitzian and of a sublinear 
growth. Finally two examples are provided in section 7 to illustrate some applications of our 
theorems. 
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2 Energy Equation and Exponential Estimate 
Let D C nd be a bounded domain with a smooth boundary 8D. We set H := L2 (D) with 
the inner product and norm denoted by(.,.) and 11.11 respectively. Let Hk = Wk•2(D) be the 
£ 2-Sobolev space of order k with norm ll·llk, and denote by HJ the closure in H 1 of the set 
of all 0 1-functions with compact support in D.[l]. 
Let (0, :F, P) be a complete probability space for which a filtration :F1 of sub a-fields of 
:F is given. Let W(x, t), x ED, t 2:: 0, be a continuous Wiener random field defined in this 
space with W(x, 0) = 0. It has a zero mean, E W(x, t) = 0, and the covariance 
EW(x, t)W(y, s) = (t /1. s)r(x, y), x, y ED, (2.1) 
where (t /1. s) = min(t, s) for 0:::; t, s:::; T, and the covariance function r(x, y) is bounded so 
that 
supr(x, x):::; r0 . 
xE'D 
(2.2) 
Let a(x, t) = a(x, t, w) for t 2:: 0, x E D and w E n, be a continuous :F1-predictable 
random field satisfying the condition: 
(2.3) 
for p 2:: 2. Then it can be shown that the stochastic integral 
M(x, t) =lot a(x, s)W(x, ds), t > 0, xED. (2.4) 
is well defined and M1 = M(·, t) is a continuous H -valued :F1-martingale (see the Ap-
pendix). It has mean E M(x, t) = 0 and the covariation operator Q1 defined by 
((M., g), (M., h))1 = l (Q,g, h)ds, 
for any g, h E H, where the kernel function q(x, y, t) of Q1, defined by 
(Qtg)(x) = h q(x, y, t)g(y)dy, 
is given by 
q(x, y, t) = r(x, y)a(x, t)a(y, t). 
In view of conditions (2.2) and (2.3), we have, by the B-D-G (Burkholder-Davis-Gundy) 
inequality (p.82, [7] ), 
E IIMtiiP :::; E Cp[l Tr Q,ds]P/2 = E Cp[fot h q(x, x, t)dxds]Pi2 , 
4 
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for some positive constants Cp and Cp(T), where Tr denotes the trace operator in H. It is 
worth noting that the stochastic integration in (2.4) is taken with respect to a V-bounded 
integrand CJt , instead of a Hilbert-Schmidt operator-valued process as usually done (see, 
Chap.4, [7]). This version of stochastic integral will be needed later on to deal with equations 
with a point-wise (in x) multiplicative noises (see Example 1). Since we have not been able 
to find a reference for this type of integral, it will be defined in the Appendix. 
Now we consider the initial-boundary value problem for the linear damped hyperbolic 
equation with a random perturbation: 
[8z + 2a8t- A(x, D)]u(x, t) = f(x, t) + 8tM(x, t), 0 < t < T, 
u(x, 0) = ua(x), Otu(x, 0) = v0 (x), x E 7J, (2.5) 
u(·, t)lav = 0 
where a is a positive parameter, D = Ox denotes the gradient operator, and A(x, D) is a 
strongly elliptic operator of second order of the form: 
d 
A(x, D)(!'(x) = L 8x;[aij (x)8x;(!'(x)]- b(x)cp(x). (2.6) 
i,j=l 
In addition the coefficients aij = aji and b are assumed to be smooth functions satisfying 
d 
ao(l + 1~1 2 ):::; L aij(x)~i~j:::; a1(l + 1~1 2 ), ~,x E 7J, 
i,j=l 
for some constants a1 2:: a0 > 0. 
To consider (2.5) as an Ito equation in H, we set Ut = u(-, t), Vt = v(-, t) and so on, and 
rewrite it as 
dut = Vtdt, 
dvt = [Au1 - 2avt + ft]dt + dMt, 0 < t < T, (2.7) 
u0 = g, v0 = h, 
where the domain 1J(A) = H 2 nHJ, g E H 1, hE Hand Mt is regarded as a H-valued Wiener 
martingale. The condition (2.6) implies that (-A) is a self-adjoint, strictly positive linear 
operator in H = U(D) and its square root B =/=A is also a self-adjoint, strictly positive 
operator with domain D(B), which is a Hilbert space under the inner product (g, h)B := 
(Bg, Bh) (see Chap.l, [17]). Since D(B) So' H1, for convenience, we define ll·ll1 =II· liB 
in the subsequent analysis. As usual, the Ito's differential equation (2.7) is interpreted as a 
stochastic integral equation: 
J Ut = uo +lot v,ds, 
l Vt = v0 +lot Au,ds- 2a lot v,ds + f f,ds + Mt. (2.8) 
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Introduce the Hilbert space 1i = (H1 x H) equipped with the norm defined by 
for any¢= (u; v) E 1£. Define the energy function e(·): 1i-+ n+ = [0, oo) as follows: 
e(¢) := e(u; v) = 11Bull2 + llvll2, for ¢ = (u; v) E H 1 x H. (2.9) 
Notice that the norm ll¢11'1i = ~ is also called an energy norm. In what follows, we 
denote the 1£-norm II · IIH simply by II · II when there is no confusion. 
Now regarding Eq.(2.8) as a stochastic evolution equation in 1i in a distributional sense, 
we have the following lemma: 
Lemma 2.1 (Energy Equation) For ¢0 = (u0 , v0 ) E 1£, let ft be a continuous predictable 
process in H, and let M1 be a continuous H-valued martingale with covariation operator Q1 
such that 
(2.10) 
Then the equation (2.8), or (2.7) has a unique solution ¢1 = (u1, v1) which is a continuous 
predictable 1£-valued process. Moreover it satisfies the energy equation: 
f e(¢t) = e(¢o)- 4a lot llv,ll2ds + 2l (v, f,)ds 
l +2l (v, dM,) + l Tr Q, ds a.s., (2.11) 
fortE [0, T]. where the energy function e(·) on 1i is defined by (2.9). Moreover, the following 
inequality holds: 
Esupe(¢1) :S: C1 + C2E {T {llf,ll2 + Tr Q, }ds, 
tST Jo (2.12) 
where the constants C1, C2 depend on p, T and the initial conditions. 
Notice that, due to the lack of required smoothness of solutions, the general Ito formula 
does not hold here. The energy equation (2.11) can be proved by a smoothing technique, 
such as the Yosida approximation (see, e.g. Chap.5, [7]), and then taking the limits properly. 
The energy inequality (2.12) follows from the energy equation and by invoking Burkholder 
type of a submartingale inequality and some other well-known inequalities. Since the proof 
is similar to the case when A is a Lapalcian as given in (pp.378-380, Chow [2]), it will be 
omitted. 
Owing to the dissipation term in (2.11), in contrast with the energy inequality (2.12), it 
is possible to obtain an exponential estimate for the mean energy. To this end we introduce 
a pseudo energy function as follows: 
6 
where A > 0 is a parameter. Let v>- = v + AU. Then we can write 
(2.14) 
Since A is strongly elliptic and strictly positive, its smallest eigenvalue ry1 can be characterized 
as (p.38, [19]) 
11911~ 
'T/1 = sup -II 112 > 0. 
ueH 1 g 
(2.15) 
••" 
Lemma 2.2 (Exponential Estimate) Let the conditions for Lemma 2.1 be satisfied 
such that the inequality (2.10) holds for any T > 0. Then, if 
A ::; Ao :=min{~, : }, (2.16). 
there exists a 1 E (0, A) such that the following inequality holds 
(2.17) 
Proof. It follows from Eq. (2.7) that (u1; vt) satisfies the perturbed system: 
(2.18) 
uo = g, vo = h, 0 < t < T, 
By applying Lemma 2.1 to the above system and noticing e>-(u1; v1) = e(u1; v{), the pseudo 
energy function (2.13) satisfies 
1 
de>.(ut; Vt) = 2[A(2a- A)(ut, v{)- Allutlli- (2a- A)llv{ll 2 
+(it, vt) + ~Tr Qt ]dt + 2(v;, dMt), 
(2.19) 
with e>-(Uo; v0 ) = e( uo; v6). Now, in view of (2.15), we have, by using some simple inequalities, 
A(2a- A) ( u, v>.) - Allulli - (2a- A) llv>.ll2 
::; A(2a- A) ll~ 1 llv>.ll- Allulli- (2a- A)llv>.ll 2 
y'T/1 
::; A(2a- A)[A llulli + _!:_llv>-11 2]- Allulli- (2a- A)llv>-11 2 
'T/1 4A 
7 
< -A(1- 2aA)IIulli- 3allv>.ll 2 < -~llulli- 3AIIv>.ll 2 · 
- 1)1 4 - 2 4 
The above result together with the fact: 
imply that 
In view of (2.20), the equation (2.19) yields 
2 
de>.(ut; Vt) :S -Ae>.(ut; Vt)dt + [;:llftll 2 + Tr Qt ]dt + 2(v;, dMt), (2.21) 
which can be integrated to yield the desired inequality (2.17), after taking the expectation, 
with any a 1 <A. D 
It is easy to show that the energy norms induced by e and e>- are equivalent. In fact the 
following lemma holds. 
Lemma 2.3 For any A > 0, the following inequality holds: 
(J.L1- ~) e(u;v)::; e>-(u;v) :S (J.Lt+ ~) e(u;v), 
J.L1+A J.L1-A 
(2.22) 
where J.L1 = ( J,-41)_1_+_A_2 ). Moreover we have 
J.L1 + A 
where K(A) = A. 
J.L1 -
Proof. By definition (2.14), 
e>-(u; v) = e(u; v) + 2A(u, v) + A2 llull 2 . 
It follows that, for any (3 > 0, 
1 J.L1 + A 
::; (1 + -(3) e(u; v) = ( ) e(u; v), 
J.L1 -
by choosing (3 = ~h/(41Jt/A2 ) + 1-1}. 
8 
On the other hand, for any 'Y > 0, 
by taking 'Y = ~{ V(47JI/A2 ) + 1}. 
Therefore we have verified the inequality (2.22), and the result (2.23) is now an direct 
consequence of (2.17) and (2.22). D 
3 Semilinear Stochastic Hyperbolic Equations 
Let us consider the initial-boundary value problem for the following hyperbolic equation: 
azu(x, t) = [A(x, D) - 2a8t]u(x, t) 
+f(u,Du,x,t) +a(u,Du,x,t)81W(x,t), t > 0, 
u(x, 0) = uo(x), Otu(x, 0) = vo(x), X E 1) c nd, 
u(-, t) lav = 0, 
(3.1) 
where, in contrast with the linear problem (2.1), f(s, y, x, t) and a(s, y, x, t), for x E 'D, t > 
0, sEn, y End, are continuous functions, and W1 = W(-, t) is a continuous Wiener random 
field with covariance operator R of kernel r(x, y), for x, y E 'D. 
Similar to the linear case, we rewrite it as a system Ito equations in H: 
or 
I Ut = uo + JJu,ds, 
l v1 = vo + f~[Au,- 2av, + F,(u,)]ds + M1(u), 
where we set F1(u) := f(u, Du, ·, t), 
M1(u) = f L:,(u,)dW, 
(3.2) 
(3.3) 
(3.4) 
and E1(-) : H 1 --+His defined by E1(u)(x) := a[u(x), Du(x), x, t] for any u E HI, x E 'D. 
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We are interested in the large-time solutions of Eq. (3.1) when the nonlinear terms allow 
a polynomial growth and are locally Lipschitz continuous. For the existence of solutions, 
we shall impose a set of sufficient conditions. In what follows, for r, s E 'R, let b(r) and 
k(r, s) be real-valued functions such that it is positive, locally bounded and monotonically 
increasing in each variable. Let us introduce a positive function 8(·; ·) : 1l -t n+ such that 
it is continuous, locally bounded and 
e(u; v)::; 8(u; v)::; {e(u; v) + cllull~}, (3.5) 
for any ( u; v) E 1l and some constants c ~ 0 and k ~ 2. As a short-hand notation, we set 
III:t(u)ll1 = TrQt(u) = fv r(x,x)[L:t(u)(xWdx 
and impose the following conditions which will be referred to later as Conditions A: 
(A1) A: H 2 n HJ -+His an elliptic operator as given in (2.6). 
(A2) Ft(·) : H1 -+ H and I:t(-) : H1 -+ H are continuous in t ~ 0. There exists functions 
b(r) and k(r, s) as indicated above such that, for any t ~ 0, u E H 1, 
1 
IIFt(ulW + 2III:t(ulll1::; b(llulltl + q(t), 
for some q E £l(n+), and 
(A3) 
1 
IIFt(u)- Ft(u')ll 2 + z11I:t(u)- I:t(u')ll1::; k(llulll, llu'lltlllu- u'lli, 
for any u, u' E H1, t ~ 0. 
(A4) There exists a positive function 8 depicted as above and constants Ci > 0, i = 1, 2, 3, 
and K < 1 such that r 1 2 lo {(F,(u,), v,) + z11I:,(u,)IIR}ds 
::; C1 + Czl 8(u,; v,)ds- C38(ut; Vt) + Ke(Uti Vt), 
for any u. E C(n+;H1) nC1('R+;H) with Vt = OtUt· 
Theorem 3.1 Let Conditions A hold true. Then, for u0 E H 1 and v0 E H, the problem 
(3.1), or the system (3.2) has a unique continuous solution u. E C([O, T]; H1) with Ot_u. E 
C([O, T]; H), for any T > 0. Moreover the following energy equation holds 
e(ut, Vt) = e(uo, Vo) + 2l[(v., F,(u,))- 2allv,ll 2]ds 
+2l (v, L:,(u,)dW,) +lot III:,(u,)ll1ds a.s .. 
10 
(3.6) 
Proof. The proof is similar to that of Theorems 4.1 and 4.2 in [2] and will only be sketched. 
The main idea is to show that, by a smooth H 1-truncation, the conditions (A1)-(A3) reduce 
to the usual sublinear growth and the global Lipschitz conditions. By invoking a standard 
existence theorem (Theorem 7.4, Da Prato and Zabczyk [7]) for stochastic evolution equa-
tions in a Hilbert space, the truncated problem has a continuous solution uN E H 1 for 
t < (TN II T), where TN is a stopping time defined by 
TN= inf{t > 0: llu~ll1 > N}, 
with N being a cut-off number. Hence, for t < (TN II T), u. = uN is the solution of (3.2) 
with a,u = vN Noting that TN increases with N, letT= lim TN. Define Ut fort< (TN II T) 
!-too 
by u, = uf if t < TN :'o: T. Then u, thus defined is the unique local solution. By applying 
Lemma 2.1, the solution uf satisfies the energy equation (3.6) fort< (TN II T). Making use 
of condition (A4), this leads to an energy bound: 
Ee(urNI\t, VrNAt) :'o: E8(urNI\t, VrNAt) :'o: K(T), 
for some constant K(T) > 0 and t :'o: T. This bound together with the fact 
Ee(urNI\t,VrNAt) 2: N 2P{TN :'o: T} 
imply that Prob ( T :'o: T) = 0 for any T > 0 .. Therefore the solution exists on any finite time 
interval [0, T] as claimed. The energy equation (3.6) can be verified by taking the limit, as 
N -t oo, in the N - th approximating energy equation. D 
Remark: In the above theorem, for simplicity, we assumed that W(x, t) is a scalar 
Wiener random field. Under an obvious modification, Theorem 3.2 and the subsequent 
theorems still hold true when W = (W(I), · · ·, W(k)) is a k-vector valued Wiener random 
field and CJ = (CJ1 , · · ·, CJk) is another k-vector valued, predictable random field such that the 
k 
product, CJ(·)W(·) = :~::>jw(i)(·), is interpreted as a scalar product. 
j~l 
4 Bounded Solutions 
Let us consider the hyperbolic system: 
( 4.1) 
with a given initial state (u0 ; v0 ) which is a F0 - random vector in 1-l.. For the existence of 
bounded solutions, we shall impose Conditions B as follows: 
(B1) There exist ii> E C1(H\ n+), with Frechet derivative il>' E C(H\ H), and p. E C(n+ x 
H 1 ; H) such that F,(u) = -~ii>'(u) + p,(u) for any u E H 1 and 
c1 :'o: ii>(u) :'o: c2(1 + llull~) 
for some constants c1 and c2 > 0, k 2: 2. 
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(B2) There exist constants f3i ~ 0 and /i, o1 E R with i = 1, 2, 3, and continuous functions 
() and p on n+ such that 
and 
(<I>1(u),u) ~ (31<I>(u) -!tllulli- 01, 
[[Pt(u)ll 2 :':: f3z<I>(u) + /z[[u[[i + ()(t), 
[[Z:t(u)[[~ :':: (33<I>(u) + /31lu[[i + p(t), 
for any u E H1 and t > 0. 
(B3) The above constants satisfy 
Theorem 4.1 (Bounded in Mean-square ) Suppose that Conditions A and B hold 
true, where the functions () and p are bounded on n+ := [0, oo). Given u0 E H 1 and v0 E H 
being :F0 - random variables such that 
E{ e(uo; vo) + <I>(uo)} < oo, 
then the solution of the problem ( 4.1) is bounded in mean-square. Moreover there exist 
positive constants K 1 and a 2 > 0 such that 
(4.2) 
Proof. By applying Lemma 2.1 to Equation (4.1), similar to (2.19), we obtain the perturbed 
energy equation: 
de>.(ut; Vt) = 2[>.(2a- >.)(ut. vt)- >.[[utili- (2a- >.)llvtll 2 
( >. 1 2] >.( + Ft(ut),v1 )+2[[Z:t(ut)[[Rdt+2dM1 u;v), 
(4.3) 
where we set dM/( u; v) = ( vt, Z:( u1)dW1). Similar to (2.22) in Lemma 2.2, for A < {a II .!2!.}, 4a 
the above yields 
de'(ut; Vt) :':: ->.(llut[li + ~[[vtll 2 )dt 
+[2(Ft(Ut), vt) + [[l::1 (ut)[[~Jdt + 2 dM1>.(u). 
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(4.4) 
By assumptions, 
~ -~:til>( u,) - ~ .\( il>' ( u,), u,) + ~ llv[ 11 2 + 2~ IIPt( u,) 11 2, 
which, in view of condition (B2), implies that 
>. 1 d 1 (32 (F1(u1), v,) ~ -2 dt iJ>(u1)- 2((31.\- >:)iJ>(u,) 
+~llv[ll 2 + ~(1'1.\- ~)llu,lli + ~li(t) + ~61. 
Define a super-energy function J : 1-l -+ n+ by 
J(u;v) = e(u;v) + iJ>(u), 
(4.5) 
(4.6) 
with P = e>- + il>. By applying (4.4), (4.5) and condition (B2) to the equation (4.3), we 
obtain 
dJ>-(u1; v,) ~ -.\e>.(u1; v1)dt- ((31.\- ~ - (33)iJ>(u,)dt 
.\ 'Y2 1 .\ 
+{ 211v[ll 2 + (1'1.\- >: + 'Y3) llu,lli + ;:li(t) + p(t) + 261}dt+ 2 dM,>-(u; v ). 
By invoking condition (B3), the above inequality gives 
.\ 1 .\ dJ>.(u,; v1) ~ - 2J>-(u1; v1)dt + { ;:li(t) + p(t) + "261}dt + 2 dM[(u; v), (4.7) 
which implies that 
E J>.(u · v) < EJ>.(u · v )e->.t/2 t, t - o, 0 
lo
t 1 
+ e->.(t-s)/2 [-li(s) + p(s)]ds} + l61l < oo, 
0 .\ 
( 4.8) 
for all t > 0. Since, by assumption, II and p are bounded, we have 
EJ>.(u1;v1) = E{e>-(u1;v1) + iJ>(u1;v1)} < oo. 
Now, by invoking Lemma 2.3, J(u;v) ~ CJ>-(u;v) for some C > 0. Therefore the result 
(4.2) holds with some constant K 1 > 0 and a 2 = ~· D 
In fact it is possible to show that the solution of the equation (4.1) is ultimately bounded 
in mean-square under somewhat stronger assumptions. 
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Theorem 4.2 Assume that Conditions A and B hold true with 81 = 0,11 and p E U(n+). 
Then the solution ¢1 = ( u1, v1) is ultimately bounded in mean-square such that 
+K3 f[o(s) + p(s)]ds, 
for some positive constants K 2 and K 3 . 
Proof. In view of (4.7), it is clear that 
Hence 
and 
rt 1 
:<:::: J>.(uo; vo) + lo [;;O(s) + p(s)]ds + 2MNu; v), 
+2E sup IM1>.(u;v)j. 
o::;t:;r 
By means of the B-D-G inequality for a submartingale, we can deduce that 
E sup IM{(u;v)l = E sup I f\v;,I:,(u,)dW,)l 
o::;t:;T o::;t:;T lo 
:<:::: 3E{f[ (RI:,( u,)v;, I:,(u,)v;)ds p;z 
:<:::: 3E{ sup llv;ll}{ {T III:,(u,)llkds}1/ 2 
o::;t:;r lo 
:<:::: ~E sup llvtll2 + 9E {T III:,(u,)llkds. 
4 o:;t:;T lo 
The above results (4.8), (4.12) and condition (B2) imply that 
1 E sup J>.(ut; v1) :<:::: EJ>-(uo; vo) + -2E sup llv{W o::;t:;r o::;t:;r 
rT r 1 
+18E lo III:,(u,)llk]ds + lo [>:B(s) + p(s)Jds 
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( 4.9) 
( 4.10) 
(4.11) 
( 4.12) 
{t 1 
+ fo [:>;O(s) + 19p(s)]ds 
Therefore there exist positive constants ci, i = 1, 2, 3, such that 
+c3 f[e(s) + p(s)]ds. 
From this together with the bound (4.10) and the Gronwall lemma, we can infer that 
there exists a pair of positive constants k2 , k3 such that 
E sup J~(u1 ;v1)::; kzEJ~(u0 ;vo)+k3 {T[O(s)+p(s)]ds, 
D:;t:ST fo 
which, by Lemma 2.3, leads to the desired inequality (4.9). 0 
5 Asymptotic Stabilities of Solutions 
Suppose that the hyperbolic system (4.1) has an equilibrium solution if;= (u; v). Without 
loss of generality, assume that (u; v) = (0; 0). We are interested in the asymptotic stabilities 
of the null solution in the following sense. 
Definitions: 
(1) The null solution </! = (u; v) = (0; 0) of Equation (4.1) is said to be asymptotically 
stable in mean-square in 1-l if :3 (j > 0 such that, for 11</!oll < fi, 
lim EII<Ptll2 = 0, 
Hoo 
and it is exponentially stable in mean-square if there exist positive constants K ( fi) and 
v such that 
where IIW = llulli + llvll2 · 
(2) The null solution is said to be a.s. (almost surely) asymptotically stable if 
P{ lim II<Ptll = 0} = 1, 
Hoo 
and it is a.s. exponentially stable if there exist positive constants K2 (fi), v2 and a 
random time T(w) > 0 such that 
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Remark: In view of the the above definitions, it is clear that the exponential stability 
implies the asymptotic stability. 
To proceed we assume that F1(0) = 0 and E1(0) = 0 for any t > 0 so that¢= (u,v) = 
(0, 0) is an equilibrium solution of the equation ( 4.1). In addition we suppose, under suitable 
conditions such as Conditions A, the equation has a unique global solution. 
Theorem 5.1 (Stability in Mean-square) Suppose that Conditions B hold true with 
the following provisions: 
(1) <I>(O) = 0 and <I>(u) > 0 if u f. 0. 
(2) In condition (B2), 61 = 0 and there exists a0 > 0 such that 
{"' e"01B(t)dt +fa'"' e"01 p(t)dt < oo. 
Then the null solution of the equation ( 4.1) is exponentially stable in mean-square. Moreover, 
if ¢0 = ( u0 , v0 ) be a .F-measurable random variable in 1i satisfying 
E{e(uo;vo) +<I>(uo;vo)} < oo, 
there exists positive constants a 2 and C such that 
E{ e( ut; Vt) +<I>( ut)} ::; E{ e( uo; vo) + <I>(uo) + C}e-"'1, 
for any t > 0, where c = 0 if e = p = 0. 
(5.1) 
D 
The theorem follows immediately from the inequality ( 4.2) in Theorem 4.1 by choosing 
a 2 ::; a0 . In fact it is possible to show that the null solution is a.s. exponentially stable. 
Before stating the next theorem, we need a lemma which is a simple consequence of Theorem 
4.2. 
Lemma 5.2 Under the conditions for Theorem 5.1, the solution ¢1 = ( u1, v1) is ultimately 
bounded in mean-square such that 
+K2 f [B(t) + p(t)]dt, (5.2) 
for some constants K 1 , K2 > 0. D 
With the aid of Theorem 5.1 and Lemma 5.2, we can prove the following theorem. 
Theorem 5.3 (Almost Sure Stability) Assume that all of the conditions for Theorem 
5.1 hold true withe= p = 0. Then the null solution of the equation (4.1) is exponentially 
stable almost surely. Moreover there exists positive constants C, v and a random variable 
T(w) > 0 such that 
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(5.3) 
for any t > T. 
Proof. Owing to Lemma 2.3, instead of (5.3), it suffices to show that 
{e"'(ut;vt) +<I>(ut)} ::0: CoE{e-"(uo;vo) +<I>(uo)}e-vt, t > T, a.s., (5.4) 
for some constant Co> 0 and for A satisfying (2.16). To this end, set n+ = U;:"=0 [n, n + 1] 
and consider the solution ( Ut; Vt) for n ::; t < n + 1. Similar to the steps leading to the 
inequality (4.8) in the proof of Theorem 4.1, it can be shown that 
E sup J-"(ut;vt) ::0: EJ"'(un;vn) +2E sup IM((u)l, 
n:::::;t:s;n+l os;t:s;T 
(5.5) 
where we recall that J-"(u; v) = e-"(u; v) + <I>(u). Similar to (4.12), we have 
By making use of the inequalities (5.1) and (5.2), the above gives rise to the upper bound: 
E sup IMt"'(u;v)l 
n$t:Sn+l 
rn+I 
::0: 3{EJ-"(uo; vo)}{CK(,B3 V 'Y3) ln e-"''ds}112 
::; 3{ EJ""(uo; vo) }{ c K (,83 v r3WI2e-na2 / 2 
Q2 
By taking (5.1), (5.5) and (5.6) into account, we get 
E{ sup J"'( Ut; Vt)} ::0: C0 {EJ-"( uo; v0)}e-na'/2 , 
n$t:5n+l 
A 
for constant Co > 0 and a2 = 2. 
Therefore, by using the Markov inequality and (5.7), 
P{ sup J-"(ut; Vt) >Co EJ"'(u0 ; v0 )e-n",f4} 
n:St:Sn+l 
< E{supn<t<n+l J-"(ut; Vt)} < -na,f4 
-Co E{P(uo;vo)}e-na'/4 - e · 
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(5.6) 
(5. 7) 
00 
Since I; e-no.,/4 < oo, it follows from the Borel-Cantelli lemma that there exists a 
n=l 
random number N(w) > 0 such that, for n > N, 
sup J'(u · v ) < C {EJ>-(u · v )}e-na2/ 4 t, t - 0 o, 0 ' a.s., 
n::=;t::;n+l 
which, by definition (4.6), implies the inequality (5.4) with v = a 2/4. 0 
6 Invariant Measures 
Let us consider the autonomous version of the system (4.1): 
(6.1) 
with a given initial state (u0 ; v0 ), where F and E do not depend on t explicitly. 
Let ,p, = (u,; v,) and rewrite the system (6.1) as an evolution equation in the differential 
form: 
with ¢0 = ( uo; v0 ), where we set 
and 
with I being the identity operator on H. 
0 
M,(,P) = [ M,(u)], 
(6.2) 
Under Conditions C given below, the solution ,p, is a diffusion process in H. The transition 
probability function is given by 
?,(~;B)= P{ ,P, E Bl1>o = ,;}, ~ E 1-l, BE a( H). 
Suppose there exists an invariant measure J.l on (H, a(H) ), where a(H) denotes the Borel 
a- field of H. Then it satisfies (p.12, [8]): 
f.l(B) = £ ?,(~; B)f.l(d~), 'if BE a(H). 
To show the existence of an invariant measure, we shall specialize Conditions A by as-
suming that the nonlinear terms satisfy a uniform Lipschitz-continuity condition. To be 
precise, assume the following Conditions C: 
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(C1) Let F(·): H 1 -t Hand 2:(·): H 1 -t H, and let there exist positive constants bi,ci for 
i = 1, 2, such that 
and 
for any u E H 1. 
(C2) There exist positive constants k1, k2 such that 
and 
IIZ:(u)- Z:(u')ll1::; kzllu- u'lli, 
for any u, u' E H 1 . 
( C3) The constants b; and ki satisfy 
To show the existence of an invariant measure, we shall follow an approach by Da Prato 
and Zabcyzk (Theorem 6.3.2, [8]) for some stochastic dissipative systems. Though not di-
rectly applicable to the present problem, it can be adapted to proving the following theorem. 
Theorem 6.1 (Invariant Measures) Suppose that the system (6.1) satisfies Conditions 
C. Then there exists a unique invariant measure Jt on (1i, a(H)). Moreover, given any 
bounded Lipschitz continuous function G on 1i there are positive constants C and a 2 such 
that 
I /1i G(ry)Pt(~; dry)- /1i G(TJ)tt(dry)l::; C(1 + ll~ll)e-"'t, 
for any t > 0 and ~ E H. 
(6.3) 
Proof. To extend the time domain for the system ( 6.1) to the whole real line 'R, introduce 
an independent copy Vi of the Wiener process Wt for t ?: 0. Define Wt by 
, l Wt for t ?: 0, 
Wt= 
V_t for t ::; 0, 
(6.4) 
and let Ft = a{W,: s::; t}, fortE 'R. Now let <Pt(-r;~) = (ut;vt)(-r;~) = (ut(-r;~);vt(r;m 
be the solution of the extended system: 
19 
li 
du, = v,dt, 
dv, =[Au,- 2av, + F(u,)]dt + L:(u,)dW,, t > 7, (6.5) 
where E = (E1; 6) E 1l. 
Similar to the derivation of the inequality (4.4) in the proof of Theorem 4.1, it can be 
shown that, for A < {a 1\ !]];_}, 
4a 
A 1 
deA(u,; v,)::; -AeA(u,; v,)dt + ['211vtll2 + :xiiF(u,)ll2 (6.6) 
+IIL:(u,)II1Jdt + 2(vt, L:(u,)dW,), 
A A A A 
where dM, (u;v) = (v,, L:(u,)dW,). By making use of conditions (C1) and (C2), the above 
yields 
deA(u,;v,)::; -AeA(u,;v,)dt + [~llvtll 2 + (; + b2)1iutlli 
c1 A A +( ~ + c2)]dt + 2 dM, (u; v), 
[ A A C1 l A A ( ) ::; -2e (u,;v,) + (~ +c2 ) dt+2dM, u;v, 
so that 
EeA(cPt) ::; eA(E)e-A(t-s)/2 + (~ + c2) J,' e-A(t-r)/2dr. 
Therefore there exists a constant K 1 > 0 such that 
(6.7) 
For 71 > 72 > 0, let 
u; = u,( -7;; E), v; = v,( -7;; E), for t > -72 , 
with i = 1, 2, and 
Then it follows from (6.5) that they satisfy 
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(6.8) 
where 
(6.9) 
Let v' = v +Au and e{ = e(u,; v{). Similar to (6.6), we can obtain the energy inequality: 
de{::; -Ae{dt + [~llv{ll 2 + ~II<~"F(ui; um2 
+II<~"L::( ui; um~Jdt + 2(v{, 6L::( u,)dW,), 
In view of (6.9) and the conditions (C2) and (C3), the equation (6.10) yields 
A k1 , 
de{::; -Ae{dt+ [211v{ll2 + (~ + k2lllu,llildt+ 2(v{,6L::(u,)dW,) 
which implies that 
Ee' < Ee' e->-(t+r,)/2 
t - -T2 
In view of the bound (6.7) and the initial conditions in (6.8), we can show that 
so that 
Let 
1/;7 = (uo(-7;~);vo(-7;~)). 
By setting t = 0 in (6.11), we obtain, for any~ E 1-l, 
(6.10) 
(6.12) 
which goes to zero as 72 --+ oo. By Lemma 2.3 with A > 0, the energy functions e' and e 
are equivalent so that e(·) ::; Ce'(-) for some constant C > 0. Since e defines the energy 
norm II ·II on H by 11¢11 2 = e(¢), ¢ E 1-l, the set { 1/;7 : 7;:: 0} is a Cauchy family of random 
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variables in L2 (n; 1i). Therefore, there exists a unique random variable 7/Joo E L2(n; 1i) such 
that, for any ~ E 1i, 
Since the random variables 7/J" = ¢"(0; 0 in distribution, ¢"(0; ~) converges weakly to 7/Joo 
as 7 -+ oo. It follows that P1 (~; ·) converges weakly to the probability measure 11 for 7/Joo as 
t-+ oo, and 11 is the desired invariant measure for the system (6.1). 
To verify the inequality (6.3), let G : 1i -+ R be bounded and Lipschitz continuous on 
1i such that 
IG(~)- G(1J)I ~ Ill~ -1)11-
Then, for any t > s > 0, we have 
I/'/{ G(1J)Pt(~; d1))- I'll G(1))P,(E, d1J)I = IEG('I/Jt)- EG('I/J,)I 
~ !{EII'I/Jt- 7/J,In112 ~ K{1 + e>.(E)} 112e->.•14, 
due to the bound (6.12), for some constant K > 0. Therefore, by letting s -+ oo and 
invoking Lemma 2.3, the inequality (6.3) follows. D 
7 Examples 
To illustrate the application of the stated theorems, let us specialize A = (fl. - 1) in the 
equation (3.1) to get 
fJ[u(x, t) = (fl.- 1)u- 20:fJtU + j(u, X, t) 
+cr(u,Du,x,t)8tW(x,t), 0 < t < T, x E V C Rd, d ~ 3. 
(7.1) 
u(x, 0) = u0(x) E H 1 n L2n, Otu(x, 0) = v0(x) E H, 
u(·, t)lav = 0, 
where n 2:: 1. We shall present two examples with different kinds of nonlinear terms. 
(Example 1) Let 
f(u, x, t) = -K:u2n-l + fJ(x, t)um, 
(7.2) 
cr( u, Du, x, t) = ((x, t)(1 + 1Dul2)6uk, 
where " > 0 is a constant, f3 and ( are some functions on V x n+ as yet to be specified. 
The positive integers n, m and r are given such that 2 ~ m < n, where n is any natural 
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1 
number ford~ 2 but, ford= 3, n ~ 2, (for reason, see [2]). Also we assume IJ E (0, z) and 
0 < k < m( 1 - 21J). 
Similar to the results in [2], we can show that Conditions A are satisfied so that the 
equation has a unique global solution. In view of (7.2) and condition (A2), we set <I>'(u) = 
" 2"u2n-1 so that <I>(u) = -llunll 2, and p1(u) = (3(-, t)um Therefore we have 
n 
(7.3) 
By means of an elementary Young's inequality (p.61, [6]), it can be shown that, for any 
c > 0, we have 
(32q ((3um)2 < cu2n + --7--..,--
- q(q's)q' 
where q = nj(n- m) and q' = n/m, so that 
for some constant C 1 > 0. Next consider the term 
IIEt(u)ll~ = l r(x,x)(2(x,t)(l + 1Dul2)25u2kdx. 
(7.4) 
By a repeated application of the Young's inequality, we can deduce that, for any s', s" > 0, 
there exists c2 > 0, such that 
Suppose that (3, 7J and r are bounded and continuous such that 
lf3(x, t)i ~ f3o, lrJ(x, t)l ~ 7)o, and lr(x, x)l S ro, 
for any xED, t :::0: 0. In view of (7.6), the inequalities (7.4) and (7.5) yield 
i!Pt(u)li2 ~ 6 "<I>(u)+C1 { (32q(x,t)dx, 
n lv 
E:'" !, IIEt(u)ll~ S ro(g{-<I>(u) +c"llulli} + C2ro ( 2(x, t)dx. 
n v 
From (7.3) and (7.4), using the notation in condition (B2), we see that 
and 
E:" !31 = 2", /1 = IJ1 = 0; !32 = -, /2 = 0; 
n 
2c'K ;-2 " /33 = ro(o -, /3 = ro.,0 c , n 
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(7.5) 
(7.6) 
(7. 7) 
(7.8) 
(7.9) 
Therefore the condition (B3) takes the form: 
C: 1K C:K A2 
2r>A2 - r 0( 2-A- - > -0 n n 2' 
>-2 
r r2c" A<-0'>0° 2 . 
(7.10) 
Since c:, c:' and c:" are arbitrary, they can be chosen so small that condition (B3) holds 
simply for K > %· Assume this is the case. Then, by applying Theorems 4.1, 4.2 and 5.1, 
5.2, depending on the properties of 0 and p as defined in (7.9), we can draw the following 
conclusions: 
(1) By the conditions in (7.6), it is clear that both 0 and pare bounded on n+ so that, 
by invoking Theorem 5.1, we can conclude that the solution of the problem (7.1) is 
bounded in mean-square and there exists a constant K 1 > 0 such that 
sup E{llutlli + 118,u,ll2 + llunll 2 } ::; K1. 
t>O 
(2) Suppose that the functions e and p defined by (7.9) belong to U(n+) so that 
{" fv (32q(x, t)dxdt < oo, Jo"'" fv (2 (x, t)dxdt < oo. 
Then, by Theorem 4.2, the solution is ultimately bounded in mean-square if K > ~, 
and furthermore there is K 2 > 0 such that 
E sup{llu,lli + IIB,utll 2 + llunll 2 } ::; K2. 
t>O 
(3) Note that the equation (7.1) has a null solution (u; v) = (0; 0). Assume there exists 
a0 > 0 such that (e"0'0) and (e"0'p) belong to L1 (n+), or 
{" fv e"0'(32q(x, t)dxdt < oo, fooo fv e"0'(2(x, t)dxdt < oo. 
Then Theorem 5.1 shows that the null solution is exponentially stable in mean-square, 
and moreover, according to Theorem 5.3, the solution is in fact a.s. exponentially 
stable. 
(Example 2) Consider a mildly nonlinear equation of the form: 
otu(x, t) = (f>- l)u- 2a8,u + f(u) 
+o-(Du)o,W(x, t), 0 < t < T, XED c nd, (7.11) 
u(·, t)lav = 0, 
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subject to the initial conditions: u(x, 0) = u0 (x) E H 1 and Otu(x, 0) = v0 (x) E H, where 
J(u) = -Kutan-1(1 +u2), 
(7 .12) 
o-(Du)8tW = a-1 {1 + IDun1;28tW<1l + a-28tW(2) 
In the above equations K > 0, o-1 and o-2 are some constants, and w<1l(-, t), w<2l(-, t) are 
independent Wiener random fields with bounded, continuous covariant functions r 1 , r 2 , re-
spectively. Rewritting the equation (7.11) in the system form (6.1) and noting (7.12), it is 
easy to verify that 
(7.13) 
and 
(7.14) 
< o-?rollulli + c2, 
for some c2 > 0, where 171 is the smallest eigenvalue of A = ( -t>. + 1) and ro = sup h (x, x)l-
xEV 
Similarly we can obtain the following bounds: 
2 
IIF(u)- F(u')ll 2 ::; ~(1 + "!:.2?11u- u'll~, 171 (7.15) 
IIE(Du)- E(Du')llk::; o-~rollu- u'll~, 
for any u, u' E H 1 In the notation of Conditions C, we can read off from (7.13) to (7.15) 
and find c1 = 0 and 
( K7r)2 2 b1 = - , b2 = o-1ro, 2171 
2 
k1 = ~(1 + 2r: )2, k2 = o-{ro. 
171 2 
To satisfiy the last condition ( C4), we require that 
and 
"2 7r _x2 
-(1 +- )2 + o-h.A::; -2. 
171 2 
Then Theorem 6.1 (see the remark following Theorem 3.1) ensures the existence of a unique 
invariant measure J.L in the state space 1-l for the equation (7.11) and the the corresponding 
transition probability converges weakly to J.L at an exponential rate. 
25 
8 Appendix 
Let W(x, t) be a continuous Wiener random field as given in section 2. Then it may be 
regarded as a H -valued Wiener process with a finite-trace covariance operator R. We first 
define the stochastic integral with an a.s. bounded integrand. To this end, let o-(x, t) be an 
a.s. bounded, continuous predictable random field such that 
(8.1) 
We may consider o-1 as a linear operator in H such that [o-1h](x) = o-(x, t)h(x) for any hE H. 
Then it is easy to check that o-1 : H--+ His Hilbert-Schmidt a.s. and, noting (8.1), 
E loT Tr (o-1Ro-;)dt = E loT k r(x, x)o-2 (x, t)dxdt 
::0: roE loT llo-lll 2dt < oo, 
where * denotes the conjugation. Therefore the stochastic integral 
M(x, t) =lot o-(x, s)W(x, ds) 
or 
Mt = l o-,dW, 
(8.2) 
is well defined as a continuous H -valued martingale with mean zero and the covariation 
operator Q1 defined as (see p.90, [7]) 
{tlls ((M1,g),(M,h)) = lo (Q7 g,h)dr, (8.3) 
where Q, has the kernel q(x, y, s) = r(x, y)o-(x, s)o-(y, s). 
Now we shall define a stochastic integral with a LP- bounded integrand as shown in the 
proof of the following theorem. 
Theorem A.l Let W(., t) be a continuous Wiener random field with a bounded covari-
ance function r(x, y) such that 
supr(x, x)::; r 0 . 
xEV 
(8.4) 
Suppose that o-1 = o-(·, t) is a predictable, continuous H -valued process satisfying the 
condition 
E loT llo-(-, t)IIPdt = E f k lo-(x, t)IPdxdt < oo, (8.5) 
for an integer p 2 2. Then the stochastic integral M1 (8.2) is well defined as a continuous 
H -valued, LP-martingale with mean zero and the covariation operator Q1 fortE [0, T], as 
given by (8.3). 
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Proof. Since the set Cb of bounded continuous functions on 1J is dense in LP(1J) (p.28, 
[1]), by smoothing, there exists a sequence { O"f} of predictable continuous random fields 
converging to O't such that it satisfies condition (8.1) and 
(8.6) 
Therefore, as in (8.2), the stochastic integral 
Mt = f O"~dW, 
exists as a continuous H -valued martingale for each n. Let Mil-- denote the Banach space 
of continuous LP-martingales Nt E H with norm (p.79, [7]) 
Then the sequence {Mt} belongs to Mil--, since, by the B-D-G inequality, 
IIMnl[r;. = E sup IIMfllp:::; CpE { {T r r(x, x)IO'(x.tWdxdt}P12 
oSts;T lo lv 
:::; Cprg12 E {[ IIO'tll2dt}P/2 :::; Cp(T)E faT I!O'tiiPdt, 
which is finite by (8.5), where CP, Cp(T) are some positive constants. 
Now, for n > m, 
liMn- Mmll!l-- = E sup IIMf- M;"IIP 
os;ts;T 
where 
Tr Q';'n = fv qmn(x, x, s)dx = fv r(x, x)[O'n(x, s)- O'm(x, sWdx:::; roiiO'~- 0'';'11 2• 
It follows from (8.4) and (8.6) that 
liMn- Mmll!l-- :::; Cp(T)E f 110'~- O";"IIPdt, 
which goes to zero as n > m -+ oo due to (8.6). Therefore the sequence {Mt} converges 
to the limit denoted by Mt, which is defined as a stochastic integral given by (8.2). We can 
check that it preserves the properties of Mf as stated in the theorem. D 
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