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LA THE´ORIE DE LITTLEWOOD-PALEY : FIL CONDUCTEUR DE
NOMBREUX TRAVAUX EN ANALYSE NON LINE´AIRE
HAJER BAHOURI
Ce texte a pour vocation de pre´senter la the´orie de Littlewood-Paley et d’illustrer l’effi-
cacite´ de cet outil d’analyse microlocale dans l’e´tude des e´quations aux de´rive´es partielles
dans un contexte le moins technique possible. Comme on le verra dans ce texte, la the´orie
de Littlewood-Paley fournit une approche robuste pour e´tudier se´pare´ment les diffe´rents
re´gimes des solutions des e´quations aux de´rive´es partielles non line´aires, mais aussi pour
e´tudier de manie`re fine les ine´galite´s fonctionnelles et de les pre´ciser.
1. La the´orie de Littlewood-Paley : un outil devenu indispensable
La the´orie de Littlewood-Paley est une proce´dure de localisation en fre´quences qui
depuis pre`s de trois de´cennies s’est impose´e comme un outil tre`s puissant en analyse
harmonique. Le premier objectif de ce texte est de pre´senter aussi simplement que possible 1
cette the´orie dont l’ide´e de base est contenue dans deux ine´galite´s fondamentales connues
sous le nom d’ine´galite´s de Bernstein et qui de´crivent quelques proprie´te´s des fonctions
dont la transforme´e de Fourier est a` support compact.
La premie`re ine´galite´ dit que, pour une distribution tempe´re´e 2 sur Rd dont la trans-
forme´e de Fourier est supporte´e dans une couronne de taille λ, de´river puis prendre la
norme Lp revient a` faire agir une homothe´tie de rapport λ sur la norme Lp. Cette proprie´te´
remarquable de´coule facilement dans le cadre L2 de l’action de la transforme´e de Fourier
sur les de´rivations et de la formule de Fourier-Plancherel. La preuve du cas ge´ne´ral Lp fait
a` la fois appel aux ine´galite´s de Young et au fait que la transforme´e de Fourier e´change le
produit de convolution et le produit nume´rique des fonctions.
La seconde ine´galite´ pre´cise en outre que, pour une telle distribution, le passage de la
norme Lp a` la norme Lq, q ≥ p ≥ 1, couˆte λd
(
1
p
− 1
q
)
, ce qui doit eˆtre compris comme
une injection de Sobolev. Elle se de´montre comme la premie`re ine´galite´ en invoquant les
ine´galite´s de Young et le comportement de la transforme´e de Fourier vis-a`-vis du produit
de convolution des fonctions.
L’analyse de Fourier est au coeur de la the´orie de Littlewood-Paley qui a inspire´ un
grand nombre de mes travaux. C’est en conduisant ses expe´riences sur la propagation de
la chaleur que Joseph Fourier a` la fin du 18e`me sie`cle a ouvert la voie a` cette the´orie qui
s’est renforce´e au cours du 20e`me et qui intervient dans la plupart des branches de la
physique.
1. Pour une pre´sentation plus de´taille´e de cette the´orie, on renvoie le lecteur a` la monographie [3].
2. Une distribution tempe´re´e est un e´le´ment du dual topologique de l’espace de Schwartz S(Rd).
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Dans cette the´orie portant le nom de son inventeur, on effectue l’analyse en fre´quences
d’une fonction f de L1(Rd) par la formule :
f̂(ξ) =
∫
Rd
e−ix·ξf(x) dx .
Sous des conditions convenables, f̂ la transforme´e de Fourier de f (note´e e´galement Ff
dans ce texte) permet la synthe`se de f par la formule d’inversion :
f(x) =
1
(2pi)d
∫
Rd
eix·ξ f̂(ξ) dξ .
Comme conse´quence, on obtient l’identite´ de Fourier-Plancherel∫
Rd
|f(x)|2 dx = 1
(2pi)d
∫
Rd
|f̂(ξ)|2 dξ .
En effet, pour tout fonction f de S(Rd), on a en vertu du the´ore`me de Fubini,∫
Rd
f(x)f(x) dx =
1
(2pi)d
∫
Rd
(∫
Rd
eix·ξ f̂(ξ) dξ
)
f(x) dx
=
1
(2pi)d
∫
Rd
f̂(ξ)
(∫
Rd
e−ix·ξf(x) dx
)
dξ .
Cette repre´sentation a cre´e´ une ve´ritable re´volution dans la manie`re de penser une
fonction. La donne´e de f̂ est exactement e´quivalente a` celle de f et cette dualite´ entre
analyse en amplitude (dans l’espace physique de´crit par x) et analyse en fre´quence (dans
l’espace des fre´quences de´crit par ξ) est d’une grande importance en physique comme en
mathe´matiques.
Un fait fondamental de la the´orie des distributions est que la transforme´e de Fourier
peut eˆtre prolonge´e a` l’espace des distributions tempe´re´es S ′(Rd). Le point clef re´side dans
le fait que F est un isomorphisme bi-continu sur l’espace de Schwartz S(Rd) (l’espace des
fonctions re´gulie`res qui de´croissent ainsi que leurs de´rive´es plus vite que n’importe quel
polynoˆme) et cette extension sur S ′(Rd) est de´finie par dualite´ 3.
La transformation de Fourier a un grand nombre de proprie´te´s que nous ne souhaitons
pas e´nume´rer ici. Rappelons simplement les deux principes de base de cette transforma-
tion qu’on ne peut pas dissocier du produit de convolution. Le premier principe de la
transforme´e de Fourier est que la re´gularite´ implique la de´croissance, le second e´tant que
la de´croissance entraˆıne la re´gularite´. L’utilite´ de ces proprie´te´s qui jouent un roˆle crucial
dans l’e´tude de la transforme´e de Fourier sur S(Rd) apparaˆıtra vite dans ce qui suit.
L’analyse de Fourier permet la re´solution explicite des e´quations line´aires a` coefficients
constants 4. En particulier, en alliant la transformation de Fourier et le produit de convo-
lution, on peut de´terminer explicitement les solutions de l’e´quation de Schro¨dinger qui est
fondamentale en me´canique quantique
(S)
{
i ∂tv + ∆v = 0
v|t=0 = v0 ∈ S(Rd) .
3. Pour une pre´sentation comple`te de la the´orie des distributions, on peut par exemple consulter les
re´fe´rences fondamentales [34, 36].
4. Les e´quations a` coefficients variables et surtout les e´quations non line´aires requie`rent d’autres
me´thodes.
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En effet, en prenant la transforme´e de Fourier partielle de l’e´quation par rapport a` la
variable x, on obtient pour tout (t, ξ) dans R× Rd :{
i ∂tv̂(t, ξ)− |ξ|2v̂(t, ξ) = 0
v̂(0, ξ) = v̂0(ξ) ,
ce qui implique par inte´gration que
v̂(t, ξ) = e−it|ξ|
2
v̂0(ξ).
En invoquant la formule de Fourier inverse et les proprie´te´s de la transforme´e de Fourier
vis-a`-vis du produit de convolution, on de´duit que la solution de (S) s’e´crit pour t 6= 0
sous le forme :
v(t, ·) = e
i
|x|2
4t
(4piit)
d
2
? v0 ·
Par l’ine´galite´ de Young, il en de´coule la proprie´te´ fondamentale suivante dite de disper-
sion :
‖v(t, ·)‖L∞(Rd) ≤
1
|4pit| d2
‖v0‖L1(Rd) ·
Cette technique de repre´sentation explicite des solutions s’adapte a` toutes les e´quations
d’e´volution line´aires a` coefficients constants. Cependant, ce n’est pas toujours aussi imme´diat
d’en de´duire des effets de dispersion. En effet, e´tablir par exemple des estimations disper-
sives pour l’e´quation des ondes dans Rd ne´cessiste des techniques plus e´labore´es compor-
tant des inte´grales oscillantes ce qui exige une hypothe`se de localisation spectrale dans
une couronne des donne´es de Cauchy.
L’analyse de la dispersion qui est un phe´nome`ne central en me´canique ondulatoire
line´aire fournit un cadre redoutablement efficace pour la re´solution et l’e´tude qualita-
tive des e´quations aux de´rive´es partielles non line´aires dispersives. C’est graˆce au travail
remarquable de Robert Strichartz [37] vers la fin des anne´es 1970 qu’on est parvenu a`
transcrire le phe´nome`ne de dispersion qui est une ine´galite´ ponctuelle en ine´galite´s ro-
bustes. La philosophie de ces estimations connues sous le nom d’estimations de Strichartz
est de passer d’une estimation de de´croissance ponctuelle en temps a` un gain d’inte´grabilite´
spatiale apre`s moyenne en temps ade´quate. Ces estimations de Strichartz qui ont connu
un grand essor ces dernie`res de´cennies vont de pair avec la the´orie de Littlewood-Paley :
elles s’expriment aussi bien dans les espaces de Lebesgue que dans les espaces de Besov
qu’on de´finira dans la suite.
La the´orie de Littlewood-Paley fut introduite par John Edensor Littlewood et Raymond
Paley ([29, 30]) dans les anne´es 1930 pour l’analyse harmonique des espaces Lp, mais
son utilisation syste´matique dans l’analyse des e´quations aux de´rive´es partielles est plutoˆt
re´cente. En fait, la perce´e principale de cette the´orie a e´te´ re´alise´e apre`s le papier fondateur
[12] de Jean-Michel Bony en 1981 sur le calcul paradiffe´rentiel qui relie les fonctions non
line´aires et la de´composition de Littlewood-Paley.
L’ide´e principale de cette the´orie consiste a` e´chantillonner les fre´quences a` l’aide d’un
de´coupage de leur espace en couronnes de taille 2j , permettant ainsi de de´composer une
fonction en une somme de´nombrable de fonctions re´gulie`res dont la transforme´e de Fourier
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est supporte´e dans une couronne de taille 2j :
(1) f =
∑
j∈Z
∆˙jf ,
ou` les ∆˙jf appele´s blocs dyadiques homoge`nes de f sont de´finis par le filtrage de f aux
fre´quences de l’ordre de 2j . Notons que cette de´composition dite de Littlewood-Paley
homoge`ne n’est ve´rifie´e que modulo les polynoˆmes P . En effet, comme la transforme´e
de Fourier de tout polynoˆme est supporte´e a` l’origine, l’identite´ (1) ne peut s’appliquer
aux polynoˆmes. Cette restriction sur les basses fre´quences est leve´e dans le cas de la
de´composition de Littlewood-Paley inhomoge`ne :
(2) f =
∑
j≥−1
∆jf ,
ou` ∆jf := ∆˙jf pour j de´crivant N et ∆−1f est un ope´rateur filtrant les basses fre´quences,
c’est-a`-dire qu’il ne conserve que les fre´quences dans une boule centre´e a` l’origine.
Les de´compositions de Littlewood-Paley (1)-(2) de´finies ci-dessus s’obtiennent par un
e´chantillonnage de l’espace des fre´quences graˆce a` des partitions de l’unite´ dyadiques. Plus
pre´cise´ment, e´tant donne´e χ une fonction radiale de D(B(0, 4/3)) identiquement e´gale a`
1 dans B(0, 3/4), nous avons les identite´s suivantes
χ+
∑
j≥0
ϕ(2−j ·) = 1 dans Rd et
∑
j∈Z
ϕ(2−j ·) = 1 dans Rd \ {0} ,
ou` l’on a pose´ ϕ(ξ) = χ(ξ/2)− χ(ξ).
Avec cette normalisation, la fonction ϕ est une fonction radiale de D(C) ou` C est la
couronne centre´e a` l’origine de petit rayon 3/4 et de grand rayon 8/3 et l’on de´finit les
blocs dyadiques homoge`nes ∆˙j par
5
∆˙jf := ϕ(2
−jD)f := F−1(ϕ(2−j ·)Ff) = 2jdh(2j ·) ? f ,
ou` h = F−1ϕ et les blocs dyadiques inhomoge`nes ∆j par
∆jf := ∆˙jf = 2
jdh(2j ·) ? f si j ≥ 0 et ∆−1f := χ(D)f := F−1(χFf) = h˜ ? f ,
ou` h˜ = F−1χ.
De la meˆme manie`re, on introduit les ope´rateurs de troncature en basse fre´quences :
S˙jf :=
∑
k≤j−1
∆˙kf := F−1(χ(2−j ·)Ff) = 2jdh˜(2j ·) ? f pour j ∈ Z et
Sjf :=
∑
k≤j−1
∆kf = 2
jdh˜(2j ·) ? f pour j ∈ N .
Il est a` noter que les blocs dyadiques qui sont des ope´rateurs de troncature en fre´quences
sont des ope´rateurs de convolution. Cette proprie´te´ qui de´coule trivialement du fait que
la transforme´e de Fourier e´change le produit de convolution et le produit nume´rique des
fonctions joue un roˆle central dans les techniques issues de la the´orie de Littlewood-Paley.
En particulier, tous ces ope´rateurs ope`rent sur les espaces Lp de manie`re uniforme par
rapport a` p et j.
5. Ici F−1 de´signe la transforme´e de Fourier inverse sur Rd et F(ϕ(2−jD)f)(ξ) = ϕ(2−jξ)f̂(ξ) ce qui
montre que F(∆˙jf) est supporte´e dans la couronne 2jC.
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Il est e´galement important pour la suite de souligner que les proprie´te´s de support des
fonctions ϕ et χ entraˆınent des relations de quasi-orthogonalite´ pour la de´composition de
Littlewood-Paley, notamment
∆˙j∆˙k = 0 et ∆j∆k = 0 si |j − k| > 1 ,
ce qui implique aise´ment que
(3) ∀ξ ∈ Rd , 1
2
≤ χ2(ξ) +
∑
j≥0
ϕ2(2−jξ) ≤ 1 et
(4) ∀ξ ∈ Rd \ {0} , 1
2
≤
∑
j∈Z
ϕ2(2−jξ) ≤ 1.
L’analyse de Littlewood-Paley permet de caracte´riser avec exactitude la re´gularite´ d’une
fonction f en fonction des proprie´te´s de de´croissance de ses blocs dyadiques par rapport
a` l’indice de sommation j. On retrouve ainsi avec plus de pre´cision l’ide´e, de´ja` pre´sente
dans l’analyse de Fourier, que la re´gularite´ se traduit par de la de´croissance.
En particulier, en invoquant la formule de Fourier-Plancherel et les proprie´te´s de quasi-
orthogonalite´ (3)-(4), il est aise´ d’observer que l’appartenance d’une fonction f a` L2(Rd)
se caracte´rise par l’appartenance de la suite (‖∆˙jf‖L2(Rd))j∈Z a` `2(Z) ainsi que pour ses
blocs dyadiques inhomoge`nes. Plus pre´cise´ment, on peut montrer a` l’aide d’un lemme
e´le´mentaire d’analyse hilbertienne l’existence d’une constante C ≥ 1 telle que l’on ait
C−1
∑
j∈Z
‖∆˙jf‖2L2(Rd) ≤ ‖f‖2L2(Rd) ≤ C
∑
j∈Z
‖∆˙jf‖2L2(Rd) et
C−1
∑
j≥−1
‖∆jf‖2L2(Rd) ≤ ‖f‖2L2(Rd) ≤ C
∑
j≥−1
‖∆jf‖2L2(Rd) .
De meˆme, plusieurs normes classiques peut eˆtre e´crites en fonction de la de´composition
de Littlewood-Paley. C’est par exemple le cas des normes Sobolev ou Ho¨lder, notamment
l’appartenance aux espaces de Sobolev (resp. Ho¨lder) va se traduire par des proprie´te´s de
de´croissance en j de la norme L2 de ∆˙ju ou ∆ju selon qu’il s’agisse des espaces homoge`nes
ou inhomoge`nes (resp. de la norme L∞).
Rappelons que les espaces de Sobolev inhomoge`nes Hs(Rd) qui apparaissent naturelle-
ment dans un grand nombre de proble`mes lie´s a` la physique mathe´matique sont dans le
cas ou` s = m est un entier naturel le sous-espace des fonctions de L2(Rd) dont toutes les
de´rive´es (au sens des distributions) d’ordre infe´rieur ou e´gal a` m appartiennent a` L2(Rd).
Il est alors clair au vu de la quasi-orthogonalite´ de la de´composition de Littlewood-Paley
et de l’action de la transforme´e de Fourier sur les de´rivations que l’appartenance d’une
fonction f a` Hm(Rd) se caracte´rise comme suit :
‖f‖Hm(Rd) ∼ ‖(2jm ‖∆jf‖L2(Rd))‖`2(j≥−1) .
Une e´quivalence similaire a lieu pour les espaces de Sobolev homoge`nes H˙m(Rd) qui sont
plus ade´quats dans les proble`mes invariants par scaling tels que le syste`me de Navier-Stokes
incompressible 6 et diverses variantes de ce syste`me en me´te´orologie et oce´anographie ou
6. Rappelons que pour le syste`me de Navier-Stokes homoge`ne incompressible, la question de l’appari-
tion e´ventuelle de singularite´s en temps fini fait partie des proble`mes du Millenium propose´s par le Clay
Institute.
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les e´quations d’ondes non line´aires qu’on a traite´es dans [1, 7, 2] et bien suˆr diverses autres
e´quations comme celles par exemple e´tudie´es dans [25, 26].
De manie`re ge´ne´rale, dire qu’une fonction f appartient a` Hs(Rd) signifie en gros que f
a s de´rive´es (fractionnelles lorsque s est non entier) dans L2(Rd) et comme pre´ce´demment
on peut montrer l’existence d’une constante C ≥ 1 telle que l’on ait
C−1
∑
j≥−1
22js ‖∆jf‖2L2(Rd) ≤ ‖f‖2Hs(Rd) ≤ C
∑
j≥−1
22js ‖∆jf‖2L2(Rd) .
Cette heuristique s’applique e´galement aux normes de Sobolev homoge`nes donnant lieu a`
la correspondance suivante dans le cadre de la the´orie de Littlewood-Paley
C−1
∑
j∈Z
22js ‖∆˙jf‖2L2(Rd) ≤ ‖f‖2H˙s(Rd) ≤ C
∑
j∈Z
22js ‖∆˙jf‖2L2(Rd) .
En examinant ces analyses, on voit qu’il y a trois parame`tres qui rentrent en jeu : le
parame`tre de re´gularite´ s, l’exposant de la norme Lebesgue utilise´ pour mesurer les blocs
dyadiques ∆˙jf ou ∆jf et le type de sommation effectue´ sur Z ou pour j ≥ −1. Cette
observation permet plus ge´ne´ralement de caracte´riser de manie`re efficace les normes des
espaces Besov homoge`nes B˙sp,r(Rd) ou inhomoge`nes Bsp,r(Rd). Les normes de ces espaces
qu’on peut de´finir par diffe´rence finie ou a` l’aide du noyau de la chaleur (comme on peut
le voir par exemple dans [3, 40]) s’expriment comme suit en fonction des de´compositions
de Littlewood-Paley 7 :
‖f‖Bsp,r(Rd) ∼
( ∑
j≥−1
2rjs ‖∆jf‖rLp(Rd)
) 1
r
et
‖f‖B˙sp,r(Rd) ∼
(∑
j∈Z
2rjs ‖∆˙jf‖rLp(Rd)
) 1
r
.
Bien qu’invariants par scaling, les espaces de Sobolev homoge`nes (et plus ge´ne´ralement
les espaces de Besov homoge`nes) sont a` manipuler avec pre´caution, puisque comme il a e´te´
mentionne´ ci-dessus la de´composition de Littlewood-Paley homoge`ne (1) n’est ve´rifie´e que
modulo les polynoˆmes. Il n’y a pas de consensus autour de la de´finition de ces espaces. Dans
certaines re´fe´rences dont [11], ils sont de´finis modulo les polynoˆmes de degre´ arbitraire.
Dans d’autres re´fe´rences dont [3], ils sont de´finis moyennant une condition sur les basses
fre´quences. Cette condition exige de se restreindre aux distributions tempe´re´es f ve´rifiant
(au sens des distributions)
‖S˙jf‖L∞(Rd) j→−∞−→ 0 .
Les de´compositions dyadiques fournissent non seulement la possibilite´ de caracte´riser
l’appartenance d’une fonction a` la quasi-totalite´ des espaces classiques (Ho¨lder, Sobolev,
Besov, Lebesgue, Triebel-Lizorkin) par des conditions portant uniquement sur les blocs
dyadiques de cette fonction mais aussi permettent de de´finir une ple´thore d’espaces fonc-
tionnels.
Les de´compositions de Littlewood-Paley et plus simplement le de´coupage des fonctions
en basses et hautes fre´quences sont des techniques qui ont fait leur preuve dans l’e´tude
7. Notons que les espaces de Besov sont inde´pendants des blocs dyadiques ∆˙j et ∆j .
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des ine´galite´s fonctionnelles et dans l’analyse des e´quations aux de´rive´es partielles non
line´aires.
Les injections de Sobolev sont parmi les ine´galite´s fonctionnelles les plus ce´le`bres. Elles
fournissent des outils clefs dans l’e´tude des e´quations aux de´rive´es partielles line´aires et non
line´aires, que ce soit dans le cadre elliptique, parabolique ou hyperbolique. Les ine´galite´s
de Sobolev expriment une forte proprie´te´ d’inte´grabilite´ ou de re´gularite´ pour une fonction
f en termes de proprie´te´s d’inte´grabilite´ pour certaines de´rive´es de f .
Parmi ces ine´galite´s, on peut mentionner les ine´galite´s de Sobolev dans les espaces de
Lebesgue :
(5) H˙s(Rd) ↪→ Lp(Rd) ,
avec 0 ≤ s < d/2 et p = 2d/(d− 2s).
Notons que l’indice p = 2d/(d − 2s) peut eˆtre devine´ facilement graˆce a` un argument
d’homoge´ne´ite´. En effet, en de´signant pour toute fonction v sur Rd et tout λ > 0, vλ la
fonction de´finie par vλ(x) = v(λx), il est facile de ve´rifier que
‖vλ‖Lp(Rd) = λ−
d
p et ‖vλ‖H˙s(Rd) = λs−
d
2 ‖vλ‖H˙s(Rd) .
Les deux quantite´s ‖ · ‖Lp(Rd) et ‖ · ‖H˙s(Rd) ayant donc meˆme homoge`neite´ dans le cas
ou` p = 2d/(d−2s) (c’est-a`-dire qu’elles se comportent de la meˆme manie`re par changement
d’unite´ de longueur), il est donc naturel de les comparer et l’on peut supposer dans la suite
que ‖f‖H˙s(Rd) = 1.
On sait que pour tout re´el p ≥ 1 et toute fonction mesurable f , on a en vertu du the´ore`me
de Fubini :
‖f‖p
Lp(Rd) = p
∫ ∞
0
λp−1µ
(|f | > λ/2) dλ .
Pour e´tablir l’injection de Sobolev (5), on va de´composer f en basses et hautes fre´quences
en posant :
f = f`,A + fh,A avec f`,A = F−1(1B(0,A)f̂) .
Comme le support de la transforme´e de Fourier de f`,A est compact, la fonction f`,A est
borne´e et plus pre´cisement, on a en alliant la formule d’inversion et l’ine´galite´ de Cauchy-
Schwarz
‖f`,A‖L∞(Rd) ≤ (2pi)−d‖f̂`,A‖L1(Rd)
≤ (2pi)−d
∫
Rd
|ξ|s|ξ|−s|f̂`,A(ξ)| dξ
≤ CsA d2−s ‖f‖H˙s(Rd) .
Or, l’ine´galite´ triangulaire implique pour tout A > 0(|f | > λ) ⊂ (|f`,A| > λ/2) ∪ (|fh,A| > λ/2) ·
Par conse´quent, en choisissant
A = Aλ
de´f
=
( λ
4Cs
) p
d ,
on de´duit que
‖f‖p
Lp(Rd) ≤ p
∫ ∞
0
λp−1µ
(|fh,Aλ | > λ/2) dλ .
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Comme par l’ine´galite´ de Bienayme´-Tchebychev
µ
(|fh,Aλ | > λ/2) ≤ 4‖fh,Aλ‖2L2(Rd)λ2 ,
on obtient
‖f‖p
Lp(Rd) ≤ 4p
∫ ∞
0
λp−3‖fh,Aλ‖2L2(Rd) dλ .
Or, par l’identite´ de Fourier-Plancherel
‖fh,Aλ‖2L2(Rd) = (2pi)−d
∫
(|ξ|≥Aλ)
|f̂(ξ)|2 dξ ,
ce qui entraˆıne en vertu du the´ore`me de Fubini que pour tout p > 2
‖f‖p
Lp(Rd) ≤ 4p (2pi)−d
∫
Rd
(∫ 4Cs|ξ| dp
0
λp−3dλ
)
|f̂(ξ)|2 dξ
≤ (2pi)−d 4p
p− 2 (4Cs)
p−2
∫
Rd
|ξ|
d(p−2)
p |f̂(ξ)|2 dξ .
Comme s = d
(1
2
− 1
p
)
, ceci ache`ve la preuve de l’injection de Sobolev.
La preuve pre´sente´e dans ce texte est empreinte´e a` l’article [16]. On dispose d’autres
preuves ante´rieures de cette estimation, notamment celle s’appuyant sur l’ine´galite´ de
Hardy-Littlewood-Sobolev et qui est par exemple de´taille´e dans [3]. Notons que les argu-
ments de la preuve ci-dessus ont inspire´ plusieurs autres travaux. Entre autres, on peut
citer l’article [5] ou` les auteurs se sont inte´resse´s aux injections de Sobolev dans les espaces
de Lorentz Lp,q. Rappelons que les espaces de Lorentz 8 ont e´te´ introduits dans les anne´es
1950 par Lorentz, de manie`re que Lp,∞ soit l’espace faible introduit par Marcinkiewicz
dans les anne´es 1930, et que Lp,p soit l’espace de Lebesgue habituel Lp.
Cette technique de de´coupage en basses et hautes fre´quences a e´te´ e´galement pertinente
dans l’e´tude d’e´quations aux de´rive´es partielles non line´aires, notamment pour e´tablir que
certains proble`mes de Cauchy sont globalement bien pose´s. Parmi d’autres travaux, on
peut citer l’article de Fujita-Kato [18] sur le syste`me de Navier-Stokes. Dans ce type de
de´marche, la philosophie est de de´composer la donne´e de Cauchy (suppose´e ici par souci
de clarte´ dans un certain espace de Sobolev H˙s) en basses et hautes fre´quences de sorte
que la partie relative aux hautes fre´quences soit de norme assez petite dans H˙s. Si l’on
dispose d’un the´ore`me d’existence globale pour donne´es petites, la partie relative aux
hautes fre´quences va donner lieu a` une solution globale du proble`me et la partie relative
aux basses fre´quences (qui va eˆtre re´gulie`re) va satisfaire une e´quation modifie´e. Apre`s,
tout l’enjeu consiste a` montrer qu’on peut re´soudre globalement cette e´quation perturbe´e.
L’injection de Sobolev (5) est invariante par translation et par scaling. Mais elle n’est
pas invariante par oscillation, c’est-a`-dire par multiplication par des fonctions oscillantes,
notamment par multiplication par des fonctions de type u(x) = e
i
(x|ω)
 ϕ(x), ou` ω est
un vecteur unitaire de Rd et ϕ est une fonction de S(Rd). En re´visitant la preuve de
8. Pour plus de de´tails, on peut consulter [11, 40] .
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l’injection de Sobolev expose´e ci-dessus, on peut e´tablir l’ine´galite´ pre´cise´e suivante qui
est due a` Ge´rard-Meyer-Oru [20] :
(6) ‖u‖Lp(Rd) ≤
C
(p− 2) 1p
‖u‖1−
2
p
B˙
s− d2∞,∞(Rd)
‖u‖
2
p
H˙s(Rd)
·
Cette ine´galite´ de Sobolev pre´cise´e est optimale comme le montre l’exemple oscillant
u(x) = e
i
(x|ω)
 ϕ(x). Plusieurs autres exemples illustrent l’optimalite´ de l’estimation (6), en
particulier un exemple fractal supporte´ dans un ensemble de type Cantor construit dans
[4] et l’exemple du chirp traite´ dans [5] et de´fini comme suit :
f(x) = x−α sin
(1
x
)
, α > 0 .
L’estimation pre´cise´e (6) fait partie des arguments clefs dans l’article [19] ou` Patrick
Ge´rard a caracte´rise´ le de´faut de compacite´ de l’injection de Sobolev critique (5) a` l’aide des
de´compositions en profils 9. Rappelons que l’e´tude du de´faut de compacite´ des injections
de Sobolev entre espaces fonctionnels, qui remonte aux travaux fondateurs de Pierre-
Louis Lions ([27, 28]), re´pond a` des proble`mes ge´ome´triques et permet de comprendre le
comportement des solutions d’e´quations aux de´rive´es partielles non line´aires. L’analyse non
line´aire a conside´rablement progresse´ ces dernie`res de´cennies graˆce aux de´compositions en
profils. Notons que ce type de de´compositions a e´te´ ge´ne´ralise´ par des approches diffe´rentes
a` d’autres cadres fonctionnels.
En particulier, on peut citer les re´cents travaux [8, 9] concernant la description du de´faut
de compacite´ de l’injection de Sobolev critique de H1(R2) dans L(R2) ou` L(R2) appele´
espace d’Orlicz est l’espace des fonctions mesurables u : R2 → C pour lesquelles il existe
un nombre re´el λ > 0 tel que ∫
R2
(
e
|u(x)|2
λ2 − 1
)
dx <∞ ,
ainsi que leur ge´ne´ralisation aux dimensions supe´rieures dans [10]. Cette injection de Sobo-
lev qui repose sur les ine´galite´s de Trudinger-Moser 10 concerne le cas limite de l’injection de
Sobolev (5) et intervient dans plusieurs proble`mes ge´ome´triques et physiques, notamment
dans la propagation des faisceaux laser dans diffe´rents milieux. L’e´tude de cette injection
a e´te´ mene´e dans [10] par des arguments base´s sur l’analyse de Fourier qui mettent en
evidence 11 le fait que les e´le´ments responsables du de´faut de compacite´ dans ce cadre sont
contrairement au cas de l’injection de Sobolev (5) e´tale´s en fre´quences.
Il est e´galement a` noter qu’une approche initie´e par Ste´phane Jaffard dans [23] a permis
d’e´tendre le re´sultat de Patrick Ge´rard dans [19] au cadre des espaces de Triebel-Lizorkin
et a inspire´ l’analyse abstraite conduite dans [6]. Cette approche est base´e sur la the´orie
des ondelettes qui a e´te´ inspire´e par la the´orie de Littlewood-Paley et qu’on e´voquera plus
tard.
Comme il l’a e´te´ mentione´ ci-dessus, la seconde ine´galite´ de Bernstein doit eˆtre comprise
comme une injection de Sobolev. En fait, il est aise´ de de´duire de cette seconde ine´galite´
9. Les profils ont apparu dans un travail de Bre´zis-Coron [15].
10. Pour une intoduction aux espaces d’Orlicz, on peut consulter [35, 41].
11. moyennant une hypothe`se de compacite´.
10 H. BAHOURI
que pour tout nombre re´el s, pour tous 1 ≤ p1 ≤ p2 ≤ ∞ et 1 ≤ r1 ≤ r2 ≤ ∞,
(7) B˙sp1,r1(R
d) ↪→ B˙s−d(
1
p1
− 1
p2
)
p2,r2 (Rd) ,
et il en est de meˆme dans le cadre inhomoge`ne.
Notons que ces injections de Sobolev sont strictes comme l’illustre dans le cas particulier
de l’injection de Sobolev H˙s(Rd) ↪→ B˙s2,∞(Rd), l’exemple suivant qui est base´ sur l’ide´e des
se´ries lacunaires. E´tant donne´s une fonction χ de S(Rd) dont la transforme´e de Fourier
est supporte´e dans une petite boule de centre 0 et de rayon 0 et un vecteur ω de Rd de
norme euclidienne 3/2, il s’agit de conside´rer la suite de fonctions (fn)n∈N de´finie par
fn(x) =
√
n
∑
j≥n
2−js
1
j + 1
ei2
j(x|ω)χ(x).
Il est facile d’observer que ∆˙jfn = 0 pour j ≤ n− 1 et(∆˙jfn)(x) = √n 2−js
j + 1
ei2
j(x|ω)χ(x) pour j ≥ n .
Par un calcul e´le´mentaire, il en de´coule que
‖fn‖2H˙s(Rd) ∼ n
∑
j≥n
1
(j + 1)2
∼ 1 et ‖fn‖B˙s2,∞(Rd) .
1√
n
,
ce qui montre bien la stricte inclusion de H˙s(Rd) dans B˙s2,∞(Rd).
Les techniques issues de la the´orie de Littlewood-Paley permettent aussi d’analyser
le produit (lorsqu’il existe) de deux distributions tempe´re´es au moyen du calcul para-
diffe´rentiel de J.-M. Bony. La fac¸on de les utiliser est la suivante. E´tant donne´es deux
distributions tempe´re´es u et v, on e´crit
u =
∑
p
∆pu et v =
∑
q
∆qv .
De manie`re formelle, le produit, lorsqu’il existe, va s’e´crire
uv =
∑
p,q
∆pu∆qv .
L’ide´e consiste a` de´composer le produit uv en trois parties : la premie`re relative aux termes
ou` les fre´quences de u sont grandes devant celles de v, la deuxie`me relative aux termes
ou` les fre´quences de v sont grandes devant celles de u et enfin la troisie`me relative aux
termes ou` les fre´quences de u et de v sont de taille comparable. Cela conduit a` la de´finition
suivante introduite pour la premie`re fois par Jean-Michel Bony dans [12] : on e´crit
uv = Tuv + Tvu+R(u, v) avec
Tuv
de´f
=
∑
p≤q−2
∆pu∆qv =
∑
q
Sq−1u∆qv et
R(u, v)
de´f
=
∑
|q−p|≤1
∆qu∆pv .
Cette de´composition dite de´composition de Jean-Michel Bony est fondamentale dans
l’e´tude des lois de produit ainsi que dans l’e´tude des e´quations aux de´rive´es partielles
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non line´aires. Bien suˆr, elle admet une version homoge`ne. Rappelons que l’ope´rateur bi-
line´aire Tuv est appele´ paraproduit de v par u tandis que l’ope´rateur biline´aire syme´trique
R(u, v) est appele´ reste.
De l’e´tude pre´cise de la fac¸on dont le paraproduit et le reste ope`rent dans les espaces
de Sobolev, de Ho¨lder et plus ge´ne´ralement dans les espaces de Besov vont se de´gager
quelques principes ge´ne´raux facilement e´nonc¸ables :
— Le paraproduit est toujours de´fini pour deux distributions a` support compact et la
re´gularite´ de Tuv est principalement de´termine´e par celle de v.
— Le reste par contre n’est pas toujours de´fini, mais lorsqu’il l’est, les re´gularite´s de u
et de v s’ajoutent pour de´terminer la sienne.
Le calcul paradiffe´rentiel de Jean-Michel Bony s’est ave´re´ tre`s efficace dans l’e´tude
des e´quations d’e´volution, lesquelles de´crivent le comportement d’un phe´nome`ne physique
de´pendant du temps. On va illustrer la pertinence de ce calcul en pre´sentant une me´thode
de de´coupage microlocale qu’on a introduite dans [1, 2] en collaboration avec Jean-Yves
Chemin (voir aussi [38, 39]) pour e´tudier les e´quations d’ondes quasi-line´aires du type
(E)
{
∂2t u−∆u− ∂(G(u)∂u) = Q(∇u,∇u)
(u, ∂tu)|t=0 = (u0, u1)
avec
∂(G∂u) =
∑
1≤j,k≤d
∂j(G
j,k∂ku),
G de´signant une fonction C∞, nulle en 0, borne´e ainsi que toutes ses de´rive´es de R dans
l’ensemble des matrices syme´triques sur Rd prenant leurs valeurs dans un compact K tel
que Id + K soit inclus dans le coˆne des matrices syme´triques de´finies positives et Q une
forme quadratique sur R1+d.
La the´orie classique des e´quations strictement hyperboliques 12 dit que l’on peut re´soudre
une telle e´quation pour des donne´es intiales telles que (u0, u1) appartienne a` l’espace
H˙s(Rd)× H˙s−1(Rd) pour s strictement supe´rieur a` d2 + 1. Mais, il est important de penser
aux invariances d’une telle e´quation par scaling. Il est imme´diat de ve´rifier que, si u
est solution de l’e´quation (E), alors la fonction uλ de´finie par uλ(t, x) = u(λt, λx) est
aussi solution de (E). Une vaste se´rie de travaux s’est attache´e a` re´soudre des e´quations
d’ondes non line´aires en essayant de descendre l’indice de re´gularite´ minimale des donne´es
initiales aussi bas que possible vers un espace de donne´es initiales qui soit invariant par le
changement de scaling ci-dessus, par exemple dans l’espace H˙
d
2 .
Le but ici est de re´soudre l’e´quation (E) pour des donne´es de Cauchy moins re´gulie`res
que ce qu’imposent les me´thodes d’e´nergie. Cette de´marche s’inscrit dans le programme de
Christodoulou-Klainerman de la relativite´ ge´ne´rale, qui comprend e´galement des travaux
de Klainerman, Bourgain, Tao et leurs e´coles. Pour se rapprocher des espaces invariants par
scaling pour la donne´e initiale, il est e´vident qu’il faut utiliser les proprie´te´s particulie`res
de l’e´quation des ondes, a` savoir les effets de dispersion e´voque´s ci-dessus. Ceci exige
de de´montrer des estime´es de type Strichartz pour cette e´quation qu’on peut interpre´ter
comme une e´quation d’ondes a` coefficients variables et tre`s peu re´guliers. C’est l’alliance
de l’optique ge´ome´trique et de l’analyse harmonique a` travers le calcul paradiffe´rentiel
12. Consulter par exemple Chapitre 4 dans [3].
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de Jean-Michel Bony qui permet d’e´tablir ces estime´es, d’ame´liorer l’indice de re´gularite´
minimale et de donner une re´ponse a` une question reste´e longtemps ouverte.
Comme mentionne´ ci-dessus, les estimations de Strichartz s’obtiennent graˆce a` un
phe´nome`ne dispersif couple´ a` un argument abstrait d’analyse fonctionnelle connu sous
le nom de TT ∗ mis au point par Ginibre et Velo dans [21] et e´largi a` l’ensemble des indices
admissibles par Keel et Tao dans [24]. Comme e´galement souligne´ ci-dessus, ce phe´nome`ne
dispersif s’obtient pour l’e´quation des ondes, dans le cadre de coefficients constants, par
un argument de phase stationnaire sur une repre´sentation explicite de la solution qu’on
obtient par l’analyse de Fourier. Le cas des coefficients variables ne´cessite plus d’atten-
tion car on ne dispose pas de repre´sentation explicite, et on a recours a` des me´thodes
d’optique ge´ome´trique faisant intervenir des e´quations d’Hamilton-Jacobi et des e´quations
de transport. Quand les coefficients sont peu re´guliers, comme dans le cas quasiline´aire
par exemple, une telle approche ne peut fonctionner car l’e´quation de Hamilton-Jacobi
de´veloppe des singularite´s. C’est la the´orie de Littlewood-Paley qui permet de surmonter
cette difficulte´.
En fait, faire fonctionner une telle me´thode dans ce cadre ne´cessite une re´gularisation
des coefficients. Plus pre´cise´ment, en utilisant le calcul paradiffe´rentiel de Jean-Michel
Bony, on se rame`ne a` l’etude de la partie de la solution relative aux fre´quences de taille
2j , qui satisfait une e´quation d’ondes a` coefficients re´guliers. Par une me´thode tout a` fait
classique, on construit une approximation microlocale de la solution de cette e´quation,
c’est-a`-dire valable sur un intervalle de temps dont la taille de´pend de la fre´quence ce qui
permet d’e´tablir une estimation de Strichartz microlocale. En fait, il semble impossible
de construire une approximation locale de la solution car l’e´quation de Hamilton-Jacobi
associe´e de´veloppe des singularite´s a` un instant lie´ a` la taille de la fre´quence : ceci est duˆ
au fait que ces coefficients re´guliers gardent en me´moire la re´gularite´ d’origine de la solu-
tion. L’estimation de Strichartz locale (avec perte bien suˆr) est obtenue en de´composant
l’intervalle [0, T ] en intervalles ou` l’estimation de Strichartz microlocale est ve´rifie´e.
Les applications de la the´orie de Littlewood-Paley et plus particulie`rement du calcul
paradiffe´rentiel sont tre`s nombreuses et nous ne pouvons toutes les e´nume´rer ici. Pour un
e´ventail plus large de champs d’applications, que ce soit dans les ine´galite´s fonctionnelles et
leurs formes pre´cise´es ou dans l’analyse des e´quations aux de´rive´es partielles non line´aires
issues de la me´canique des fluides ou en lien avec la the´orie des champs ou la relativite´
ge´ne´rale, on renvoie le lecteur a` la monographie [3].
La the´orie de Littlewood-Paley a inspire´ les ondelettes qui ont e´te´ a` l’origine de nom-
breuses avance´es dans divers domaines applique´s tels que le traitement du signal et de
l’image. On peut illustrer simplement la the´orie des ondelettes en rappelant le syste`me de
Haar introduit au de´but du 20e`me sie`cle par Alfred Haar dans sa the`se. Ce syste`me est
de´fini par les fonctions
ψj,k(x) = 2
j
2ψ(2jx− k), j, k ∈ Z,
ou` l’ondelette ge´ne´ratrice
ψ = χ[0, 1
2
[ − χ[ 1
2
,1]
est la fonction constante par morceaux qui vaut 1 sur [0, 12 [ et −1 sur [1/2, 1[. Ce syste`me
constitue une base orthonorme´e de L2(R) et donc il est imme´diat que toute fonction f de
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L2(R) se de´compose comme suit :
(8) f =
∑
j,k∈Z
〈f, ψj,k〉ψj,k ,
ou` 〈f, ψj,k〉 de´signe le produit scalaire de f et ψj,k dans L2(R). Dans la de´composition en
ondelettes (8), les blocs dyadiques homoge`nes ∆˙jf sont remplace´s par les projections
Pjf =
∑
k∈Z
〈f, ψj,k〉ψj,k ,
l’indice k apportant ainsi un niveau supple´mentaire de discre´tisation.
Le de´faut principal du syste`me de Haar est son manque de re´gularite´ puisque l’ondelette
me`re ψ n’est pas continue. D’autres bases d’ondelettes plus re´gulie`res ont e´te´ construites
par la suite, permettant ainsi d’obtenir des de´compositions en ondelettes similaires a` (8),
souvent tenant compte du scaling de l’espace en question.
Comme pour les de´compositions de Littlewood-Paley, on peut caracte´riser l’apparte-
nance d’une fonction a` la quasi-totalite´ des espaces fonctionnels classiques par des condi-
tions portant uniquement sur les modules des coefficients de cette fonction dans une base
d’ondelettes inconditionnelle normalise´e 13.
Par exemple, dans l’espace de Besov B˙sp,p(Rd) 1 ≤ p < ∞ et s <
d
p
, la de´composition
en ondelettes d’une fonction prend la forme :
(9) f =
∑
λ∈∇
dλψλ,
ou` λ = (j, k) contient l’indice d’e´chelle j = j(λ) et l’indice d’espace k = k(λ) et
ψλ = ψj,k = 2
jrψ(2j · −k), j ∈ Z, k ∈ Zd,
ou` ψ est l’ondelette me`re et r =
d
p
− s · L’analyse de la the´orie des ondelettes permet
de caracte´riser l’appartenance a` l’espace de Besov B˙sp,p(Rd) en termes des coefficients des
fonctions dans la base d’ondelettes ci-dessus comme suit :
(10) ‖f‖B˙sp,p(Rd) ∼ ‖(dλ)λ∈∇‖`p .
La possibilite´ de caracte´riser la re´gularite´ d’une fonction par la taille de ses coefficients
d’ondelettes a permis de multiplier les applications de la the´orie des ondelettes. En parti-
culier, on peut traduire l’e´quivalence (10) par la de´croissance des coefficients d’ondelettes
a` l’exception d’une minorite´ d’entre eux. Cette proprie´te´ de concentration de l’information
sur un petit nombre de coefficients - souvent appele´e parcimonie ou sparsity - joue un roˆle
crucial dans le traitement de l’image. Dans ce type de proce´dure par essence non line´aire,
il est clair que l’ensemble des coefficients retenus varie selon la fonction que l’on approche.
Une the´orie ge´ne´rale connue sous le nom de the´orie de l’approximation non line´aire a e´te´
initie´e par Ronald DeVore dans les anne´es 1980 pour analyser ce phe´nome`ne.
Un premier re´sultat dans la the´orie de l’approximation non line´aire consiste a` repre´senter
un e´le´ment par ses N coefficients les plus significatifs. Plus pre´cise´ment, e´tant donne´ un
13. Pour plus de de´tails, on peut consulter [17, 32, 33].
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e´le´ment f de B˙sp,p(Rd) admettant la de´composition donne´e par (9) dans la base d’onde-
lettes (ψλ)λ∈∇, il s’agit de ne conserver que la projection non line´aire QNf de´fini par :
QNf =
∑
λ∈EN
dλψλ,
ou` EN = EN (f) est le sous ensemble de ∇ de cardinal N correspondant aux N plus grands
coefficients d’ondelettes |dλ|.
Parmi les nombreuses applications du projecteur non line´aire QNf , on peut citer l’esti-
mation suivante :
(11) sup
‖f‖
B˙sp,p(Rd)
≤1
‖f −QNf‖B˙tq,q(Rd) ≤ CN
− s−t
d ,
qui a joue´ un roˆle clef dans [6] dans l’e´tude du de´faut de compacite´ de l’injection de Sobolev
critique :
B˙sp,p(Rd) ↪→ B˙tq,q(Rd) ,
avec 0 <
1
p
− 1
q
=
s− t
d
·
En effet, e´tant donne´e une fonction f dans B˙sp,p(Rd), on obtient en vertu de (10) et en
utilisant (dm)m>0 le re´arrangement de´croissant de |dλ|
‖f −QNf‖B˙tq,q(Rd) ∼
( ∑
λ/∈EN
|dλ|q
)1/q
=
( ∑
m>N
|dm|q
)1/q
≤ |dN |1−p/q
( ∑
m>N
|dm|p
)1/q
≤ (N−1 N∑
m=1
|dm|p
)1/p−1/q( ∑
m>N
|dm|p
)1/q
≤ N−(1/p−1/q)(∑
m>0
|dm|p
)1/p
≤ N− s−td ‖(dλ)λ∈∇‖`p ∼ N−
s−t
d ‖f‖B˙sp,p(Rd).
Le succe´s de la the´orie des ondelettes n’est plus a` de´montrer ni dans le traitement
du signal et de l’image, ni dans le domaine de la simulation nume´rique des e´quations
aux de´rive´es partielles. Pour un aperc¸u ge´ne´ral des applications de cette the´orie, on peut
consulter la monographie [31] et les re´fe´rences qui s’y trouvent.
La the´orie de Littlewood-Paley est conside´re´e comme l’outil d’analyse microlocale le plus
simple. On peut voir l’analyse microlocale comme l’e´tude des fonctions par le de´coupage
de l’espace des phases, c’est-a`-dire l’espace des (x, ξ). De manie`re ge´ne´rale, cette proce´dure
consiste a` localiser dans l’espace physique en x puis en variable de Fourier ξ, ce qui revient
a` localiser dans une boule pour une me´trique de T ?Rd (l’espace cotangent de Rd) : c’est
le calcul de Weyl-Ho¨rmander 14. L’inte´reˆt de ce type de proce´dure introduite dans les
anne´es 1970 est de permettre d’analyser des proprie´te´s fines de fonctions de´finies dans
l’espace physique en ope´rant l’analyse dans l’espace des phases ou` le nombre de variables
a double´. En particulier cela s’est ave´re´ particulie`rement utile dans l’e´tude d’e´quations aux
14. Voir par exemple [13, 14, 22].
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de´rive´es partielles non line´aires, par exemple pour prendre en compte certaines spe´cificite´s
ge´ome´triques du cadre.
Tout l’enjeu du calcul de Weyl-Ho¨rmander consiste a` localiser dans l’espace des phases
a` l’aide de me´triques raisonnables dites de Ho¨rmander. A` titre d’exemple, la proce´dure
consistant a` localiser en x sur une boule euclidienne de taille α, puis en variable de Fourier
dans une boule euclidienne de taille α(1 + |ξ0|2) 12 revient a` localiser dans une boule pour
la me´trique suivante dite la me´trique (1, 0) :
g(x,ξ)(dx
2, dξ2) = dx2 +
dξ2
1 + |ξ|2 ·
Le calcul dit de Weyl-Ho¨rmander qui a trouve´ son formalisme actuel a` la fin des anne´es
1970 dans les travaux de L. Ho¨rmander ge´ne´ralise cette me´trique. Il consiste en fait a`
de´crire les modes de de´coupage raisonnables de l’espace des phases. Ces de´coupages sont
choisis en fonction de la nature et de la ge´ome´trie du proble`me a` e´tudier. Les de´coupages
admissibles sont ceux construits sur des me´triques dites de Ho¨rmander. Ces me´triques sont
des fonctions g de T ?Rd, muni de sa structure symplectique standard, dans l’ensemble des
formes quadratiques de´finies positives sur T ?Rd qui ve´rifient :
— une hypothe`se dite de lenteur disant que la me´trique varie peu sur ses propres boules
et ce de manie`re uniforme ;
— une hypothe`se dite du principe d’incertitude qui interdit de trop localiser. En par-
ticulier, le principe d’incertitude impose que le volume d’une gX boule de rayon 1
soit supe´rieur ou e´gal au volume de la boule euclidienne de rayon 1 ;
— et enfin une hypothe`se dite de tempe´rance qui exprime le fait que l’on peut estimer
le rapport des me´triques en des points quelconques par la me´trique duale.
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