In this article, the Cauchy problem of three-dimensional (3-D) incompressible magnetohydrodynamic system was investigated. If the initial M 1,1 norms of the vorticity ω and the current density j are both sufficiently small, then some uniform estimates with respect to time for the coupling terms between the fluid and the magnetic field can be established, which lead to a global-in-time well-posedness of mild solutions in Morrey spaces via some effective arguments.
INTRODUCTION
Magnetohydrodynamics (MHD) is that part of the mechanics of continuous media which studies the motion of electrically conducting media in the presence of a magnetic field. The dynamic motion of fluid and magnetic field interact strongly on each other, so the hydrodynamic and electrodynamic effects are coupled. The applications of magnetohydrodynamics cover a very wide range of physical objects, from liquid metals to cosmic plasmas, for example, the intensely heated and ionized fluids in an electromagnetic field in astrophysics, geophysics, high-speed aerodynamics, and plasma physics. The motion of an electrically conducting, viscous incompressible fluid in R 3 can be described by the Magnetohydrodynamic equations (see [7, 22] ): where (x = (x 1 , x 2 , x 3 ) ⊤ , t) ∈ R 3 × R + , the unknowns u(x,t) = (u 1 , u 2 , u 3 ) ⊤ (x,t), P(x,t) and b(x,t) = (b 1 , b 2 , b 3 ) ⊤ (x,t) denote the fluid velocity, pressure and magnetic field, respectively. Here, P T = P + 1 2 |b| 2 is the total kinetic pressure, ν is the kinematic viscosity and η is the resistivity. For simplicity, we assume throughout that both ν and η are equal to 1.
The global existence of MHD equations with finite energy initial data, i.e., (u 0 , b 0 ) ∈ L 2 (R 3 ) was independently proved by Duvaut-Lions [8] and Sermange-Temam [26] . Mild solutions, for the Navier-Stokes (NS) equations, were first constructed by Kato-Fujita [10] in the spaces H s (R d ) for s ≥ d 2 − 1, and then in L p (R d ) (p ≥ d) spaces (classical admissible spaces) by Kato [17] . The other global well-posedness of mild solutions for small initial data is due to Cannone [3] and Planchon [25] in the Besov space B −1+ d p p,∞ (R d ), with 1 < p < ∞, Koch-Tataru [20] in the space BMO −1 , and Lei-Lin [23] in the space χ −1 = f ∈ D ′ (R 3 ) :´R 3 |ξ| −1 |f |(ξ)dξ < ∞ .
Our purpose, in this paper, is to establish well-posedness results of MHD equations with the initial data highly concentrated in "small sets"("rough data"), such as the initial vortex profiles are vortex rings and filaments. Such kind of rough initial data is of infinite energy and thus outside the scope of the standard energy method and the classical Leray's theory ( [8] , [26] ).
For the case of the multi-dimensional incompressible Navier-Stokes (NS) equations, the wellposedness with such kind of rough initial data has been studied by many mathematicians in this field. We attribute the corresponding development into two stages:
Stage I. (Two-dimensional (2-D) NS equation). The global existence of solutions to 2-D NS equations with large initial data in the space of finite measures M (R 2 ) was first shown by Cottet [5] , and independently by Giga-Miyakawa-Osada [16] , and the proof in [16] was simplified by Kato [19] . Under the assumption that the atomic part of the initial vorticity is sufficiently small, uniqueness was also proved in [16, 19] . Later, Gallagher-Gallay [11] extended the uniqueness theory to the general initial data in M (R 2 ) via some arguments developed in [12] , which allows to handle large Dirac masses. In summary, NS equations are well-posed for arbitrary data in the space of M (R 2 ).
Stage II. (3-D NS equation). For 3-D NS equations, to the best of our knowledge, the progress is not as good as that of 2-D case, of which the reason is mainly due to the different forms of vorticity stretching term in the equation of vorticity, which can be shown as follows,
As a result, compared with the 2-D case, more estimates on u are required to control the L 1 (R 3 ) norm of the vorticity. The first attempt in the measure direction, for the well-posedenss of the 3-D NS equations, was done by Cottet-Soler [6] , and they obtained the global existence and uniqueness of the solution when the initial data is a linear combination of filament measures, which is sufficiently small. Here, a filament measure is a vector valued measure supported on a finite disjoint union of uniformly C 1 but non-closed curves. This implies that the total variation of the initial data in [6] is finite.
In order to get rid of the finite total variation assumption, Giga and Miyakawa introduced the Morrey-type space M p (R 3 ) of measure (see Definition 2.1) in [15] , and established the existence of global solutions whose initial vorticity is a small Radon measure belonging to M 3 2 (R 3 ). In order to solve NS equations for the velocity u(x,t) instead of the vorticity ω, Kato [18] which is unique subject to certain restrictions. This partially generalizes the result of [15] by eliminating the differentiability of u 0 except the case for m = 1. The analysis on the meaningful case, m = 1, which admits certain measures, encounters some essential mathematical difficulties, since the Calderon-Zygmund type singular operator is not bound in L 1 (R 3 ). Some other related progress, for 3-D NS equations in Morrey space, can also be found in [4, 9, 21, 27] . For the MHD system, the situation is more complicated due to the strong coupling effect between the velocity vector field u(x,t) and the magnetic field b(x,t). In order to clearly analyse the coupling effect of this system, we give the equations on the time evolution of the vorticity ω = (ω 1 , ω 2 , ω 3 ) ⊤ and the current density j = ( j 1 , j 2 , j 3 ) ⊤ :
is the Biot-Savart kernel. Based some elaborate analysis of the above system, in the current paper, we will present the global mild solutions of (1.5). If the W 1,1 norms of ω and j are sufficiently small initially, then some uniform estimates with respect to time for the coupling terms between the fluid and the magnetic field can be obtained, which lead to a global-in-time well-posedness of mild solutions in Morrey spaces via some effective arguments.
PRELIMINARY DEFINITIONS AND MAIN RESULTS
In this section, we will give some necessary definitions and then state our main result. Moreover, the main strategy of our following proof will be also discussed.
Preliminary definitions
We start with the definition of Morrey spaces. Definition 2.1 ( [15, 18] ). Let µ be a measurable function. For 1 ≤ p < ∞ and 0 ≤ λ < 3, the
Here B(x, r) is the open ball in R 3 with radius r centered at x and µ T V (B(x,r)) is the total variation of µ. Particularly, we denote [15] ).
. We say that a pair (ω, j) constitutes the mild solution to the IVP (1.5) if they satisfy: for all 0 < t < ∞, x ∈ R 3 and i ∈ {1, 2, 3},
and
ω(x,t)
Here, formula (2.1) is understood in the sense of L 1 (R 3 ) and formula (2.2) means that for any given φ(x) ∈ C ∞ 0 (R 3 ), the functions
3)
4)
are both continuous at t = 0. Here and throughout this paper, the letter C or c, sometimes with certain parameters, will stand for positive constants not necessarily the same one at each occurrence, but are independent of the essential variables. We set R + := (0, ∞). For 1 ≤ p ≤ ∞, we denote p ′ by the conjugate index of p, that is 1/p + 1/p ′ = 1 (here we set 1 ′ = ∞ and ∞ ′ = 1). We also adopt the following simplified notations:
. We assume that all the functions in this paper are real-valued.
Main results
We now state our main results as follows. The Global-in-time well-posedness of (1.5) can be formulated as follows: Theorem 1. (Global-in-time well-posedness). We define
and the solution (ω, j) solves (1.5) in the classical sense for t > 0;
and the solution (ω, j) solves (1.5) in the classical sense for t > 0.
Remark 2. By (ii) of Theorem 1, taking q = 1, it is easy to see that there exists a global unique mild solution (ω, j) in [0, ∞) × R 3 to the problem (1.5) such that
when ω 0 1,1 and j 0 1,1 are small enough. For this case, the result obtained above can be regarded as an extension of the theory for NS equations in [15] to MHD. However, our proof indeed needs some new ideas due to the strong coupling between the fluid and the magnetic field.
Main strategies
The main purpose of the current work is to prove the global-in-time well-posedness of mild solutions to the Cauchy problem (1.5) , which generated a sequence from the iterative scheme of the vorticity equations and converged to a root by the Fixed-point theorem. Actually, in order to eliminate the total kinetic pressure term ∇P T in (1.1), one usual method is to apply the Leray projector P in [18] (P is a matrix 3 × 3 with elements (P) k,
are the Riesz transforms) or the curl operator in [15] . Considering the unboundedness of the Leray projector P in M p (R 3 ), we have to use the curl operator in this paper to handle ∇P T along the spirit of [15] .
However, the approaches used in [15] for establishing the existence of the NS system fail to apply to the corresponding problem of magnetohydrodynamic system directly due to some new mathematical difficulties:
• the strong coupling between the magnetic filed b and the fluid velocity u;
• one can not control ∇u p and ∇b p by ∇ × u p and ∇ × b p in M p (R 3 ), which are mainly reflected in estimating the cross term (u · ∇)b and (b · ∇)u.
Hence, compared with the theory for pure NS system, in order to overcome the difficulties mentioned above, some new observations are indeed required. Actually, we found that the following estimate plays a key role in establishing the global-in-time estimates for the desired mild solutions:
which means that we need to estimate ω θ,τ and b r,s . For this purpose,
• first, we estimate ω θ,τ when the initial norms ω 0 1,1 and j 0 1,1 are both sufficiently small. Lemma 3 in the Appendix B is introduced for this step. Particularly, we established the bounds for the map
T is convolution operator with heat kernel (see Proposition 4 in Appendix A);
• second, under the same initial data, we can control b r,s by ω θ,τ and ω 1,λ .
At last, we used a inequality that is similar to Lemma 3 in the Appendix B to get the wellposedness of the desired global solution.
Outline
The rest of the paper is organized as follows. In Section 3, we give the proof of Theorem 3, which is divided into the following two steps: The proof of Theorem 1, which can be regarded as the special case of Theorem 3, is listed at the end of the Section 3.
In Appendix, we give some basic properties of Morrey spaces and some technical lemmas. Among those, Appendix A is devoted to presenting some basic properties of Morrey spaces and some inequalities for Riesz potential and convolution operators with heat kernel and Biot-Savart kernel on Morrey spaces, and Appendix B is established to give some preliminary lemmas, which play an important role in our proof.
PROOF OF THEOREM 1
This section will give the proof of Theorem 1. Actually, Theorem 1 can be deduced by the following result, which is of interest in its own right. Theorem 3. We set
Assume that ω 0 p 0 ,q 0 and j 0 p 0 ,q 0 are small enough.
Then there exists a global unique mild solution (ω, j) on R + of (1.5) such that
In order to prove Theorem 3, we need to use the standard successive approximation scheme:
We now prove Theorem 3 by the following two parts:
Proof for part (i) of Theorem 3
Let (p, q, p 0 , q 0 ) ∈ E 1 . There exist two real numbers r, θ such that
For convenience, we set
The proof for part (i) of Theorem 3 will be divided into five steps:
Step 1: Estimates for the terms W 0 k,p,q , J 0 k,p,q ,W 0 k,p,q andJ 0 k,p,q . By (3.3) and Proposition 4, there exists a constant C 1 > 0 such that
4)
Due to part (i) of Proposition 2 and Propositions 3-4, there exists a constant C 2 > 0 such that
(3.7)
Note that 1
8)
Define the functions {u k } k≥1 by the following
Inequality (3.8) together with (3.9) yields that
On the other hand, by Proposition 4, there exists a constant A 1 > 0 such that
for all u 0 ∈ M p 0 ,q 0 (R 3 ). By (3.10), (3.11) and invoking Lemma 3, we can get
for all k ≥ 1, whenever
Step 2: Estimates for the terms W 1 k,p,q and J 1 k,p,q .
By (3.3) and Proposition 4 again, there exists a constant C 3 > 0 such that
(3.15) By Propositions 2 (i) and 3, one finds that Applying Proposition 4, there exists a constant A 2 > 0 such that 
(3.25) Therefore, by (3.12), (3.24) and (3.25), we have that, there exists C 5 > 0 such that
whenever
By (3.18), it holds that
Combining (3.26) with (3.28) implies that
Step 3: Estimates for the termsW 1 k,p,q andJ 1 k,p,q . By (3.3) and Proposition 4, there exists a constant C 6 > 0 such that 
Note that a > 1, b > 1 and
By (3.33), (3.34), Proposition 4, Lemma 2, Hölder's inequality and the following Young's inequal- (3.35) 
whenever the condition (3.27) holds. Applying Proposition 4 and Lemma 2, there exists a constant A 4 > 0 such that
Combining (4.38) with (4.37) implies that
Step 4: Conclusions.
Define the following mappings:
Let ω 0 , j 0 satisfy 
Step 5: Proof of the uniqueness.
Assume that there exist two global mild solution (ω, j) and (ω,j) on R + of (1.2) satisfy the estimates (3.1). From Step 4 we also see that
whenever (3.13) holds. For convenience, given a function f : R 3 × (0, ∞), we set For convenience, we set
Clearly,
By (2.1), it holds that
[ω](x,t) =ˆt
(3.47)
By Proposition 4, (3.46) and (3.47), there exists a constant C 8 > 0 such that
(3.49)
By Propositions 2 (i) and 3, there exists a constant C 9 > 0 such that
By the Hölder's inequality and the following Young's inequality
with a = 2p 2p−3+q and b = p 2p−3+q , we get from (3.52)-(3.53) that 
Proof for part (ii) of Theorem 3
Let
Step 1: Estimates for the terms W 0 k,1,q 1 , J 0 k,1,q 1 . By (3.3) and Proposition 4, one finds that
(3.58) Note that q 2 = q 3 p ′ + q p . By Proposition 2 (i), one has
Note thatp < p ′ and 1 p − 1 p ′ = 1 3−q 3 . This together with Proposition 3 implies that
then by invoking (vi) of Proposition 1, we can get
Combing (3.59) with (3.61)-(3.64) implies that
(3.65)
It follows from (3.60)-(3.64) that
(3.66)
Inequalities (3.57) and (3.65) imply that ω (k+1) (·,t) 1,q 1 ≤ G(·,t) * ω 0 1,q 1
(3.67)
Using (3.58) and (3.66), one has 
(3.70)
Observing that
Thus, it holds thatˆt
It follows from (3.69)-(3.71) that 
whenever (3.13) and (3.76) hold.
Step 2: Estimates for the termsW 0 k,1,q 1 andJ 0 k,1,q 1 . Note that 2
By (3.67), (3.68), Proposition 4, Lemma 2 and the following Young's inequality
.
(3.80)
Observe that
(3.79) and (3.80) together with Hölder's inequality imply that
By (3.81), (3.82) and (3.12), we havē 
Inequality (3.85) together with (3.83) also yields that
whenever (3.13) and (3.86) hold.
Step 3: Estimates for the terms W 1 k,1,q 1 , J 1 k,1,q 1 . By (3.3) and Proposition 4, we get
(3.89)
By the arguments similar to those used in deriving (3.65) and (3.66), one can get
+2 ω (k) (·, s) p,q ∇ j (k) (·, s) θ 1,q 1 ∇ j (k) (·, s)
∇ω (k) (·, s) p,q ).
(3.91)
It follows from (3.90) that
(3.92)
Noting that
It follows thatˆt
Similarly, we can get
On the other hand, by (3.65) we get
(3.98)
It follows from (3.88), Proposition 4 and (3.92)-(3.100) that
(3.101)
We get from (3.91) that
p,q ds.
(3.102)
Similar arguments to those in deriving (3.93) may yield that
It follows that
By (3.66), it holds that
(3.107)
Using (3.89), (3.106), (3.107) and Proposition 4, we have
(3.108)
Therefore, we get from (3.101), (3.108), (3.12), (3.29) and (3.77) that
when (3.13), (3.30) and (3.76) hold. On the other hand, by Proposition 4, it holds that Step 4: Estimates for the termsW 1 k,1,q 1 ,J 1 k,1,q 1 .
By (3.3), Proposition 4 and (3.90), it holds that
(3.114)
It was observed that 1 + q 1 −q 0 2
These facts together with (3.114), Proposition 4, Lemma 2, Young's inequality and Hölder's inequality imply that 
The rest of proof is essentially analogous to Steps 4 and 5 in the proof of Theorem 3 (i). We omit the details.
We now turn to prove Theorem 1.
(iv) Inclusion relations: for 1 ≤ r, s, τ, λ < ∞ satisfying s ≤ r, τ ≤ λ and 3−λ r = 3−τ s , S * f q,θ ≤ C f p,θ .
By motivated by the idea in [18, 24] , we have the following inequalities for the heat kernel and Biot-Savart kernel:
).
We define the following operators as follows:
Then the operators T i,t (i = 1, 2, 3) are bounded from M q 1 ,λ 1 (R 3 ) to M q 2 ,λ 2 (R 3 ) and depend on t continuously. Furthermore, one has for f ∈ M q 1 ,λ 1 (R 3 ),
where α i = 3−λ i q i (i = 1, 2) and constants C depends on q 1 , q 2 , λ 1 , λ 2 . Proof. The case λ 1 = λ 2 was proved in [29] . We shall adopt the ideas used in the proof of Proposition 2.4 in [29] to prove the case λ 1 < λ 2 . It was shown in [29] that
. Moreover, the function g t is another radial function enjoying the same properties as G(x,t) does. Hence, we only prove (A.1) since (A.2) and (A.3) can be proved similarly.
We now prove (A.1). Let β = n−λ 1 n−λ 2 . It is clear that β > 1 since λ 1 < λ 2 < n. Fix t > 0 and R > 0. It is clear thatˆ|
By Hölder's inequality with exponents p = β and p ′ = β ′ , we see that 
Combining (A.6) with the known estimates (A.2) and (A.3) in [29] implies that
where α i = 3−λ i q i (i = 1, 2). Then (A.1) follows easily from (A.7).
Appendix B
Appendix B is devote to presenting some technique lemmas, which are useful in the proof of of (ii) f (x) is monotonically non-decreasing in [0, x * ];
(iii) x k+1 ≤ f (x k ) for all k ≥ 0. If x 0 ≤ x * , then x k ≤ x * for all k ≥ 0.
Proof. It is clear that x 0 ≤ x * . Assume that x l−1 ≤ x * for all l ∈ {0, 1, 2, . . . , k} with some k ≥ 1. This assumption yields that
which yields x k ≤ x * . This concludes the desired conclusion by induction.
As a direct application of Lemma 1, we can get the following result. (ii) X k+1 ≤ a 1 + b 1 X 2 k for all k ≥ 0. Then one has
The following results play key roles in the proof of Theorem 3.
Lemma 2. Let G(x,t) = (4πt) − 3 2 exp(− |x| 2 4t ) and k = 0, 1. We denote ∇ 0 u = u and ∇ 1 u = ∇u.
Suppose that for fixed p 0 ∈ [1, ∞), q 0 ∈ (0, 3) and u ∈ M p 0 ,q 0 (R n ), there exists a constant A > 0 independent of u, t such that ∇ k G(·,t) * u p,q ≤ At Proof. Fix p > p 0 , q ≥ q 0 and q ∈ (0, 3). By our assumption we known that there exist p 1 , p 2 with p 1 < p, p 2 < p, p 1 < p 0 < p 2 such that ∇ k G(·,t) * u 0 p,q ≤ At Finally, we would like to remark that the following general formulas are useful for calculations with vector fields in R 3 . 
