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Abst ract - -A  (105, 10, 47) binary quasi-cyclic code is presented which improves the known lower 
bound on the maximum possible minimum distance. The generator matrix is characterized in terms 
of m × m circulant matrices, where m = 5. This code is extended with an even parity check bit to a 
(106, 10, 48) code which also improves the known bound. The weight distributions of these codes are 
presented. 
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1. INTRODUCTION 
Let V(n, 2) be an n-dimensional  vector space over the binary Galois field GF(2) ,  
y(n ,  2) = {x lz  = (xl, x2 , . . . ,  x , ) ,  x~ ~ aF(2)}. 
Denote a k-dimensional  subspace of V(n, 2) as C. C is said to be an (n, k) b inary l inear code 
and can be represented as the rowspace of a k × n generator matr ix.  This code contains 2 k 
codewords corresponding to all possible combinations of the rows of the generator matr ix .  Define 
the Hamming weight of a codeword x, w(x), as the number of nonzero elements in x, and the 
Hamming distance between two codewords xi  and xj, d(xi,xj), as the number of posit ions in 
which they differ. The min imum distance of a code is defined as the min imum Hamming distance 
between codewords 
dmin --- min{d(xi ,  xj), xi, xj C C, xi • wj }. 
For a l inear code the min imum distance is the minimum Hamming weight of its nonzero codewords 
dmin -- min{w(x i ) ,  xi C C, xi ~ 0}. 
Let Ai be the number of codewords of Hamming weight i in C. Then the numbers Ao, A1, . . . ,  An 
are called the weight distr ibut ion. 
The number of correctable rrors in a codeword is given by 
t_ -  Ldmin- i  ] • 
2 
thus it is desirable to find codes which maximize dmin. One of the most fundamental  and chal- 
lenging problems in coding theory is to find a l inear (n, k) code achieving the max imum possible 
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(or known) dmln- For binary linear codes, Brouwer and Verhoeff [1] have tabulated bounds on 
the maximum possible minimum distance for n, k _< 127. 
A code is called quasi-cycl ic (QC) if there is some integer s such that every cyclic shift of 
a codeword by s places is again a codeword [2]. Quasi-Cyclic codes were first investigated by 
Townsend and Weldon [3], Karlin [4,5] and Chen et al. [6]. Since then, extensive research as 
been done by Gulliver and Bhargava [7-9], among others. 
QC codes are known to be good codes [10]; in fact, it is conjectured that arbitrarily long 
QC codes meet the Gilbert-Varshamov bound [11] (if arbitrarily large primes exist with 2 as a 
primitive root). Their decoding complexity is manageable [5], and many QC codes are majority 
logic decodable [12]. A connection between QC codes and convolutional codes has been discovered 
by Solomon and van Tilborg [13]. This allows for the convolutional encoding and decoding of 
many QC codes. Wang et al. [14] have exploited this connection to construct QC codes from 
convolutional codes. 
Most known QC codes are (pro, m - r),  r >_ 0 or (pro, (p -  1)m) codes constructed from m x m 
circulant matrices [7-9]. In this case, a generator matrix can be obtained from the m x pm matrix 
a = c3 , . . . ,  cp],  (I) 
where Ci is an m x m circulant matrix of the form 
C = 
CO Cl C2 • • • Cm-I 
Cm-1 CO Cl • • ' Cm-2 
Crn - 2 Cm - 1 C0 " ' " Crn - 3 
: : : : 
C1 C2 C3 " " " CO 
(2) 
The algebra of m x m circulant matrices over GF(q) is isomorphic to the algebra of polynomials 
in the ring f [x ] /x  m - 1 if Ci is mapped onto the polynomial, ci (x)  = coi + c l i x  ÷ c2ix 2 + ...  + 
Cm_l , ix  m- l ,  formed from the entries in the first row of Ci [2]. Thus (1) can also be defined by 
a=(cl(z),c2(x),cz(z),...,cp(x)). (3) 
The polynomial notation is used here for convenience. 
The above codes (1) can be generalized to (pm, hm)  codes, h < p, with a generator matrix of 
G = 
the form 
C1,1 C1,2 C1,3 ..- Cl,p 
C2,1 C2,2 C2,3 " -  C2,p 
Ch,1 Ch,2 Ch,3 . . .  Ch,  p 
(4) 
2. THE (105 ,10 ,47)  QC CODE 
A code of the form (4) is considered where m -- 5, p = 21, and h -- 2, which has dimensions 
n -- pm -- 105 and k = hm = 10. The generator matrix in the form (3) is given by 
G=[  24 I 20 132 I 32 ] 32 I 30 ] 20 ] 24 I 30 ] 24 ] 36 I 32 I 20 I 32 I 24 I 20 I 32 I 32 I 32 I 30 I 24 ] 
2 10 23 30 0 25 17 34 4 11 23 4 25 35 13 37 7 26 20 24 25 
with the generator polynomials, c i (x) ,  given in octal, with the least significant coefficient on the 
right, i.e., C2,s = 23s, which corresponds to x 4 + x 3 + 1. The weight distribution is as follows. 
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Weight Count 
O 1 
47 145 -- 5.29 
48 200 -- 2.2.2.5.5 
51 165 -- 3.5.11 
52 145 -- 5.29 
55 96 -- 2.2.2.2.2.3 
56 80 -- 2.2.2.2.5 
59 85 -- 5.17 
60 66 = 2.3.11 
63 15 -- 3.5 
64 15 = 3.5 
67 5 
68 5 
75 1 
This code improves the lower bound on the maximum minimum distance for a (105, 10) binary 
linear code, as found in [1], by 1. Adding an even parity check bit to this code results in a (106, 10) 
code with minimum distance dmin -- 48, which also improves the bound in [1] by 1. The weight 
distribution of this extended code is as follows. 
Weight Count 
0 1 
48 345 -- 3.5.23 
52 310 -- 2.5.31 
56 176 -- 2.2.2.2.11 
60 151 = 151 
64 30 -- 2.3.5 
68 10 -- 2.5 
76 1 
This code has all weights divisible by 4, which follows from the (105, 10) code having weights of 
the form 4t and 4t - 1. The maximum known minimum distances of rate 2/19 quasi-cyclic odes 
are given in Table 1 (see the Appendix). Note that many of these codes attain the bound on the 
maximum minimum distance as given in [1]. 
3. CONCLUDING REMARKS 
The two codes presented provide xamples ofa construction for QC codes which has not 
previously been exploited to find good codes. These codes were found using a heuristic algorithm 
which has been successful in finding many other codes which improve the known bounds on the 
maximum possible minimum distance [7-9]. The codes presented here further the argument that 
the class of QC codes contains many good codes. 
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APPENDIX  
Table 1. Maximum minimum distances for (pro,  2m) quasi cyclic codes. 
P 
m 3 4 5 6 7 8 9 10 11 12 13 
2 2 =0 4 =0 4 =0 6 =o 6 -0  8 =0 8 =0 10 =o 10 -o  12 =o 13 =o 
3 2 =0 4 =o 6 =o 8 =°d4 8 =o 10 =°  12 =o 14 =0 15 -0 16 =o 18 =o 
4 3 =o 5 =0 8 =°d4 8 =o 10- 12- 16 =0 16 =o 18- 22 =o 22 
5 4 =0 6 =0 8 =o 11 =o 12 =°  16 =044 18 =o 20 = 23 = 24- 26 
6 4 =0 8 =Od4 9 = 12 =o 14- 17 = 19- 22 24 27- 30 
m 
P 
14 15 16 17 18 19 20 21 22 23 24 25 
2 14 =0 16 =0 16 =°d4 17 =0 18 =0 20 =0 20 =0 22 =0 22 =0 24 =044 24 =0 26 =0 
3 20 =o 22 =o 24 =°  24 =0 26 =0 28 =o 30 =o 30 =0 32 =0 33 =o 35 =0 36 =°  
4 24 =o 26 =0 28- 30 32 =°  34 =o 36 -o  38 40 42 45 48 =o 
5 29 32 = 34 = 36 40 = 41 = 44 = 47 e 48-  51- 53 56 
6 33- 36- 38 42- 44 46 49 52 
Notes :  n ° 
n-  
n e 
ndz  
a best QC code. 
equals the best minimum distance in [1]. 
one less than the best minimum distance in [1]. 
improves the best minimum distance in [1]. 
the code exists with weights divisible by z. 
