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ABSTRACT
As power systems evolve, integration of renewable energy, lightweight-turbine
generators and other electronic devices result in: 1) less inertia and maybe
worse primary frequency responses (from transient stability perspective of
view); 2) stricter ramping requirement (from system operation perspective
of view). Fast-acting storage devices can provide both energy and ancillary
services through some specific control algorithms. Such energy and ancillary
service designs for non-conventional units require test systems that represent
the characteristic complexity and features of actual power systems.
To provide insightful, realistic simulation results, a systematic method
based on statistics summarized from actual system models and publicly avail-
able data is developed to create synthetic networks that behave similarly to
actual models. Addition of cost and dynamic models into synthetic network
base models is essential for energy economic and transient stability studies.
The synthetic power system models are then used to study how inertia reduc-
tion impacts the system primary frequency response and oscillation behavior.
Both time-domain simulation and modal analysis technique are adopted to
study resource inertia’s impacts on power system dynamic responses. In par-
ticular, we investigate the locational dependence of inertia’s impacts on the
system.
Given the location-dependent influences of reduced inertia, we propose
an algorithm to control fast-acting storage devices for provision of virtual
inertia services. In addition to a commonly used metric - frequency - power
system dynamic performance is evaluated in terms of the rate of change
of frequency, as well. We verify the effectiveness of the proposed control
algorithm for enhancement of power system transient stability using a small-
scale test system and a large-scale synthetic network model. Comparison of
the proposed control algorithm with other storage control methods is also
addressed in this document.
ii
Furthermore, we develop two different formulations to model unit com-
mitment problems, in consideration of frequency stability constraints. One
formulation simplifies the system full dynamic model for integration into a
regular unit commitment simulation framework, while another constructs a
sensitivity-based model to estimate system frequency responses. Those two
simulation frameworks are applied to determine the economic value of virtual
inertia services and fast-acting storage devices to the system. We also com-
pare those two formulations through illustrative simulation studies. Those
results validate the proposed methods and contribute towards the develop-
ment of smarter algorithms on other non-conventional units for enhancing
power system stability and reliability.
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Power system operation and control cover a wide range of time [1],[2],[3],
as shown in Fig.1.1. The trend toward generation technologies with lit-
tle/no inertia, such as lightweight units and renewable energy resources, may
threaten the ability of present and future power systems to maintain their
transient stability. The uncertainty feature of renewable energy resources
poses challenges to guaranteeing the security and reliability of power sys-
tems during real-time operations and day-ahead planning activities. This
chapter begins with the motivation to develop control and operation strate-
gies for non-conventional resources to effectively provide energy and ancillary
services to power systems. A brief description of existing works related to
non-conventional generators’ control and operation is presented, and followed
by the research scope and contributions of this document. An outline of this
work is given at the end of this chapter.
Figure 1.1: Time ranges of power system phenomena, operation and control
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1.1 Motivation and Background
Industrial/commercial activities and modern social structure depend primar-
ily upon cost-effective and uninterrupted supply of electrical energy. The
Federal Energy Regulatory Commission (FERC) issued Order No.888, Order
No.889 [4] and Order No.2000 [5] to direct the formation of Regional Trans-
mission Organizations (RTOs) and Independent System Operators (ISOs),
which are responsible for coordinating, operating, monitoring and controlling
the electrical power systems. Medium- and long-term planning and system
design define necessary investments on generation units, transmission lines
and some other assets to ensure that energy demand is met adequately and
securely at the minimum cost, in alignment with different energy policy ob-
jectives [6]. Given a fixed set of electrical facilities, ISOs/RTOs are organizing
and operating day-ahead and/or real-time electricity markets to reliably pro-
vide services to end users [7]. Subject to different disturbances, the power
system should not only recover its normal state in minutes or hours, but also
withstand disturbances without unduly impacting the service to the loads or
its quality in time scale of seconds or shorter.
Load and generation must be maintained in balance for not only day-
ahead/real-time electricity markets covering periods from minutes to days,
but also system transient stability in the time scale of seconds. Otherwise,
frequency may deviate from its nominal value, which triggers a sequence of
frequency responses that cover multiple time frames:
• Primary frequency response (PFR):
Inertial response (up to a few seconds),
Governor response (up to tens of seconds);
• Automatic generation control or re-dispatch (a.k.a. secondary fre-
quency response, tens of seconds to tens of minutes);
• Spinning / non-spinning reserve deployment (a.k.a. tertiary frequency
control, up to hours).
An example of a typical power system frequency excursion is depicted in
Fig.1.2. The pre-contingency frequency (point A) is maintained approxi-
mately at its nominal value. After the loss of generation or sudden increase
in load, the system frequency drops over a few seconds to a local minimum
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Figure 1.2: Frequency responses in different time scales
or nadir frequency (point C) and recovers to a steady state (point B). PFR
performance is largely determined by inertia and governor responses of all
generators in the post-contingency system. Through network impedance,
load characteristics, machine characteristics, and stability controls all play
their parts.
Figure 1.3: Annual net generation by fuel type in U.S.[8]
As shown in Fig.1.3, the power system has evolved significantly in re-
cent years. However, the integration of lightweight generation units and the
development of renewable energy resources connected via electronic devices
may cause a significant reduction of total system inertia. In addition, gen-
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erators, especially renewable energy, usually operate at maximum power to
increase energy payment revenue and therefore have no headroom for under-
frequency governor response. With less inertia and governor responses, small
events could result in larger frequency excursions. The minimum/maximum
rate of change of frequency (RoCoF) and the minimum/maximum frequency
during the first several seconds after disturbances are commonly used to
evaluate system PFR performances [9]. Another commonly used metric is
Nadir-base frequency response β, which is defined by β =(generation/load
loss in MW)/(frequency deviation in 0.1Hz). Reports [10], [11] by the North
American Electric Reliability Corporation (NERC) indicated a declining fre-
quency response in both the Eastern Interconnection (EI) (shown in Fig.1.4)
and the Electric Reliability Council of Texas (ERCOT) footprints.
Figure 1.4: Average annual Beta measure of the Eastern Interconnection
frequency response for deviations greater than 20 mHz from 1994 to 2011
(1999 omitted due to incomplete data)
Post-disturbance system oscillation modes are also of interest for evalu-
ating the system transient stability, in addition to the minimum/maximum
RoCoF and frequency values during the first several seconds after distur-
bances. Power systems can experience a wide range of oscillations, ranging
from high-frequency switching transients to sustained low frequency (< 2 Hz)
inter-area oscillations affecting an entire interconnect. A system oscillation
mode is a natural property of an electromechanical system, and characterized
by its oscillating frequency, damping performance and effect area [12]. An
oscillation can be either undamped, positively damped (decaying with time)
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or negatively damped (growing with time).
As shown in Fig.1.5, once the primary frequency response, load shedding,
generator trip and some other control strategies are not sufficient to bring fre-
quency back, further frequency deviation may result in equipment damage or
even system collapse. However, under current operational practices, the in-
creasing penetration level of these lightweight and renewable energy resources
is expected to worsen the reliable operation/control and PFR performances
of power systems from the electricity market and transient stability points of
view. As a consequence, there is concern that future power systems will not
be able to provide sufficient emergency action in response to disturbances or
ramping responses to renewable energy output variations.
Figure 1.5: Frequency response and control [13]
Furthermore, for both RTOs and ISOs, power system models serve as the
basis for a wide range of applications, including resource planning, production
costing, environmental assessments, transient stability evaluation, reliability
and policy analysis. However, due to information confidentiality and secu-
rity issues, there is limited public access to actual power system models that
represent up-to-date characteristics of actual power grids for teaching, train-
ing, and research purposes. As such, there is a need to design a systematic
methodology for the construction of synthetic network models that can be
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applied in multiple areas related to power systems.
Accordingly, ongoing research is undertaken on methods to address those
needs, as described in Sections 1.2 and 1.3.
1.2 Literature Review
A simulation-based process was developed in [14] to estimate system inertia
constant. Papers [15] and [16] focused on the development of a mathematic,
closed-form expression for power system dynamic response using a simplified
model without consideration of network effects. Works [10, 11, 17] evaluated
the impact of reduced inertia on system minimum post-contingency frequen-
cies. In references [18, 19], the authors performed time-domain simulations to
analyze the impact of reduced inertia on frequency stability in consideration
of deep wind energy penetration. Some simulation results were presented
in [20] to demonstrate locational dependence of the impacts of virtual iner-
tia services. Modal analysis was used in [21] for analyzing phase angle-based
power system inter-area oscillation. Works [22, 23] applied modal analysis for
studies on inertia in consideration of deep solar energy penetration. The au-
thors also extracted modal information to investigate damping of inter-area
oscillations in large interconnected power systems [24].
Given the decline in generator inertia and governor response, both demand-
side and generation-side methods have been developed to enhance the PFR
performance of power systems. Researchers at the Pacific Northwest Na-
tional Laboratory concluded in [25] that the autonomous responsive load is
able to substantially benefit power system transient stability by providing
an adequate frequency response for a large interconnected system. Several
demand-side control strategies have been proposed in [26, 27, 28] to enhance
system PFR performances. Authors developed a complete process in [29] to
determine realistic wind oscillations for evaluating the contribution of the de-
centralized demand-side management to primary frequency control in power
systems with high wind penetration.
Current technologies enable storages of some types to respond up to its
maximum charging/discharging rate within 1 ms [30]. Some energy storage
techniques, such as fast-acting batteries and flywheel storage systems [31],
can quickly respond to frequency variations via some specified control strat-
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egy. The ABB integrates batteries, power converters, and system control
into a single solution that provides highly reliable and accurate frequency
regulation at much faster speeds than other technologies [32]. Empirical
experience has proven a successful implementation and deployment of sev-
eral grid-scale energy storage projects for frequency regulation services [33].
Several researchers [34, 35, 36] also demonstrated the valuable properties of
energy storage for frequency regulation on the electric grid.
There also exist methods to improve system PFR response from the gen-
eration side by adopting innovative control mechanisms for renewable energy
resources or developing different renewable plants capable of providing fre-
quency response. The traditional wind turbine control aims to maximize the
wind energy production without violation of its operational limits. Wind tur-
bine generators can be operated at a lower point and at reduced power, free-
ing up reserved capacity to respond to the change of grid frequency [37]. Sev-
eral supplementary droop-based control algorithms have been implemented
and evaluated in [38, 39] for wind turbines to improve the short-term fre-
quency dynamics.
The capability of storage techniques to improve system operational flexibil-
ity by providing energy services has been evaluated using transitional optimal
power flow and unit commitment simulation frameworks [40, 41, 42]. It is
also important to develop effective operation strategies on fast-responding
storage devices, in consideration of both energy (operational reliability) and
ancillary services (transient stability) [43]. An appropriate consideration of
transient stability security constraints is necessary when performing opti-
mal power flow, unit commitment and/or economic dispatch analysis. A
trajectory-based method was proposed in [44] to approximate system dy-
namic responses. Transient stability-constrained optimal power flow was
also formulated in [45] to evaluate nodal prices with flexible AC transmis-
sion system devices. Several techniques were developed in [46, 47] to solve a
transient stability-constrained optimal power flow problem.
Several IEEE test cases were established in 1962 to represent a portion
of the American Electric Power System (in the Midwestern US) [48]. Even
though several IEEE test cases with dynamics are available to the public
[49], there is limited access to actual large-scale power system models that
represent the complexity of today’s electricity grids for dynamic studies. As
presented in [50], actual large-scale system models are used to perform sim-
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ulations so as to provide realistic, insightful results. However, legitimate
security concerns severely limit the disclosure of information about actual
system models. Previous works [51], [52] presented a methodology to create
entirely fictitious synthetic power system networks that capture structural
and functional characteristics of actual power grids.1 To enable greater in-
novation on transient stability analysis and electricity markets, extension of
synthetic power system networks with generator cost data and dynamic mod-
els is acutely needed to provide realistic test cases for energy economic and
transient stability studies without revealing any sensitive information.
1.3 Scope and Contribution
To provide insightful and realistic simulation results, we perform all simu-
lations throughout this document using both small-scale test systems and
large-scale synthetic network models, which are built from statistics sum-
marized from actual system models and publicly available data. Extension
of synthetic network base models with generator cost models and genera-
tor/load dynamic models for energy economic and transient stability study
purposes is discussed in Appendix A.
Simulation results using various test systems are presented to provide in-
sights into the impacts of reduced inertia on system dynamic behaviors. Both
system PFR performances and oscillation modes are evaluated with inertia
varying at different locations. We perform time-domain simulations to ana-
lyze how system frequency response changes as inertia is reduced and loca-
tion of reduced inertia varies. In particular, modal analysis is also applied
to quantify the locational dependence of the impacts of the reduced resource
inertia on system oscillation behavior.
Given the observed system PFR performances as inertia is reduced, this
document aims to develop control mechanisms on non-conventional resources
- fast-responding storage devices (FSDs) - to enhance the reliability and re-
silience of power systems. On the transient stability side, this document
makes use of the fast-responding advantages of FSDs to design a differential-
based control algorithm to provide virtual inertial responses into the system.
Extensive simulations are performed to evaluate the effectiveness of the pro-
1Synthetic network models are available at: https://electricgrids.engr.tamu.edu/
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posed control algorithm. Since droop control is the core idea of typical FSD
control algorithms, we also carry out studies to compare the proposed control
algorithm and the droop-based control algorithm.
In addition, there is no market framework providing economic incentives
for market participants to offer inertia services. Thus, we devote one chapter
to formulate a modified linear security-constrained unit commitment (SCUC)
to determine the economic value of inertia services for power systems. Two
distinct formulations with frequency stability constraints of different approx-
imation levels are built for valuing virtual inertia services. Application of
the proposed simulation models to evaluate the contributions of multi-site
FSDs is also carried out, of which simulation results show the value of FSDs.
Differences between two different proposed formulations are also discussed.
1.4 Document Outline
The works described in Section 1.3 are presented over a number of chapters.
The structure of the remainder of the document is as follows.
In Chapter 2, we perform simulations using the synthetic network ex-
tended models to study the locational impacts of inertia. The impacts of
inertia on post-contingency frequency responses and oscillation modes are
investigated using time-domain simulations and modal analysis technique.
We propose one FSD control strategy to provide virtual inertial responses
for the enhancement of transient stability in Chapter 3. We devote Chapter
4 to describe the modifications essential to integrate system dynamics and
SCUC model to assess the economic value of the provided inertia services
and FSDs. Finally, the total research effort, both completed and proposed,
as described throughout this document, is given in Chapter 5.
There are several chapters providing supplementary but integral materi-
als. In Appendix A, we briefly describe the method for geographic substation
placement and transmission line topology design to create a synthetic net-
work base model. Extension of base models for energy economics studies and
transient stability analysis is discussed in detail. Appendix A also displays
the block diagrams of dynamic models used in this document. Detailed for-
mulation of a unit commitment problem with frequency stability constraints
is presented in Appendix B.
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Chapter 2
INVESTIGATION OF INERTIA’S IMPACTS
AND THEIR LOCATIONAL DEPENDENCE
A set of non-linear differential/algebraic equations (DAEs) is commonly used
for simulating power system dynamics, such as electromechanical oscillation
and angle stability. The system PFR simulations, which cover a period of
seconds, are typically simulated by system planners and operators using tran-
sient stability simulation software [53, 54]. For alternating current (AC) sys-
tems, frequency is the number of complete cycles per second in alternating
current direction. Bus frequency can be computed by analyzing a waveform
of bus voltage measurements. Generator frequency is the angular velocity of
a rotating synchronous machine connected to a system in unit of Hz. It is
always important to maintain frequency within a relatively narrow range. A
frequency relay will also be triggered if the measured frequency value changes
too fast.
The inertia of a machine is seen by the system as the injection or with-
drawal of electrical energy in response to the change of frequency. As gen-
eration resources in the power grid are changing to include more renewable
resources connected by power electronics and more lightweight generators,
the grid is shifting towards less inertia. With lower grid inertia, small events
result in larger frequency excursions, which, in turn, put a greater burden
on generator governors and worsen power system transient stability. In ad-
dition, oscillations are always present in the bulk power system due to the
electromechanical nature of the grid. Poorly damped oscillations may cause
system instability. Therefore, the goal of this chapter is to study the impacts
of resource inertia on power system PFR performances and their locational
dependence. This chapter also aims to investigate how system oscillation
modes vary with inertia being reduced and how this oscillation mode varia-
tion is related to the reduced inertia’s location.
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2.1 Background
This chapter starts with an overview of transient stability formulation and
the role of inertia in the formation. A brief discussion about the basic idea
of techniques to extract power system modal information is also included in
this section.
2.1.1 The Machine Swing Equation in System Transient
Stability Formulation
To determine response of the system over a time period of seconds to perhaps
a minute after a contingency, a set of differential and algebraic equations is
formulated in a general form as follows:
ẋ = f(x,y,u) (2.1)
0 = g(x,y) (2.2)
where x is the vector of state variables (i.e., rotor speeds), y is the vector of
algebraic variables (i.e., bus voltage magnitudes), and u is the input vector.
Those equations are integrated using either explicit or implicit methods [55].
Through network impedance, machine characteristics, load characteristics
and transient stability controls all play their parts in system dynamic re-
sponses. For each synchronous machine i, there are two differential equations
in (2.1), known as the swing equation:










= TMi − TEi −Di∆ωi (2.4)
TMi and TEi (in p.u.) are mechanical and electrical torques, between which
the difference results in the change of rotor angular velocity ωi (in rad/s) and





with a MVA base SB (in MVA) and rotor’s actual moment of inertia Ji (in
kgm2). Given a fixed difference between a generator’s mechanical input and
electrical output, rotor accelerates or decelerates faster if inertia is lower, and
vice versa. Sometimes, Di∆ωi (Di in s) is included to represent a damping
torque, corresponding to rotor speed deviation from its synchronous value.
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Fig.2.1 summarizes the distribution of normalized inertia values in a EI case
[56].
Figure 2.1: Normalized inertia values in a EI case [56]
2.1.2 Modal Analysis
Post-contingency system responses may experience oscillations that either
damp out, sustain or grow, as the nature of an electromechanical system.
Electromechanical oscillations can be roughly categorized into:
• Intra-plant oscillations;
• Local plant oscillations;
• Inter-area oscillations;
• Control mode oscillations;
• Torsional modes between rotating plants.
Those oscillatory responses can be measured and analyzed to extract modal
information of the system. The idea of modal analysis is to approximate a set




that could preserve the original signal’s properties such as oscillation fre-
quency and damping. ẑ(t) is typically obtained by solving the following










, where σm and ωm = 2πfm
are the real and imaginary parts of the eigenvalue λm associated with each
mode m. The value fm is mode m oscillation frequency. For each mode,
unique relationships among the four parameters are: a) when damping of
a mode decreases, the real part σm changes from positive to negative, and
vice versa; b) when frequency of a mode increases, the imaginary part ωm
increases, and vice versa.
In this chapter, the variable projection method (VPM) is used to determine
the characteristic oscillation modes observed from time series analysis [57].
We use oscillation frequency and damping ratio as metrics to analyze the
locational impacts of inertia on system oscillation modes.
2.2 Preliminary Studies: A Small-Scale Test Case
To reveal the system responses to varying resource inertia in a straightforward
way, we first use a simple 138 kV test system with three generators, as shown
in Fig.2.2.
Figure 2.2: One-line diagram of a three-bus test system
The first contingency considers an under-frequency event with a sudden
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Figure 2.3: Simulation results after an under-frequency event on the
three-bus test system with varying inertia
load increase by 10 MW at 1 second. Simulation results are visualized in
Fig.2.3 with total system inertia reduced by a percentage from 0% to 50%.
Given a fixed change rate of frequency, inertia reduction results in less elec-
trical power converted from mechanical energy of rotating parts. Thus, de-
creasing inertia lowers the post-contingency minimum frequency and makes
the frequency reach the minimum value earlier. In this small case, the sys-
tem is tightly connected and, consequently, the generators swing together
and the bus frequencies are very close to each other. Thus, when we con-
sider 200 MWs inertia reduction individually at each generator, the frequency
responses shown in Fig.2.4 are almost identical for three cases. However, os-
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cillation becomes more obvious when Gen 1 inertia is reduced. Thus, resource
inertia may also play an important role in the system oscillation modes.
Figure 2.4: Simulation results after an under-frequency event on the
three-bus test system with inertia reduced at various locations
The impacts of inertia variation on system oscillation modes are studied
in the second case, where a balanced three-phase fault is applied to bus 1
at 1 second and cleared 0.01 second later. Generator speeds are shown in
Fig.2.5 with total system inertia reduced by a percentage from 0% to 50%.
Two significant poor-damped modes (as presented in Fig.2.5) exist in the
original three-bus system: one at 2.096 Hz (fast mode) and one at 1.678 Hz
(slow mode). As the inertia is reduced, these two poorly damped modes
oscillate more frequently with higher magnitudes. This is because the inertia
reduction causes faster bi-directional conversion between rotor mechanical
energy and electricity, and thus the system is less able to mitigate those
oscillations. In addition, we also perform simulations with 200 MWs inertia
reduction individually at each generator. Different from the observation in
Fig.2.4, oscillation frequency and magnitude vary when the inertia reduction
occurs at different buses, as shown in Fig.2.6. Generator 1 inertia mainly
contributes to the first mode, while inertia of the remaining two generators
impacts more on the second mode.
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Figure 2.5: Simulation results after a three-phase fault event on the
three-bus test system with varying inertia
To provide insights into changes in oscillation modes, Table 2.1 displays
the modal analysis results on the three-bus test system with varying inertia.
Inertia reduction in Gen 1 slightly changes the slow oscillation mode, and
significantly speeds up and amplifies the fast oscillation mode. In contrast,
the slow oscillation mode oscillates faster with a higher magnitude and the
fast one changes little, as inertia in Gen 2 and Gen 3 is reduced. Furthermore,
300 MWs inertia reduction at Gen 1 results in unstable system frequency
responses with a negative damping ratio.
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Figure 2.6: Simulation results after a three-phase fault event on the
three-bus test system with inertia reduced at various locations
Table 2.1: Modal Analysis Results on The Three-bus Test System with
Varying Inertia at Each Generator
Generator 1 2 3
Mode
Inertia Ch- Freq Damp- Freq Damp- Freq Damp-
ange(MWs) (Hz) ing (%) (Hz) ing (%) (Hz) ing (%)
Slow
0 1.678 0.155 1.678 0.155 1.678 0.155
100 1.696 0.162 1.733 0.246 1.745 0.124
200 1.703 0.116 1.858 0.209 1.811 0.104
300 1.705 0.047 1.923 0.151 1.900 0.075
Fast
0 2.096 0.131 2.096 0.131 2.096 0.131
100 2.224 0.103 2.107 0.083 2.010 0.128
200 2.602 0.096 2.285 0.073 2.027 0.112
300 3.571 -0.058 2.393 0.058 2.034 0.143
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Both cases demonstrate that inertia contributes to not only system fre-
quency response, but also oscillation performances. The locational depen-
dence of resource inertia’s impacts on both aspects is also observed in this
small-test case system. However, inertia reduction at different locations
makes indistinguishable impacts on the primary frequency responses for an
under-frequency event since this network is tightly connected. Therefore, in
the remainder of this chapter, we perform simulation studies using synthetic
large-scale test systems, which cover a wide area and in which geographic
location plays an important role.
2.3 Locational Impacts of Inertia on System Primary
Frequency Response
Figure 2.7: Eight areas in the 2000-bus model
In this section, we use the 2000-bus model created in Appendix A to inves-
tigate the locational dependency of the impacts of inertia on system PFR per-
formances from time-domain simulation and modal analysis points of view.
There are eight areas on the ERCOT footprint, as shown in Fig.2.7. A high-
reserve case contains a total moment of inertia to be about 167,000 MWs.
Table 2.2 summarizes the total system inertia of online generation units of
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each area in the 2000-bus model. This section focuses on system dynamic
responses after under-frequency contingency events.
Table 2.2: Total Inertia of Online Generation Units of Each Area in The
2000-Bus Model
Area Name COAST EAST FWEST WEST
Inertia (MWs) 50487 14364 7753 3931
Area Name NCENT NORTH SCENT SOUTH
Inertia (MWs) 28106 13221 34245 15189
2.3.1 Extreme Case Studies
Figure 2.8: Locations of five selected generators in extreme scenarios
This subsection presents several extreme simulation scenarios, in each of
which inertia is set to be 0.1s for all but one generation unit in the specified
location where the generation unit collects all the remaining inertia value
(around 160,000 MWs). The five selected locations are Manor, Wadsworth,
Monahans, Blue Ridge and Denison. Fig.2.8 shows that Monahans, Blue
Ridge and Denison are far away from the contingency location, while Manor
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and Wadsworth are close to it. This subsection considers a contingency event
with a loss of 2,450-MW generation in the area SCENT.
Figure 2.9: System PFR performances in extreme scenarios
As shown in Fig.2.9, in terms of minimum frequencies, original >> Manor
≈Wadsworth > Monahans > Blue Ridge >> Denison; in terms of oscillation
and damping performances, original >> Manor > Wadsworth > Monahans
>> Blue Ridge >> Denison. In particular, the system in Blue Ridge and
Denison scenarios becomes unstable. Therefore, the preliminary study re-
sults reveal that the closer the inertia is to the contingency event, the more
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likely the inertial response could capture and eliminate the impacts of dis-
turbances on the rest of system. Inertia also has significant impacts on the
system oscillation modes and damping performances. We will perform more
simulations to verify what we have observed in these extreme scenarios.
2.3.2 System Frequency Response Simulation Results
There are three regions with similar total inertia: R1 with COAST (Case
1), R2 with SCENT and SOUTH (Case 2), and R3 with NORTH, NCENT
and FWEST (Case 3). For each region, we proportionally reduce the inertia
of each unit in that region such that the reduction in the regional total
inertia varies from 0 MWs to 25,000 MWs in increments of 5,000 MWs. For
comparisons, we perform the same simulations using the synthetic model
with the reduced total inertia of the system varying from 0 MWs to 25,000
MWs in increments of 5,000 MWs (reference: Case 0).
Figure 2.10: Range of nadir frequencies for all buses
At first, we consider an under-frequency contingency event with a loss of
2,450 MW generation in the area SCENT. Fig.2.10 presents the range of
minimum bus frequencies in each case. As the regional inertia decreases,
compared to the reference case, each case has significantly different mini-
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mum bus frequency ranges.1 For regions R1 and R2, the enlarging range
of minimum frequency shows that the reduction in inertia results in worse
PFR performances in terms of bus minimum frequency. However, different
from regions R1 and R2, the reducing inertia in region R3 improves the PFR
response. The contingency occurs much closer to generators in R1 and R2
than those in R3. Hence, in the first two cases, the generators near the con-
tingency event are less able to prevent the disturbance from spreading over
the network and pick up the decreasing frequencies as the inertia is reduced
in each region. As for the better PFR performance in the third case, this
is because these generators from the nearby R1 and R2 regions make pro-
gressively more and more contribution as we reduce the inertia in R3. This
observation verifies that the inertia changes in different locations not only
have distinct impacts on the system PFR performances, but also may drive
the system PFR performances to move in opposite directions.
Figure 2.11: Minimum bus Nadir frequency versus minimum system RoCoF
We also compute the minimum system RoCoF2, displayed in Fig.2.11.
With the reduction of the regional inertia, the minimum RoCoF value de-
creases correspondingly. This result is reasonable since the system with less
inertia has less capability to resist the deviation of bus frequencies from the
1For each boxplot, the upper and the lower bars correspond to the maximum and the
minimum values of the nadir frequencies, which the filled box covers the nadir frequencies
ranging from 10% to 90%.
2System RoCoF is computed by the average value of the RoCoF for each bus.
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nominal value after contingencies. Since the contingency events occur in the
region R2, the inertia reduction in region R2 has more significant impacts on
the minimum system RoCoF.
2.3.3 Modal Analysis Results: Well Damped Oscillation
Modes
Given the under-frequency contingency event, the system is observed to have
several well-damped oscillation modes with a damping ratio over 5%. In this
subsection, modal analysis is performed to study what role the location plays
in the well damped oscillation modes observed from the system frequency
response.
The locational dependency of the impacts of inertia on the system modes
is clearly shown in Fig.2.12. Compared to the results for the original case
Figure 2.12: Modal analysis results with 20000 MWs inertia reduction
without any reduction in inertia, the regional inertia reduction significantly
changes the damping ratio for the two well-damped modes (enclosed in the
dotted circle) and the fluctuation frequency for the three poorly-damped
modes (enclosed in the solid circle). However, we also note that the inertia
reductions in different regions have distinguishable impacts on the system
modes. For instance, for the 0.8 Hz mode, the inertia reduction in region R3
has more significant impacts than those in other regions.
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To further study the effects of the locations on those system modes, sensi-
tivity studies are performed to assess the locational impacts of system inertia.
For each region of R1, R2 and R3, modal analysis on bus frequencies is ap-
plied to see the movement of damping versus frequency, and the real part
versus the imaginary part of eigenvalues. The total inertia in each region is
decreased up to 70% (about 35,000 MWs) with 1% decrement. We consider
a loss of 2,450-MW generation in area SCENT as in the previous subsection.
For comparisons, Case 4 and Case 5 consider a contingency with a similar
generation loss in COAST and NORTH regions, respectively. A summary of
five cases is given in Table 2.3.
Table 2.3: Case Summary in Sensitivity Study






Fig.2.13 and Fig.2.14 show how the modes and roots change with respect
to the inertia reduction from 0% (black circle) up to 70% (white circle),
respectively, in the first three cases. We note that inertia reduction in R2
where the contingency occurs has resulted in larger frequency changes in some
modes and hence larger imaginary part movements. Real part movements
of the same modes are bigger than those of other cases and the damping
changes are more dramatic when inertia in R2 is reduced. This observation
is reasonable because R2 has a shorter distance to the contingency location
than other regions. Further simulations are needed to see if this applies when
a similar contingency occurs in other regions.
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Figure 2.13: Mode change w.r.t. inertia reduction in each region for a
contingency in R2
Figure 2.14: Root locus w.r.t. inertia reduction in each region for a
contingency in R2
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Fig.2.15 and Fig.2.16 display the changing trend of modes and root locus
when a contingency with a similar generation loss occurs in COAST and
NORTH regions, respectively. The inertia of each region decreases from
0% (black circle) up to 70% (white circle). Here, Fig.2.15 and Fig.2.16 are
compared with Cases 1 and 3 in Fig.2.13 and Fig.2.14, respectively. It is
noticeable that the relationships between the four parameters are consistent
for all simulations regardless of the location of the contingency. When a
contingency occurs in a region with decreasing inertia, it tends to have more
significant impacts on its modes. Especially, the frequency and the real part
of some modes are more sensitive to the inertia reduction.
Another point to note is discontinuity characteristic of mode change and
root locus as the inertia reduces. Some modes always exist from 0% all the
way up to 70% of inertia reduction while other modes only show up in a
particular period of inertia reduction. This may be due to the decrement
being too big so the subtle changes are not observed. However, reducing the
resolution of inertia reduction (such as to 0.1%) does not reveal the vanishing
modes. The VPM is a measurement-based approach and hence oscillation
modes with a trivial magnitude are not observable for a certain period of
inertia reduction. For example, Mode 2 in case 1 (Fig.2.13) covers inertia
reduction from 0% to 49% and Mode 5 covers from 65% to 70%. As shown in
Fig.2.13 and Fig.2.14, the end of Mode 2 and the beginning of Mode 5 in case
1 almost collide, but there is a period of inertia reduction where the mode
does not appear. These two modes could be continuous, but the magnitude
of the period becomes too small to be observed. Further simulations are run
to show that a threshold value in modal analysis can have obvious impacts on
the observability of modes. The modal analysis method used in the document
has singular value threshold which is set to 0.025 for all simulations. When
the value is lowered, more modes are observable and all the existing modes
with the original threshold have a slightly different parameter values in order
to match the original signal with more modes.
In this section, simulation results are presented to verify the locational
impacts of inertia on system PFR performances, and associated well-damped
oscillation modes. The next section will focus on a test case with poorly
damped oscillations and run simulations to see how those oscillation modes
behave as inertia in different locations is changed.
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Figure 2.15: Mode change and root locus w.r.t. inertia reduction in R1 for
a contingency in R1
Figure 2.16: Mode change and root locus w.r.t. inertia reduction in R3 for
a contingency in R3
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2.4 Locational Impacts of Inertia on Poorly Damped
System Oscillation Modes
In this section, a set of scenarios with various inertia at different sites are
constructed to show, for a power system, what effects the inertia and its
location have on oscillation modes, in particular those poorly damped ones.
This section adopts a modified 2000-bus model with its load level changed to
67 GW. Table 2.4 summarizes the total inertia of online generation units by
area in this modified synthetic network dynamic model. This system has a
total inertia of 390 GWs from online generation units, and R2 and R3 have
similar total regional inertia, which is lower than that of R1.
Table 2.4: Total Inertia of Online Generation Units of Each Area in the
2000-Bus Model with Its Load Level Set to 67 GW
Area Name COAST EAST FWEST WEST
Inertia (MWs) 153548 26638 8318 301
Area Name NCENT NORTH SCENT SOUTH
Inertia (MWs) 83090 11626 74521 34557
The test system experiences natural oscillations triggered by either a three-
phase bus fault, a transmission line outage or a forced oscillation. In this
section, we focus on local plant oscillations. The major effect area of the
local plant oscillation is localized to a small set of generators close to each
other and lines connecting them [58].
2.4.1 Case Study Set I: Natural Oscillations Triggered by A
Contingency Event
Table.2.5 provides details on Case Set I. Each subset in Study Set I has a
local oscillation caused by a few generators, defined as set O . Study Set I
aims to study how local oscillations are impacted by the amount and location
of inertia of generator set O (local inertia), nearby generators in the same
region as O (nearby inertia) and ones far away from O (remote inertia). In
both Study Sets I.1 and I.2, Case (a) performs studies using the original
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system. Cases (b) and (c) reduce remote inertia in one region by 50 GWs.
Nearby inertia that does not include that of generators in O is reduced by
50 GWs in Case (d). Inertia of generators in O is decreased by 50 % in Case
(e).
Table 2.5: Case Study Set I Detail
Case I.1 I.2
Event Type three-phase bus fault single line outage
Event Location R1 R3
Oscillation Origin R3 R1
Local Inertia O1 O2
Nearby Inertia
R3 R1
(O1 excluded) (O2 excluded)
Remote Inertia R1 & R2 R2 & R3
Case Set I.1 considers a three-bus fault in R1, which occurs at 1 s and is
cleared 0.01 s later. As shown in Fig.2.17(a), the original system experiences
a 0.66 Hz local oscillation caused by the generator set O1 in R3. Fig.2.17(b)
and (c) present bus frequencies with a 50 GWs regional inertia reduction
in R1 and R2, respectively. Results in Fig.2.17(d) are obtained after R3
regional inertia of online generators (O1 excluded) is reduced by 50 GWs,
while those in Fig.2.17(e) are obtained after inertia only of generator set
O1 is reduced by 50%. Oscillation frequency and damping ratio are also
displayed in Fig.2.17(a)-(e). Nearby and remote inertia reduction slows down
this oscillation and improves its damping performance. However, impacts
of both nearby and remote inertia reduction on this local oscillation are
trivial. In contrast, the local inertia reduction significantly worsens this local
oscillation. Due to decreased local inertia, this mode oscillates faster and its
damping ratio becomes negative, which causes an unstable system frequency
response.
In Case Set I.2, after a transmission line in R3 is open, this test system
experiences a 1.66 Hz local oscillation caused by the generator set O2 in R1.
Similar to case design in Set I.1, Case I.2.b and Case I.2.c study the im-
pact of remote inertia by running simulation with a 50 GWs regional inertia
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Figure 2.17: Simulated bus frequencies in Case Study Set I.1
reduction in R2 and R3, respectively. Case I.2.d reduces the R1 regional in-
ertia of online generators (O2 excluded) by 50 GWs, and Case I.2.e decreases
inertia only of generators in O2 by 50%. Comparing with Case Set I.1, we
observe very different results in Case Set I.2. The well-damped oscillations
in Fig.2.18(e) show that local inertia reduction significantly improves local
oscillation. Nearby and remote inertia reduction significantly worsens this
oscillation. In particular, oscillations in Cases I.2.b-I.2.d are growing with
negative damping ratios. This is because the generators near the local oscil-
lation origin are less able to prevent the oscillation from spreading over the
network and disturbing the network as their inertias are reduced.
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Figure 2.18: Simulated bus frequencies in Case Set I.2
Both case sets indicate an important role of local inertia in the local oscilla-
tions. Local inertia reduction may largely deteriorate or alleviate oscillations.
Decreased nearby and remote inertia typically worsen local oscillations, and
its severity varies by location. Furthermore, the locational variation in the
impacts of local inertia, nearby inertia and remote inertia also depends on
the current system operating condition.
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2.4.2 Case Study Set II: Natural Oscillations Triggered by
Forced Oscillation
To further study the effects of the inertia and its location on system oscillation
modes, we perform sensitivity studies with a forced oscillation to trigger
system oscillations. In Case Set II, we subject this system to a 1 Hz forced
oscillation for a generator in R1. This causes a poor-damped oscillation @
2.1 Hz, and one well-damped oscillation @ 0.25 Hz. For each region, we
proportionally reduce the inertia of each unit in that region such that the
reduction in the regional total inertia varies from 0 MWs to 50,000 MWs in
increments of 5,000 MWs. For comparisons, we perform the same simulations
using the synthetic model with the reduced total inertia of the system varying
from 0 MWs to 50,000 MWs in increments of 5,000 MWs (reference: Case
0).
Figure 2.19: Modal analysis results in Case Set II
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Fig.2.19 displays the change of oscillation frequency and damping ratio
with respect to the reduction in regional inertia. We note that the inertia
reductions in different regions have distinguishable impacts on the system
modes. In particular, inertia reduction in R2 causes the 2 Hz mode to move
from poorly damping to negatively damping. We also note discontinuity in
oscillation mode change as the inertia reduces. Some modes always exist from
0 GWs all the way up to 50 GWs of inertia reduction, while other modes only
show up in a particular period of inertia reduction. This is because the VPM
is a measurement-based approach and hence the modes with a sufficiently
small magnitude are not observable for a certain period of inertia reduction.
For instance, when the regional inertia in R1 is reduced by more than 15
GWs, the 2-Hz mode vanishes.
2.5 Summary
In this chapter, both a small-scale test system and a large-scale synthetic
dynamic model were used to study the inertia’s impacts on system primary
frequency responses and oscillation modes. The minimum frequency and the
maximum RoCoF magnitude were computed for evaluating system PFR per-
formances. Assessments of oscillation modes were based on their oscillatory
frequency and damping ratio. System PFR performances were obtained after
generation-loss contingency events. Natural oscillation modes were triggered
by either a three-phase bus fault, a transmission line outage or a forced os-
cillation. Both time-domain simulation and modal analysis results indicated
that the impacts of inertia on power systems vary by location. As such,
inertia should be an important factor to consider during power system plan-




ANCILLARY SERVICE DESIGN FOR THE
ENHANCEMENT OF PRIMARY
FREQUENCY RESPONSES
The variety of potential applications of energy storage systems has promoted
many research opportunities and development of different storage technolo-
gies [59]. In this chapter, we primarily focus on the application of storage
systems for frequency regulation. Storage response time, which is defined
as the time a device takes to provide energy at its full rated power, is an
important characteristic of storage devices during system dynamic process.
Storage techniques, such as pumped hydro and compressed air storage, have
a response time typically from seconds to minutes, while some others, like fly-
wheels and batteries, are able to respond within milliseconds. Fast response
time makes FSDs ideal for regulating power system transient stability [60].
The capability of FSDs to regulate system frequency has been addressed in
works [34, 35].
Even though there are different FSD control algorithms used in the lit-
erature [61, 62, 63], those storage dynamic models typically provide droop
control. In other words, those FSDs are designed to respond to the frequency
deviation ∆f , the change of frequency. Inertial response can be mimicked by
using FSDs since they can react to its maximum charging/discharging rate
within 1 ms. Thus, FSDs can be controlled to change their outputs, corre-
sponding to ∆ḟ , the rate of change of frequency. Mathematically, to mimic
inertial responses is a differential control.1 In this chapter, we address the
utilization of FSDs as a potential method to provide some additional inertia
into the grid during the system transient processes. A simplified structure of
a storage system is adopted here. Furthermore, we also perform simulation
studies to reveal the advantage of the proposed differential control over the
commonly-used droop control, in terms of system PFR enhancement.
1Differential control is a control action based on the derivative change of the control
error.
34
3.1 Virtual Inertial Response Design for Fast-acting
Storage Devices
Without any specified control strategy, post-contingency storage output ps
(in p.u.) is fixed at a constant value ps0. We make use of the fast-responding
advantages to design a control algorithm to provide some virtual inertia Hs
into the system. The core idea of this design is to control storage output
such that local frequency behaves as if there is an additional inertia of value
Hs with storage output remaining at its initial value ps0 (Base: SB in MVA).
As such, the swing equation for the conventional unit i at a generator bus
where the FSD is sited, is modified to be:
∆ω̇i =







where pmi and p
e
i are the mechanical input and the electrical output in p.u.,
respectively, for the conventional plant with the base SB MVA. The local
frequency is represented by fi in p.u. with the nominal value fB = 60 Hz.
Assuming that there is a virtual rotating speed ωi in p.u., corresponding to
the per-unit frequency fi, we have ωi = fi with its nominal value ωB = 2πfB
in rad/s. As such, the control algorithm developed in [20], [64] becomes:
∆ps = ps − ps0 = −2Hs∆ω̇i = −2Hsω̇i (3.3a)
∆ps ∈ [ps − ps0, p̄s − ps0] (3.3b)
We observe that the control signal is purely dependent on the local frequency.
This can be verified by a more intuitive derivation with the assumption that




s or equivalent moment of
inertia - Js MWs. Correspondingly, the FSD has a virtual kinetic energy
Es = 1
2
Js(ωs)2 at the virtual mechanical frequency ωs = ωiωB
r
, with r pairs
of virtual poles, and will respond to the frequency deviation by:
−∆P s = Ės = Jsωsω̇s ⇔ −∆ps = 2Hsωiω̇i ≈ 2Hsω̇i (3.4)
In general, a bus and the synchronous generators connected to that bus
do not necessarily have the same frequency values. The control signal may
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come from the frequency measured at either a generation unit or a bus. This
work uses the bus frequency as the control signal.
Here we provide a numerical example to illustrate the proposed control
strategy of storage to mimic inertia. Considering a generation set of I con-
ventional units, we utilize the primary frequency response analysis model,
shown in Fig.3.1, from [2, 3], which 1) ignores the network effects; 2) assumes
all the generators move coherently as a single lumped mass; 3) assumes that
system load damping behaviors are lumped together and modeled as a single
constant. A generic storage dynamic model is also included in Fig.3.1.
Figure 3.1: Block diagram representation of a uniform frequency dynamic
model with the generic storage dynamic model to mimic inertial response
Table 3.1: Parameters in the Uniform Frequency Simulation Model
parameters / % Ti,1 Ti,2 Ti,3 Load
value 0.5 s 2.5 s 7.5 s 10 p.u.
Consider a system with conventional units with inertia varying from 4 s
to 3 s and time constants Ti,1, Ti,2 and Ti,3, respectively, shown in Table
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3.1. For the contingency with a sudden load increase of 1 p.u. from the
base load 10 p.u. and initial storage output of 0 p.u., we perform dynamic
simulations for storage with virtual inertia value Hs of 0 s, 3 s, 6 s and 9 s.
We present the storage output and frequency deviation in Fig.3.2. We note
that the higher the virtual inertia is, the better frequency response the system
has and the higher charging/discharging capacity the storage needs to have.
Provision of virtual inertia improves the system PFR response by increasing
the minimum frequency and delaying its appearance. This is reasonable since
the FSD with a higher virtual inertia value is able to provide more power
given a fixed change rate of frequency.
Figure 3.2: Impacts of virtual inertia on power system PFR performances
We also compare the influences of using storage control scheme with equa-
tions (3.3) for an virtual inertia value of 6 s, and using the equivalent inertia
value (H ← H + Hs) with a fixed storage output (=0 p.u.) on the dynamic
simulation results, as shown in Fig.3.3. The nearly indistinguishable curves
verify the correctness of the proposed control scheme.
Figure 3.3: Dynamic simulation with different storage representations
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For more realistic simulations, we perform simulations with Hs = 9 s and
considering the limited storage charging/discharging capacity. We note in
Fig.3.4 the storage with a tighter bound on the charging/discharging rates
has less capability to mimic inertia and makes less contribution to the PFR
improvement.
Figure 3.4: Dynamic simulation considering the upper bounds on storage
charging and discharging rates with Hs = 9 s
In addition, we perform studies to investigate the impacts of different initial
outputs ps0 on the performances of the fact-acting storage to mimic the
inertial responses, in consideration of the charging and discharging capacities
to be 10 MW and Hs = 3 s. The results shown in Fig.3.5 indicate that
the storage devices in charging status help the system arrest the frequency
while those in discharging status contribute less to the minimum frequency
compared to the case without storage. Furthermore, we note that the storage
with -10 MW initial output can contribute to the inertial responses right
after the contingency occurs while the storage with 10 MW initial output
starts to help arrest the frequency deviation only after the frequency has
been dropping for a second. The observation is reasonable since there can be
more conventional units online with higher outputs to contribute to frequency
regulation, and FSDs have more headroom to respond to the decease in
frequency, when the storage device is withdrawing electricity from the grid.
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Figure 3.5: Dynamic simulations with varying initial storage outputs and
considering the upper bounds on storage charging and discharging rates
3.2 Fast-acting Storage Devices Modeling
In order to obtain more realistic results, storage dynamics, response time and
communication delay are considered in the proposed simulation framework.
The generalized structure of the grid-connected storage system is shown in
Fig.3.6, with the controllers that regulate the dynamic response of the FSD
[62]. The local frequency ωi is regulated through storage real power by a
Figure 3.6: Generalized structure of the grid-connected storage system
storage control module while the voltage at the point of connection with
the grid is regulated through storage reactive power by a voltage control
module. In this document, a simplified dynamic behavior of the storage
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module is synthesized by two lag blocks with time constants: T sp1 and T
sp
2 .
Specifically, the storage control module proposed in [62] is modified to provide
inertial responses with Kpd = 2Hs. The simplified FSD dynamic model is
visualized in Fig.3.7. As shown in [62], the storage performances using the
simplified model are close to those using detailed models. Thus, it is proper to
adopt this simplified storage model. For further detailed comparison of this
simplified storage model with others, we refer readers to work [62]. In this
section, we re-perform all simulations in the previous section in consideration
of the storage dynamics.
Figure 3.7: Simplified FSD dynamic model
We present in Fig.3.8 the storage outputs and frequency deviations w.r.t.
different virtual inertia values in consideration of FSD dynamics. Similar
to results in Fig.3.2, the higher the virtual inertia is, the better frequency
response the system has. Correspondingly, a higher virtual inertia value re-
quires a higher charging/discharging capacity for FSDs. The consideration of
time constants avoids a sudden spike in FSD power output. As shown Fig.3.9,
when storage capacity is less than 30 MW, the improvement brought by the
virtual inertia on the system PFR performances is reduced as the charg-
ing/discharging capacity decreases. As shown both in Fig.3.5 and Fig.3.10,
different storage initial outputs have significant impacts on the system PFR
perforamces.
40
Figure 3.8: Impacts of virtual inertia on power system PFR performances
in consideration of FSD dynamics
Figure 3.9: Dynamic simulation considering the upper bounds on storage
charging and discharging rates and FSD dynamics with Hs = 9 s
Without consideration of the storage dynamics, FSD will respond to fre-
quency deviation simultaneously, but may result over-reacting or overshoots
when virtual inertia value is set at a relatively high value. As such, by com-
paring the simulation results in Fig.3.8, Fig.3.9 and Fig.3.10, consideration
of storage dynamics smooths the FSD power output and even improves the
system PFR performance in terms of minimum frequency values.
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Figure 3.10: Dynamic simulations with varying initial storage outputs in
consideration of FSD dynamics
Figure 3.11: Dynamic simulation considering varying storage dynamics
setting and virtual inertia value
Furthermore, we provide in Fig.3.11 the minimum frequency values under
different storage settings with virtual inertia value varying from 0 s to 9 s.
We also multiply the time constants of the FSD dynamic model by a multi-
plier from 0 to 5. As the additional inertia increases, the post-contingency
minimum frequencies increase due to more contribution from the fast-acting
storage device. We note that the longer communication and storage response
delays make the storage contribute less to the improvement in the minimum
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frequency. However, this observation fail to hold when virtual value is high.
Larger virtual inertia value and smaller time constants result in inappropri-
ately quick responding speeds, which may cause overshoots and hinder the
contribution of FSD to improve the system PFR performances.
3.3 Comparisons between Differential and Droop
Controls
FSDs under no control algorithms remain idle and do not respond to fre-
quency change during system dynamic process. It is not reasonable to com-
pare simulation results purely with and without applying a control algorithm.
Therefore, FSDs in the case without applying the proposed control algorithm
adopt some other control algorithm typically used in the literature.
Even though there are different FSD control algorithms, the core idea of
those algorithms is typically to provide droop control. Under droop control,
the larger the frequency deviation is, the higher the FSD output is, and
vice versa. Under the proposed control algorithm, the faster the frequency
changes, the higher the FSD output is, and vice versa. In this section, we
perform simulations using the uniform frequency model and the ACTIVSg2k
model to study how FSD’s contribution to system PFR performance differs
when different control algorithms are considered. Storage control parameters
are generally tuned to improve system frequency responses. All following
comparison studies are to tune (a) Kpd under the proposed control algorithm
and (b) Kpp under droop control, given the same control objective.
We first use the uniform frequency dynamic model in the previous sec-
tion to provide illustrative comparisons between (a) the proposed control
algorithm and (b) droop control, as shown in Fig.3.12.
Figure 3.12: Simplified FSD dynamic model with droop control
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Fig.3.13 presents the simulated minimum frequencies and RoCoF values
with respect to (a) varying Kpd under the proposed control algorithm and (b)
varying Kpp under droop control. FSDs under either control algorithm are
able to improve system frequency responses, in terms of both the minimum
frequency values and the minimum RoCoF values. However, for the same
improvement in the minimum frequency, the contribution of FSDs under
the proposed control algorithm to improving the minimum RoCoF values
is more significant than that of FSDs under droop control. The minimum
frequency improvement when Kpd changes from 0 to 20 is nearly the same as
that when Kpp changes from 0 to 30. Correspondingly, the minimum RoCoF
improvement when Kpd changes from 0 to 20 is much more than that when
Kpp changes from 0 to 30.
Figure 3.13: Simulated minimum frequency and RoCoF w.r.t. (a) varying
Kpd under the proposed control algorithm and (b) varying Kpp under droop
control
To provide further insights into our observations, we perform simulations
for (a) Kpd = 20 under the proposed control algorithm and (b) Kpp = 30
under droop control. As shown in Fig.3.14 and Fig.3.15, the same minimum
frequency is observed under two different control algorithms. We note that
the system with FSDs under differential control has better RoCoF behavior
and reaches its minimum frequency later than that of the system with FSDs
under droop control. By providing virtual inertial responses, those FSDs are
able not only to lower the maximum RoCoF magnitude, but also to increase
the minimum frequency value as what FSDs do under droop control. This
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is because virtual inertial responses can slow down the change of frequency,
and thus provide enough time for governor responses to pick up frequency
before it violates the minimum requirement.
Figure 3.14: Simulated frequency w.r.t. to (a) Kpd = 20 under the proposed
control algorithm and (b) Kpp = 30 under droop control
Figure 3.15: Simulated RoCoF w.r.t. to (a) Kpd = 20 under the proposed
control algorithm and (b) Kpp = 30 under droop control
Here, we use the 2000-bus test system to illustrate the contribution of
multi-site FSDs under different control algorithms. FSDs are located in dif-
ferent buses. Since storage control parameters are generally tuned to improve
system frequency responses, we adjust control coefficient Kpd or Kpp such the
system achieve the same minimum frequency improvement. We compute Ro-
CoFs for comparison purposes.
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Figure 3.16: Simulated frequency and RoCoF values using the ACTIVSg2k
model without and with FSDs under different storage controls
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As shown in Fig.3.16(a), the minimum frequency and the maximum Ro-
CoF magnitude are 59.64 Hz and 0.53 Hz/s, respectively. The simulation
results show that the deployment of FSDs helps the grid satisfy minimum
frequency and maximum RoCoF magnitude requirements at each bus. When
the system minimum frequency is increased by 0.02 Hz in both cases, we ob-
serve improvements in RoCoFs as well. However, FSDs with the proposed
algorithm contribute more to RoCoFs. For instance, the frequencies at differ-
cent buses in Fig.3.16(b) oscillate more significantly than those in Fig.3.16(c).
Bus frequencies in Fig.3.16(c) drop more slowly than those in Fig.3.16(b).
Specifically, the maximum RoCoF magnitude in Fig.3.16(c) is smaller than
that in Fig.3.16(b). This is because virtual inertial responses can slow down
the change of frequency, and thus provide more time for the system to pick
up frequency.
3.4 Summary
In this chapter, we developed a control strategy for FSDs to provide vir-
tual inertia service into the power grid. Both uniform frequency model and
a large-scale synthetic model were used for comparing contributions pro-
vided by FSDs to enhance system PFR performances under different control
schemes. There exist advanced and robust control algorithms, and we also
find out that they are typically based on droop control. Mathematically, to
mimic inertial responses is a differential control. Stabilizing frequency means
not only to bring frequency back to the nominal value, but also to prevent
frequency from changing too fast. Therefore, the advantage of the proposed
control algorithm over the typical droop control is that it is able to signif-




VALUING OF VIRTUAL INERTIA
SERVICES AND FAST-ACTING STORAGE
DEVICES
In this chapter, we develop a frequency stability constrained unit commit-
ment (FSCUC) tool to evaluate the economic value of virtual inertia service
and FSDs, from the electricity market point of view. The primary challenge
is to integrate nonlinear frequency stability constraints into a unit commit-
ment simulation framework. To do so, two different FSCUC formulations are
developed in this chapter.
• Frequency Stability Constrained Unit Commitment with Simplified
System Dynamics (FSCUC-U) - We first simplify the original sys-
tem dynamic model using the uniform frequency model. We discretize
the dynamic equations and incorporate them into a unit commitment
framework as frequency-stability security constraints, representing sys-
tem dynamic performance requirements of interest. We also develop
equivalence transformation to convert nonlinear constraints into linear
formats. As such, a FSCUC-U formulation is a mixed integer linear
programming (MILP) problem, which can be solved using conventional
optimization techniques.
• Sensitivity-Based Transient Frequency Constrained Unit Commitment
(FSCUC-S) - This is an iterative unit commitment simulation frame-
work. At each iteration, we update all sensitivity parameters (for ex-
ample, minimum frequency improvement at each bus with respect to
the change of each unit’s power output), conditioned on unit commit-
ment plan determined in the previous iteration. We formulate linear
frequency stability constraints using those sensitivity parameters. So-
lutions to a FSCUC-S problem are found using a proposed iterative
algorithm.
Some illustrative simulation results are presented to demonstrate the effec-
tiveness of these proposed methods to assess the economic value of the virtual
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inertia service and FSDs, qualifying the proposed tool to answer a wide array
of what if questions on inertia service and FSD assessment.
4.1 Overview of A FSCUC Problem
A unit commitment tool is used to determine a generation plan that min-
imizes the electricity production cost while satisfying a set of physical and
operational, security and reliability constraints [65]. Without frequency sta-
bility constraints, the scheduled generation plan may or may not have satis-
factory dynamic performances. Here, we perform some preliminary studies
to highlight the need for construction of a FSCUC simulation framework,
followed by two different FSCUC problem formations in later sections.
4.1.1 Preliminary Studies
The GSO 37-bus system shown in Fig.4.1 has nine generators [55].
Figure 4.1: One-line diagram for GSO 37-bus test system
The original system supplies a total load of 1,194 MW. In this preliminary
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study, we consider a contingency of sudden load increase by 60 MW to see
the impacts of different generation plans on the total production cost and
system PFR performance. Case 1 runs a regular OPF with all units available
for commitments, and the minimum generation cost is $23,460. Under the
minimum-cost generation plan, the system minimum frequency is 59.719 Hz.
Case 2 forces one more unit online, and achieves a minimum-cost generation
plan at $24,493 and a minimum frequency of 59.767 Hz, higher than that in
Case 1. In Case 3, we redistribute generation among those generators. The
test system in Case 3 has a total generation cost of $24,792. However, such
a redistribution results in an improvement of the PFR performances from
59.767 Hz to 59.779 Hz.
Figure 4.2: Preliminary study results for GSO 37-bus test system
The simulation results indicate the trade-off between generation cost mini-
mization and PFR performance enhancement, which is not a rare occurrence.
Even though renewable energy resources typically lower total electricity gen-
eration costs, replacement of conventional units by those resources may result
in worse PFR performances. In addition, as shown in the previous chapter,
different scheduled steady-state power outputs cause various contributions
by FSDs to system frequency regulation. Thus, there is a need to consider
transient stability constraints in the unit commitment process, which is ad-
dressed in the next two sections. This chapter focuses on frequency stability
in time scale of seconds. Such a FSCUC tool should be able to represent the
linkages and trade-off between steady-state operations and frequency stabil-
ity controls.
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4.1.2 Compact FSCUC Formulation
The FSCUC problem is extended from a regular SCUC model by adding
frequency stability constraints. A compact formulation of FSCUC problem is
given in (4.1)-(4.10). We refer readers to Appendix B for detailed formulation
of the FSCUC problem.
min 1Tcp + 1
Tcu + C
T
r r + C
T
d [D− d] + CTw[W−w] + CTx δx (4.1)
subject to
Âpp + Âuu + Ârr + Âcpcp + Âcucu ≤ ĝAc (4.2)
Âww + ÂWW ≤ ĝAw (4.3)
Âss + Âvv + Âee ≤ ĝAs (4.4)














ww ≤ ĝAl (4.7)
Γ(p,u, s,w,d,x) = 0 (4.8)
−x− δx ≤ −X (4.9)
−δx ≤ 0 (4.10)
The object function (4.1) is to minimize the sum of electricity generation
costs (1Tcp), unit starting-up and shutting-down costs (1
Tcu), reserve offer-
ing costs (1Tcr), and penalty costs for load shedding (C
T
d [D−d]), wind cur-
tailment (CTw[W−w]) and violations in frequency stability metrics (CTx δx).
Inequality (4.2) formulates physical/operational/economical constraints for
conventional units. Inequality constraints (4.3) and (4.4)-(4.5) represent op-
erations for wind plants and FSDs, respectively. Demand balance and power
flow constraints are included in (4.6) and (4.7), respectively. Mathemati-
cally, p,u, s,w,d are mapped into frequency stability metrics x by function
Γ(·). In other words, p,u, s,w,d serve as initial inputs into system dynamic
model Γ(·) for performing transient stability simulations to compute metrics
x. Limits on frequency stability metrics x are represented in (4.9)-(4.10).
In this document, we consider under-frequency contingency events, and the
minimum frequency and RoCoF at each bus as frequency stability metrics.
Without consideration of (4.8)-(4.10), the reduced FSCUC formulation is
a regular unit commitment model with linear constraints and both integer
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and continuous variables. However, the non-linearity of constraint (4.8) dra-
matically increases the computational complexity of the unit commitment
problem with frequency stability security constraints. Therefore, the next
two sections aim to properly convert the non-linear constraint (4.8) into lin-
ear forms for effectively solving a complete FSCUC problem.
4.2 Frequency Stability Constrained Unit
Commitment with Simplified System Dynamics
In this section, we adopt the uniform frequency response analysis model to
simplify system dynamic models, and then carry out modifications essential
to integrate it into a unit commitment model.
4.2.1 Simplification of Full System Dynamic Models
Typically, dynamic simulations involve solving a set of nonlinear differential
and algebraic equations [2], which pose challenges to consider full system
dynamic models in a unit commitment model. In this section, the uniform
frequency response model, as shown in Fig.3.1, is adopted to approximate the
system primary frequency responses. Specifically, the dynamic performance
of each generator is represented using five parameters - Hi, Ri, Ti,1, Ti,2
and Ti,3 - for the uniform frequency model Γ
u




































where non-windup limits are applied to (4.12): pcvi will respond immediately





A quite useful analysis technique to study system small-signal stability
is to use a single generator connected to the rest of the system through
an equivalent transmission line. Driving point impedance looking into the
system is used to calculate the equivalent line’s impedance. The rest of
the system is assumed to be an infinite bus with its voltage set to match
the generator’s real and reactive power injection and voltage. For further
reading on the single machine infinite bus (SMIB) model, we refer readers to
[1]. Given a full system dynamic model, a SMIB model can be obtained for
each generator, which serves as the starting point to approximate its primary
frequency responses.
Table 4.1: Steps to Approximate Generator Frequency Responses
Step Index Description
A.1 Initialize i=1
B.1 Set the real power output of conventional unit i to 0.5(P i+P̄i)
B.2 Obtain the SMIB representation of this system for unit i
B.3 Replace the generator at the infinite bus by a load at the same
power consumption level
B.4 Set up a contingency event of sudden load increase by
min{0.05P̄i, 0.25(P̄i − P i)} MW
C.1 Perform transient stability analysis and compute generator
speeds ωi over the simulation period using the modified SMIB
model
C.2 Solve the minimization problem (4.16)-(4.17)
D.1 If i < I, set i = i+ 1 and go to Step B.1; Otherwise, END
Table 4.1 summarizes steps to approximate generator frequency responses
for simplification of the full system dynamic model. Simplification of each
generator’s dynamic model is carried out individually. The core idea is to
obtain a set of parameters - Hi, Ri, Ti,1, Ti,2 and Ti,3 - such that we can
have similar frequency responses using the modified SMIB model for unit i
and the simplified model Γui (pi)|Hi,Ri,Ti,1,Ti,2,Ti,3 , given the same contingency









where Aω is the weight vector. For instance, the nadir frequency at point C,
as shown in Fig.1.2, should have a relatively high weight such that the ap-
proximated frequency frequency could achieve a similar minimum frequency
nearly at the same time point. Solution of problem (4.16)-(4.17) is a set of
optimal Hi, Ri, Ti,1, Ti,2, Ti,3 for unit i. Given a generation set of I conven-
tional units, we can construct its uniform frequency response analysis model










(4.12)− (4.15), for ∀i (4.19)
4.2.2 Discretization and Incorporation of Simplified Dynamic
Model into UC Framework
Discretization of continuous attributes of a dynamic model, widely used in
numerical solution methods for solving differential and algebraic equations,
is an important step to represent a system dynamic model in an optimization
problem. Here, we propose a discretized representation of the power system
dynamic behaviors - specifically, the inertia/governor frequency response -
to be incorporated into the unit commitment model as frequency-stability
security constraints. To focus on the nature of this work, we simply apply
the Forward Euler method [1] to discretize the dynamic equations (4.18)-
(4.19) with a time-step ∆TΓ indexed from 0 to τ̄ by:
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i [τ ]− d−D∆ω[τ ]∑
i 2Hi
(4.20)








− pcvi [τ ]) (4.21)





(pcvi [τ ]− pcmi [τ ]) (4.22)
pcvi [τ + 1] = max{min{pcvri [τ + 1], P̄ cvi }, P cvi } (4.23)
pcmi [τ ] =
Ti,2
Ti,3
pcvi [τ ] + p
cx
i [τ ] (4.24)
After discretization, the algebraic equations (4.20)-(4.24) are able to be
incorporated into an optimization formulation as frequency-stability con-
straints, about which we will discuss in detail next. In our work, we consider
a contingency with a sudden change ∆dt in load at some time for each sub-
period.
We formulate the FSCUC-U problem with the objective function (4.1) and
three different categories of constraints.
The first category includes steady-state constraints (4.2)-(4.7).
The second category contains transient-stability security constraints:
• Generator dynamics:
pcvi,t[τ + 1] = max{min{pcvri,t [τ + 1], P̄ cvi }, P cvi }ui,t (4.25)








ui,t − pcvi,t[τ ]) (4.26)





(pcvi,t[τ ]− pcmi,t [τ ]) (4.27)
pcmi,t [τ + 1] =
Ti,2
Ti,3
pcvi,t[τ + 1] + p
cx
i,t[τ + 1] (4.28)
Note: Constraint (4.25) assures that pcvi,t is zero when the unit is of-
fline ui,t = 0. Constraint (4.25) also guarantees p
cv
i,t is bounded within
[P cvi , P̄
cv
i ] for online units.
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• Storage dynamics shown in Fig.3.7:
sk,t[τ + 1] = max{min{sk,t[τ ] + ∆TΓ
s′′k,t[τ ]− sk,t[τ ]
T spk,2
, S̄k}, Sk} (4.29)
s′k,t[τ + 1] = s
′
k,t[τ ]−
Kpdk ∆ωt[τ + 1]−K
pd





s′′k,t[τ ] = s
′
k,t[τ ] + sk,t[0] (4.31)
Note: Storage output can not violate its bounds [Sk, S̄k] where S̄k = S̄
−
k


























− δ∆ωt,2[τ ] ≤ RoCoFmax
∆ωt[τ+∆τ ]−∆ωt[τ ]
∆τ∆TΓ
− δ∆ωt,2[τ ] ≤ RoCoFmax
} − δ∆ωt,2[τ ] ≤ 0
(4.34)
Note: Nonliner equation (4.32) quantifies the frequency deviation due
to imbalance between mechanical input and electrical output, and (4.32)
also guarantees that only online units contributes to the system dy-
namic response. Constraints (4.33) and (4.34) set the frequency devia-
tion bounds and RoCoF limits, respectively. Here, RoCoF is evaluated
over a time period of ∆τ∆TΓ.
After the integration of frequency stability constraints (4.8)-(4.10), the
introduction of δx is to guarantee that all feasible solutions for regular
unit commitment problem (4.1)-(4.7) are feasible for the FSCUC prob-
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lem, and vice versa. In this document, we set Cx sufficiently large such
that all frequency stability metrics must satisfy all requirements. By
doing so, (4.33) can be modified to −∆ω̄ ≤ ∆ωt[τ ] ≤ ∆ω̄, and (4.34)
can be modified to −RoCoFmax ≤ ∆ωt[τ+∆τ ]−∆ωt[τ ]
∆τ∆TΓ
≤ RoCoFmax.
The third category forms the linkage between steady-state and transient-
stability constraints:
∆ωt[0] = 0 (4.35)
pcvri,t [0] = p
cm
i,t [0] = p
cv











k,t[0] = 0 (4.38)
Note: Equations (4.35) - (4.38) connect steady-state and transient-stability
constraints by setting the dynamic simulation initial values using the vari-
ables from steady-state constraints.
4.2.3 Transformation of Nonlinear Constraints into Linear
Constraints
Some nonlinear constraints, such as ∆ωt[τ ]ui,t and max{·, ·}, cannot be di-
rectly used in a linear optimization tool. Therefore, in this section, we
describe the equivalence transformation of nonlinear constraints into linear
forms.
4.2.3.1 Equivalence Transformation Concept
Consider the constraint z = x × b, with continuous variable x ∈ [x, x̄] and
binary variable b, we propose an equivalent representation of z = x× b by:
xb ≤ z ≤ x̄b (4.39)
x− (1− b)x̄ ≤ z ≤ x− (1− b)x (4.40)
When b is 0, x is 0 from (4.39) and satisfies constraint (4.40); when b is 1,
z is x from (4.40) without violation of (4.39). We can see that (4.39) and
(4.40) are equivalent to z = x× b.
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Secondly, we consider a case where z = max(x1, x2), where x1 and x2 are
continuous variables. We introduce binary variables b1 and b2, and propose
an equivalent representation by:
b1 + b2 = 1 (4.41)
z ≥ x1, z ≤ x1 + (1− b1)O (4.42)
z ≥ x2, z ≤ x2 + (1− b2)O (4.43)
where O is a sufficiently large positive number that makes the constraint set
feasible. There are only two possible combinations of [b1, b2]: [1, 0] and [0,
1]. Under the condition x1 > x2, z ≥ x1 > x2 from (4.42) and b2 must be
0 with b1 = 1, otherwise (4.43) is violated. We can carry similar analysis
to this representation (4.42)-(4.43) when x1 ≤ x2. Thus, (4.41)-(4.43) are
proved to be equivalent to z = max(x1, x2). Furthermore, only one binary
variable is needed by replacing b2 with 1− b1.
4.2.3.2 Equivalence Transformation Application
The first term that needs to be addressed is ∆ωt[τ ]ui,t from (4.26) and (4.32).
We define a new variable zi,t[τ ] = ∆ωt[τ ]ui,t. Based on the analysis above,
its equivalent representation is
∆ωui,t ≤ zi,t[τ ] ≤ ∆ω̄ui,t (4.44)
(ui,t − 1)∆ω̄ ≤ zi,t[τ ]−∆ωt[τ ] ≤ (ui,t − 1)∆ω (4.45)
So, constraints (4.32) and (4.26) are modified into:∑















dm,t −∆dt −D∆ωt[τ ]
(4.46)








− pcvi,t[τ ]) (4.47)
with pcvi,t[τ + 1] = max{min{pcvri,t [τ + 1], ui,tP̄ cvi }, ui,tP cvi }
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Then, to further linearize equation (4.47) that contains both max{·, ·} and
min{·, ·}, we introduce two binary variables κ1,i,t[τ ], κ2,i,t[τ ] such that:
κ1,i,t[τ ] + κ2,i,t[τ ] ≤ 1 (4.48)
ui,tP
cv
i ≤ pcvi,t[τ ] ≤ ui,tP̄ cvi (4.49)
pcvi,t[τ ] ≥ pcvri,t [τ ]− (κ1,i,t[τ ] + κ2,i,t[τ ])O (4.50)
pcvi,t[τ ] ≤ pcvri,t [τ ] + (κ1,i,t[τ ] + κ2,i,t[τ ])O (4.51)
pcvi,t[τ ] ≥ ui,tP̄ cvi − (1− κ1,i,t[τ ])O (4.52)
pcvi,t[τ ] ≤ ui,tP cvi + (1− κ2,i,t[τ ])O (4.53)
Similarly, we can introduce binary variables κ3,n[k], κ4,n[k] to linearize
constraint (4.29) by:
κ3,t[τ ] + κ4,t[τ ] ≤ 1 (4.54)
Sk ≤ sk,t[τ + 1] ≤ S̄k (4.55)
sk,t[τ + 1] ≥ sk,t[τ ] + ∆TΓ
s′′k,t[τ ]− sk,t[τ ]
T spk,2
− (κ3,t[τ ] + κ4,t[τ ])O (4.56)
sk,t[τ + 1] ≤ sk,t[τ ] + ∆TΓ
s′′k,t[τ ]− sk,t[τ ]
T spk,2
+ (κ3,t[τ ] + κ4,t[τ ])O (4.57)
sk,t[τ + 1] ≥ S̄k − (1− κ3,t[τ ])O (4.58)
sk,t[τ + 1] ≤ Sk + (1− κ4,t[τ ])O (4.59)
As a result, constraint (4.8) is converted into its linear representation, and
a complete linear FSCUC-U model is obtained here.
4.2.4 Case Study: Application to Value Virtual Inertia
Services
This subsection presents simulation results obtained using the GSO 37-bus
system to verify the capabilities of the proposed method to quantify the
economic value of virtual inertia services for power systems.
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4.2.4.1 Discussions on Dynamic Model Simplification
The construction of a FSCUC-U model is based on the simplification of full
system dynamic models using a uniform frequency model. We follow the
steps in Table.4.1 to build a uniform frequency model for the GSO 37-bus
test system. Fig.4.3 presents the simulated generator speed values using the
modified SMIB model and the simplified model for selected units.
Figure 4.3: Simulated generator speed values using the modified SMIB
model and the simplified model for selected units
Table.4.2 displays the two frequency stability metrics considered in the
FSCUC problem. The simplified model is able to reproduce a similar fre-
quency response as that using the modified SMIB model for Gen 5 and Gen
7. Even though two curves are slightly different for Gen 2, we notice that
the frequency response using the simplified model is still able to capture its
minimum frequency and how fast frequency changes after the contingency
event.
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Table 4.2: Comparison Studies between Original and Simplified Dynamic
Models for Selected Units
Metric Gen 2 Gen 5 Gen 7
Min Freq by Original Model (Hz) 59.550 59.688 59.706
Min Freq by Simplified Model (Hz) 59.555 59.684 59.703
Min RoCoF by Original Model (Hz/s) -0.1241 -0.3000 -0.2880
Min RoCoF by Simplified Model (Hz/s) -0.1237 -0.2945 -0.2889
Figure 4.4: Simulated system frequency using the full dynamic model and
the uniform frequency model
System frequency responses after a sudden load increase by 115 MW us-
ing the full dynamic model and the uniform frequency model are shown in
Fig.4.4. The minimum frequency (RoCoF) using the full dynamic model
and the uniform frequency model is 59.661 and 59.669 Hz (-0.1789 Hz/s
and -0.1854 Hz/s), respectively. Similar simulation results demonstrate the
appropriateness of using the uniform frequency model to approximate the
system PFR performance, in particular in terms of the selected frequency
stability metrics.
Suppose the dynamic simulation time is fixed at TΓ. In order to reduce
the computation burden caused by introduction of frequency stability con-
straints, we want to decrease the number of frequency stability constraints
and variables, which is determined by τ̄ = TΓ
∆TΓ
. As such, we propose to
select an appropriate value no larger than one fourth of the minimum time
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constant of all generators, according to (4.60).
∆TΓ ≤ 0.25 min{Ti,1, Ti,2, Ti,3, ∀ i} (4.60)
4.2.4.2 Illustrative Simulation Study
In this study, we consider two FSDs installed at bus 1 and bus 8, respectively,
with identical configurations. The virtual inertia value is set to 25 s (Base:
100 MVA). An under-frequency contingency is considered with sudden load
change of a 60 MW increment. The minimum frequency requirement is set at
59.8 Hz and the allowed RoCoF value is within [-0.1, 0.1] Hz/s. This section
focuses on the valuing of virtual inertia services, thus we assume that each
FSD has an initial output of 0 MW. Also, each FSD is assumed to have a
sufficiently large charging and discharging capacity.1 Here we only consider
one hour for illustrations.
Figure 4.5: System PFR performances using the uniform frequency model
given the generation plan determined by the FSCUC-U model
Fig.4.5 presents the system frequency and RoCoF without PFR require-
ments and FSDs, with only frequency requirement but without FSDs, with
both requirement but without FSDs, and with both requirements and FSDs.
110 MW is large enough in this case.
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Simulation results verify that the FSCUC-U model is able to consider fre-
quency stability constraints.
We initialize the full system dynamic model using the generation plan de-
termined using the FSCUC-U model and display the simulated bus frequency
and RoCoF values in Fig.4.6. Both figures also show the system frequency
and RoCoF values obtained from the solution to FSCUC-U model for com-
parisons. In terms of both metrics, the uniform frequency model reproduces
nearly the same results, indicating the appropriateness of simplifying full
dynamics model using the uniform frequency model.
Figure 4.6: System PFR performances using the full system dynamic model
when both requirements and FSDs are considered
Further, we show in Fig.4.7 the total production costs w.r.t. load levels
given the generation plan determined using the FSCUC-U model. Without
FSDs, the consideration of frequency stability constraints requires additional,
more expensive units online to guarantee that the system PFR performances
meet the PFR requirements, and so brings up the total production cost. The
installed FSDs contribute to the system PFR performances, and thus there is
less need for starting up conventional units (not at all in some cases). Corre-
spondingly, the total production costs are brought down by the introduction
of FSDs. In addition, when the load level is less than 1400 MW, the orig-
inally committed generators along with FSDs cannot fully satisfy the PFR
requirements, which requires more units online. As such, the introduction
of FSDs could not bring the total system cost back to the minimum value
obtained without PFR requirements.
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Figure 4.7: Total production costs w.r.t. load levels using the FSCUC-U
model
Next, we study the impacts of varying FSD inertia value on the system
performances. We decompose the total production costs into three compo-
nents - electricity generation and reserve offering, starting up and shutting
down, and penalty - to provide detailed analysis on cost saving due to in-
stallation of FSDs. Fig.4.8 summarizes cost savings by w.r.t. varying virtual
inertia value. The introduction of FSDs reduces the total system cost mainly
by avoiding commitment of additional units. The redistribution of electricity
demand among conventional units typically results in lower electricity gen-
eration costs because more units are forced online and thus more options are
available for system operators to choose.
Suppose we are reducing virtual inertia from 25 s to 0 s. As shown in
Fig.4.9, given FSDs with a specified virtual inertia value, the need for one
more unit online typically happens when the system PFR requirement con-
straint is binding. After that, the decreasing virtual inertia value makes the
system performance worse, but still above the requirement, and thus results
in the same commitment plan.
64
Figure 4.8: Savings by cost component w.r.t. load levels varying virtual
inertia value
Figure 4.9: Performance improvement w.r.t. varying virtual inertia value
4.3 Sensitivity-Based Frequency Stability Constrained
Unit Commitment
In the previous section, the FSCUC-U simulation framework is built by sim-
plifying and incorporating a system dynamic model into the unit commitment
simulation framework. Two major drawbacks of the FSCUC-U formulation
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are: 1) The number of transient stability variables O(T∆τ̄ I) brings compu-
tational burdens as the network size increases; 2) The network effects are
not represented in the uniform frequency response model. In this section,
a different formulation is proposed to address those two issues. Given an
initial/updated commitment plan, we perform sensitivity analysis by com-
puting the contribution of increments/decrements in related variables to the
selected frequency stability metrics. Those sensitivity values are used to lin-
earize frequency stability constraints. An iterative solution method is then
developed to update sensitivity parameters and solve the FSCUC-S problem
sequentially.
4.3.1 Sensitivity-Based Linearization of Frequency Stability
Constraints
Power transfer distribution factors (PTDFs) describe how the real power
flows change if power injection is shifted from one node to another. The
introduction of PTDFs alleviates the computational complexity in problems
related to energy economic studies, planning, grid security analysis and so
on. PTDFs are linearized representations of line flow changes with respect
to incremental power shift from one node to another. The computation of
PTDFs considers the network characteristics, and thus impacts of location
are represented in PTDFs. As an analogy to the PTDF, we aim to evaluate
sensitivity values of frequency stability metrics (frequency and RoCoF at each
bus) with respect to each key variable (state and power output of each unit)
in steady state operations. Those sensitivity coefficients are used to estimate
the frequency stability metrics of interest, under different generation plans.
Suppose that we have an initial feasible guess of the FSCUC problem and
also of generator scheduled outputs p0, generator states u0, supplied loads
d0, FSD outputs s0, wind plant outputs w0, and frequency stability metrics
x0. The feasible solution satisfies frequency stability constraints by:
Γ(p0,u0, s0,w0,d0,x0) = 0 (4.61)
Assuming slight changes around the equilibrium point, we can combine
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(4.8) and (4.61) to derive:































|0∆w + 0 +
∂Γ
∂x
|0∆x + 0 ≈ 0 (4.64)
Note: ”|0” means that this term is conditioned on the initial feasible genration
plan.
The introduction of penalty terms is to mathematically guarantee a feasible
solution for a unit commitment problem. In most situations, load shedding
is not allowed. Given a sufficiently large Cd, the FSCUC problem avoids
shedding loads and thus we can ignore the load term in (4.64). As such,
















Correspondingly, the compact representation of FSCUC-S problem is for-


























|0(w −w0)− δx ≤ −X (4.66)
−δx ≤ 0 (4.67)
4.3.2 Sensitivity Evaluation and Iterative Solution Method
for a FSCUC-S Problem
Direct computation of those sensitivity values requires the explicit repre-
sentation of the full system dynamic model. Some equations such as max{·}
and min{·} are not differentiable. Therefore, an indirect method is developed
for sensitivity evaluation purposes. The core idea of the proposed indirect
method is to perform full dynamic simulation before and after changing the
























, if t = t′; otherwise, 0 (4.71)
Since the system is highly nonlinear and all derivations are based on the
assumption that variable changes are small, sensitivity values are largely
depending on the selected equilibrium point. An iterative solution method is
proposed to update those sensitivity values for effectively solving the FSCUC-
S problem. Suppose that a feasible solution is available at the end of iteration
z − 1, along with the frequency stability metrics x|z−1.
If conventional unit i is on (ui,t|z−1 = 1), we obtain xn,m,t|†z−1 for ∀ n, m
after unit i changes its power output from pi,t by pi,t+ δpi,t without violation
of [P i, P̄i]. We also perform dynamic simulations after unit i is shut down
and obtain xn,m,t|‡z−1 for ∀ n, m. The sensitivity values coefficients of unit i













If conventional unit i is originally off (ui,t|z−1 = 0), we commit unit i online
and set its output at its lower bound p
i
for evaluating xn,m,t|‡z−1, ∀ n, m.
Given the unit i is online, we increase its output from p
i
by δpi,t without
violation of its upper bound p̄i and evaluate xn,m,t|†z−1 for ∀ n, m. Then we
compute unit i sensitivity coefficients by:
∆xn,m,t
∆ui,t















Table 4.3: Iterative Method to Solve the FSCUC-S Problem
Step Description
A.1 Obtain an initial solution by solving a regular SCUC problem
(4.1)-(4.7) and initilize z = 1 and t = 1
B.1 Perform dynamic simulations using the full system dynamic
model Γ(·) and obtain frequency stability metrics x|z−1
C.1 Initialize i = 1
C.2 If unit i is on, apply (4.72)-(4.73) to update sensitivity mea-
sures; otherwise, apply (4.74)-(4.75) to update sensitivity
measures
C.3 If i < I, i = i+ 1 and go to Step C.2; Otherwise, continue
D.1 Initialize j = 1
D.2 Update sensitivity measures using (4.77)
D.3 If j < J , j = j + 1 and go to Step D.2; Otherwise, continue
E.1 Initialize k = 1
E.2 Update sensitivity measures using (4.76)
E.3 If k < K, k = k + 1 and go to Step E.2; Otherwise, continue
E.4 If t < T , t = t+ 1 and go to Step C.1; Otherwise, continue
F.1 Formulate and Solve the FSCUC-S problem conditioned on
the previous solution determined at iteration z − 1
F.2 Perform dynamic simulations to obtain x|z using p∗|z−1,
u∗|z−1, s∗|z−1, v∗|z−1, w∗|z−1 and d∗|z−1 as input for the full
system dynamic model
F.3 If 1) z < Z and 2)||x|z − x|z−1|| is not small enough or 3)
there exist at one violation xn,m,t|z < Xn,m, z = z + 1 and go
to Step C.1; Otherwise, END
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As for FSDs, dynamic simulation is carried out with FSD k output changed
from s−k,t|z−1 − s
+











Similarly, a new value xn,m,t|† is obtained by performing dynamic simula-








Therefore, the frequency stability constraint (4.66) is explicitly re-written
using the computed conditional sensitivity coefficients.
Table 4.3 summarizes the iterative method to effectively find near-optimal
solutions of the FSCUC problem. At each iteration z, sensitivity measures are
computed to formulate a FSCUC-S problem, of which the frequency stability
constraints are built, which is conditioned on solution of previous iteration
z − 1. We obtain the optimal solution p∗|z−1, u∗|z−1, s∗|z−1, v∗|z−1, w∗|z−1
and d∗|z−1, and input them into a full dynamic model to evaluate the system
PFR performances x|z. If there exist any xn,m,t|z < Xn,m or convergence
criteria is not met, we set z ← z + 1 and move forward to next iteration.
4.3.3 Case Study: Application to Value Virtual Inertia
Services
This subsection presents selected simulation to verify the capabilities of the
proposed method to quantify the economic value of virtual inertia services
for power systems. We still use the GSO 37-bus test system for illustrations.
4.3.3.1 Discussions on Sensitivity Analysis
First, Fig.4.10 and Fig.4.11 present simulated bus minimum frequencies w.r.t.
different power outputs of Gen 2 and Gen 8, respectively.
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Figure 4.10: Bus frequency metrics w.r.t. different Gen 2 power outputs:
±50 MW around the original value 200 MW
Figure 4.11: Bus frequency metrics w.r.t. different Gen 8 power outputs:
±50 MW around the original value 140 MW
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Simulation results verify that power redistributions among generators cause
different system PFR performances. An identical increment in Gen 2 power
output results in minimum frequency decrease similar to that of Gen 8. Dif-
ferent from the observation for Gen 8, RoCoF magnitudes at some buses in-
crease as Gen 2 power output increases, while those at other buses decrease.
Those simulation results show that the sensitivity measure is able to capture
the difference caused by power redistribution among generations. The linear
behavior of both minimum frequency and RoCoF magnitude w.r.t. gener-
ator power outputs demonstrates that it is appropriate to estimate those
frequency stability metrics when there are changes in unit commitment plan.
In addition, we show in Fig.4.12 the sensitivity measures of bus minimum
frequency and maximum RoCoF magnitude w.r.t. generator states. From
offline to online, generators make different contributions to system PFR per-
formances. For instance, Gen 9 contributes the most when committed to
serve load while Gen 1 has trivial impacts on bus minimum frequencies and
maximum RoCoF magnitudes. Again, because this is a small-scale test sys-
tem that is tightly connected, the locational dependence of each generator’s
impacts on bus metrics is not very significant.
Figure 4.12: Metric sensitivities w.r.t. generator states
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4.3.3.2 Illustrative Simulation Study
We consider the same simulation configuration as Section 4.3.2.2 with two
identical FSDs installed at bus 1 and bus 8, respectively. Each FSD has a
charging and discharging capacity of 10 MW, and an initial output of 0 MW.
The virtual inertia value is set to 25 s. This system experiences an under-
frequency contingency of sudden load change by 60 MW. The minimum fre-
quency requirement is set at 59.8 Hz and the allowed RoCoF magnitude is
within [-0.1, 0.1] Hz/s. Here, we only consider one hour for illustrations.
We first perform simulations without PFR requirements and FSDs, with
only frequency requirement but without FSDs, with both requirement but
without FSDs, and with both requirements and FSDs. Computed system
frequency and RoCoF are displayed in Fig.4.13. Simulation results verify
that the FSCUC-S model is able to consider frequency stability constraints.
Figure 4.13: System PFR performances using the full dynamic model given
the generation plan determined by the FSCUC-S model
Further, we perform simulations with load varying from 500 MW to 1500
MW in increment of 100 MW. Fig.4.14 summarizes the total production costs
w.r.t. various load levels. Without and with FSDs, the consideration of fre-
quency stability constraints requires additional, more expensive units online
to guarantee that the system PFR performances meet the PFR requirements,
and so brings up the total production cost. The installed FSDs contribute
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to the system PFR performances, and thus there is less need for starting
up additional conventional units. Total production costs are reduced due the
installation of FSDs, and cost saving depends on the system operating condi-
tions. In particular, the cost saving is smaller than those using the FSCUC-S
model. This is because FSCUC-S is more sensitive to power redistribution
among generators. In other words, the FSCUC-S model is more sensitive
to the differences in PFR performances between two dispatch results (same
committed units, same load level, but different scheduled outputs for each
unit).
Figure 4.14: Total production costs w.r.t. load levels
To prove our interpretation, we study the impacts of varying FSD iner-
tia value on the system performances. As shown in Fig.4.15 and Fig.4.16,
increasing virtual inertia setting enables the system to decommit some gen-
erators while satisfying PFR requirements. As virtual inertia changes within
some range, the unit commitment result remains the same but each generator
is scheduled to produce a different amount of energy, resulting in different
electricity generation costs. For example, when inertia is reduced from 15 s
to 10 s, the system does not commit one more unit but simply redispatches
among those committed units. By doing so, the system meets the PFR re-
quirements but has to pay more for electricity production. The introduction
of FSDs reduces the total system cost not only by avoiding commitment of
additional units, but also by redistributing loads among generators.
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Figure 4.15: Savings by cost component w.r.t. load levels varying virtual
inertia value
Figure 4.16: Performance improvement w.r.t. varying virtual inertia value
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4.4 Valuing of Fast-acting Storage Devices
One important feature of FSDs is their limited charging/discharging capacity.
We start with one point of time for illustrations. Fig.4.17 presents total
production costs w.r.t. varying FSD capacity. Correspondingly, we compute
cost savings due to installation of FSDs and visualize them in Fig.4.18.
Figure 4.17: Total production cots w.r.t. varying FSD capacity
Figure 4.18: Saving w.r.t. varying FSD capacity
Compared to the case with no FSDs (FSD capacity is set to zero), increased
FSD capacity results in lower production costs. This is because FSDs with
higher capacities can provide more power during the dynamic process and
thus fewer conventional units are needed for frequency regulations. However,
we note that the total production cost using the FSCUC-U model is typically
higher than those of the FSCUC-S model. This is due to the approximation
level of dynamic responses in two different formations. Even though the
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FSCUC-U model incorporates the system dynamic model, no network effect
is represented and the dynamic model of each generator is simplified. In con-
trast, the FSCUC-S model iteratively evaluates frequency stability metrics
and updates sensitivity values.
We re-run dynamic simulations using the full model and the generation
plan determined by both formulations, and show those results in Fig.4.19.
Figure 4.19: Metrics using the full system dynamic model and the
generation plan determined by both formulations
As an extension of previous examples, we apply the two proposed for-
mulations to value the contribution of FSDs over a day. We present total
production costs and saving due to installation of FSDs using the FSCUC-U
and FSCUC-S models in Table 4.4.
Table 4.4: Cost Analysis for Simulations over A Day
model with no FSDs (million $) with FSDs (million $) saving (%)
FSCUC-U 0.3877 0.3813 1.651
FSCUC-S 0.3863 0.3809 1.397
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The analysis given above demonstrates the need to form FSCUC models
for evaluating the contributions of FSDs to the system, in consideration of
its operational constraints (steady-state outputs, power capacity and energy
capability, etc.) and dynamics (response time, control mechanism, etc.).
4.5 Summary
In this work, we modified the security-constrained unit commitment frame-
work for the effective integration of dynamic performance constraints. Two
different formulations were presented with dynamic models represented in
different details. We applied the proposed simulation frameworks on a mod-
ified version of the GSO 37-bus system to determine the value of virtual
inertia services. Further simulations were performed on the modified GSO
37-bus model to value FSDs over a day. The presented simulation results
demonstrated that the proposed tool is able to evaluate the economic value
of inertia services and FSDs.
Furthermore, ancillary services provided by wind power plants are also
dependent on how much energy they commit to provide. A trade-off between
energy and ancillary services requires a computationally effective simulation
framework, which completes the power market clearing process and considers
the frequency stability constraints. The FSCUC-U model needs to introduce
frequency stability variables, while the FSCUC-S model needs to iterate for
finding the optimal solution. Both formulations face computation challenges




CONCLUDING REMARKS AND FUTURE
WORK DIRECTIONS
This document aims to evaluate inertia and fast-acting storage devices in
interconnected power grids.
In Appendix A, we developed an automated approach to construct syn-
thetic power system models. Extensions of synthetic network base models
were focused on energy economics and transient stability. Similar simulation
results between synthetic and actual models verify the capability of the syn-
thetic models to behave in a similar way as actual models. Further studies
on industrial standards and practices are expected for model improvements.
Both small-scale test systems and large-scale synthetic network dynamic
models were applied in Chapter 2 to investigate the location-dependent im-
pacts of inertia on power system PFR responses and oscillation behavior.
Both time-domain simulation and modal analysis results indicated that the
impacts of inertia on power systems vary by location. As such, inertia should
be an important factor to consider during power system planning, genera-
tor siting and some other applications related to power system transient
stability. It is also of interest to run more simulations for analyzing the
location-dependence of inertia’s impacts on inter-area oscillations.
Given the worse PFR performance with reduced inertia, an algorithm was
proposed in Chapter 3 to control FSDs for provision of virtual inertia ser-
vices. We evaluated the contribution of virtual inertia services using both
the uniform frequency model and larger-scale test systems. The droop-based
control algorithm was adopted as a reference control signal for comparison
studies with the proposed control algorithm. Simulation results showed that
the installation of FSDs under the proposed control algorithm alleviates not
only how much frequency deviates from its nominal value, but also how fast
the deviation is. A continued research effort on the transient stability side is
to consider a more detailed storage dynamic model.
Chapter 5 designed a unit commitment simulation framework that is able
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take both transient stability constraints and regular market constraints into
account. We modified the SCUC framework with integration of dynamic
performance constraints to compute the economic value of inertia services
and FSDs under different wind power and load scenarios. Two formulations
were developed and they differ by the representation of transient stability
constraints. The FSCUC-U model explicitly includes a simplified system
dynamic model, while the FSCUC-S model iteratively computes sensitivity
parameters for approximating the transient stability metrics. The proposed
tool provides the basis to construct a comprehensive market simulation tool
with integration of dynamic performance security constraints. Both energy
service (minutes to hours) and ancillary service (up to tens of second) for
FSDs and wind power plants should be co-optimized in a computationally
effective way. We will address planned works in the future.
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Appendix A
EXTENSION OF SYNTHETIC NETWORK
MODELS
Figure A.1: Synthetic network base case building procedure
Power system models serve as the basis for a wide range of applications,
including resource planning, production costing, environmental assessments,
transient stability study, reliability and policy analysis. A procedure is pro-
posed in [51, 52, 56] to apply statistics summarized from actual system models
and data available to the public for creating synthetic network base models,
as depicted in Fig.A.1. One example - the ACTICSg2k base model - is avail-
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able at [66]. The geographic footprint selected is the part of the U.S. state
of Texas served by the ERCOT.
Once a synthetic network base model is constructed, additional complex-
ities can be added to improve the realism of the model by including data
necessary for various types of studies. On the one hand, the core of eco-
nomically efficient and reliable power market operation is an OPF problem.
Given a synthetic network base case, the key step to perform OPF studies is
to add generator cost models. On the other hand, actual large-scale system
models are used to simulate system frequency responses so as to provide real-
istic, insightful results. Thus, another extension is to augment the synthetic
network base model with generator and load dynamic models for transient
stability studies. The extension of synthetic network base models for energy
economics and system transient stability studies is discussed in detail here,
followed by model validation studies. Simulation results using actual sys-
tem models are compared with those using the synthetic network extended
model for validation purposes. We refer readers to [51, 52, 56] for further
information on the construction of synthetic network base models.
A.1 Extension for Energy Economic Studies
The core of economically efficient and reliable power market operation is an
OPF problem, which was first formulated in the 1960s [67], [68]. An ACOPF
algorithm involves the minimization of an objective function subject to a
number of equality and inequality constraints:
min C(x,u) (A.1)
s.t. g(x,u) = 0
h(x,u) ≤ 0
where x is a vector of dependent variables (such as bus voltage angles), u
is a vector of control variables (such as real power outputs of generators),
C(·, ·) is the scalar objective function (for instance, the system production
costs), g(·, ·) is the set of equality constraints, and h(·, ·) is the set of in-
equality constraints. We can use the transmission network model created in
the previous section to formulate corresponding OPF constraints g(·, ·) and
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h(·, ·). The essential component to perform energy economic studies, such as
OPF problems, is to determine generator cost models and their associated
coefficients in C(·, ·). This section discusses about generator cost assignment
approaches in detail and presents simulation results to validate the extended
model.
A.1.1 Model Extension
For simplicity, more than 15 different fuel types/technologies in the actual
ERCOT generation mix are combined into five major categories: Natural
Gas, Coal, Wind, Nuclear and Hydro. By doing so, the synthetic network
creation process avoids relatively complicated modeling for a very small por-
tion of total installed generation capacity. As shown in Fig.A.2, the simplified
generation mix in the synthetic network still represents similar system-wide
generation mix features of the actual ERCOT system [69].
Figure A.2: Comparison of generation capacities of the actual ERCOT
system (left) and the synthetic network (right) by fuel type
Here, we adopt a quadratic cost model, and propose two approaches to
assign no-load and production costs to each generator:
costs =
a0 + a1P + a2P 2 → Approach Aa0 + cf (b1P + b2P 2)→ Approach B (A.2)
where {ai : i = 0, 1, 2} , {bi : i = 1, 2} denote the fuel-dependent cost model



















































































































































































































































































The no-load cost (a0) for each generator is estimated by its fuel type and
capacity. This work adopts no-load cost data summarized in [70]. No-load
costs for wind and hydro power plants are set to zero [71]. Similar to the
determination of no-load costs, the first approach (A) adopts a quadratic cost
model with two coefficients (a1 and a2) summarized in [70]. For comparison,
we compute the average heat rate b1 using actual data from [69] and [72],
with b2 set to zero for each generator in ERCOT. The fuel costs are also
obtained from EIA [69]. Table A.1 summarizes the cost model coefficients
derived using the two different approaches.
A.1.2 Model Validation
Here we perform ACOPF studies using the created synthetic network at
the load level of 49,775 MW, which is close to the load in ERCOT region
around 14:00, on June 6, 2016. Assuming hydro and wind plants are not
dispatchable, we randomly set hydro units operating at 50% - 100% of their
capacities and wind resources run at 0% - 80% of their capacities. Since
not all units are committed to supply demand in a actual power system,
one preliminary ACOPF was run to determine the marginal cost of each
generator. We decommit generators in the decreasing order of their marginal
costs until the system reserves are around 16% level.
Table A.2: Statistics of the ACOPF Results
Approach A Approach B Actual
Average($/MWh) 28.90 23.87 27.41
S.Deviation ($/MWh) 3.32 2.69 8.85
The contour plots of the marginal generation costs of the synthetic net-
work and the actual case are shown in Fig.A.3 [73], [74]. The results verify
the capability of the created synthetic network using both cost assignment
approaches to reproduce the realistic locational marginal cost pattern over
the ERCOT region. For example, all three contour plots indicate relatively
low marginal costs in the western area. This is due to a lot of non-thermal,
cheap generation units - hydro and wind - in that area. Similar to those in
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the actual case, one high-marginal-cost area (southern corner) is also cap-
tured in the synthetic networks. We also notice some differences between the
marginal costs of the synthetic network and the actual case in the northern
region, particularly for Approach A, due to denser population and higher
electricity demands. Furthermore, as shown in Table A.2, compared to re-
sults using Approach B, those using Approach A are closer to the actual case
results in the sense of statistics. This is reasonable because, for Approach B,
assuming a zero value for each quadratic term over-simplifies the generator
cost functions.
Figure A.3: Comparison of marginal generation costs of synthetic networks
(Approach A: Upper-Left; Approach B: Upper-Right) and the actual
ERCOT system (Lower)
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OPF study analyzes and solves the power flow problem for a single point
of time. For practical purposes, considering multiple applications in the elec-
tricity market simulation framework that covers a day or a longer period,
we further extend the base model using synthetic generator operational con-
straints. The power plant outputs are usually adjusted smoothly, restricted
by their ramp rate limits. The start-up/shut-down and minimum on/off
times are also enforced to guarantee secure operation of generation units.
Furthermore, the start-up and shut-down operations of power plants result
in additional costs, which need to be taken into account for optimal resource
planning. Hence, the unit operational constraints, summarized in Table A.3,
are used to achieve more a realistic operation of the power system [75], [76],
[77], [78].
Table A.3: Typical Generator Operational Constraints
Type Coal Natural Gas Nuclear Hydro Wind
minimum output
20-60 0-50 40-100 5-6 0
( % of capacity)
ramp rate ( % of
0.6-8 0.8-30 0-5 15-25 0-100
capacity per min)
start-up cost
100-250 20-150 1000 0-5 0
($/MW each)
shut-down cost
10-25 2-15 1000 0-0.5 0
($/MW each)
start-up
4-9 2-15 24 0-1 0-1
duration (h)
shut-down
2-9 2-4 24 0-1 0-1
duration (h)
minimum
0-12 0-2 days 0-1 0
on time (h)
minimum










































A.2 Extension for Transient Stability Studies
Each generator in a synthetic network base case has its MW generation
capacity and fuel type defined in the network building process. These two
parameters are basics to add synthetic dynamic models of the generator’s
machine, turbine-governor, exciter, and stabilizer. Fig.A.4 shows the steps
to determine models with their associated parameters. In this way, a set of
machine/governor/exciter/stabilizer models can be automatically assigned
to each generator in every fuel type. Document [79] provides more detailed
information on each model. Table A.4 summarizes the dynamic models for
generators by fuel type in the synthetic network dynamic model. We will
discuss how to select dominant model types and assign them to generators in
synthetic network, and then describe how to determine corresponding model
parameters.
Table A.4: Summary on Generator Dynamic Model Candidates in the
Synthetic Case































A.2.1 Model Selection and Assignment
Here, we use gas-fueled power plants as an illustrative example, but the
process is similar for generators of other fuel types. For analysis purposes,
in each model category (machine, governor, exciter and stabilizer) of a fixed
fuel type, we define one model as dominant if power plants adopting that
model have a relative total capacity over 5%. By doing so, several dominant
types are selected for each model category and each fuel type.
A.2.1.1 Governor
Since governors are strongly dependent on fuel types, we start the model
selection and assignment process with governor models. As shown in Table
A.5, gas-fueled generation units in the EI case have four governor models,
three of which are dominant with a percentage over 10%. Those three dom-
inant governor types are then assigned to gas units in the created synthetic
networks, by probabilities the same as their relative percentages. For in-
stance, the probability that one gas-fueled generation unit in the synthetic
network will be assigned with a GAST governor model is 0.5064.
Table A.5: Statistics on Gas Units’ Governor Types in the EI Case
Governor Type GAST GGOV1 GAST2A GASTWD
Percentage (%) 50.15 33.41 15.47 0.97
Dominant
√ √ √
Relative Percentage (%) 50.64 33.73 15.64
A.2.1.2 Machine
Table A.6 shows that the GENROU machine model is used for the majority
of gas-fueled units. Thus, the only dominant machine model is GENROU,
which will be assigned to all gas-fired generators in the synthetic network.
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Table A.6: Statistics on Gas Units’ Machine Types in the EI Case
Machine Type GENROU Other
Percentage (%) 98.61 1.39
Dominant
√
Relative Percentage (%) 100
A.2.1.3 Exciter
In the EI case, there are 38 exciter models adopted for natural gas generation
units. However, except for ESST4B, EXST1, EXPIC1 and EXAC2, each of
the remaining exciter models appears in less than 5% of gas-fueled plants (in
terms of capacity). As such, we assign ESST4B, EXST1, EXPIC1 or EXAC2
to each gas-fueled generator by probability of 0.5979, 0.1792, 0.1289 or 0.094,
respectively.
Table A.7: Statistics on Gas Units’ Exciter Types in the EI Case
Exciter Type ESST4B EXST1 EXPIC1 EXAC2 ESST1A ...
Percentage (%) 36.84 11.03 7.94 5.78 3.22 ...
Dominant
√ √ √ √
...
Relative Per




The basic intent of adding a stabilizer is to enhance damping to extend power
transfer limits. Stabilizer parameters determined by some tuning analysis
vary case by case. Since there is no stabilizer model used in the EI case, we
assign IEEEST to all generators of each fuel type but wind energy resources
in the synthetic network. WT3P1 is assigned to wind power plants in the
synthetic network.
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A.2.1.5 Model Assignment Summary and Additional Constraint
For each fuel type, multiple dominant machine/governor/exciter/stabilizer
models may exist in the actual EI case. Table A.8 presents the possible
combinations of dynamic models with corresponding probabilities, by which
each combination will be assigned to gas-fueled generators. For example,
one gas-fueled generation unit in the synthetic network will be assigned with
[GENROU, GAST, ESST4B, IEEEST] or [GENROU, GAST2A, EXST1,
IEEEST] by probabilities of 1× 0.5064× 0.5979× 1 ≈ 0.3028 or 1× 0.1564×
0.1792× 1 ≈ 0.0280, respectively.
Table A.8: Dynamic Model Combination Probability for Gas Generators in
the Synthetic Case



















However, some combinations of machine, governor, exciter and/or stabi-
lizer models may not work in some cases. For instance, WT3G1 and WT3G2
are the dominant wind turbine machine models, while WT12T1 and WT3T1
are the dominant wind turbine governor models. However, WT12T1 is com-
patible with neither WT3G1 nor WT3G2. Thus, only the WT3T1 is selected
as the governor model for wind turbines in the synthetic network dynamic
model. During the model assignment process, such incompatibility of one
dominant model with another is essential to exclude some unreasonable com-
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bination of machine, governor, exciter and/or stabilizer models.
A.2.2 Model Parameter Determination
Upon the completion of dynamic model selection and assignment, corre-
sponding parameters are determined individually for each model of every
generator. Model parameters may have either discrete or continuous distri-
butions. We analyze two cases separately to provide details for clarification
on the model parameter determination process.
For each discrete parameter, we are interested in those values that appear
much more frequently than others in actual system models. One value is de-
fined as dominant if the percentage of models adopting that value is over some
threshold value. For any model m, each discrete parameter may have mul-
tiple dominant values, which are assigned to synthetic generators equipped
with model m by probabilities proportional to their relative percentages.
Some parameters have discrete distributions while others are continuous.
A possible range of values for each continuous parameter is found based on
statistics summarized from actual system models. For any model m with
a continuous parameter c, values are statistically selected from c’s possible
range and assigned to synthetic generators equipped with model m.
Some parameters depend on fuel type and/or generator capacity, and some
other parameters have strong correlations. Such relationships are also sum-
marized from actual power system models and used to facilitate parameter
assignment procedure. For instance, given any model m with two strongly
correlated continuous parameters c1 and c2, one value for c1 is statistically
determined first and the remaining one c2 is assigned a value computed using
c1 value and their correlation observed in actual system models.
Additionally, there are physical limitations on statistically assigning values
to model parameters. Those limitations are used to exclude combination of
model parameters. For example, in the GENROU model, X ′′d < X
′
d and
X ′d > Xl should be enforced as hard constraints.
Here, we use coal-fueled power plants as an illustrative example and only
consider one typical model for machine (GENROU), governor (TGOV1) and
exciter (SEXS).
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A.2.2.1 Machine Model - GENROU
Fig.A.5 shows the block diagram for the machine model GENROU. As ob-
served in Fig.A.6, the machine inertia value depends on the generator ca-
pacity. The line encloses the region where possible inertia values are drawn
from for coal units. For instance, if a synthetic generator has a 500 MW
generation capacity, an inertia value is statistically picked from the range
[2,4].
Figure A.5: Block diagram for machine model GENROU
Figure A.6: Dependence of inertia on generator capacity for coal units
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d and Xl. Three well-
fit linear regressions are found for Xd and Xq, X
′′
d and Xl, as well as X
′
d
and X ′′d (as displayed in Fig.A.7(a)-(c)). Statistical analysis also shows the
dependence of X ′d on Xd and X
′
q on Xq (as displayed in Fig.A.7(d)-(e)). Till
now, with three linear relations and two statistical dependences, only one






d and Xl is needed to determine all their
values.






d and Xl in the GENROU
model for coal units
We start with the dependence of Xd on generator capacity for coal units
(as displayed in Fig.A.7(f)). For instance, given a 500 MW coal plant:
• Based on Fig.A.7(f), we statistically draw a value from [1.60, 2.33] for
Xd;
• Based on Fig.A.7(a) and the value Xd, we apply the observed linear
relation to determine a value for Xq;
• Based on Fig.A.7(d), we statistically draw a value from a possible range




• Based on Fig.A.7(e), we statistically draw a value from a possible range
conditioned on the value Xq for X
′
q;
• Based on Fig.A.7(c) and the value X ′d, we apply the observed linear
relation to determine a value for X ′′d ;
• Based on Fig.A.7(b) and the value X ′′d , we apply the observed linear
relation to determine a value for Xl.
Figure A.8: Statistics on time constants (unit: second) in the GENROU
model for coal plants
The cumulative distribution functions (c.d.f.s) of four time constants are
shown in Fig.A.8. We present in Table.A.9 the correlation analysis results






qo. A similar statistics-based approach
is used to determine values of four time constants for synthetic generators.
As shown in Fig.A.9(a), for the saturation functions, a linear regression
S12 = 1.9988S1 + 0.2355 (with R-squared value to be 0.8) is observed and
then used in the parameter assignment process. The c.d.f. in Fig.A.9(b) is
applied to statistically draw a value from the range [0.02,0.2] for S1.
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Table A.9: Correlation Analysis Results on Time Constants in GENROU
model for Coal Units







T ′do 1.0000 0.5766 -0.0255 -0.0098
T ′qo 0.5766 1.0000 -0.0135 0.0774
T ′′do -0.0255 -0.0135 1.0000 0.1336
T ′′qo -0.0098 0.0774 0.1336 1.0000
Figure A.9: Statistics on saturation function coefficients in GENROU
model for coal units
A.2.2.2 Governor Model - TGOV1
Fig.A.10 shows the block diagram for the turbine-governor model TGOV1.
The TGOV1 model is a simple steam turbine model and represents the
turbine-governor droop (R), the main steam control valve motion and limits
(T1, VMAX , VMIN) and has a single lead-lag block (T2, T3) representing the
time constants associated with the motion of the steam through the reheater
and turbine stages. The ratio, T2/T3, equals the fraction of the turbine power
that is developed by the high-pressure turbine stage and T3 is the reheater
time constant. Dt is the turbine damping coefficient.
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Figure A.10: Block diagram for governor model TGOV1
Figure A.11: Statistics on T1, T2, T3 and R in TGOV1 model for coal units
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Since TGOV1 is the simplest governor model and many other models are
built on or extended from TGOV1 by adding more details [80], we collect
statistics (on on T1, T2, T3, R, VMAX , VMIN and Dt) from TGOV1 and some
other governor models for coal units to add parameter variations. Fig.A.11
summarizes the statistics on T1, T2, T3 and R of TGOV1 model for coal
units. As such, a constant value 0.05 is set for R. Two values - 0.5 and 0.2
- are assigned to T1 by probabilities of 0.6 and 0.1, respectively, while the
remaining 30% of T1 are statistically drawn from [0.1,0.5]. T2/T3 ratio has two
typical values: 0.3 (about 70%) and about 0.3333 (about 20%). In addition,
T2/T3 ratio value distribution has trivial correlation with T2 or T3. Thus,
we statistically assign 0.3 and 0.3333 as the T2/T3 ratio to TGOV1 models
by probabilities of 0.77 and 0.23, respectively. Around 80% of T2 equals to
either 2.1 (44%), 2.5 (11%) or 3 (25%). We statistically assign 2.1, 2.5 and 3
to TGOV1 models by probabilities of 0.55, 0.13 and 0.32, respectively. T1 is
not statistically correlated with T2 and T3. Thus, the three assignments can
be performed individually. Last, VMAX is set to 1 since over 90% of studied
models in the EI model have VMAX of 1, and VMIN is set to 0 since over 90%
of studied models in the EI model case have VMIN of 0. Dt is 0 in over 95%
of studied models in the EI case; thus, the Dt in the synthetic case is set to
0.
A.2.2.3 Exciter Model - SEXS
Fig.A.12 shows the block diagram for the exciter model SEXS. Model SEXS
represents no specific type of excitation system, but rather the general char-
acteristics of a wide variety of properly tuned excitation systems. To add
parameter variations, statistics from both SEXS and EXST1 models are used.
The parameter assignment process works in a way similar to those in Sec-
tions A.2.2.1 and A.2.2.2. According to Fig.A.13(a), 35% of synthetic SEXS
models are assigned with K=100, 20% are assigned with K=200, 20% are
assigned with K=250, and the remaining 25% are assigned with values uni-
formly drawn from [100,200]. Similarly, we assign about 50% of synthetic
SEXS models with TE=0.02, 35% of them with TE=0.05 and the remaining
to have TE=0.1. Except for value of zero, there are about 2/3 models with
TA/TB=0.1 and 1/3 of them with TA/TB=0.125. Thus, we statistically assign
0.1 and 0.125 to TA/TB by probabilities of 0.67 and 0.33, respectively. 10 and
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Figure A.12: Block diagram for the exciter model SEXS
8 are assigned to the TB values by probabilities of 0.75 and 0.25, respectively.
This is because 10 (around 58%) and 8 (around 21%) are two most common
values for TB. EFDMIN = −4 (EFDMAX = 5) is considered since over 80%
(86%) of models in the EI case have EFDMIN of −4 (EFDMAX of 5).
Figure A.13: Statistics on TA, TB, TE and K in SEXS model for coal units
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A.2.3 Model Validation
Cost models are integrated into the base case to economically commit and
dispatch all conventional generation units while satisfying the desired sys-
tem reserve level [81]. This section considers a uniform load model with the
constant current and impedance fractions to be 50 % and 50 %, respectively.
Load acting as a Resource (LaaR) program1 is also represented in this syn-
thetic case. For validations, we use the created synthetic network dynamic
model to perform similar transient stability studies reported in [50] and com-
pare the simulation results using the synthetic network dynamic model with
those using the actual ERCOT model. The system load is set to 33 GW
with the total wind capacity to be 7.2 GW. A high-reserve case with 8 GW
reserved capacity and a low-reserve case with 3 GW reserved capacity are
built in this section. We create a large generation-loss scenario, which is
similar as one event that occurred in the past and is usually studied as part
of ERCOT’s routine operation and transmission planning processes. This
contingency event involves the loss of 2,450 MW generation.
Table A.10: Comparisons of the Simulations Results Using the Actual and
Synthetic Models
Model Reserve
Nadir Freq- β Value Governor resp-
uency (Hz) (MW/0.1Hz) onse at 2s (MW)
Actual
Low 59.70 817 1340
High 59.70 817 1493
Synthetic
Low 59.66 720 1327
High 59.68 765 1403
Table A.10 displays the simulation results using the actual and synthetic
models.2 We note that the nadir frequencies, β values and the governor
response at two seconds after the contingency in the actual and synthetic
models are close for both high- and low-reserve cases. For example, both
1The interconnection permits up to 1,150 MW to be supplied by customers who are
compensated to allow their load to be curtailed automatically at predetermined frequency
set points - 59.7 Hz.
2Nadir frequency refers to the minimum value of post-contingency frequency. Nadir-
base frequency response β is defined by β =(generation loss in MW)/(frequency deviation
in 0.1Hz).
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models have a β value around 800 MW/0.1 Hz, which is much lower than
those observed in 2002-2004 due to deeper penetration of renewable energy
resources. The similar results in both cases using the actual and synthetic
models verify the capability of the created synthetic dynamic model to repro-
duce similar system PFR performances over the ERCOT region. The slight
difference between the simulation results using two models may be due to
the following reasons:
• There is no detailed information on the implementation of LaaR pro-
gram, thus we adopt the frequency load shedding point of 59.7 Hz;
• Wind power profiles used here are different from those used in the
actual ERCOT model, which is not available to the public;
• This 2000 bus power system test case is entirely synthetic, built from
public information and a statistical analysis of real power systems. It
bears no relation to the actual grid in this location, except that gener-
ation and load profiles are similar, based on public data.
Therefore, the proposed methodology can generate a publicly available syn-
thetic network dynamic model, which is able to produce system response
similar to that of the actual model, without releasing any confidential infor-
mation of the actual power system.
A.3 Summary
This appendix presents the development and testing of a synthetic power
system model for various studies. We summarize previous work for the pro-
cess of building a synthetic network and augment the base model with cost
data for energy economic studies. Simulation results using the synthetic case
match similar economic properties of the actual ERCOT grid. We also base
the model on publicly available data and statistics summarized from the ac-
tual system case to generate a large-scale synthetic network dynamic model.
The comparison studies demonstrate the capability of the synthetic network
dynamic model to produce dynamic response similar to that of the actual
model.
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Detailed statistical analysis performed on selected machine / governor /
exciter / stabilizer models is presented to illustrate the statistical exten-
sion process to include generator dynamic models. The comparison studies
are needed to verify the capability of the proposed methodology to produce
synthetic networks that produce system response similar to that of the ac-
tual models. The synthetic dynamic models can be used for power system
planning, generator siting and other applications related to power system
transient stability.
Although this chapter uses the ERCOT case to illustrate the synthetic
network creation process, the proposed methodology is general enough for
applications to other footprints of interest, starting with a synthetic network
base case of that footprint, and then updating the input data such as cost
data in Table A.1 and Table A.3.
The construction of synthetic base models and extended cases for energy
economic studies refers a lot to industrial documents and standards. Exten-
sion of synthetic network base models for transient stability studies is pri-
marily based on the statistics summarized from actual power system models.
However, industrial practices and standards may provide additional infor-
mation to limit the randomness during the model assignment and parameter
determination. For example, 421.4-2014 - IEEE Guide for the Preparation
of Excitation System Specifications - describes functions typical of excita-
tion systems. We will address this aspect for improving the synthetic system







In the day-ahead market, participants commit to buy or sell wholesale elec-
tricity one day before the operating day [82]. The unit commitment objective
function (B.1) is to minimize the total system production cost as the sum of:
• electricity generation costs (ci,t), reserve offering costs (C+i,tr+i,t+C−i,tr−i,t+
C∗i,tr
∗
i,t), and starting-up/shutting-down costs (c
onoff
i,t ) for each conven-
tional unit;
• total penalty cost for wind curtailment (Cw(Wj,t − wj,t)), load shed-

























Cw(Wj,t − wj,t) +
M∑
m=1





In each sub-period t, if online with the state variable ui,t = 1, conventional





without violating its operational bounds [P i, P̄i]; if offline with ui,t = 0, unit
i can provide only the nonspinning reserve r∗i,t:
pi,t + r
+
i,t ≤ ui,tP̄i, ui,tP i ≤ pi,t − r−i,t (B.2)
0 ≤ r+i,t, r−i,t, 0 ≤ r∗i,t ≤ (1− ui,t)P̄i (B.3)
The ramping constraints for conventional units are also represented in:
pi,t − pi,t−1 + ui,t−1(P i −∆P
φ
i ) + ui,t(P̄i − P i) ≤ P̄i (B.4)
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pi,t−1 − pi,t + ui,t(P i −∆P
ϕ
i ) + ui,t−1(P̄i − P i) ≤ P̄i (B.5)
Furthermore, we consider the minimum on (off) time toni (t
off
i ) for each con-
ventional unit i through:








For each conventional unit i, we assume a constant starting-up/shutting down
cost:
Coni (ui,t − ui,t−1) ≤ c
onoff
i,t (B.8)
Coffi (ui,t−1 − ui,t) ≤ c
onoff
i,t (B.9)
0 ≤ conoffi,t (B.10)
and a convex cost function using a piecewise linearized constraint:
σ1,i,qpi,t + σ2,i,qui,t ≤ ci,t (B.11)
At the optimal (minimization) point(s), equality for all ci,t and c
onoff
i,t must
be achieved (one of B.8-B.10, and B.11); otherwise, some ci,t or c
onoff
i,t can
be further reduced with all the other variables fixed, resulting in a lower
objective function value with no violation of any constraint.
As for the renewable energy resources, the scheduled output wj,t of each
wind farm j can be no more than its forecast value:
0 ≤ wj,t ≤ Wj,t (B.12)
A FSD operates at any point in time in only one of its operational states -




0 ≤ s+k,t ≤ vk,tS̄
+
k , 0 ≤ s
−




Typically, due to the nature of storage, the stored energy incurs losses over
time. We represent in (B.14) the energy balance in FSD, along with its
min(max) stored thermal energy level εk(ε̄k):





, εk ≤ εk,t ≤ ε̄k (B.14)
So far, (B.2)-(B.14) explicitly represent the operational/physical constraints
for each conventional/wind/FSD resource. Constraints from (B.15) to (B.17)
form the system-wise constraints.




r+i,t ≥ r+t ,
I∑
i=1
r−i,t ≥ r−t ,
I∑
i=1
r∗i,t ≥ r∗t (B.15)
















ξl,mdm,t ∈ [−β̄l, β̄l] (B.16)














dm,t, dm,t ≤ Dm,t (B.17)
Constraint (B.18) is built to represent the dynamic simulation model. This
implicit constraint is viewed as the mapping of all variables p,u, s,w,d into
dynamic metrics x. Mathematically, it takes p,u, s,w,d as input to initial-
ize system dynamic simulation for computation of x. Frequency stability
requirements, such as the minimum frequency limit and the maximum Ro-
CoF magnitude limit, are represented in (B.19). δxn,m,t is non-zero if metric
xn,m,t violates its lower bound Xn,m,t.
Γ(p,u, s,w,d,x) = 0 (B.18)




i index of conventional units from 1 to I
j index of wind farms from 1 to J
k index of FSDs from 1 to K
l index of branches from 1 to L
m index of buses from 1 to M
n index of frequency stability metrics from 1 to N
t index of subperiods from 1 to T in each day
Variables Steady-State Operation Model
ci,t energy production cost by conventional unit i at time t
conoffi,t starting-up/shutting-down costs of unit i at time t
dm,t supplied load of bus m at time t
εk,t stored energy in FSD k at time t, bounded by [εk, ε̄k]
pi,t energy produced by conventional unit i at time t, and bounded
by [P i,t, P̄i,t] if online
ui,t state variable of conventional unit i at time t
r+i,t up reserve by conventional unit i at time t
r−i,t down reserve by conventional unit i at time t
r∗i,t non-spinning reserve by conventional unit i at time t
s+k,t charging power by FSD k at time t
s−k,t discharging power by FSD k at time t
vk,t state variable of FSD k at time t
wj,t wind farm j power output at time t
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xn,m,t computed frequency stability metric n of bus m at time t
δxn,m,t violation amount defined as max{Xn,m,t − xn,m,t, 0}
Parameters Steady-State Operation Model
σ1,i,q,σ2,i,q coefficient of qth segment of the piecewise liner generating cost for
each unit
β̄l branch l power flow limit
Coni starting-up cost coefficient of conventional unit i
Coffi shutting-down cost coefficient of conventional unit i
C+i,t cost coefficient for up spinning reserve by conventional unit i at
time t
C−i,t cost coefficient for down spinning reserve by conventional unit i
at time t
C∗i,t cost coefficient for non-spinning reserve by conventional unit i at
time t
Cd penalty costs for load shedding
Cx penalty costs for frequency stability constraint violation
Cw penalty costs for wind curtailment
Dm,t forecast load of bus m at time t
∆P φi conventional unit i ramping-up rate
∆Pϕi conventional unit i ramping-down rate
Wj,t wind farm j power output forecast at time t
Xn,m,t lower bound on xn,m,t
























































d [d1,1, d1,2, ..., d1,T , d2,1, d2,2, ...]
T ∈ CMT
D [D1,1, D1,2, ..., D1,T , D2,1, D2,2, ...]
T ∈ CMT





















































s [s+; s−] ∈ C2KT
u [u1,1, u1,2, ..., u1,T , u2,1, u2,2, ...]
T ∈ ZIT
v [v1,1, v1,2, ..., v1,T , v2,1, v2,2, ...]
T ∈ ZKT
w [w1,1, w1,2, ..., w1,T , w2,1, w2,2, ...]
T ∈ CJT
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W [W1,1,W1,2, ...,W1,T ,W2,1,W2,2, ...]
T ∈ CJT
Xn [Xn,1,1, Xn,1,2, ..., Xn,1,T , Xn,2,1, Xn,2,2, ...]
T ∈ CMT
X [X1; X2; ...; XN ] ∈ CNMT
xn [xn,1,1, xn,1,2, ..., xn,1,T , xn,2,1, xn,2,2, ...]
T ∈ CMT
x [x1; x2; ...; xN ] ∈ CNMT
δxn [δxn,1,1, δxn,1,2, ..., δxn,1,T , δxn,2,1, δxn,2,2, ...]
T ∈ CMT
δx [δx1; δx2; ...; δxN ] ∈ CNMT
Variable Dynamic Model
pcvi,t governor valve position of each unit
pcxi,t internal system state of the turbine lead-lag subsystem of each
unit
pcmi,t mechanical input of each unit
ωt system frequency
∆ωt frequency deviation from nominal value
sk,t FSD power output
Parameter Dynamic Model
τ index of dynamic simulation intervals from 0 to τ̄
∆TΓ duration of each dynamic simulation interval
Hi unit inertia
Ri droop or regulation constant
Ti,1 governor lag time constant
Ti,2 turbine lead time constant
Ti,3 turbine lag time constant
D system load damping constant
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∆ω̄ max allowed system frequency deviation
RoCoFmax max allowed system RoCoF magnitude
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