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HIGHER MODULAR GROUPS AS AMALGAMATED PRODUCTS AND
A DICHOTOMY FOR INTEGRAL GROUP RINGS
ANDREAS BA¨CHLE, GEOFFREY JANSSENS, ERIC JESPERS, ANN KIEFER,
AND DORYAN TEMMERMAN
Abstract. We give a concrete presentation for the general linear group defined over a
ring which is a finitely generated free Z-module or the integral Clifford group Γn(Z) of
invertible elements in the Clifford algebra with integral coefficients. We then use this
presentation to prove that the elementary linear group over Γn(Z) has a non-trivial de-
composition as a free product with amalgamated subgroup the elementary linear group
over Γn−1(Z). This allows to obtain applications to the unit group U(ZG) of an integral
group ring ZG of a finite group G. In particular, we prove that U(ZG) is either heredi-
tary (FA), i.e. every subgroup of finite index has property (FA), or commensurable with
a non-trivial amalgamated product for a huge class of groups. In the case U(ZG) is not
hereditary (FA), we investigate subgroups of finite index in U(ZG) that have a non-trivial
decomposition as an amalgamated product.
1. Introduction
The modular group SL2(Z) and the group SL2(Z[i]) are examples of arithmetic groups
with a rich algebraic, geometric and number theoretical structure. It is well-known that
SL2(Z) has a decomposition as a non-trivial free product with amalgamation, see for ex-
ample [28]. Fine proved in [13] that also the group SL2(Z[i]) is a non-trivial amalgamated
product. In this paper we extend these results to higher modular groups. In fact the groups
SL2(Z) and SL2(Z[i]) are discrete subgroups of the isometry group of hyperbolic space of
dimension 2 and 3, respectively. It is well known that they act by Mo¨bius transformations
on hyperbolic space. Using Clifford algebras, Vahlen [30] generalized Mo¨bius transforma-
tions to higher dimensional hyperbolic spaces. These groups are called Vahlen groups and
have discrete subgroups that give a natural generalization of the modular group to higher
dimensions, denoted by SL+(Γn(Z)), and referred to as higher dimensional modular groups.
Note that these groups were rediscovered later by Ahlfors in [1]. For n = 1 and n = 2 they
are isomorphic to SL2(Z) and SL2(Z[i]), respectively. For n = 3, we get an isomorphism
with the group described in [23] and for n = 4, this is isomorphic to a subgroup of finite
index in the group of 2-by-2 matrices of Dieudonne´ determinant 1 over the Lipschitz order
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L of the classical quaternion algebra
(
−1,−1
Q
)
. In our main result we consider the group
E2(Γn(Z)) generated by elementary matrices defined over the Clifford group Γn(Z) and we
prove the following result.
Theorem A (Theorem 7.8 and Corollary 7.9). The group E2(Γn(Z)) has a non-trivial
decomposition as an amalgamated product with amalgamated subgroup E2(Γn−1(Z)). In
particular for n ≤ 4, SL+(Γn(Z)) is an amalgamated product over SL+(Γn−1(Z)).
This generalizes the result that SL2(Z[i]) is a product with amalgamation over SL2(Z)
and shows that this stays valid in higher dimensions in the context of the E2 groups.
Moreover, it implies that the group SL+(Γ3(Z)), which is the group described in [23, Section
6], is thus an amalgamated product over SL2(Z[i]) and the group SL2(L) has a subgroup of
finite index, namely SL+(Γ4(Z)), that is an amalgamated product over the group described
in [23, Section 6].
To prove the result, we first describe a concrete presentation of the linear groups GE2
and E2. In the case that the latter groups have entries in a ring that is a finitely generated
free Z-module with some supplementary conditions, we are able to give a concrete finite
presentation. We then show that the same results stay valid if the linear groups are defined
over Clifford groups.
In the last part of the paper we use these descriptions of the linear groups and their
decompositions as non-trivial free products with amalgamation to get more information
on the structure of the unit group of an integral group ring ZG of a finite group G. The
study of U(ZG) finds its origin in the isomorphism problem for the integral group ring ZG.
The even more general question behind this problem is how much information about G
is encoded in the group ring ZG. Since the work of Higman in 1940 [18], the unit group
of a group ring RG of a finite group G over an order R in a number field has received
tremendous attention. The most natural and most fundamental case is that of integral
group rings, for R = Z. Although many mathematicians have studied this unit group and
several groundbreaking results have been proven, the unit group of an integral group ring
is far from being understood and only for very few finite non-abelian groups G has the
unit group U(ZG) been described. Many breakthroughs have recently been collected in
[20, 21].
If a group is a non-trivial free product with amalgamation, the study of the structure
of the group, can be reduced to proper subgroups. Hence, it is a significant step forward
in the understanding of U(ZG), to be able to describe the unit group U(ZG) as a non-
trivial free product with amalgamation, or to extract a subgroup of finite index that is
an amalgamated product. Earlier results of this type have been obtained in [24], where
an explicit construction of a free subgroup of the unit group is given, in [17], where the
authors give conditions on G for the unit group U(ZG) to contain a free product Cp ∗C∞,
p a prime and in [19], where new constructions of units are given to construct a concrete
free product of cyclic groups inside U(ZG). In the last part of the paper, we show the
following dichotomy. For this we need to introduce a new property: A group has property
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hereditary (FA), (HFA) for short, if every subgroup of finite index has property (FA). The
hereditary (FA) property was introduced in [8].
Theorem B (Theorem 8.5). For a finite solvable group G such that U(ZG) has finite
center exactly one of the following holds:
(1) U(ZG) has property (HFA).
(2) U(ZG) is commensurable with a non-trivial amalgamated product.
For a finitely generated group, Serre [28] proved the equivalence of the geometrical prop-
erty (FA) and the group theoretical properties of not being an amalgamated product and
having finite abelianization. The previous theorem states that either U(ZG) and all its
subgroups of finite index do not have a decomposition as a non-trivial free product with
amalgamation (and all have finite abelianization), or there is a group commensurable with
U(ZG) that has a decomposition as an amalgamated product. Hence the strength of the
theorem is that in the second statement there is no mention of the finite abelianization
anymore. In [3], it is proven that if the group algebra QG does not have so-called excep-
tional components, then U(ZG) has property (HFA) for G cut. Recall that a finite group
G is called a cut group if U(ZG) has a finite center. Thus, to prove the dichotomy we
have to consider components that are 2-by-2 matrix rings over a division algebra D and
we prove that we can restrict our study to the following four division algebras:
Q, Q(i), Q(
√−3) and
(
−1,−1
Q
)
.
The only component not handled by our main theorem, is when D = Q(
√−3). This is why
we include a brief section where we show that SL2(Z[
√−3]) is a non-trivial amalgamated
product. This stands in contrast with the larger group SL2(I), where I = Z[1+
√−3
2
] is the
maximal order in D, which is known to have property (FA). In case U(ZG) does not have
property (HFA), it is interesting to describe the amalgamated product commensurable
with U(ZG) more concretely, or to extract a subgroup of finite index in U(ZG) that has
a decomposition as a non-trivial free product with amalgamation. We prove the following
result:
Proposition C (Proposition 8.12). Let G be a finite cut group such that G does not map
onto
SL(2, 3), C3 ×Q8, G32,50, G96,202, G240,90 or G384,618.
Suppose that U(ZG) does not have property (HFA). Then any subgroup of finite index in
SL1(ZG), the group consisting of the norm 1 elements in ZG, has a non-trivial decomposi-
tion as amalgamated product or is an HNN extension.
In [3], we apply these results to determine conditions on G for U(ZG) to have property
(FA) or (HFA). These results lead us into the broader context of fixed point properties, such
as Kazhdan’s property (T). Although the definition of these properties is of geometrical
nature, they often reveal algebraic information on the structure of infinite groups.
The outline of the paper is as follows. In Section 2, we give the necessary background
on free products with amalgamation, 2-by-2 matrices over quaternion algebras and general
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linear groups. In Section 3 we give the concrete finite presentation of the certain linear
group defined over a ring that is a finitely generated free Z-module. In the following section,
we show that the group SL2(Z[
√−3]) has a decomposition as a non-trivial free product
with amalgamation. In Sections 5 and 6, we introduce Clifford algebras and groups, define
the general linear group over Clifford groups and give again a concrete presentation in that
context. In Section 7, we prove that the elementary linear group defined over the Clifford
group has a decomposition as a non-trivial free product with amalgamation. Finally in the
last section, we apply the obtained results of the paper to the unit group of an integral
group ring of a finite group G.
2. Preliminaries
2.1. Free products with amalgamation. First we recall the definition of a free product
with amalgamation.
Definition 2.1. Let G1, G2 and H be groups and f1 : H → G1 and f2 : H → G2 be
injective homomorphisms. Let N be the normal subgroup of the free product G1 ∗ G2
generated by elements of the form f1(h)f2(h)
−1 for h ∈ H . Then the free product with
amalgamation G1 ∗H G2 is defined as the quotient
(G1 ∗G2)/N.
This free product with amalgamation is said to be trivial if f1 or f2 are surjective. The
group H is called the amalgamated subgroup.
Throughout the paper, we will often abbreviate the term free product with amalgamation
and simply write amalgamated product.
The next proposition is standard. One reference is [31, Lemma 3.2].
Proposition 2.2. Let G = G1 ∗H G2 be a free product with amalgamation and let
Φ be an epimorphism from G˜ to G. Then G˜ is the free product with amalgamation
Φ−1(G1) ∗Φ−1(H) Φ−1(G2).
Proposition 2.2 gives an immediate corollary on direct products, where one factor is an
amalgamated product.
Corollary 2.3. If G is a free product with amalgamation and H is a group, then the direct
product G×H is again a free product with amalgamation.
The following proposition is folklore but for the sake of completeness we reprove it here.
Proposition 2.4. Let G be a group and A,B,C ⊆ G disjoint subsets such that
G := 〈A ∪ B ∪ C | RAC , RBC〉,
where RAC, RBC is a collection of relations between generators in A∪C and B ∪C respec-
tively. Write GAC, GBC and GC for the subgroup of G generated by A ∪ C, B ∪ C and C
respectively. Then
G ∼= GAC ∗GC GBC .
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As GC ⊆ GAC ∩GBC , the injections of GC in both components in the amalgamation are
the canonical injections.
Proof. The universal property of amalgamated products gives a natural morphism
ϕ : GAC ∗GC GBC → G. Consider the free group F on the generators A ∪ B ∪ C and
the canonical morphism ψ : F → GAC ∗GC GBC , mapping elements of A to the correspond-
ing element in GAC , elements of B to the corresponding element in GBC and elements of
C to the corresponding element in GC (and as such in GAC and GBC at the same time). If
we use the same notation RAC and RBC for the corresponding sets of relators in F , then
R ∈ RAC (RBC) is mapped, elementwise, under this morphism into GAC (GBC). But then
ψ(R) = 1, since R is certainly also a relation in GAC (GBC), and so RAC and RBC are in
the kernel of ψ. This shows that ψ factors through a morphism ψ of F/〈〈RAC , RBC〉〉 ∼= G
to GAC ∗GC GBC (the normal closure is denoted by 〈〈...〉〉). It is clear that ψ and ϕ are
each others inverses. 
Remark 2.5. This proposition implies that GC = GAC ∩ GBC . Indeed, suppose
x ∈ (GAC ∩ GBC) \ GC and let x1 be a copy of this element in the GAC component of
GAC ∗GC GBC and x2 a copy in the GBC component. The element x1x−12 is in the kernel
of ϕ but is not 1 in the amalgamated product, a contradiction with the fact that ϕ is an
isomorphism.
2.2. A matrix ring over a totally definite rational quaternion algebra. Recall that
the quaternion algebra
(
u,v
Q
)
is the Q-vector space with basis the symbols {1, i, j, k} and
multiplication determined by the relations
i2 = u, j2 = v, ij = k = −ji,
where u, v ∈ Q\{0}. We call this quaternion algebra totally definite if u and v are negative.
Let a = a1 · 1 + a2 · i + a3 · j + a4 · k (a1, a2, a3, a4 ∈ Q) be an element of a quater-
nion algebra with center Q. Then the real part of a is defined to be Re(a) = a1 and
a = a1 · 1− a2 · i− a3 · j − a4 · k. We define |a| to be
√
aa. This is an actual analytic norm
on
(
u,v
Q
)
(i.e. also satisfies the triangle inequality) if and only if the quaternion algebra is
totally definite. The square, i.e. the map a 7→ aa, makes some quaternion algebras right
Euclidean, a notion which generalizes the notion of Euclidean rings to the non-commutative
setting.
Definition 2.6. Let R be a ring and δ : R \ {0} → N a map with δ(0) = 0. We call R a
right Euclidean ring if
∀ a, b ∈ R with b 6= 0, ∃ q, r ∈ R : a = bq + r with δ(r) < δ(b) or r = 0.
By [14] the only totally definite quaternion algebras having a right Euclidean order are(
−1,−1
Q
)
,
(
−1,−3
Q
)
and
(
−2,−5
Q
)
. Recall that a Z-order (or for brevity just order) of a
finite-dimensional algebra A over Q is a subring of A that is finitely generated as a Z-
module and contains a Q-basis of A. Moreover in these cases auch an order is the (up to
6 A. BA¨CHLE, G. JANSSENS, E. JESPERS, A. KIEFER, AND D. TEMMERMAN
conjugation) unique maximal order. These maximal orders will be denoted by O2, O3 and
O5, respectively.
We are interested in a generalization of the special linear group over a totally definite
rational quaternion algebra. Therefore we define the elements of reduced norm 1 in 2-by-2
matrix rings over an order in a quaternion algebra
(
u,v
Q
)
.
Let A be a finite dimensional central simple algebra over K. Let E is a splitting field
of A, i.e. E ⊗K A ∼= Mn(E) is a full matrix ring over E. The reduced norm of a ∈ A is
defined as
RNrA/K(a) = det(1⊗ a).
Note that RNrA/K(·) is a multiplicative map, RNrA/K(A) ⊆ K and RNrA/K(a) does only
depend on K and a ∈ A (and not on the chosen splitting field E and isomorphism
E ⊗K A ∼= Mn(E)), see [20, page 51]. For a subring R of A, put
SL1(R) = { a ∈ U(R) | RNrA/K(a) = 1 },
which is a (multiplicative) group. If A = Mn(D) and R = Mn(O) with O an order in D,
then we also write SL1(A) = SLn(D) and SL1(R) = SLn(O).
Alternatively the group SL2(O) may be defined via the so called Dieudonne´ determinant.
We base our definition on [25]. Let ( a bc d ) be a matrix in M2((
u,v
Q
)). We first define the
pseudo-determinant σ in the following way:
(2.1) σ(( a bc d )) =


cac−1d− cb when c 6= 0,
bdb−1a when c = 0, b 6= 0,
(d− a)a(d− a)−1d when b = c = 0, a 6= d,
aa when b = c = 0, a = d.
Note that σ is multiplicative. The Dieudonne´ determinant of ( a bc d ) is defined as
(2.2) ∆ = ∆(( a bc d )) = |σ| =
√
|a|2|d|2 + |b|2|d|2 − 2Re [acdb].
Note that ∆ is real and positive. From [10, Theorem 1, page 146], for A = ( a bc d ) an element
in M2
((
u,v
Q
))
, we know that
(2.3) ∆(A)2 = RNrM2((u,vQ ))/Q
(A).
As the Dieudonne´ determinant is real and positive, it follows that
(2.4) SL2(O) = { A ∈ M2(O) | ∆(A) = 1 }.
Remark 2.7. Note that the definition of the Dieudonne´ determinant δet given in [10]
differs slightly from our definition. To be precise, for D =
(
u,v
Q
)
and A ∈ M2(D),
∆(A)2 = RNrD/Q (δet(A)) ,
for ∆(A) as defined above. For more details on Dieudonne´ determinants we refer the
interested reader to the very accessible paper [2] or to [7, 10].
HIGHER MODULAR GROUPS AS AMALGAMATED PRODUCTS 7
The use of the Dieudonne´ determinant is also handy because it easily allows to give a
formula for inverses of quaternion matrices. Indeed a matrix M ∈ M2
((
u,v
Q
))
is invertible
if and only if ∆ 6= 0. Furthermore the inverse is given by
(2.5)
M−1 =
(
a−1 −σ−1b
0 d−1
)
, when c = 0,
M−1 =
(
c−1dσ−1c −a−1bσ−1cac−1
−σ−1c σ−1cac−1
)
, when c 6= 0.
Similar as in the classical case, if R is a subring of
(
u,v
R
)
, we define the groups GL2(R)
to be the group of invertible matrices in M2(R). Let u and v be negative integers. Let
O be an order in
(
u,v
Q
)
and consider a matrix M ∈ M2(O). It is easy to see that if M is
a unit in M2(O), then ∆ = 1. On the other hand, if ∆ = 1, then σ−1 = σ. With some
computations, one may prove that in that case all the four entries of M−1 are in O. Hence
the groups GL2 (O) and SL2 (O) are equal.
2.3. The groups GE2 and E2. We give here the basic definitions of the groups GE2 and
E2. We refer to [5]. Let R be a unital ring. The group GE2(R) is the group generated by
all matrices
[µ, ν] =
(
µ 0
0 ν
)
for µ, ν ∈ U(R), E(x) =
(
x 1
−1 0
)
for x ∈ R.
For µ ∈ U(R), put D(µ) = [µ, µ−1]. Define the groups D2(R) = 〈[µ, ν] | µ, ν ∈ U(R)〉 and
DE2(R) = 〈D(µ) | µ ∈ U(R)〉.
In the group GE2(R) the following relations hold, see [5, (2.2)-(2.4)]
E(x)E(0)E(y) = E(0)2E(x+ y), x, y ∈ R(R1)
E(µ)E(µ−1)E(µ) = E(0)2D(µ), µ ∈ U(R)(R2)
E(x)[µ, ν] = [ν, µ]E(ν−1xµ), x ∈ R, µ, ν ∈ U(R)(R3)
E(0)2 = D(−1).(R4)
The group E2(R) is generated by all matrices
D(µ) =
[
µ, µ−1
]
for µ ∈ U(R), E(x) =
(
x 1
−1 0
)
for x ∈ R.
Definition 2.8. The ring R is called universal for GE2 if the relations (R1)-(R4) together
with a set of defining relations in the group D2(R), form a complete set of defining relations
of GE2(R). These relations are called the universal relations.
In [3, Proposition 3.4], it is shown that if R is a ring such that there exists a set Φ of
relations solely defined in E2(R) such that Φ together with the universal relations yield a
full list of relations for GE2(R), then
(2.6) GE2(R)/E2(R) ∼= U(R)ab.
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From the relations (R1) to (R4) and the relations in the group D2(R) it follows that the
involution E(0)2 = D(−1) is central in GE2(R) and we denote it by −I.
The equation (R3) specializes to
E(x)D(µ) = D(µ−1)E(µxµ), x ∈ R, µ ∈ U(R).(R3’)
The inverse of E(x) (with x ∈ R) is given by the formula
(R5) E(x)−1 = E(0)E(−x)E(0),
which follows from Equation (R1). From the universal relations one can also derive the
following crucial formula, see [5, (2.9)].
(2.7) E(x)E(α)E(y) = E(x− α−1)D(α)E(y − α−1), x, y ∈ R, α ∈ U(R).
The following definition is also taken from [5].
Definition 2.9. A ring R is a GE2-ring if GL2(R) = GE2(R).
The following proposition is folklore. But for the sake of completeness we reproduce it
here.
Proposition 2.10. Left and Right Euclidean rings are GE2-rings.
Proof. We prove the proposition for the case of a right Euclidean ring R, the other case
being similar. Let ( a bc d ) be a matrix in GL2(R). Suppose first that b = 0. Then as (
a 0
c d ) is
invertible, a and d are in U(R) and hence
(2.8) ( a 0c d ) = [a, d]E(0)
3E(d−1c).
Suppose now that b 6= 0. Moreover, without loss of generality, we may suppose that
δ(b) < δ(a) for δ the map from Definition 2.6 (otherwise multiply the matrix by E(0)). As
R is right Euclidean, there exists q ∈ R such that δ(a− bq) < δ(b). Thus the matrix
(2.9) ( a bc d )E(0)
3E(−q)E(0)
has (−b, a− bq) as first row, where the image by δ of the upper right entry is smaller than
b. As the values of δ lie in N, this process has to stop after finitely many steps. Hence by
Definition 2.6, we end up with a matrix where the upper right entry is 0. Finally the first
step allows to conclude. 
If R is a discrete subring of C, the question when R is a GE2-ring has been completely
solved in [9, Theorem 3]. Namely, a discrete subring of C is a GE2-ring if and only if it is
one of the following 7 rings:
(1) Id, the full ring of integers in Q(
√−d), for d = 1, 2, 3, 7, 11,
(2) Z,
(3) Z[
√−3].
Recall that the numbers d = 1, 2, 3, 7, 11 are exactly those for which Id is a Euclidean
ring.
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3. Towards a finite presentation of GE2 and E2 over a ring
In [6, Lemma page 160] a description of the non-universal relations of GE2(R) for certain
algebraic number fields has been obtained. In [3, Proposition 3.1], a quaternion variant of
this theorem has been proven. For completeness sake we cite this theorem here.
Proposition 3.1. Let K = Q(
√−d) with d ≥ 0 and H =
(
u,v
Q
)
a totally definite quater-
nion algebra. Let O be an order in K or H. Then, a complete set of defining relations for
GE2(O) is given by the universal relations together with
(3.1) (E(a)E(a))n = E(0)2, for each a ∈ O such that 1 < |a| = √n < 2,
for n ∈ {2, 3}.
The following theorem gives a description of E2(R), in case that a complete set of
relations for GE2(R) is given by the universal relations and a set of relations solely defined
in E2(R). The theorem is a reformulation of [3, Theorem 2.13].
Theorem 3.2. Let R be a ring, such that a complete set of relations for GE2 is given by
the universal relations and a set Φ of relations solely defined in E2(R). Then the group
E2(R) is generated by E(x) with x ∈ R and D(µ) with µ ∈ U(R). A complete set of
defining relations for E2(R) is given by (R1), (R2), (R3’), (R4), the relations in the group
DE2(R) and the relations from Φ.
In the following we will prove that if the ring R is a finitely generated free Z-module, it is
always possible to reduce the generators and relations to a finite number. First notice that
if one considers (R1) for a random x ∈ R and y = 0, it follows (together with (R2)) that
E(0)2 is central in E2(R). Recall that we denote this central involution E(0)
2 = D(−1) by
−I. Moreover (R1) is equivalent to
E(x+ y) = E(x)E(0)−1E(y) x, y ∈ R.(R1’)
Lemma 3.3. Let R be a ring, finitely generated and free as Z-module with basis B˜. Let
B = {±x | x ∈ B˜}. Then GE2(R) is generated by E(0), E(x) for x ∈ B and by all the
matrices [µ, ν], for µ, ν ∈ U(R). If |U(R)| <∞, this gives a finite number of generators.
Proof. From (R1’), we have that E(2) = E(1 + 1) = E(1)E(0)−1E(1). Inductively,
E(n) = E(n − 1)E(0)−1E(1). Thus, for n ∈ Z≥0, E(n) is described by E(1), E(0) and
(R1). Similarly, using E(x) for x ∈ B, we can do the same for E(x) for n ∈ Z≥0. In general,
E(
∑
x∈B
axx) = E(0)
∏
x∈B
E(0)−1E(axx),
where ax ∈ Z≥0. The latter can be described in terms of E(x) and E(0) by (R1). 
Remark 3.4. Note that in fact it is enough to consider E(x) for x ∈ B˜ as generators,
because E(−x) can be described by E(x) and (R1).
We now reduce the relations.
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Lemma 3.5. Let R be a ring, finitely generated and free as Z-module with basis B˜. Let
B = {±x | x ∈ B˜}. The relations (R1) (respectively (R3)) are equivalent to (R1) (resp.
(R3)) just for x, y where x, y ∈ B ∪ {0}.
Proof. We first show that it is enough to consider (R1) for x and y for x, y ∈ B ∪ {0}. For
this, notice that
(3.2) E(x)E(0)−1E(y) = E(y)E(0)−1E(x), x, y ∈ B
follows trivially from (R1’) as both the left and right hand side equal E(x + y). Next we
show that (R1) or (R1’) are equivalent to the relation
(3.3) if q + r = s+ t then E(q)E(0)−1E(r) = E(s)E(0)−1E(t).
Indeed one implication is trivial. For the converse, set q + r = (q + r) + 0 with s = q + r
and t = 0.
Thus let q, r, s, t ∈ R with q+ r = s+ t. Fix an order on B. Write q = ∑
x∈B
qxx, qx ∈ Z≥0.
Then, by (R1’), we have that
E(x) = E(0)
∏
x∈B
E(0)−1ex,
where
ex = E(x)E(0)
−1E(x) . . . E(0)−1E(x)︸ ︷︷ ︸
qx times
Similarly, we can split up E(r) and by (3.2), we can regroup the E(x)’s, x ∈ B, for a
fixed order of B. Thus if q + r =∑x∈B cxx = s+ t, we get that
E(q)E(0)−1E(r) = E(0)
∏
x∈B
E(0)−1fx = E(s)E(0)−1E(t),
where
fx = E(x)E(0)
−1E(x) . . . E(0)−1E(x)︸ ︷︷ ︸
cx times
.
Finally we show that (R3) may be derived from (R3) for x ∈ B∪{0}. For this, first note
that (R3) is equivalent with
(R3”) [ν, µ]−1E(x) [µ, ν] = E(ν−1xµ), x ∈ R, µ ∈ U(R).
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Suppose that (R3”) is true for a fixed x, y ∈ R. Then, by (R1),
[ν, µ]−1E(x+ y) [µ, ν] = [ν, µ]−1E(x)E(0)−1E(y) [µ, ν]
= E(0)2 [ν, µ]−1E(x) [µ, ν] [µ, ν]−1E(0) [ν, µ] [ν, µ]−1E(y) [µ, ν]
= E(0)2E(ν−1xµ) [µ, ν]−1E(0) [ν, µ]E(ν−1yµ)
= E(0)2E(ν−1xµ)E(µ−10ν)E(ν−1yµ)
= E(ν−1xµ)E(0)−1E(ν−1yµ)
= E(ν−1xµ + ν−1yµ)
= E((ν−1(x+ y)µ)
We used the fact that E(0)2 is central and of order 2. The conclusion now follows by
induction. 
The next two theorems follow immediately from the previous lemmas.
Theorem 3.6. Let R be a ring, finitely generated and free as Z-module with basis B˜, such
that a complete set of relations for GE2 is given by the universal relations and a set Φ of
relations solely defined in E2(R). Let B = {±x | x ∈ B˜}. Then GE2(R) is generated by
E(x) for x ∈ B ∪ {0} and [µ, ν] for µ, ν ∈ U(R). A complete set of defining relations is
given by
E(x)E(0)−1E(y) = E(y)E(0)−1E(x), x, y ∈ B ∪ {0}(R1)
E(µ)E(µ−1)E(µ) = E(0)2D(µ), µ ∈ U(R)(R2)
E(x)[µ, ν] = [ν, µ]E(ν−1xµ), x ∈ B ∪ {0}, µ, ν ∈ U(R)(R3)
E(0)2 = D(−1)(R4)
Defining relations in the group D2(R)(R6)
Relations in Φ.(R7)
In particular if both U(R) and the set Φ are finite, then GE2(R) is finitely presented.
We obtain a similar presentation for E2(R).
Theorem 3.7. Let R be a ring, finitely generated and free as Z-module with basis B˜, such
that a complete set of relations for GE2 is given by the universal relations and a set Φ of
relations solely defined in E2(R). Let B = {±x | x ∈ B˜}. Then E2(R) is generated by E(x)
with x ∈ B ∪ {0} and D(µ) with µ ∈ U(R). A complete set of defining relations for E2(R)
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is given by
E(x)E(0)−1E(y) = E(y)E(0)−1E(x), x, y ∈ B ∪ {0}(R1)
E(µ)E(µ−1)E(µ) = E(0)2D(µ), µ ∈ U(R)(R2)
E(x)D(µ) = D(µ−1)E(µxµ), x ∈ B ∪ {0}, µ ∈ U(R)(R3’)
E(0)2 = D(−1)(R4)
Defining relations in the group DE2(R)(R6’)
Relations in Φ.(R7)
In particular if both U(R) and the set Φ are finite, then E2(R) is finitely presented.
4. SL2(Z
[√−3]) as an amalgamated product
This section is a direct consequence of the previous section. We will prove that the group
SL2(Z
[√−3]) is an amalgamated product. Let Id be the ring of integers inQ(√−d). In [15,
Theorem 2.1], the authors show that PSL2(Id) is an amalgamated product for d = 1, 2, 7, 11.
By Proposition 2.2, SL2(Id) is also an amalgamated product for d = 1, 2, 7, 11. For d = 3,
it is shown in [28, Section 6.5, Exercise 5] or in [3, Theorem 5.1] that SL2(Id) has prop-
erty (FA). This property is in contradiction with being an amalgamated product. This is
however not the case, as we will show in the following results, if one considers the order
Z
[√−3] which is a suborder of the ring of integers I3 = Z [1+√−32 ]. The calculations in
this section are inspired by [13, Chapter 4].
Proposition 4.1. The group SL2(Z
[√−3]) has the following presentation
〈A, T, U, J | A2 = (AT )3 = (U−1AUA)3 = J, J2 = I, J central , [T, U ] = I〉.
Proof. As mentioned at the end of Section 2.3, Z
[√−3] is a GE2-ring, i.e.
GL2(Z
[√−3]) = GE2(Z [√−3]). Obviously E2(Z [√−3]) ⊆ SL2(Z [√−3]) and
by Equation (2.6), the index of E2(Z
[√−3]) in GE2(Z [√−3]) is 2. Hence
SL2(Z
[√−3]) = E2(Z [√−3]). The only elements in Z [√−3], that have an absolute
value between 1 and 2, are ±√−3 having absolute value √3. By Proposition 3.1 and Theo-
rem 3.7, E2(Z
[√−3]) is generated by E(0), E(1), E(−1), E(√−3), E(−√−3) and −I and
the relations (R1)-(R7), i.e.
(a) −I central, (−I)2 = E(−1)3 = I, E(1)3 = E(0)2 = −I,
(b)
(
E(
√−3)E(−√−3))3 = −I,
(c) E(1)E(0)E(−1)E(0) = I,
E(
√−3)E(0)E(−√−3)E(0) = I,
E(1)E(0)E(
√−3) = E(√−3)E(0)E(1).
Finally set A = E(0)−1, T = E(0)E(1)−1, U = E(0)E(
√−3)−1 and J = −I and the result
follows. 
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Note that the presentation in Proposition 4.1 is very similar to the presentation of
SL2(Z
[√−2]) found in [13, Proposition 4.3.3]. Analogously to [13, Theorem 4.4.1], we can
prove the following.
Theorem 4.2. The group SL2(Z
[√−3]) is a non-trivial amalgamated product.
Proof. By Proposition 4.1 the projective group PSL2(Z
[√−3]) has the following presenta-
tion
〈a, t, u | a = (at)3 = (u−1aua)3 = [t, u] = 1〉.
We set s = at, v = u−1su and m = u−1au. This gives the following presentation for
PSL2(Z
[√−3])
〈a, s,m, u, v | a2 = s3 = m2 = v3 = (am)3 = (sv−1)3 = 1, v = u−1su,m = u−1au, am = sv−1〉.
By Proposition 2.4, this is a non-trivial amalgamated product G1 ∗H G2, where
G1 = 〈a,m, u | a2 = m2 = (am)3 = 1, m = u−1au〉
and
G2 = 〈u, s, v | s3 = v3 = (sv−1)3 = 1, v = u−1su〉
and H = 〈u, am〉 ∼= 〈u, sv−1〉. It follows from Proposition 2.2 that SL2(Z
[√−3]) is a
non-trivial amalgamated product. 
5. The groups GE2 and E2 over the Clifford group
The ultimate goal is to prove similar results as in Theorem 4.2 for SL2(O) and O an
order in a quaternion algebra. To put this in a more general context, we define the groups
GE2 and E2 over the Clifford group Γn(Z) and determine a presentation of these groups.
First we define the concepts of Clifford algebra, Clifford vector and Clifford group. This
is based on [1] and [12]. The real Clifford algebra Cn(R) is the associative algebra over the
real numbers generated by n− 1 elements i1, . . . , in−1 subject to the following relations
(5.1) ihik = −ikih, for h 6= k and i2h = −1 for 1 ≤ h ≤ n− 1.
Clearly dimR Cn(R) = 2n−1 and, for small values of n, we have the following isomorphisms:
C1(R) ∼= R, C2(R) ∼= C and C3(R) ∼=
(−1,−1
R
)
.
The Clifford vectors are the elements of the n-dimensional vector subspace with basis
{i0 := 1, i1, . . . , in−1}, denoted by Vn(R). The main conjugation is the linear automorphism
of the algebra Cn(R) determined by ih 7→ −ih. We denote the image of a under this
automorphism by a′. The anti-involution a 7→ a∗ (i.e. (ab)∗ = b∗a∗) consists in reversing
the order of the factors in a basis element ih1 . . . ihm of the algebra. The conjugation of
these two maps gives another anti-involution denoted by a 7→ a = a′∗ = (a∗)′. Note that if
a ∈ Vn(R), then a∗ = a and a′ = a. The vector space Cn(R) is endowed with the Euclidean
norm,
|a| =
(∑
a2I
) 1
2
for a =
∑
aII ∈ Cn(R), I = ij1 · · · ijr , 1 ≤ j1 < ... < jr ≤ n− 1.
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It is clear that if a ∈ Vn(R), then aa = |a|2. This also leads to the fact that every non-zero
vector a is invertible and its inverse is given by a−1 = a|a|−2. Thus also every product
of invertible vectors is invertible, which leads to the definition of the Clifford group. The
Clifford group Γn(R) is the multiplicative group of all products of invertible vectors of
Vn(R). By [1, Lemma 1.2], for a, b ∈ Γn(R), |ab| = |a||b|.
This allows to define the general linear group and the special linear group over the
Clifford group.
Definition 5.1 ([1, Definition 2.1]).
GL(Γn(R)) =
{(
a b
c d
)
| a, b, c, d ∈ Γn(R) ∪ {0}, ad∗ − bc∗ ∈ R \ {0},
ab∗, cd∗, c∗a, d∗b ∈ Vn(R)} ,
SL+(Γn(R)) =
{(
a b
c d
)
∈ GL(Γn(R)) | ad∗ − bc∗ = 1
}
.
Note that GL(Γn(R))→ R \ {0} : ( a bc d ) 7→ ad∗ − bc∗ is multiplicative. Moreover, all the
above definitions make sense when replacing the field R by Q. Hence we get the rational
Clifford algebra Cn(Q), the rational Clifford vectors Vn(Q), the rational Clifford group
Γn(Q) and SL+(Γn(Q)).
In [1], it is shown that the sets from Definition 5.1 are well defined multiplicative groups.
In [12, Definition 3.1] a different definition of SL+(Γn(R)) is given. It is then shown in [12,
Theorem 3.7] that both definitions are equivalent.
Although the Clifford algebra of dimension 3 is isomorphic with the classical quaternion
algebra over R, on the level of the special linear groups of dimension 2, this is not the case.
However, as the following theorem shows, the special linear group SL2
((−1,−1
R
))
, as defined
in Section 2.2, is isomorphic to the special linear group over a higher Clifford group.
Theorem 5.2 ([12, Section 6]). The groups SL2
((−1,−1
R
))
and SL+(Γ4(R)) are isomorphic.
The next lemma is taken from [12] and gives the inverse of a matrix.
Lemma 5.3 ([12, Proposition 3.2]). If M =
(
a b
c d
)
∈ SL+(Γn(R)), then
M−1 =
(
d∗ −b∗
−c∗ a∗
)
.
The following lemma is also well-known and will be useful later in concrete computations.
Lemma 5.4. Let R be equal to R or Q. Let a, b, c, d ∈ Γn(R) and x ∈ Vn(R). The
following properties hold.
(1) Or both ab−1 and a∗b are in Vn(R) or none of them is. Idem for a−1b and ab∗.
(2) axa∗ ∈ Vn(R).
(3) If ( a bc d ) ∈ GL(Γn(R)), then axd+ bxc ∈ Vn(R).
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Proof. The first item is exactly [1, Lemma 1.4]. The second item is [12, (3.9)].The last
item is proven in [12, Proof of Theorem 3.7]. In [12], everything is done for the field Q, but
the proofs stay the same for R. Note also that the last item is proven in [12] for a matrix
( a bc d ) ∈ SL+(Γn(Q)), but again the proof also works for a matrix in GL(Γn(R)). 
Let Cn(Z) denote the Z-subalgebra generated by i1, . . . , in−1 and Γn(Z) the monoid of
products of vectors in Cn(Z), that are invertible in Cn(R), i.e.
Γn(Z) = Cn(Z) ∩ Γn(R).
As usual, U(Γn(Z)) denotes the group of invertible elements of Γn(Z). Using the Eu-
clidean norm, it is easy to see that U(Γn(Z)) = 〈i1, ..., in−1〉 (see Remark 7.2 below for a
group theoretic description). Recall that i0 = 1 and set
(5.2) B = {±ih | 0 ≤ h ≤ n− 1}
and Vn(Z) = {a0i0 + a1i1 + a2i2 + . . . an−1in−1 | ah ∈ Z}.
Then one defines SL+(Γn(Z)) as the subgroup of SL+(Γn(R)) of all matrices with entries
in Γn(Z) ∪ {0}. More precisely
(5.3) SL+(Γn(Z)) = SL+(Γn(R)) ∩M2(Γn(Z) ∪ {0}).
Note that SL+(Γn(Z)) actually is a group since the inverse of a matrix in SL+(Γn(Z)) also
lies in SL+(Γn(Z)) by Lemma 5.3.
We can now define the groups GE2 and E2 over the Clifford group Γn(Z). In Section 2.3,
these groups were defined over a ring. Although Γn(Z) is not a ring, a similar definition is
possible.
Definition 5.5. The group GE2(Γn(Z)) is the group generated by all matrices
[µ, ν] =
(
µ 0
0 ν
)
for µ, ν ∈ U(Γn(Z)) and µν∗ ∈ R \ {0},
E(x) =
(
x 1
−1 0
)
for x ∈ Vn(Z).
The group E2(Γn(Z)) is the group generated by all matrices
D(µ) = [µ, µ−1] for µ ∈ B,
E(x) =
(
x 1
−1 0
)
for x ∈ Vn(Z).
Further define the groups D2(Γn(Z)) as the group generated by the matrices [µ, ν] as defined
above and DE2(Γn(Z)) as the group generated by the matrices D(µ) as defined above.
Remark 5.6. The definition of GE2(Γn(Z)) slightly differs from the standard definition,
because of the condition µν∗ ∈ R for the entries µ and ν in the diagonal matrix [µ, ν].
For instance, for the case n = 2, when Γ2(Z) ∼= Z[i], the group GE2(Γ2(Z)) is the sub-
group of index 2 of GE2(Z[i]) (defined according to Section 2.3) consisting of the matrices
of GE2(Z[i]) = GL2(Z[i]) with determinant 1 or −1. However in the Clifford context,
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the condition µν∗ ∈ R comes from the definition of the group GL(Γn(R)) and is neces-
sary to ensure that GL(Γn(R)) is a group. Concerning the group E2, Definition 5.5 and
the definition given in Section 2.3 give the same groups when Γn(Z) is a ring. Thus
E2(Γ1(Z)) ∼= E2(Z) = SL2(Z) and E2(Γ2(Z)) ∼= E2(Z[i]) = SL2(Z[i]).
Note that the matrices E(x) for x ∈ Vn(Z) and D(µ) for µ ∈ U(Γn(Z)) are contained
in SL+(Γn(Z)) and the matrix [µ, ν] with µ, ν ∈ U(Γn(Z)) and µν∗ ∈ R (as µ and ν are
units, their product is different from 0) is contained in GL(Γn(Z)). Thus, although the
fact that Γn(Z) is not a ring, multiplication in GE2(Γn(Z)) and E2(Γn(Z)) is well defined.
Again, in GE2(Γn(Z)) relations (R1)-(R4) hold, if we specify x, y, µ, ν correctly for the
Clifford group context. Indeed, if x, y ∈ Vn(Z), then x + y ∈ Vn(Z) and so (R1) is well
defined for x, y ∈ Vn(Z). By the definition of D(µ), relation (R2) also works for µ ∈ B.
Finally for relation (R3) and µ, ν ∈ B, µν = ±1, note that if [µ, ν] ∈ GL(Γn(Z)), then
also [ν, µ] ∈ GL(Γn(Z)). Hence by Lemma 5.4, for x ∈ Vn(Z), νxµ is a vector in Vn(Q).
As ν = |ν|2ν−1, also ν−1xµ is a vector in Vn(Q). As ν is by definition a unit in Γn(Z),
the vector ν−1xµ is contained in Vn(Z) and thus (R3) is well defined. The last relation,
i.e. (R4) is clear. Also the tree relations (R3’), (R5) and (2.7) derived from the universal
relations make sense in the Clifford setting and stay true. Relations (R3’) (R5) are clear.
Relation (2.7) becomes
(5.4) E(x)E(α)E(y) = E(x− α−1)D(α)E(y − α−1), x, y ∈ Vn(Z), α ∈ B.
We now state the Clifford version of Proposition 3.1. We only briefly sketch the proof
as it is very similar to the one of Proposition 3.1 given in [3].
Proposition 5.7. A complete set of defining relations for GE2(Γn(Z)) is given by the
universal relations together with
(5.5) (E(a)E(a))n = E(0)2 for each a ∈ Vn(Z) such that 1 < |a| = √n < 2,
for n ∈ {2, 3}.
Proof. To prove Proposition 3.1, one important auxiliary lemma is necessary. In the Clif-
ford context, this lemma states that for z, a ∈ Vn(R), z 6= 0
(5.6) |z − a| < 1 if and only if
∣∣∣∣z−1 − 1n− 1a
∣∣∣∣ < 1n− 1 ,
where 1 < |a| = √n. Note that if z 6= 0 is a vector, then also z−1 is a vector. Also if a is a
vector, then also 1
n−1a is a vector. Moreover the sum (or difference) of two vectors stays a
vector. Hence the norm in (5.6) is well defined.
Now everything works as in [3]. 
To end this section we show the link between the groups E2(Γn(Z)) and SL+(Γn(Z)) for
small values of n.
Lemma 5.8. For n ≤ 4, E2(Γn(Z)) ∼= SL+(Γn(Z)).
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Proof. Assume that n ≤ 4. By Definition 5.5, the matrices generating E2(Γn(Z)) have all
entries in Vn(Z). As Z-module, Vn(Z) is exactly Zn and the norm on Vn(Z) equals the
Euclidean norm on Zn. This norm defines a kind of right Euclidean structure on Γn(Z) for
n ≤ 4. Indeed if a, b ∈ Γn(Z) such that ab∗ ∈ Vn(Z), then there exists q ∈ Vn(Z) such that
|a− bq| ≤ |b|, where the inequality is strict for n ≤ 3. To prove this, for z ∈ Vn(R) define
⌈z⌉ to be an element z0 ∈ Vn(Z) that minimizes |z − z0|. By identifying Vn(Z) with Zn, a
lattice in Rn, one sees that |z − ⌈z⌉| ≤ 1 for every z ∈ Vn(R) if n ≤ 4 and the inequality
is strict for n ≤ 3. Let a, b ∈ Γn(Z) such that ab∗ ∈ Vn(Z). By Lemma 5.4, a−1b ∈ Vn(R)
and thus also b−1a ∈ Vn(R) and if we denote ⌈b−1a⌉ by q, we have |b−1a − q| ≤ 1 or
equivalently |a− bq| ≤ |b| and the inequality is strict for n ≤ 3. This proofs the claim from
above.
We can now apply the proof of Proposition 2.10. Let ( a bc d ) be a matrix in SL+(Γn(Z)).
If b = 0, then, as in (2.8),
(
a 0
c d
)
= [a, d]E(0)3E(d−1c).
By definition, ad∗ = 1 and hence a, d∗ ∈ U(Γn(Z)) and thus the matrix [a, d] is well defined
and is a product of generators of E2(Γn(Z)). Also by definition cd
∗ ∈ Vn(Z) and hence by
Lemma 5.4, c−1d ∈ Vn(Q) and also d−1c ∈ Vn(Q). As d is a unit, d−1c ∈ Vn(Z). This
shows that E(d−1c) is well defined and a generator of E2(Γn(Z)).
Suppose now that b 6= 0 and suppose first that n ≤ 3. By definition ab∗ ∈ Vn(Z) and
thus by the discussion above there exists q such that |a− bq| < |b|. The same argument as
in the proof of Proposition 2.10 allows to conclude. If n = 4, it is enough to prove that the
situation |a− bq| = |b| cannot occur. This is equivalent to |b−1a− ⌈b−1a⌉| = 1. The latter
means that b−1a is of the form z + 1+i1+i2+i3
2
for z ∈ Vn(Z). Hence a = b · (z + 1+i1+i2+i3
2
).
Plugged in in the determinant condition of the matrix, we obtain
b ·
((
z +
1 + i1 + i2 + i3
2
)
d∗ − c∗
)
= 1.
If we take the norm on both sides, we get |b|N = 1, where N ∈ N. Hence b ∈ B, which
contradicts the fact that b−1a is of the form z + 1+i1+i2+i3
2
. This finishes the proof. 
6. A finite presentation of GE2 and E2 over Γn(Z)
The lemmas and theorems from Section 3 remain valid in the Clifford context, as they
only use the basic relations. These results are summed up in the following two theorems.
Recall that i0 = 1 and B = {±ih | 0 ≤ h ≤ n− 1}(see (5.2)).
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Theorem 6.1. The group GE2(Γn(Z)) is generated by E(x) for x ∈ B ∪ {0} and [µ, ν] for
µ, ν ∈ B and µν = ±1. A complete set of defining relations is given by
E(x)E(0)E(y) = E(0)2E(x+ y), x, y ∈ B ∪ {0}(RC1)
E(µ)E(µ−1)E(µ) = E(0)2D(µ), µ ∈ B(RC2)
E(x)[µ, ν] = [ν, µ]E(ν−1xµ), x ∈ B ∪ {0}, µ, ν ∈ B and µν = ±1(RC3)
E(0)2 = D(−1)(RC4)
Defining relations in D2(Γn(Z))(RC6)
(E(a)E(a))n = E(0)2 a ∈ Vn(Z) such that 1 < |a| = √n < 2.(RC7)
In particular GE2(Γn(Z)) is finitely presented.
Proof. By Lemma 3.3, in the Clifford context, the group GE2(Γn(Z)) is generated by E(x)
for x ∈ B ∪ {0} and [µ, ν] for µ, ν ∈ U(Γn(Z)) and µν∗ ∈ R. As µ and ν are units
in Γn(Z), every matrix [µ, ν] is a product of matrices of the form [ih, ik]. As µ, ν ∈ B,
ν∗ = ν and as µν is real, it can only be ±1. Then relations (RC2), (RC4) and (RC7) are
clear. By Theorem 3.6, it is enough to consider (RC1) and (RC3) for x ∈ B ∪ {0}. The
only thing missing is to show that it is enough to consider (RC3) for µ, ν ∈ B. Suppose
(RC3) for ih, ik ∈ B and we want to prove (RC3) for general µ, ν ∈ U(Γn(Z)). Write
[µ, ν] = [ih1 , ik1 ] . . . [ihm , ikm ] for some m ∈ N.
E(x)[µ, ν] = E(x)[ih1 , ik1] . . . [ihm , ikm ]
= [ik1 , ih1]E(i
−1
k1
xih1) . . . [ihm , ikm ]
= [ik1 , ih1] . . . [ikm , ihm]E(i
−1
km
. . . i−1k1 xih1 . . . ihm)
= [ν, µ]E(ν−1xµ) 
Theorem 6.2. Let B be as in Theorem 6.1. The group E2(Γn(Z)) is generated by E(x)
with x ∈ B ∪ {0} and D(µ) with µ ∈ B. A complete set of defining relations for E2(Γn(Z))
is given by
E(x)E(0)−1E(y) = E(y)E(0)−1E(x), x, y ∈ B ∪ {0}(RC1)
E(µ)E(µ−1)E(µ) = E(0)2D(µ), µ ∈ B(RC2)
E(x)D(µ) = D(µ−1)E(µxµ), x ∈ B ∪ {0}, µ ∈ B(RC3’)
E(0)2 = D(−1)(RC4)
Defining relations in DE2(Γn(Z))(RC6’)
(E(a)E(a))n = E(0)2 a ∈ Vn(Z) such that 1 < |a| = √n < 2.(RC7)
Proof. This follows immediately from Theorem 6.1 and similar proofs as in Section 3. 
In Remark 5.6, we stated that E2(Γn(Z)) is isomorphic to the usual group E2(R) if
Γn(Z) = R is a ring. For n = 4, although Γ4(Z) is not a ring, we get a nice isomorphism,
as shown by the following corollary.
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Corollary 6.3. Let D =
(
−1,−1
Q
)
, the ring of the “standard” quaternions over the rationals
with standard basis 1, i, j, k. Let L = Z+Zi+Zj+Zk ⊆ D, the ring of Lipschitz quaternions.
The group E2(Γ4(Z)) is isomorphic with E2(L).
Proof. By Theorem 6.2, E2(Γ4(Z)) is generated by E(x) with x ∈ {±1,±i1,±i2,±i3}∪{0}
and D(µ) with µ ∈ {±1,±i1,±i2,±i3}. By Theorem 3.7, E2(L) is generated by E(x) for
x ∈ {±1 ± i,±j,±k} ∪ {0} and D(µ) for µ ∈ {±1 ± i,±j,±k}. Comparing the relations
from Theorem 6.2 and Theorem 3.7, it is clear that both groups are isomorphic. 
Corollary 6.3 might seem confusing as Γ3(Z) is isomorphic with L. However on the matrix
level, one has to go up to Γ4(Z) to find an isomorphism with the standard quaternions.
This is also confirmed by Theorem 5.2.
Although there are several Clifford vectors in Vn(Z) with norms between 1 and 2, the next
theorem shows that nevertheless the universal relations are enough to give a presentation
of GE2(Γn(Z)).
Theorem 6.4. The universal relations give a complete set of relations for GE2(Γn(Z)).
Proof. We only need to prove that Equation (5.5) can be deduced from the universal
relations. Then Proposition 5.7 allows to conclude.
We first consider the elements x ∈ Vn(Z) appearing in E(x) and that are of norm 2.
They are necessarily of the form γ + δ with γ, δ ∈ B = {±ih | 0 ≤ h ≤ n− 1} and γ 6= ±δ.
We can assume, without loss of generality, that γ 6= ±1 (as γ 6= ±δ) and thus γ2 = −1.
Furthermore, δγδ = γ, for all δ ∈ B and γ = γ−1 = −γ, δ = δ−1. In what follows, the
central element E(0)2 will frequently be replaced by a minus sign in front of the product.
Consider
(
E(γ + δ)E(γ + δ)
)2
.
(
E(γ + δ)E(γ + δ)
)2
=
(
E(γ + δ)E(γ + δ)
)2
(RC1)
=
(
E(γ)E(0)E(δ)E(γ)E(0)E(δ)
)2 (5.4)
=
(
E(γ−1)E(−0δ)D(δ−1)E(γ − δ)E(0)E(δ))2
(RC1)
=
(
E(γ−1)E(−δ)D(δ−1)E(γ))2 (RC3’)= (D(δ−1)E(δγ−1δ)E(−δ−1)E(γ))2
(RC3’)
= D(δ−1)D(δ)E(γ−1)E(−δ)E(δ−1γδ−1)E(δγ−1δ)E(−δ−1)E(γ)
(RC6)
= E(γ−1)E(−δ)E(γ)E(γ−1)E(−δ−1)E(γ) (5.4)= E(γ−1)E(−δ − γ−1)D(γ)E(0)E(−δ−1)E(γ)
(RC3’)
= D(γ)E(γ−3)E(−γδγ − γ)E(0)E(−δ−1)E(γ) (RC1)= −D(γ)E(γ)E(−γδγ − γ − δ−1)E(γ).
Since, for all δ ∈ B, we have that −γδγ = δ−1, the last right hand side simplifies to
−D(γ)E(γ)E(−γ)E(γ) = −D(γ)E(γ)E(γ−1)E(γ) (RC2)= D(γ)2 = −I.
We now consider elements of norm 3. Remark that the only norm 3 elements we can
use are γ + δ + σ, where γ, δ and σ are (up to sign) basis elements of the Clifford algebra.
Moreover, they have to be different basis elements. We will thus assume γ 6= ±1 and
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δ 6= ±1. As before, γ = γ−1 = −γ, δ = δ−1 = −δ,σ = σ−1, σγσ = γ and σδσ = δ. From
the previous part, it follows that
(6.1) E(γ + δ)E(−γ − δ) = −E(−γ − δ)−1E(γ + δ)−1.
By applying similar transformations as before, the result follows. 
The idea of the proof of Theorem 6.4 is not unique to the case of Clifford algebras. The
important part of the proof is that the “basis” of Γn(Z) are units. Hence Theorem 6.4
remains valid for quaternion orders containing a basis of units. Note that the bases of
Lipschitz and Hurwitz order L and O2 in
(
−1,−1
Q
)
and the maximal order O3 in
(
−1,−3
Q
)
stated in [3, Theorem 3.11] consist of units. Thus by a similar proof as above, one can
extend Theorem 6.4 to these orders. Note that some extra steps are needed though for
the elements of norm 3 since these elements are more complicated in the orders in the
quaternion algebras, than in the Clifford group.
As explained in Section 2, the orders O2 and O3 are Euclidean orders. There is only one
more Euclidean order in a totally definite quaternion algebra. That is the maximal order
O5 in
(
−2,−5
Q
)
. The order O5 does not have a basis of units and hence this proof is not
applicable. Even stronger, by using an elegant result from [5] involving U-homomorphisms,
we show that the universal relations do not form a complete set of relations for GE2(O5).
A map f : R → S between two unital rings R and S is called a U-homomorphism if it is
a morphism between the additive groups of the rings mapping 1R to 1S and moreover for
any a ∈ R and units α, β of R holds
f(αaβ) = f(α)f(a)f(β).
Let R be a ring, such that the universal relations form a complete set of relations for
GE2, S any ring and let f : R → S be any U-homomorphism. Then Cohn’s result [5,
Theorem (11.2)] states that f induces a homomorphism f ∗ : GE2(R) → GE2(S) by the
rule E(x) 7→ E(f(x)), [α, β] 7→ [f(α), f(β)].
So suppose that the universal relations give a complete set of relations for GE2(O5). In
[20, Proposition 12.3.2] a Z-linear basis is given for O5, namely {1, 1+i+j2 , 2+i−k4 , 2+3i+k4 }. It
is straightforward to check that f : O5 → O2, defined by the Z-linear expansion of
1 7→ 1′, 2+i−k
4
7→ 1′+i′−j′+k′
2
,
1+i+j
2
7→ 1′+i′+j′+k′
2
, 2+3i+k
4
7→ 1′−i′+j′+k′
2
is a U-homomorphism where we denoted the standard quaternion basis of
(
−1,−1
Q
)
by
1′, i′, j′, k′. By Cohn’s result it follows that the induced map f ∗ : GE2(O5) → GE2(O2) is
a morphism. Since 1+i+j
2
is an element of norm 2 in O5, Proposition 3.1 claims that(
E
(
1− 1 + i+ j
2
)
E
(
1 + i+ j
2
))2
= E(0)2
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Taking f ∗ on both sides yields(
E
(
1′ − 1
′ + i′ + j′ + k′
2
)
E
(
1′ + i′ + j′ + k′
2
))2
= E(0)2,
which does clearly not hold in O2. To sum up we obtain the following proposition.
Proposition 6.5. The universal relations form a complete set of relations for GE2(L),
GE2(O2) ∼= SL2(O2) and GE2(O3) ∼= SL2(O3). This does not hold for GE2(O5) ∼= SL2(O5).
7. The group E2(Γn(Z)) is an amalgamated product
In this section we prove that E2(Γn(Z)) is a non-trivial amalgamated product for every
n ∈ N. This is well-known for n = 1 and n = 2. Indeed in [28, I.4.2 Example c], Serre
showed that E2(Γ1(Z)) = SL2(Z) ∼= C4 ∗C2 C6 is a free product with amalgamation. In [13,
Theorem 4.4.1], it is shown that E2(Γ2(Z)) ∼= SL2(Z[i]) is a non-trivial free product with
amalgamation. In this section, we will show the amalgamation for n ≥ 3. As in Section 4,
the work is inspired by [13, Section 4]. We first give a lemma on the group DE2(Γn(Z))
that will allow to simplify (RC6’).
Lemma 7.1. The group DE2(Γn(Z)) is isomorphic with U(Γn(Z)) for every n ≥ 1.
Proof. A matrix in DE2(Γn(Z)) is of the form(
a 0
0 (a∗)−1
)
,
some a ∈ U(Γn(Z)). Indeed a matrix in DE2(Γn(Z)) is a product of matrices of the form(
ih 0
0 i−1
h
)
for 1 ≤ h ≤ n− 1. Thus such a matrix has the form(
ih1ih2 . . . ihm 0
0 i−1h1 i
−1
h2
. . . i−1hm
)
.
We have that
i−1h1 i
−1
h2
. . . i−1hm = (ihmihm−1 . . . ih1)
−1 = ((ih1ih2 . . . ihm)
∗)−1
and this proves the above claim. Now let ϕ be the following map:
ϕ : U(Γn(Z))→ DE2(Γn(Z))
a 7→ ( a 00 (a∗)−1 ) .
Since ∗ and inversion are commuting anti-involutions, ϕ is a homomorphism, which is
clearly bijective. 
We divert briefly to elucidate the structure of the invertible elements of the monoid
Γn(Z).
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Remark 7.2. For n ≥ 2, the group
U = U(Γn(Z)) ∼= 〈−1, i1, i2, ..., in−1 | (−1)2 = 1, −1 central,
i2h = −1, ihik = (−1)ikih (1 ≤ h < k ≤ n− 1) 〉
has order 2n and exponent 4. Assume first n odd. Then Z(U) = 〈−1〉 ∼= C2 and
U/Z(U) ∼= Cn−12 , hence U is extraspecial. Write n = 2k + 1, then,
U(Γn(Z)) ∼=
{
Qk8 if n ≡ 1, 3 mod 8
Qk−18 D8 if n ≡ 5, 7 mod 8,
where  denotes a central product and Qr8 the iterated central product with r factors
isomorphic to Q8.
Now assume that n is even and set z = i1i2 · · · in−1. Then Z(U) = 〈 −1, z 〉; the
element z ∈ U has order 2 if n ≡ 0 mod 4 and order 4 otherwise. If n ≡ 0 mod 4, U is the
direct product of 〈i1, ..., in−2〉 ∼= U(Γn−1(Z)) and 〈z〉 ∼= C2. If n ≡ 2 mod 4, then U is the
central product of 〈i1, ..., in−2〉 ∼= U(Γn−1(Z)) and 〈z〉 ∼= C4. In particular, U(Γ2(Z)) ∼= C4,
U(Γ3(Z)) ∼= Q8, U(Γ4(Z)) ∼= Q8 × C2, U(Γ5(Z)) ∼= Q8 D8.
Theorem 6.2 and Theorem 6.4 give a first presentation for E2(Γn(Z)). This is summarized
in the following lemma.
Lemma 7.3. For every n ≥ 1, the group E2(Γn(Z)) is generated by E(x) for
x ∈ {0,±ih | 0 ≤ h ≤ n − 1} and D(µ) for µ ∈ {±ih | 0 ≤ h ≤ n − 1} with the
following relations.
(1) E(0)4 = I, E(0)2 central
(2) E(ih)E(0)E(−ih) = E(0)3 for 0 ≤ h ≤ n− 1
(3) E(1)E(0)E(ih) = E(ih)E(0)E(1) for 1 ≤ h ≤ n− 1
E(ih)E(0)E(ik) = E(ik)E(0)E(ih) for 1 ≤ h < k ≤ n− 1
(4) D(1) = E(0)2E(1)3
D(−1) = E(0)2E(−1)3
D(ih) = E(0)
2E(ih)E(−ih)E(ih) for 1 ≤ h ≤ n− 1
(5) E(0)D(−1) = D(−1)E(0)
E(0)D(ih) = D(−ih)E(0) for 1 ≤ h ≤ n− 1
E(1)D(−1) = D(−1)E(1)
E(1)D(ih) = D(−ih)E(−1) for 1 ≤ h ≤ n− 1
E(ih)D(−1) = D(−1)E(ih) for 1 ≤ h ≤ n− 1
E(ih)D(ih) = D(−ih)E(−ih) for 1 ≤ h ≤ n− 1
E(ih)D(ik) = D(−ik)E(ih) for 1 ≤ h 6= k ≤ n− 1
(6) Defining relations given by DE2(Γn(Z)) ∼= U(Γn(Z)).
Lemma 7.4. Let n ≥ 1. The group E2(Γn(Z)) is generated by −I, E(0), E(1), E(ih), D(ih)
for 1 ≤ h ≤ n− 1 with the following relations.
(a) (−I)2 = I,−I central
(b) E(0)2 = D(ih)
2 = (D(ih)E(0))
2 = E(1)3 = −I and (D(ih)E(ih))3 = I for
1 ≤ h ≤ n− 1
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(c) E(1)E(0)D(i1)E(1)D(i1)E(0) = I
E(ih)E(0)D(ih)E(ih)D(ih)E(0) = I for 1 ≤ h ≤ n− 1
(d) E(1)E(0)E(ih) = E(ih)E(0)E(1) for 1 ≤ h ≤ n− 1
E(ih)E(0)E(ik) = E(ik)E(0)E(ih) for 1 ≤ h < k ≤ n− 1
(e) D(i1)E(1)D(i1) = D(i2)E(1)D(i2) = . . . = D(in−1)E(1)D(in−1)
(f) D(i1)E(ih)D(i1) = . . . = D(ih−1)E(ih)D(ih−1) = D(ih+1)E(ih)D(ih+1) = . . . =
D(in−1)E(ih)D(in−1) = E(ih) for 1 ≤ h ≤ n− 1
(g) D(ih)D(ik)D(ih) = D(ik) for 1 ≤ h < k ≤ n− 1
Proof. First we show that we can drop some of the generators. By relations (6) from
Lemma 7.3, D(−ih) = D(ih)−1 for 1 ≤ h ≤ n−1. Hence these generators may be dropped.
By relations (5), we can rewrite E(−1) and E(−ih) for 1 ≤ h ≤ n− 1 as follows
E(−1) = D(−i1)−1E(1)D(i1) = D(i1)E(1)D(i1)
E(−ih) = D(−ih)−1E(ih)D(ih) = D(ih)E(ih)D(ih)
Hence we can also drop these generators by replacing them by the above expression. We
set −I = E(0)2 and add it to the list of generators. Finally D(−1) may be written by the
second relation in (4) as E(0)2D(i1)E(1)
3D(i1) and hence it may also be dropped. This
gives the list of generators.
Now we turn to the relations. Clearly relation (1) and (a) are equivalent. We consider
the relations in (b). The first one is the definition of −I. The relations D(ih)2 = −I for
1 ≤ h ≤ n− 1 are parts of the relations given by DE2(Γn(Z)), i.e. (6). The next relations
are equivalent with the second relations in (5).
Finally, the first relation in (4) is equivalent with E(1)3 = −I. Note that this also
automatically gives us that D(−1) = E(0)2 = −I. Replacing E(−ih) for 1 ≤ h ≤ n− 1 by
their expressions in relations (4) gives,
D(ih) = E(0)
2E(ih)D(ih)E(ih)D(ih)E(ih).
Multiplying the left hand side and the right hand side by D(ih) gives the relation in (b).
Relations (c) are exactly relations (2) where E(−1) and E(−ih) for 1 ≤ h ≤ n − 1 have
been replaced by their new expressions. Also relations (d) and (3) are exactly the same.
Relations (e) come from the fact that E(−1) can be expressed in three different forms
from relations (5). In the same way, relations (f) derive from the fact that E(ih) for
1 ≤ h ≤ n − 1 have different expressions in relations (5). Finally relations (g) represent
parts of the relations defining DE2(Γn(Z)).
This shows that relations (a)-(g) are derived from (1)-(6). To show the converse, we
only need to show that the second relation of (4), the relations of (5) involving D(−1) and
the relations (6) can be derived from (a)-(g). For the second relation of (4), since D(−1)
is renamed −I and E(0)2 = −I this is equivalent to showing that E(−1)3 = I. Using
the form of E(−1) above, E(−1)3 = D(i)E(1)3D(i) = −D(i)2 = I. Consider now the
relations in (5). These are just a consequence of the fact that D(−1) = −I which is central
by (a). Finally the relations D(ih)
2 = −I for 1 ≤ h ≤ n− 1 together with (g) give all the
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relations defining U(Γn(Z)), and by Lemma 7.1, the latter is isomorph with DE2(Γn(Z)).
Thus relations (6) can be derived from (a)-(g). 
Remark 7.5. From the presentation in Lemma 7.4 one can easily determine the abelian-
ization of E2(Γn(Z)). One obtains
E2(Γ1(Z))
ab ∼= C12,
E2(Γ2(Z))
ab ∼= C2 × C2,
E2(Γn(Z))
ab ∼= Cn2 for n ≥ 3.
In particular we recover the well-known results that SL2(Z)
ab ∼= C12 and
SL2(Z[i])
ab ∼= C2 × C2 [29, Corollary 5.2]. It also shows, by Corollary 6.3, that
E2(L)ab ∼= E2(Γ4(Z))ab ∼= C42 . Note that this has been proven with different methods
in [3].
Continuing our quest for an amalgamation, we follow the strategy of Fine in [13] and
rewrite the generators as follows
J = −I =
(−1 0
0 −1
)
, A = E(0) =
(
0 1
−1 0
)
, T1 = E(0)E(1)
−1 =
(
1 1
0 1
)
,
Tih = E(0)E(ih)
−1 =
(
1 ih
0 1
)
, Lih = D(ih) =
(
ih 0
0 −ih
)
, for 1 ≤ h ≤ n− 1.
Then we get the following abstract presentation for E2(Γn(Z)).
Lemma 7.6. For n ≥ 1, E2(Γn(Z)) is generated by J,A, T1, Tih, Lih for 1 ≤ h ≤ n− 1 and
the relations are given by
(i) J2 = I, J central
(ii) A2 = L2ih = (ALih)
2 = J for 1 ≤ h ≤ n− 1
(iii) (T1A)
3 = (TihLihA)
3 = I for 1 ≤ h ≤ n− 1
(iv) [T1, Tih] = [Tih , Tik ] = I, for 1 ≤ h < k ≤ n− 1
(v) (L−1i1 T1)
2 = (L−1ih Tih)
2 = J for 1 ≤ h ≤ n− 1
(vi) Li1T1Li1 = . . . = Lin−1T1Lin−1
(vii) [Lih , Tik ] = I for 1 ≤ h 6= k ≤ n− 1
(viii) (LihLik)
2 = J for 1 ≤ h < k ≤ n− 1
Proof. Clearly (i) and (a) are exactly the same. Relations (ii) and (iii) are just a
rewriting of the relations (b) from Lemma 7.4. Relations (iv) and (v) are equivalent
with relations (d) and (c) respectively. Relation (vi) correspond to (e) and (vii) corre-
spond to the relations in (f). Indeed, consider the relation [Lih , Tik ] = I. This gives
D(ih)E(0)E(ik)
−1D(ih)E(ik)E(0) = I. Using that D(ih) and E(0) anticommute and that
E(0)2 = J , we get that D(ih)E(ik)
−1D(ih)E(ik) = I. This is clearly equivalent with
D(ih)E(ik)
−1D(ih) = E(ik)−1. By taking inverses we are done. Finally relations (viii) are
exactly the relations in (g). 
We rewrite the generators one last time. Inspired by [13] and [23], we set
j = J, a = A, bih = ALih , c = T1A, dih = TihLihA,
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for 1 ≤ h ≤ n − 1. We are able to rewrite the presentation of E2(Γn(Z)) given these
generators.
Lemma 7.7. For n ≥ 1,
E2(Γn(Z)) = 〈j, a, bih , c, dih, for 1 ≤ h ≤ n− 1 |
j2 = 1, j central ,
a2 = b2ih = (abih)
2 = j for 1 ≤ h ≤ n− 1,
c3 = d3ih = 1 for 1 ≤ h ≤ n− 1,
(bihc)
2 = (adih)
2 = (dihc
−1)2 = j for 1 ≤ h ≤ n− 1,
(bihbik)
2 = j for 1 ≤ h < k ≤ n− 1,
(bihdik)
2 = j for 1 ≤ h 6= k ≤ n− 1,
(dihd
−1
ik
)2 = 1 for 1 ≤ h < k ≤ n− 1〉.
Proof. Tedious but not complicated computations show that the relations in Lemma 7.7
can be derived from the relations in Lemma 7.6 and vice-versa. 
The presentation in Lemma 7.7 has the perfect form to prove our main theorem.
Theorem 7.8. For every n ∈ N, the group E2(Γn(Z)) is a non-trivial amalgamated product.
In particular, for n ≥ 2, the group over which the product is amalgamated is E2(Γn−1(Z)).
Proof. For n ≥ 2, this is a consequence of Proposition 2.4 and Lemma 7.7. It suffices to
take A = {j, a, bi1 , . . . , bin−1 , c, di1, . . . , din−2}, B = {j, a, bi1 , . . . , bin−2 , c, di1, . . . , din−1} and
C = {j, a, bih , c, dih | 1 ≤ h ≤ n − 2}. The group over which the amalgamated product
is taken, is a subgroup of E2(Γn(Z)) generated by j, a, bih , c, dih for 1 ≤ h ≤ n − 2. By
Lemma 7.7, this is clearly E2(Γn−1(Z)).
For n = 1, it suffices to take A = {j, a}, B = {j, c} and C = {j}. Then E2(Z) is an
amalgamated product over the group C2. 
Theorem 7.8 confirms results that are well-known in case n = 1 and n = 2. In [28, I.4.2
Example c)] it is shown that SL2(Z) is an amalgamated product C4 ∗C2C6, which is exactly
what we obtain for n = 1. In [13, Theorem 4.4.1], it is shown that the group PSL2(Z[i])
is an amalgamated product G1 ∗PSL2(Z) G2. By Proposition 2.2, we get an amalgamated
product for SL2(Z[i]), which is exactly the one we obtain for n = 2. By Remark 5.6, SL2(Z)
and SL2(Z[i]) are exactly the cases n = 1 and n = 2.
By Lemma 5.8, we automatically get an amalgam structure for the groups SL+(Γn(Z))
for small values of n.
Corollary 7.9. For n ≤ 4, the group SL+(Γn(Z)) is a non-trivial amalgamated product.
The two last theorems are especially nice, because they generalize the result [13, Theorem
4.4.1], which says that SL2(Z[i]) is a product with amalgamation over SL2(Z). Theorem 7.8
shows that this stays valid in higher dimensions in the context of the E2 groups. By
Lemma 5.8, the group SL+(Γ3(Z)), which is the group described in [23, Section 6], is
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thus an amalgamated product over SL2(Z[i]) and the group E2(L), which is isomorphic to
E2(Γ4(Z)), is an amalgamated product over the group described in [23, Section 6].
By Corollary 6.3, E2(Γ4(Z)) is isomorphic with E2(L), where L = Z+Zi+Zj+Zk ⊆ D,
the ring of Lipschitz quaternions, an order of D, that is contained in the maximal order of
the Hurrwitz quaternions O2. By the previous we have that E2(Γ4(Z)) and SL+(Γ4(Z)) are
amalgamated products. However we are interested in the more concrete group SL2(L), as
defined in Section 2.2. Unfortunately, in contrast to the cases n = 1 and n = 2, one cannot
directly deduce an isomorphism between SL+(Γ4(Z)) and SL2(L). On a higher level, we
indeed have that SL+(Γ4(R)) ∼= SL2
((−1,−1
R
))
(see Theorem 5.2). This only implies that
SL+(Γ4(Z)) and SL2(L) are commensurable. However we can prove more.
Proposition 7.10. L is a GE2-ring
Proof. The proof follows exactly the same strategy as the proof of Lemma 5.8. Again, for
z ∈
(
−1,−1
Q
)
, define ⌈z⌉ to be an element z0 of L that minimizes |z− z0|. We have to make
sure that for ( a bc d ) ∈ GL2(L), the situation |b−1a − ⌈b−1a⌉| = 1 cannot occur. Via the
Dieudonne´ determinant, one shows again that this would lead to a contradiction. 
Remark 7.11. Proposition 7.10 could also be proved by using [9, Proposition 6].
Thus Proposition 7.10 shows that GE2(L) is isomorphic to GL2(L), which equals SL2(L).
However the groups GE2(L) and E2(L) are not the same. Indeed the matrix
(
i 0
0 j
)
is in
GE2(L), but not in E2(L). By (2.6) the index of E2(L) in GE2(L) is the order of the
abelianization of the unit group U(L). As U(L) is simply the quaternion group Q8, the
index is four. Hence we get the following corollary.
Corollary 7.12. The group SL2(L) has a subgroup of index four that is an amalgamated
product.
Remark 7.13. This agrees with [22, Lemma 5.3]. There it is shown that SL+(Γ4(Z)) is
of index four in a group, denoted SL+(Γ˜4(Z)), which is isomorphic with SL2(L).
8. Applications to the unit group of an integral group ring
In the remainder of the paper we will make use of decompositions in amalgamated prod-
ucts to obtain applications in integral representation theory and more concretely to obtain
information about the structure of the unit group U(ZG) of the integral group ring ZG.
For this we consider actions of U(ZG) on simplicial trees. Therefore we start with shortly
reviewing property (FA). We recall some important results from [3] where we link property
(FA) to so-called exceptional simple algebras. This will settle the necessary background
to prove a dichotomy for U(ZG), with G a solvable cut group: U(ZG) either has property
(HFA) or is commensurable with a non-trivial amalgamated product. Subsequently we
investigate, in the non-(HFA) case, concrete realisations of a subgroup of finite index in
U(ZG) with a non-trivial amalgamation.
In [3] we initiated the investigation of the fixpoint properties of U(ZG), especially on
simplicial and real trees.
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Definition 8.1. A connected, undirected graph T is said to be a simplicial tree (or simply
a tree) if it contains no cycle graph as a subgraph. A group Γ is said to have property (FA)
if every action, without inversion, on a tree has a fixed point. If every subgroup of finite
index in Γ has property (FA), then Γ is said to have herdeitary property (FA), which we
denote by property (HFA).
In this section we consider the case that Γ = U(ZG). Recall that ZG is a Z-order in the
rational group algebra QG, a semi-simple algebra. By the celebrated Wedderburn-Artin
Theorem QG is the direct product of simple algebras, i.e. QG =
∏m
i=1Mni(Di), where
m and ni are positive integers and each Di is a finite dimensional division algebra over
Q. Each simple component Mni(Di) corresponds to a unique primitive central idempotent
ei ∈ QG such that QGei ∼= Mni(Di). In [3, Theorem 7.1], it is shown that for U(ZG)
property (HFA) only depends on the form of the simple components Mni(Di) of QG. One
of the main obstructions lies exactly in the following type of simple components.
Definition 8.2. Let D be a finite dimensional division algebra over Q. The algebra Mn(D)
is called exceptional if it is of one of the following types:
(I) a non-commutative division algebra other than a totally definite quaternion algebra
over a number field,
(II.a) M2(Q(
√−d)) with d ≥ 0,
(II.b) M2
((
a,b
Q
))
with a, b < 0.
Note that this is equivalent with the definition given in [3, Definition 6.6].
The 2 × 2-matrix algebras M2(D) of type (II.a) and (II.b) are exactly those where D
contains an order O with finite unit group (equivalently, any order has finite unit group) [3,
Theorem 2.8]. In [3, Corollary 6.3] we proved that a necessary condition for U(ZG) to have
(HFA) is that the group G is cut. Recall that a finite group G is said to be cut (central units
trivial) if U(Z(ZG)) is finite. We now state the following version of [3, Theorem 7.1] that
encapsulates the information relevant here. Note that the original theorem also contains
a group theoretical characterisation of property (HFA), in terms of forbidden quotients of
G.
Theorem 8.3 ([3]). Let G be a finite group. The following properties are equivalent
(1) The group U(ZG) has property (HFA)
(2) G is cut and QG has no exceptional components
It is interesting to mention that in [3, Corollary 7.3] it is also proven that for U(ZG)
property (HFA) and Kazhdan’s property (T ) are equivalent.
We are interested to know what structure U(ZG) still has when it does not have prop-
erty (HFA). Due to Theorem 8.3 one might expect that the answer will depend on the
precise exceptional components of QG. Therefore we summarize in the following theorem
several known results that show that the possible simple algebras arising as an exceptional
component of QG are of a very limited shape, especially if G is a cut group.
Theorem 8.4. Let G be a finite group and e a primitive central idempotent of QG such
that QGe is exceptional. Then
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(1) If QGe is of type (II.a), then d ∈ {0,−1,−2,−3},
(2) If QGe is of type (II.b), then (a, b) ∈ {(−1,−1), (−1,−3), (−2,−5)},
(3) If G is cut and QGe ∼= M2
((
−1,−3
Q
))
or QGe ∼= M2(Q(
√−2)) then there exists an-
other primitive central idempotent e′ such that QGe′ ∼= M2(Q) or QGe′ ∼= M2(Q(i)),
(4) There exists a primitive central idempotent e of QG such that QGe ∼= M2
((
−2,−5
Q
))
if and only if G maps onto G240,90,
(5) If G is solvable and cut, then QGe ≇ M2
((
−2,−5
Q
))
,
(6) If G is cut, then QGe cannot be of type (I).
Item (1) and (2) are proven in [11, Theorem 3.1] and [11, Theorem 3.5], respectively.
The three other items follow from [3, Propositions 6.14 and 6.10]. With these results at
hand, we are ready to prove the following dichotomy.
Theorem 8.5. Let G be a finite solvable cut group. Then, exactly one of the following
properties holds:
(1) U(ZG) has property (HFA),
(2) U(ZG) is commensurable with a non-trivial amalgamated product.
Proof. Let QG =
∏
i∈I Mni(Di) be the Wedderburn-Artin decomposition of QG, with I
some index set. Split I = I1 ∪ I2 in such a way that I1 contains all the indices i such that
Mni(Di) is exceptional and I2 contains those indices that correspond to non-exceptional
components.
Since (HFA) is a property of a commensurability class, it suffices to prove that (1)
implies (2). So suppose that G is a solvable cut group and U(ZG) does not have property
(HFA). As G is cut, Theorem 8.3 implies that I1 6= ∅. So, by Theorem 8.4, there exists
i0 ∈ I1 such that Mni0 (Di0) = M2(Di0) is an exceptional component of type (II.a) or
(II.b). Furthermore, by Theorem 8.4, we may assume, without loss of generality that
Di0 ≇
(
−1,−3
Q
)
and Di0 ≇ Q(
√−2). Also by Theorem 8.4 and the fact that G is solvable,
Di0 ≇
(
−2,−5
Q
)
. Hence the possibilities for Di0 are Q, Q(i), Q(
√−3) or the classical
quaternion algebra
(
−1,−1
Q
)
. In all these casesDi0 has a unique, up to conjugation, maximal
order (for the commutative case this is just the ring of integers; for the quaternion algebra
we refer to [4]) which we denote by Oi0 . In view of [27, (21.6), page 189] this yields that
M2(Oi0) is also up to conjugation the unique maximal order in M2(Di0). Since the reduced
norm has image in a maximal order in Z(Di0), which has finite unit group in all relevant
cases, SL2(Oi0) has finite index in GL2(Oi0). Thus by Corollary 7.9, Theorem 4.2 and
Corollary 7.12, respectively, GL2(Oi0) contains a subgroup of finite index, say H , which
has a non-trivial decomposition as amalgamated product. Finally, Proposition 2.2 yields
that H ×∏i∈I\{i0}GLni(Oi) inherits from H a non-trivial decomposition as amalgamated
product. As orders have commensurable unit group [20, Lemma 4.6.9], the latter finishes
the proof. 
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Remark 8.6. The property of G being solvable only matters to make sure that
Di0 ≇
(
−2,−5
Q
)
(see Theorem 8.4). Therefore the same theorem holds for every finite
group G for which QG does not have M2
((
−2,−5
Q
))
as a simple component. This is for
example the case when 5 ∤ |G|. Indeed, as explained in the proof of [11, Theorem 3.5], if
M2(D) is a component of type (II.b) and if D ramifies at the prime p, then p also divides
|G|. Since
(
−2,−5
Q
)
ramifies at 5, it can only appear as a simple component if 5 | |G|.
This obstruction is due to the fact that we do not know whether there is a subgroup of
finite index in GL2(O) = GE2(O), for O the unique (up to conjugation) maximal order
in
(
−2,−5
Q
)
, that has a decomposition as a non-trivial amalgamated product. Hence the
condition of G being solvable in the previous theorem.
Question 8.7. Does GL2(O), for O the unique maximal order in
(
−2,−5
Q
)
have a decom-
position as amalgamated product? Is there a subgroup of finite index in GL2(O) that has
a decomposition as an amalgamated product?
Recall that we defined the concepts of reduced norm and SL1 for a subring of a central
simple algebra in Section 2.2. In what follows, we will frequently need the notion SL1(R)
for R a subring in a semisimple Q-algebra A. Let A =
∏
Mni(Di) be the Wedderburn-Artin
decomposition of A and hi the projections onto the i-th component. Then
SL1(R) := { a ∈ R | ∀ i : RNrMni (Di)/Z(Di)(hi(a)) = 1 }.
The next natural question is whether it is possible, in case U(ZG) is non-(HFA), to find
a concrete realisation of this amalgamated product inside U(ZG), i.e. can we describe a
subgroup H of finite index in U(ZG) which is in a non-trivial way an amalgamated product.
We expect that H = SL1(ZG) is always such a realisation.
Question 8.8. Let G be a finite group. Are the following properties equivalent?
(1) U(ZG) is, up to commensurability, a non-trivial amalgamated product.
(2) SL1(ZG) is a non-trivial amalgamated product
If G is a finite cut group, then SL1(ZG) is of finite index in U(ZG) [20, Proposition 5.5.1]
and hence if QG has no exceptional components, then SL1(ZG) has property (HFA) by
Theorem 8.5. Therefore, from now on, we may assume the existence of an exceptional
component Mn(Dexc) whose form is given by Theorem 8.4. We want to determine a pre-
cise subgroup of finite index in SL2(Oexc) with a non-trivial amalgamated product and
retract it to a subgroup of finite index in SL1(ZG). We start by considering the case
Mn(Dexc) = M2(Q) which is a very generic case, as can be seen by inspecting [3, Appendix
A].
Proposition 8.9. Let A be a finite dimensional semisimple Q-algebra and O an order in
A. Suppose M2(Q) is a Wedderburn-Artin component of A and let H be a subgroup of
finite index in SL1(O). Then H has a non-trivial amalgamated decomposition.
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Proof. Let A =
∏
i∈I Mni(Di) be the Wedderburn-Artin decomposition and {ei | i ∈ I}
the associated system of primitive central idempotents. For the remainder of the proof, fix
i0 ∈ I such that Aei0 ∼= M2(Q). Recall that Oei is an order in Aei for all i. Further, it is
well known that M2(Z) is up to conjugation the unique maximal order of M2(Q).
Assume that H is a subgroup of finite index in SL1(O). By definition, SL1(O) can be
viewed as a subgroup of Γ = SL2(Z)×
∏
i∈I\{i0} SL1(Oei). By [20, Lemma 4.6.6, 4.6.9 and
Proposition 5.5.1] one readily proves that SL1(O), hence also H , has finite index in Γ. By a
classical result (or the results in Section 7), SL2(Z) ∼= C4∗C2C6 with C2 = 〈c〉 a central and
hence normal subgroup. By Proposition 2.2 one can transport the amalgamated structure
of SL1(Oei0) ∼= SL2(Z) to one for Γ = B ∗UD. In doing so, we have B ∼= C4×
∏
i 6=i0 U(Oei),
D ∼= C6 ×
∏
i 6=i0 U(Oei) and U ∼= C2 ×
∏
i 6=i0 U(Oei). In particular, U is normal in B and
D. Now consider Γ/U ∼= B/U ∗ D/U and its subgroup of finite index H/(H ∩ U). It is
easy to show that B/U and D/U are of infinite index in Γ/U and by the Kurosh subgroup
theorem, H/(H ∩ U) is a non-trivial free product. Hence, by Proposition 2.2, H has a
non-trivial amalgamated decomposition. 
In case A = QG the condition in the previous result can be reformulated in terms of G.
Corollary 8.10. Let G be a finite group having D8 or S3 as an epimorphic image. If H
is a subgroup of finite index in SL1(ZG), then H is a non-trivial amalgamated product.
Proof. Let N be a normal subgroup of G such that G/N ∼= D8 or S3. It is well
known (see for example [26, Proposition 3.6.7]) that QG = QGeN × QG(1 − eN), where
eN =
1
|N |
∑
n∈N n the (central) idempotent associated to N , and QGeN
∼= QG/N . Now,
since D8 and S3 have an irreducible Q-representation of degree 2, QG/N has M2(Q) as
a simple component. Hence, by the above, so does QG. The result now follows from
Proposition 8.9. 
Remark 8.11. As follows from the proof, M2(Q) is a simple component of QG if and
only if G contains a normal subgroup N such that G/N faithfully embeds in GL2(Q) and
it is non-abelian. Since the only finite non-abelian subgroups of GL2(Q) are the dihedral
groups D2n of order 2n for n ∈ {3, 4, 6}, it follows that QG has a M2(Q) as component if
and only if D8 or D6 ∼= S3 is an epimorphic image of G.
Now we consider the other components in Theorem 8.4. To start we recall the definition
of an HNN extension. Let Γ be a group with presentation 〈S | R〉, H1 and H2 be two
isomorphic subgroups of Γ and θ : H1 → H2 an isomorphism. Let t 6∈ Γ be a new element
and 〈t〉 a cyclic group of infinite order. The HNN extension of Γ relative to H1, H2 and θ
is the group
〈S, t | R, tgt−1 = θ(g), g ∈ H1〉.
By classical Bass-Serre theory, a finitely generated group is an HNN extension if and only
if it has infinite abelianization, i.e. it maps onto Z. Thus a finitely generated groups has
property (FA) exactly when it is neither an HNN extensionn nor a non-trivial amalgam.
The following proposition gives a concrete subgroup of SL1(ZG) that has a decomposition
as an amalgamated product or an HNN extension. Note that the indices of the groups
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G32,50, G96,202 and G384,618 appearing in the proposition indicate their SmallGroup IDs
in the Small Group library of GAP [16]. For a presentation of the groups, we refer to [3,
Appendix B].
Proposition 8.12. Let G be a finite cut group such that G does not map onto
SL(2, 3), C3 ×Q8, G32,50, G96,202, G240,90 or G384,618.
Suppose that U(ZG) does not have property (HFA). Then any subgroup of finite index in
SL1(ZG) has a non-trivial decomposition as amalgamated product or is an HNN extension.
Proof. Let QG =
∏
i∈I Mni(Di) be the decomposition into simple algebras and let
{ei | i ∈ I} be the associated system of primitive central idempotents. By Theo-
rems 8.3 and 8.4 there exists i0 ∈ I such that QGei0 = M2(Di0) is an exceptional
component of type (II.a) or (II.b). Again by Theorem 8.4, we may assume that
Di0 ∈ {Q,Q(i),Q(
√−3),
(
−1,−1
Q
)
} (since G does not map onto G240,90, by assumption,
Di0 6∼=
(
−2,−5
Q
)
). Now from [3, Appendix A] we can deduce:
(1) G maps onto SL(2, 3) or onto C3 × Q8 if and only if M2(Q(
√−3)) is a component
of QG, but M2(Q) is not.
(2) G maps onto G32,50, G96,202 or onto G384,618 if and only if M2
((
−1,−1
Q
))
is a com-
ponent, but not M2(Q).
Thus we may further assume that Di0 = Q or Di0 = Q(i). Let Oi0 be a maximal order
in Di0 (which is unique up to conjugation). By Corollary 7.9, SL2(Oi0) is non-trivially
an amalgamated product. Set Γ := SL2(Oi0) ×
∏
i∈I\{i0} SL1(ZGei). This is again an
amalgamated product and hence Γ does not have property (FA). Thus every finite index
subgroup of Γ does not have property (FA). As explained before the proposition, this
implies that every subgroup of finite index in Γ is an HNN extension or a non-trivial
amalgamated product. As SL1(ZG) has finite index in Γ, the result follows. 
The group G240,90 in the previous proposition is excluded as epimorphic image of G just
to prevent the occurence of M2
((
−2,−5
Q
))
as a Wedderburn-Artin component of QG. If
Question 8.7 has a positive answer, excluding this component and hence also the epimorphic
image G240,90 would no longer be necessary. Unfortunately, this component cannot be
handled in the same way as M2
((
−1,−3
Q
))
, since M2
((
−2,−5
Q
))
is the unique type of
exceptional components of type (II) in the cut group G240,90.
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