The weight systems of finite-dimensional representations of complex, simple Lie algebras exhibit patterns beyond Weyl-group symmetry. These patterns occur because weight systems can be decomposed into lattice polytopes in a natural way. Since lattice polytopes are relatively simple, this decomposition is useful, in addition to being more economical than the decomposition into single weights. An expansion of characters into polytope sums follows from the polytope decomposition of weight systems. We study this polytope expansion here. A new, general formula is given for the polytope sums involved. The combinatorics of the polytope expansion are analyzed; we point out that they are reduced from those of the Weyl character formula (described by the Kostant partition function) in an optimal way. We also show that the weight multiplicities can be found easily from the polytope multiplicities, indicating explicitly the equivalence of the two descriptions. Finally, we demonstrate the utility of the polytope expansion by showing how polytope multiplicities can be used in the calculation of tensor product decompositions, and subalgebra branching rules.
I. INTRODUCTION
Lie groups and algebras have played an important role in physics, and the characters of their representations have been indispensable tools. Although much simpler than the full representations, characters can yield important physical information. They encode physical spectra, and their algebra can describe couplings between different (sub-)systems. In addition, the decompositions of Lie characters into subgroup (or subalgebra) characters can go a long way toward describing the physics of symmetry breaking.
Here we study the characters of the integrable, unitary, finite-dimensional, highest-weight representations of the simple, complex Lie algebras. Specifically, we develop the general formula for these characters that we conjectured 1 hand, it was treated as an expansion of the famous Weyl character formula motivated by the theory of lattice polytopes. 4 Here we focus on that interpretation of the formula, and develop it further.
The polytope expansion gives the character formula a geometric motivation. In addition, the formula displays patterns of weight multiplicities in an irreducible representation in as simple a manner as possible. The weight system of an irreducible representation is decomposed into multiplicity-1 subsets that form lattice polytopes. (For a simple illustration, see Figure 2 below.)
The character is then a sum of the corresponding polytope generating functions (or sums).
Here we derive a new, general formula for the polytope sums. Equation (33) is a crucial component of the polytope expansion, and completes the description of the new character formula.
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We show how weight multiplicities can be recovered easily from the polytope expansion (see the result (45) below). The equivalence of the weight and polytope systems is thus demonstrated explicitly. We also argue that the combinatorics of the polytope expansion formula are an optimal improvement of those of the Weyl character formula.
The multiplicity-1 property of lattice polytopes makes the polytope sums relatively easy to use. The polytope expansion formula therefore naturally leads to applications. We show here how it can be used to compute tensor product coefficients and subalgebra branching rules: equations (49, 51) and (62) are the results. Just the polytope multiplicities appear in these formulas; the weight multiplicities are not necessary. The polytope expansion not only displays patterns and is economical, it is useful in applications.
The following section discusses the Weyl character formula, to establish background and notation. Section 3 describes and develops the polytope expansion of Lie characters. Section 4 first shows how weight multiplicities can be recovered simply from polytope multiplicities, and then treats two applications: the calculation of tensor product decompositions and subalgebra branching rules.
II. WEYL CHARACTER FORMULA
For later comparison and to establish notation, we will first discuss the Weyl character formula and related results that are relevant to the polytope expansion of Lie characters.
Let P = Z{Λ i | i = 1, . . . , r} denote the weight lattice of a simple Lie algebra X r , of rank r. Here Λ i stands for the i-th fundamental weight. R + (R − ) will represent the set of positive (negative) roots of X r , and S = {α i | i = 1, . . . , r} its simple roots.
The highest weights of integrable irreducible representations of X r belong to the set
. . , r be the Weyl group of X r , where r i is the i-th primitive Weyl reflection, with action r i µ = µ − µ i α i on µ ∈ P . det w is the sign of w ∈ W , and w.λ = w(λ + ρ) −ρ is the shifted action of w on λ, with the Weyl vector ρ =
The irreducible X r -representation of highest weight λ ∈ P + will be denoted L(λ). The (formal) character of L(λ) can be expressed as
as an expansion in weights. Here mult λ (µ) denotes the multiplicity of weight µ in L(λ), and e µ is the formal exponential of the weight µ. The weight system P (λ) is the set of weights with non-zero multiplicities,
The sum in (1) has been extended to µ ∈ P by setting mult λ (µ) = 0 for all µ ∈ P (λ).
A nice expression for the character is
Here the Weyl invariance of the character is manifest. The price paid is that the expression is formal, emphasized here by the notation
The basic rule-of-thumb is to expand in terms of the type e β , with β a negative root.
The usual formula can be recovered as follows. Each Weyl element w ∈ W separates the positive roots into two disjoint sets:
It can be shown that det w = (−1)
dim R w − , and
Using these results, (3) becomes
The famous Weyl character formula
then follows. See Figure 1 for an illustration using a representation of the rank-2 algebra
After using ch 0 = 1 to derive the Weyl denominator formula, we can rewrite the character formula as
w∈W (det w) e wρ .
Comparing to (1) confirms the Weyl symmetry of the weight multiplicities.
Using the Weyl character formula to extend the definition of ch λ to all λ ∈ P , we find another symmetry:
Let θ denote the highest root of X r , the highest weight of its adjoint representation. Many multiplicities mult λ (µ) become very large as the height λ, θ of the highest weight increases (except for rank r = 1). The denominator of (8) is independent of the highest weight λ and so provides a measure of this rapid increase that is independent of the representation. The
Kostant partition function K(γ), γ ∈ N 0 R + , is defined from that denominator by
K(γ) is the number of ways γ can be written as a non-negative integer linear combination of positive roots.
The Kostant multiplicity formula
can be derived by comparing (1) and (8), using (11) . Multiplicities increase rapidly with the height of the highest weight because of the number of positive roots. One important consideration they must take into account is the Weyl degeneracy (10).
On the other hand, it is well known that the pattern of weight multiplicities makes plain degeneracies beyond the Weyl symmetry. We will now write a character formula 1,2 that makes this further symmetry clear. We will be directed by the theory of lattice polytopes. 
is a useful tool. Here c is a vector in R d , and ·, · is the usual inner product. For comparison with formal characters (and simplicity of notation), we'll consider formal exponential sums
These exponential sums are the generating functions for the integral points in a lattice polytope.
Brion 6 has proved a formula for the exponential sum of a convex lattice polytope, that expresses it as a sum of simpler terms, associated with each of the vertices of the polytope.
It reads
Here VertP t is the set of vertices of P t. The vertex term V v is the exponential sum of the cone of feasible directions at the vertex v.
6
The form (8) of the Weyl character formula is similar to the Brion formula. To make this more precise, we'll write the Brion formula for the exponential sum of the lattice polytope P t λ with vertices in the Weyl orbit of a highest weight λ ∈ P ≥ , i.e. VertP t λ = W λ. Let us call P t λ the polytope of highest weight λ. The appropriate lattice here is the root lattice Q of X r , shifted by λ: λ + Q ⊂ P :
The polytope sum will be
As noted in Ref. 1, the Brion formula gives
for the weight polytope P t λ .
The similarity between the formal version (3) of the Weyl character formula and the Brion formula (19) is striking. Because lattice-polytope sums are simple, with cone sums (in {0, 1} e P ) instead of partition functions (in N 0 e P ), it is sensible to exploit the similarity and write
For an A 2 illustration of this polytope expansion, see Figure 2 .
This polytope-expansion formula for Lie characters was reported in Ref. 1 . We'll call the coefficients polytope multiplicities, and sometimes write
in analogy with weight multiplicities mult λ (µ). They were conjectured to be non-negative integers in Ref. The A λ,µ can be considered the entries of a matrix that is triangular, and so easily invertible. Furthermore, writing
leads to an explicit formula Here F is defined by
(1 − e γ ) =:
so that
and (23) follows from (11).
So the polytope multiplicities can be found rather easily. First, the matrix with entries (23) is calculated in simple fashion, then inverted. Again, the inversion is straightforward, since the matrix is triangular. In Ref. 1, many polytope multiplicities were calculated for low-rank examples. Formulas for "polytope dimensions" (or discrete volumes of polytopes)
were useful there, and follow from (23):
when the Weyl dimension formula
is used.
The relation (25) can also be interpreted as a recursion relation for the polytope multi-plicities A λ,µ = polyt λ (µ). Examples are given in Refs. 1 and 2, and the general relation
is shown in Ref. 1 . At least for simple low-rank cases, polytope multiplicities can be found recursively using (28).
Let us now use (4) and rewrite equation (19). Define
We get 
Notice that σ(w) ∈ N 0 R + except that σ(1) = 0. With
we can write Figure 3 illustrates the polytope formula of equations (33) and (19).
Comparing with the Weyl character formula of equation (8), we note an important difference. While the Kostant factor α∈R + (1 − e −α ) −1 is independent of w ∈ W , the polytope expansion involves the factor α∈S (1−e −|wα| ) −1 , a different term for each w in the sum over W . As indicated above, the compensation for this complication is trivial combinatorics.
To see this, generalize the Kostant partition function of (12) to
for any U ⊂ R + . The original Kostant partition function is K = K R + . Then if then K |wS| is the relevant partition function for (33). K(γ) in (12) can become very large.
In stark contrast, since dim |wS| = dim S = r, the number of simple roots,
This is consistent with the identification
Notice that the expression just written is independent of λ. We can therefore write
and
To close this section, we argue that the polytope expansion formula Put another way, the lattice-polyhedral-cone expansion of the Kostant partition function is at the base of the polytope-expansion formula for Lie characters. The relation
follows from (12) and (38), for example.
IV. WEIGHTS FROM POLYTOPES AND APPLICATIONS OF THE POLYTOPE EXPANSION
While characters involve the highly non-trivial weight multiplicities, polytope sums are multiplicity-1. Thus the polytope expansion (20) of a Lie character ch λ allows one to work with simpler objects B µ , µ ≤ λ. That is the main advantage in applications of the new character formula, as we show in this section.
In Subsections B and C below, we show how the polytope expansion can be used in the computation of tensor product decompositions and subalgebra branching rules, respectively.
In the first subsection, we show how weight multiplicities can be recovered easily from the polytope expansion coefficients (polytope multiplicities). The motivation is to demonstrate explicitly that the two descriptions of weight systems and characters are ultimately equivalent.
A. Weight multiplicities
To distinguish the dominant weight multiplicities, we define
Let W µ denote the Weyl orbit of the weight µ, and define an (even) Weyl orbit sum as
(These orbit sums have been studied as functions on weight space in Ref. 12.) Then (10) applied to (1) gives
making the Weyl symmetry manifest. Clearly, determining the dominant weight multiplicities m λ (µ) is sufficient for knowledge of the mult λ (µ).
But the dominant weight multiplicities can be found easily from the polytope multiplicities, since
This implies
The expansions of Lie characters into Weyl-orbit sums (42) and into polytope sums (20) are similar. Both the E µ and the B µ are multiplicity-1 sums. In general, however, the polytope sum B µ contains many Weyl-orbit sums E µ , as (44) indicates.
The polytope multiplicities encode the weight system and multiplicities in a more economical manner than do the dominant weight multiplicities. Yet the latter can be recovered from the former simply (and non-negatively).
Let us emphasize here that the purpose of introducing the polytope expansion is not to provide another method of calculating weight multiplicities. There are very efficient techniques known already for weight-multiplicity computations. The message is rather that the polytope expansion and polytope multiplicities provide a different description of weight systems and characters, that carries the information in a more economical, but still useful way, and that also manifests patterns in weight systems beyond Weyl-group symmetry.
B. Tensor product decompositions
Taking the trace of the tensor product decomposition
yields
Substituting the Weyl character formula leads to a well-known formula for the tensor product multiplicities: 
where ch λ B σ =:
A Racah-Speiser calculation produces
Here
C. Branching rules
Suppose the semi-simple algebraXr is embedded in the algebra X r , i.e.Xr is a subalgebra of X r . The branching rules
result, and the branching coefficients b λ,μ are of interest. HereL(μ) indicates theXrrepresentation of highest weightμ. The latter is inP + , the set of dominant weights of the subalgebraXr, i.e. the set of possible highest weights of irreducibleXr-representations.
P ⊃P + will indicate the set ofXr weights, i.e. the weight lattice ofXr.
The ranks satisfyr ≤ r, and the subalgebra implies that the weight space of X r projects onto the weight space ofXr. LetĪ denote the projection operator determined by the embedding, so that if ν ∈ P , thenĪν ∈P . The branching coefficients b λ,μ of (53) also describe the decomposition of projected characters:
HereĪ
if (1) is obeyed.
Normally, the projectionĪ is known, and the branching coefficients are desired. They can be determined from (54) by direct computation, but the procedure can be simplified in various ways. One way makes use of the character decompositions (43) into orbit sums, and the inverse procedure. 10 We will describe it now, and then show that the polytope expansion of characters (or decomposition of characters into polytope functions) can be used in a completely analogous, but more efficient way.
For notational convenience, write the character-to-orbit decompositions for X r andXr as
respectively. The matrices (M λ,µ ) andMλ ,μ have entries 1 on their diagonals and are triangular, so that they are easily inverted. That is, we can write
and similarly for the subalgebraXr. Furthermore, 11 we have 
and a similar formula for the subalgebra.
The procedure 10 is then to first decompose the algebra characters into orbit sums, then decompose the algebra orbit sums into subalgebra ones:
then reassemble the resulting orbit sums into subalgebra characters:
Calculating the orbit-to-orbit branching coefficients is a relatively simple task, so this procedure is relatively efficient.
The point is simply that the same procedure can be applied when orbit sums are replaced by polytope sums B λ ,Bλ. If the polytope-to-polytope branchings arē
we replace M λ,µ andM 
The relation (23) plays the role of (58) here, so that the reassembly of polytope sums into characters can be done quite efficiently.
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