ABSTRACT Shortening is a common way to achieve rate-compatible polar codes. The existing shortening algorithms select shortened bits merely according to the structure of the generator matrix in order to make them known by the receiver. In this paper, we take into account the effect that the shortening has on the capacity of split channels and propose a shortening capacity mapping criterion. Based on the proposed mapping criterion, a mapping shortening (MS) algorithm is proposed. We theoretically prove that the MS algorithm can ensure that the proposed mapping criterion can be adopted reasonably and the shortened bits can be known by the receiver. In addition, the MS algorithm is proved to have the same order of complexity as existing shortening algorithms. What's more, we demonstrate the superiority of the MS algorithm over existing shortened algorithms from the perspective of channel capacity. Finally, the simulation results show that the MS algorithm has a significant advantage over existing shortening algorithms for the bit error rate (BER) and frame error rate (FER) performance under high code rates.
I. INTRODUCTION
Polar codes, proposed by Arikan [1] , are theoretically capacity-achieving codes for symmetric binary-input discrete memoryless channels (B-DMCs). The encoding complexity and the successive cancellation (SC) decoding complexity for polar codes are both of order O(N log N ) in terms of the code length N . However, the finite-length performance of polar codes under SC decoding is not competitive. Later, successive cancellation list (SCL) [2] , [3] , successive cancellation stack (SCS) [4] and CRC-aided SCL/SCS (CA-SCL/SCS) decoders [5] are introduced to improve the decoding performance of polar codes.
The code length of conventional polar codes is strictly limited to the power of two [1] , which restricts their flexible application in practice. Puncturing and shortening are two common methods used to obtain length-compatible polar codes, where polar codes of arbitrary lengths can be implemented with a single pair of encoder and decoder. Furthermore, these methods possess a low encoding and decoding complexity, as they can be encoded and decoded in a similar manner to polar codes of length 2 n (n = 1, 2, . . .). In general, a mother polar code is designed for the worst channel and some of the code bits can be punctured or shortened
The associate editor coordinating the review of this manuscript and approving it for publication was Ding Xu. to achieve higher code rates if the channel becomes better. In puncturing, the punctured bits are not transmitted, and the decoder does not know the value of the bits, so the log-likelihood ratios (LLRs) of the punctured bits are set to zero. In shortening, such untransmitted shortened bits (which are typically zero) can be known at the decoder by carefully selecting the frozen bits. Therefore, the LLRs of the shortened bits can be set to infinity for decoding. It has been observed that for polar codes, shortening works better for high code rates while puncturing works better for low code rates, which has been written into the 5G NR (the 5th Generation New Radio) standard [6] .
Shortening polar codes are first proposed in [7] . The authors prove that at least S message bits should be frozen in order to make S shortened bits known by the receiver. In addition, the authors provide a regular shortening method where the shortened bits are distributed uniformly among the code bits, i.e., the uniform shortening (US) algorithm. Then a joint optimization technique is presented in [8] for shortened polar codes, where the frozen set and the shortening pattern are jointly optimized. Later in [9] the authors propose a low-complexity implementation of the US algorithm, which makes the shortened polar codes highly suitable for practical application in future communication systems requiring a large set of polar codes with different lengths and rates. In [10] the authors propose the natural shortening (NS) algorithm, where the shortened bits are the last S code bits (the index set of shortened bits is the normal order). The NS algorithm is later discussed in [11] , and the authors find that the NS algorithm does not necessarily require code reconstruction of the shortened polar codes, which makes the encoder implementation significantly simple and pragmatic. Recently authors in [12] presents a polarization-driven (PD) shortening technique for the design of rate-compatible polar codes, which consists of reducing the generator matrix by relating its row index with the channel polarization index. The common characteristic of existing shortening algorithms is that they select shortened bits merely according to the structure of the generator matrix in order to make them known by the receiver. However, the reliability of the split channels W (i) N will surely have changed after shortening. Perhaps a more ideal shortening algorithm can be found if we take into account the effect that the shortening has on the capacity of split channels.
In this paper, we propose a mapping shortening (MS) algorithm. The MS algorithm selects the S most reliable message bits according to the reliability order of the mother polar codes, and sets them all as overcapable bits. A proposed mapping criterion is subsequently adopted level by level in the encoding graph to obtain S shortened code bits. The S overcapable bits should be set as frozen bits and the rest N − K − S frozen bits should be selected by code reconstruction. We theoretically prove that the MS algorithm can ensure that the mapping criterion can be adopted reasonably and the S shortened code bits can be known by the receiver. In addition, the MS algorithm is proved to have the same order of complexity as existing shortening algorithms. Furthermore, we demonstrate that the MS algorithm has an advantage over existing shortening algorithms from the perspective of channel capacity. Finally, the simulation results show that the MS algorithm outperforms existing shortening algorithms for BER and FER performance under high code rates.
The rest of this paper is organized as follows. In Section II, we provide a short background on polar codes and introduce the system model using in this paper. Section III gives a brief introduction to shortened polar codes, including the existing shortening algorithms and the process of code reconstruction. The proposed MS algorithm is introduced in Section IV, which includes the mapping criterion, the MS algorithm and the capacity demonstration. Section V presents the simulation results of the proposed MS algorithm and existing shortening algorithms. Finally, Section VI concludes the paper.
II. PRELIMINARIES A. POLAR CODES
Given a symmetric B-DMC W : X → Y , where X = {0, 1} and Y denote the input and output alphabet respectively, we define the channel transition probabilities as W (y|x), x ∈ X , y ∈ Y . After applying the channel combining and splitting operations on N = 2 n independent uses of W , we obtain N interrelated split channels W N ) for i = 1, 2, . . . , N are unequal. Reliability calculation of split channels, i.e., code construction can use Monte-Carlo method [1] , density evolution (DE) [13] or Gaussian approximation (GA) [14] . The K most reliable split channels with indices in the information set A carry information bits and the rest split channels included in the complementary set A c can be set to frozen bit values, such as all zeros, for the symmetric channels.
The encoding of mother polar codes can be denoted as The ith code bit x i is modulated and subsequently transmitted over a symmetric B-DMC W for 1 ≤ i ≤ N . Let y i be the output, and the LLR of x i is defined as
These LLRs are input to the polar decoder with SC decoding. The decoder calculates the LLR of the ith message bit u i as
Here,û 
1 |u i ) stands for the transition probability of the ith split channel. The LLRs in (2) are computed in a recursive manner [1] . If u i is selected as a frozen bit, the decoder output for u i is always set to zero. On the other hand, if u i is selected as an information bit, the decoder determinesû i by taking the sign of L 
where
If u N 1 =û N 1 then we say that a decoder frame error has occurred.
B. SYSTEM MODEL
The system model of the shortened polar codes in this paper is depicted in Fig. 1 .
In the transmitter, the K bits u A are input as information bits, and after polar encoding, we can get the N bits codeword 
III. SHORTENED POLAR CODES
In shortening, the S shortened bits of x N 1 are known at the decoder, such that the LLRs of them can be set to infinity for decoding. From another point of view, the S shortened bits of x N 1 are transmitted over S one-capacity channels W . The shortening also improves the reliability of each split channel W All overcapable bits should be frozen in order to make all shortened bits known by the receiver [9] . And it can be proved that, the number of overcapable bits is equal to the number of shortened bits [9] .
In this paper, we use R = K /M , O and S to denote the code rate, the index set of overcapable bits and the index set of shortened bits of the shortened polar code, respectively. Without loss of generality, we assume that 2 n−1 < M ≤ 2 n and M ≥ K .
A. EXISTING SHORTENING ALGORITHMS
We give a brief introduction of the existing shortening algorithms, i.e. the US and NS algorithm, as follows.
Consider a shortened polar code with M = 6, which implys that N = 8 and S = 2. According to the encoding of the mother polar code, the code bits block x 8 1 can be obtained by
The generator matrix G 8 of the mother polar code is shown in (5) 
Looking at the structure of the generator matrix, we can get x 8 = u 8 and x 4 = u 7 + u 8 . That is to say, if we set u 8 and u 7 as frozen bits, then x 8 and x 4 will also be frozen such that they can be known to the receiver. Here u 8 and u 7 are called overcapable bits, the number of which is equal to the number of shorten bits x 8 and x 4 . The shortening algorithm described above is called the uniform shortening (US) algorithm [7] , [9] , where the shortened bits are distributed uniformly among the code bits and the overcapable bits are the last S message bits. In fact, the overcapable bits are the bit reversal of the shortened bits. Think about it another way, we can also select x 8 and x 7 as shortened bits, which means that u 8 and u 4 should be the two overcapable bits because x 8 = u 8 and x 7 = u 4 + u 8 . This is called the natural shortening (NS) algorithm [10] , [11] , where the shortened bits are the last S code bits (in the normal order) and the overcapable bits are distributed uniformly among message bits. Similar to the US algorithm, the overcapable bits are also the bit reversal of the shortened bits in the NS algorithm.
Recently, authors in [12] presents a shortening algorithm named polarization-driven (PD) shortening which reduces the generator matrix by relating its row index with the channel polarization index. From above we can see that the existing shortening algorithms select shortened bits merely according to the structure of the generator matrix in order to make them known by the receiver. However, the reliability of the split channels W (i) N will surely have changed after shortening, as we have demonstrated at the beginning of this section. If we take into account the effect that the shortening has on the capacity of split channels, perhaps a more ideal shortening algorithm can be found.
B. CODE RECONSTRUCTION
After shortening, the reliability of all message bits must have changed, so code reconstruction is needed. The basic structure unit of the encoding graph for polar codes, known as the butterfly [1] , is shown in Fig. 2 . From [15] we have
where L(·) denotes the LLR, E[·] denotes the mean and
In BI-AWGN channel, modified GA [9] can be run to implement code reconstruction for shortened polar codes, where the means of of the LLRs of the shortened bits are set to a sufficiently large value (theoretically infinity) and the means of the LLRs of the other code bit positions are set to the value corresponding to the SNR (Signal to Noise Ratio) of the BI-AWGN channel. The means of the LLRs of the N messsage bits u N 1 , denoted by m
FIGURE 2. The basic structure unit of the encoding graph for polar codes, known as the butterfly.
be computed in a recursive manner using formula (6) and (7). Then we can compute the error probability P e (u i ) of each split channel W
The complexity of code reconstruction is of order O(NlogN ) [14] . To make a fair comparison, all shortening algorithms will carry out code reconstruction after shortening in this paper.
IV. THE PROPOSED MAPPING SHORTENING ALGORITHM A. MAPPING CRITERION
As shown in Fig.2 
2 ) ≥ max(I (W 1 ), I (W 2 )),
2 ) + I (W
2 ) = I (W 1 ) + I (W 2 ).
If x i is shortened, I (W i ) becomes one. Given that 0 ≤ I (W ) ≤ 1, we can get the shortening capacity mapping from the original channel to the split channel of the butterfly, as shown by the blue solid arrow in Fig. 3 . Obviously, the shortening capacity mapping from the original channel to the split channel is unique: for each original channel capacity combination, there is a unique split channel capacity combination that corresponds to it. However, the reverse is not true. For example, if I (W (1) 2 ) < 1, I (W (2) 2 ) = 1, we can obtain two reasonable original channel capacity combinations:
2 ) < 1, we cannot obtain a reasonable original channel capacity combination. To map the shortening capacity from the split channel to the original channel, we artificially creat a projection way and propose the mapping criterion given below.
Proposition 1 (The Mapping Criterion):
2 ) < 1, we have I (W 1 ) < 1, I (W 2 ) < 1;
if I (W
2 ) < 1, I (W
2 ) = 1, we have I (W 1 ) < 1,
2 ) = 1, we have I (W 1 ) = 1,
2 ) < 1, it's not reasonable. The red dotted arrow in Fig. 3 represents the implementation of the proposed mapping criterion. For existing shortening algorithms US [7] , [9] or NS [10] , [11] , they select S shortened bits of x N 1 first, and then obtain S overcapable bits of u N 1 through the mapping from the code side to the message side. Reverse thinking, we can artificially select S message bits of u N 1 and set them all as overcapable bits, i.e., I (W (i) N ) = 1. Then we adopt the proposed mapping criterion level by level in the encoding graph to map the shortening capacity from the message side to the code side. If we can obtain S code bits of x N 1 , then it must be a reasonable shortening pattern and those S code bits of x N 1 are exactly the S shortened bits. This idea leads to the proposed mapping algorithm in the following.
B. MAPPING SHORTENING ALGORITHM
The steps of the proposed mapping shortening (MS) algorithm for polar codes are described as the Algorithm 1.
Algorithm 1 The Mapping Shortening (MS) Algorithm for Polar Codes
Require: length of the mother polar code N Require: number of information bits K Require: number of shortened bits S 1: Implement code construction for the mother polar code and obtain the reliability order of N message bits 2: Select the S most reliable message bits u i 1 , u i 2 , . . . , u i S and set them all as overcapable bits 3: Adopt the proposed mapping criterion level by level in the encoding graph to obtain S shortened code bits x k 1 , x k 2 , . . . , x k S 4: The S overcapable bits u i 1 , u i 2 , . . . , u i S should be set as frozen bits, and the N − K − S least reliable message bits u j 1 , u j 2 , . . . , u j N −K −S of the the shortened polar code are selected as the rest frozen bits by code reconstruction 5: Obtain the index set of frozen bits A c = {i 1 , i 2 , . . . , i S , j 1 , j 2 , . . . , j N −K −S }, the index set of infomation bits A = {1, 2, . . . , N } \ A c , the index set of overcapable bits O = {i 1 , i 2 , . . . , i S } and the index set of shortened bits S = {k 1 , k 2 , . . . , k S } VOLUME 7, 2019
A shortening algorithm adopting the proposed mapping criterion should have two characteristics. One is that the shortening algorithm should ensure that the mapping can be adopted reasonably, i.e., the case I (W (1) 2 ) = 1, I (W (2) 2 ) < 1 in Proposition 1 will never appear during the mapping from the message side to the code side level by level in the encoding graph. The other is that the shortening algorithm should ensure that all shortened bits can be known at the decoder by setting all overcapable bits as frozen bits. In the following, we will prove that the proposed MS algorithm does have the two characteristics mentioned above.
Proposition 2: The MS algorithm can ensure that the proposed mapping criterion can be adopted reasonably and the S shortened bits can be known by the receiver.
Proof: We prove Proposition 2 using mathematical induction. First we consider N 1 = 2 1 , as shown in Fig. 2 . In this case, according to channel polarization, u 2 is more reliable than u 1 . If we shorten one bit of x 2 1 , we select u 2 and set it as an overcapable and frozen bit according to the MS algorithm. After adopting the proposed mapping criterion, the shortened bit is x 2 and its value can also be frozen because of x 2 = u 2 in the butterfly, i.e., x 2 can be known by the receiver. If we shorten two bits of x 2 1 , we select u 1 and u 2 , and set them all as overcapable and frozen bits according to the MS algorithm. After adopting the proposed mapping criterion, the shortened bits are x 1 and x 2 , and their value can also be frozen because of x 1 = u 1 + u 2 and x 2 = u 2 in the butterfly, i.e., x 1 and x 2 can be known by the receiver. We can see from above that Proposition 2 is true when N 1 = 2 1 .
Next, we assume that Proposition 2 is true when N n−1 = 2 n−1 , now we consider N n = 2 n . We give an example of the encoding graph for polar codes with N = 8, as shown in Fig. 4 . Two adjacent bits in the N n level, u i and u i+1 for i = 1, 3, . . . , N − 1, make up the upper-left and lower-left node of a butterfly, respectively. The upper-right and lower-right node of the butterfly in the N n−1 level are denoted as v j and v j+N /2 for j = (i + 1)/2, respectively. According to channel polarization, u i+1 is more reliable than u i . Thus, when we select the S most reliable bits in the N n level and set them all as overcapable bits, the case where u i has been selected and u i+1 not, i.e., the unreasonable case in Proposition 1, will never occur. Therefore overcapable bits can map from the N n level to the N n−1 level reasonably. Moreover, similar to the proof for N 1 , when we set the S overcapable bits as frozen bits in the N n level, the relationship among u i , u i+1 , v j and v j+N /2 of the butterfly, i.e., v j = u i + u i+1 and v j+N /2 = u i+1 will make v j and v j+N /2 known by the receiver. From the above, we can see that Proposition 2 is true from the N n level to the N n−1 level. As we have assumed that Proposition 2 is true when N = 2 n−1 , Proposition 2 is true when N = 2 n . Fig. 4 also presents an illustration of the MS algorithm for N = 8, K = 4, and S = 2. After code construction for the mother polar code, the reliability order from the worst to the best of eight message bits of the mother polar code is u 1 , u 2 , u 3 , u 5 , u 4 , u 6 , u 7 , u 8 . According to the MS algorithm, we select the two most reliable message bits, u 7 and u 8 , and set them all as overcapable bits. Then we adopt the mapping criterion level by level in the encoding graph to obtain two shortened code bits x 4 and x 8 . The mapping process is shown by the blue dashed line in Fig. 4 . The two overcapable bits u 7 and u 8 should be frozen in order to make the two shortened bits x 4 and x 8 known by the receiver. After code reconstruction for the shortened polar code, the new reliability order from the worst to the best of eight message bits of the shortened polar code is u 1 , u 2 , u 3 , u 5 , u 4 , u 6 , u 7 , u 8 (in this example the reliability order is the same before and after shortening, but this is not always true for the general case). Here u 1 and u 2 are selected as the rest two frozen bits because they are the two least reliable message bits among u 1 , u 2 , u 3 , u 5 , u 4 , u 6 (note that u 7 and u 8 have already been frozen, so we only need to select two additional frozen bits among the remaining six message bits). After the MS algorithm is executed, we can obain the four index sets: the index set of frozen bits A c = {1, 2, 7, 8}, the index set of information bits A = {3, 5, 4, 6}, the index set of overcapable bits O = {7, 8}, and the index set of shortened bits S = {4, 8}.
Proposition 3: The complexity of the MS algorithm is of order O(NlogN ), which is the same as the US and NS algorithm.
Proof: The operations that the US and NS algorithm need to perform include the bit reversal of S bits and the code reconstruction of the shortened polar codes. The complexity of the bit-reversal operation is of order O(S), while the complexity of the code reconstruction is of order
is always satisfied because S < N . So the total complexity of the US algorithm and the NS algorithm are both of order O(NlogN ). As for the MS algorithm, there are three operations: the code construction of the mother polar codes, the implementation of the mapping criterion and the code reconstruction of the shortened polar codes. The complexity of the code construction and code reconstruction are both of order O(NlogN ), while the complexity of the implementation of the mapping criterion is of order O(SlogN ).
The equation O(NlogN
is always satisfied because S < N . So the total complexity of the MS algorithm is also of order O(NlogN ).
C. CAPACITY DEMONSTRATION
To demonstrate the superiority of the MS algorithm over existing shortened algorithms US and NS, here we give the explanation from the perspective of channel capacity.
In shortening, if we shorten S bits of x N 1 , the capacity of corresponding S channels W increases from I (W ) to 1, such that the total channel capacity on the code side will increase from NI (W ) to (N − S)I (W ) + S after shortening. Note that the total channel capacity will not change before and after polarization, thus the total capacity of split channels on the message side will also increase from NI (W ) to (N − S)I (W ) + S after shortening, and the total increased capacity of split channels, i.e., S(1 − I (W )) will be allocated to each split channel of the mother polar code. Here we use I (W N ) to denote the increased capacity of each split channel after shortening, respectively. Given a mother polar code, the optimal shortening algorithm should maximize the sum of the capacity of information split channels after shortening, which is subject to the total increased channel capacity S(1 − I (W )). The shortening optimization problem can then be expressed as follows
The proposed MS algorithm selects the S most reliable message bits u i 1 , u i 2 , . . . , u i S of the mother polar code and sets them all as overcapable bits. The S split channel capacities of the mother polar code, I (W ) denotes the increased capacity of each split channel after shortening.
If R of the shortened polar codes is very high, then K or S of the mother polar codes is always high. Although the S most reliable split channels of the mother polar codes can not be used to transmit information bits under the MS algorithm, the maximum of (15) is probably and always the optimal solution of (13) N ) will be very small, which results in a deteriorative performance. Therefore, the applicable range of the code rate is a limitation of the MS algorithm.
An example of capacity demonstration with N = 8 and S = 2 is shown in Fig. 5 . In this example, the total increased capacity of eight split channels is
These total increased capacity will be allocated to each split channel. According to the MS algorithm, the two split channels with the largest capacity of the mother polar code, W (7) 8 and W (8) 8 , are set to be overcapable, i.e., I (W It is evident that among all shortening algorithms where two out of eight split channels are set to be overcapable, our selection of W (7) 8 and W (8) 8 can minimize the sum of the increased capacity of the two overcapable split channels, i.e., I (W 
V. SIMULATION RESULTS
In this section, we show the performance comparison of the proposed MS algorithm with the US algorithm in [7] , [9] and the NS algorithm in [10] , [11] under high code rates. The channel is the BI-AWGN and the decoder is the SC. Polar codes are non-universal [17] , i.e., different polar codes are generated depending on the specified value of the SNR, known as design-SNR. The design-SNR choice is critical for ensuring good performance in all SNRs of interest and in this paper we adopt the design-SNR equal to zero. The code construction of the mother polar code for three algorithms all uses GA method [14] . After shortening, the three shortening algorithms should all implement the code reconstruction using the modified GA method [9] . The maximum number of simulation frames for each setting is 10 6 . We stop the simulation if there are 1000 error frames or total 10 6 frames have been transmitted. We measure BER and FER performance of three shortening algorithms US, NS and MS against the SNR, defined as the ratio of the bit energy E b and the power spectral density N 0 in dB.
First we provide the comparison of three algorithms based on BPSK modulation. The BER and FER performance comparison of the US algorithm, the NS algorithm and the proposed MS algorithm with M = 160 and R = 4/5 based on BPSK modulation is shown in Fig. 6 . In this example, N = 256, K = 128 and S = 96. We find that the MS algorithm gives a better performance than other algorithms, and provides a gain of about 0.4 dB at BER 10 −3 and 0.1 dB at FER 10 −2 . The BER and FER performance comparison of the US algorithm, the NS algorithm and the proposed MS algorithm with M = 270 and R = 5/6 based on BPSK modulation is shown in Fig. 7 . In this example, N = 512, K = 225 and S = 242. We see that the MS algorithm has a significant advantage over the US and NS algorithm. For BER performance, the MS algorithm obtains a gain of about 0.5 dB at BER 10 −2 and for FER performance, the MS algorithm obtains a gain of about 0.2 dB at FER 10 −1 .
Then we change the modulation type to QPSK and compare the performance of three algorithms. The BER and FER performance comparison of the US algorithm, the NS algorithm and the proposed MS algorithm with M = 300 and R = 3/4 based on QPSK modulation is shown in Fig. 8 . In this example, N = 512, K = 225 and S = 212. We find that the MS algorithm shows the best performance, and outperforms other algorithms by up to 0.25 dB at BER 10 −4 and 0.3 dB at FER 10 −3 . The BER and FER performance comparison of the US algorithm, the NS algorithm and the proposed MS algorithm with M = 150 and R = 6/7 based on QPSK modulation is shown in Fig. 9 . In this example, N = 256, K = 128 and S = 106. We see that the MS algorithm still performs the best. The MS algorithm outperforms other algorithms by up to 0.15 dB at BER 10 −3 and 0.2 dB at FER 10 −2 . 
VI. CONCLUSION
In this paper, we propose a MS algorithm based on a proposed mapping criterion. Different from existing shortening algorithms US and NS, the proposed MS algorithm takes into account the effect that the shortening has on the capacity of split channels. We have proved that the MS algorithm can ensure that the mapping criterion can be adopted reasonably and the S shortened code bits can be known by the receiver. Moreover, the MS algorithm has the same order of complexity as existing shortening algorithms. The superiority of the MS algorithm over existing shortening algorithms is that it selects the S most reliable message bits and set them all as overcapable bits, which will lead to maximizing the allocation of the remaining increased capacity to information bits of the shortened polar codes. Simulation results show that, compared with existing shortening algorithms, the BER and FER performance improvement of the MS algorithm under high code rates is significant.
