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Abstrat
Martingales often play an important role in omputations with Shramm-
Loewner evolutions (SLEs). The purpose of this artile is to provide a
straightforward approah to the Virasoro module struture of the spae
of loal martingales for variants of SLEs. In the ase of ordinary hordal
SLE, it has been shown in Bauer&Bernard: Phys.Lett.B 557 that poly-
nomial loal martingales form a Virasoro module. We will show for more
general variants that the module of loal martingales has a natural sub-
module M that has the same interpretation as the module of polynomial
loal martingales of hordal SLE, but it is in many ases easy to nd
more loal martingales than that. We disuss the surprisingly rih stru-
ture of the Virasoro module M and onstrution of the SLE state or
martingale generating funtion by Coulomb gas formalism. In addition,
Coulomb gas or Feigin-Fuhs integrals will be shown to transparently pro-
due andidates for multiple SLE pure geometries.
1 Introdution
In [37℄ Oded Shramm introdued the SLE (stohasti Loewner evolution or
Shramm-Loewner evolution) to desribe random onformally invariant urves
by Loewner slit mapping tehnique. The study of suh objets is motivated
by two dimensional statistial mehanis at ritiality. Continuum limits of
ritial models, when they an be dened, are sale invariant and it seems
natural to expet onformal invariane as well. SLE would then desribe the
ontinuum limits of urves or interfaes in suh models. The introdution of
SLE marked a leap in understanding geometri questions in ritial statistial
mehanis. However, the original denition of SLEs is quite restritive what
omes to the boundary onditions it allows. To treat more general boundary
onditions, one uses variants of SLEs. Already the rst papers [31, 32, 33, 36,
34℄ involved a ouple of variants, and later further generalizations have been
explored. This paper treats variants of quite general kind: we allow several
urves and dependeny on other marked points.
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The question of ontinuum limit of ritial models of statistial mehanis
has been studied by means of onformal eld theory (CFT) as well. Roughly
speaking CFT lassies loal operators by their transformation properties under
loal onformal trasformations. Suh lassiation resorts to representations of
Virasoro algebra. The relation between SLEs and CFTs has attrated quite a
lot of attention reently, see e.g. [2, 20, 21, 9, 27℄. CFT and a related method
known as Coulomb gas have lead to numerous suesful exat preditions about
two dimensional models at ritiality during the past two and a half deades.
Applying the Coulomb gas approah to SLEs has also been onsidered in the
literature [9, 28, 35, 23℄.
In this paper we will show that the spae of loal martingales for SLE variants
arries a representation of the Virasoro algebra  thus bringing the lassia-
tion by onformal symmetry to natural SLE quantities also. A group theoreti
point of view behind this kind of result was presented for the partiular ase
of hordal SLE in [3℄. The approah of this paper is more straightforward and
onepts that are needed are simpler (maybe at the loss of some elegane). Fur-
thermore, we will address the question of the struture of this representation. It
is remarkable that already when onsidering some of the simplest SLE variants,
many dierent kinds of representations of the Virasoro algebra appear natu-
rally: from irreduible highest weight modules to quotients of Verma modules
by nonmaximal submodules and Fok spaes.
The Coulomb gas method will be studied as means of onstruting the SLE
state (or martingale generating funtion). It will also lead to expliit solutions
of a system of dierential equations that are needed to dene multiple SLEs
[12, 6, 22℄ in a way muh reminisent of [14℄. In [6℄ a onjeture about topologial
ongurations of multiple SLEs was presented. Our expliit solutions are argued
to be the pure geometries meant by that onjeture, that is multiple SLEs with
a deterministi topologial onguration.
The paper is organized as follows. In Setion 2 we introdue SLE and give
the denition appropriate for the purposes of this paper. Setion 3 is an infor-
mal review of the idea of SLE state (in the spirit of Bauer and Bernard), whih
onstitutes the ore philosophy and heuristis underlying our results. The main
results of algebrai nature are then stated in Setion 4: we dene a representa-
tion of the Virasoro algebra in a spae of funtions of SLE data and show that
loal martingales form a subrepresentation. A further natural submodule M
an be onstruted using nothing but the dening auxiliary funtion of the SLE
variant in question. In the light of a few examples we make the rst remarks
about the struture of this Virasoro module. Setion 5 briey reviews some
algebrai aspets of the Coulomb gas method whih are then applied to on-
strutions of SLEκ(ρ) and multiple SLE states. In partiular onrete solutions
to the system of dierential equations needed for multiple SLE denition are
obtained as Feigin-Fuhs integrals. Finally in Setion 6, we digress to disuss
various aspets of the topis of earlier setions. Choies of integration ontours
of sreening harges are argued to give rise to the pure geometries, we om-
ment on fully Möbius invariant SLE variants and disuss prospets of ompletely
resolving the struture of the Virasoro module M by BRST ohomology.
The general purpose of this paper is to exhibit a useful algebrai stru-
ture of loal martingales for the multiple SLEs, and to provide a language and
an elementary approah to this struture. The approah has appliations to
SLE questions of dierent kinds, in partiular to the well known onjetures of
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hordal SLE reversibility and SLE duality [29, 26℄.
2 Shramm-Loewner Evolutions (SLEs)
2.1 Curves in statistial mehanis at ritiality and SLEs
The realm of two dimensional models of statistial physis at their ritial point
allows lots of exat results, muh owing to the observation that these models
often exhibit onformal invariane. There is indeed a general argument that
at ritiality the ontinuum limit of a two-dimensional model with loal inter-
ations is desribed by a onformal eld theory. Sine 1980's, this approah
to studying the ritial point has proved extremely powerful. A key point in
onformal eld theory is to observe that we an let Virasoro algebra at on
loal operators, thus vastly reduing the amount of dierent operators needed
to study. The moral of this paper as well is that the ation of Virasoro algebra
on an operator loated at innity allows us to build loal martingales for SLEs.
We will omment on this interpretation in Setion 3.2.
While onformal eld theory is traditional and suessful, Shramm's seminal
artile [37℄ uses another way of exploiting the presumed onformal invariane.
Instead of loal objets the attention is direted to objets of marosopi sale.
Whenever there exists a natural way of dening an interfae or urve of maro-
sopi size in the lattie model, the same ould be hoped for in its ontinuum
limit. The onformal invariane onjeture then onerns the law of this urve
in ontinuum limit.
To be more preise about the setup let us onsider the ase that orresponds
to hordal SLE, the simplest of SLE variants. Imagine our model is dened in
a simply onneted two dimensional domain Λ ⊂ C and that there is a urve in
the model from point a ∈ ∂Λ to b ∈ ∂Λ. Let us denote by γΛ;a,b the random
urve thus obtained. The onformal invariane assumption states that for the
same model in another domain Λ′ suh that there is a urve from a′ ∈ ∂Λ′ to
b′ ∈ ∂Λ′, the law of γΛ′;a′,b′ is the same as that of the image of γΛ;a,b under a
onformal map f : Λ→ Λ′ with f(a) = a′ and f(b) = b′.
In addition to the onformal invariane one needs another property that is
frequently satised by urves arising in models of statistial mehanis. If one
onsiders the model onditioned on a piee of the urve starting from a, say,
then the result is often just the same model in a subdomain with the piee of
the urve removed and the remaining part of the urve should now ontinue
from the tip of the removed piee. This property is referred to as the domain
Markov property.
It is an exquisite observation by Shramm that when one uses Loewner's slit
map tehnique to desribe the urve starting from a, then the requirements of
onformal invariane and domain Markov property an be used together in a
simple but powerful manner. The onlusion is that there is a one parameter
family of probability measures on urves in Λ from a to b that satisfy the two
requirements. The sole signiant parameter is alled κ ≥ 0. For onreteness
take Λ = H = {z ∈ C : ℑm z > 0}, a ∈ R, b = ∞, and γ : [0,∞) → H a
ontinuous parametrization of the random urve γH;a,∞. Then the onformal
maps gt from the unbounded omponent of H\γ[0, t] to H satisfy g0(z) = z and
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the Loewner's equation
dgt(z) =
2
gt(z)−Xt d〈A〉t ,
where At is a ontinuous martingale, 〈A〉t its quadrati variation, and X0 = a,
dXt =
√
κ dAt. The urve an be reovered through γ(t) = limε↓0 g−1t (Xt+ iε),
see [36℄. The usual SLE terminology is the following: γ[0,∞) ⊂ H is alled the
SLE trae and by lling regions surrounded by the trae one obtains the hull
Kt, the losure of the omplement of the unbounded omponent of H \ γ[0, t].
Thus gt : H \Kt → H is a onformal map.
By now there are many very good and omprehensive reviews of SLEs, e.g.
[40, 25, 5, 23, 10℄, eah of them taking a dierent perspetive to the topi.
In these the reader will nd motivation, denitions, history, properties and of
ourse appliations of SLE.
2.2 Denition of SLE variants
The hordal SLE desribed above arises from simple boundary onditions that
ensure the existene of a urve from one boundary point to another suh that
no other point plays a speial role. However, we may easily imagine our models
with boundary onditions that depend on other points and perhaps give rise to
several urves. We will thus give a less restritive denition. However, to keep
the notation reasonable we allow these speial points only at the boundary. To
allow marked points in the bulk, z ∈ Λ, is a straightforward generalization (a
bulk point an be treated just as a pair of boundary points) but it would lead
to an unneessarily heavy notation.
The denition is motivated by the onnetion of onformal eld theory and
statistial mehanis, see e.g. [1, 6℄. If the reader doesn't nd this motivation
suient, the use of our denition an be justied by the fat that most SLE
variants proposed so far are overed by this denition: hordal SLEκ, SLEκ(ρ),
ommonly used variants of multiple SLEs [6, 22, 14℄, and with minor hanges
radial SLEκ and radial SLEκ(ρ) as well as mixed ases [38℄.
We will give the denition of SLE variants in the upper half plane H = {z ∈
C : ℑm z > 0}. In other domains the SLEs are dened by onformal invariane.
Let κ > 0. There will be SLE urves starting at points X10 , . . . , X
N
0 ∈ R =
∂H. The urves look loally like hordal SLEκ or hordal SLEκ∗ , κ
∗ = 16/κ.
These are the two values of kappa that an be onsistently onsidered at the
same time [22, 12℄ and the only two that orrespond to CFT of entral harge
c(κ) = 14 (6 − κ)(6 − 16/κ). Thus for I = 1, . . . , N let κI ∈ {κ, 16/κ}. We
denote hxI =
6−κI
2κI
, in CFT these are the onformal weights of boundary one-
leg operators.
The boundary onditions may also depend on points Y 10 , . . . , Y
M
0 ∈ R.
Numbers hy1 , . . . , hyM ∈ R are parameters: in CFT they are the onformal
weights of the boundary (primary) operators at the points Y 10 , . . . , Y
M
0 . The
points X10 , . . . , X
N
0 , Y
1
0 , . . . Y
M
0 should be distint. They will serve as initial
onditions for the stohasti proesses XIt and Y
K
t dened below.
The denition of SLE variant onsists of requirements for an auxiliary fun-
tion Z (the partition funtion), system of stohasti dierential equations gov-
erning the driving proesses XIt and passive points Y
K
t , and the multiple slit
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Loewner equation for the uniformizing map gt. After listing these requirements
we will also reall the denitions of hull and traes, whih are similar to ordinary
SLE denitions.
The auxiliary funtion Z is a funtion of the arguments x1, . . . , xN ; y1, . . . , yM
that are ordered on the real line in the same way as X10 , . . . , X
N
0 ;Y
1
0 , . . . , Y
M
0 .
We assume the following properties:
(a) Smoothness and positivity: Z is a smooth funtion of x1, . . . , xN , y1, . . . , yM
taking positive real values, that is Z ∈ C∞(S → R+), where S ⊂ RN+M
is the set where the arguments x1, . . . , xN , y1, . . . , yM are ordered in the
same way as X10 , . . . , X
N
0 , Y
1
0 , . . . , Y
M
0 .
(b) Null eld equations: Z is annihilated by the dierential operators
DI = κI
2
∂2
∂x2I
+
∑
J 6=I
( 2
xJ − xI
∂
∂xJ
+
(κJ − 6)/κJ
(xJ − xI)2
)
+
M∑
K=1
( 2
yK − xI
∂
∂yK
− 2hyK
(yK − xI)2
)
for all I = 1, . . . , N .
() Translation invariane: Z(x1 + σ, . . . , yM + σ) = Z(x1, . . . , yM ) for all
σ ∈ R.
(d) Homogeneity: For some ∆ ∈ R and all λ > 0 we have Z(λx1, . . . , λyM ) =
λ∆Z(x1, . . . , yM ).
Sometimes we use only some of the assumptions or modiations of these. We
will try to make it expliit whih properties are used at eah step.
The driving proesses XIt , I = 1, . . . , N , and passive points Y
K
t , K =
1, . . . ,M , are assumed to solve the system of It dierential equations


dXIt =
√
κI dA
I
t +
∑
J 6=I
2
XIt −XJt
d〈AJ 〉t
+κI
(
∂xI logZ)(X
1
t , . . . , Y
M
t )
)
d〈AI〉t
dY Kt =
∑
J
2
Y Kt −XJt
d〈AJ 〉t
, (1)
where the AI are ontinuous martingales, 〈AI〉t their quadrati variations and
the ross variations vanish, 〈AI , AJ 〉t = 0 for I 6= J . The solution is dened
on a random time interval t ∈ [0, τ), τ being for example the stopping time at
whih some of the proesses X1, . . . , YM hit eah other for the rst time or any
stopping time smaller than that
1
. If
d〈AI〉t
dt exists, it's interpretation is is the
growth speed in terms of half plane apaity of the Ith urve at time t.
1
It is sometimes possible to ontinue the denition of an SLE onsistently beyond the rst
hitting time of the proesses XI
t
and Y K
t
, by another SLE variant. The question is interesting
and frequently important, but for the purpose of this paper it has little signiane. However,
in [29℄ the interested reader an nd an example appliation of the ideas of this paper to a
onjetural formulation of SLE duality that requires onsistent gluing of dierent SLE variants.
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The growth proess itself is enoded in a family of onformal mappings
(gt)t∈[0,τ), whih are hydrodynamially normalized at innity
gt(z) = z +
∑
m≤−2
g(t)m z
1+m = z +O(z−1) . (2)
The onformal mappings are obtained from the Loewner equation
dgt(z) =
N∑
I=1
2
gt(z)−XIt
d〈AI〉t , (3)
with initial ondition g0(z) = z for all z ∈ H. The set Kt is the losure in H of
the omplement of the maximal set in whih the solution of (3) exists up to time
t. We all Kt the hull of the SLE at time t  it is ompat, its omplement
H \Kt is simply onneted and gt : H \Kt → H is the unique onformal map
from H \Kt to H with hydrodynami normalization (2).
One denes the traes by γIt = limε↓0 g
−1
t (X
I
t + iε). By absolute ontinuity
with respet to independent SLEs one argues that the traes have the same
almost sure properties as ordinary SLE traes, see [22℄. If κI ≤ 4 the trae
γI : [0, τ) → H is a simple urve. On the other hand, if κI > 4 the trae is a
urve with self intersetions and if κI ≥ 8 it is a spae-lling urve. For example
the fratal dimension of the trae γI is almost surely min{1+ κI8 , 2} as shown in
[7℄. Note also that for κ 6= 4 preisely one of the values κ, κ∗ = 16/κ orresponds
to simple urves and one to self-interseting urves.
Although the traes of SLE are the random urves that one is originally
interested in, we hardly need them in this paper. Rather, our purpose is to gain
an algebrai insight to the stohasti proess dened by (1) and (3), whih will
sometimes turn out useful for studying the traes themselves.
3 Prologue: SLE state à la Bauer & Bernard
3.1 The state of the SLE quantum mehanis style
Before even being preise about the setup, let us omment on a general phi-
losophy that allows to guess how to build an appropriate Virasoro module of
funtions of SLE data, whih we will do in Setions 4.4 and 4.5. Here we intend
to be impressionisti rather than preise, to get an overall piture. The idea re-
sembles quantum mehanis: one wants to enode the state of the SLE at eah
instant of time in a vetor spae. This vetor spae arries a representation of
the physial symmetries of the problem  in our ase notably the onformal
symmetry is represented innitesimally by Virasoro algebra.
The auxiliary funtion Z has been argued to orrespond to statistial me-
hanis partition funtion of the underlying model with appropriate boundary
onditions [1, 6℄. In onformal eld theory this should be a orrelation funtion
of the (primary) elds implementing the boundary onditions
Z(x1, . . . , yM ) =
〈
ψδ∞(∞)
∏
K
ψδyK (yK)
∏
I
ψδxI (xI)
〉CFT
H
.
In the operator formalism of onformal eld theory this is written as
Z(x1, . . . , yM ) =
〈
ω∗∞,Ψ(x1, . . . , xN ; y1, . . . , yM )ω0
〉
,
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where ω0 is the absolute vauum, Ψ is a omposition of intertwining operators
and ω∗∞ is a vauum whose onformal weight is that of the operator at innity.
Remark 3.1. The δyK and δxI are onformal weights of the boundary primary
elds and should be the same as hyK and hxI . But for the moment let us keep
them as free parameters, it is instrutive to see at whih point we will have to
x their values.
To reate the state of SLE, one should start from the absolute vauum ω0
of CFT in the half plane, apply the operator Ψ, implement the onformal map
g−1t by an operator Ggt , and normalize by the partition funtion Z:
Mt =
1
Z(X1t , . . . , Y
M
t )
Ggt Ψ(X
1
t , . . . , X
N
t ;Y
1
t , . . . , Y
M
t ) ω0 .
While Z orresponded to the partition funtion, the ratios
〈
u∗, GgtΨ(X
1
t , . . . , Y
M
t )ω0
〉
Z(X1t , . . . , Y
M
t )
=
〈
u∗,Mt
〉
(4)
for any dual vetors u∗ orrespond to orrelation funtions onditioned on in-
formation at time t, see [1, 6℄. The state Mt in the state spae of the onformal
eld theory would be a vetor valued loal martingale, a kind of martingale
generating funtion [2, 3, 4℄.
3.2 The role of the Virasoro module
We expet the spae that we are working in to arry a representation of the
Virasoro algebra. We reall that the Virasoro algebra vir is the Lie algebra
spanned by Ln, n ∈ Z, and C with the ommutation relations
[Ln, Lm] = (n−m) Ln+m + 1
12
(n3 − n)δn+m,0 C and [C,Ln] = 0 .
The entral element C ats as a multipliation by a number c ∈ C in all the
representations we will study. This number is alled the entral harge. If we
need several representations simultaneously, c takes the same value in all of
them.
In (4) we are free to projet to any dual vetor u∗. A trivial thing to do is
to hoose u∗ = ω∗∞, in whih ase the numerator is also Z and the ratio (4) is
onstant 1, obviously a (loal) martingale.
But sine the dual also arries a representation of vir dened by
〈
Lnu
∗, u
〉
=〈
u∗, L−nu
〉
, one easily obtains more interesting orrelation funtions. We an
hoose u∗ = L−n1 · · ·L−nkω∗∞ and thus build a whole highest weight module〈U(vir)ω∗∞, GgtΨ(X1t , . . . , YMt )ω0〉
of these. In the rest of the paper what is denoted byM will play the role of this
module. Morally it appears as the ontravariant representation of the spae in
whih the SLE state is enoded. Thus is should be interpreted as onsisting of
the desendants of the loal operator at innity.
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3.3 Expliit form of the representation
Above it was argued that there should exist a Virasoro module onsisting of
loal martingales. Let us now give a little onreteness to these thoughts. We
should take a loser look at a ouple of objets that appeared in the disussion:
the vaua ω0 and ω
∗
∞, the operator Ggt implementing onformal transformation
g−1t and the intertwining operator Ψ.
The absolute vauum ω0 in onformal eld theory is a highest weight state
of weight 0, in other words it is a singular vetor Lnω0 = 0 for all n > 0
and has the L0 eigenvalue 0, L0ω0 = 0. Moreover the vauum ω0 should be
translation invariant and sine L−1 represents an innitesimal translation this
means L−1ω0 = 0. These observations say that (generially) the vir module
generated by ω0 is an irreduible highest weight module of highest weight 0.
It is not as obvious that ω∗∞ should be the absolute vauum. If it were, we
would at least have δ∞ = 0. This ase is related to Möbius invariane and it
deserves a separate disussion, Setion 6.2. But for now we only assume that ω∗∞
is a singular vetor, Lnω
∗
∞ = 0 for n > 0, and has weight δ∞, L0ω
∗
∞ = δ∞ ω
∗
∞.
These assumptions mean that the boundary operator at innity is primary.
In the operator formalism of CFT, to a primary eld ψδ(x) of onformal
weight δ orresponds an intertwining operator Ψδ(x) from one Virasoro module
to another. The intertwining relations [Ln,Ψδ(x)] = (x
1+n ∂
∂x+(1+n)δx
n)Ψδ(x)
are the innitesimal form of the transformation property ψδ(x)
f−→ f ′(x)δψδ(f(x))
of the primary eld under onformal transformations f . Our operatorΨ(x1, . . . , xN ; y1, . . . , yM )
should be omposed of several intertwining operators and thus it should have
the intertwining property
[Ln,Ψ(· · · )] =
(∑
I
(
x1+nI
∂
∂xI
+ (1 + n)δxIx
n
I
)
+
∑
K
(
y1+nK
∂
∂yK
+ (1 + n)δyKy
n
K
))
Ψ(· · · )
Finally we disuss the operator Gf implementing the inverse of a hydrody-
namially normalized onformal map f whose power series expansion at innity
is f(z) = z +
∑
l≤−2 flz
1+l
. The onstrution of Gf was done in [4℄. The
operator takes values in the ompletion of the universal enveloping algebra of
negative generators of vir, that is Gf ∈ U(vir−), and the mapping f 7→ Gf is a
group anti-homomorphism. The dening properties are GidH = 1 and
∂
∂fm
Gf =−
∑
k≤m
1
2pii
∮
∞
(
w1+m
f ′(w)
f(w)2+k
)
dw GfLk . (5)
Conversely it was also omputed that for k ≤ −2 we have
GfLk =−
∑
l≤−2
1
2pii
∮
∞
(
z−2−lf(z)1+k
)
dz
∂
∂fl
Gf .
In addition Bauer and Bernard showed that under onjugation by Gf , Ln trans-
forms in the following way
G−1f LnGf =
c
12
1
2pii
∮
∞
(
u1+nSf(u)
)
du+
∑
k≤n
1
2pii
∮
∞
(
u1+n
f ′(u)2
f(u)2+k
)
du Lk ,
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where Sf(z) = f
′′′(z)
f ′(z) − 32
( f ′′(z)
f ′(z)
)2
is the Shwarzian derivative. This is the
transformation formula of the modes of stress tensor under the onformal map
f .
The properties of Gf above an be ombined, by separating k ≤ −2 and
−1 ≤ k in G−1f L−nGf , to yield
G−1f L−nGf
=
c
12
1
2pii
∮
∞
(
u1−nSf(u)
)
du+
∑
−1≤k≤−n
1
2pii
∮
∞
(
u1−n
f ′(u)2
f(u)2+k
)
du Lk
+
∑
l≤−2
1
2pii
∮
∞
(
1
2pii
∮
∞
(
u1−nf ′(u)2z−2−l
1
f(z)− f(u)
)
dz
)
du
∂
∂fl
Gf .
Using the intertwining property of Ψ to ommute the Lk, k ≥ −1, to the right
we obtain for all u∗ the formula
〈
Lnu
∗, GfΨ(x1, . . . , yM )ω0
〉
=
〈
u∗, L−nGfΨ(x1, . . . , yM )ω0
〉
=
〈
u∗, Gf (G−1f L−nGf )Ψ(x1, . . . , yM )ω0
〉
= Ln
〈
u∗, GfΨ(x1, . . . , yM )ω0
〉
,
where Ln is the dierential operator
Ln = c
12
1
2pii
∮
∞
(
u1−nSf(u)
)
du−
∑
l≤2
1
2pii
∮
∞
1
2pii
∮
∞
(
u1−nf ′(u)2z−2−l
f(z)− f(u)
)
dz du
∂
∂fl
+
∑
I
{ 1
2pii
∮
∞
(
δxI
(f(u)− xI)2
)
du+
1
2pii
∮
∞
(
u1−nf ′(u)2
f(u)− xI
)
du
∂
∂xI
}
+
∑
K
{ 1
2pii
∮
∞
(
δyK
(f(u)− yK)2
)
du+
1
2pii
∮
∞
(
u1−nf ′(u)2
f(u)− yK
)
du
∂
∂yK
}
.
(6)
Realling that Z =
〈
ω∗∞,Ψ(· · · )ω0
〉
=
〈
ω∗∞, GfΨ(· · · )ω0
〉
, the Virasoro module
M an be onstruted starting from Z and reursively applying the dierential
operators Ln above. Note that if ω∗∞ is indeed a singular vetor and a weight
vetor, using only n < 0 will be suient.
3.4 The plan and remarks about earlier work
If we have faith in the above philosophy we now have at least two possible ways
to proeed. One would be to onstrut expliitly the stateMt in an appropriate
spae that arries a representation of Virasoro algebra and hek that it is indeed
a vetor valued loal martingale
2
. The other one is to more or less forget about
the above disussion and just hek that the proedure of applying the expliitly
given operators Ln allows us to build loal martingales starting from Z.
The advantage of the former way is obviously that it makes diret ontat
with quantum eld theory. The state Mt enodes the information of the SLE
at time t  all of it if we are luky (or smart). We will indeed take on the task
of onstruting Mt for some ases of partiular interest in Setion 5.
2
This is the approah that was suesfully applied to hordal SLE in [2, 4℄.
9
The latter way might seem slightly brutal, espeially onsidering the not
partiularly elegant formula (6). But the straightforwardness has its own ad-
vantages as we will see. The onepts needed are ertainly simpler: the work
boils down to studying the rst order dierential operators Ln in relation with
the SLE proess. One need not know anything but the denition of the SLE
itself (the partition funtion Z being a part of it). In partiular, we an start
to work without taking a stand on the question in whih spae Mt is supposed
to live. One might make a natural guess that a highest weight module for vir
is appropriate (maybe irreduible, maybe the Verma module or maybe the quo-
tient of Verma module by a non maximal submodule), but in fat it will turn
out that this is not possible even in some of the simplest ases  remarkably a
oordinate transform of the hordal SLE.
We mainly follow the latter approah due to its virtue of straightforwardness.
Yet a small benet is that it oers something of an alternative to the formalism
that has already been presented in the literature [3, 2, 4℄. Only Setion 5 will
address the question of onstruting Mt.
4 The Virasoro module of loal martingales
In this setion we state the main results about the representation of Virasoro
algebra in the spae of loal martingales. To dene the representation, we need
some preliminaries about formal distributions whih are provided in Setion 4.2.
Next we disuss a onept of homogeneity in Setion 4.3. After having dened
the representation on the spae of funtions of SLE data, Setion 4.4, we will
show, in Setion 4.5, that loal martingales form a subrepresentation. We also
show that the very natural further submodule M is a highest weight represen-
tation if the auxiliary funtion Z is translation invariant and homogeneous.
4.1 Funtions of SLE data
The information about the SLE state at time t onsists of the hull Kt ⊂ H and
positions at whih the speial points are loated, that is the tips of the N traes
and M marked points. The hull is alternatively enoded in the uniformizing
map gt : H \ Kt → H, and gt takes the tips of the traes to X1t , . . . , XNt and
marked points to Y 1t , . . . , Y
M
t . Furthermore, the map gt is uniquely determined
by its expansion at innity (2). Therefore, the information an be represented
by the innite list of real valued stohasti proesses
X1t , . . . , X
N
t ; Y
1
t , . . . , Y
M
t ; g
(t)
−2, g
(t)
−3, g
(t)
−4, . . .
governed by equations (1) and (3).
The kind of loal martingales we want to build are funtions of XIt , Y
K
t
and g
(t)
l . More preisely, we are looking for funtions of variables x1, . . . , xN ;
y1, . . . , yM ; f−2, f−3, . . . suh that for any suh funtion η, the ratio
η(x1, . . . , xN ; y1, . . . , yM ; f−2, f−3, . . .)
Z(x1, . . . , xN )
evaluated at xI = X
I
t , yK = Y
K
t , fl = g
(t)
l is a loal martingale.
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The proposed operators Ln in (6) ontain innitely many terms: for eah
l there is a term (· · · ) ∂∂fl . In order to avoid onvergene problems we only
onsider polynomials in the variables f−2, f−3, . . .. We also need to dierentiate
in variables xI and yK . Therefore we hoose to work with funtions from the
spae
F = C∞(S → C)[f−2, f−3, . . .] ,
where S is the subset of RN+M where the variables x1, . . . , xN , y1, . . . , yM are
ordered in the same way as the initial onditions X10 , . . . , X
N
0 , Y
1
0 , . . . , Y
M
0 .
Remark 4.1. The algebra is rather independent of our hoie of funtion spaes.
One may want to replae F by some other spae and as long as it is possible
to make sense of the operators and establish Corollaries 4.2 and 4.5, this is no
problem.
4.2 Formal distributions
This setion will briey reall the basis of formal distributions as they will soon
be needed. A good treatment of the subjet an be found e.g. in [24℄ and we
use some results whose proofs are easiest found there.
For U a vetor spae, we denote by U [[z, z−1, w, w−1, . . .]] the set of formal
expressions of type
∑
m,n,...∈Z
am,n,... z
mwn · · · ,
where am,n,... ∈ U . We all expressions of this type formal distributions in
the indeterminates z, w, . . . with oeients in U . Important subspaes inlude
series with only non-negative/non-positive powers, nite series and semi-innite
series,
U [[z]] :=
{ ∑
m∈N
amz
m : am ∈ U for all m ∈ N
}
U [z, z−1] :=
{∑
m∈Z
amz
m : am ∈ U for all m ∈ Z and am = 0 for |m| ≫ 0
}
U((z)) :=
{∑
m∈Z
amz
m : am ∈ U for all m ∈ Z and am = 0 for m≪ 0
}
.
We use similar notation for several variables.
The residue of a formal distribution is dened by
Resz
∑
m∈Z
amz
m = a−1 .
A formal distribution
∑
m,n,...∈Z am,n,... z
mwn · · · an also be viewed as a formal
distribution in the indeterminate z with oeients in U [[w,w−1, . . .]], so we an
understand Resz a(z, w, . . .) ∈ U [[w,w−1, . . .]].
In this paper all vetor spaes are over C, and U is usually an assoiative
algebra, U = C or U = End V . Thus we have naturally dened produts e.g.
C[z, z−1]×U [[z, z−1]]→ U [[z, z−1]] and U((z−1))×U((z−1))→ U((z−1)). Note
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that whenever a(z)b(z) is dened, the Leibniz's rule ∂z(a(z)b(z)) = (∂za(z))b(z)+
a(z)(∂zb(z)) and Resz ∂zc(z) = 0 lead to an integration by parts formula.
We denote the two dierent power series expansions of the rational funtion
(z − w)−1−j by
( 1
(z − w)1+j
)
|z|>|w| =
∞∑
m=0
(
m
j
)
z−1−mwm−j ∈ C[[z−1, w]]
( 1
(z − w)1+j
)
|w|>|z| = −
−1∑
m=−∞
(
m
j
)
z−1−mwm−j ∈ C[[z, w−1]] .
The formal delta funtion δ(z − w) =∑n∈Z z−1−nwn ∈ C[[z, z−1, w, w−1]] and
its derivatives are dierenes of two expansions
1
j!
∂jwδ(z − w) =
( 1
(z − w)1+j
)
|z|>|w| −
( 1
(z − w)1+j
)
|w|>|z| .
The delta funtion has the following important property
Resz h(z)δ(z − w) = h(w)
for all h(z) ∈ U [[z, z−1]]. This is an analogue of a basi result for analyti fun-
tions, where residues an be taken by ontour integration. If h(z) is holomorphi
then the dierene of ontour integrals around origin of h(z)/(z−w), for |z| big
and |z| small, is seen by ontour deformation to orrespond to the residue at
z = w, that is h(w).
For the rest of the paper we will denote
f(z) = z + f−2z−1 + f−3z−2 + · · · = z +
∑
m≤−2
fmz
1+m ∈ zC[[z−1]]
the formal distribution analogue of hydrodynamially normalized onformal
map, (2). Rather naturally we also use the formal distributions whih are ex-
pansions at innity of quantities like
f ′(z) = 1− f−2z−2 − 2f−3z−3 − 3f−4z−4 − · · ·
f(z)n = zn + nf−2zn−2 + nf−3zn−3 + (nf−4 +
(
n
2
)
f2−2)z
n−4 + · · ·
Sf(z) = − 6f−2z−4 − 24f−3z−5 − (60f−4 + 12f2−2)z−6 + · · · ,
all in the spae C((z−1)) of formal Laurent series at ∞. Note that produts of
these series are well dened in C((z−1)).
4.3 Homogeneity
Let us introdue a homogeneity degree that laries the algebrai manipulations
and has a onrete geometri meaning. If one was to sale the SLE hull by a
fator λ > 0, K˜t = λKt, one would end up with the uniformizing map g˜t(z) =
λgt(z/λ), i.e. g˜m = λ
−mgm, driving proesses X˜It = λX
I
t , passive points Y˜
K
t =
λY Kt and growth speeds d〈A˜I〉t = λ2 d〈AI〉t. We don't are so muh of the
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hange in speeds, but we assign a degree 1 to variables x1, . . . , xN ; y1, . . . , yM
and a degree −m to fm. An element φ ∈ F is alled homogeneous of degree
∆ if φ(λx1, . . . , λyM ;λ
2f−2, λ3f−3, . . .) = λ∆ φ(x1, . . . , yM ; f−2, f−3, . . .). Suh
saling arguments are useful in guring out how results look in general. The
simplest ases are e.g. f˜(z)n = λnf(z/λ)n, whih tells us that the oeient of
zk in the expansion of f(z)n must be a polynomial of degree n − k in the fl.
Another example is derivatives, f˜ (m)(z) = λ1−mf (m)(z/λ) so that the oeient
of zk in the expansion of f (m)(z) must be of degree 1−m− k.
Rational funtions of f deserve a omment. Note that whenever F ∈
C((z−1)), we an ompose F (f(z)) ∈ C((z−1)) by using f(z)n ∈ znC[[z−1]]
 only nitely many terms ontribute to a xed power of z. Thus the notation
of rational funtions of f means that we rst expand the rational funtion and
then the f(z)n terms, e.g.
( 1
(f(z)− x)1+j
)
|f(z)|>|x|
=
∞∑
m=0
(
m
j
)
f(z)−1−mxm−j ∈ C[[z−1]]((x)) .
The oeient of zk is homogeneous of degree −1− j− k sine x is of degree 1.
We often need to replae x in the above expression by f(w), say. But this still
makes perfet sense in
(
C((w−1))
)
[[z−1]].
We will furthermore reord for future appliation a hange of variables for-
mula
Resz f
′(z)F (f(z)) = Resz F (z) . (7)
To prove the formula it is by linearity enough to prove it for F (z) = zn, that
is Resz f
′(z)f(z)n = δn,−1. For n 6= −1 we an use Leibniz's rule f ′(z)f(z)n =
1
n+1∂z
(
f(z)1+n
)
so the residue vanishes. For n = −1 on the other hand one has
f ′(z)f(z)−1 =
(
1 + O(z−2))(z−1 + O(z−2)) = z−1 + O(z−2) so the residue is
equal to 1.
4.4 The representation of vir on F
We are now ready to hek that the formula (6) denes a representation of
Virasoro algebra on F . Working with formal series we ought to indiate arefully
the expansions we use and therefore the proper denition reads
Ln =
Resu u
1−n
{
c
12
Sf(u)−
∑
l≤2
Resz f
′(u)2z−2−l
( 1
f(z)− f(u)
)
|f(z)|>|f(u)|
∂
∂fl
+
∑
I
f ′(u)2
(
δxI
( 1
(f(u)− xI)2
)
|f(u)|>|xI | +
( 1
f(u)− xI
)
|f(u)|>|xI |
∂
∂xI
)
+
∑
K
f ′(u)2
(
δyK
( 1
(f(u)− yK)2
)
|f(u)|>|yK| +
( 1
f(u)− yK
)
|f(u)|>|yK|
∂
∂yK
)}
.
(8)
The numbers c, δxI , δyK ∈ C are free parameters so far. But for the representa-
tion to be of relevane for SLE the parameters will have to take spei values,
see Proposition 4.4.
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We remark that all terms are either multipliation operators by polynomials
in xI , yK , fl, or a derivative in one of the variables omposed with a multipli-
ation by polynomial. Therefore Ln are learly well dened on F .
A more detailed look at the polynomials reveals that eah of these is homo-
geneous and the degrees are suh that Ln lowers the degree of a funtion by n.
Expliit expressions for Ln, n ≥ −2, are listed in Appendix B.
It is onvenient to form a generating funtion of Ln: the stress tensor, for-
mally T (ζ) =
∑
n∈Z ζ
−2−nLn. For our representation dened by (8) we have
T (ζ) =∑n ζ−2−nLn ∈ (End F)[[ζ, ζ−1]] given expliitly by
T (ζ) = c
12
ζ−4Sf(
1
ζ
)
+ ζ−4f ′(
1
ζ
)2
{
−
∑
l≤−2
Resw w
−2−l( 1
f(w)− f(1ζ )
)
|f(w)|>|f( 1
ζ
)|
∂
∂fl
+
∑
I
(( 1
f(1ζ )− xI
)
|f( 1
ζ
)|>|xI |
∂
∂xI
+ δxI
( 1
(f(1ζ )− xI)2
)
|f( 1
ζ
)|>|xI |
)
+
∑
K
(( 1
f(1ζ )− yK
)
|f( 1
ζ
)|>|yK |
∂
∂yK
+ δyK
( 1
(f(1ζ )− yK)2
)
|f( 1
ζ
)|>|yK|
)
.
(9)
The Ln are reovered as Ln = Resζ ζ1+nT (ζ) = Resu u−3−nT (u−1).
Remark 4.2. As expeted, T (ζ) is loated in the physial spae at 1/ζ. This is
beause the Ln morally at on the ontravariant module and produe desendants
of the operator at innity, see Setion 3.2.
To show that formula (8) denes a representation of vir it is slightly more
onvenient to ompute the following ommutator.
Proposition 4.1. We have the following ommutation relation
[Ln, T (ζ)] = c
12
(n3 − n)ζn−2 + 2T (ζ)(1 + n)ζn + T ′(ζ)ζ1+n .
The omputation is quite lengthy so we will give it in Appendix A.2. Equiv-
alent formulations of Proposition 4.1 are given below, see e.g. [24℄ Theorem
2.3.
Corollary 4.2. The ommutation relations of Ln are
[Ln,Lm] = (n−m)Ln+m + c
12
(n3 − n)δn+m,0
and thus they form a representation of vir on F . Equivalently, we have the
operator produt expansion
[T (ζ), T (ξ)] = 1
3!
∂3ξ δ(ζ − ξ)
( c
2
)
+ ∂ξδ(ζ − ξ)
(
2T (ζ)
)
+ δ(ζ − ξ)
(
T ′(ζ)
)
.
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4.5 Loal martingales
Having dened a representation of vir in F , we now turn to the topi of SLE
loal martingales. As suggested in Setion 4.1 we pose the question for whih
η ∈ F ,
η(X1t , . . . , X
N
t ;Y
1
t , . . . , Y
M
t ; g
(t)
−2, g
(t)
−3, . . .)
Z(X1t , . . . , X
N
t ;Y
1
t , . . . , Y
M
t )
(10)
is a loal martingale. The answer is given by Lemma 4.3. The notation will be
simplied if we dene for I = 1, . . . , N the dierential operators
AI = DI + 2
∑
m≤−2
pm(−xI , f−2, f−3, . . .) ∂
∂fm
ating on F , where DI is as in (b) and pm(f−1, f−2, f−3, . . .) is the homogeneous
polynomial
3 Resv v
−2−m( 1f(v)+f−1 )|f(v)|>|f−1| of degree −2−m.
Lemma 4.3. Suppose the SLE has driving proesses and passive points (1), aux-
iliary funtion Z satisfying (b) and gt dened by (3) with oeients denoted
as in (2). Then, for any η ∈ F , the It drift of (10) is given by
1
Z(X1t , . . . , Y
M
t )
N∑
I=1
(AIη)(X1t , . . . , YMt ; g(t)−2, g(t)−3 . . .) d〈AI〉t .
Proof. Observe that equation (3) leads, by onsidering
∮
∞ dz z
−2−m d
dtgt(z),
to the following drifts of the oeients of gt
dg(t)m = 2
∑
I
Resz z
−2−m 1
gt(z)−XIt
d〈AI〉t
= 2
∑
I
pm(−XIt , g(t)−2, g(t)−3, . . .) d〈AI〉t .
The arguments of η and Z are governed by the above and the diusions (1) so
3
The pm were also present in [3℄. It is sometimes nie to know that they an be obtained
from the reursion p
−2 = 1, and p−m = −
P
m−2
k=1
f
−k p−m+k for m ≤ −3. Thus e.g.
p
−3 = −f−1, p−4 = −f−2 + f2
−1
and so on.
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we an ompute the drift of η/Z diretly by It's formula with the result
∑
I
(
d〈AI〉tκI
∂
∂xI
Z
Z
+
∑
J 6=I
2d〈AJ 〉t
xI − xJ
) ∂
∂xI
( η
Z
)
+
∑
I
κId〈AI〉t
2
∂2
∂x2I
( η
Z
)
+
∑
K
(∑
J
2d〈AJ 〉t
yK − xJ
) ∂
∂yK
( η
Z
)
+
∑
m≤−2
∑
I
2d〈AI〉t pm(−xI , f−2, . . .) ∂
∂fm
( η
Z
)
=
∑
I
{ η
Z2
(− κI
2
∂2
∂x2I
Z −
∑
J 6=I
2
xJ − xI
∂
∂xJ
Z −
∑
K
2
yK − xI
∂
∂yK
Z
)
+
1
Z
(κI
2
∂2
∂x2I
η +
∑
J 6=I
2
xJ − xI
∂
∂xJ
η +
∑
K
2
yK − xI
∂
∂yK
η
+ 2
∑
m≤−2
pm(−xI , . . .) ∂
∂fm
η
)}
d〈AI〉t .
Now use the null eld equation (b) to rewrite the
η
Z2 -term as
η
Z
(∑
J 6=I
(κJ − 6)/κJ
(xI − xJ )2 −
∑
K
2hyK
(yK − xI)2
)
.
The assertion follows.
By Lemma 4.3, the operator AI orresponds to drift aused by growing the
Ith urve. The ruial property of AI , a generalization of a result in [3℄, is
stated in the next Proposition and Corollary. The proof of the Proposition is
again left to Appendix A.3. Note that for these results we need to x the values
of the parameters δxI , δyK and c.
Proposition 4.4. If δxI = hxI =
6−κI
2κI
for all I = 1, . . . , N , δyK = hyK for all
K = 1, . . . ,M and c = c(κ) = (6−κ)(3κ−8)2κ we have
[T (ζ),AI ] = −2ζ−4f ′(1/ζ)2
( 1
(f(1/ζ)− xI)2
)
|f(1/ζ)|>|xI | AI .
Corollary 4.5. If δxI = hxI , δyK = hyK and c = c(κ) as in Proposition 4.4
we have
[Ln,AI ] = qn(xI ; f−2, f−3, . . .) AI
where qn is a homogeneous polynomial of degree −n, non-zero only for n ≤ 0.
In partiular, if η ∈ Ker AI , we have Lnη ∈ Ker AI , too.
Proof. Multiply the formula in Proposition 4.4 by ζ1+n and take the ζ residue
to get
4
qn(xI ; f−2, f−3, . . .) = −2 Resζ ζ−3+nf ′(1/ζ)2
( 1
(f(1/ζ)− xI)2
)
|f(1/ζ)| large .
4
For onreteness, the lowest qn are q0 = −2, q−1 = −4xI , q−2 = −6x
2
I
+8f
−2. As in [3℄, it
is possible to reover the higher q
−m from these reursively. We use L−n−1 =
1
n−1
[L
−1, L−n]
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The degree of homogeneity is easily found for example by omparing
−2ζ−4
f ′(1ζ )
2
(f(1ζ )− x)2
=
∑
m
ζmq−2−m(x, f−2, . . .) and
−2ζ−4
f˜ ′(1ζ )
2
(f˜(1ζ )− x˜)2
=λ2(λζ)−4f ′(
1
λζ
)2(f(
1
λζ
)− x)−2
=
∑
m
λ2(λζ)mq−2−m(x, f−2, . . .) .
The other laims are immediate onsequenes.
Remark 4.3. From now on we will always use the representation with the values
c, δxI , δyK xed in Proposition 4.4 and Corollary 4.5 sine it is the one that is
useful for building loal martingales.
In view of Lemma 4.3 the subspae of F of loal martingales for the SLE
is {η/Z : η ∈ ∩IKer AI} and by Corollary 4.5, ∩IKer AI is a Virasoro mod-
ule. There is a submodule of great importane that an be onstruted from
the partition funtion only, the one whose motivation was disussed in Setion
3.2. The partition funtion Z ∈ F is a onstant polynomial in the variables
f−2, f−3, . . . so the null eld equations (b) imply that Z ∈ ∩IKer AI . This is of
ourse nothing else but the trivial observation that the onstant Z/Z = 1 is a
loal martingale. By Corollary 4.5 we an apply the Virasoro generators to Z
to onstrut the spae
M := U(vir)Z ⊂ ∩IKer AI ⊂ F .
Thus we have built a large amount of loal martingales using only the objets
given by the denition of the SLE.
Let us state a ouple of further easy onsequenes.
Corollary 4.6. Both M and ∩IKer AI are submodules of the vir-module F
and M ⊂ ∩IKer AI . The auxiliary funtion Z is annihilated by Ln for n ≥ 2
and thus M is spanned by Ln−m−m · · · Ln11 Z, where m ≥ −1, nj ∈ N for all
j = −m, . . . , 1. If we assume (), then L1Z = 0 and if we assume (d), then
L0Z = (∆ +
∑
I hxI +
∑
K hyK )Z. In onlusion, assuming () and (d), M is
a highest weight module for vir with highest weight vetor Z and highest weight
∆+
∑
I hxI +
∑
K hyK .
Proof. That F has submodule ∩IKer AI was shown in Corollary 4.5. We
observed that Z ∈ ∩IKer AI and dened M as the minimal submodule on-
taining Z. The expliit expressions for Ln given in Appendix B show that Ln
and Jaobi identity to obtain for n ≥ 2
[L
−n−1,AI ] =
1
n− 1
ˆ
[L
−1,L−n],AI
˜
=
1
n− 1
`
−
ˆ
q
−n(xI , f−2, . . .)AI ,L−1
˜
+
ˆ
q
−1(xI , f−2, . . .)AI ,L−n
˜´
=
1
n− 1
`
[L
−1, q−n(xI , f−2, . . .)]− [L−n, q−1(xI)]
´
AI .
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n ≥ 2 ontain only terms (· · · ) ∂∂fl and thus they annihilate funtions that
don't depend on f−2, f−3, . . ., in partiular Z. The only term in L1 that
is not of this form is
∑
I
∂
∂xI
+
∑
K
∂
∂yK
and the only suh term in L0 is∑
I(δxI + xI
∂
∂xI
) +
∑
K(δyK + yK
∂
∂yK
). Thus the assumption () of trans-
lation invariane guarantees L1Z = 0 and the assumption (d) of homogeneity
gives L0Z = (∆ +
∑
I hxI +
∑
K hyK )Z.
Remark 4.4. It may seem slightly inonvenient that we have hosen a repre-
sentation whih preserves the spae of Z times loal martingales and not loal
martingales themselves. If we have a loal martingale ϕ ∈ F , then (Ln(Zϕ))/Z
is another loal martingale. It would of ourse be possible to redene Lˆnϕ =
(Ln(Zϕ))/Z. The Lˆn dene a representation of vir and they now preserve the
kernel of the generator of our diusion. The loal martingales orresponding to
M are those obtained by repeated ation of Lˆn on onstant funtion 1. But the
formula has beome Z-dependent
Lˆn = Ln +
∑
I
∂
∂xI
Z
Z
Resu
u1−nf ′(u)2
f(u)− xI +
∑
K
∂
∂yK
Z
Z
Resu
u1−nf ′(u)2
f(u)− yK
expanded in |f(u)| > |xI | and |f(u)| > |yK |.
4.6 First examples
4.6.1 The hordal SLE
The simplest SLE variant, hordal SLE, is a random urve from one boundary
point of a domain to another. It is ustomary to hoose the domain to be
the half-plane H, starting point of the urve the origin X0 = 0 and end point
innity. The number of urves is one, N = 1, and there are no other marked
points M = 0. The partition funtion is a onstant Z(x) = 1. It is also
ustomary to x the time parametrization by 〈A〉t = t.
The loal martingales of hordal SLE were studied in [3℄. Due to onstant Z,
the operator A is just the generator of the diusion in variables Xt, g(t)−2, g(t)−3, . . .
and Xt is merely a Brownian motion with variane parameter κ. It is then pos-
sible to onsider A as an operator on the spae of polynomials C[x, f−2, f−3, . . .].
It was shown that Ker A ⊂ C[x, f−2, f−3, . . .] is a Virasoro module with en-
tral harge c = c(κ) and onstant funtions having L0 eigenvalue h1,2(κ) = 6−κ2κ .
Moreover, the fat that polynomials form a vetor spae graded by integer degree
(dened as in Setion 4.3) suh that the subspaes are nite dimensional allowed
a lever argument to show that the graded dimension of Ker A ⊂ C[x, f−2, . . .] is
preisely that of a generi irreduible highest weight module degenerate at level
two. Consequently for generi
5 κ, the spae of polynomial loal martingales
forms the irreduible highest weight module of highest weight h1,2.
Another viewpoint to the hordal SLE ase is the veriation in [2, 4℄ that the
SLE state Ghtω1,2 is a loal martingale, where ht(z) = gt(z)−Xt and ω1,2 is a
5
The word generi here refers to Feigin-Fuhs Theorem about the submodule struture of
Verma modules for the Virasoro algebra [17, 15, 16℄. Thus generi κ means simply κ /∈ Q: any
highest weight module of entral harge c(κ) is then either irreduible or ontains exatly one
nontrivial submodule, whih in turn is an irreduible Verma module. For κ ∈ Q the situation
may well be more ompliated.
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highest weight vetor in the quotient of Verma module Vc(κ),h1,2(κ) by submodule
generated by the singular vetor at level two. Atually, this ompletely solves the
question of the struture ofM the ontravariant module of any highest weight
representation is a diret sum of irreduible highest weight representations, so
M is the irreduible highest weight representation with highest weight h1,2. As
a onsequene for ertain values of κ, the module M generated by ation of
Virasoro generators on onstant funtions is not the whole kernel,M ( Ker A.
Easiest suh degeneraies are κ = 6, in whih ase in fat M onsists solely of
onstant funtions (the irreduible highest weight module with c = 0, h = 0 is
one dimensional), and κ ∈ {3, 10} in whih ases there are loal martingales of
homogeneity degree 3 that an not be obtained by the ation of Virasoro algebra
on onstants funtions.
4.6.2 A oordinate hange of hordal SLE
By a Möbius oordinate hange of the ordinary hordal SLE one denes the
hordal SLE in H from X0 to Y0, see e.g. [38℄. The resulting proess is an
SLEκ(ρ) with ρ = κ − 6, whih is the SLE variant with one urve N = 1, one
passive point M = 1 (the marked point is Y0) and partition funtion Z(x, y) =
(x− y)(κ−6)/κ. The onformal weights are equal, hx = hy = h1,2(κ) = 6−κ2κ . We
remark that this variant an also be seen as a speial ase of the a partiular
double SLE pure geometry, see Setion 6.1 and [6℄.
The struture of the Virasoro module M as well as other properties of this
ase are studied in more detail in the artiles [29, 26℄ about hordal SLE re-
versibility. Here we make some remarks that larify the dierenes to the ase
hordal SLE towards ∞ and in partiular give some justiation to the hoie
of the straightforward approah taken.
The module M is a highest weight module of highest weight ∆+ hx + hy =
0 = h1,1(κ) and a diret omputation gives L−1Z = 0. This is a manifes-
tation of the Möbius invariane of the proess, see Setion 6.2. For κ /∈ Q
the Verma module Vc(κ),h1,1(κ) ontains a single nontrivial submodule gener-
ated by L−1ηc(κ),h1,1(κ) and onsequently M must be the irreduible highest
weight module. For the sake of illustration, below are the nonvanishing loal
martingales up to level 4:
L−2Z
Z
= h(y − x)2 − c
2
f−2
L−3Z
Z
= 2h(y − x)2(x+ y)− 2cf−3
L−4Z
Z
= h(y − x)2(3x2 + 4xy + 3y2 − 6f−2)− c(f2−2 + 5f−4)
L−2L−2Z
Z
=
c
2
(f2−2 − 6f−4) +
(
h(y − x)2 − c
2
f−2
)2
+ 2h(y − x)2(− 4f−2 + x2 + xy + y2) ,
where h = h1,2(κ) =
6−κ
2κ and c = c(κ) =
(6−κ)(3κ−8)
2κ .
Remark 4.5. A simple appliation of the listed loal martingales would be the
determination of expeted value of nal half plane apaity of the hull. Let τ
denote the stopping time inf{t ≥ 0 : Xt = Yt}. Then if the apaity g(τ)−2 of Kτ
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is integrable, i.e. g
(τ)
−2 ∈ L1(P), the loal martingale at level 2
(Yt −Xt)2 − 3κ− 8
2
g
(t)
−2
is a losable martingale up to the stopping time τ and
E[g
(τ)
−2 ] =
2
8− 3κ(Y0 −X0)
2
.
The apaity g
(τ)
−2 is an almost surely positive nite quantity so for κ ≥ 8/3 it is
ertainly not in L1(P)!
Let us take a loser look at some of the most degenerate ases to illustrate
what may happen for rational values of κ. For κ = 6 we have c(κ) = 0, h(κ) = 0
and we have a null vetor L−2Z = 0 at level two: the representationM is then
indeed the irreduible (one dimensional!) highest weight representation. The
same entral harge c(κ) = 0 is obtained also with κ = 8/3. For κ = 8/3 the
vetor L−2Z = 58 (y − x)2 Z is diretly heked to be a nonzero singular vetor
in view of expliit expressions in Appendix B, soM is reduible. It takes a little
bit more of work to hek that L−2L−2Z and L−4Z beome linearly dependent
at κ = 10 and thus there is a null vetor at level four, whereas at κ = 8/5 at
level four there exists a singular vetor (y − x)4 Z.
The observation that M an be reduible shows in partiular that one an't
always onstrut the SLEκ(ρ) state in the form Mt = GgtΨ(Xt, Yt)ω0 taking
values in a Virasoro highest weight module  reall that the ontravariant
module of a highest weight module is a diret sum of irreduible representations
so M ouldn't be a submodule of the ontravariant module. This shows an
advantage of proeeding diretly in the manner of the whole Setion 4: we
found the representation M without addressing the question of the spae in
whih to onstrut Mt!
Yet another thing that is well illustrated by this variant is the fat that M
doesn't ontain all loal martingales even for κ generi. The funtion ζ(x, y) =
(y−x)2/κ is also annihilated by A. Atually, ζ arises as another pure geometry
of double SLE, see Setion 6.1. So for example the following are loal martingales
for the SLEκ(κ− 6)
ζ
Z
= (y − x) 8−κκ
L−1ζ
Z
=
8− κ
κ
(y + x) (y − x) 8−κκ
L−2ζ
Z
=
( (3κ2 − 10κ− 80)f−2 + (44− 6κ)(x2 + y2) + 8xy
4κ
)
(y − x) 8−κκ .
These loal martingales are not polynomial in xI and yK . Also, we know that
U(vir)ζ is a highest weight module of highest weight h1,3, so we get a lot of loal
martingales not ontained in M. This shows another dierene to the ase of
ordinary hordal SLE towards innity.
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4.6.3 SLEκ(ρ)
The SLE variant SLEκ(ρ1, ρ2, . . . , ρM ) has one urve N = 1 and several marked
points M ≥ 1. Its partition funtion is
Z(x; y1, . . . , yM ) =
( M∏
K=1
(yK − x)ρK/κ
)( ∏
1≤J<K≤M
(yJ − yK)ρJρK/2κ
)
(11)
as disussed in [28℄. The onformal weights are δyK =
1
4κρK(ρK + 4− κ). The
driving proess satises dXt =
√
κ dAt +
∑
K
ρK
Xt−YKt d〈A〉t, whih was taken
as the denition when the variant was introdued [30, 13℄. It would also be
natural to generalize the denition to inlude possibility of bulk marked points,
see [38℄.
Just like for SLEκ(κ− 6) or double SLE, the moduleM onsists of elements
that are polynomial times Z. Thus the loal martingales obtained this way are
polynomial. This beomes obvious in the light of Remark 4.4 and the partition
funtion (11) sine
Resu
( ∂
∂xZ
Z
u1−nf ′(u)2
f(u)− x +
∑
K
∂
∂yK
Z
Z
u1−nf ′(u)2
f(u)− yK
)
= Resu
(∑
K
ρK
κ u
1−nf ′(u)2
(f(u)− x)(f(u)− yK) +
∑
K<K′
ρKρK′
2κ u
1−nf ′(u)2
(f(u)− yK)(f(u)− yK′)
)
so the additional multipliation operator in Lˆn is polynomial. Of ourseM may
not be the whole of Ker A and there may be other loal martingales that are
non-polynomial.
As has been remarked by several authors [9, 28, 35℄, SLEκ(ρ1, ρ2, . . . , ρM )
seems to be best studied using the Coulomb gas formalism. Indeed, after having
disussed the Coulomb gas briey, we will show how to onstrut the SLE state
Mt onveniently in harged Fok spaes.
Remark 4.6. Artiles [13, 12℄ suggest that a famous onjeture of SLE duality
be formulated in a global fashion using the SLEκ(ρ) proesses. The struture of
M in these ases gives strong support for the proposed approah, see [29℄.
4.6.4 Multiple SLEs
The multiple SLEs in the sense of [6℄ orrespond to boundary onditions where
there are several interfaes starting from the boundary of the domain, but no
other marked points. Thus the parameters are N ≥ 2, M = 0 and κI takes the
same value 0 < κ < 8 for all I = 1, . . . , N .
The multiple SLEs in this sense were also studied in [14℄ and an be seen as
a speial ase of the general denition of multiple SLEs through ommutation
requirement of [12℄. A very instrutive study of multiple SLEs with emphasis
on absolute ontinuity of probability measures an be found in [22℄. There,
dierent urves are allowed to have dierent κI ∈ {κ, 16/κ}.
In Setion 5 we onstrut the state Mt of multiple SLEs in a harged Fok
spae using the Coulomb gas formalism. It has been onjetured in [6℄ that
the asymptotis of Z as ertain points ome lose to eah other are related to
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topologial onguration of the multiple SLE urves. Coulomb gas or Feigin-
Fuhs integrals appear to make the hoie of onformal bloks transparent for
the pure geometries.
5 Coulomb gas onstrutions of SLE states
5.1 Preliminaries: harged Fok spaes as Virasoro mod-
ules
The following method, known as Coulomb gas, has been desribed for example
in [39, 19, 18℄ and Chapter 9 of [11℄.
The method is to study ertain modules for the Heisenberg algebra generated
by an, n ∈ Z, with ommutation relations [an, am] = 2δn+m,0. The harged
Fok spae Fα is
Fα =
∞⊕
k=0
⊕
1≤n1≤···≤nk
Ca−n1 · · ·a−nkvα
where vα is a vauum: a0vα = 2αvα and anvα = 0 for n > 0. One denes a
representation of Virasoro algebra on Fα by
Ln =
1
4
∑
j
:an−jaj :− α0(n+ 1)an
where :anam: is anam if n ≤ m and aman otherwise. Note that ating on basis
vetors a−n1 · · · a−nkvα the sum over j has only nitely many non-zero terms
beause aja−n1 · · · a−nkvα = 0 for j >
∑
i ni. The parameter α0 determines the
entral harge, c = 1− 24α20.
The L0 eigenvalue of vα is h(α) = α
2 − 2α0α and the harged Fok spae
is a diret sum of nite dimensional L0 eigenspaes, Fα = ⊕∞m=0(Fα)m, where
(Fα)m orresponds to eigenvalue h(α) +m. The eigenspae (Fα)m has a basis
onsisting of a−n1 · · · a−nkvα, with 1 ≤ n1 ≤ · · · ≤ nk and n1 + · · ·+ nk = m.
The ontravariant module is dened as a diret sum of duals of the nite
dimensional eigenspaes
F ∗α =
∞⊕
m=0
(Fα)
∗
m =
∞⊕
k=0
⊕
1≤n1≤···≤nk
CaTn1 · · · aTnkv∗α ,
where v∗α ∈ (Fα)∗0 is suh that
〈
v∗α, vα
〉
= 1. It beomes a Virasoro module in the
usual way: LT−n have the same ommutation relations as the generators of vir.
We have a bilinear pairing
〈·, ·〉 : F ∗α × Fα → C. It is often neessary to allow
innite linear ombinations of the basis vetors, so denote Fˆα =
∏∞
m=0(Fα)m
and Fˆ ∗α =
∏∞
m=0(Fα)
∗
m. The bilinear pairing extends naturally to F
∗
α × Fˆα and
Fˆ ∗α × Fα.
Let us still introdue a onvenient notation for the harges α. First of all
α± = ±(
√
κ/2)±1 and α0 = 12 (α+ + α−) relate the SLE parameter κ to the
Coulomb gas formalism. Then let αn,m =
1−n
2 α++
1−m
2 α−. Finally, we use the
shorthand notation Fn,m = Fαn,m , hn,m = h(αn,m) et.
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5.2 Preliminaries: vertex operators and sreening harges
The Coulomb gas formalism onstruts intertwining operators between the harged
Fok spaes morally as the normal ordered exponentials :eαϕ(z): of the free mass-
less boson eld ϕ. More preisely, Vα(z) : Fβ → Fˆβ+α is dened by
Vα(z) = z
2αβ U−α (z) U
+
α (z) Tα , where
[an, Tα] = 2α δn,0 , Tαvβ = vα+β and
U±α (z) = exp
(∓
∞∑
n=1
1
n
αz∓na±n
)
for z in the universal overing manifold of C \ {0}. Again the denition makes
sense beause only nitely many nonzero terms are reated by U+α (z) ating on
any u ∈ Fβ+α. The vertex operators are intertwining operators of onformal
weight h(α)
[Ln, Vα(z)] = (z
1+n ∂
∂z
+ (1 + n)h(α)zn) Vα(z) .
There is a way to make sense of ompositions of vertex operators Vα1(z1) · · ·Vαn(zn)
in the region |z1| > · · · > |zn|, see e.g. [39℄. The formula thus obtained an be
analytially ontinued to the universal overing manifold of {(z1, . . . , zn) ∈ Cn :
zi 6= zj ∀i, j and zi 6= 0 ∀i},
Vα1,...,αn(z1, . . . , zn) = hβ;α(z1, . . . , zn)U
−
α (z1, . . . , zn) U
+
α (z1, . . . , zn) T
P
i αi
hβ;α1,...,αn(z1, . . . , zn) =
n∏
i=1
z2αiβi
∏
1≤i<j≤n
(zi − zj)2αiαj
U±α1,...,αn(z1, . . . , zn) = exp
(∓
∞∑
n=1
1
n
(
∑
i
αiz
∓n
i )a±n
)
and we take this Vα(z1, . . . , zn) : Fβ → Fˆβ+α1+···+αn as the denition of om-
position of vertex operators. We have the intertwining relation
[Ln, Vα(z1, . . . , zn)] =
∑
i
(
z1+ni
∂
∂zi
+ (1 + n)h(αi)z
n
i
)
Vα(z1, . . . , zn) .
To onstrut further intertwining operators, one makes the following obser-
vation. There are two values of α for whih h(α) = 1, namely α = α±. For
these values the ommutators [Ln, Vα±(z)] are total derivatives
d
dz (z
1+nVα±(z)).
Integrating the omposition of vertex operators
Vα1,...,αn;α−,...,α−;α+,...,α+(z1, . . . , zn;w
−
1 , . . . , w
−
s− ;w
+
1 , . . . , w
+
s+)
in variables w−1 , . . . , w
−
s− ;w
+
1 , . . . , w
+
s+ over ontours Γ suh that
hα1,...,αn;α−,...,α+(z1, . . . , zn;w
−
1 , . . . , w
+
s+)
takes the same value at the endpoints, one denes
V Γ;s
−,s+
α1,...,αn(z1, . . . , zn)
=
∫
Γ
Vα1,...,αn;α−,...,α+(z1, . . . , zn;w
−
1 , . . . , w
+
s+) dw
−
1 · · · dw+s+ .
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Now V Γ;s
−,s+
α1,...,αn(z1, . . . , zn) : Fβ → Fˆβ+Pi αi+s−α−+s+α+ is again an intertwining
operator
[Ln, V
Γ;s−,s+
α (z1, . . . , zn)]
=
∑
i
(
z1+ni
∂
∂zi
+ (1 + n)h(αi)z
n
i
)
V Γ;s
−,s+
α (z1, . . . , zn)
beause the total derivatives vanish after integration. The ontours Γ should
of ourse be hosen in suh a way that V Γ;s
−,s+
α is not zero. The additional
harges α± whose position was integrated over are alled sreening harges and
the resulting operator V Γ;s
−,s+
α is alled a sreened vertex operator.
5.3 Appliation to SLEκ(ρ)
The Coulomb gas method allows to build the state of SLEκ(ρ) expliitly. An
easy hoie of the values of α was suggested in [28℄, namely at x one uses
α = α1,2 =
1√
κ
and at yK the hoie is αK =
ρK
2
√
κ
. Then we have for α∞ =
α1,2 +
∑
K αK 〈
v∗α∞ , Vα;α1,...,αM (x; y1, . . . , yM )v0
〉
= h0;α,α1,...,αM (x, y1, . . . , yM )
=
( M∏
K=1
(x− yK)ρK/κ
)( ∏
1≤J<K≤M
(yK − yJ)ρJρK/2κ
)
= const.× Z(x; y1, . . . , yK) .
It is well known that hα;α1,...,αM satises the following null eld equation,
but we give the proof here as this is the key property for appliation to SLE
and is a natural step towards Lemma 5.3.
Lemma 5.1. For α = α1,2 = 1/
√
κ we have the null eld equation
(κ
2
∂2
∂x2
+
M∑
K=1
( 2
yK − x
∂
∂yK
− 2δK
(yK − xI)2
))
h0;α,α1,...,αM (x; y1, . . . , yM ) = 0 ,
where δK = h(αK) = α
2
K − (
√
κ
2 − 2√κ )αK .
Proof. We need to ompute the following terms
∂2
∂x2
h =
∂
∂x
(
h× (
∑
K
2αK/
√
κ
x− yK )
)
= h×
(
(
∑
K
2αK/
√
κ
x− yK )
2 −
∑
K
2αK/
√
κ
(x − yK)2
)
= h×
( ∑
K,K′
K 6=K′
4αKαK′/κ
(x − yK)(x − yK′) +
∑
K
4α2K/κ− 2αK/
√
κ
(x− yK)2
)
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and
∑ 2
yK − x
∂
∂yK
h
= h×
(∑
K
2
yK − x
(2αK/√κ
yK − x +
∑
K′ 6=K
2αKαK′
yK − yK′
))
= h×
(∑
K
4αK/
√
κ
(x− yK)2 +
∑
K,K′
K<K′
4αKαK′
(yK − yK′)
( 1
yK − x −
1
yK′ − x
))
= h×
(∑
K
4αK/
√
κ
(x− yK)2 +
∑
K,K′
K 6=K′
−2αKαK′
(x− yK)(x− yK′)
)
.
Now it's easy to see that all
∑
K 6=K′ terms anel in the following
(κ
2
∂2
∂x2
+
M∑
K=1
2
yK − x
∂
∂yK
)
h = h×
(∑
K
2α2K −
√
καK + 4αK/
√
κ
(x− yK)2
)
and one only needs to observe that α2K −
√
κ
2 αK +
2√
κ
αK = αK(αK − 2α0) =
h(αK) to reah the onlusion.
We're in fat ready to give a straightforward omputation that the SLEκ(ρ)
state
Mt :=
1
Z(Xt;Y 1t , . . . , Y
M
t )
GgtVα;α1,...,αM (Xt;Y
1
t , . . . , Y
M
t )v0
is a Fˆβ valued loal martingale, where β = α+
∑
K αK . This means that as we
express it in the basis a−n1 · · ·a−nkvβ , the oeients of the basis vetors are
loal martingales.
We should hek that A annihilates Z ×Mt. Realling that Z = const. ×
h0;α,α1,...,αM and U
+(· · · )vβ = vβ the loal martingale property of Mt is the
vanishing of
A
(
h×GfU−α;α1,...,αM (x; y1, . . . , yM )vβ
)
.
But A = D + 2∑l≤−2 pl(−x, f−2, f−3, · · · ) ∂∂fl and D annihilates h by Lemma
5.1. Thus we are left to hek that
{
h× κ
2
∂2
∂x2
+
( ∂
∂x
h
)× κ ∂
∂x
+ h×
∑
K
2
yK − x
∂
∂yK
+ h× 2
∑
l≤−2
pl(−x; f−2, . . .) ∂
∂fl
}
Gf U
−(x; y1, . . . , yM ) vβ
= h×
{κ
2
∂2
∂x2
+ κ
∑
K
2ααK
x− yK
∂
∂x
+
∑
K
2
yK − x
∂
∂yK
+ 2
∑
l≤−2
pl(−x; f−2, . . .) ∂
∂fl
}
Gf U
−(x; y1, . . . , yM ) vβ (12)
25
vanishes. We will split the veriation of this to piees.
Let us start with the omputation of 2
∑
l pl
∂
∂fl
GfU
−vβ . First step is to use
denition of pl and dening property (5) of Gf to rewrite
∑
l≤−2
pl(−x, f−2, . . .) ∂
∂fl
Gf
= −
∑
l≤−2
k≤l
Resv Resw
( v−2−l
f(v)− x
)
|f(v)|>|x|
w1+lf ′(w)
f(w)2+k
GfLk
= −
∑
k≤−2
Resv Resw
( 1
f(v)− x
)
|f(v)|>|x|
( 1
w − v
)
|w|>|v|
f ′(w)
f(w)2+k
GfLk.
Then we an hange the expansion using
(
1
w−v
)
|w|>|v| =
(
1
w−v
)
|v|>|w|+δ(w−v)
and observe that expanded in |v| > |w| the v residue vanishes so the above is
equal to
−
∑
k≤−2
(
0 + Resw
( 1
f(w)− x
)
|f(w)|>|x|
f ′(w)
f(w)2+k
)
GfLk .
The hange of variables formula (7) yields
∑
l≤−2
pl(· · · ) ∂
∂fl
Gf = −
∑
k≤−2
Resz
( 1
z − x
)
|z|>|x|z
−2−kGfLk
= −Gf
∑
k≤−2
x−2−kLk .
Having simplied a little we will ommute the Lk to the right of U
−
. For k < 0
and n > 0 we have [Lk, a−n] = nak−n and sine ak−n ommutes with a−n′ ,
n′ > 0 this leads to
[Lk, U
−(x; y1, . . . , yM )] =
∞∑
n=1
(αxn +
∑
K
αKy
n
K)ak−n U
−(x; y1, . . . , yM ) .
Consequently, to ommute Lk to right we generate in (12) the terms
− 2h×Gf
∑
k≤−2
x−k−2[Lk, U−(x; y1, . . . , yM )]vβ
= − 2h×Gf
∑
k≤−2
∞∑
n=1
x−k−2(αxn +
∑
K
αKy
n
K) ak−n U
−(x; y1, . . . , yM )vβ
= h×Gf
∞∑
m=3
(
− 2α(m− 2)xm−2 − 2
∑
K
αK
(m−3∑
j=0
xjym−2−jK
))
a−mU− vβ .
(13)
After ommutation the Lk at on vβ ,
− 2
∑
k≤−2
x−k−2Lkvβ = −2
∞∑
m=2
xm−2L−mvβ
= − 2
∞∑
m=2
xm−2
(1
4
∑
i∈Z
:a−m−iai:− α0(1 −m)a−m
)
vβ ,
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whih gives the ontribution
= h×Gf
∞∑
m=2
xm−2
(
− 1
2
−1∑
i=−m+1
a−m−iai
+
(− 2β − (m− 1)(
√
κ
2
− 2√
κ
)
)
a−m
)
U−(x; y1, . . . , yM ) vβ . (14)
So far we've omputed only the fl derivatives in (12) but the rest will be
simpler, beause the operators involved ommute with eah other. Apart from
the last term that was already treated, (12) is
h×
{κ
2
∂2
∂x2
+ κ
∑
K
2ααK
x− yK
∂
∂x
+
∑
K
2
yK − x
∂
∂yK
}
Gf U
−(x; y1, . . . yM ) vβ
= h×Gf
{κ
2
( ∞∑
n,n′=1
α2xn+n
′−2a−na−n′ +
∞∑
n=1
(n− 1)αxn−2a−n
)
+ κ
∑
K
2ααK
x− yK
∞∑
n=1
αxn−1a−n +
∑
K
2
yK − x
∞∑
n=1
αKy
n−1
K a−n
}
U− vβ .
The last two terms an be ombined niely if we note that α = 1/
√
κ and write
xn−1 − yn−1 = (x− y) (xn−2 + xn−3y + · · ·+ xyn−3 + yn−2). The ontribution
is then
Gf
{κ
2
(
α2
∞∑
n,n′=1
xn+n
′−2a−na−n′ + α
∞∑
n=1
(n− 1)xn−2a−n
)
+
∑
K
2αK(a−2 +
∞∑
n=3
n−2∑
j=0
xjyn−2−jK a−n)
}
U−(x; y1, . . . yM ) vβ . (15)
The anellation of terms (13), (14) and (15) is now a matter of diret hek
using α = 1/
√
κ and β = α+
∑
K αK . In onlusion we indeed have
A(h×GfU−(x; y1, . . . , yM )vβ) = 0
and therefore we have proven the following.
Theorem 5.2. For SLEκ(ρ1, . . . , ρM ) the SLE state
Mt :=
1
Z(Xt;Y 1t , . . . , Y
M
t )
GgtVα;α1,...,αM (Xt;Y
1
t , . . . , Y
M
t )v0
= const.×Gt U−α;α1,...,αM (Xt;Y 1t , . . . , YMt ) vβ ,
where α = 1√
κ
, αK =
ρK
2
√
κ
and β = α+
∑
K αK , is a Fˆβ valued loal martingale.
5.4 Appliation to multiple SLEs
The Coulomb gas formalism provided a onvenient onstrution of SLEκ(ρ)
state. We will see that with sreening harges it an be used to multiple SLEs
as well.
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The ase we are interested in is that of [6℄, whih in terms of the SLE
denition given in Setion 2.2 means N ≥ 2 and M = 0 and κI = κ ∈ (0, 8) for
all I = 1, . . . , N .
Let 0 ≤ L ≤ N/2 be an integer. The sreened vertex operator
V Γ;L,0α,...,α(z1, . . . , zN) (16)
=
∫
Γ
Vα,...,α;α−,...,α−(z1, . . . , zN ;w1, . . . , wL) dw1 · · ·dwL ,
with α = 1√
κ
and α− = −2√κ , will be shown to be appropriate for multiple SLEs.
However, we postpone the disussion about the hoies of ontours Γ to Setion
6.1.
Denote
h(z1, . . . , zN ;w1, . . . , wL) = hα,...,α;α−,...,α−(z1, . . . , wL)
=
∏
1≤I<J≤N
(zJ − zI)2/κ
∏
1≤R<S≤L
(wS − wR)8/κ
∏
I=1,...,N
R=1,...,L
(zI − wR)−4/κ ,
β = Nα+ Lα− = N−2L√κ and
Z(x1, . . . , xN ) =
〈
v∗β , V
Γ;L,0
α,...,α(x1, . . . , xN ) v0
〉
=
∫
Γ
h(x1, . . . , xN ;w1, . . . , wL) dw1 · · · dwL .
Then Z satises the null eld equations as we will prove in the next lemma.
Lemma 5.3. The funtion Z dened above is annihilated by the dierential op-
erators DI , I = 1, . . . , N .
Proof. By Lemma 5.1 we have
DIh(x1, . . . , xN ;w1, . . . , wN )
=
(κ
2
∂2
∂x2I
+
∑
J 6=I
( 2
xJ − xI
∂
∂xJ
+
(κ− 6)/κ
xJ − xI
))
h(x1, . . . , wL)
=
∑
K
( −2
wK − xI
∂
∂wK
+
2
wK − xI
)
h(x1, . . . , wL)
= − 2
∑
K
∂
∂wK
(h(x1, . . . , wL)
wK − xI
)
,
beause h(α) = 6−κ2κ and h(α−) = 1. Sine Γ are ontours suh that h takes the
same value in the endpoints, this implies DIZ = 0.
We are ready to hek right away that the multiple SLE state
1
Z(X1t , . . . , x
N
t )
GgtV
Γ;L,0
α,...,α(X
1
t , . . . , x
N
t )v0
is a loal martingale if the multiple SLE is dened by auxiliary funtion (parti-
tion funtion) Z.
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0 z1 z2
w1
z3 z4
w2
z2L−1 z2L
wL
z2L+1 zN−1 zN
Figure 1: Possible integration ontours in (16).
Theorem 5.4. We have
A
(
Gf
∫
Γ
dw1 · · · dwLh(x1, . . . , wL)U−(x1, . . . , wL)vβ
)
= 0 .
Proof. Again the real work was done in omputations of Theorem 5.2 and
we're now just piking the ripe fruits. The operator AI ommutes with the
integration over w1, . . . , wL so we need to ompute
AI
(
h(x1, . . . , wL)×GfU−(x1, . . . , wL)vβ
)
=
(DI + 2 ∑
l≤−2
pl(−xI ; f−2, . . .) ∂
∂fl
)(
h(x1, . . . , wL)×GfU−(x1, . . . , wL)vβ
)
.
We rst write DIh = −2
∑
K
∂
∂wK
(h/(wK − xI)), as in Lemma 5.3, and then
use Theorem 5.2 to the rest. The result is
(
− 2
∑
K
∂
∂wK
(h(x1, . . . , wL)
wK − xI
))×GfU−(x1, . . . , wL) vβ
− h(x1, . . . , wL)×
(∑
K
2
wK − xI
∂
∂wK
)
GfU
−(x1, . . . , wL) vβ
= − 2
∑
K
∂
∂wK
{h(x1, . . . , wL)
wK − xI ×GfU
−(x1, . . . , wL) vβ
}
,
whih as a total derivative vanishes after integration.
Remark 5.1. Even though by Lemma 5.3, Z satises the null eld equations
(b), it is not immediately obvious that the positivity property (a) is satised by
Z (or that Z has a onstant phase so that a onstant multiple of it is positive).
Unless we hek this property expliitly for our hoie of ontours Γ, we have
no guarantee that the driving proesses (1) take real values and thus that the
Loewner equation desribes a growth proess. But the omputations don't depend
on property (a), so in this paper we omit the question of positivity of Z for
multiple SLEs and fous on the algebrai side.
6 Disussion and examples
6.1 Pure geometries and the hoie of integration on-
tours
Figure 1 shows a possible integration ontour for the vertex operator (16) of a
multiple SLE. This makes sense for κ > 4, sine the integrals are onvergent.
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Figure 2: A topologial onguration of the SLE traes is onjeturally related
to the hoie of integration ontour for sreening harges.
But we an use the fat that
=
(
1− e2pii(−4/κ))−1 ×
to ontinue analytially in κ and we immediately notie that monodromies anel
and h takes the same value at the endpoints.
The term pure geometry was introdued in [6℄. It was argued that to on-
strut a multiple SLE with ertain nal topologial onguration of urves one
needs to require ertain asymptotis of the partition funtion Z as some of its
arguments ome lose to eah other. The topologial onguration is the in-
formation about how the urves are nested, whih amounts to knowing whih
pairs of urves will be joined. An example onguration is illustrated in Figure
2. The hoie of ontours of integration of sreening harges is obviously a way
of hanging the asymptotis of Z and below we propose a way of getting the
desired asymptotis. Not all is proved, however. Most importantly, the positiv-
ity of Z, property (a), is not obvious when there are nested urves, see Remark
5.1.
Consider N simple urves in H starting from z1 < · · · < zN suh that
eah urve either goes to innity without interseting any other, or is paired
with another urve and doesn't interset any other urve exept at the ommon
endpoint of its pair in H (and this endpoint is not on any other urve!). Let
us denote the number of pairs by L. Observe that the onguration is fully
determined if one knows whih zI are left endpoints, meaning that the urve
starting from zI is paired with zJ > zI . Namely, to reonstrut the onguration
proeed from the left. If z1 is not a left endpoint the orresponding urve
goes to ∞. If zI , I > 1 is not a left endpoint, there are two options. Either
among z1, . . . , zI−1 there are left endpoints that don't have a orresponding right
endpoint among them. In this ase zI must be the right endpoint of the righmost
suh left endpoint. If there are no suh left endpoints, the urve at zI must go
to innity. This way of thinking leads to a bijetion between ongurations and
walks ω : {0, 1, . . . , N} → N suh that ω(0) = 0, ω(I)−ω(I − 1) = 1 if zI is not
a right endpoint and ω(I)− ω(I − 1) = −1 if zI is a right endpoint. The walks
that end at ω(N) = N − 2L orrespond to L pairs. The number of suh walks
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is (N + 1− 2L) N !L!(N−L+1)! . Let us denote the whole onguration by p.
Observe that we ould have taken the integration ontour in (16) to be
suh that integration ontour of wR starts at the R
th
left endpoint and ends
at the orresponding right endpoint (and the ontours don't interset). Denote
the orresponding sreened vertex operator by V (p) and partition funtion by
Z(p) =
〈
v∗1,1+N−2L, V
(p)v1,1
〉
. By Lemma 5.3 and obvious hanges of variables
we notie that Z(p) satises (b), () and (d) with homogeneity degree
∆ = L+ (
1
4
N(N − 1)−NL+ L(L− 1))α2− .
Sine h1,r = h(
1−r
2 α−) =
1−r
2 +
r2−1
4 α
2
− we see that ∆ = h1,1+N−2L − Nh1,2
in aordane with the homogeneity degree expeted of pure geometry with
N − 2L urves going towards innity.
If onguration p is suh that zI and zJ are paired, then it is easy to see
that as |zI − zJ | → 0
Z(p)(z1, . . . , zN) ∼ (zI − zJ)
κ−6
κ Z(p
′)(z1, . . . , zN) ,
where p′ is the onguration of N − 2 urves and L− 1 pairs whih is obtained
from p by erasing the urve of zI and zJ . Furthermore, onsidering the behavior
of the integrand we expet the asymptoti
Z(p) ∼ (zI − zJ) 2κ
as |zI − zJ | → 0 for any two points zI and zJ that are not paired. These
asymptotis are what was in [6℄ argued for the pure geometry p, that is an
SLE whose urves form the onguration p almost surely.
We still remark that the vertex operator V (p) with integration ontour p is
obtained from that of integration ontour as in Figure 1, by braid group ation
on the sreened vertex operators whih has been studied in [18℄.
6.2 On Möbius invariane
Consider an SLE whose state Mt an be expressed as GgtΨ(X
1
t , . . . , Y
M
t )ω0
and L0ω
∗
∞ = 0 and
〈
L−1ω∗∞,Ψ(x1, . . . , yM )ω0
〉
= 0 for all x1, . . . , yM . We
then ompute using the intertwining relation for n = −1, 0, 1 that Z(· · · ) =〈
ω∗∞,Ψ(· · · )ω0
〉
satises the following
0 =
〈
ω∗∞, Ψ(x1, . . . , yM ) Ln ω0
〉
=
〈
ω∗∞,
(
LnΨ−
(∑
I
(x1+nI
∂
∂xI
+ (1 + n)δxIx
n
I )
)
Ψ
− (∑
K
(y1+nK
∂
∂yK
+ (1 + n)δyKy
n
K)
)
Ψ
)
ω0
〉
= −
(∑
I
(x1+nI
∂
∂xI
+ (1 + n)δxIx
n
I )
+
∑
K
(y1+nK
∂
∂yK
+ (1 + n)δyKy
n
K)
)
Z(x1, . . . , yK) .
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The equations for n = −1, 0, 1 an be integrated to give the transformation
properties of Z under translations, dilatations and speial onformal transfor-
mations
Z(x1 − σ, . . . , yM − σ) = Z(x1, . . . , yM )
Z(e−λx1, . . . , e−λyM ) = eλδx1 · · · eλδyM Z(x1, . . . , yM )
Z(
x1
1 + ρx1
, . . . ,
yM
1 + ρyM
) = (1 + ρx1)
2δx1 · · · (1 + ρyM )2δyM Z(x1, . . . , yM )
as long as ρ is small enough so that z 7→ z/(1 + ρz) has not mapped any of the
points to ∞. A general Möbius transformation µ : H → H that preserves the
order of real points x1, . . . , xN , y1, . . . , yM an be written as a omposition of
speial onformal transformation, dilatation and translation and the transfor-
mation properties are ompatly
Z(µ(x1), . . . , µ(yM )) = µ
′(x1)−δx1 · · ·µ′(yM )−δyM Z(x1, . . . , xN ) . (17)
The following Proposition says that if Z is Möbius ovariant in the sense of (17)
then the SLE variant is Möbius invariant up to a hange in growth speeds. The
assertion follows from a typial SLE omputation and it an be found in [22℄ in
a slightly dierent form.
Proposition 6.1. Suppose the auxiliary funtion Z of the SLE variant satises
(17) for Möbius transforms µ that preserve the order of x1, . . . , xN , y1, . . . , yM .
Choose µt : H→ H Möbius suh that
g˜t = µt ◦ gt ◦ µ−1 : H \ µ(Kt)→ H
is hydrodynamially normalized. Then g˜t desribes an SLE variant with the
same auxiliary funtion but dierent growth speeds, i.e.
dg˜t(z) =
∑
I
2
g˜t(z)− X˜It
d〈A˜I〉t dY˜t =
∑
I
2
Y˜t − X˜It
d〈A˜I〉t
dX˜It =
√
κ dA˜It +
∑
J 6=I
2
X˜It − X˜Jt
d〈A˜J 〉t
+ κ
(
∂xI logZ)(X˜
1
t , . . . , X˜
N
t )
)
d〈A˜I〉t ,
where dA˜I = µ′t(X
I
t ) dA
I
t .
Remark 6.1. Examples of Möbius invariant SLEs are e.g. SLEκ(ρ1, . . . , ρM )
suh that
∑
K ρK = κ − 6 as in [38℄ and ertain pure geometries of multiple
SLEs as we'll soon see.
6.3 BRST ohomology and the struture of M
Setion 5 suggests that SLE state an often be onstruted in harged Fok
spaes. To study the Fok spaes and vertex operators Felder has introdued
a method based on ohomology of BRST operators [19℄, see also [18, 8℄. The
BRST harge
6 Qm is a vir-module homomorphism Fn,m → Fn,−m. We refer
6
In the ase of minimal models, κ ∈ Q, the operators Q satisfy a so alled BRST property.
For κ /∈ Q the operators an still be dened and we stik to the same name although it is not
very meaningful.
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the reader to [19℄ or [11℄ for the denition of it. Below we show how it an be
applied to questions of SLE loal martingales.
We will reall the Virasoro struture of Fn,m in the generi ase κ /∈ Q
and make remarks about the more ompliated struture for κ ∈ Q. Sine
the SLE states an in some ases be onstruted in Fok spaes, this is a step
towards resolving the struture of M beause it must be a submodule of the
ontravariant module.
In the generi ase κ /∈ Q the Verma module Vc,hn,m , n,m ≥ 1, ontains
one singular vetor χn,m that generates a submodule isomorphi to Vc,hn,m+nm
whih is irreduible (in the lassiation by Feigin and Fuhs this orresponds to
ase II+). The kernel Ker Qm ⊂ Fn,m is a submodule and a loser study reveals
that it is isomorphi to the irreduible highest weight vir-module Ker Qm ∼=
Hn,m = Vc,hn,m/U(vir)χn,m of highest weight hn,m.
A fat of great importane is that the BRST harge Q ommutes with
vertex operators up to a fator. More preisely, if V Γ;L,0α is a omposition
of vertex operators sreened with L harges α− suh that all αj 's are of the
form αrj ,sj , rj , sj > 0 and
∑
j αj = αr,s, then Qm+s−1−2L V
Γ;L,0
α |Fn,m =
const. × V Γ′;s−L−1,0α |Fn,−m Qm, where Γ′ is another ontour of sreening with
s − L − 1 harges α−. In partiular, sreened vertex operators map the kernel
of Q to the kernel of Q. Sine it an be heked that v0 = v1,1 ∈ Ker Q1, the
states of multiple SLEs onstruted in Setion 5 by Coulomb gas method take
values in the submodule Ker Q1+N−2L ⊂ F1,1+N−2L. And sine Ker Q1+N−2L
doesn't ontain the singular vetor of F1,1+N−2L at level 1+N−2L we onlude
that there is a nonzero vetor at level 1+N − 2L in F ∗1,1+N−2L that annihilates
Ker Q1+N−2L. But the SLE state takes values in the annihilated subspae so
M has a null vetor at level 1 + N − 2L (for generi κ we readily onlude
that the module M is irreduible). For example the null vetor at level 2 for
ordinary hordal SLE (with N = 1, L = 0) an be understood in this way. A
less well known ase is multiple SLE with no urves to innity i.e. N = 2L.
There is a vetor at level 1 in ontravariant module that annihilates Ker Q1
so the onsiderations of Setion 6.2 imply that suh a multiple SLE is Möbius
invariant.
In order not to give an overly simplied piture, let us point out that the
non-generi ase κ ∈ Q is quite involved. Write κ/4 = q/q′ suh that q, q′ ∈ N
have no ommon fators. Then we have αn,m = αn−q′,m−q and we an view
Qq−m : Fn−q′,q−m → Fn−q′,m−q = Fn,m. The BRST property is QmQq−m = 0.
The whole struture of Fok spaes as Virasoro modules (with all its exeptions)
an be found in [16, 19, 8℄. The harged Fok spae F1,m ontains innitely
many singular vetors ui, i = 1, 2, . . . and to start with one would like to know
whether they belong to the kernel of Qm or not. An SLE illustration of the
ompliations is the example of SLEκ(κ − 6) in Setion 4.6. This ase an be
viewed as a multiple SLE (with N = 2, L = 1) so that M must ontain a null
vetor at level 1. But at level (q − 1)(q′ − 1) we an have either a null vetor
or a non-zero singular vetor. It is worth noting that the latter has been so far
unheard of in the SLE ontext and it immediately rules out the possibility of
onstruting the SLE state in a highest weight module
7
for Virasoro algebra!
7
The Fok spae is of ourse not a vir highest weight module.
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7 Conlusions
We have shown that loal martingales for general variants of SLEs arry a
representation of the Virasoro algebra. There exists a natural subrepresentation
M, whose interpretation was disussed. In the general ase the struture of the
module of loal martingales has several properties that an not be seen in the
simplest ase of the hordal SLE towards innity [3℄. While some progress was
made, the preise struture ofM remains not ompletely resolved even for some
of the most natural SLE variants.
Coulomb gas method of onformal eld theory was used for onstruting the
SLE state expliitly in some partiularly interesting ases. From the Coulomb
gas method one obtains some results about the struture of the module as well.
In partiular for multiple SLEs, through the identiation ofM as a submodule
in the ontravariant module of Ker Q, one gets the irreduibility of M for κ
generi and Möbius invariane in ertain ases. Further exploiting the BRST
ohomology may be a promising approah to a better understanding of the
Virasoro struture.
The Feigin-Fuhs integrals of the Coulomb gas give solutions to the system of
dierential equations needed to dene multiple SLEs and the hoie of ontours
of sreening harges was argued to be transparently related to the onjeture of
pure geometries.
The extensive disussion of interpretation should ontribute to understand-
ing more learly the onformal eld theoreti point of view to SLEs. Further-
more, the sole mehanism of onstruting loal martingales an turn out very
useful as is illustrated for example by a novel approah to questions of SLE
duality and hordal SLE reversibility in [29℄.
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A Proof of Propositions 4.1 and 4.4
This Appendix ontains a sketh of the omputations proving Propositions 4.1
and 4.4. The omputations are longish, but we will try to provide enough details
for a dediated reader to follow them without too muh eort.
A.1 Lemmas for the omputations
Certain kinds of terms will our frequently in the omputations so we write
down some lemmas for these.
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Lemma A.1. For p ∈ N one has the following
∑
m≤−2
Resv v
−2−m( 1
f(v)− r
) ∂
∂fm
(( 1
(f(w)− s)p
))
=
( −p
(f(w) − r)(f(w) − s)p+1
)
(18)
∑
m≤−2
Resv v
−2−m( 1
f(v)− r
) ∂
∂fm
( f ′(w)2
(f(w) − s)p
)
= f ′(w)2
( −p
(f(w)− r)(f(w) − s)p+1 +
−2
(f(w) − r)2(f(w) − s)p
)
(19)
∑
m≤−2
Resv v
−2−m( 1
f(v)− r
) ∂
∂fm
( f ′(z)2
(f(w) − f(z))p
)
= f ′(z)2
(( 1
(f(w) − r)(f(z)− r)
) p
(f(w) − f(z))p
+
−2
(f(z)− r)2(f(w)− f(z))p
)
, (20)
where all the rational funtions are expanded in |f(v)| > |r|, |f(w)| > |s|,
|f(w)| > |f(z)| and |f(z)| > |r|.
Proof. These are diret omputations. First observe that
∂
∂fm
( 1
(f(w)− s)p
)
=
−p
(f(w)− s)p+1w
m+1
∂
∂fm
( f ′(w)2
(f(w)− s)p
)
=
2f ′(w)
(f(w)− s)p (1 +m)w
m − pf
′(w)2
(f(w) − s)p+1w
m+1
∂
∂fm
( f ′(z)2
(f(w) − f(z))p
)
=
2f ′(z)
(f(w)− f(z))p (1 +m)z
m
− pf
′(z)2
(f(w) − f(z))p+1 (w
m+1 − zm+1) .
The sums over m in eah ase then onsist of expansions of rational funtions,
whose expansion we will hange as follows
∑
m≤−2
v−2−mwm+1 =
( 1
w − v
)
|w|>|v| =
( 1
w − v
)
|v|>|w| + δ(w − v)
∑
m≤−2
(1 +m)v−2−mwm =
( −1
(w − v)2
)
|w|>|v| =
( −1
(w − v)2
)
|v|>|w| − ∂vδ(w − v)
Observe that after having hanged the expansion the term involving rational
funtions ontains no powers of v greater than −2 so the residue of this part
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vanishes, e.g. in the ase of (19)
∑
m≤−2
Resv v
−2−m( 1
f(v)− r
)
|f(v)|>|r|
∂
∂fm
(
f ′(w)2
( 1
(f(w) − s)p
)
|f(w)|>|s|
)
= Resv
( 1
f(v)− r
)
|f(v)|>|r|
(
− p f
′(w)2
(f(w)− s)p+1
( 1
w − v + δ(w − v)
)
+ 2
f ′(w)
(f(w)− s)p
( −1
(w − v)2 − ∂vδ(w − v)
))
|f(w)|>|s|, |v|>|w|
=
(
− p f
′(w)2
(f(w) − r)(f(w) − s)p+1 +
2f ′(w)
(f(w)− s)p ∂w
( 1
f(w)− r
))
|f(w)|>|r|, |f(w)|>|s|
and the delta funtions were easy to handle with an integration by parts. Com-
puting the remaining derivative yields the result for (19) and this in fat ontains
also the omputation needed for (18). For the last one, (20) we go ahead anal-
ogously
∑
m≤−2
Resv v
−2−m( 1
f(v)− r
)
|f(v)|>|r|
∂
∂fm
( f ′(z)2
(f(w) − f(z))p
)
|f(w)|>|s|
= Resv
( 1
f(v)− r
)
|f(v)|>|r|
(
− 2f
′(z)
(f(w) − f(z))p ∂vδ(z − v)
− pf
′(z)2
(f(w) − f(z))p+1
(
δ(w − v)− δ(z − v)))
=
(
+
2f ′(z)
(f(w)− f(z))p ∂z
( 1
f(z)− r
)− pf ′(z)2
(f(w)− f(z))p+1
( 1
f(w) − r −
1
f(z)− r
))
,
where the expansions are in |f(w)| > |r|, |f(z)| > |r| and |f(w)| > |s|. Use
(f(w)−r)−1−(f(z)−r)−1 = (f(z)−f(w))((f(w)−r)(f(z)−r))−1 and ompute
the derivative ∂z(f(z)−r)−1 = −f ′(z) (f(z)−r)−2 to obtain the result (20).
Lemma A.2. One has
∑
m≤−2
Resv v
−2−m( 1
f(v)− r
)
|f(v)|>|r|
∂
∂fm
(
Sf(w)
)
= − 6f ′(w)2( 1
(f(w) − r)4
)
|f(w)|>|r| .
Proof. The proof is similar to that of Lemma A.1. We start by omputing
∂
∂fm
Sf(w) =
∂
∂fm
(f ′′′(w)
f ′(w)
− 3
2
f ′′(w)2
f ′(w)2
)
= (m3 −m)wm−2 1
f ′(w)
− 3(m2 +m)wm−1 f
′′(w)
f ′(w)2
+ (m+ 1)wm
(− f ′′′(w)
f ′(w)2
+ 3
f ′′(w)2
f ′(w)3
)
.
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Then to hange expansions we use
∑
m≤−2
(m+ 1)v−2−mwm =
( −1
(w − v)2
)
|v|>|w| − ∂vδ(w − v)
∑
m≤−2
(m2 +m)v−2−mwm−1 =
( 2
(w − v)3
)
|v|>|w| + ∂
2
vδ(w − v)
∑
m≤−2
(m3 −m)v−2−mwm−2 =( −6
(w − v)4
)
|v|>|w| − ∂3vδ(w − v) .
It is already lear, just like in Lemma A.1, that only the delta funtion terms
will ontribute beause the rest ontains powers of v not greater than −2. Thus∑
mResv (f(v)− r)−1v−2−m ∂∂fmSf(w) an be written as((− f ′′′(w)
f ′(w)2
+ 3
f ′′(w)2
f ′(w)3
)
∂w − 3 f
′′(w)
f ′(w)2
∂2w +
1
f ′(w)
∂3w
) ( 1
f(w)− r
)
|f(w)|>|r| .
Now we substitute
∂w
( 1
f(w)− r
)
=
−f ′(w)
(f(w)− r)2
∂2w
( 1
f(w)− r
)
=
−f ′′(w)
(f(w)− r)2 +
2f ′(w)2
(f(w) − r)3
∂3w
( 1
f(w)− r
)
=
−f ′′′(w)
(f(w)− r)2 +
6f ′′(w)f ′(w)
(f(w) − r)3 +
−6f ′(w)3
(f(w) − r)4
to obtain the asserted result.
A.2 Proof of Proposition 4.1
We'll now get started with the omputation of [Ln, T (ζ)]. The driving pro-
esses xI and passive points yK play the same role in T (ζ) so we simplify the
notation by relabeling the yK as xN+K . Furthermore we split T (ζ) and Ln into
parts as follows
T (ζ) = T ∂f (ζ) + T ∂x(ζ) + T c(ζ) + T h(ζ) , where
T ∂f (ζ) = −
∑
l≤−2
ζ−4f ′(1/ζ)2Resw
( w−2−l
f(w)− f(1/ζ)
)
|f(w)|>|f(1/ζ)|
∂
∂fl
T ∂x(ζ) =
N+M∑
K=1
ζ−4f ′(1/ζ)2
( 1
f(1/ζ)− xK
)
|f(1/ζ)|>|xK|
∂
∂xK
T c(ζ) = c
12
ζ−4Sf(1/ζ)
T h(ζ) =
N+M∑
K=1
ζ−4f ′(1/ζ)2
( δxK
(f(1/ζ)− xK)2
)
|f(1/ζ)|>|xK| ,
and similarly Ln = Resu u−3−nT (u−1) = L∂fn + L∂yn + Lcn + Lhn.
We will do the omputation in four steps, gradually working through spe-
ial ases and nally ahieving the full result. The intermediate results an
sometimes be very useful, too.
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Step I: T ∂f
Let us rst ompute the part of the ommutator in the simplest ase c = 0,
N =M = 0, in whih T ontains only the T ∂f term. We ompute
[L∂fn , T ∂f ]
=
∑
l≤−2
Resz Resw Resu
{ u1−nf ′(u)2
f(z)− f(u)
∑
k≤−2
z−2−k
∂
∂fk
(
ζ−4
f ′(1/ζ)2w−2−l
f(w)− f(1/ζ)
)
− ζ−4 f
′(1/ζ)2
f(w)− f(1/ζ)
∑
k≤−2
w−2−k
∂
∂fk
(u1−nf ′(u)2z−2−l
f(z)− f(u)
)} ∂
∂fl
,
where the expansions of rational funtions are in |f(w)| > |f(1/ζ)|, |f(z)| >
|f(u)|. We now apply to both terms Lemma A.1 (20) to write this as
∑
l≤−2
Resu
{
Resw w
−2−l
(u1−nf ′(u)2ζ−4f ′(1/ζ)2(f(1/ζ) + f(u)− 2f(w))
(f(w) − f(1/ζ))(f(w) − f(u))(f(1/ζ)− f(u))2
)
|f(1/ζ)|>|f(u)|
− Resz z−2−l
u1−nf ′(u)2ζ−4f ′(1/ζ)2
(
f(1/ζ) + f(u)− 2f(z))
(f(z)− f(1/ζ))(f(z)− f(u))(f(1/ζ)− f(u))2
)
|f(u)|>|f(1/ζ)|
} ∂
∂fl
.
We rename the dummy variable z as w and observe that the rational funtions
would anel if they were expanded in the same region. So we will hange the
expansion of the former. To do this, we note that (7) an be used to show
( f ′(ρ)
f(u)− f(ρ)
)
|f(u)|>|f(ρ)| −
( f ′(ρ)
f(u)− f(ρ)
)
|f(ρ)|>|f(u)| = δ(u− ρ) .
With a substitution ρ = 1/ζ and a derivative w.r.t. u we obtain
−( f ′(u)f ′(ρ)
(f(u)− f(1/ζ))2
)
|f(u)|>|f(1/ζ)| +
( f ′(u)f ′(ρ)
(f(u)− f(1/ζ))2
)
|f(1/ζ)|>|f(u)|
= ∂uδ(u− 1/ζ) .
Taking the residue will therefore be easily treated as soon as we have omputed
∂u
(u1−nf ′(u)(f(1/ζ) + f(u)− 2f(w))
(f(w) − f(u))
)∣∣∣
u=1/ζ
=
(
− 2((1− n)ζnf ′(1/ζ) + ζn−1f ′′(1/ζ))− ζn−1 f ′(1/ζ)2
(f(w)− f(1/ζ))
)
whih is needed when integrating by parts. The result for [L∂fn , T ∂f (ζ)] is
· · · = −
∑
l≤−2
Resw w
−2−l( ζ−4f ′(1/ζ)
(f(w) − f(1/ζ))
)(− ζn−1 f ′(1/ζ)2
(f(w) − f(1/ζ))
− 2((1− n)ζnf ′(1/ζ) + ζn−1f ′′(1/ζ))) ∂
∂fl
=
∑
l≤−2
Resw w
−2−l( 1
(f(w)− f(1/ζ))
)(
2(1− n)ζn−4 f
′(1/ζ)2
(f(w) − f(1/ζ))2
+ 2ζn−5
f ′′(1/ζ)f ′(1/ζ)
(f(w)− f(1/ζ))2 + ζ
n−5 f
′(1/ζ)3
(f(w) − f(1/ζ))2
) ∂
∂fl
.
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But when we ompare this and
∂ζ
(− ζ−4 f ′(1/ζ)2
f(w)− f(1/ζ)
)
= 4ζ−5
f ′(1/ζ)2)
f(w) − f(1/ζ) + 2ζ
−6 f
′′(1/ζ)f ′(1/ζ)
f(w)− f(1/ζ) + ζ
−6 f
′(1/ζ)3
(f(w)− f(1/ζ))2
we get the desired result
[L∂fn , T ∂f (ζ)] = (1 + n)ζn
(
2T ∂f (ζ))+ ζ1+n(∂ζT ∂f (ζ)) ,
whih also means that the operators L∂fn satisfy the Witt algebra
[L∂fn ,L∂fm ] = (n−m)L∂fn+m .
Step II: T ∂f + T c
Next onsider terms involving the entral harge c in the ommutator [Ln, T (ζ)].
These are
L∂fn T c(ζ) − T ∂fLcn
= − c
12
Resu Resz
∑
l≤−2
(u1−nf ′(u)2z−2−l
f(z)− f(u)
∂
∂fl
Sf(1/ζ)ζ−4
− ζ
−4f ′(1/ζ)2z−2−l
f(z)− f(1/ζ)
∂
∂fl
Sf(u)u1−n
)
.
We apply Lemma A.2 to both terms and the above simplies to
c
2
Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
(( 1
(f(1/ζ)− f(u))4
)
|f(1/ζ)|>|f(u)|
− ( 1
(f(1/ζ)− f(u))4
)
|f(1/ζ)|>|f(u)|
)
.
Thus we only have the ontribution from hanging the expansions, the residue
at u = 1/ζ. The straightforward evaluation of this gives
c
12
(
ζn−2(n3 − n)− 3ζn−5 f
′′(1/ζ)3
f ′(1/ζ)3
− 3(n− 1)ζn−4 f
′′(1/ζ)2
f ′(1/ζ)2
+ 4ζn−5
f ′′(1/ζ)f ′′′(1/ζ)
f ′(1/ζ)2
+ 2(n− 1)ζn−4 f
′′′(1/ζ)
f ′(1/ζ)
− ζn−5 f
′′′′(1/ζ)
f ′(1/ζ)
)
=
c
12
(
ζn−2(n3 − n) + (1 + n)ζn (2ζ−4Sf(1/ζ))+ ζ1+n ∂ζ(ζ−4Sf(1/ζ))
)
,
as it should. In other words, we have
[L∂fn + Lcn, T ∂f (ζ) + T c(ζ)]
=
c
12
ζn−2(n3 − n) + (1 + n)ζn 2(T ∂f (ζ) + T c(ζ)) + ζ1+n ∂ζ(T ∂f (ζ) + T c(ζ))
and thus L∂fn + Lcn satisfy the Virasoro algebra
[(L∂fn + Lcn), (L∂fm + Lcm)]
= (n−m)(L∂fn+m + Lcn+m) +
c
12
(n3 − n)δn+m,0 .
39
Step III: T ∂f + T c + T ∂y
The remaining task is to ompute the terms involving the points yK and we will
start with the speial ase of vanishing δxI .
Let us rst aim at nding out what is L∂xn + L∂fn ating on T ∂x. We use
Lemma A.1 (19) to get
Resu u
1−nf ′(u)2
(∑
K
1
f(u)− xK
∂
∂xK
− Resz
∑
l≤−2
z−2−l
f(z)− f(u)
∂
∂fl
) ζ−4f ′(1/ζ)2
f(1/ζ)− xJ
= Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
( 1
(f(1/ζ)− f(u))(f(1/ζ)− xJ )2
+
2
(f(1/ζ)− f(u))2(f(1/ζ)− xJ) +
1
(f(u)− xJ)(f(1/ζ)− xJ )2
)
= Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
( f(u) + f(1/ζ)− 2xJ
(f(1/ζ)− f(u))2(f(u)− xJ)(f(1/ζ)− xJ )
)
expanded in |f(1/ζ)| > |f(u)|. One does a ompletely analogous omputation
for T ∂x + T ∂f ating on L∂xn to yield a nie looking result(L∂xn + L∂fn )T ∂x(ζ)− (T ∂x(ζ) + T ∂f (ζ))L∂xn
=
∑
J
Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
( f(u) + f(1/ζ)− 2xJ
(f(u)− xJ )(f(1/ζ)− xJ)
)
(( 1
(f(1/ζ)− f(u))2
)
|f(1/ζ)|>|f(u)| −
( 1
(f(1/ζ)− f(u))2
)
|f(u)|>|f(1/ζ)|
) ∂
∂xJ
.
We're again in a position to hange the expansions to get the residue at u =
1/ζ. The formula for hange of expansion was given in Step I. The integration
by parts now essentially onsists of omputing
∂u
(u1−nf ′(u)(f(u) + f(1/ζ)− 2xJ)
(f(u)− xJ )
)∣∣∣
u=1/ζ
=
(
2
(
(1− n)ζnf ′(1/ζ) + ζn−1f ′′(1/ζ))− ζn−1 f ′(1/ζ)2
(f(1/ζ)− xJ )
)
.
Now we an write
(L∂xn + L∂fn )T ∂x(ζ)− (T ∂x(ζ) + T ∂f (ζ))L∂xn
= −
∑
J
( ζ−4f ′(1/ζ)
(f(1/ζ)− xJ)
)(
2
(
(1 − n)ζnf ′(1/ζ) + ζn−1f ′′(1/ζ))
− ζn−1 f
′(1/ζ)2
(f(1/ζ)− xJ )
) ∂
∂xJ
=
∑
J
(
− 2(1− n)ζn−4 f
′(1/ζ)2
f(1/ζ)− xJ − 2ζ
n−5 f
′′(1/ζ)f ′(1/ζ)
f(1/ζ)− xJ
+ ζn−5
f ′(1/ζ)3
(f(1/ζ)− xJ )2
) ∂
∂xJ
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and ompare with
∂ζ
(
ζ−4
f ′(1/ζ)2
f(1/ζ)− xJ
)
= − 4ζ−5 f
′(1/ζ)2
f(1/ζ)− xJ − 2ζ
−6 f
′′(1/ζ)f ′(1/ζ)
f(1/ζ)− xJ + ζ
−6 f
′(1/ζ)3
(f(1/ζ)− xJ )2
to notie that
(L∂xn + L∂fn )T ∂x(ζ) − (T ∂x(ζ) + T ∂f (ζ))L∂xn
= (1 + n)ζn
(
2T ∂x(ζ))+ ζ1+n(∂ζT ∂x(ζ)) .
Combining with Step I and Step II we have shown that
[L∂fn + Lcn + L∂xn , T ∂f (ζ) + T c(ζ) + T ∂x(ζ)]
=
c
12
ζn−2(n3 − n) + (1 + n)ζn 2(T ∂f (ζ) + T c(ζ) + T ∂x(ζ))
+ ζ1+n ∂ζ
(T ∂f (ζ) + T c(ζ) + T ∂x(ζ))
and again L∂fn + Lcn + L∂yn satisfy the Virasoro algebra
[(L∂fn + Lcn + L∂xn ), (L∂fm + Lcm + L∂xm )]
= (n−m)(L∂fn+m + Lcn+m + L∂xn+m) +
c
12
(n3 − n)δn+m,0 .
Step IV: T ∂f + T c + T ∂y + T h
The last piee to take into aount is T h, that is to allow nonvanishing δxK . Its
treatment is very similar to Step III. We'd like to ompute what is L∂xn + L∂fn
ating on T h so we begin by using Lemma A.1 (19)
Resu u
1−nf ′(u)2
(∑
K
1
f(u)− xK
∂
∂xK
− Resz
∑
l≤−2
z−2−l
f(z)− f(u)
∂
∂fl
) δxJ ζ−4f ′(1/ζ)2
(f(1/ζ)− xJ)2
= Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
( 2δxJ
(f(1/ζ)− f(u))(f(1/ζ)− xJ )3
+
2δxJ
(f(1/ζ)− f(u))2(f(1/ζ)− xJ)2 +
2δxJ
(f(u)− xJ )(f(1/ζ)− xJ )3
)
= Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
( 2δxJ
(f(1/ζ)− f(u))2(f(1/ζ)− xJ)(f(u)− xJ )
)
expanded in |f(1/ζ)| > |f(u)|. Do the same for T ∂x + T ∂f ating on Lhn and
obtain
(L∂xn + L∂fn )T h(ζ)− (T ∂x(ζ) + T ∂f (ζ))Lhn
=
∑
J
Resu u
1−nf ′(u)2ζ−4f ′(1/ζ)2
( 2δxJ
(f(1/ζ)− xJ )(f(u)− xJ)
)
(( 1
(f(1/ζ)− f(u))2
)
|(f(1/ζ)|>|(f(u)| −
( 1
(f(1/ζ)− f(u))2
)
|f(u)|>|(f(1/ζ)|
)
.
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After hanging the expansion with the formula found in Step I we need the
following
∂u
( u1−nf ′(u)
(f(u)− xJ )
)∣∣∣
u=1/ζ
= (1− n)ζn f
′(1/ζ)
(f(u)− xJ ) + ζ
n−1 f
′′(1/ζ)
(f(u)− xJ) − ζ
n−1 f
′(1/ζ)2
(f(u)− xJ )2
for integration by parts. The result an now be written as
(L∂xn + L∂fn )T h(ζ)− (T ∂x(ζ) + T ∂f (ζ))Lhn
= −
∑
J
2δxJ ζ
−4f ′(1/ζ)
(f(1/ζ)− xJ)
( (1− n)ζnf ′(1/ζ)
(f(u)− xJ) +
ζn−1f ′′(1/ζ)
(f(u)− xJ ) −
ζn−1f ′(1/ζ)2
(f(u)− xJ )2
)
=
∑
J
2δxJ
(
− (1 − n)ζ
n−4f ′(1/ζ)2
(f(u)− xJ )2 −
ζn−5f ′′(1/ζ)f ′(1/ζ)
(f(u)− xJ )2 +
ζn−5f ′(1/ζ)3
(f(u)− xJ )3
)
and omparison with
∂ζ
(
ζ−4
f ′(1/ζ)2
(f(1/ζ)− xJ )2
)
= − 4ζ−5 f
′(1/ζ)2
(f(1/ζ)− xJ )2 − 2ζ
−6 f
′′(1/ζ)f ′(1/ζ)
(f(1/ζ)− xJ )2 + 2ζ
−6 f
′(1/ζ)3
(f(1/ζ)− xJ)3
yields the antiipated result
(L∂xn + L∂fn )T h(ζ) − (T ∂x(ζ) + T ∂f (ζ))Lhn
= (1 + n)ζn
(
2T h(ζ))+ ζ1+n(∂ζT h(ζ)) .
This onludes the proof of Proposition 4.1 sine together with results of
Steps I-III it means
[Ln, T (ζ)] = (1 + n)ζn
(
2T (ζ)) + ζ1+n(∂ζT (ζ))
whih in turn is equivalent to the Ln forming a representation of the Virasoro
algebra
[Ln,Lm] = (n−m)Ln+m + c
12
(n3 − n)δn+m,0 . 
A.3 Proof of Proposition 4.4
This appendix ontains the omputations proving Proposition 4.4. We will
ontinue to denote yK by xN+K for simpliity of notation. Thus we will use for
I = 1, . . . , N (for the variables orresponding to the atual driving proesses)
AI = κI
2
∂2
∂x2I
+
∑
J 6=I
( 2
xJ − xI
∂
∂xJ
− 2hxJ
(xJ − xI)2
)
+2
∑
m≤−2
Resv v
−2−m( 1
f(v)− xI
)
|f(v)| large
∂
∂fm
,
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where the rst line orresponds to the operatorDI of null eld equation (b). One
should observe that for the statement about [T (ζ),AI ] it will only be neessary
to require c = (3κI−8)(6−κI)2κI and δxI = hxI =
6−κI
2κI
but δxJ = hxJ for J 6= I
an take any values (in partiular this is the ase of the passive points yK now
labeled as xN+K).
Let's start by applying Lemma A.1 (18) & (20) to the part
[T ∂f (ζ), 2
∑
m≤−2
Resv
v−2−m
f(v)− xI
∂
∂fm
]
= −
∑
l≤−2
Resw ζ
−4 f
′(1/ζ)2w−2−l
f(w)− f(1/ζ)
∑
m≤−2
∂
∂fl
(
Resv
2v−2−m
f(v)− xI
) ∂
∂fm
−
∑
m≤−2
Resv
2v−2−m
f(v)− xI
∑
l≤−2
∂
∂fm
(
− ζ−4 f
′(1/ζ)2w−2−l
f(w)− f(1/ζ)
) ∂
∂fl
= 2
∑
m≤−2
Resv ζ
−4 f
′(1/ζ)2
f(v)− f(1/ζ)
v−2−m
(f(v)− xI)2
∂
∂fm
+ 2
∑
l≤−2
Resw ζ
−4 f
′(1/ζ)2w−2−l
f(w)− f(1/ζ)
( 1
(f(w)− xI)(f(1/ζ)− xI)
+
−2
(f(1/ζ)− xI)2
) ∂
∂fl
.
We'll rename the dummy variables w as v and l as m to ombine the two terms.
In addition we take into aount the term T ∂x ating on∑mResv 2v−2−mf(v)−xI ∂∂fm ,
that is
2
∑
m≤−2
Resv ζ
−4 f
′(1/ζ)2
f(1/ζ)− xI
v−2−m
(f(v)− xI)2
∂
∂fm
.
The sum of the terms onsidered above is
−4 ζ−4 f
′(1/ζ)2
(f(1/ζ)− xI)2
∑
m≤−2
Resv
v−2−m
f(v)− xI
∂
∂fm
. (21)
The only term that will ontain the entral harge c omes from the ation of∑
mResv
2v−2−m
f(v)−xI
∂
∂fm
on T c, and it is readily omputed with the help of Lemma
A.2
[T c(ζ), 2
∑
m≤−2
Resv
v−2−m
f(v)− xI
∂
∂fm
]
= − 2
∑
m≤−2
Resv
v−2−m
f(v)− xI
∂
∂fm
( c
12
ζ−4Sf(1/ζ)
)
= c ζ−4
f ′(1/ζ)2
(f(1/ζ)− xI)4 . (22)
Next, let's see what are the ontributions of
∑
mResv
2v−2−m
f(v)−xI
∂
∂fm
ating on
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T ∂x and T h. In both ases Lemma A.1 (19) will be used. The former is
− 2
∑
m≤−2
Resv
v−2−m
f(v)− xI
∑
J
∂
∂fm
(
ζ−4
f ′(1/ζ)2
f(1/ζ)− xJ
) ∂
∂xJ
=
∑
J
( 2ζ−4f ′(1/ζ)2
(f(1/ζ)− xI)(f(1/ζ)− xJ )2 +
4ζ−4f ′(1/ζ)2
(f(1/ζ)− xI)2(f(1/ζ)− xJ)
) ∂
∂xJ
and the latter
− 2
∑
m≤−2
Resv
v−2−m
f(v)− xI
∑
J
∂
∂fm
(
ζ−4
δxJf
′(1/ζ)2
f(1/ζ)− xJ
)
=
∑
J
( 4δxJ ζ−4f ′(1/ζ)2
(f(1/ζ)− xI)(f(1/ζ)− xJ )3 +
4δxJ ζ
−4f ′(1/ζ)2
(f(1/ζ)− xI)2(f(1/ζ)− xJ )2
)
.
What remains is the ommutator of T with DI . This is
[T ∂y(ζ) + T h(ζ) , DI ]
= ζ−4f ′(1/ζ)2
{
− κI
2
2
(f(1/ζ)− xI)2
∂2
∂x2I
− κI
2
6δxI
(f(1/ζ)− xI)4
− κI
( 1
(f(1/ζ)− xI)3 +
2δxI
(f(1/ζ)− xI)3
) ∂
∂xI
−
∑
J 6=I
2
xJ − xI
( 1
(f(1/ζ)− xJ )2
∂
∂xJ
+
2δxJ
(f(1/ζ)− xJ )3
)
+
∑
J 6=I
xJ − xI
(f(1/ζ)− xJ)(f(1/ζ)− xI)
( −2
(xJ − xI)2
∂
∂xJ
+
4hxJ
(xJ − xI)3
)}
.
We will ollet the dierent terms from [T ,DI ] and
∑
mResv
2v−2−m
f(v)−xI
∂
∂fm
ating
on T ∂x and T h. The terms with derivatives with respet to xI are
−κI ζ−4 f
′(1/ζ)2
(f(1/ζ)− xI)2
∂2
∂x2I
+ ζ−4
f ′(1/ζ)2(6− κI − 2κIδxI )
(f(1/ζ)− xI)3
∂
∂xI
(23)
whereas the terms with derivatives with respet to xJ , J 6= I, are
−4 ζ−4 f
′(1/ζ)2
(f(1/ζ)− xI)2
∑
J 6=I
1
xJ − xI
∂
∂xJ
. (24)
We write the pure multipliation operator terms slightly suggestively separating
parts proportional to (δxJ − hxJ )
ζ−4
f ′(1/ζ)2(8δxI − 3κIδxI )
(f(1/ζ)− xI)4 + 4
∑
J 6=I
ζ−4
f ′(1/ζ)2 hxJ
(f(1/ζ)− xI)2(xJ − xI)2
− 4
∑
J 6=I
ζ−4
f ′(1/ζ)2 (δxJ − hxJ )
(f(1/ζ)− xI)2(f(1/ζ)− xJ )(xJ − xI) . (25)
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We ombine the ontributions (21), (22), (23), (24) and (25) to yield a
formula for the ommutator
[T (ζ),AI ] = ζ−4 f
′(1/ζ)2
(f(1/ζ)− xI)2
(
− 2 AI − 4
∑
J 6=I
δxJ − hxJ
(f(1/ζ)− xJ )(xJ − xI)
+
6− κI − 2κIδxI
f(1/ζ)− xI
∂
∂xI
+
c+ 8δxI − 3κIδxI
(f(1/ζ)− xI)2
)
.
It is the rst term that we wanted. The other terms vanish if δxJ = hxJ for
J 6= I, δxI = 6−κI2κI and c =
(6−κI)(3κI−8)
2κI
as laimed. We one again point out
that for a xed entral harge c there are two allowed values of κ, those dual to
eah other via κ∗ = 16/κ. 
B Expliit expressions for Ln
The following table shows expliitly expressions for the operators Ln, n ≥ −2.
One should interpret f0 = 1 and f−1 = 0 whenever suh fators appear
Ln = −
∑
l≤−n
(1 + n+ l)fn+l
∂
∂fl
for n ≥ 2.
L1 = −
∑
l≤−3
(2 + l)f1+l
∂
∂fl
+
∑
I
( ∂
∂xI
)
+
∑
K
( ∂
∂yK
)
L0 = −
∑
l≤−2
lfl
∂
∂fl
+
∑
I
(
xI
∂
∂xI
+ δxI
)
+
∑
K
(
yK
∂
∂yK
+ δyK
)
L−1 = −
∑
l≤−2
(
lfl−1 −
∑
m1,m2≤0
m1+m2=l−1
fm1fm2
) ∂
∂fl
+
∑
I
((
x2I − 3f−2
) ∂
∂xI
+ (2xI)δxI
)
+
∑
K
((
y2K − 3f−2
) ∂
∂yK
+ (2yK)δyK
)
L−2 = − c
2
f−2 −
∑
l≤−2
(
(l − 1)fl−2 −
∑
m1,m2,m3≤0
m1+m2+m3=l−2
fm1fm2fm3 + 4f−2fl
) ∂
∂fl
+
∑
I
((
x3I − 4xIf−2 − 5f−3
) ∂
∂xI
+ (3x2I − 4f−2)δxI
)
+
∑
K
((
y3K − 4yKf−2 − 5f−3
) ∂
∂yK
+ (3y2K − 4f−2)δyK
)
.
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