Abstract W e present a n automatic method for the 
Introduction
In the production of high speed steel, the rolling affects the micro-structure of the steel, which in turn influences the mechanical properties. Specifically, the distribution of carbide is essential, since cracks propagate within the carbide agglomerations [14] . Thus, the classification of carbide distributions is an important task in quality control. Currently, specially skilled metallographers classify the carbide distributions using a light microscope at a magnification of 1 : l O O by assigning them to a standard chart of 28 images, arranged in 4 rows and 7 columns as shown in Fig. 1 . Carbide distributions are distinguished according to visually captured features, referred to as the 'degree' and the 'type' of the carbide agglomerations (i.e. the white dense areas of carbide particles). In each row (degree), the size of the agglomerations increases from left to right, whereas in each column (type), the shape ranges from band-shaped to netshaped structures from top to bottom, caused by the stretching of originally net-shaped structures during the rolling process. The standard chart can be interpreted as categorizing the carbide distributions into 4 x 7 classes according to type and degree.
The subject of this article is to present a method which performs this classification automatically based on recently developed computer vision tools for feature detection with automatic scale selection [lo, 9,111 combined with texture descriptors derived from second moment descriptors [l, 
Feature detection and ranking
Since the agglomerations mainly form blob-or ridge-like structures, a ridge detector, which builds upon the earlier methods for ridge detection described 
( 6 )
An intuitive motivation for this weighting is that the width of the ridge feature can be expected to be proportional to &. Certain image structures give rise to multiple responses. To suppress overlaps, a scale-space maximum A is rejected if there exists another maximum B and
with cy = 4 corresponding to a ratio of 2 between the blob radii (see Fig. 2(b) ). (5) and (6) . Each response is illustrated by a circle with the radius proportional t o the selected scale.
Feature verification
To suppress spurious responses from the feature detection module ('false alarms'), we use the following verification mechanism, which constitutes an extension of a previously developed morphological module for perceptual grouping of substructures [13, 141: 1. An elliptical support region is associated with each detected scale-space maximum based on the two principal curvatures Lpp,norm/Lqq,norm as well as the orientation of the ridge. Starting from an idealized two-dimensional elliptical blob model defined by the ratio t 2 Jtl between the major and the minor axis of the ellipse can be estimated as where an upper bound of t 2 / t l 5 2 is used to prevent overestimation [ll] . Within each such support region the following verification scheme is applied:
.
A binary mask of the characteristic structure in the image is generated by adaptive thresholding followed by morphological opening and closing yielding a binary image showing connected components for the carbide agglomerations (see Figure 3(b) and [l3] ).
3. The largest non-overlapping circular opposite regions in the support region are computed by detecting local extrema in an Euclidean distance map.
4. The areas of these opposite regions are used for suppressing responses with interfering substructures.
5.
The k most significant extrema are selected, and the radius Rdetect of the largest extremum is used as a size description feature for the classification of the carbide distribution according to the degree, i.e.
R d e t e c t = d 2 t d e t e c t log 2;
t d e t e c t = max(ti, . . . , tk) where k = 10. This size descriptor is illustrated in Figure 4 , where the largest detected structures are marked (the length of the minor axes of the ellipse is equal to Rdetect) for 2 neighboring reference images. 3 Shape estimation 3.1 The multi-scale windowed second
To represent directional distributions, the second moment matrix is a useful texture descriptor [l, 4, 121 . Given a symmetric normalized window function w, the windowed second m o m e n t m a t r i x can be defined by moment matrix where L : R2 + R denotes the image brightness and VL = (L,, Ly)T its gradient. Denoting the windowing operation by E,, Equation (11) can be written as (12) and from the components of p~, the following descriptors can be defined
(13) P is a measure for the strength of the operator response, C and S contain directional information, which can be summarized in two anisotropy measures
The ti [lo, chap. 141 . Therefore, the multi-scale windowed second m o m e n t m a t r i x is defined as 3.2 Scale selection to compute anisotropy ' The directional distribution ( t y p e ) of the carbide distribution can be modeled by evaluating the p~ (9; t l , ti) based on the scale information of the scale selection scheme described in section 2. Therefore, the normalized anisotropy Q is calculated for
R d e t e c t (degree) Q d e t e c t ( t y p e )
where y l = 0.5, which is chosen to maximize the classification performance of the resulting shape description feature Q according to the type (see section 4).
Assuming a globally valid significant scale for each image, the integration scale is set to the size of the image. 
Classification results
To evaluate the size and shape descriptors obtained from the composed feature detection scheme, we used a reference data base consisting of 429 images, which was then split up into a training set of 290 carbide distxibutions and a disjunct test set with 139 images. The performance of the features extracted from the data was evaluated by a minimum distance classifier.
To assess the performance of R d e t e c t governing the determination of the degree (size) of the carbide distribution, all images of the same degree were combined into one class, yielding 7 degree classes. In a similar manner, we produced 4 type classes to evaluate the performance of Q d e t e c t determining the type (shape) of the carbide distribution.
The classification rates of the resulting minimum distance classifiers for degree and type are shown in table 1. We give the percentages of images classified to the correct or to a directly neighboring class, allowing a one step class deviation, which is also quite common in the visual classification by the metallographers. fig. l) , resulting in a low anisotropy value, similar to net-shaped structures. This drawback of low discrimination for the lowest degrees can be eliminated by including selected features from previous work [13] . 
