ABSTRACT. In this note the usual Goursat lemma, which describes subgroups of the direct product of two groups, is generalized to describing subgroups of a direct product A 1 ×A 2 ×· · ·×A n of a finite number of groups. Other possible generalizations are discussed and applications characterizing several types of subgroups are given. Most of these applications are straightforward, while somewhat deeper applications occur in the case of profinite groups, cyclic groups, and the Sylow p-subgroups (including infinite groups that are virtual p-groups).
Introduction
In Sections 11-12 of the paper written in 1889 [Gou89] , the famed French mathematicianÉ d o u a r d G o u r s a t developed what is now called Goursat's lemma (also called Goursat's theorem or Goursat's other theorem), for characterizing the subgroups of the direct product A × B of two groups A, B. It seems to have been first attributed to Goursat by J. L a m b e k in [Lam58] , [Lam76] , who in turn attributes H. S. M. C o x e t e r for bringing this to his attention. The lemma is elementary and a fundamental question to consider, for example it appears as Exercise 5, p. 75, in L a n g' s Algebra [Lan02] . It has also been the subject of recent expository articles [Pet09] , [Pet11] in an undergraduate mathematics journal. It is possible that other authors discovered the lemma independently without knowing the original reference. Indeed, one such example, related to the theory of Lie groups, occurs in 1961 in the paper of A. H a t t o r i , [Hat61, Section 2.3], now translated into English [HZ09] from the original Japanese.
Other sources that mention Goursat the preprint of A. G r e i c i u s in 2009 [Gre09] , the recent paper by L. Tó t h [Tóth14] , and several internet sites such as [FL10] , [AEM09] . Taken together, these various sources demonstrate the applicability of Goursat's lemma to diverse branches of mathematics.
There are a number of interesting possibilities for generalizing this useful lemma. The first is to subgroups of a semi-direct product, and this is studied in [Use91] . The second is to other categories besides groups. Indeed, it is proved for modules in [Lam76] , and this implies that it will hold in any abelian category by applying the embedding theorems of Lubkin-Freyd-Heron-Mitchell cf. [Mac71, p. 205] . It is proved for rings in [AC09] . The most general category in which one can hope to have a Goursat lemma is an exact Mal'cev category, cf. [FL10] , and for a proof of this fact cf. [CLP93, Theorem 5.7] .
In this note we examine another generalization, to the direct product of a finite number of groups. While this seems at first glance to be a triviality since we can write A × B × C ≈ (A × B) × C, unexpected complications arise as noted by C. A r r o y o et al. in [AEM09] . The complications are overcome by considering an asymmetric version of the lemma (cf. [Sch94, Section 2]) which enables us to solve the general case in Section 3. Applications within group theory are given in Section 4. These are divided into relatively easy applications followed by a more subtle application to profinite groups, then to the cyclic subgroups of a direct product A 1 × · · · × A n , and finally to the Sylow p-subgroups of a subgroup G of a direct product. The conditions for Sylow p-subgroups are obtained not only for finite groups but also for virtual p-groups (groups having a subgroup that is a p-group and has finite index). An Appendix gives an example that illustrates the necessity for the asymmetric version of Goursat's lemma in order to generalize it to finite direct products.
Goursat's lemma, two versions
For convenience, and to establish the notation, we start by stating the usual (symmetric) version of Goursat's lemma. Let A, B be groups and G ≤ A × B be a subgroup. The neutral element of each group A and B, with slight abuse of notation, will be written 'e'. Let π 1 : A × B → A, π 2 : A × B → B be the natural projections and ı 1 : A → A × B, ı 2 : B → A × B be the usual inclusions.
Ì ÓÖ Ñ 2.1 (Goursat's lemma)º There is a bijective correspondence between subgroups G of A × B and quintuples
As mentioned above, the proof is elementary and given as an exercise in [Lan02] , it can also be found in [AC09] , [Hat61] . The basic idea of the proof is as follows. Suppose that G is a subgroup of A × B. Write
similarly for G 2 and G 2 . It is easily seen that
are the respective cosets of a and b in G 1 /G 1 , G 2 /G 2 (again with slight abuse of notation). It is easily checked that θ is independent of the choices of a, b. Thus G determines the quintuple
Conversely, given a quintuple
is the natural surjection. The functions Q 2 and Γ 2 are inverse to each other.
Ò Ø ÓÒ 2.2º Motivated by the correspondence between subgroups G of A × B and the quintuples Q , we say that the quintuple Q 2 (G) of Theorem 2.1 is the Goursat quintuple for G.
We now state an equivalent asymmetric version of the lemma cf. [Sch94, Theorem 1.6.1], which is in effect a minor variation of Theorem 2.1 but has the advantage that it generalizes easily to higher direct products, as we shall see in Section 3. An example in the Appendix shows why this asymmetric version is necessary to deal with the higher direct products.
Ì ÓÖ Ñ 2.3 (Asymmetric version of Goursat's lemma)º There is a bijective correspondence between subgroups G of A × B and quadruples P r o o f. The proof is similar to that of Theorem 2.1. For any subgroup G of A×B we define Q 2 (G) to be the quadruple
where G 1 , G 2 and G 2 are the first, third and fourth coordinates of Q 2 (G) (cf. Theorem 2.1). The surjection θ 1 is given by θ 1 (a) = [b] for a ∈ G 1 and (a, b) ∈ G for some b ∈ G 2 (again easily seen to be independent of the choice of b).
Conversely, for an arbitrary quadruple
where
Ò Ø ÓÒ 3.1º Let S ⊂ {1, 2, . . . , n} = n, and j ∈ n S. Then
For example,
These correspond to the notation used in Section 2, when n = 2, via
For brevity, we extend this notation and let G k := G(k|∅) for all k. For convenience, we shall usually omit the brackets {}, e.g.,
is the standard projection onto the ith factor. Finally, it will be convenient also to use Π i :
with Γ 2 as defined in Theorem 2.2. P r o o f. Starting with G, we must construct the (3n−2)-tuple Q n (G), all entries of which are already defined (from G) except the θ i . We shall show by induction, 1 ≤ i ≤ n − 1, first that Λ i = Π i (G), and second that θ i can then be suitably defined to successfully carry out the inductive step.
To start the induction we simply observe that by hypothesis Λ 1 = G 1 , and
. , i).
To see that this definition makes sense one must check that a i+1 ∈ G i+1 , that θ i is surjective, and that the definition is independent of the choice of a i+1 . Conversely, suppose we are given a (3n − 2)-tuple
satisfying the hypotheses of the theorem. Then simply define a subgroup
Because Q 2 and Γ 2 are inverse to one another (cf. proof of Theorem 2.2), the iterated versions of these two operations, namely Q n and Γ n , are also inverse to one another.
Ò Ø ÓÒ 3.3º For a subgroup G ≤ A 1 ×· · ·×A n , we say that the correspond-
We may also refer to the Goursat quintuple of Definition 2.2 as a Goursat decomposition, even though it differs slightly from the quadruple Q 2 (G). In this paper the context makes clear the difference between these two possible decompositions.
Remark 3.4º As in Remark
However the rest of Remark 2.3 does not directly apply here.
Applications
There are many potentially interesting applications of the (generalized) Goursat lemma within group theory. In this section we start with several easy applications and then explore three relatively deeper applications : profinite groups, cyclic groups and p-Sylow subgroups. For example, an immediate consequence of the lemma is that the subgroup G is a sub-direct product if and only if θ j is the trivial homomorphism, 1 ≤ j ≤ n − 1.
ÈÖÓÔÓ× Ø ÓÒ 4.1º Let C be a class of groups closed under taking subgroups, quotient groups, and finite direct products. Let G be a subgroup of
A 1 × · · · × A n . Then G
is in the class C if and only if each G i is in C.
P r o o f. The proposition follows from Theorem 3.2 and Remark 3.4, which taken together indicate that G is a subgroup of G 1 × · · · × G n and furthermore each G i is a quotient of G.
For example, Proposition 4.1 holds for any Serre class of abelian groups and any variety of groups (in the sense of [Neu67] ). In particular it holds for each of the following familiar families of groups : (a) finite groups, (b) abelian groups, (c) p-groups, (d) nilpotent groups, (e) groups nilpotent of class at most m, (e) solvable groups.
To verify each of these examples, one need only verify that each class of groups satisfies the hypotheses of Proposition 4.1. This is trivial for (a), (b), (c). In (e) we find that groups which are nilpotent of class at most m are closed under subgroups and quotients as [Rot95, Theorem 5.35, 5.36]. As well, the products of groups which are nilpotent of class at most m must be nilpotent of class at most m since the commutator subgroup of the product is the product of the commutator subgroups (similarly for (d)). For (f) cf. [Rot95, Theorems 6.11, 6.12, and Corollary 6.14].
It is interesting to note that A. H a t t o r i , in [Hat61] or [HZ09] , first determined the finite subgroups of the Lie group S 3 (which is isomorphic to SU(2)≈ Sp(1)≈ Spin(3) as a Lie group). He then applied Goursat's lemma and Proposition 4.1 to determine all finite subgroups of S 3 × S
3
. Using the results of Section 3 we could now, for example, find all finite subgroups of
It is also interesting that, in fact, the papers ofÉ.
G o u r s a t [Gou89] and A. H a t t o r i [Hat61] or [HZ09] study closely related questions.
As another interesting application, which also involves some topology, we consider profinite groups. Their definition and basic properties can be found in . Briefly, a topological group is a profinite group if it can be obtained as an inverse limit of finite groups, each having the discrete topology. Profinite groups can also be characterized as topological groups that are Hausdorff, compact, and totally disconnected. The class of profinite groups is closed with respect to taking closed subgroups, quotient groups by a closed normal subgroup, and (arbitrary) direct products. However, arbitrary subgroups of profinite groups may not be profinite, so Proposition 4.1 does not immediately apply. We shall nevertheless be able obtain a similar result by being careful about the topology.
For simplicity we start with two profinite groups A, B and a subgroup G ≤ A× B, where A× B has the product topology and G the subspace topology. Of course G has a Goursat decomposition Q 2 (G) = {G 1 , G 2 , G 2 , θ 1 } as a group. We topologize G i , i = 1, 2, using the surjection π i : G G i and giving G i the identification topology (also called the quotient topology). Then G 1 ¢ G 1 is given the subspace topology. We also note that the usual projection and inclusion maps π i , ι i are continuous, since the product topology is being used, and that each space G i , G i is a subspace of either A or B, hence is Hausdorff. Note that the notation G i is being used here as in Theorem 2.1 (definition) and subsequently, it has nothing to do with the closure operator in topology.
ÈÖÓÔÓ× Ø ÓÒ 4.2º Let A, B be profinite groups and G ≤ A × B as above.
Then G is a profinite group if an only if each of the subgroups in the Goursat decomposition for G are profinite groups and θ 1 is continuous. P r o o f. Suppose that G is a profinite group. Using the Hausdorff property we have ({e} × B) G is a closed subgroup of G, so also profinite. But then π 2 : {e} × B G → G 2 is a continuous bijection of a compact space onto a Hausdorff space, hence a homeomorphism. Since it is also a group isomorphism, G 2 is profinite, and similarly for G 1 . Since ι i (G i ) are closed normal subgroups of G, Remark 2.4 (d) and the properties of profinite groups imply that G i are also profinite. Now consider the continuous surjective homomorphism id × p :
. This is a continuous image of a compact space, hence compact, and hence closed since it lies in the Hausdorff space G 1 × (G 2 /G 2 ). By the closed graph theorem θ 1 is continuous.
Conversely, suppose that G 1 , G 2 , G 2 are profinite groups, and θ 1 is continuous. Then G 2 /G 2 is also a profinite group. Since θ 1 is continuous, we must have (again by the closed graph theorem) that the graph
is a closed subgroup of the profinite group G 1 × G 2 . Hence G, being a closed subgroup of a profinite group, is itself profinite.
We remark that there is a close relation between Proposition 4.2 above and [Gre09, Lemma 4.6], although neither one implies the other. It is also clear that Proposition 4.2 will generalize to subgroups of finite direct products of profinite groups with more than two factors, in the obvious way.
The next application, that of determining the cyclic subgroups of A × B, will involve more substantial use of Goursat's lemma. Cyclic subgroups are not closed under products, so Proposition 4.1 does not apply. We shall henceforth use additive notation since G 1 , G 1 , G 2 , G 2 will be abelian. One preliminary lemma will be needed. . . , so it will suffice to show that β 0 + kd is coprime to n for some k. By Dirichlet's famous theorem [Dir1837] there are infinitely many primes in the arithmetic progression {β 0 + kd}, so we can choose k with p = β 0 +kd prime and also p not a divisor of n. Then p and n are coprime, and taking β = p ∈ Z n fulfills the conclusion of the lemma. Lemma 4.3 is necessary because given cyclic groups G 1 and G 2 , subgroups H 1 ¢ G 1 and H 2 ¢ G 2 , and an isomorphism θ : (a) Suppose G is finite cyclic, then it is generated by an element (α, β), whence G 1 is cyclic and generated by α, G 2 cyclic and generated by β. Let the respective orders of G 1 , G 2 (i.e., of α, β) be m, n, and set d = gcd(m, n). Also write m = m 1 d, n = n 1 d. Then m 1 , n 1 are coprime, and there exist x, y ∈ Z with xm 1 + yn 1 = 1, or equivalently xm
Ä ÑÑ
Hence (cα, 0) = z(α, β) for some integer z. Therefore zβ = 0 = (c-z)α, whence n|z and m|(c-z). Since d divides m and n, we have d divides both z, c-z. As a result, d|c, which is a contradiction. Thus we conclude that G 1 is the cyclic subgroup of G 1 , generated by dα and having order m/d = m 1 . Similarly, G 2 is generated by dβ and has order n 1 , so the orders of G 1 and G 2 are coprime.
Conversely, suppose |G 1 | = m 1 is coprime to |G 2 | = n 1 , and set , n) . Also G 1 will be cyclic of order m, G 2 cyclic of order n. Using the isomorphism θ : (b) Since G is infinite and G ⊆ G 1 ×G 2 , at least one of G 1 , G 2 must be infinite cyclic. Without loss of generality, suppose G 1 ≈ Z. Now suppose (α, β) generates the cyclic group G, then α generates G 1 , and β generates G 2 . We claim that G 2 = {0}. For, if y ∈ G 2 then y = rβ for some integer r, whence (0, y) = r(0, β) ∈ G. This implies (0, y) = k(α, β) = (kα, kβ) for some integer k. Therefore kα = 0, whence k = 0 and y = kβ = 0. Hence G 2 = {0}. We now consider separately the cases G 2 infinite and G 2 finite (the case G 1 finite and G 2 ≈ Z is symmetric to the latter, so can be omitted).
Suppose first G ≈ Z with G 2 ≈ Z. Then the argument in the previous paragraph now also implies G 1 = {0}. Conversely, suppose G 1 ≈ G 2 ≈ Z and G 1 = G 2 = {0}. Then the isomorphisms (cf. Remark 2.3)
Secondly, for the remaining case, suppose G ≈ Z, G 1 ≈ Z as before and now G 2 ≈ Z n is cyclic of order n, n ≥ 2. Then n(α, β) = (nα, 0) implies nα ∈ G 1 and clearly iα / ∈ G 1 if i < n. Thus G 1 ≈ nZ, and as before G 2 = {0}.
In this case we have the isomorphism θ :
We claim that G is generated by the single element (α, β), and thus is infinite cyclic. To see this, let (x, y) Conversely, suppose G 1 , G 2 , G 3 are all finite cyclic with respective orders m, n, p, and that the three coprimality conditions hold. Let (a, b) ∈ G 1 × G 2 |(a, b, e 
Ì ÓÖ Ñ 4.5º Let G be a subgroup of A×B ×C with its Goursat decomposition
G 1 , G 2 , G(2|1), θ 1 , G 3 , G(3|1, 2), θ 2 .
(a) The subgroup G is finite cyclic if and only if G 1 , G 2 , G 3 are finite cyclic and each of the pairs of integers |G(1|2)|, |G(2|1)| , |G(1|3)|, |G(3|1)| , |G(2|3)|, |G(3|2)| is coprime. In this case one also has
|G| = lcm(|G 1 |, |G 2 |, |G 3 |).
(b) The subgroup G is infinite cyclic if and only if one of the following three cases (up to obvious permutation of indices) occur:
We omit the details.
The generalization of this theorem to n ≥ 3 is now clear, albeit cumbersome to state since there will be many cases involved.
Determining the Sylow p-subgroups of a a group G ≤ A 1 × · · · × A n in terms of the Goursat decomposition of G is an application of a slightly different type. Our main result in this direction, Theorem 4.8 below, gives a very simple and natural answer to this question, and not only for finite groups but for certain classes of infinite groups. We therefore commence with a brief discussion of Sylow p-subgroups for groups that are not necessarily finite, taking p to be a fixed prime for the remainder of this section.
The Sylow p-subgroups of an arbitrary group G are easily defined as its maximal p-subgroups, which always exist by a Zorn's lemma argument. However, following [Rob82, Section 14.3], one sees that without some sort of finiteness hypothesis the familiar Sylow theorems (for a finite group) can fail badly. Indeed it is possible for two Sylow p-subgroups to even have different cardinalities, let alone be isomorphic or conjugate. One hypothesis that will insure the usual Sylow theorems hold, namely that all Sylow p-subgroups are conjugate and their number is both finite and congruent to 1 modulo p, is that there exists a Sylow p-subgroup with a finite number of conjugates. This theorem was proved in 1938 by A. P. D i e m a n, A. G. K u r o s h, A. L. U z t o v [DKU38] and in 1940 by R. B a e r [Baer40] . We shall call this finite conjugacy property "FC p " and also call this theorem the "FC p theorem." We shall consider a further finiteness property, that the group is a virtual p-group, i.e., it has a p-subgroup with finite index.
It is easy to see that a virtual p-group satisfies FC p , supposing G is a virtual pgroup. Then it has a p-subgroup M of finite index, and without loss of generality (enlarging M if necessary) we may suppose M is a Sylow p-subgroup . The number of conjugates of M is given by the index [G : N M ] of its normalizer N M , and since N M ≥ M this index is finite, proving the FC p property. On the other hand, since any abelian group trivially satisfies FC p , it is clear that FC p does not imply that the group is a virtual p-group.
The next proposition gives us an easy way to identify a p-subgroup in a virtual p-group and along with the lemma that follows it will make the proof of the main result, Theorem 4.8 below, quite easy.
ÈÖÓÔÓ× Ø ÓÒ 4.6º Let G be a virtual p-group and M a p-subgroup. Then M is a Sylow p-subgroup if and only if [G :
M ] is coprime to p. The next lemma is a "non-commutative" version of a result that is familiar in abelian categories, where it follows at once by taking the quotient objects to form the third exact row in the diagram.
Ä ÑÑ 4.7º Let G be any group, M any subgroup, and π a surjective homomorphism of G onto a group H. Consider the commutative diagram
where K, K 1 are the respective kernels of π, π|M , and H 1 is the image of π|M . Then one has the following relation of (possibly infinite) cardinal numbers: 
ÓÖÓÐÐ ÖÝ 4.8º Let G be a virtual p-group. Then any normal subgroup K or any quotient group H is also a virtual p-group. Using the correspondence between the symmetric and asymmetric versions of Goursat's lemma (Section 2) and Theorem 3.2, the generalization of Theorem 4.8 to subgroups of a finite direct product is clear and we simply state it here without proof.
We close this section with two questions.
Remark 4.11º (a) One can ask whether Theorems 4.8, 4.9 hold under the weaker hypothesis that G is an FC p group. The answer is no. Let G be the infinite cyclic subgroup of Z × Z 3 generated by (1, 1), p = 3, and recall that any abelian group satisfies FC p . The Sylow 3-subgroup M of G equals {0}, hence M 1 = {0} whereas G 2 = Z 3 has Sylow 3-subgroup Z 3 .
(b) In Corollary 4.7 we have seen that any normal subgroup of a virtual p-group is also a virtual p-group. Does this hold for any subgroup?
Appendix : An example illustrating the necessity of the asymmetric Goursat lemma
When moving from Goursat's lemma to the asymmetric version of Goursat's lemma in Section 2, we used the first isomorphism theorem to show that the required isomorphism θ :
corresponds uniquely to the surjection
Now that we have derived Goursat's lemma for n ≥ 2, it is tempting to use analogous reasoning to try to obtain a symmetric version of the lemma for n ≥ 3. For n = 3, such a lemma would make use of the three lattices of subgroups, each subgroup being normal in the one above it (and using the notation of Section 3):
G 2 ? ? ?
together with the isomorphisms
and also the isomorphisms
The desired lemma would then state that this information uniquely determines the original subgroup G of A × B × C. In fact, this is not the case. Indeed, we now give an example of two subspaces of the product A × B × C of three vector spaces, each of dimension at least 2 (say over R or Q), which generate all of the same data as given above, but nevertheless, are not the same subspace, thereby showing that a symmetric version of the lemma for n = 3 is impossible. We remark that by applying forgetful functors this could also be considered as an example in the category of abelian groups as well as the category of groups.
Choose linearly independent vectors a 1 and a 2 in A, b 1 and b 2 in B, and c 1 and c 2 in C. Consider the 3-dimensional subspace
of A × B × C, and similarly define a second 3-dimensional subspace by V = Span (a 1 , b 1 , c 1 + 2c 2 ), (a 1 , b 1 − b 2 , c 1 ), (a 1 + 2a 2 , b 1 , c 1 ) .
To compare these subspaces, we determine the twelve subspaces and nine isomorphisms presented in the subspace lattice at the beginning of this section. For example, we find that for the subspace V, an element (a, b, c) of the subspace G(1|2) = a ∈ A|(a, 0, c) ∈ V for some c ∈ C} is determined by the existence of scalars x, y and z such that a = xa 1 + ya 2 + z(a 1 + a 2 ) and 0 = xb 1 + yb 2 + z(b 1 + 2b 2 ).
Since b 1 and b 2 are linearly independent, this leads us to the equations x + z = 0 and y + 2z = 0 whose solutions are x = y/2 = −z. Thus, a = xa 1 + ya 2 + z(a 1 + a 2 ) = xa 2 and G(1|2) = Span{a 2 }. In a similar fashion, we find the following subspaces of V :
If we are to generalize the method of Goursat's Lemma 2.1, the isomorphism θ is determined by θ( . The other isomorphisms φ, ψ,φ andψ are defined in the same manner. The fact that this produces well-defined isomorphisms is automatically determined by the definitions of the 12 subspaces in the subspace lattice. We wish to very specifically determine these isomorphisms for V, so that they can be compared to the data for V . In is a vector in V.
We leave it as an exercise for the reader to check that all twelve subspaces and six isomorphisms corresponding to the subspace V are exactly the same as those corresponding to V.
However, the subspaces V and V are not the same. We offer two explanations. First, one can apply Theorem 3.2 to the subspaces V and V . When applying this theorem, one sees from the computations above that G 1 , G 2 , G(2|1), θ 1 , G 3 and G(3|1, 2) are the same for each of V and V . However, the homomorphisms θ 2 : Γ 2 → G 3 /G(3|1, 2) are not the same.The subspace Γ 2 of A×B is determined by Γ 2 = (a, b)|(a, b, c) ∈ V (resp. V ) for some c ∈ C and the homomorphism θ 2 is defined by θ 2 (a, b) = c, where (a, b, c) ∈ V (resp. V ). For V, one finds that (a 1 , b 1 ) ∈ Γ 2 with θ 2 (a 1 , b 1 ) = c 1 since (a 1 , b 1 , c 1 ) ∈ V. However, for V , one finds that (a 1 , b 1 ) ∈ Γ 2 but θ 2 (a 1 , b 1 ) = c 1 + 2c 2 since (a 1 , b 1 , c 1 + 2c 2 ) ∈ V . Note that since G(3|1, 2) = 0 for both V and V , there is no indeterminacy so c 1 = c 1 + 2c 2 in G 3 . By Theorem 3.2 we now conclude that V = V .
A more elementary explanation is given by considering a particular case of the above example in which V and V are both in the Grassmann manifold G 6,3 of 3-planes in R 6 = R 2 ⊕ R 2 ⊕ R Remark 5.1º Upon trying to recover the symmetric version of Goursat's lemma by applying the first isomorphism theorem to Theorem 3.2, one sees almost immediately that the trouble stems from the fact that G (1|2, 3) is not necessarily equal to the intersection of G(1|2) and G(1|3), and similarly for G (2|1, 3) and G(2|1, 3). It seems very likely that a symmetric version of Goursat's lemma is available with this additional hypothesis.
