Liquid metallic hydrogen (LMH) is the most abundant form of condensed matter in our solar planetary structure. The electronic and thermal transport properties of this metallic fluid are of fundamental interest to understanding hydrogen's mechanism of conduction, atomic or pairing structure, as well as the key input for the magnetic dynamo action and thermal models of gas giants. Here, we report spectrally resolved measurements of the optical reflectance of LMH in the pressure region of 1.4-1.7 Mbar. We analyze the data, as well as previously reported measurements, using the free-electron model. Fitting the energy dependence of the reflectance data yields a dissociation fraction of 65 ± 15%, supporting theoretical models that LMH is an atomic metallic liquid. We determine the optical conductivity of LMH and find metallic hydrogen's static electrical conductivity to be 11,000-15,000 S/cm, substantially higher than the only earlier reported experimental values. The higher electrical conductivity implies that the Jovian and Saturnian dynamo are likely to operate out to shallower depths than previously assumed, while the inferred thermal conductivity should provide a crucial experimental constraint to heat transport models.
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liquid metallic hydrogen | phase transitions | planetary interiors L iquid metallic hydrogen (LMH) is the benchmark Coulomb system that is the simplest and the lightest of all liquid metals. However, despite its apparent simplicity and fundamental significance, its thermodynamic and transport properties continue to pose outstanding challenges. Unlike other alkali metals, atomic metallic hydrogen is exceptional in possessing no bound electrons. Moreover, the low mass of its protonic system gives rise to a substantial zero-point motion. LMH is ubiquitous in the universe, making up about 60-70% of our solar planetary structure and the vast interiors of extrasolar giant planets (1) .
In recent decades remarkable progress has been made in determining dense hydrogen's thermodynamic equation of state in the region relevant to planetary conditions (1, 2) . However, the transport properties of LMH remain less well understood (2, 3) . A key long-standing issue that pertains to these properties is the mechanism of electronic conduction: thermal excitation of carriers across a reduced mobility gap (4-6) versus conduction by free electrons in an atomic system (7, 8) . The central question is whether metallization at these conditions occurs in the molecular phase or if it proceeds by dissociation into a conducting atomic phase (2) . Accurate determination of the plasma frequency, and thus the carrier density, from the reflectance, as well as the density dependence of the optical conductivity, are experimental probes that can distinguish between these two models of metallization (5) .
The confluence of quantum and thermal effects, as well as the strong coupling between the electrons and the protons, make it difficult to accurately calculate electrical and thermal conductivity. Theoretical models have to rely on different assumptions about the ionic system structure (7, 9, 10) , the degree of ionization (3, 10, 11) , and proton-proton correlations (8) , all of which remain challenging to adequately describe. Ab initio density-functional theory (DFT) simulations differ substantially in their calculated conductivities, depending on the functionals used (12) (see also discussions in the supporting information of ref. 13) . Experimentally, pioneering shock-wave experiments have reported plateauing of electrical conductivity at values around 2,000 S/cm in the region 1.4-1.8 Mbar (6) . It was argued that the plateau of conductivity was due to thermal smearing of the band gap and that metallization occurs in the molecular phase with 5-10% dissociation fraction (5, 6) . We note that the reported values of conductivity are a factor of 3 less than the Mott-Ioffe-Regal (MIR) minimum metallic conductivity criterion, 6,000 S/cm (4, 14) , and a factor of 5-10 lower than values predicted with different theoretical models for fully ionized metallic liquids (3, 5, (7) (8) (9) 15 ).
Here we report measurements of the optical conductivity of bulk LMH at planetary interior conditions in the pressure region of 1.4-1.7 Mbar and measured temperatures of 1,800-2,700 K, which are comparable to the conditions studied by Nellis et al. (4, 5) and Weir et al. (6) , but at higher temperatures than those inferred for deuterium studies by Knudson et al. (13) . Pressurized hydrogen was pulse-laser heated and time-resolved spectroscopy was used to measure the optical reflectance in eight optical runs using an experimental setup shown in Supporting Information. Unlike previous static and shock-wave work, the energy dependence of optical reflectance was measured simultaneously with temperature, thus removing systematic uncertainties that arise from separate measurements of reflectance and temperature. The duration of the laser pulse, 290 ns, is sufficiently long to achieve local thermal equilibrium yet short enough to inhibit sample diffusion into metallic gasket and diamonds.
Optical reflectance of hot dense hydrogen samples was measured simultaneously or separately (in different experiments) at three wavelengths: 514, 633, and 980 nm. We observed an abrupt increase in reflectance above a certain transition temperature consistent with previous results (16) (Fig. 1) . At threshold, the LMH film is thin and semitransparent (Supporting Information).
Significance
Liquid metallic hydrogen (LMH) is a fundamental system in condensed matter sciences and the main constituent of gas giant planets. Because of exceptional challenges in experimentation and theory, its transport properties remained poorly understood. We have conducted experimental determination of the optical conductivity of bulk LMH using spectrally resolved reflectance measurements on statically compressed and heated hydrogen. Metallic hydrogen's mechanism of metallization is largely dissociative to an atomic state, rather than the previously held experimental model, ionization of molecules. We find that LMH's electrical conductivity is substantially higher, a factor of 6-8, than the only experimentally reported value in the literature, measured in the dc limit. The implications of the current results to Jovian giants planetary models are discussed.
As the laser power is increased, the film heats and thickens until the transmission is essentially zero and reflection corresponds to that of a bulk metal. This value of reflectance is consistent with values obtained in previous shock-wave and static experiments (13, (16) (17) (18) . Once the reflectance saturates, it is weakly dependent on temperature, as expected in a degenerate metallic system. We further compare our observed reflectance in Fig. 1 to that expected for hydrogen if it was semiconducting with a finite gap and the carriers are thermally activated, as previously suggested (6) . The strong disagreement with our measurements enables us to reject a semiconductor model.
Optical reflectance measurements are amenable to a Fresnel analysis. The measured reflectance at a given frequency is
where N D is the index of refraction of molecular hydrogen/diamond layer and N H is the complex index of refraction of LMH. The observed saturation of optical reflectance, conditions of electron degeneracy (T << T f , the Fermi temperature; Supporting Information), and the characteristic wavelength dependence of the conduction are important conditions for application of the free-electron model. We have thus analyzed the optical response of LMH, only in the limit of saturated reflectance, using the Drude free-electron model, which has previously been extensively used for LMH (7, 15, 19) . Use of this model is further justified below. In this model,
2 + jω=τÞ, where ω p is the plasma frequency, which is directly related to the carrier density n by ω 2 p = 4πne 2 =m e , and τ is the electron relaxation time. We define a dissociation/ionization fraction Z as the ratio of the carrier to ion density. Thus, if all molecules are dissociated, Z = 1, while if all molecules are ionized or half atomic-molecular, Z = 1/2. Accurate measurements of R(ω) can thus be used to determine ω p and τ from which the carrier density or the degree of dissociation can be deduced. We performed a least-squares nonlinear fit of our measured R(ω) to extract these parameters (Fig. 2) .
We have determined the Drude parameters at 140 and 170 GPa. At 140 GPa, our reflectance data are best fit to ω p =20.4 ± 1.6 eV and τ = 1.3 ± 0.2 ×10 −16 s, yielding a dissociation fraction Z of 0.65 ± 0.15. We determine σ dc = 11,000 ± 1,100 S/cm, a factor of 2 higher than Mott's minimum metallic conductivity at this pressure (Supporting Information). At 170 GPa, our data, as well as those reported in ref. 16 , are best fit to ω p = 21.8 ± 2.8 eV and τ = 1.6 ± 0.3 ×10 −16 s, yielding a Z = 0.57 ± 0.14. This corresponds to σ dc = 15,500 ± 1,500 S/cm. We contrast our optical reflectance and the Drude fits to that expected for LMH using the minimum relaxation times τ min prescribed by the MIR limit. Such a limit, which is often employed by shock-wave experiments (4), cannot account for the observed reflectance of LMH shown in Fig. 2 .
Several ab initio calculations have suggested that at the onset of the insulator-metal transition, the fluid may exhibit a non-freeelectron-like density of states (7, 12, 19) . Our optical data present experimental evidence for such behavior, where we show that in the transition onset region in which the reflectance is rapidly rising, the data cannot be fit to the Drude model (Fig. 2, Top Left) . As the dissociation fraction increases, LMH becomes more Drude-like and the free-electron character is established. This result provides a further justification for the validity of the Drude model in the degeneracy region. The real part of the optical conductivity is plotted in Fig. 2 , where the determined relaxation time is assumed to be frequency independent. We have investigated a possible deviation from this assumption through the empirical Smith-Drude (SD) model (20). In this model, a backscattering term is introduced that shifts the Drude Lorentzian peak to a nonzero frequency. An effort to fit to the SD model is shown in Fig. 2 , Top. A best fit is quite poor and only crosses one data point on the curve, shifting the peak to the infrared (below our measured 1.2 eV) and will only have a minor effect on the determined dc conductivity. It is instructive to compare our LMH Drude parameters to those recently reported for the Wigner-Huntington transition at ∼500 GPa and cryogenic temperatures (21). The higher plasma frequency, ∼30 eV, found from these experiments is consistent with the higher carrier densities at the higher pressures (ω p ∝ ffiffiffi n p ). Moreover, the difference in the relaxation times, a factor of 6 shorter for LMH, is likely related to the temperature difference between LMH at ∼2,000 K and the cryogenic temperature metallic phase. We further compare our results to those obtained experimentally for warm dense xenon. In those shock-wave experiments, the energy dependence of the optical reflectance in compressed xenon was measured as a function of pressure and Brewster angles (22, 23). Fitting the free-electron model to this pressure dependence yielded relaxation times on the order of 2.655 × 10 −15 -3.6 × 10 −15 s (22). These values are almost an order of magnitude longer than those obtained from our experiments. Moreover, it is unclear whether those longer relaxation times are attributed to an experimental effect, related to broadening of shock-wave fronts, or to the physics of xenon at the reported conditions (24).
In highly degenerate systems, such as LMH, thermal transport is very likely dominated by conduction electrons. Thermal conductivity could thus be related to electrical conduction through the Lorentz proportionality constant. We have calculated the electronic contribution to thermal conductivity of LMH using the Wiedemann-Franz law, whose application is all the more supported by theoretical models (3).
In Fig. 3 , we compare our electrical and thermal conductivity values to several theoretical predictions using various models of different degrees of sophistication. Our LMH dc conductivities and relaxation times are in very good agreement with DFT-molecular dynamics (7, 15) and correlated electron-ion Monte Carlo (CEIMC) calculations that predict σ dc = 13,000 S/cm and τ = 3.0 ± 0.1 × 10 −16 s and σ dc = 8,600 S/cm and τ = 3.1 ± 0.3 × 10 −16 s, respectively, as well as those calculated for fully ionized hydrogen plasmas, albeit at higher T (11).
Our electrical conductivities are a factor of 6-8 higher than those previously reported by Weir et al. (6) . The uncertainties in those measurements ranged from 25 to 50% (6) . The exact origin of discrepancy is unknown, with temperature being an unlikely factor, since our optical data show a clear saturation as a function of increasing T. Moreover, assuming that conductivity may suffer a reduction at increasing T, its limiting value (MIR limit) is still three times higher than reported in ref. 6 . Possible sources of uncertainties for those measurements could include inaccuracies in estimating the shocked cryogenic cell thickness at the highest compression, the value that relates the measured resistance to resistivity (Supporting Information). We note that our reflectance measurements in the bulk limit are insensitive to this consideration. Experiments on LMH should, in principle, observe increasing reflectance as a function of density, provided the temperatures are relatively low.
Within experimental uncertainties, the energy dependency of the optical reflectances is well described by the Drude model. A large dissociation fraction within the free-electron model is required to best fit that energy dependence. We note that irrespective of our choice of τ, a 5-10% dissociation fraction inferred from Nellis et al. (4) and Weir et al. (6) cannot fit our reflectance data (19) (Fig. S7 ). Our observed increasing optical conductivity as a function of pressure is also consistent with this conclusion, where a rising density of free electrons leads to a further increase in conductivity. A negative slope of the metallization phase line revealed from our data is also consistent with the dissociation model; the dissociation energy decreases with density and thus the transition temperature decreases (2) . In contrast to the interpretation proposed in previous experiments (4, 6, 13) , LMH at the conditions of our experiments is largely atomic and degenerate. The transition is also abrupt and reflectance rises to metallic-like values, ∼0.3, within ∼100 K (Supporting Information). Additionally, we have not observed any concomitant interband transitions in the frequency range investigated, consistent with a first-order transition. Our results thus do not support a conduction mechanism by thermal smearing of a reduced Mott-Hubbard gap. A mechanism of band overlap in the molecular phase has also been suggested where one electron per molecule contributes to conduction or the equivalent of 50% dissociation fraction (5) . Within the uncertainties of our fit, the current measurements cannot conclusively distinguish between a mixed atomicmolecular metal and a fully molecular metal. Additional lowfrequency reflectance measurements could resolve this uncertainty.
Apart from their fundamental significance, the determined properties of LMH have important consequences to dynamo and thermal models of hydrogen-rich planets. These models await new magnetic and gravitational observations by the Juno and Cassini space probes. The gas giants, which are ∼90% hydrogen, are composed of a fluid hydrogen-helium envelope and possibly a dense central core (1) . As the atmosphere is entered, P and T increase until a layer of LMH is encountered. The conductivity of LMH reported here is representative of P-T conditions at ∼0.84 of Jupiter's radius, R J, and 0.63 of Saturn's radius, R S (25). It corresponds to a magnetic diffusivity of ∼0.56 × 10 4 cm 2 /s, a factor of 8 lower than previously inferred from Weir et al. (6) , and now roughly similar to new estimates of Earth's iron core. The addition of 9% helium is most likely unimportant for these conductivity (3) ref (9) ref (11) (15) ref (20) ref (7) ref (5) ref (3) ref (8) ref (11) ref ( Electrical conductivty (x10 S/cm) estimates (Supporting Information). Our experimental values are also considerably higher than the ab initio transport values calculated along the Jovian adiabat at similar pressures (26), where the used DFT functionals employed evidently underestimate conduction. Since the interaction of the magnetic field with the fluid flow (Ohmic dissipation) scales linearly with electrical conductivity, higher conductivities should result in substantially more dissipation at this transition depth than currently assumed. This should revise recent estimates on the penetration depth of the zonal winds to even shallower bounds than their quoted 0.84 R J or 0.63 R S (25, 27). Precise gravitational measurements of low-order harmonics expected by Cassini should further confine this boundary. The Jovian dynamo is also most likely to operate out to a pressure that is much lower than that at 0.84 R J , into a regime where hydrogen is not fully ionized. If metallization along the Jupiter adiabat is continuous, as both theory and previous experiments suggest, then the depth at which hydrogen conductivity reaches values corresponding to a magnetic diffusivity sufficient to sustain the dynamo (∼10 7 cm 2 /s) may extend to more than R J = 0.91. This dynamo depth is much lower than most previous estimates (28-30) and even likely lower than the value inferred by recent dynamo simulations (31, 32) based on the ab initio transport results (26). Since the effect of the dynamo origin depth on the observed magnetic spectrum is mostly manifested at the higher harmonic contributions, the Juno magnetic measurements should provide much tighter observational constraints to future dynamo models, where electrical conductivity profiles remain the key input. In this respect, the dissociation-based picture revealed in this article is particularly important as it means that LMH transport coefficients should scale with increasing density or Jovian radius, consistent with our observation for optical conductivity. This is remarkable for most anelastic dynamo simulations that otherwise prescribe a characteristic constant conductivity for depths below the metallic transition region (29).
Our inferred thermal conductivity values are also considerably lower by a factor of 4-6 than the theoretical estimates in current use for heat-transport models of Jovian-like planets (9, 33) . Revised estimates should thus provide a crucial experimental benchmark for future models, particularly those proposing layered convection as a likely origin for Saturn's strikingly higher luminosity (34) or the anomalously large radius of several extrasolar transiting hot Jupiters (35).
Materials and methods are available as Supporting Information. 
Supporting Information
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Hydrogen was pressurized in a diamond anvil cell (DAC) at room temperature using rhenium gaskets. Diamonds were coated with a 50-nm layer of alumina that acts as a diffusion barrier against hydrogen. Samples at static loads (fixed density) were pulse-laser heated using a Nd-yttrium aluminum garnet infrared laser (20-kHz repetition rate and 290-ns pulse widths) to peak temperatures as high as ∼2,700 K. Molecular hydrogen is transparent and will not absorb the laser energy. A thin (∼7 nm) semitransparent tungsten film that performs as a laser absorber was deposited on the alumina layer of one of the diamonds (and covered with a 5-nm protective layer of alumina). As the film is semitransparent, it enables optical measurements of reflectance and transmission of the LMH. The film was heated by the laser which conductively heats the hydrogen sample pressed against its surface (16, 36). The sample region of our DAC is shown in Fig. S1 , as well as the reflectance geometry, which has undergone an important modification since our first observation of LMH (16). In our previous experiments only one laser-light optical measurement was possible at a time, resulting in large uncertainty of optical constants. In those measurements, there was a systematic uncertainty of ±50 K for measurement of temperature. Clearly from Fig. 1 , the steep rise of reflectance can lead to large systematic uncertainties in reflectances at different wavelengths, and the wavelength dependence or reflectance is what is used to determine the optical constants. On the other hand, at higher temperatures or in the thick-film limit there is little variation of the reflectance corresponding to ±50 K temperature uncertainties. In the current experiment, we used wavelength filtering and separate detectors to simultaneously measure reflectance at two wavelengths (Fig. S1) , along with the temperature, eliminating the systematic uncertainty in temperature. This allowed us to analyze reflectance in regions where it rapidly changes with temperature. The hydrogen layer adjacent to the W film is in local thermal equilibrium with the W during this relatively long pulse, as electrons and translational motions thermalize within ∼10 ps (37). The energy/pulse, absorbed in the W film, is relatively small (∼0.005 mJ), so that the diamonds remain at room temperature on average. Pressure is determined by the shift of the Ramanactive vibron of the hydrogen. The pressure was measured at room temperature before and after the heating run to ensure the integrity of the sample. Temperature was measured by pyrometry techniques, the details of which were thoroughly discussed in earlier work (36). However, in the interest of self-containment, we outline the basic principle of our measurement technique as well as further refinements in the current work. Thermal emission signals were collected on an InGaAs detector, sensitive in the 0.9-1.7-μm spectral region. Collection times ranged from 45 s at the very low laser powers to 180 ms at the highest powers; the signal was averaged over many heating pulses.
The energy flux of gray-body irradiance can be rewritten for a wavelength and temperature dependent emissivity as follow
where o = 2π 5 k 4 =15 c 2 h 3 , x = hc=λKT, and eðλ, TÞ is the sample emissivity at normal incidence. In this form the emissivity accounts for deviations of the observed thermal radiation from ideal blackbody behavior.
To determine the true shape of the blackbody irradiance of heated samples, one needs to measure the transfer function, a function that accounts for the losses and chromatic aberrations introduced by the optical setup, as well as detector quantum efficiency. Besides correcting the spectral irradiance from our samples to the response of the optical system, the transfer function subsumes the absorber emissivity with its complex wavelength dependence as well as the measuring detector quantum efficiency. The signal includes components arising from the first-and second order of the diamond phonon Raman scattering, as well as diamond fluorescence. Since our aim is to determine the thermal radiation spectra required for the Planckian fitting, all of the various contributions to the collected spectra had to be separated.
Thus, the total signal has two components: the scattered background radiation assumed to have the same spectrum for all power, but amplitudes that scale with the laser power; and the blackbody contribution, which is nonlinear and when isolated can be fit to determine the temperature. Fig. S2 shows two examples for the raw corrected spectrum and the Planckian fits at two different temperatures below and above the transition at 140 GPa. The residuals from the best least-squares fit to the Planck curve define the uncertainty in the determined peak temperature. The uncertainty at those temperatures is on the order of 15-19 K.
At high pressures, the molecular hydrogen is a few micrometers thick, while we estimate that the heated part of the sample that metallizes in the bulk limit is of submicrometer thickness. More details of the experimental configuration, technique, and optical setup are described elsewhere (16).
Reflectance Analysis
Time-resolved reflectance measurements were conducted at fixed wavelengths of 514, 633, and 980 nm, using continuous wave solidstate lasers. The reflected light off of the W/hydrogen interface was monitored as a function of temperature and pressure using Si detectors with 2-ns rise times. At low temperatures, the W layer dominates reflectance when hydrogen is still in the molecular phase. Above a certain transition temperature T c , the hydrogen sample metallizes and starts reflecting (Fig. S3) . The transition to the metallic reflective state is abrupt and the reflectance rises up to ∼30%, metallic-like values, within ∼100-150 K. Increased heating thickens the metallic layer which reflects more light (Fig.  S3) . The thickening of the metallic layer is a function of the heating efficiency which depends on the focusing on the laser and the thermal boundaries/diffusivities of the molecular layer. Additional kinetic effects related to inhomogeneous heating might be present close to the metallization boundary, onset of reflectance. However, these effects should be small due to the high thermal conductivity of the metallic hydrogen.
Since the sample region exhibits thermo-transmittance, the reflectance above T c is normalized to reflectance measured just below T c . The phase line delineating this boundary between the insulating and metallic phase as well the thermodynamic pathway for the current experiments are shown in Fig. S4 . Close to the transition region, the measured reflectance signal may include some contributions from the W layer if the LMH film is thin enough. As more energy is delivered to the LMH sample, its thickness grows, temperature increases, and this contribution becomes negligible (less than few percent). Once the LMH layer is thick enough, R(ω) plateaus at a fixed bulk value that is comparable to previous shock-wave experiments (13, 17, 18) . The mean of R(ω) at that saturation limit is the experimentally reported value used for the Drude fit and the SD determines the uncertainty. In the bulk limit, the interface between the metallic and molecular hydrogen is much smaller than the wavelength of the probe light and thus it could be approximated as a specularly smooth surface. At 140 GPa the index of refraction of solid molecular hydrogen, and to less than a percent fluid molecular hydrogen, is ∼2. 4 (38) . This is close to that of diamond and so we treat the molecular hydrogen diamond as one interface (Fig. S1) . We note that the choice of this pressure region to investigate metallic hydrogen bulk reflectance properties is thus convenient, as we do not have to deal with multilayer interfaces, and one can use the intensity approximation for analysis rather than a Fresnel analysis in which amplitudes of the electromagnetic waves are propagated through the cell (16).
Eight optical runs, monitoring R(ω) as a function of T, were conducted on two different samples, where R(ω) values of bulk LMH showed excellent reproducibility (Fig. S5) . Some systematic uncertainties due to roughening of the W/hydrogen interface with time could have occurred, but should be rather small. The R(ω) data at 140 GPa were collected simultaneously at 980 and 514 nm, whereas measurements of R(ω) at 170 GPa were conducted separately but on the same sample. This has led to a better Drude fit at 140 GPa than at 170 GPa. Additional measurements at lower or higher frequency could further constrain the fits, but will not change the overall results. Fig. S6 shows the weighted leastsquares fit at 140 GPa. The plasma frequency (carrier density) and the relaxation time were extracted from the fits using the Drude reflectance formula described in the main text.
The best fit to our reflectance results yields a dissociation fraction, Z = 0.65 ± 0.15 with an R-square value of 0.95. Since the degree of dissociation is fundamental for understanding the metallization mechanism, we investigated the range of fitting parameters by imposing restrictions. For example, if we restrict the value of Z to 0.4-0.5, we find an R-square value of 0.70-0.90 and τ = 1.54 ± 0.17 × 10 −16 s. At 170 GPa and 1,700 K, our reflectance data are best fit to an ω p = 21.8 ± 2.8 eV and τ = 1.6 ± 0.3 ×10 −16 s, yielding a dissociation fraction Z = 0.57 ± 0.14.
Within the uncertainty in the fits, this dissociation fraction is comparable to that at 140 GPa at 2,500 K (Fig. S6) . However, we note that the difference in temperature range where the optical data were fit might explain why it is not higher at increasing pressures. Since the static Drude electrical conductivity depends linearly on both the dissociation fraction (plasma frequency) and relaxation time, the conductivity is weakly dependent on Z (Fig. 3 , Bottom Left). For Z < 0.35; R-square becomes negative.
In Fig. S7 , we show that a dissociation fraction of 5-10% of the carrier density, inferred from shock experiments by Weir et al. (6) at similar densities and temperatures, cannot fit the energy dependency of the measured reflectance. A substantially higher dissociation fraction is required to explain the high reflectance.
Drude and Smith-Drude Conduction Model
A common assumption in optical conductivity experiments is that the optical constants determined at the measured frequencies (1.2-2.33 eV in our case) are the same as those at low or zero frequencies. In the Drude free-electron model, this assumption means that the determined relaxation time τ (1.2-2.33 eV, where the data are very well described by the Drude model) is equal to τ at h ω = 0 eV. However, to study possible deviation from this scenario at energies lower than 1.2 eV, we have analyzed our data using the empirical SD model for conduction in liquid, disordered, or poor metals (21). The SD model was initially proposed to account for the anomalous optical conductivity of liquid mercury in the mid-IR, and has since been applied to poor/dirty metals. It introduces a backscattering term, c, to the Drude-generalized formalism, which shifts the oscillator strength away from zero frequency to higher frequencies and depresses the dc static conductivity. The generalized SD form is, to first order,
The model contains three unknowns: τ, n, c. When c = 0, this formalism reduces to the Drude formula, σ Drude ðωÞ = ne 2 τ=mð1 − iωτÞ, which in the static dc limit, gives
We would like to investigate if a fit of our data is possible that reproduces our measured wavelength dependence of the optical conduction over the range of 1.2-2.33 eV, and yet have a dc conductivity that differs from the Drude model. We found that no set of values of τ, n, c could do this. We have thus relaxed that restriction and required that the putative shifted peak due to backscattering is lower than 1.2 eV (our lowest measured energy) and it matches the measured value for optical conduction, i.e., A limited range of values for c, Z, and τ was found that could satisfy these two conditions. In Fig. S8 , we plot the real part of the optical conductivity of the Smith-Drude model using this expression: −16 s. The two most important results are, first: even within the SD model, a very high dissociation fraction is needed to account for the observed reflectance in the infrared. Second, the dc conductivity is only lower by 15-20% from our quoted values in the Drude freeelectron model. As c goes to zero, the Drude free-electron behavior is recovered. We conclude that a deviation from the Drude behavior at lower frequencies is unlikely to change our main conclusions based on the Drude model.
Thermal Excitation in Semiconducting Hydrogen
Previous shock-wave experiments (4, 6) have suggested that dense fluid hydrogen at P-T conditions similar to that of our experiment is a semiconductor with a finite gap E g of 0.3-0.4 eV. Additionally, it was argued that conduction is caused by thermal excitation of the localized carriers across that gap. We have thus calculated the reflectance signal due to free electrons for bulk hydrogen as a function of T if it were intrinsically semiconducting, to contrast it with our observed reflectance measurements (Fig. 1) . In semiconductors, thermal excitation of carriers from the valence band to the bottom of the conduction band depends both on the density of available states in the conduction band and the probability of occupation as described by the Fermi-Dirac integral, given by f m ½x = 2= ffiffiffi π p R ∞ 0 y m =ð1 + e y−x Þdy. The free-carrier concentration in the conduction band is n i = N S f 1=2 ½−E g =2K B T, where N s is the number per unit volume of effectively available states, given by 2ðm eff K b T=2πZ 2 Þ 3=2 . Once n i is known, the index of refraction and Fresnel reflectance as a function of T can be calculated using the same formula provided in the main text. We have assumed that the gap does not change significantly over a temperature range of 0.3 eV, as was also inferred in previous shock analysis. We used a relaxation time similar to that determined from our data to make the comparison simpler. However, the overall qualitative behavior (reflectance and dependence on T) is rather weakly dependent on either choice. The result is shown in Fig. 1 and cannot fit our reflectance data.
Minimum Metallic Conductivity and Mean-Free Path
In the Ioffe-Regal limit (39), the mean-free path (mfp), the average distance electrons travel between collisions, cannot be smaller than the interatomic distance, a. This limit defines the MIR minimum metallic conductivity (14) and is given by σ min = e 2 /3h a, where h is the reduced Planck's constant, and a ∼ (n i )
is the interparticle spacing with n i being the ion density. For metallization in the molecular phase, initially suggested by Weir et al. (6) , one electron per molecular ion contributes to conduction, so at the metallization pressure of 140 GPa, the density from ref. 40 is 0.385 mol/cm 3 , corresponding to a molecular number density of 2.318 × 10 23 molecules/cm 3 giving a = 1.628 Å. In this scenario, σ min ∼ 4,984 S/cm. If metallization occurs in the atomic phase, where the molecules are fully dissociated, then the carrier density is twice as high as in the molecular phase, 4.6 × 10 23 atoms/cm 3 , and σ min = 6,280 S/cm. Our conductivity results are consistent with metallization in the higher carrier density atomic phase.
The mfp is generally assumed to be v f × τ, where v f is the Fermi velocity and τ is the relaxation time. At the metallization density of 0.385 mol/cm 3 , τ is determined from reflectance data to be ∼1.2 × 10 −16 s and the mfp is about 3.317 Å compared with an interatomic spacing, a ∼ 1.29 Å.
The Free-Electron Model
The Drude free-electron model is a fundamental approach to studying equilibrium transport properties of conducting systems. Indeed it has been successfully employed to describe reflectance measurements (optical conduction) in shocked compressed water (41), helium (42), fused silica (43), diamond (44), LiF (45), Al 2 O 3 (45), and hydrogen (15, 17, 18 , 46) at more extreme conditions, up to 20 Mbar and 20,000 K. Unlike all of these previous cited shock-wave experiments, which relied on a single-wavelength reflectance measurement and simply assumed the applicability of the Drude model, we have measured reflectance at multiple wavelengths over a region of 1-2.33 eV and conclusively established a distinct free-electron behavior. That is, the LMH reflectance increases as a function of increasing wavelength. The wavelength dependence observed is well described by the Drude model (see fit in Fig. 2 and Fig. S6) .
Theoretically, the free-electron model is applicable when the electron subsystem is both degenerate, that is T << T f and the ratio of a dimensionless Z=« f τ is less than unity, where « f = 16.4 eV is the Fermi energy at 140 GPa (2,500 K). The second criterion is related to the Boltzmann conduction transport theory, where the scattering of electrons off ions is assumed to be a weak quantum perturbation to the system. In our experimental conditions, both of the above criteria are very well satisfied.
An interesting result from our current data is that close to the metallization boundary, where reflectance is steeply rising, the energy dependence of this measured reflectance cannot be described by the Drude model in its simplest terms. Additional terms that accounts for partial ionization (low density of carriers accounting for the lower reflectance) or the effects of core electrons might be needed to provide a more accurate description of the reflectance in that region.
Uncertainties in the Dynamic Shock-Wave Conductivity Experiments
In the four-probe arrangement used in the 1996 shock-wave conductivity experiments, a calibration calculation is used to determine the cryogenic sample cell dimension at different compressions (4, 6) . This calibration calculation is used to relate the measured resistance value to the reported resistivity at these compressions. These calculations assume an equilibrium current density over the cross-sectional area of the two current measuring electrodes, i.e., that the electrodes are flush at the sapphire anvil/ hydrogen interface. However, as noted in Nellis et al. (4) , the electrodes intrude into the hydrogen samples "a few 10 μm" because of different shock impedances of steel and sapphire. This is comparable to the sample thickness of 50 μm, and can perturb the current density leading to additional uncertainty in the conductivity. This could possibly explain the difference between our determined conductivities and those earlier reported by Weir et al. (6) .
Calculations of the microtransport properties of LMH relevant to planetary conditions are provided below.
Conductivity of Hydrogen-Helium Mixture
The addition of helium to the metallic fluid could decrease the conductivity by adding more scattering centers. However, Lorenzen et al. extensively studied transport properties of hydrogen-helium mixtures as a function of helium fraction for similar conditions to those experimentally reported here (47). They showed that the addition of 8.57% helium to a conducting hydrogen fluid, the mean protosolar value, only decreases the mixture conductivity by 20-25%. This should be compared with our quote uncertainty of 15%. As the helium fraction increases, the drop in the conductivity is more pronounced. However, at much higher P-T conditions, helium is expected to contribute to conduction of the mixture.
Magnetic Reynolds Number and Magnetic Diffusivity
In magnetohydrodynamics, the electrical conductivity σ is usually expressed in terms of the magnetic diffusivity β with β = 1/μ 0 σ, where μ 0 is the magnetic vacuum permeability.
The important quantity in dynamo action theory is the magnetic Reynolds number R m , which assesses whether the dynamo action at a certain depth is possible. R m measures the ratio of magnetic field production to Ohmic dissipation and is equal to R m = v conv L/β. Here, v conv is the convective flow velocity, β is the magnetic diffusivity, and L is the characteristic length scale for the conducting core. Dynamo numerical simulations suggest that R m must typically exceed 50 to guarantee dynamo action (48). In the regime where the magnetic field is generated, v conv is predicted to be in the range of ∼0.1-1 cm/s (9) . Since L is of the order of a few 10 9 cm, the largest acceptable value for β is ∼10 7 cm 2 /s for the outermost dynamo generating region. For the conductivities observed in our experiments, β ∼ 0.56 × 10 4 cm 2 /s at pressures corresponding to 0.84 of Jupiter's radius and 0.64 of Saturn's radius (25). The addition of 10% helium is unimportant for these conductivity estimations, since at these P-T conditions helium still has a rather high ionization potential (26). We note that these values are now very similar to recent estimates for the Earth iron core mantle boundary, yielding β ∼ 0.59 × 10 4 cm 2 /s (49). If metallization and dissociation occur continuously through the Jovian isentrope, then the depth, corresponding to β = 10 7 cm 2 /s, is more likely shallower than previous estimates and may well extend to more than ∼0.91 R J . This region is at roughly 7,000 km depth and corresponds to where the Jovian isentrope intersects the 50% dissociation line of hydrogen predicted by the DFT calculations (26). We note that these values are larger than most previous estimates that place the source region of the Jovian dynamo at depths of 0.85-0.8 R J (28-30) and much larger than the usual definition of the Jovian metallic core (9) .
Thermal Conductivity
For degenerate simple metals at high temperatures, thermal conductivity λ is dominated by electronic transport. The relation between electrical and thermal conductivity in metals should be well described by the Wiedemann-Franz law. Using the Lorentz number L 0 as a proportionality constant, λ = σL 0 T, where T is the temperature in kelvin. At conditions of the Jovian interior (4,000 K and 140-170 GPa), λ ∼ 100-140 W/mK. We note that there could be some systematic uncertainty due to the unknown dependence of σ of LMH on temperature, although most theoretical treatments either assume or have shown some weak dependence. The ionic contribution to the thermal conductivity is known to be rather small and can be ignored. Our value is in very good agreement with recent theoretical calculations of λ for LMH (3) but higher than those calculated along Jovian adiabat (26).
Thermal Diffusivity
The important quantity that characterizes heat transport is thermal diffusivity, which is given by κ = λ/ρC p , where C p is the specific heat capacity at constant pressure and ρ is the density in gm/cm 3 . In the high-temperature limit for liquid metals, C p can be assumed to be 3NK B where N is the ion density at the conditions of our experiment and K B is the Boltzmann constant. Like the conductivity, thermal diffusivity is dominated by electronic transport in a degenerate system, κ ∼ . LMH reflectance data as a function of energy at 140 GPa. Two different Drude reflectances are calculated for 5% and 10% dissociation fraction reported at ref. 6 . We show that irrespective of our choice of τ, a small dissociation fraction cannot fit the energy dependency of our reflectance data. The calculated reflectance using the MIR limit is plotted for comparison. . Real part of the dynamic conductivity plotted as a function of energy using the SD model for different c values compared with the Drude freeelectron model. Notice that as c increases, the infrared peak shifts to lower frequencies and the optical conduction becomes more Drude-like. The purple point is the optical conductivity datum from the reflectance measurement at 1.2 eV.
