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DENSIT` A PREDITTIVE
Il macro argomento trattato in questo elaborato ` e la previsione statistica. Preve-
dere dal punto di vista statistico ` e intesa come la procedura per determinare con
minor errore possibile la realizzazione di un oggetto osservandone altri. Esistono
diverse tipologie di previsioni statistiche che si possono eseguire. Ci si riferisce
principalmente alla previsione puntuale e a quella intervallare. Il primo tipo di
previsione si occupa di calcolare con la massima accuratezza una certa realizza-
zione futura di una variabile in base, ad esempio, ad un modello parametrico
stimato; nella previsione intervallare invece si presenta un range entro il quale si
ritiene che la realizzazione futura rientrer` a con una data probabilit` a di copertura.
Si sa che accanto ad ogni previsione puntuale un buon statistico afﬁanca una mi-
sura della sua precisione ecco dunque che sorgono molti indicatori di bont` a della
previsione che si occupano di misurare, secondo una certa metrica, la distanza tra
il dato previsto e la sua realizzazione come ad esempio il MSE (Mean Square Er-
ror). Nella previsione intervallare si pu` o affermare che l’incertezza ` e incorporata
dalla previsione stessa, infatti la previsione intervallare viene calcolata a partire
da un certo livello di copertura e determinando l’intervallo tale da avere proprio
una probabilit` a pari al livello di copertura di contenere l’ignoto futuro valore.
Argomento di questa testi ` e la previsione dell’intera densit` a di probabilit` a di una
certa variabile futura; in questo modo si ottiene una precisa descrizione dell’in-
certezza della previsione insita proprio nella particolare forma della distribuzio-
ne prevista, si veda Tay e Wallis (2000) per una rassegna sul tema. L’ambito nel
quale si calcolano e valutano le previsioni in questo lavoro ` e economico e i da-
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ti con cui si lavora sono serie storiche, ovvero realizzazioni di variabili aleatorie
indicizzate dal tempo. La previsione ` e l’applicazione statistica che risulta di mag-
giore utilit` a per l’economia, infatti, una volta costruito un modello basato su dati
economici, le analisi previsive consentono di poter conoscere i probabili sviluppi
futuri delle variabili in gioco. Pensando in ambito ﬁnanziario una previsione di
questo tipo pu` o essere molto utile ad esempio a calcolare con quale probabilit` a
si potr` a veriﬁcare un certo, magari spiacevole, evento come un rendimento forte-
mente negativo di un titolo.
La previsione ` e cos` ı importante che nella maggior parte delle applicazioni eco-
nomiche non ` e di interesse primario individuare un modello che garantisca un
ottimo adattamento ai dati, quanto un modello che abbia buone capacit` a previ-
sive. A sostegno di ci` o si ricorda l’esempio del VaR (Value at Risk), uno dei pi` u
utilizzati metodi per misurare i requisiti patrimoniali necessari per far fronte ad
una forte perdita inattesa, che viene valutato, mediante procedure di backtesting,
su dati out-of-sample piuttosto che sulla serie stessa utilizzata per il calcolo. Lo
stesso dicasi per dati provenienti da borsa elettrica come prezzi di energia; anche
in questo caso sar` a importante adottare un modello in grado di prevedere, con
buon grado di approssimazione, i picchi di prezzo o comunque il suo andamento
nelbreveperiodopiuttostocheunmodellodalqualerisultiunottimoadattamen-
to ai dati. Anche in ambito macroeconomico ` e importante adottare modelli che
garantiscano, piuttosto che un eccellente adattamento ai dati, una buona capacit` a
previsiva al ﬁne di poter anticipare gli sviluppi delle variabili che riguardano il
ciclo economico e prendere quindi decisioni, ad esempio di politica monetaria, di
conseguenza.
La densit` a predittiva in ambito di serie storiche, ovvero di dati serialmente di-
pendenti, ` e un argomento ancora piuttosto poco dibattuto in ambito di ricerca e
relativamente nuovo e il suo interesse ` e in forte crescita in quanto calcolare con
precisione previsioni dell’intera densit` a di una variabile permette di avere tra le
mani uno strumento molto versatile a partire dal quale ` e possibile ad esempio
calcolare la probabilit` a di avere una realizzazione futura minore (o maggiore) di3
una certa soglia critica di interesse. Sostanzialmente la densit` a predittiva non ` e
che una generalizzazione della previsione intervallare, infatti data la densit` a pre-
vista ` e sufﬁciente calcolare dei quantili per disporre di un intervallo di previsione
con una certa probabilit` a di copertura; inoltre ` e possibile ricavare anche previsio-
ni puntuali da essa mediante diverse tecniche ad esempio applicando il valore
atteso oppure generando realizzazioni future dalla densit` a predetta.
Sono diverse le problematiche a cui si va incontro quando si calcolano previsio-
ni di densit` a in ambito di serie storiche. Nel caso di serie di dati indipendenti
e identicamente distribuiti si possiedono molti dati che provengono da un’unica
distribuzione, dunque prevedere una certa densit` a per il futuro pu` o non essere
particolarmente complesso; in questo caso infatti la distribuzione pu` o essere nota
se vengono fatti assunti distributivi sui dati oppure pu` o essere calcolata non pa-
rametricamente ricampionando, con tecniche bootstrap, i dati e stimando poi una
densit` a ad esempio tramite una funzione nucleo. Nel caso di serie storiche di dati
dipendenti prevedere l’intera densit` a della realizzazione futura della variabile in
esame non ` e cos` ı banale in quanto ogni singolo valore della serie ` e realizzazione
di una distribuzione potenzialmente differente; saranno dunque necessarie tec-
niche (parametriche, semiparametriche o non parametriche) pi` u soﬁsticate e che
tengano conto della dipendenza presente nella serie originale.
La vera caratteristica che distingue questo tipo di previsione dalle altre ` e il fatto
che l’oggetto della previsione non ` e un valore osservato; nel caso di previsione
puntualeeintervallareessariguardalavariabileosservataequestorendeagevole
anche la fase di valutazione della bont` a previsiva. Nel caso di densit` a predittiva
il fatto che l’oggetto della previsione non ` e un valore osservato complica le pro-
cedure di calcolo previsionale e inoltre rende pi` u complessa la valutazione della
bont` a previsiva in quanto non ` e pi` u possibile effettuare un confronto tra valore
realizzato e valore previsto.
Riguardo i diversi metodi di calcolo della densit` a predittiva si ` e accennato che
possono essere principalmente di tre tipi differenti: parametrico, semiparametri-
co o non parametrico. ´ E importante chiarire ﬁn da subito cosa si intende per pro-4 CAPITOLO 1. DENSIT ` A PREDITTIVE
cedura parametrica, semiparametrica o non parametrica in questo lavoro di tesi;
con questi aggettivi ci si pu` o riferire sia alla presenza di modelli parametrici da
stimare per pervenire alla densit` a predittiva, sia al ricorso ad assunti distributivi
che vincolano le previsioni ad assumere una certa precisa forma. Le procedure
che ricorrono a metodi parametrici sia per modellare la serie di partenza secon-
do un certo particolare processo sia in merito alle assunzioni distributive circa
l’errore di questo modello rientreranno tra le procedure parametriche. Quelle in-
vece per le quali viene imposto un certo processo del quale ` e necessario stimare
i parametri ma sfruttano tecniche non parametriche per pervenire alla densit` a
predittiva, senza cio` e ricorrere ad assunti distributivi, saranno catalogate come
procedure semiparametriche. Inﬁne quelle procedure per le quali non si fa ricor-
so alla stima di nessun modello parametrico ma viene indagata non parametrica-
mente la dipendenza dei dati e inoltre sono assenti assunti distributivi rientrano
tra le procedure non parametriche.
La scelta di una di queste tecniche dipende in prima battuta dalle caratteristiche
della serie a disposizione per la previsione, dagli assunti pi` u o meno vincolanti
che si ` e disposti a fare e dalla complessit` a computazionale che si vuole sopporta-
re. Se la serie in analisi presenta precise caratteristiche di un particolare processo
allora l’ideale sar` a utilizzare un metodo parametrico che si basi sulla stima di
quel particolare processo; ad esempio se la serie di partenza presenta caratteristi-
che di stazionariet` a, omoschedasticit` a e presenta autocorrelazione assimilabile a
quella di un processo AR(1) si presume che un metodo parametrico basato sulla
stima di un AR(1) ottenga buoni risultati previsivi. Qui tuttavia sorge un gran-
de limite delle procedure parametriche: esse si basano su assunti distributivi che
spesso sono molto restrittivi e portano a perdita di generalit` a. Quando si ha a
che fare con dati ﬁnanziari (i.e. rendimenti) ` e noto che considerare normale la di-
stribuzione degli errori di un modello parametrico ` e un assunto poco sostenuto
dall’evidenza empirica; i rendimenti ﬁnanziari infatti presentano caratteristiche
di leptocurtosi ovvero rendimenti grandi (in modulo) si presentano con un fre-
quenza maggiore che nel caso normale. Per ovviare a questo problema legato5
agli assunti distributivi ` e possibile focalizzarsi su tecniche semiparametriche che
prevedono prima di stimare un certo modello e dopo averne calcolato gli errori
utilizzare tecniche di ricampionamento da essi al ﬁne di raggirare il limite del-
l’assunto distributivo.
Il vantaggio delle tecniche non parametriche ` e che sono totalmente slegate da as-
sunti non solo distributivi, ma anche parametrici appunto. Quando si adoperano
queste tecniche non viene imposta nessuna forma parametrica da stimare ma si
indaga la dipendenza dei dati tramite metodi spesso pi` u soﬁsticati che saranno
presentati nel dettaglio in seguito.
Nellasceltadelmodellodaapplicarepercalcolareleprevisionididensit` a ` eneces-
sario anche tenere conto che man mano che si adoperano tecniche pi` u soﬁsticate
la complessit` a computazionale aumenta; in genere infatti le tecniche non para-
metriche necessitano di tempi di calcolo maggiori rispetto alle altre soprattutto
man mano che aumenta l’orizzonte previsivo. Un altro fattore che fa aumentare
la complessit` a computazionale delle procedure di calcolo di densit` a predittiva ` e
la numerosit` a campionaria a disposizione.
In questo lavoro di tesi saranno utilizzati per il calcolo delle previsioni di densit` a
metodi parametrici, semiparametrici e non parametrici e sar` a di interesse andare
a osservare il loro funzionamento quando vengono applicati sia a serie simulate,
delle quali quindi si conosce il processo generatore, sia a serie reali per valutare
la reale utilit` a delle previsioni in ambito economico.
L’aspetto della valutazione ` e molto importate per qualunque tipo di previsione
statistica dunque le densit` a predittive calcolate saranno in qualche modo valutate
per essere o meno ritenute delle buone previsioni, si veda Berkowitz (2000). Come
gi` a accennato in precedenza non ` e immediato individuare un modo per valutare
una certa densit` a prevista a causadel fatto che l’oggetto della previsione non ` e os-
servabile direttamente, dunque non ` e possibile eseguire un confronto tra oggetto
previsto e oggetto realizzato come invece ` e possibile fare nel caso della previsione
puntuale. La maggior parte dei test eseguiti si basa sul risultato teorico dovuto a
Rosenblatt (1952) e conosciuto sotto il nome di Probability Integral Transform (PIT)6 CAPITOLO 1. DENSIT ` A PREDITTIVE
il quale afferma che la trasformazione indotta dalla funzione di ripartizione con-
duce a una variabile casuale Uniforme tra 0 e 11. Applicando quindi la funzione
di ripartizione derivata dalla densit` a prevista al dato realizzato si dovrebbe di-
sporre di una serie di valori uniformi e indipendenti. Per questo motivo i test per
lo pi` u valutano l’uniformit` a e l’indipendenza dei dati sui quali ` e stata eseguita
la Probability Integral Transform. Inoltre, nelle analisi graﬁche preliminari per la
valutazione dei vari metodi previsivi risulta utile osservare gli istogrammi dei
valori PIT che dovranno essere sufﬁcientemente piatti e gli autocorrelogrammi
dei livelli, oltre che delle potenze di essi, che dovranno presentare caratteristiche
di assenza di correlazione. Per completare la fase di valutazione si ` e ritenuto di
dover indagare la conformit` a tra densit` a previste e dati osservati mediante un
confronto analogo alle analisi di backtesting che si compiono nella valutazione di
un modello per il VaR; ci si riferisce a test che si occupano di valutare la corretta
copertura degli intervalli di conﬁdenza ricavati dalle densit` a predittive effettuan-
do un confronto tra il numero di sforamenti dei dati osservati da tali intervalli e
il numero di sforamenti attesi dato il livello di conﬁdenza e inoltre veriﬁcare che
questi sforamenti siano indipendenti.
Il seguito di questo lavoro di tesi sar` a cos` ı strutturato come segue. I capitoli 2 e 3
rappresentano il fulcro del lavoro svolto in merito rispettivamente alle procedure
di calcolo delle previsioni e alle tecniche per la loro valutazione. Saranno quindi
descritti alcuni metodi di calcolo di densit` a predittive e vari test ai quali si ricorre
per valutare la bont` a di queste densit` a.
La fase applicativa del lavoro si sviluppa negli ultimi due capitoli. Il capitolo 4
riguarda le analisi effettuate su dati simulati. Il capitolo 5 contiene le analisi su
dati reali per poter provare la reale utilit` a delle previsioni calcolate e confrontare
le diverse tecniche presentate nel corso dell’elaborato.
1Si rimanda alla sezione 3.1 per i dettagli di questo risultato teorico e la sua dimostrazione.Capitolo 2
METODOLOGIE DI CALCOLO
PREVISIONALE
In questo capitolo saranno descritte le procedure implementate per il calcolo del-
la densit` a predittiva che saranno suddivise in parametriche, semiparametriche
e non parametriche. Si tratta di procedure che cercano di prevedere la media
condizionata della serie storica di partenza anche se in alcune di esse si tiene in
considerazione anche la varianza condizionata. Si ricorre quindi, nella maggior
parte delle procedure implementate, alla seguente scomposizione delle serie in
esame:
yt = mt(It−1) + σt(It−1)ǫt (2.1)
dove mt(·) rappresenta appunto la media condizionata all’informazione dispo-
nibile all’istante t − 1 mentre σt(·) la varianza condizionata, presente in quelle
procedure che si occupano di cogliere anche l’eventuale presenza di eterosche-
dasticit` a condizionale residua, una volta stimata la componente media. I diversi
metodi di calcolo di densit` a predittiva si differenziano per le metodologie a cui
ricorrono per calcolare la componente media e la componente varianza, ad esem-
pio tramite la stima di modelli parametrici o di regressioni non parametriche.
La logica secondo la quale si perviene alla previsione di densit` a per le procedure
semiparametriche e non parametriche ` e quella di calcolare molte replicazioni del-
le previsioni puntuali dalle quali poi stimare non parametricamente la densit` a.
Le metodologie implementate fanno principalmente riferimento a modelli uni-
variati, tuttavia, poich´ e facendo dipendere la serie in esame da una moltitudine
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di fattori si rende pi` u ﬂessibile e accurata la procedura stessa, si ` e pensato di im-
plementare anche una procedura basata su una regressione multipla. Grazie a
questa sar` a possibile ad esempio tenere conto di fattori di stagionalit` a oltre che
autoregressivi nella modellazione della serie storica in esame.
2.1 Procedure parametriche
La procedura parametrica (p) di calcolo previsionale utilizzata si basa sulla stima
di un modello ARMA(1,1)-GARCH(1,1), ovvero un modello che impone un com-
portamento ARMA per media condizionale e un comportamento GARCH per
la varianza condizionale. Si assume dunque che le osservazioni y1,...,yn siano
generate dal seguente processo:
yt = ayt−1 + bet−1 + et
et =
 
htǫt
ht = ω + αe
2
t−1 + βht−1
con |a| < 1 ,|b| < 1,ω > 0,α > 0,β > 0 e |α + β| < 1 (2.2)
Oltre all’assunzione parametrica che riguarda il modello generatore dei dati, in
questa procedura ` e stato necessario effettuare anche un’assunzione distributiva
che riguarda il termine di errore. Si ritiene infatti che ǫt ∼ N(0,1).
Questa procedura si occupa dunque in prima battuta della stima del modello ap-
pena descritto. Una volta ottenute le stime dei parametri ` e possibile procedere
con il calcolo delle previsioni T passi in avanti della componente media e della
componente varianza. Essendo questo un metodo di calcolo di previsione della
densit` a completamente parametrico, la forma delle distribuzioni predette sar` a la
medesima assunta per il termine d’errore, dunque normale, e i suoi parametri
saranno quelli previsti per le componenti media e varianza.
Questa metodologia di calcolo tiene conto della media condizionale ma model-
la anche la varianza condizionale sempre vincolatamente ad un preciso processo
parametrico infatti, come gi` a sottolineato, in questo modello l’eteroschedasticit` a
condizionale ` e colta dalla parte GARCH. Il maggior limite di questo modello2.2. PROCEDURE SEMIPARAMETRICHE 9
risiede nel fatto che risulta cruciale la scelta della distribuzione del termine di
errore in quanto da essa dipender` a la forma di ogni densit` a predetta. La scelta
della distribuzione normale, ad esempio nel caso in cui la serie della quale calco-
lare previsioni sia una serie di rendimenti ﬁnanziari, non risulta molto oculata; in
effetti i dati ﬁnanziari presentano lieve asimmetria e leptocurtosi, caratteristiche
non conciliabili con la distribuzione gaussiana. Tuttavia scegliedo una distribu-
zione per gli errori con code pesanti e magari con parametro di asimmetria si
potrebbe apportare ﬂessibilit` a a questa tecnica previsiva che comunque risenti-
rebbe ancora della rigidit` a delle assunzioni parametriche del modello generatore
dei dati.
2.2 Procedure semiparametriche
Queste procedure, come la precedente, si basano tutte sull’assunzione che il mo-
dello generatore dei dati sia di tipo parametrico. La prima procedura semipara-
metrica implementata si basa sulla stima di un modello autoregressivo di primo
ordine, mentrelesuccessiveconsideranounmodelloARMA-GARCHesattamen-
te come descritto nelle equazioni 2.2; dunque, in questo caso, si tratta sostanzial-
mente di varianti della stessa procedura e che si differenziano per il metodo di
calcolo delle replicazioni delle previsioni puntuali dalle quali poi viene stimata
non parametricamente la densit` a predetta.
Mentre per le procedure che si basano su un modello ARMA-GARCH le com-
ponenti mt(It−1) e σt(It−1) vengono stimate esattamente come nella procedura
parametrica, nel caso di assunzione di processo AR(1) si tiene conto esclusiva-
mente della componente media per pervenire al calcolo delle densit` a predittive
ricercate; rispetto alla procedura parametrica viene comunque meno la rigidit` a
distributivalegataall’assuntoriguardoiltermined’errore. Perquantoriguardale
procedure che si basano su un modello ARMA-GARCH si ` e ritenuto di includere
diverse varianti di uno stesso metodo al ﬁne di sfruttare l’apporto di diverse fonti
di variabilit` a per pervenire alle replicazioni delle previsioni puntuali. Una volta
stimati i parametri del modello infatti tali replicazioni possono risentire di diver-10 CAPITOLO 2. METODOLOGIE DI CALCOLO PREVISIONALE
si tipi di variabilit` a, ovvero il loro calcolo ` e possibile grazie alla variabilit` a fornita
da diversi elementi. Tra le procedure semiparametriche implementate emergono
due tipi di variabilit` a usati per il calcolo delle previsioni puntuali: quella dovuta
al termine di errore e quella imputata alla variabilit` a delle stime dei parametri.
Prima di procederecon la descrizione dettagliatadellediverse procedure semipa-
rametriche si ritiene di dover spiegare una tecnica utilizzata in questo lavoro per
generare numeri pseudocasuali da distribuzioni stimate con il metodo del kernel
e utilizzata per il calcolo della densit` a predittiva all’interno di qualche procedura
semiparametrica implementata.
2.2.1 Generare da distribuzioni stimate non parametricamente
In statistica computazionale vengono studiate una serie di tecniche per genera-
re numeri da determinate distribuzioni. Quando la distribuzione dalla quale si
vuole generare ` e parametrica esistono diversi metodi che, basandosi principal-
mente su algoritmi congruenziali per generare numeri pseudocasuali uniformi
tra 0 e 1 e sull’inversione della funzione di ripartizione oppure su algoritmi come
quello di accettazione/riﬁuto, generano numeri con le caratteristiche desiderate.
Quando invece la densit` a dalla quale si vuole generare ` e stimata non parametri-
camente ` e necessario ricorrere ad altri metodi per simulare da essa.
La stima kernel della densit` a di valori y1,...,yn ` e:
ˆ f(y) =
1
nh
n  
i=1
k
 
y − yi
h
 
(2.3)
in cui k(·) ` e una funzione nucleo. La logica della stima non parametrica della
densit` a col metodo del nucleo ` e dunque quella di pesare ogni valore nel quale
si vuole calcolare la densit` a con le osservazioni vicine mediante un’opportuna
funzione kernel e un parametro di lisciamento h che indica l’ampiezza della zona
nella quale ricercare i punti vicini a y.
Il meccanismo che si ` e implementato per poter generare valori da una densit` a
stimata non parametricamente prevede, dopo aver stimato appunto la densit` a
dalla quale si vuole generare mediante un nucleo gaussiano, di simulare valori
daunanormalecon mediacampionatacasualmentedaivaloriy1,...,yn evarianza2.2. PROCEDURE SEMIPARAMETRICHE 11
pari al parametro di bandwidth usato per la stima della densit` a. La logica ` e dun-
que quella di perturbare casualmente i valori originali tenendo in considerazione
l’ampiezza di banda utilizzata per la stima kernel della densit` a. Un esempio gra-
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Figura 2.1: Istogramma e stima kernel della densit` a di 5000 valori generati da una variabi-
le chi-quadrato con 7 gradi di libert` a e di 106 valori generati dalla stima non parametrica
dei valori chi-quadrato.
ﬁco della bont` a di funzionamento della procedura appena descritta si pu` o avere
osservando la ﬁgura 2.1.
2.2.2 Procedura AR + bootstrap
La prima procedura semiparametrica implementata (spAR) si basa sulla stima
di un modello AR(1), dunque si assume che le osservazioni siano generate dal
seguente processo:
yt = ayt−1 + ǫt
con |a| < 1 (2.4)12 CAPITOLO 2. METODOLOGIE DI CALCOLO PREVISIONALE
Una volta stimato il modello si focalizza l’attenzione sui residui che vengono
ricampionati al ﬁne di generare replicazioni delle previsioni puntuali, dunque
la fonte di variabilit` a che viene considerata ` e appunto quella relativa al termi-
ne d’errore del modello. La logica secondo la quale si perviene alle previsioni
puntuali ` e la seguente:
y
(1)
t+i = ˆ ayt+i−1 + ǫ
∗
1
y
(2)
t+i = ˆ ayt+i−1 + ǫ
∗
2
(...)
y
(B)
t+i = ˆ ayt+i−1 + ǫ
∗
B
dove l’asterisco indica l’elemento ricampionato tramite bootstrap.
Una volta ottenute le replicazioni delle previsioni puntuali ` e possibile stimarne
una densit` a tramite una funzione kernel esattamente come indicato al paragrafo
precedente nella formula 2.3. ´ E facile intuire che la fonte di variabilit` a che per-
mette di calcolare la previsione della densit` a vera e propria ` e il termine di errore
in quanto da esso derivano i residui del modello che vengono ricampionati al ﬁne
di ottenere le B repliche delle previsioni puntuali.
2.2.3 Procedura ARMA-GARCH + bootstrap
Come nella precedente, anche nella prima procedura semiparametrica che assu-
me una forma ARMA-GARCH per il modello generatore dei dati (sp1), si focaliz-
za l’attenzione sui residui del modello, dunque la fonte di variabilit` a che viene
considerata al ﬁne di generare replicazioni delle previsioni puntuali ` e appunto
quella relativa al termine d’errore del modello. Dopo aver eseguito la stima del
modello ARMA-GARCH e aver calcolato le previsioni della componente media
e della componente varianza, al ﬁne di calcolare le repliche delle previsioni pun-
tuali, vengono ricampionati i residui del modello. La logica per il calcolo delle2.2. PROCEDURE SEMIPARAMETRICHE 13
previsioni puntuali ` e la seguente:
y
(1)
t+i = mt+i(ˆ θ) + σt+i(ˆ θ)ǫ
∗
1
y
(2)
t+i = mt+i(ˆ θ) + σt+i(ˆ θ)ǫ
∗
2
(...)
y
(B)
t+i = mt+i(ˆ θ) + σt+i(ˆ θ)ǫ
∗
B
dove l’asterisco indica l’elemento ricampionato tramite bootstrap.
Si procede esattamente come nella procedura precedente, ovvero ottenute le re-
pliche delle previsioni puntuali si stima non parametricamente la densit` a predit-
tiva.
2.2.4 Procedura ARMA-GARCH + ricampionamento da distribuzione kernel
Una variante (sp2) del precedente metodo semiparametrico di calcolo di densit` a
predittiva utilizza la tecnica per generare valori da una distribuzione stimata non
parametricamente descritta nel paragrafo 2.2.1. Dopo aver eseguito la stima del
modello ARMA-GARCH si calcolano i residui e su di essi si stima non parametri-
camente la distribuzione. Analogamente alla prima variante vengono calcolate
le previsioni per la componente media e per quella varianza e si perviene alla
previsione puntuale estraendo un valore dalla distribuzione dei residui stimata
non parametricamente ottenendo i valori:
y
(1)
t+i = mt+i(ˆ θ) + σt+i(ˆ θ)ˆ ǫ1
y
(2)
t+i = mt+i(ˆ θ) + σt+i(ˆ θ)ˆ ǫ2
(...)
y
(B)
t+i = mt+i(ˆ θ) + σt+i(ˆ θ)ˆ ǫB
dove ˆ ǫ indica l’elemento estratto dalla distribuzione kernel dei residui.
In questo modo ancora una volta il termine che fornisce la variabilit` a tale da cal-
colare le repliche della previsione puntuale ` e l’errore del modello; questa variante
del metodo di calcolo previsionale semiparametrico utilizza un criterio differente
dal precedente per sfruttare la medesima fonte di variabilit` a.14 CAPITOLO 2. METODOLOGIE DI CALCOLO PREVISIONALE
In ambito di valutazione risulter` a molto utile il confronto tra i risultati ottenuti
con queste due varianti del medesimo metodo al ﬁne di apprendere quale tec-
nica per sfruttare la variabilit` a derivata dal termine di errore del modello sia
preferibile.
2.2.5 Procedura ARMA-GARCH con variabilit` a parametri + bootstrap
Laterzavariantedellaprocedurasemiparametricaimplementata(sp3)sidifferen-
zia dalle precedenti proprio per la fonte dalla quale reperire la variabilit` a neces-
saria al calcolo delle replicazioni delle previsioni puntuali usate poi per il calcolo
della densit` a previsita mediante il metodo del nucleo. In questo caso si utilizza-
no tecniche di ricampionamento bootstrap a blocchi applicate alla serie originale
al ﬁne di ottenere, tramite successive stime di modelli ARMA-GARCH, una serie
di repliche del vettore dei parametri stimati dal modello; si calcola quindi non
parametricamente la distribuzione delle stime dei parametri.
Le previsioni della componente media e di quella varianza vengono calcolate uti-
lizzando parametri generati dalle distribuzioni precedentemente stimate tramite
la tecnica descritta nella sezione 2.2.1. Le repliche delle previsioni puntuali si
ottengono secondo questa logica:
y
(1)
t+i = mt+i(ˆ θ1) + σt+i(ˆ θ1)ǫ
∗
1
y
(2)
t+i = mt+i(ˆ θ2) + σt+i(ˆ θ2)ǫ
∗
2
(...)
y
(B)
t+i = mt+i(ˆ θB) + σt+i(ˆ θB)ǫ
∗
B
dove l’asterisco indica un valore ricampionato tramite bootstrap dai residui del
modello stimato sui dati originali.
Le previsioni di densit` a calcolate con questo metodo tengono conto della varia-
bilit` a dei parametri, una fonte di variabilit` a alternativa a quella derivante dal
termine di errore. Avendo a disposizione una serie storica di lunghezza limitata
e calcolandone la stima dei parametri chiaramente i valori che si ottengono non
sono i veri valori dei parametri del modello generatore dei dati; tuttavia repli-
cando con opportune tecniche la serie di partenza ed effettuando molte stime del2.3. PROCEDURE NON PARAMETRICHE 15
modello si pu` o individuare la distribuzione delle stime dei parametri, dunque
diventa possibile indagare circa la variabilit` a attorno ad essi. ´ E proprio questa
variabilit` a che viene tenuta in considerazione quando si calcolano le previsioni
di densit` a in questa variante del metodo semiparametrico.
2.3 Procedure non parametriche
Le procedure non parametriche implementate per il calcolo della densit` a predit-
tiva sono molteplici e si basano principalmente su tecniche di regressione non
parametrica. Si ` e ritenuto interessante implementare diverse procedure non pa-
rametriche in quanto esse permettono di evitare di effettuare assunzioni sia di-
stributive, come ` e gi` a accaduto nel caso delle procedure parametriche, sia sul
modello generatore dei dati; ora chiaramente sar` a abbandonata l’assunzione che
i dati provengano da un modello ARMA-GARCH e la struttura di dipenden-
za di essi sar` a indagata completamente non parametricamente. Cambiando la
prospettiva legata appunto alla presenza di parametri nel modello cambieranno
sostanzialmente anche le fonti di variabilit` a che si considereranno per il calcolo
delle replicazioni utili per giungere poi, sempre mediante una stima kernel della
densit` a, alla previsione ricercata.
Nelle tecniche di regressione non parametrica si fa dipendere la variabile rispo-
sta da un regressore mediante una funzione di regressione non parametrica, non
lineare e di forma non nota, con l’unica assunzione che questa funzione sia sufﬁ-
cientemente liscia. Si considera quindi il modello di regressione omoschedastico:
Yt = f (Xt) + at (2.5)
con at ∼ i.i.d.(0,σ2) e f(·) funzione di regressione.
In alcune procedure implementate si tiene in considerazione anche la varianza
condizionale dunque si considera un modello di regressione non parametrica con
eteroschedasticit` a condizionale speciﬁcato cos` ı:
Yt = f (Xt) + σ (Xt)ǫt (2.6)16 CAPITOLO 2. METODOLOGIE DI CALCOLO PREVISIONALE
con ǫt ∼ i.i.d.(0,1). Nei modelli appena descritti ` e chiaro che f (Xt) = E (Yt|Xt),
ovvero rappresenta la media condizionale della variabile Yt rispetto al regresso-
re, mentreσ (Xt) = V ar(Yt|Xt) = E ((Yt − f (Xt))2|Xt)rappresentalaregressione
non paramertica dei residui della regressione sulla componente media su Xt.
Si pu` o ricorrere a diverse procedure di stima in un modello di regressione non
parametrica; in questo lavoro di tesi sar` a considerata la regressione con funzioni
spline di lisciamento (smoothing spline) e la regressione con il metodo del nucleo
(kernel regression).
Dopo aver presentato le prime due procedure di calcolo di densit` a predittiva,
che utilizzano appunto regressioni non parametriche, sar` a presentata un’ulterio-
re procedura non parametrica che si differenzia dalle precedenti in quanto non si
basa su regressioni; si tratta di un’interessante procedura che si limita ad assume-
re dipendenza markoviana e per l’implementazione della quale si ` e preso spunto
da Manzan e Zerom, (2010).
2.3.1 Procedura spline di lisciamento + bootstrap
La logica generale di questa tecnica previsiva (smsp) prevede la stima successiva
di diversi modelli di regressione per pervenire a repliche delle previsioni pun-
tuali che saranno poi utilizzate per il calcolo della densit` a predittiva. Come gi` a
accennato in precedenza il metodo qui usato per effettuare le regressioni non pa-
rametriche ` e quello che utilizza funzioni spline di lisciamento.
Si ricorda dunque brevemente il funzionamento delle spline; esse sono funzio-
ni polinomiali a tratti utilizzate per approssimare globalmente una funzione di
cui si conosce il valore solo in dei punti (detti nodi). Se si effettuano regressioni
non parametriche mediante spline di regressione sar` a necessario ﬁssare il nume-
ro ed eventualmente la posizione dei nodi; il vantaggio delle funzioni spline di
lisciamento invece ` e proprio quello di evitare la ﬁssazione dei nodi. Per effettua-
re una regressione non parametrica mediante spline di lisciamento ` e necessario
minimizzare la seguente funzione:
D(f,λ) =
n  
t=1
[Yt − f(Xt)]
2 + λ
 
[f
′′(x)]
2dx (2.7)2.3. PROCEDURE NON PARAMETRICHE 17
Si nota come la prima parte della 2.7 misuri il grado di accostamento della fun-
zione ai dati, mentre la seconda parte penalizzi per il grado di irregolarit` a di f.
Il paramentro λ funge da parametro di lisciamento in quanto un valore positivo
ed elevato porta ad una forte penalit` a a causa delle irregolarit` a di f. Il criterio di
scelta del parametro di smoothing ` e automatico ed avviene per cross-validation.
Si considera in questa procedura una nuova fonte di variabilit` a che permette di
giungere al calcolo delle previsioni puntuali; essa fa riferimento al parametro di
lisciamento della regressione effettuata mediante spline. In fase preliminare infat-
ti vengono calcolati una serie di valori del parametro di lisciamento a partire da
serie replicate dalla originale mediante tecniche di bootstrap a blocchi; in seguito
si effettuano tante regressioni della serie originale quanti sono i parametri di li-
sciamento calcolati in precedenza. A questo punto si calcolano le previsioni pun-
tuali per ciascuna regressione effettuata e le si perturbano usando i residui del-
la regressione non parametrica calcolata sulla serie originale. Schematicamente
questa procedura pu` o essere rappresentata cos` ı:
y
(1)
t+i = ˆ f(yt+i−1,λ1) + a
∗
(1)
y
(2)
t+i = ˆ f(yt+i−1,λ2) + a
∗
(2)
(...)
y
(B)
t+i = ˆ f(yt+i−1,λB) + a
∗
(B)
(2.8)
dove l’asterisco indica il valore ricampionato tramite bootstrap.
´ E importante soffermarsi su quali siano le fonti di variabilit` a che rendono pos-
sibile il calcolo delle repliche delle previsioni puntuali; vengono infatti chiamate
in causa in questo metodo di calcolo previsionale diverse fonti di variabilit` a con
lo scopo di generare le previsioni puntuali. Oltre a quella imputabile al termine
d’errore del modello e derivante dal fatto che alle previsioni puntuali calcolate
viene sommato un residuo ricampionato da quelli della regressione sulla serie
originale, emerge anche la variabilit` a fornita dai parametri di lisciamento. Cal-
colare diverse regressioni con diversi valori di λ signiﬁca penalizzare di pi` u o18 CAPITOLO 2. METODOLOGIE DI CALCOLO PREVISIONALE
di meno le funzioni irregolari cos` ı da creare la variabilit` a che concorre al calcolo
delle replicazioni della previsioni puntuali.
2.3.2 Procedura regressione kernel
Questa procedura (rnp) si basa su regressioni non parametriche effettuate con il
metodo del nucleo (kernel regression). L’obiettivo ` e sempre quello di pervenire a
diverse replicazioni delle previsioni puntuali al ﬁne di poter stimare una densit` a
non parametrica su di esse e trovare cos` ı la densit` a prevista. Questa procedura
non si differenzia dalle precedenti solamente per il tipo di regressione non para-
metrica che effettua, ma anche per il fatto che qui viene considerato un modello
di regressione con eteroschedasticit` a condizionale come descritto in 2.6.
Le previsioni puntuali sono calcolate a partire da quelle della componente me-
dia e varianza ricampionando casualmente i residui calcolati del modello; uno
schema della procedura pu` o essere il seguente:
ˆ y
(1)
t+i = ˆ f(yt+i−1) + ˆ σ (yt+i−1)ǫ
∗
1
ˆ y
(2)
t+i = ˆ f(yt+i−1) + ˆ σ (yt+i−1)ǫ
∗
2
(...)
ˆ y
(B)
t+i = ˆ f(yt+i−1) + ˆ σ (yt+i−1)ǫ
∗
B
(2.9)
dove l’asterisco indica l’elemento ricampionato tramite bootstrap.
Effettuare la regressione non parametrica di Yt su Xt mediante metodo del nucleo
signiﬁca stimare laf(·) in un punto x effettuando una media locale ponderata con
pesi che decrescono all’aumentare della distanza tra i punti osservati e x, ovvero:
ˆ f(x) =
1
n
n  
t=1
wt(x)Yt
I pesi vengono scelti ricorrendo a funzioni kernel, ad esempio lo stimatore di
Nadaraya-Watson si trova utilizzando pesi pari a
wt(x) =
Kh(Xt − x)
1
n
 n
t=1 Kh(Xt − x)
Il parametro h (ampiezza di banda) serve ad aumentare la ﬂessibilit` a del metodo
e indica un fattore positivo per il quale viene riscalata la funzione nucleo al ﬁne2.3. PROCEDURE NON PARAMETRICHE 19
di andare ad indagare porzioni pi` u o meno ampie di dati: Kh(x) = 1
hK(x
h).
Questo metodo sfrutta il ricampionamento dei residui come fonte di variabilit` a
per replicare le previsioni puntuali esattamente come nel modello descritto in
2.2.3; si pu` o dunque considerare questo metodo come l’analogo non parametri-
co della procedura semiparametrica 2.2.3. Sar` a interessante valutare come i due
metodi, che sfruttano la medesima fonte di variabilit` a, cercando di cogliere uno
parametricamente e l’altro non parametricamente la media e la varianza condi-
zionale dei dati, funzioneranno su dati simulati al ﬁne di comprendere pregi e
difetti di utilizzare una procedura parametrica piuttosto che una libera da tali
assunti.
2.3.3 Densit` a predittiva markoviana
La procedura di calcolo non parametrica che sar` a ora presentata (mfd) si dif-
ferenzia dalle precedenti in quando non effettua regressioni; si evita dunque di
assumere che la serie da prevedere dipenda dal proprio ritardo 1 e l’assunzione
sulla quale si basa questa procedura ` e pi` u blanda. Si assume che la serie Yt sia
generata da un processo markoviano di ordine p:
Pr(Yt+1 ≤ yt+1|Yt = yt,...) = Pr(Yt+1 ≤ yt+1|Yt = yt,...,Yt−p+1 = yt−p+1)
Questo tipo di assunzione ` e supportata da una grande variet` a di modelli lineari e
non lineari che sono di interesse per l’analisi di serie storiche (AR, SETAR, GAR-
CH,...).
Come per i precedenti metodi descritti, la logica ` e quella di calcolare numerose
replicazioni delle previsioni puntuali e su di esse stimare una densit` a kernel. Qui
il meccanismo che si segue per pervenire alle previsioni puntuali ` e lievemente
pi` u soﬁsticato che nei casi in cui si effettuano regressioni e si basa su un metodo
di indagine della dipendenza dei dati dal proprio passato che utilizza funzioni
nucleo.
Dato il vettore Xt = (Yt,Yt−1,...,Yt−p+1) di lunghezza p e l’insieme Sp,T = (p,p +
1,...,T − 1), dove T rappresenta il numero di osservazioni da considerare per20 CAPITOLO 2. METODOLOGIE DI CALCOLO PREVISIONALE
prevedere YT+1, si calcola:
Pr(J = t) =
K(
XT−Xt
hT )
 
m∈Sp,T K(
XT−Xm
hT )
(2.10)
con t ∈ Sp,T. In questo modo si assegna una probabilit` a a ciascuno dei vettori
Xt che dipende dalla prossimit` a di questo vettore rispetto a XT. Si considera co-
me punto di riferimento il vettore XT perch´ e ` e quello che, secondo l’assunto di
markovianit` a, concorre nella realizzazione del dato da prevedere. Per calcolare
la 2.10 ` e necessario ﬁssare una metrica per poter individuare la distanza tra i vet-
tori; nell’implementazione di questa procedura si ` e ricorso alla distanza euclidea.
Una volta calcolati i pesi da assegnare ai vari vettori si pu` o ricampionare da
essi usando proprio le probabilit` a come pesi in maniera tale che, tramite il ri-
campionamento, venga rispettata la struttura di dipendenza dei dati indagata
per mezzo della 2.10. Una volta estratto un vettore Xt si considera previsione
puntuale il valore che, secondo l’assunto di markovianit` a, ` e stato generato da
esso, ovvero Y ∗
T+1 = Yt+1 dove l’asterisco indica la previsione ottenuta tramite ri-
campionamento. Effettuando B repliche di questa procedura ` e possibile ottenere
Y ∗
T+1,1,Y ∗
T+1,2,...,Y ∗
T+1,B e da esse stimare un densit` a kernel.
In questa procedura non ` e immediato individuare quale sia la fonte di variabi-
lit` a che ha permesso di individuare la densit` a predittiva; essendo che le repliche
delle previsioni puntuali sono state calcolate mediante il ricampionamento dei
dati, dopo averne studiato non parametricamente la dipendenza, si potrebbe af-
fermare che sia proprio la procedura di ricerca della dipendenza dei dati che ha
reso possibile il calcolo della densit` a predittiva. Dunque a fornire la variabilit` a
necessaria per il calcolo della densit` a predittiva ` e stata la tecnica di indagine della
dipendenza dei dati legata all’assunzione di processo markoviano di ordine p.
2.3.4 Procedura GAM + bootstrap
Tutte le procedure sin qui descritte, che fossero parametriche o non parametriche,
calcolano previsioni di densit` a sulla base di stime di regressioni semplici, dunque
modelli nei quali la variabile esplicativa viene spiegata da una sola variabile re-
gressore. Risulta utile in una moltitudine di casi invece studiare le dipendenze da2.3. PROCEDURE NON PARAMETRICHE 21
pi` u regressori, quando ad esempio la serie originale presenta forti caratteristiche
di stagionalit` a; si ` e dunque pensato di implementare anche un metodo di calcolo
di densit` a predittiva basato su una regressione multipla cos` ı da poter includere
nella previsione informazioni provenienti da pi` u regressori. La procedura im-
plementata rientra comunque tra quelle non parametriche in quanto si basa sulla
stima di un modello additivo di tipo GAM (Generalized Additive Model). In questo
modello si considera la seguente regressione:
Yt = f(X1,t,X2,t,...,Xp,t) + at (2.11)
in cui si assume che f(·) abbia la seguente forma: f(X1,t,X2,t,...,Xp,t) = f1(X1,t)+
f2(X2,t) + ... + fp(Xp,t), ovvero che i regressori rientrino non parametricamente
nella regressione in maniera additiva. Ogni funzione fi(·) pu` o essere stimata non
parametricamente secondo qualche metodo (i.e. spline, loess, kernel) e la procedu-
ra mediante la quale si perviene alla stime della regressione multipla si basa su
un algoritmo di backﬁtting.
Mentre nei modelli univariati la scelta del regressore ` e stata sempre limitata al
ritardo della variabile esplicativa stessa, qui si pone il problema della scelta dei
regressori. Essa non pu` o essere standard come nel caso di regressione semplice
ma sar` a frutto di un’attenta osservazione delle caratteristiche della serie di par-
tenza e delle sue interazioni con le variabili candidate a comparire tra i regresso-
ri. Potr` a anche ritenersi preferibile far rientrare una variabile nella regressione in
forma parametrica e in tal caso si otterr` a un modello semiparametrico.
La logica utilizzata per pervenire alle previsioni puntuali basate sulla regressione
multipla ` e la seguente:
y
(1)
t+i = f(x1,t+i,x2,t+i,...,xp,t+i) + a
∗
1
y
(2)
t+i = f(x1,t+i,x2,t+i,...,xp,t+i) + a
∗
2
(...)
y
(B)
t+i = f(x1,t+i,x2,t+i,...,xp,t+i) + a
∗
B
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dove l’asterisco indica l’elemento ricampionato tramite bootstrap.
UnavoltastimatoilmodelloGAMlereplichedelleprevisioni, dallequalisar` apoi
stimata la densit` a predittiva, vengono calcolate perturbando la previsione pun-
tuale ottenuta dal modello sommandone un residuo ricampionato casualmente
dalla serie dei residui.
Nel corso del lavoro di analisi dei dati ci si riferir` a a questa procedura di calcolo
previsionale mediante la sigla gam. La fonte di variabilit` a utilizzata per effettuare
il calcolo della densit` a predittiva, tramite stima kernel delle previsioni puntuali,
` e analoga a quella gi` a incontrata in modelli precedenti e alla quale si riferisce
come variabilit` a fornita dal termine di errore. Qui infatti le repliche delle previ-
sioni puntuali sono calcolate grazie alla serie dei residui del modello stimato, con
i quali si crea variabilit` a attorno appunto alla previsione puntuale cos` ı da poter
permettere la stima non parametrica della densit` a predittiva.Capitolo 3
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Cos` ı come per le procedure di stima puntuale si fa ricorso a misure, quali il MSE
(Mean Square Error), MAE (Mean Absolute Error) etc, anche per le previsioni di
densit` a sar` a necessario ricorrere a strumenti statistici atti a valutare se le previ-
sioni calcolate sono coerenti con i dati osservati out of sample. Si ricorre dunque
all’implementazione di una serie di test per confrontare ciascuna metodologia di
calcolo di densit` a predittiva.
Tuttavia quando l’oggetto della previsione ` e una densit` a di probabilit` a le proce-
dure di valutazione si complicano in quanto non ` e possibile effettuare un con-
fronto diretto tra oggetto previsto e corrispondente oggetto realizzato poich´ e es-
so non ` e osservabile. Come gi` a accennato nel capitolo 1, per ovviare al fatto che
l’oggetto della previsione non ` e ossevabile, ` e necessario ricorrere alla Probability
Integral Transform (PIT) per poter eseguire test con lo scopo di valutare le previ-
sioni di densit` a.
Nel seguito, prima verranno presentati i test atti a valutare la distribuzione dei
valori PIT e successivamente i test che si occupano di studiarne le caratteristi-
che di dipendenza; questi ultimi sono stati suddivisi in test basati su regressioni
ausiliarie e test basati sul rapporto di verosimiglianza. Seguono, nella presenta-
zione dei metodi di valutazione, due test che non sfruttano la Probability Integral
Transform ma si basano direttamente sulle densit` a calcolate; questi effettuano un
confronto tra il livello di copertura teorico e osservato di intervalli di conﬁden-
za calcolati sulle densit` a predittive al ﬁne sempre di fornire informazioni circa la
bont` a delle previsioni.
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Si dedica ora un paragrafo alla descrizione degli strumenti teorici che hanno reso
possibile l’implementazione delle procedure di valutazione.
3.1 Probability Integral Transform
Questo risultato teorico ` e dovuto a Rosenblatt e consiste nel convertire valori pro-
venienti da una qualsivoglia distribuzione continua in valori aventi distribuzione
uniforme. Questo risultato ` e vero a patto che sia nota la vera distribuzione che
ha generato i dati.
Teorema. Data una variabile aleatoria X assolutamente continua, la trasformazione
indotta dalla sua funzione di ripartizione conduce a una variabile casuale U(0,1), ovvero:
Y = FX(X) ∼ U(0,1)
La dimostrazione di questo teorema non ` e complessa e viene riportata per
completezza:
Pr(Y ∈ (−∞,t]) = FY(t) = Pr
 
X ∈ (−∞,F
−1
X (t)]
 
=
= Pr
 
X ≤ F
−1
X (t)
 
= FX
 
F
−1
X (t)
 
= t (3.1)
Dalla dimostrazione si nota che la funzione di ripartizione della variabile trasfor-
mata Y ` e proprio quella di una variabile casuale uniforme.
Dovrebbe risultare ora pi` u chiaro il motivo per il quale si ` e ricorso alla trasfor-
mazione PIT per valutare le previsioni di densit` a; se le previsioni calcolate sono
corrette allora, trasformando i valori osservati out of sample con le funzioni di ri-
partizione corrispondenti alle densit` a previste, si dovrebbe trovare una sequenza
di valori distribuiti uniformemente tra 0 e 1. La maggior parte dei test implemen-
tati dunque si occuperanno di valutare le propriet` a distributive dei dati PIT.
Il risultato teorico di Rosenblatt ` e utilizzato in statistica computazionale per poter
generare da distribuzioni delle quali ` e nota la forma analitica della funzione di
ripartizione; applicando infatti il teorema appena enunciato alla rovescia, ovve-
ro generando valori uniformi e poi trasformandoli con l’inversa della funzione
di ripartizione della distribuzione da cui si vuole simulare, ` e possibile ottenere i3.2. TEST SULL’UNIFORMIT ` A 25
valori con le caratteristiche distributive desiderate.
Alcuni dei test implementati seguono la logica del rapporto di verosimiglianza
e richiedono di lavorare con dati normali; in quei casi quindi si applica l’inversa
della funzione di ripartizione della normale, Φ−1, ai dati PIT per poter disporre
di dati che, sotto l’ipotesi di corretta densit` a prevista, sono normali.
Sipresentanooraitestimplementatiperlavalutazionedellaprevisionididensit` a
effettuate.
3.2 Test sull’uniformit` a
In questa sezione saranno presentati i test che si sono usati per veriﬁcare l’ipo-
tesi nulla di distribuzione uniforme dei dati PIT. Il sistema di ipotesi che si va a
valutare dunque ` e:
H0 : z1,...,zn ∼ U(0,1)
H1 : H0 (3.2)
dove zi rappresenta il dato ottenuto applicando la PIT all’osservazione yn+i della
quale si ` e calcolata la densit` a predittiva.
Si presentano ora il test di Kolmogorov-Smirnov e un test basato sulla statistica
chi-quadrato.
3.2.1 Test di Kolmogorov-Smirnov
Il test di Kolmogorov-Smirnov (KS) ` e un test non parametrico che si occupa di
veriﬁcare la forma delle distribuzioni campionarie. In questo caso, in cui si vuo-
le valutare l’ipotesi nulla di uniformit` a, si andr` a a misurare la distanza tra la
funzione di ripartizione empirica dei dati PIT e la funzione di ripartizione della
variabile casuale uniforme.
La statistica test si basa appunto sulla funzione di ripartizione empirica, che per
il campione ordinato z(1),z(2),...,z(n), ` e data da:
ˆ Fn(z) =
1
n
n  
i=1
Iz(i)≤z (3.3)
dove Iz(i)≤z ` e la funzione indicatrice. La funzione di ripartizione empirica stima
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` e appunto calcolare la distanza tra la ˆ Fn(z) e F0(z), funzione di ripartizione della
distribuzione sostenuta dall’ipotesi nulla, in questo caso uniforme. La distanza
viene misurata mediante il seguente criterio:
Dn = sup
−∞<z<+∞
| ˆ Fn(z) − F0(z)|
Chiaramente l’ipotesi nulla viene accettata per valori piccoli di Dn mentre si ri-
ﬁuta per valori elevati, che suggeriscono discrepanza tra le due funzioni di ripar-
tizione. La distribuzione di probabilit` a della statistica test ` e complessa, tuttavia
non dipende dalla forma funzionale di F0(z).
3.2.2 Test chi-quadrato
La logica di questo test, che sar` a indicato pi` u avanti nell’analisi con la signa unif,
` e quella di suddividere l’intervallo (0,1) in m sottointervalli di lunghezza 1
m e
confrontare le frequenze osservate Nk, ovvero il numero di osservazioni che ca-
dono all’interno dell’intervallo k, con le frequenze attese N
m sotto l’ipotesi nulla di
distribuzione uniforme dei dati PIT. La statistica test ` e:
X
2 =
 
k
(Nk − N/m)2
N/m
(3.4)
Sotto l’ipotesi nulla, secondo la quale z1,...,zn ∼ U(0,1), la statistica test si distri-
buisce come una variabile χ2
m−1. La regione di riﬁuto di questo test ` e unilaterale
destra, ovvero concerne i valori elevati della statistica X2.
3.3 Test basati su regressioni ausiliarie
Dopo aver presentato test che veriﬁcano l’ipotesi di distribuzione uniforme della
trasformazione PIT dei dati osservati out of sample, ci si concentra ora sullo stu-
dio della loro indipendenza. Sotto l’ipotesi di corretta densit` a prevista infatti la
sequenza di z1,...,zn deve avere caratteristiche di indipendenza oltre che di uni-
formit` a.
In questa sezione saranno quindi presentati due test che si basano su regressioni
ausiliarie, ovvero su regressioni che indagano, grazie alla loro precisa forma, una
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a valutare la correlazione seriale dei dati PIT e l’eventuale presenza di eterosche-
dasticit` a condizionale. Per il calcolo di questi test si ` e preso spunto da Manzan e
Zerom, (2010).
3.3.1 Test per l’autocorrelazione seriale
Per testare la presenza di autocorrelazione seriale all’interno della serie di dati
PIT si assume che zn segua il seguente processo:
(zn − z) = α1(zn−1 − z) + ... + αq(zn−q − z) + ǫn (3.5)
´ E possibile testare l’indipendenza lineare dei dati eseguendo un test sulla nullit` a
dei coefﬁcienti αi,∀i = 1,...,q; emerge qui chiaramente l’utilit` a della regressione
ausiliaria, infatti si effettua un test sui coefﬁcienti della regressione per valutare
caratteristiche della serie. Il sistema di ipotesi del test SC infatti ` e:
H0 : α1,...,αq = 0
H1 : H0 (3.6)
Per valutare questo sistema di ipotesi si pu` o usare la statistica test (M − n − τ∗ +
1) × R2, dove M − n ` e il numero totale di previsioni out of sample calcolate, τ∗ ` e il
massimo orizzonte previsivo e R2 ` e il coefﬁciente di determinazione lineare della
regressione ausiliaria stimata. Si pu` o dimostrare che la statistica test si distri-
buisce come una variabile χ2
q sotto l’ipotesi nulla di assenza di autocorrelazione
seriale dei dati PIT.
3.3.2 Test per l’eteroschedasticit` a condizionale
Proseguendo nella valutazione della bont` a delle previsioni calcolate tramite lo
studio delle caratteristiche dei dati PIT, si ` e ritenuto di implementare un test
che veriﬁchi la presenza di eteroschedasticit` a condizionale all’interno della se-
rie z1,...,zn. Anche questo test (HET) si basa su una regressione ausiliaria e
precisamente su:
ǫ
2
n = β0 + β1ǫ
2
n−1 + ... + βrǫ
2
n−r + ηn
dove gli ǫ sono i residui della regressione 3.5. Analogamente al test per la cor-
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coefﬁcienti della regressione:
H0 : β1,...,βr = 0
H1 : H0 (3.7)
L’ipotesi nulla sostiene l’assenza di eteroschedasticit` a condizionale dunque sup-
porta il fatto che i valori PIT presentino caratteristiche di indipendenza e quindi
che le previsioni di densit` a calcolate siano corrette. Anche in questo caso si ri-
corre alla statistica test legata al coefﬁciente di determinazione lineare, ovvero si
valuta il sistema di ipotesi mediante (M − n − τ∗ + 1) × R2 che, sotto l’ipotesi
nulla, si distribuisce come un χ2
r.
3.4 Test rapporto di verosimiglianza
Si ` e pensato di includere tra le procedure di valutazione delle previsioni di den-
sit` a effettuate alcune che facessero riferimento a tecniche basate sulla verosimi-
glianza. Si conosce dalla teoria che il test rapporto di verosimiglianza ` e il test
uniformemente pi` u potente per valutare un certo sistema di ipotesi, ovvero il test
pi` u potente ad un certo livello di conﬁdenza. Dunque si presentano in questa
sezione test basati sul rapporto di verosimiglianza per la costruzione dei quali si
` e preso spunto da Berkowitz, (2000). La logica di applicazione di queste proce-
dure non ` e complessa e prevede di trasformare i dati PIT, uniformi sotto ipotesi
di corretta densit` a prevista, in valori normali tramite Φ−1 e successivamente di
ricorrere al calcolo della verosimiglianza gaussiana.
Sapendochesottol’ipotesidicorrettadensit` apredittivaidatitrasformatidovreb-
bero essere indipendenti e provenienti da una normale standard, yt = Φ−1(zt)
iid ∼
N(0,1), con zt serie dei valori PIT, ` e possibile considerare una grande variet` a di
test basati sul rapporto di verosimiglianza (LR).
3.4.1 Test per l’indipendenza
Una volta calcolata la serie di valori trasformati la logica sulla quale si basano
questi test ` e quella di assumere un certo processo, calcolarne le stime di massima
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coli sui parametri mediante rapporto di verosimiglianza. Il processo che viene
considerato ` e un autoregressivo del primo ordine:
yt − µ = ρ(yt−1 − µ) + et (3.8)
Risulta necessario, per la costruzione dei test qui presentati, ottenere la funzione
di verosimiglianza della serie y1,...,yn; per un processo come quello descritto
dalla 3.8 la funzione di verosimiglianza ` e data da:
l(θ) = −
1
2
log(2π) −
1
2
log(
σ2
1 − ρ2) −
(y1 − µ/(1 − ρ)2
2σ2/(1 − ρ2)
−
n − 1
2
log(2π) −
−
n − 1
2
log(σ
2) −
n  
t=2
(yt − µ − ρyt−1)2
2σ2 (3.9)
Un primo test che si ` e implementato assumendo il processo descritto in 3.8 ri-
guarda esclusivamente l’indipendenza (LRind), dunque sar` a il parametro autore-
gressivo ρ ad essere sottoposto a veriﬁca:
H0 : ρ = 0
H1 : H0 (3.10)
Una volta ottenute le stime dei parametri del processo ` e possibile procedere come
nei classici test rapporto di verosimiglianza dove la statistica test ` e proporzionale
alla differenza tra le log-verosimiglianze sostenute dall’ipotesi nulla e da quella
alternativa. In questo caso si ottiene:
LRind = −2(l(ˆ µ, ˆ σ
2,0) − l(ˆ µ, ˆ σ
2, ˆ ρ)) (3.11)
La statistica test si distribuisce come un χ2
1; valori piccoli della statistica test con-
ducono ad accettare l’ipotesi nulla, mentre valori elevati segnalano discrepanza
tra la verosimiglianza sotto H0 e quella sotto H1 dunque portano al riﬁuto di as-
senza di dipendenza autoregressiva di ordine 1.
Assumendo sempre il medesimo processo, dunque utilizzando ancora la funzio-
ne di verosimiglianza 3.9, ` e possibile valutare un sistema di ipotesi che sottopon-
ga a veriﬁca anche i parametri µ e σ, indagando se essi sono signiﬁcativamente
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sistema di ipotesi che si considera ` e quindi dato da:
H0 : θ = (µ,σ
2,ρ)
′ = (0,1,0)
′
H1 : H0 (3.12)
La statistica test risulta essere:
LR010 = −2(l(0,1,0) − l(ˆ µ, ˆ σ
2, ˆ ρ))
H0 ∼ χ
2
3 (3.13)
Questi sono i test rapporto di verosimiglianza che compaiono nella fase di va-
lutazione dei risultati ottenuti applicando le procedure descritte al capitolo 2. A
sostegno della ﬂessibilit` a di calcolo di questo tipi di test si ricorda che ` e immedia-
to ampliare le ipotesi da sottoporre a veriﬁca al caso in cui si vogliano considerare
maggiori ritardi nell’indagine della dipendenza o valutare la presenza di forme
di dipendenza non lineari.
3.4.2 Test per la bont` a previsiva nelle code della distribuzione
Per rendere completa la valutazione delle previsioni di densit` a calcolate si ` e pen-
sato di implementare un test che indaghi la bont` a previsiva nelle code della di-
stribuzione (LRtail) ricorrendo alle propriet` a della distribuzione normale tronca-
ta. Prevedere accuratamente le code della distribuzione ` e una questione delicata
e non da sottovalutare; infatti le code contengono dati che si realizzano con pro-
babilit` a basse e spesso proprio per questo sorgono problemi di sotto campiona-
mento. Implementare una procedura che vada a valutare proprio la conformit` a
delle code delle distribuzioni empiriche dei dati z1,...,zn trasformati con Φ−1 con
quelle di una normale standard (troncata) arricchisce notevolmente la batteria di
test con i quali si valutano le previsioni calcolate.
Al ﬁne di implementare questo test per prima cosa ` e necessario costruire la se-
rie dei valori troncati y∗
t che si ottengono, dopo aver ﬁssato un certo opportuno
quantile (α) della distribuzione N(0,1) che indica il limite di troncamento dei
dati, in questo modo:
y
∗
t =

 
 
α se yt ≥ α
yt se yt < α
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La funzione di log-verosimiglianza per la serie di dati troncati y∗
t ` e:
l(θ) =
 
y∗
t <α
 
−
1
2
ln(2πσ
2) −
1
σ
(y
∗
t − µ)
2
 
+
 
y∗
t =α
ln
 
1 − Φ
 
α − µ
σ
  
(3.15)
Cos` ı la valutazione riguarder` a la coda sinistra della distribuzione, ma la logica
non cambia affatto se si vuole sottoporre a veriﬁca la coda destra, sar` a sufﬁcien-
te invertire il senso della disuguaglianza nella 3.14. Saranno sufﬁcienti piccole
modiﬁche a questa procedura se si ` e interessati a valutare congiuntamente le due
code delle densit` a predittive calcolate.
Dopo aver stimato i parametri della normale troncata mediante minimizzazione
della log-verosimiglianza ci si occupa di valutare il seguente sistema di ipotesi:
H0 : θ = (ˆ µ, ˆ σ)
′ = (0,1)
′
H1 : H0 (3.16)
La statistica test utilizzata ` e la classica statistica rapporto di verosimiglianza che
misura il grado di discrepanza tra ipotesi nulla e ipotesi alternativa, ovvero:
LRtail = −2(l(0,1) − l(ˆ µ, ˆ σ
2))
H0 ∼ χ
2
2 (3.17)
Con questo test si ` e completata la presentazione delle procedure atte a valutare
la bont` a previsiva studiando le caratteristiche, distributive o di dipendenza, dei
dati PIT o di loro trasformazioni.
3.5 Valutazione di intervalli di conﬁdenza
Si ` e ritenuto opportuno di arricchire la valutazione delle previsioni di densit` a cal-
colate con delle procedure che non indagano le caratteristiche dei valori ottenuti
con la Probability Integral Transform, ma effettuano dei controlli sul livello di co-
pertura effettivo di intervalli ricavati dalle distribuzioni previste.
Adattare questi test al caso di valutazione di densit` a signiﬁca considerare un in-
tervallo ad un certo livello di conﬁdenza delle densit` a e calcolare la serie degli
sforamenti da questo intervallo cos` ı:
It =

 
 
0 se yt+j ∈ [yα
t+j,L,yα
t+j,U]
1 se yt+j  ∈ [yα
t+j,L,yα
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dove L e U che indicano il limite, rispettivamente inferiore e superiore, e α indica
il livello dell’intervallo della densit` a prevista ft+j(·).
I test a cui si fa riferimento, se applicati alla serie degli sforamenti cos` ı calcolati,
forniranno indicazioni circa la corretta copertura degli intervalli proposti (a quel
dato livello di conﬁdenza) e sull’indipendenza di tali sforamenti, dunque sull’e-
ventuale presenza di fenomeni di clustering nella serie degli sforamenti.
Si tratta di test usati in applicazioni ﬁnanziarie quali la validazione di un mo-
dello per il VaR (Value at Risk); non ` e atipico prendere spunto da procedure di
backtesting per la validazione del VaR per valutare densit` a predittive in quanto
queste si occupano di controllare che il numero di sforamenti del VaR in un certo
intervallo di tempo sia coerente con il livello di conﬁdenza al quale il VaR ` e stato
calcolato (test di Kupiec) e anche che tali sforamenti siano indipendenti (test di
Christoffersen).
3.5.1 Test di Kupiec
Questo test confronta la percentuale di osservazioni che cadono al di fuori del-
l’intervallo (ˆ p), calcolata facendo la media dei valori It, con quella attesa (p) dato
il livello dell’intervallo scelto. Il sistema di ipotesi da saggiare ` e quindi dato da:
H0 : ˆ p = p
H1 : ˆ p  = p (3.18)
Si usa anche qui la tecnica del test rapporto di verosimiglianza e, ricordando la
densit` a di un variabile binomiale, si ha che:
LKup = −2ln(L(p)/L(ˆ p)) =
= 2ln((1 − ˆ p)
n−kˆ p
k) − 2ln((1 − α)
n−kα
k)
H0 ∼ χ
2
1 (3.19)
con k =
 n
t=1 It che indica il numero di sforamenti. Questo test valuta la corretta
copertura delle previsioni di densit` a effettuate e sar` a abbreviato pi` u avanti con
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3.5.2 Test di Christoffersen
Questo test di occupa di valutare la corretta copertura congiuntamente all’in-
dipendenza degli sforamenti. Per quanto riguardo la parte inerente l’indipen-
denza degli It, essa viene valutata contro un’ipotesi alternativa di dipendenza
markoviana del primo ordine. Tenendo conto delle propriet` a dei processi mar-
koviani del primo ordine ` e possibile calcolare la verosimiglianza sotto ipotesi di
dipendenza e sotto ipotesi di indipendenza rispettivamente pari a:
Ldip(pi,j|I1,...,In) = (1 − p01)
n00p
n01
01 (1 − p11)
n10p
n11
11 (3.20)
Lind(pi,j|I1,...,In) = (1 − p)
n00+n10p
n01+n11 (3.21)
con pi,j = Pr(It = j|It−1 = i), per i,j = 0,1 che rappresenta la probabilit` a di
transizione, ni,j, per i,j = 0,1, pari al numero di transizioni di It dallo stato i
allo stato j e p la probabilit` a di sforamento sotto l’ipotesi di indipendenza degli
sforamenti.
Combinando opportunamente queste verosimiglianze ` e possibile calcolare la sta-
tistica test rapporto di verosimiglianza per la sola ipotesi di indipendenza (Lind).
La statistica con la quale si costruisce il test di Christoffersen (Chris) invece com-
bina le statistiche LKup e Lind in questo modo:
LRC = LKup + Lind = LKup − 2ln(Lind(ˆ p)/Ldip(ˆ pij)) = (3.22)
= −2ln((1 − α)
n−kα
k) + 2ln((1 − p01)
n00p
n01
01 (1 − p11)
n10p
n11
11 )
H0 ∼ χ
2
2
Con questi due test, originariamente provenienti da procedure di backtesting di
un modello per il VaR, si conclude l’esposizione dei test implementati per la
valutazione delle previsioni di densit` a calcolate.Capitolo 4
APPLICAZIONI SU DATI SIMULATI
Dopo aver presentato le procedure di calcolo di densit` a predittiva e di valutazio-
ne si considera ora la loro applicazione. Questa ` e stata resa possibile dall’utilizzo
del software R grazie al quale si sono implementate numerose funzioni per com-
piere le operazioni necessarie per pervenire alle previsioni cercate o per compu-
tare i test descritti in precedenza.
Si ritiene opportuno, dato che le procedure in esame sono sperimentali, effettuare
dapprima applicazioni su serie simulate, ovvero serie in cui il processo genera-
tore dei dati ` e noto, e solo in un secondo momento applicare le metodologie im-
plementate per il calcolo della previsione a dati reali. Valutare il funzionamento
delle procedure implementate applicate a particolari serie simulate aiuta a coglie-
re aspetti virtuosi e non delle previsioni effettuate anche in relazione alle diverse
caratteristiche, di dipendenza, linearit` a, omoschedasticit` a etc, dei dati per le qua-
li esse sono calcolate.
Le serie simulate sulle quali vengono testate le procedure presentate nel capito-
lo 2 riguardano diversi modelli. Tra i modelli lineari si ` e pensato di includere
l’ AR(1)-GARCH(1,1), ovvero quel modello la cui componente media ` e model-
lata tramite un processo autoregressivo di primo ordine mentre quella varianza
tramite un processo con eteroschedasticit` a condizionale di tipo GARCH(1,1):
Yt = 0.65Yt−1 + et
et =
 
htνt
ht = 0.05 + 0.1e
2
t−1 + 0.85ht−1 (4.1)
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La serie simulata di lunghezza M = 1500 ` e rappresentata in ﬁgura 4.1; si presen-
tano anche l’istogramma dei valori simulati in ﬁgura 4.2 e i graﬁci di autocorre-
lazione e autocorrelazione parziale rispettivamente in ﬁgura 4.3 e 4.4.
Essendo molte le procedure di calcolo previsionale implementate che sfruttano
Serie simulata da processo AR!GARCH
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Figura 4.1: Graﬁco della serie simulata dal
processo AR(1)-GARCH(1,1) speciﬁcato in
4.1.
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Figura 4.2: Istogramma e stima della densit` a
dei valori della serie simulata dal processo
AR(1)-GARCH(1,1) speciﬁcato in 4.1.
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Figura 4.3: Funzione di autocorrelazione
della serie simulata dal processo AR(1)-
GARCH(1,1) speciﬁcato in 4.1.
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Figura 4.4: Funzione di autocorrelazione
parziale della serie simulata dal processo
AR(1)-GARCH(1,1) speciﬁcato in 4.1.
tecniche non parametriche, si ` e pensato di utilizzare nell’analisi su serie simulate37
anche dati provenienti da modelli non lineari ed in particolare dal modello SE-
TAR(1) e da un modello caotico di mappa di H´ enon. Il Self-Exciting Threshold Au-
toRegressive model (SETAR) deriva dal classico modello autoregressivo di primo
ordine aggiungendo ﬂessibilit` a individuando un break strutturale nei parametri,
dunque un loro cambiamento a seconda del livello della serie:
Yt = [−1.25 − 0.7Yt−1 + et]I(Yt−1≤−0.2) + [0.3Yt−1 + et]I(Yt−1>−0.2) (4.2)
Si pu` o osservare in ﬁgura 4.5 la serie di lunghezza M = 1500 simulata da un
processo SETAR come quello appena descritto. Sono inoltre presentati anche l’i-
stogramma dei valori simulati e i graﬁci di autocorrelazione e autocorrelazione
parziale.
La mappa di H´ enon ` e una mappa polinomiale che deriva da una semplice
equazione dinamica non lineare:
Yt = 1 − 1.4Y
2
t−1 + 0.3Yt−2 (4.3)
Osservando ﬁgura4.9 sipu` o notareil comportamentocaotico dellaserie prodotta
dal processo descritto in 4.3; per rendere evidente questo comportamento ` e stato
necessario rappresentare solo 500 delle M = 1500 realizzazioni che si sono simu-
late per l’analisi. Sono presenti inoltre l’istogramma delle realizzazioni in ﬁgura
4.10 e le funzioni di autocorrelazione e autocorrelazione parziale nelle ﬁgure 4.11
e 4.12.
Si descrive ora l’approccio secondo il quale si sono generate le previsioni di den-
sit` a. Date M osservazioni totali si considerano n osservazioni per la fase di stima
del modello o della regressione sulla quale si basa la procedura in esame, dunque
vengono calcolate le previsioni di densit` a fn+1(·),fn+2(·),...,fn+T(·). Lo schema
previsivo seguito consiste nel calcolare T previsioni di densit` a incrementando
man mano di una unit` a il numero di osservazioni n. Nelle procedure semipara-
metriche e non parametriche si calcolano B replicazioni delle previsioni puntuali
dalle quali calcolare la densit` a predetta mediante kernel.
In particolare per ciascun modello generatore dei dati sono state simulate due se-
rie una di lunghezza M = 1000 e una M = 1500 sulle quali si ` e effettuato il calcolo38 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.5: Graﬁco della serie simulata dal
processo SETAR speciﬁcato in 4.2.
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Figura 4.6: Istogramma e stima della densit` a
dei valori della serie simulata dal processo
SETAR speciﬁcato in 4.2.
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Figura 4.7: Funzione di autocorrelazione
della serie simulata dal processo SETAR
speciﬁcato in 4.2.
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Figura 4.8: Funzione di autocorrelazione
parziale della serie simulata dal processo
SETAR speciﬁcato in 4.2.
della densit` a predittiva secondo un certo metodo utilizzando n = M −500, T = 2
e, per i metodi che lo richiedono, B = 1000 o B = 2000.
I risultati delle analisi sulle serie simulate saranno presentati sotto forma di ta-
belle contenenti i p-value dei test eseguiti su 400 previsioni (per ciascun orizzonte39
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Time
z
[
1
:
5
0
0
]
0 100 200 300 400 500
!
1
.
0
!
0
.
5
0
.
0
0
.
5
1
.
0
Figura 4.9: Graﬁco della serie simulata dal
processo HENMAP speciﬁcato in 4.3.
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Figura 4.10: Istogramma e stima della
densit` a dei valori della serie simulata dal
processo HENMAP speciﬁcato in 4.3.
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Figura 4.11: Funzione di autocorrelazione
della serie simulata dal processo HENMAP
speciﬁcato in 4.3.
0 5 10 15 20 25 30
!
0
.
3
!
0
.
2
!
0
.
1
0
.
0
0
.
1
Lag
P
a
r
t
i
a
l
 
A
C
F
PACF serie simulata da processo LOGISTICMAP
Figura 4.12: Funzione di autocorrelazione
parziale della serie simulata dal processo
HENMAP speciﬁcato in 4.3.
previsivo) prodotte tramite i diversi metodi implementati1. Per ciascuna serie
simulata verranno presentate quattro tabelle, ovvero una contenente i risultati
ottenuti a partire da una serie di lunghezza M = 1000 e una M = 1500 per cia-
scuno dei due orizzonti previsivi.
1Si fa presente che per l’analisi dei dati simulati il test LRtail valuta la bont` a previsiva congiunta delle
due code.40 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
Si presenteranno poi alcune analisi graﬁche dall’osservazione delle quali ` e possi-
bileveriﬁcareilbuonfunzionamentodelleprocedurediprevisione. Sitrattadegli
istogrammi di valori PIT che aiutano a constatare il loro grado di uniformit` a e di
graﬁcideiintervallidiconﬁdenzaal95%delledensit` apredittive, sovrappostialla
serie originale. Questi graﬁci aiutano a capire i motivi che portano a determinate
conﬁgurazioni, magari tutt’altro che uniformi, degli istogrammi dei valori PIT,
dunque sono da osservare parallelamente a questi. Per capire il legame presente
tra questi risultati graﬁci basta tenere in considerazione che se il dato osserva-
to cade al centro della densit` a predittiva, ovvero al centro del suo intervallo al
95%, il corrispondente valore PIT sar` a attorno a 0.5; questo perch´ e il valore PIT
viene ottenuto applicando la funzione di ripartizione, ricavata dalla densit` a pre-
dittiva, al dato realizzato. Se invece il dato osservato cade sulla coda sinistra (o
destra) della densit` a predittiva corrispondente allora il valore PIT generato sar` a
prossimo a 0 (o a 1). Dunque si ottengono valori PIT con buone caratteristiche
di uniformit` a e di indipendenza quando i dati osservati cadono uniformemente
e casualmente nel supporto delle densit` a predittive calcolate.
Un’altra informazione che si coglie dall’osservazione dei graﬁci degli interval-
li di conﬁdenza delle densit` a predittive riguarda la loro ampiezza; sar` a quindi
possibile individuare le procedure che producono densit` a pi` u ampie.
4.1 Serie simulata: AR-GARCH
In questa sezione saranno riportati i p-value dei test eseguiti sulle previsioni di
densit` a, calcolate mediante le procedure di cui al capitolo 2, su serie simulate da
un processo AR-GARCH.
Osservando le tabelle 4.1 e 4.2 si pu` o studiare il funzionamento delle pro-
cedure di calcolo previsionale nel caso di previsione a un passo in avanti con
numerosit` a campionaria pari a M = 1000 e M = 1500. Per evitare di riportare
troppe immagini nel testo si ` e deciso di includere solo gli istogrammi dei valori
trasformati tramite la Probability Integral Transform per la numerosit` a campionaria
maggiore, ovvero M = 1500; questi sono visibili in ﬁgura da 4.13 a 4.20. Anche4.1. SERIE SIMULATA: AR-GARCH 41
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.041 0.960 0.508 0.521 1.000 0.239 0.022 0.047
spAR < 0.001 < 0.001 0.623 < 0.001 0.014 1.000 < 0.001 0.867 0.002
sp1 < 0.001 0.020 0.995 0.366 0.223 1.000 0.015 0.035 0.038
sp2 < 0.001 0.023 0.981 0.466 0.351 1.000 0.041 0.035 0.038
sp3 < 0.001 0.031 0.755 0.195 0.642 1.000 0.006 0.083 0.014
smsp < 0.001 < 0.001 0.484 < 0.001 0.728 1.000 < 0.001 0.107 < 0.001
rnp < 0.001 < 0.001 0.598 < 0.001 0.038 1.000 < 0.001 0.737 0.173
mfd < 0.001 0.036 0.007 < 0.001 < 0.001 1.000 0.079 0.306 0.109
Tabella 4.1: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie AR-GARCH simulata di lunghezza M = 1000 mediante il metodo
indicato in ciascuna riga.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.679 0.664 0.892 0.270 1.000 0.378 0.055 0.121
spAR < 0.001 0.008 0.649 < 0.001 0.031 1.000 0.092 0.230 0.326
sp1 < 0.001 0.367 0.690 0.991 0.191 1.000 0.016 0.055 0.121
sp2 < 0.001 0.544 0.656 0.865 0.227 1.000 0.105 0.013 0.027
sp3 < 0.001 0.899 0.858 0.245 0.475 1.000 0.107 0.083 0.201
smsp < 0.001 0.099 0.791 < 0.001 0.029 1.000 0.012 0.120 0.074
rnp < 0.001 0.007 0.608 < 0.001 0.544 1.000 0.003 0.306 0.431
mfd < 0.001 0.059 < 0.001 0.008 < 0.001 1.000 0.095 0.169 0.342
Tabella 4.2: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie AR-GARCH simulata di lunghezza M = 1500 mediante il metodo
indicato in ciascuna riga.
i graﬁci relativi agli intervalli di conﬁdenza al 95%, presentati in ﬁgura da 4.21
a 4.28, riguardano solo le densit` a predittive calcolate a partire dalla serie di lun-
ghezza M = 1500; per rendere interpretabili questi graﬁci si sono riportati solo
gli intervalli relativi alle prime 100 previsioni calcolate.
Dalpuntodivistadelladistribuzionenonc’` epienoaccordotrailtestdiKolmogorov-
Smirnov e quello chi-quadrato per valutare l’uniformit` a dei dati; mentre, con nu-
merosit` a campionaria inferiore, il primo risulta sempre signiﬁcativo, il secondo
test supporta l’ipotesi di distribuzione uniforme dei valori PIT nel caso di proce-
duraparametrica, semiparametrichebasatesumodelloAR-GARCH(sp1,sp2 e sp3)
e mfd. La situazione migliora sensibilmente considerando la tabella che riporta i
risultati per la numerosit` a campionaria maggiore; infatti qui, anche se il test KS
risulta sempre fortemente signiﬁcativo, tutti i p-value del test unif aumentano e le
uniche procedure che conducono al riﬁuto dell’ipotesi di uniformit` a sono spAR e42 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
rnp. I risultati di questi test sono coerenti con la forma degli istogrammi dei valo-
ri PIT; nessuno di essi infatti si scosta drasticamente dall’uniformit` a. Per quanto
riguarda invece i graﬁci degli intervalli di conﬁdenza si ritiene di sottolineare
che le ampiezze degli intevalli sono simili per tutte le procedure considerate ad
eccezione della sp3. La fonte di variabilit` a fornita dalle stime dei parametri del
modello ARMA-GARCH rende gli intervalli mediamente pi` u ampi degli altri, in
particolare di quelli forniti dalle altre procedure che si basano sulla stima del me-
desimo modello.
Per quanto riguarda i test che indagano circa l’eventuale struttura di dipendenza
dei dati PIT ci si sofferma dapprima su quelli basati su regressioni ausiliarie. I
risultati rimangono sostanzialmente invariati per ambedue le numerosit` a cam-
pionarie. Il test SC conduce ad accettare l’ipotesi di assenza di autocorrelazione
seriale all’interno della serie dei valori PIT per tutte le procedure ad eccezione
della mfd; il test che indaga invece l’assenza di eteroschedasticit` a condizionale
viene riﬁutato dalla procedura spAR e da quelle non parametriche implementate.
Continuando l’analisi della dipendenza dei valori PIT, ma focalizzandosi su te-
st basati sul rapporto di verosimiglianza, si osservano i livelli di signiﬁcativit` a
osservati individuati tramite i test LRind e LR010; anche in questo caso c’` e pieno
accordo tra i risultati individuati con entrambi le numerosit` a campionarie. Il te-
st che, basandosi su un processo autoregressivo del primo ordine per la serie dei
PIT,silimitaavalutarelanullit` adelparametroρ ` einaccordoconiltestSC. Viene
rigettata l’ipotesi di indipendenza dei dati infatti solo per la procedura di calcolo
densit` a predittiva mfd; il test che invece si occupa di valutare anche i parame-
tri della normale standard, alla quale dovrebbero tendere i valori PIT trasformati
mediante Φ−1 sotto l’ipotesi di corretta densit` a predittiva, supporta l’ipotesi nulla
per ogni procedura di calcolo implementata, riportando un p-value prossimo ad
1.
Il test rapporto di verosimiglianza per valutare la bont` a previsiva nelle code del-
la distribuzione, nel caso di M = 1000, conduce a livelli di signiﬁcativit` a os-
servati prossimi a zero, qunidi al riﬁuto di H0, nel caso di procedure spAR, sp3,4.1. SERIE SIMULATA: AR-GARCH 43
smsp e rnp. Al crescere della numerosit` a campionaria invece questo test sugge-
risce di accettare l’ipotesi di buona capacit` a previsiva nelle code della distribui-
zione per tutte le procedure implementate tranne che per rnp. Questo miglio-
ramento nel test che studia la bont` a previsiva nelle code della distribuzione col
crescere della numerosit` a campionaria non deve stupire; infatti gli eventi situati
nelle code della distribuzione spesso sono sottocampionati a causa della limitata
lunghezza della serie disponibile. All’aumentare delle osservazioni disponibili
cresce anche il numero di valori estremi osservati e questo contribuisce al miglio-
ramento della bont` a previsiva nelle code.
Per quanto riguarda i test che si occupano di valutare la corretta copertura degli
intervallidiconﬁdenzaricavatidalledensit` apredittivecalcolateel’indipendenza
degli sforamenti da essi, si pu` o affermare che la situazione migliora sensibilmen-
te passando dai risultati prodotti con M = 1000 a quelli con M = 1500. Il test di
Kupiec conduce a p-value tutti > 0.01 ci` o signiﬁca che, almeno al livello di signi-
ﬁcativit` a α = 0.01, tutte le procedure supportano l’ipotesi di corretta copertura
degli intervalli di conﬁdenza calcolati a partire dalle densit` a previste. Per quando
riguarda il test di Christoffersen si nota come con lunghezza della serie di partenza
pari a 1000 le procedure spAR e smsp conducono al riﬁuto di H0, mentre nel caso
di M = 1500 tutte le procedure forniscono intervalli di conﬁdenza al 95% che,
oltre a presentare corretto livello di copertura, producono una serie di sforamenti
da essi con caratteristiche di indipendenza.
Considerando ora la previsione a T = 2 passi in avanti, si passa al commento
delle tabelle 4.3 e 4.4 le quali contengono i p-value dei vari test eseguiti sulle pre-
visioni calcolate a partire da una serie AR-GARCH con M = 1000 e M = 1500.
Si riportano anche le analisi graﬁche compiute sulle previsioni, visibili da ﬁgura
4.29 a ﬁgura 4.36, che consistono in istogrammi dei valori PIT analogamente a
quanto illustrato in precedenza; osservando questi istogrammi si nota come al-
cuni di essi si discostino maggiormente dall’uniformit` a rispetto a quelli proposti
nel caso di previsione una passo in avanti a causa di picchi in corrispondenza
dei valori estremi 0 e 1. I graﬁci degli intervalli di conﬁdenza sono riportati nelle44 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
ﬁgure da 4.37 a 4.44.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 < 0.001 0.907 < 0.001 1.000 < 0.001 0.055 0.098
spAR < 0.001 < 0.001 < 0.001 0.444 < 0.001 1.000 < 0.001 < 0.001 0.001
sp1 < 0.001 < 0.001 < 0.001 0.716 < 0.001 1.000 < 0.001 0.169 0.235
sp2 < 0.001 < 0.001 < 0.001 0.806 < 0.001 1.000 < 0.001 0.169 0.235
sp3 < 0.001 0.451 < 0.001 0.440 < 0.001 < 0.001 0.120 < 0.001 < 0.001
smsp < 0.001 < 0.001 0.496 < 0.001 0.435 1.000 < 0.001 < 0.001 < 0.001
rnp < 0.001 < 0.001 < 0.001 0.810 < 0.001 1.000 < 0.001 0.255 0.064
mfd < 0.001 < 0.001 < 0.001 0.706 < 0.001 1.000 < 0.001 < 0.001 < 0.001
Tabella 4.3: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie AR-GARCH simulata di lunghezza M = 1000 mediante il metodo
indicato in ciascuna riga.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.035 < 0.001 0.862 < 0.001 1.000 < 0.001 0.120 0.074
spAR < 0.001 < 0.001 < 0.001 0.534 < 0.001 1.000 < 0.001 0.146 0.031
sp1 < 0.001 0.002 < 0.001 0.994 < 0.001 1.000 < 0.001 0.035 0.102
sp2 < 0.001 0.007 < 0.001 0.897 < 0.001 0.048 < 0.001 0.035 0.077
sp3 < 0.001 0.254 < 0.001 0.647 < 0.001 < 0.001 0.009 0.001 0.005
smsp < 0.001 0.052 0.784 < 0.001 0.013 1.000 0.001 < 0.001 < 0.001
rnp < 0.001 < 0.001 < 0.001 0.714 < 0.001 1.000 < 0.001 0.613 0.539
mfd < 0.001 < 0.001 < 0.001 0.602 < 0.001 1.000 < 0.001 0.026 < 0.001
Tabella 4.4: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie AR-GARCH simulata di lunghezza M = 1500 mediante il metodo
indicato in ciascuna riga.
Lo studio della distribuzione dei valori PIT effettuato tramite il test KS con-
duce sempre al riﬁuto dell’ipotesi nulla di uniformit` a dei dati, per ambedue le
numerosit` a campionarie. Il test chi-quadrato, sempre per valutare l’uniformit` a
della serie dei valori PIT, invece supporta l’ipotesi nulla nel caso di procedura
semiparametrica sp3, con numerosit` a campionaria M = 1000, mentre con nu-
merosit` a maggiore anche le procedure p e smsp non riﬁutano l’ipotesi nulla di
uniformit` a; vi ` e dunque un miglioramento dei risultati relativi al test unif al cre-
scere di M.
Come gi` a accennato gli istogrammi dei valori PIT presentano, per alcune proce-
dure, dei picchi in corrispondenza dei valori estremi 0 e 1. Osservando i graﬁci
degli intervalli di conﬁdenza ricavati dalle densit` a predittive si nota come per
alcune procedure quali la spAR,rnp e mfd spesso il dato osservato non cada al-4.1. SERIE SIMULATA: AR-GARCH 45
l’interno dell’intervallo al 95% generando cos` ı molti valori PIT estremi.
I test basati su regressioni ausiliarie conducono a risultati analoghi per quanto
riguarda le due numerosit` a campionarie utilizzate. Il test SC conduce ad accet-
tazione dell’ipotesi nulla di assenza di autocorrelazione seriale solo per la proce-
dura smsp. Il test che indaga la presenza di eteroschedasticit` a condizionale nella
serie dei valori PIT invece accetta H0 per ogni procedura di calcolo di densit` a
predittiva ad eccezione proprio della smsp.
Il test rapporto di verosimiglianza per lo studio dell’indipendenza della serie PIT
conduce a risultati analoghi a quello basato su regressioni ausiliarie (SC); infatti
anche in questo caso l’unica procedura per la quale si accetta l’ipotesi di indi-
pendeza nella serie dei valori PIT, contro ipotesi alternativa di dipendenza auto-
regressiva di primo ordine, ` e la smsp. Tuttavia mentre nel caso di M = 1000 si
incontra un livello di signiﬁcativit` a osservato molto elevato, con M = 1500 inve-
ce il test risulta non signiﬁcativo solo ad un livello α = 0.01. Il test LR010 conduce
al riﬁuto di H0 nel caso di procedura semiparametrica sp3 (per entrambe le nu-
merosit` a campionarie) e di procedura sp2 (solo con M = 1500).
L’unica procedura in grado di produrre buone previsioni delle code della distri-
buzione, dunque che fornisce p-value del test LRtail elevati, ` e la sp3, tuttavia solo
solo nel caso di M = 1000; infatti passando a M = 1500 nessuna delle procedure
implementate produce densit` a predittive le cui code sono in linea con i dati os-
servati.
Come ` e sensato pensare, rispetto alla previsione un passo in avanti, peggiorano
sensibilmente i risultati ottenuti con i test di Kupiec e Christoffersen. Si osserva
comunque un miglioramento relativamente ai p-value forniti da questi test, pas-
sando dai risultati ottenuti con M = 1000 e quelli con M = 1500. Per quanto ri-
guarda il test che valuta la corretta copertura degli intervalli di conﬁdenza si nota
come le procedure che conducono al riﬁuto di H0, con numerosit` a campionaria
inferiore, sono spAR, sp3, smsp e mfd; incrementando il numero di osservazioni a
disposizione le uniche procedure per le quali il test Kup risulta signiﬁcativo sono
invece sp3 e smsp. Del tutto analoghi sono i risultati forniti dal test di Christoffer-46 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
sen fatta eccezione per la procedura non parametrica mfd che fornisce un livello
di signiﬁcativit` a osservato prossimo a 0 anche nel caso di m = 1500.4.1. SERIE SIMULATA: AR-GARCH 47
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Figura 4.13: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura p a partire da una serie AR-GARCH di
lunghezza M = 1500.
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Figura 4.14: Istogramma dei valori PIT
prodotti dalle previsioni a 1 passo con la
procedura spAR a partire da una serie
AR-GARCH di lunghezza M = 1500.
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Figura 4.15: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp1 a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.16: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp2 a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.17: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp3 a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.18: Istogramma dei valori PIT
prodotti dalle previsioni a 1 passo con
la procedura smsp a partire da una serie
AR-GARCH di lunghezza M = 1500.
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Figura 4.19: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura rnp a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.20: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura mfd a partire da una serie AR-GARCH
di lunghezza M = 1500.48 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.21: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura p a partire da una serie
AR-GARCH di lunghezza M = 1500.
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Figura 4.22: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura spAR a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.23: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp1 a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.24: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp2 a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.25: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp3 a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.26: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura smsp a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.27: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura rnp a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.28: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura mfd a partire da una
serie AR-GARCH di lunghezza M = 1500.4.1. SERIE SIMULATA: AR-GARCH 49
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Figura 4.29: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura p a partire da una serie AR-GARCH di
lunghezza M = 1500.
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Figura 4.30: Istogramma dei valori PIT
prodotti dalle previsioni a 2 passi con la
procedura spAR a partire da una serie
AR-GARCH di lunghezza M = 1500.
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Figura 4.31: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp1 a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.32: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp2 a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.33: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp3 a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.34: Istogramma dei valori PIT
prodotti dalle previsioni a 2 passi con la
procedura smsp a partire da una serie
AR-GARCH di lunghezza M = 1500.
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Figura 4.35: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura rnp a partire da una serie AR-GARCH
di lunghezza M = 1500.
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Figura 4.36: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura mfd a partire da una serie AR-GARCH
di lunghezza M = 1500.50 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.37: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura p a partire da una serie
AR-GARCH di lunghezza M = 1500.
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Figura 4.38: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura spAR a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.39: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp1 a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.40: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp2 a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.41: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp3 a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.42: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura smsp a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.43: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura rnp a partire da una
serie AR-GARCH di lunghezza M = 1500.
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Figura 4.44: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura mfd a partire da una
serie AR-GARCH di lunghezza M = 1500.4.2. SERIE SIMULATA: SETAR 51
4.2 Serie simulata: SETAR
Si passa ora all’analisi dei risultati ottenuti applicando le procedure di calcolo
previsionale alla serie simulata dal processo SETAR presentato in 4.2. L’analisi
sar` a effettuata analogamente a quanto fatto per il modello AR-GARCH, ovvero
si presenteranno delle tabelle e dei risultati graﬁci contenenti gli istogrammi dei
valori PIT.
Si comincia analizzando i risultati ottenuti calcolando densit` a predittive a un pas-
so; i p-value dei test eseguiti sono riportati in tabella 4.5 per quanto riguarda la
numerosit` a campionaria M = 1000 e in tabella 4.6 per la numerosit` a M = 1500.
Gli istogrammi dei valori PIT generati con dalle previsioni calcolate relativamen-
te a queste analisi sono riportate in ﬁgura da 4.45 a 4.52 mentre i graﬁci degli
intervalli di conﬁdenza al 95% delle prime 100 densit` a predittive calcolate sono
presentati in ﬁgura da 4.53 a 4.60.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.107 0.499 0.549 0.166 1.000 0.327 0.035 0.102
spAR < 0.001 0.864 0.806 0.865 0.247 1.000 0.639 0.004 0.007
sp1 < 0.001 0.379 0.522 0.699 0.369 < 0.001 0.140 < 0.001 < 0.001
sp2 < 0.001 0.012 0.493 0.575 0.338 < 0.001 0.082 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.742 0.661 0.847 < 0.001 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.572 0.910 0.519 0.472 1.000 0.103 0.013 0.036
rnp < 0.001 0.966 0.997 0.868 0.936 0.001 0.893 < 0.001 < 0.001
mfd < 0.001 0.565 0.857 0.995 0.386 0.003 0.895 < 0.001 0.001
Tabella 4.5: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie SETAR simulata di lunghezza M = 1000 mediante il metodo indicato
in ciascuna riga.
Nelle prime due colonne sono riportati i risultati dei test che valutano l’unifor-
mit` a della distribuzione dei valori previsti trasformati tramite la Probability Inte-
gral Transform. Il test KS risulta sempre signiﬁcativo, mentre il test chi-quadrato
conferma l’ipotesi nulla di distribuzione uniforme dei valori PIT per le densit` a
prodotte da tutte le procedure implementate ad eccezione della procedura semi-
parametrica sp3. Dall’osservazione degli istogrammi dei valori PIT si nota come
tutti siano abbastanza piatti mentre quello generato dalla procedura sp3 risulti
pi` u irregolare, presentando due gobbe. Si ricercano quindi le cause di questa par-52 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.249 0.812 0.850 0.543 0.001 0.707 0.001 0.002
spAR < 0.001 0.961 0.469 0.388 0.281 < 0.001 0.467 < 0.001 < 0.001
sp1 < 0.001 0.487 0.989 0.857 0.655 < 0.001 0.488 < 0.001 < 0.001
sp2 < 0.001 0.245 0.971 0.774 0.670 < 0.001 0.220 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.196 0.974 0.195 < 0.001 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.284 0.959 0.886 0.019 1.000 0.011 0.083 0.106
rnp < 0.001 0.575 0.449 0.682 0.059 0.069 0.042 < 0.001 < 0.001
mfd < 0.001 0.637 0.802 0.735 0.648 < 0.001 0.036 < 0.001 < 0.001
Tabella 4.6: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie SETAR simulata di lunghezza M = 1500 mediante il metodo indicato
in ciascuna riga.
ticolare conformazione dell’istogramma dei valori PIT generati dalla procedura
sp3 nei graﬁci degli intervalli di conﬁdenza delle previsioni prodotte; la proce-
dura semiparametrica che sfrutta la variabilit` a fornita dalle stime dei parametri
fornisce intervalli di conﬁdenza pi` u ampi di tutte le altre e questo fa s` ı che i dati
osservati non cadano uniformemente all’interno di questi intervalli ma vi sia una
minore concentrazione di valori osservati vicino agli estremi.
Tra i test basati su regressioni ausiliarie, quello che valuta l’assenza di autocor-
relazione seriale all’interno della serie dei valori PIT (SC) supporta, per tutte
le procedure implementate, l’ipotesi nulla; anche il test per la presenza di ete-
roschedasticit` a condizinale supporta per ciascuna delle metodologie di calcolo
previsionale l’ipotesi H0.
Passando alla descrizione dei risultati dei test basati sul rapporto di verosimi-
glianza, quello che sottopone a veriﬁca l’ipotesi di assenza di dipendenza autore-
gressiva del primo ordine riporta sempre valori di p-value superiori a 0.10 tranne
che nel caso di procedure smsp e rnp ma solo nel caso di numerosit` a campionaria
maggiore. Il test invece che valuta oltre che l’assenza di autocorrelazione seriale
anche i parametri della distribuzione dei valori PIT trasformati mediante Φ−1 ri-
porta livelli di signiﬁcativit` a osservati elevati per le procedure p e spAR, solo nel
caso di M = 1000, e smsp sia con M = 1000 che M = 1500. Il test LRtail sup-
porta l’ipotesi nulla di gaussianit` a nelle code della distribuzione dei valori PIT
trasformati mediante Φ−1 per tutte le procedure fatta eccezione per la procedura4.2. SERIE SIMULATA: SETAR 53
semiparametrica che sfrutta la fonte di variabilit` a proveniente dalle stime dei pa-
rametri del modello ARMA-GARCH, ovvero sp3.
Le ultime due colonne interessano i test derivanti dalle procedure di backtesting
delVaR;leunicheproceduredicalcolodidensit` apredittivecheproduconodistri-
buzioni i cui intervalli al 95% rispettano il livello di copertura e i cui sforamenti
hanno caratteristiche di indipendenza sono la p, solo per M = 1000 e la smsp.
Ci si occupa ora di commentare i risultati relativi alle tabelle 4.7 e 4.8 che
contengono i p-value dei test effettuati sulle previsioni di densit` a a due passi in
avanti. Le analisi graﬁche effettuate, ovvero gli istogrammi dei valori PIT e il
graﬁco degli intervalli di conﬁdenza al 95%, sono riportati da ﬁgura 4.61 a ﬁgura
4.76.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.213 0.008 0.718 0.015 1.000 0.270 0.008 0.025
spAR < 0.001 0.456 0.005 0.630 0.003 1.000 0.058 0.002 < 0.001
sp1 < 0.001 0.267 0.009 0.424 0.033 < 0.001 0.286 < 0.001 < 0.001
sp2 < 0.001 0.359 0.015 0.326 0.045 < 0.001 0.120 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.001 0.169 0.033 < 0.001 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.211 0.981 0.495 0.428 1.000 0.060 1.000 0.781
rnp < 0.001 0.124 0.037 0.754 0.053 1.000 0.367 0.004 0.003
mfd < 0.001 0.011 0.022 0.413 0.006 1.000 0.040 0.055 0.065
Tabella 4.7: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie SETAR simulata di lunghezza M = 1000 mediante il metodo indicato
in ciascuna riga.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 0.184 < 0.001 0.888 < 0.001 < 0.001 0.381 0.001 0.002
spAR < 0.001 0.497 < 0.001 0.628 < 0.001 < 0.001 0.871 0.022 0.047
sp1 < 0.001 0.735 < 0.001 0.585 < 0.001 < 0.001 0.184 < 0.001 < 0.001
sp2 < 0.001 0.397 < 0.001 0.647 < 0.001 < 0.001 0.391 < 0.001 < 0.001
sp3 < 0.001 < 0.001 < 0.001 0.995 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.765 0.886 0.976 0.011 1.000 0.095 0.083 0.180
rnp < 0.001 0.692 < 0.001 0.996 < 0.001 1.000 0.161 0.002 0.004
mfd < 0.001 0.963 < 0.001 0.775 < 0.001 1.000 0.399 0.008 0.005
Tabella 4.8: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie SETAR simulata di lunghezza M = 1500 mediante il metodo indicato
in ciascuna riga.
I test che valutano l’uniformit` a della serie dei valori PIT riportano risulta-
ti del tutto analoghi a quelli delle previsioni ad un passo. I p-value del test di54 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
Kolmogorov − Smirnov sono tutti prossimi a zero dunque conducono al riﬁuto
dell’ipotesi nulla per ciascuna delle procedure implementate. Diverso invece ` e
il risultato del test chi-quadrato che supporta l’uniformit` a dei valori PIT per tut-
te le procedure di calcolo ad eccezione della sp3. Anche con orizzonte previsivo
T = 2 infatti l’istogramma dei valori PIT generati dalla procedura sp3 presenta
due gobbe; gli altri invece risultano tutti piuttosto piatti. Riguardo la conﬁgura-
zione dell’istogramma relativo alla procedura sp3 valgono le stesse considerazio-
ni effettuate nel caso di previsioni ad un passo in avanti.
Per quanto riguarda le previsioni calcolate a partire da una serie di lunghezza
M = 1000, il test per l’assenza di autocorrelazione seriale nella serie dei valori
PIT risulta fortemente signiﬁcativo per le procedure p,spAR,sp1 e sp3; le procedu-
re sp2,rnp e mfd presentano livelli di signiﬁcativit` a osservati compresi tra 0.01 e
0.03; solo la procedura smsp garantisce una decisa accettazione dell’ipotesi nulla.
Quest’ultima procedura ` e l’unica per la quale si incontra un p-value non prossimo
a zero per il test SC nel caso di M = 1500.
Continuando l’analisi dei test basati su regressioni ausiliarie si nota come il test
HET, per l’assenza di eteroschedasticit` a condizionale nella serie dei valori PIT,
supporti, per ogni procedura di calcolo previsionale, l’ipotesi nulla di assenza di
effetti ARCH.
Il test LRind ` e in parziale accordo con il test SC; nel caso di lunghezza campio-
naria inferiore infatti si riﬁuta l’ipotesi nulla di assenza di dipendenza autore-
gressiva di primo ordine nella serie dei valori PIT per le procedure spAR e mfd
mentre nel caso di lunghezza campionaria superiore la situazione ` e analoga a
quanto detto commentando il test SC. Si accetta quindi l’ipotesi nulla solo per la
procedura smsp, anche se con M = 1500 solo al livello di signiﬁcativit` a α = 0.01.
Il test rapporto di verosimiglianza LR010 riporta valori di livello di signiﬁcativit` a
osservato prossimi a 1 per le procedure p e spAR, solo per M = 1000, e per le pro-
cedure non parametriche anche per M = 1500.
Il test che valuta la bont` a previsiva nelle code della distribuzione conduce al riﬁu-
to dell’ipotesi nulla solo per la procedura sp3, si presenta quindi una situazione4.2. SERIE SIMULATA: SETAR 55
del tutto analoga a quella incontrata esaminando i risultati dei test sulle previsio-
ni a una passo.
I risultati dei test di Kupiec e di Christoffersen peggiorano lievemente passando
dalla numerosit` a campionaria inferiore a quella superiore. Nel caso di M = 1000
si accettano congiuntamente ambedue i test solo per le procedure smsp e mfd,
mentre nel caso di M = 1500 le procedure smsp e spAR presentano p-value tali da
accettare l’ipotesi nulla di corretta copertura degli intervalli al 95% ricavati dalle
densit` a predittive calcolate.56 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.45: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura p a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.46: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura spAR a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.47: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura sp1 a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.48: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura sp2 a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.49: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura sp3 a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.50: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura smsp a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.51: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura rnp a partire da una serie SETAR di
lunghezza M = 1500.
mfd SETAR n=1500 T=1
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Figura 4.52: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura mfd a partire da una serie SETAR di
lunghezza M = 1500.4.2. SERIE SIMULATA: SETAR 57
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Figura 4.53: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura p a partire da una serie
SETAR di lunghezza M = 1500.
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Figura 4.54: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura spAR a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.55: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp1 a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.56: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp2 a partire da una
serie SETAR di lunghezza M = 1500.
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
! !
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
! !
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
0 20 40 60 80 100
!
4
!
2
0
2
4
i
n
t
e
r
v
a
l
l
i
!
!
!
!
!
!
! !
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
Figura 4.57: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp3 a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.58: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura smsp a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.59: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura rnp a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.60: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura mfd a partire da una
serie SETAR di lunghezza M = 1500.58 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.61: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura p a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.62: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura spAR a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.63: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura sp1 a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.64: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura sp2 a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.65: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura sp3 a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.66: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura smsp a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.67: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura rnp a partire da una serie SETAR di
lunghezza M = 1500.
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Figura 4.68: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura mfd a partire da una serie SETAR di
lunghezza M = 1500.4.2. SERIE SIMULATA: SETAR 59
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Figura 4.69: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura p a partire da una serie
SETAR di lunghezza M = 1500.
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
0 20 40 60 80 100
!
4
!
2
0
2
4
i
n
t
e
r
v
a
l
l
i
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
! !
! !
!
!
Figura 4.70: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura spAR a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.71: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp1 a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.72: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp2 a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.73: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp3 a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.74: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura smsp a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.75: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura rnp a partire da una
serie SETAR di lunghezza M = 1500.
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Figura 4.76: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura mfd a partire da una
serie SETAR di lunghezza M = 1500.60 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
4.3 Serie simulata: HENMAP
Si riportano qui di seguito i risultati delle analisi effettuate sulle previsioni cal-
colate a partire da una serie generata da un processo caotico di mappa di H´ enon
come quello speciﬁcato in 4.3. Come in precedenza l’analisi concerne il commen-
to di tabelle contenenti livelli di signiﬁcativit` a osservati dei vari test compiuti e
di istogrammi dei valori PIT calcolati a partire dalle densit` a previste.
A differenza delle analisi effettuate su serie AR-GARCH e SETAR in questo caso
non si sono incluse le analisi relative alla procedura rnp in quanto le densit` a pre-
dittive ottenute con questo metodo non contengono quasi mai il valore osservato
risultando dunque poco interessanti.
Tra le procedure di calcolo previsionale presentate nel capitolo 2 non si ` e anco-
ra considerata, nell’analisi di dati simulati, quella basata su regressioni multiple.
Infatti non si ` e ritenuto molto sensato utilizzare questa procedura per il calcolo
della densit` a predittiva di serie provenienti da modello AR-GARCH o SETAR
in quanto non sarebbe stata immediata la scelta dei regressori da includere nel
modello. Tuttavia si ` e scelto di testare le procedure implementate anche su un
modello caotico derivante dalla mappa di H´ enon proprio per la predisposizione
di questo ad essere modellato mediante l’ausilio di molteplici regressori. Infatti
osservando i graﬁci riportati in ﬁgura 4.77 si nota come sia evidente una qualche
dipendenza della serie dai propri ritardi; si possono infatti individuare delle pre-
cise relazioni non lineari che si fanno via via pi` u confuse al crescere del ritardo.
Si ritiene quindi che queste relazioni possano essere ben catturate da un modello
multivariato non parametrico di tipo GAM che sfrutta come regressori i ritardi
della variabile esplicativa ﬁno al ritardo 5.
Si comincia l’analisi osservando i valori riportati in tabella 4.9 e 4.10 ovvero i p-
value dei test effettuati per valutare le previsioni ad un passo calcolate utilizzando
numerosit` a campionaria pari a 1000 e 1500. Le analisi graﬁche sono riportate in
ﬁgura da 4.78 a 4.85 per quanto riguarda gli istogrammi dei valori PIT e in ﬁgura
da 4.86 a 4.93 per i graﬁci degli intervalli di conﬁdenza.
Per quanto riguarda i test che di occupano di valutare la corretta distribuzione4.3. SERIE SIMULATA: HENMAP 61
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Figura 4.77: Graﬁci delle relazioni tra la serie proveniente da un modello caotico di
mappa di H´ enon e i suoi primi sei ritardi.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 < 0.001 < 0.001 0.817 < 0.001 < 0.001 < 0.001 < 0.001
spAR < 0.001 0.697 < 0.001 < 0.001 < 0.001 < 0.001 0.066 < 0.001 < 0.001
sp1 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 < 0.001 < 0.001 0.289 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.028 < 0.001 0.999 0.018 1.000 0.754 < 0.001 < 0.001
mfd < 0.001 < 0.001 < 0.001 < 0.001 0.291 < 0.001 < 0.001 < 0.001 < 0.001
gam < 0.001 0.430 0.904 0.734 0.278 < 0.001 0.466 < 0.001 < 0.001
Tabella 4.9: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate
a partire dalla serie HENMAP simulata di lunghezza M = 1000 mediante il metodo
indicato in ciascuna riga.
uniforme della serie dei valori PIT si osserva che il test KS fornisce p-value pros-
simi a zero per ogni procedura implementata. Il test chi-quadrato invece non ri-
sulta sempre signiﬁcativo; le densit` a prodotte con le procedure spAR,smsp e gam
producono valori PIT per i quali si accetta l’ipotesi nulla di distribuzione uni-62 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 < 0.001 < 0.001 0.207 < 0.001 < 0.001 < 0.001 < 0.001
spAR < 0.001 0.359 < 0.001 < 0.001 < 0.001 < 0.001 0.306 < 0.001 < 0.001
sp1 < 0.001 < 0.001 < 0.001 < 0.001 0.409 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 < 0.001 < 0.001 0.003 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.596 < 0.001 0.054 0.183 1.000 0.099 < 0.001 < 0.001
mfd < 0.001 < 0.001 < 0.001 < 0.001 0.085 < 0.001 < 0.001 < 0.001 < 0.001
gam < 0.001 0.174 0.042 0.552 0.363 1.000 0.927 < 0.001 < 0.001
Tabella 4.10: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate
a partire dalla serie HENMAP simulata di lunghezza M = 1500 mediante il metodo
indicato in ciascuna riga.
forme del test unif. Questi risultati sono coerenti con gli istogrammi dei valori
PIT per i quali si nota come quelli prodotti dalle procedure spAR,smsp e gam sia-
no pi` u piatti rispetto agli altri che presentano o dei picchi in corrispondenza dei
valori estremi o addirittura due gobbe. Come per le precedenti analisi si ricerca
la causa delle conformazioni anomale degli istogrammi dei valori PIT nei graﬁci
degli intervalli di conﬁdenza delle densit` a predittive. Dall’osservazione di questi
graﬁci si nota come le procedure basate sulla stima di un modello parametrico
producano intervalli di conﬁdenza i cui estremi sono poco variabili. Le procedu-
re p e sp3 sono quelle che producono intervalli di conﬁdenza pi` u ampi, per i quali
non viene quasi mai sforato il limite superiore, attorno al quale sono comunque
concentrati la maggior parte di dati osservati a causa delle caratteristiche della se-
rie simulata in esame. Le procedure sp1 e sp2 producono intervalli di conﬁdenza
che non si adattano alla serie generata dal modello di mappa di H´ enon causando
molti sforamenti del limite superiore che spiega i picchi degli istogrammi dei va-
lori PIT in corrispondenza di 1. Le procedure non parametriche ed in particolare
smsp e gam si adattano molto bene ai dati in esame dunque presentano ampiez-
ze degli intervalli molto contenute che seguono l’andamento dei dati osservati;
questo fa si che queste procedure producano valori PIT con buone caratteristiche.
Passando al commento dei test basati su regressioni ausiliarie si nota come il test
SC risulti signiﬁcativo per tutte le procedure ad eccezione di quella basata sulla
stima di una regressione multipla tramite modello GAM, per la quale si accetta4.3. SERIE SIMULATA: HENMAP 63
l’ipotesi nulla di assenza di autocorrelazione seriale nella serie dei valori PIT sia
con M = 1000 che con M = 1500. Anche il test per la presenza di eteroschedasti-
cit` a condizionale fornisce gli stessi risultati per ambedue gli orizzonti previsivi;
viene accettata l’ipotesi nulla di assenza di effetti ARCH per le procedure non
parametriche smsp e gam.
Il primo test proposto, tra quelli che si basano sul rapporto di verosimiglianza,
riguarda l’ipotesi di dipendenza autoregressiva di primo ordine all’interno della
serie dei valori PIT. Sia nel caso di numerosit` a campionaria M = 1000 sia con
M = 1500 si ha che la procedura parametrica e le procedure non parametriche
accettano l’ipotesi di nullit` a del parametro autoregressivo ρ; solamente nel caso
di numerosit` a campionaria superiore invece anche la procedura sp1 conduce ad
un livello di signiﬁcativit` a osservato molto elevato.
Il test LR010 conduce a livelli di signiﬁcativit` a osservati prossimi a 1 per le pro-
cedure sp1,sp2 e smsp per ambedue le numerosit` a campionarie e anche per gam
con M = 1500.
Per quanto riguarda la bont` a previsiva nelle code della distribuzione si osserva-
no i p-value riportati nella colonna LRtail. Le procedure semiparametriche spAR
e le procedure non parametriche smsp e gam sono in grado di produrre densit` a
predittive le cui code sono coerenti con i dati osservati per entrambe le numero-
sit` a campionarie utilizzate.
I test derivanti dalle procedure di backtesting del VaR risultano signiﬁcativi per
ciascun metodo di calcolo previsionale implementato; nessuna procedura di cal-
colo di densit` a predittiva ` e quindi in grado di produrre densit` a i cui intervalli al
95% rispettano il livello di copertura.
Ci si occupa ora di commentare le analisi effettuate, sempre a partire da una
serie derivante dal modello di mappa di H´ enon, sulle densit` a predittive calcolate
due passi in avanti. I risultati ottenuti, a livello di p-value dei test calcolati, sono
riportati in tabella 4.11 e 4.12; si presentano inoltre gli istogrammi dei valori PIT
generati dalle previsioni di densit` a calcolate con i vari metodi in ﬁgura da 4.94
a 4.101 e i graﬁci degli intervalli di conﬁdenza al 95% delle densit` a predittive64 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
calcolare in relazione alle prime 100 previsioni in ﬁgura da 4.102 a 4.109.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 < 0.001 < 0.001 0.011 < 0.001 < 0.001 < 0.001 < 0.001
spAR < 0.001 0.222 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 0.306 0.002
sp1 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.174 < 0.001 0.962 0.011 < 0.001 0.438 < 0.001 < 0.001
mfd < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 0.001 < 0.001
gam < 0.001 0.201 0.825 0.828 0.235 < 0.001 0.157 < 0.001 < 0.001
Tabella 4.11: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate
a partire dalla serie HENMAP simulata di lunghezza M = 1000 mediante il metodo
indicato in ciascuna riga.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
spAR < 0.001 0.465 < 0.001 < 0.001 < 0.001 < 0.001 0.007 0.004 < 0.001
sp1 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 0.517 < 0.001 0.064 0.201 1.000 0.138 < 0.001 < 0.001
mfd < 0.001 < 0.001 < 0.001 0.001 < 0.001 1.000 < 0.001 0.002 < 0.001
gam < 0.001 0.042 0.048 0.539 0.763 0.005 0.073 < 0.001 < 0.001
Tabella 4.12: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate
a partire dalla serie HENMAP simulata di lunghezza M = 1500 mediante il metodo
indicato in ciascuna riga.
Complessivamente le analisi effettuate sulle previsioni a due passi in avanti
riportano risultati analoghi a quelli incontrati valutando le previsioni un passo
in avanti. Nel dettaglio tra i test che valutano la corretta distribuzione uniforme
dei valori PIT si nota come il test di Kolmogorv-Smirnov riporti livelli di signiﬁca-
tivit` a osservati prossimi a zero per tutte le procedure. L’altro test implementato
per valutare l’uniformit` a dei valori PIT, il test unif, conduce ad accettare l’ipotesi
nulla per le procedure spAR,smsp e gam. In effetti osservando gli istogrammi dei
valori PIT, si osserva come le procedure che producono istogrammi piatti sono
quelle per le quali viene supportata l’H0 del test chi-quadrato. Si possono fare
le medesime considerazioni fatte nel caso di previsioni ad un passo in avanti in
merito alle particolari conformazioni degli istogrammi dei valori PIT e alla ca-
pacit` a delle procedure considerate di fornire densit` a predittive i cui intervalli di4.3. SERIE SIMULATA: HENMAP 65
conﬁdenza si adattano alla serie in esame.
Il test SC supporta l’ipotesi nulla di assenza di autocorrelazione seriale solo per
la procedura di calcolo di densit` a predittiva che si basa sulla stima di un modello
GAM. Passando all’analisi della presenza di eteroschedasticit` a condizionale al-
l’interno della serie dei valori PIT si sposta l’attenzione alla colonna delle tabelle
indicata con HET; le uniche procedure per le quali non viene riﬁutata l’ipotesi
nulla di assenza di effetti ARCH sono smsp e gam (per entrambe le dimensioni
campionarie).
Le stesse procedure che si sono messe in mostra per produrre serie di valori PIT
che non presentano eteroscedasticit` a condizionale sono anche quelle per le quali
il test LRind supporta l’ipotesi nulla; per le procedure smsp e gam quindi viene
supportata l’ipotesi di assenza di dipendenza autoregressiva del primo ordine
nella serie dei valori PIT.
Il test LR010 riporta livelli di signiﬁcativit` a prossimi a 1, dunque che sostengono
l’ipotesi di nullit` a del parametro autoregressivo congiuntamente alla normalit` a
standard della distribuzione dei valori PIT trasformati tramite Φ−1, per le proce-
dure sp1,sp2 e mfd nel caso di M = 1000 e anche per la procedura non parametri-
ca che calcola regressioni mediante funzioni spline ma solo nel caso di M = 1500.
Il testche valuta labont` a previsivanelle codedella distribuzione confermail fatto
che le procedure smsp e gam forniscono previsione accurate anche relativamente
a eventi rari come quelli situati nelle code. Per le altre procedure invece si riﬁuta
nettamente l’ipotesi.
Le procedure di backtesting del VaR applicate alle densit` a predittive a due passi
in avanti non producono risultati soddisfacenti; l’unica procedura per la quale
si accetta l’H0 di corretta copertura dell’intervallo di conﬁdenza al 95%, ricavato
dalla densit` a prevista, ` e la spAR, anche se solo nel caso di numerosit` a campionaria
pari a 1000.66 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.78: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura p a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.79: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura spAR a partire da una serie HENMAP
di lunghezza M = 1500.
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Figura 4.80: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp1 a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.81: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp2 a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.82: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp3 a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.83: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura smsp a partire da una serie HENMAP
di lunghezza M = 1500.
mfd LOGISTICMAP n=1500 T=1
pit[, 1]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 4.84: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura mfd a partire da una serie HENMAP
di lunghezza M = 1500.
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Figura 4.85: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura gam a partire da una serie HENMAP
di lunghezza M = 1500.4.3. SERIE SIMULATA: HENMAP 67
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Figura 4.86: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura p a partire da una serie
HENMAP di lunghezza M = 1500.
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Figura 4.87: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura SpAR a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.88: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp1 a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.89: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp2 a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.90: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura sp3 a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.91: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura smsp a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.92: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura mfd a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.93: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura gam a partire da una
serie HENMAP di lunghezza M = 1500.68 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
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Figura 4.94: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura p a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.95: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura spAR a partire da una serie HENMAP
di lunghezza M = 1500.
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Figura 4.96: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp1 a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.97: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp2 a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.98: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp3 a partire da una serie HENMAP di
lunghezza M = 1500.
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Figura 4.99: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura smsp a partire da una serie HENMAP
di lunghezza M = 1500.
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Figura 4.100: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura mfd a partire da una serie HENMAP
di lunghezza M = 1500.
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Figura 4.101: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura gam a partire da una serie HENMAP
di lunghezza M = 1500.4.3. SERIE SIMULATA: HENMAP 69
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Figura 4.102: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura p a partire da una serie
HENMAP di lunghezza M = 1500.
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Figura 4.103: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura spAR a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.104: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp1 a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.105: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp2 a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.106: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura sp3 a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.107: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura smsp a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.108: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura mfd a partire da una
serie HENMAP di lunghezza M = 1500.
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Figura 4.109: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura gam a partire da una
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4.4 Commento risultati
Alla luce di quando emerso dall’analisi effettuata su serie simulate si riportano
una serie di riﬂessioni riguardo il funzionamento delle varie procedure di cal-
colo di densit` a predittiva in relazione alle particolari serie sulle quali sono state
testate. Infatti non esiste una procedura univocamente migliore delle altre, ma
ciascuna ha diversa capacit` a di cogliere aspetti della serie in esame per produrre
buone previsioni dunque pu` o risultare pi` u appropriato usare un metodo piut-
tosto che un altro in base alle caratteristiche dei dati di partenza. Ad esempio
nell’analisi compiuta su dati simulati si ` e ricorso a diverse serie sulle quali sono
stati testati i metodi di calcolo previsionale presentati nel capitolo 2 proprio per
sottolinearne gli aspetti virtuosi.
Nel caso di serie simulata da un processo AR-GARCH i migliori risultati in ter-
mini di previsioni sono stati trovati per le procedure parametriche e semiparame-
triche basate sulla stima di un modello ARMA-GARCH e per la procedura non
parametrica che modella anche la varianza condizionata rnp. In realt` a osservan-
do attentamente i risultati dei test eseguiti per valutare le previsioni calcolate a
partire dalla serie AR-GARCH, si nota come essi peggiorino passando dall’oriz-
zonte previsivo un passo in avanti a quello con T = 2. Questo peggioramento
pu` o essere percepito anche dall’osservazione degli istogrammi dei valori PIT che
nel caso di orizzonte previsionale a due passi in avanti presentano dei picchi in
corrispondenza dei valori estremi 0 e 1. Tuttavia anche in questo caso le pro-
cedure sp1 e sp2 sono in grado di produrre densit` a predittive i cui intervalli di
conﬁdenza hanno livello di copertura in linea con il livello dichiarato e la pro-
cedura sp3 risulta l’unica per la quale viene accettata l’ipotesi di bont` a previsiva
nelle code della distribuzione. Probabilmente il motivo per il quale queste proce-
dure producono buone previsioni di densit` a se applicate a dati AR-GARCH ` e da
individuare nel fatto che esse partono dalla stima di un modello ARMA-GARCH,
ovvero della stessa famiglia del modello generatore dei dati, e poi, sfruttando di-
verse fonti di variabilit` a, generano le replicazioni delle previsioni puntuali che
conducono poi alla stima non parametrica delle densit` a predittiva. Si ritiene4.4. COMMENTO RISULTATI 71
dunque che queste procedure producano buoni risultati se applicate a dati con
caratteristiche assimilabili a quelle della classe di modelli ARMA-GARCH. Non
si riscontrano evidenti differenze tra le procedure semiparametriche basate sulla
stima di un modello ARMA-GARCH che calcolano replicazioni delle previsioni
puntuali sfruttando diverse fonti di variabilit` a se non per l’orizzonte previsivo
due passi in avanti per il quale la procedura sp3, che sfrutta la variabilit` a forni-
ta dalle stime dei parametri del modello, ` e l’unica a presentare buona capacit` a
previsiva nelle code, anche se non produce p-value tali da accettare i test che in-
dagano la corretta copertura degli intervalli derivati dalle previsioni calcolate.
La procedura non parametrica basata su regressione kernel, probabilmente a cau-
sa del fatto che modella anche la varianza condizionata riuscendo quindi a co-
gliere l’eteroschedasticit` a condizionale presente nella serie di partenza, fornisce
buoni risultati in merito ai test di Kupiec e di Christoffersen; dunque si ritiene che
anche questa procedura sia adeguata nel produrre densit` a predittive di serie AR-
GARCH poich´ e esse risultano in linea con i dati osservati in merito al livello di
copertura degli intervalli ricavati sulle previsioni.
Si considera ora la serie simulata da un processo SETAR; data la non linearit` a del
processo generatore dei dati ci si aspetta di incontrare buoni risultati dalle proce-
dure non parametriche che si ritengono maggiormente in grado di individuare la
struttura di dipendenza di un modello non lineare di come siano in grado di farlo
le procedure parametriche o semiparametriche. Passando dunque in rassegna i
risultati ottenuti tramite le procedure implementate relativamente a previsioni di
densit` a di una serie proveniente da un modello SETAR si nota come il metodo
smsp sia quello per il quale si ottengono i migliori risultati. Con questa tecnica di
calcolo previsionale infatti oltre che ottenere valori PIT con caratteristiche di uni-
formit` a, indipendenza e buona capacit` a previsiva nelle code, si ottengono anche
previsioni di densit` a i cui intervalli conducono all’accettazione del test di Kupiec
e Christoffersen dunque che rispettano il livello di copertura. Inoltre il funzio-
namento di questa procedura non risente dell’ampliarsi dell’orizzonte previsivo;
anche con T = 2 le previsioni ottenute presentano caratteristiche in linea con i72 CAPITOLO 4. APPLICAZIONI SU DATI SIMULATI
dati osservati. Buoni risultati si ottengono anche in merito alle altre procedure
non parametriche, anche se per queste non vengono soddisfatte le ipotesi nulle
dei test derivati dalle procedure di backtesting del VaR.
Per quanto riguarda le previsioni ottenute applicando le procedure presentate a
serie provenienti da un modello caotico di mappa di H´ enon si pu` o dire che esse
risultano meno buone di quanto non lo fossero per le altre serie simulate presen-
tate. Infatti nessuna delle procedure di calcolo di densit` a predittive implementate
conduce all’accettazione dei test di Kupiec e Christoffersen. Tuttavia si segnala che,
tra le procedure basate su regressioni semplici o sulla stima di modelli univa-
riati, la spAR e la smsp sono quelle che forniscono le densit` a pi` u in linea con i
dati osservati. Le caratteristiche dei valori PIT prodotti tramite queste procedure
infatti sono buone sia in termini di uniformit` a che in termini di buona capacit` a
previsiva di eventi situati nelle code. Per quanto riguarda la procedura di cal-
colo previsionale basata su regressione multipla si nota, dall’osservazione delle
tabelle contenenti i p-value, come questa procedura sia in grado di produrre le
migliori densit` a predittive in merito alla serie simulata HENMAP. Queste infatti
producono valori PIT che, oltre che presentare caratteristiche di uniformit` a e tali
da accettare l’ipotesi nulla del test LRtail, risultano non dipendenti sia in relazio-
ne al test SC sia al test LRind. Quando si ha quindi a che fare con serie i cui livelli
sembrano dipendere da pi` u fattori, in quanto sono evidenti relazioni (lineari o
non lineari) tra i livelli della variabile e i suoi ritardi o altri regressori, la scelta
di calcolare densit` a predittive mediante tecniche di regressione multipla sembra
oculata e produce buoni risultati.Capitolo 5
APPLICAZIONI SU DATI REALI
Si passa ora alle analisi compiute, sempre mediante l’ausilio del software R, su
serie di dati reali. Si ` e pensato di applicare le procedure di calcolo di densit` a
predittive a tre tipologie differenti di dati per analizzare pi` u nel dettaglio il fun-
zionamento di queste in relazione alle diverse caratteristiche delle serie reali a
disposizione. Si lavorer` a dunque prima con dati provenienti dal mercato della
borsa elettrica, successivamente saranno testate le tecniche implementate su dati
di rendimenti ﬁnanziari per concludere il capitolo applicando le procedure per il
calcolo di densit` a predittive a serie storiche della volatilit` a di un titolo azionario.
5.1 I prezzi del mercato elettrico inglese (UKPX)
Si ` e scelto di lavorare con serie provenienti dal mercato della borsa elettrica; ci si
occuper` a di analizzare e modellare la serie storica giornaliera del logaritmo dei
prezzi del mercato elettrico inglese UKPX (UK Power Exchange) per il periodo dal
1 aprile 2005 al 31 dicembre 2010. Conoscendo il meccanismo di aste giornaliere
che determina il prezzo per ciascun periodo (48 semi ore nel caso del mercato
inglese) e date le caratteristiche di forte stagionalit` a di questi dati, si procede con
l’analisi del prezzo di un singolo periodo del giorno; nella fattispecie in questa
analisi si considera il periodo 24, ovvero quello che corrisponde al prezzo ﬁssato
dalle 11.30 alle 12.00 di ogni giorno e il periodo 36 che corrisponde alla fascia
oraria dalle 17.30 alle 18.00. Si sono rese disponibili anche le serie storiche, per
i medesimi periodi, del logaritmo della domanda e del logaritmo dei margini
semi-orari. Per domanda di energia si intende la quantit` a di energia richiesta
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in un certo istante mentre per margine si intende la quantit` a di energia che gli
impianti sono ancora in grado di produrre dopo aver soddisfatto la domanda.
Nei meccanismi di asta non vengono ﬁssati solo i prezzi per ciascun periodo del-
la giornata, ma anche si ﬁssa la domanda e il margine per il giorno successivo;
dunque le serie della domanda e dei margini disponibili in realt` a indica una ’pre-
visione’ fatta in t − 1 della domanda e del margine al tempo t. Queste ulteriori
serie storiche saranno utili in fase di calcolo di densit` a predittive con procedure
multivariate.
simmetria curtosi
p24 0.68 3.90
p36 0.74 3.65
Tabella 5.1: Coefﬁcienti di simmetria e curtosi della serie dei log-prezzi giornalieri per il
periodo 24 e 36.
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Figura 5.1: Serie storica giornaliera dei prezzi (in alto), della domanda (al centro) e dei
margini (in basso) per il periodo 24.
Risulta utile in prima analisi osservare i graﬁci delle serie disponibili in ﬁgura
5.1, per il periodo 24, e in ﬁgura 5.2 per il periodo 36. Osservando le serie dei
prezzi si nota subito come siano caratterizzate dalla presenza di picchi e dall’ete-
roschedasticit` a, ambedue caratteristiche ricorrenti in serie storiche di prezzi della
borsa elettrica; in queste serie ` e presente anche una componente di stagionalit` a5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 75
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Figura 5.2: Serie storica giornaliera dei prezzi (in alto), della domanda (al centro) e dei
margini (in basso) per il periodo 36.
annua non troppo evidente dai graﬁci. Molto pi` u evidenti risultano le stagiona-
lit` a delle serie della domanda e dei margini day-ahead anche se per quanto riguar-
da la seconda met` a della serie del margine della 24-esima semiora di apertura di
mercato elettrico si pu` o dire che si perde la stagionalit` a annua o comunque essa
non ` e ben percepibile ad occhio. Per quanto riguarda le distribuzioni si riconosce
che i prezzi hanno una distribuzione asimmetrica e lievemente leptocurtica come
si pu` o veriﬁcare consultando la tabella 5.1.
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Figura 5.3: Autocorrelazione della serie dei livelli (a sinistra) e dei quadrati (a destra) dei
log-prezzi relativi al periodo 24.
Essendo che alcune delle tecniche implementate per il calcolo delle densit` a
predittive utilizzano stime di modelli per serie storiche ` e necessario studiare la76 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.4: Autocorrelazione della serie dei livelli (a sinistra) e dei quadrati (a destra) dei
log-prezzi relativi al periodo 36.
stazionariet` a delle serie dei log-prezzi disponibili. Si riportano dunque in ﬁgura
5.3 e 5.4 le funzioni di autocorrelazione dei livelli e dei quadrati della serie dei
log-prezzi per i due periodi in esame; dalla loro osservazione si evince una forte
struttura di persistenza dunque, come gi` a si poteva concludere dalle ﬁgure 5.1 e
5.2, le serie dei log-prezzi giornalieri non sono stazionarie.
Proprio a causa della non stazionariet` a delle serie dei log-prezzi si ` e resa dispo-
nibile una sua scomposizione in due componenti, una componente di livello che
si somma ad una componente residua:
Pt = LPt + pt
Dt = LDt + dt
Mt = LMt + mt
In questa fase di analisi non ci si ` e occupati di stimare la componente di livello
per poter ricavare quella residua ma per ciascuna delle serie (prezzo, domanda e
margine) sono stati forniti i dati relativi alla variabile originale, alla componente
di lungo periodo e a quella residua. ´ E possibile osservare i graﬁci delle serie
originali, della componente in livello e della componente residua nelle ﬁgure 5.5
e 5.6.
Si prosegue dunque applicando le procedure di calcolo di densit` a predittiva
alla serie dei log-prezzi depurata da effetti stagionali. Le serie pt sono presentate
in ﬁgura 5.7 per quanto riguarda il periodo 24 e in ﬁgura 5.8 per il periodo 36. Si
riportano anche i coefﬁcienti di simmetria e curtosi calcolati su di esse in tabella
5.2; si nota come aumentino ambedue i coefﬁcienti rispetto ai valori calcolati sul-5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 77
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Figura 5.5: Scomposizione della serie giornaliera dei log-prezzi per il periodo 24.
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Figura 5.6: Scomposizione della serie giornaliera dei log-prezzi per il periodo 36.
le serie originali. Ora dunque i dati presentano maggiore asimetria e una forte
leptocurtosi.
A sostegno del fatto che, una volta depurate da effetti stagionali, le serie dei
log-prezzi hanno un comportamento stazionario si riportano i graﬁci delle fun-
zioni di autocorrelazione calcolati sui livelli e sui quadrati visibili in ﬁgura 5.9 e
5.10 per la fascia oraria dalle 11.30 alle 12.00 e in ﬁgura 5.11 e 5.12 per la fascia78 CAPITOLO 5. APPLICAZIONI SU DATI REALI
simmetria curtosi
p24 1.09 6.07
p36 1.28 7.38
Tabella 5.2: Coefﬁcienti di simmetria e curtosi della serie pt per il periodo 24 e 36.
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Figura 5.7: Serie storica giornaliera dei prezzi (in alto), della domanda (al centro) e dei
margini (in basso) per il periodo 24.
dalle 17.30 alle 18.00. Dall’osservazione di queste ﬁgure si nota come la struttura
di autocorrelazione decada a zero man mano che cresce il ritardo e questo induce
a sostenere che le serie dei prezzi sono state ben depurate da effetti stagionali. Le
serie dei prezzi destagionalizzate saranno dunque oggetto del calcolo delle den-
sit` a predittive mediante i metodi implementati e descritti in precedenza; data la
stazionariet` a sar` a possibile procedere con il calcolo delle previsioni anche tramite
quei metodi che si basano sulla stima di modelli per serie storiche che richiedono
stazionariet` a.
5.1.1 Valutazione densit` a predittive
Si presentano in questa sezione i risultati delle procedure di valutazione appli-
cate alle densit` a predittive calcolate a partire dai dati di borsa elettrica appena
descritti. Come nel caso di dati simulati, anche qui saranno presentate delle ta-
belle contenenti i p-value dei test per ciascuna procedura che si ` e utilizzata per il5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 79
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Figura 5.8: Serie storica giornaliera dei prezzi (in alto), della domanda (al centro) e dei
margini (in basso) per il periodo 36.
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Figura 5.9: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) di pt per il
periodo 24.
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Figura 5.10: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) del
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Figura 5.11: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) di pt per
il periodo 36.
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Figura 5.12: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) del
quadrato di pt per il periodo 36.
calcolo delle previsioni1; si riportano quindi, per ciascuna serie dei prezzi, una
tabella contenente i risultati ottenuti effettuando previsioni ad un passo e una
che invece riguarda i risultati ottenuti con un orizzonte previsivo di due passi in
avanti.
Si riportano anche gli istogrammi dei valori PIT tramite i quali ` e possibile avere
un’idea immediata dell’uniformit` a di essi, dunque della capacit` a della procedu-
ra in esame di produrre densit` a predittive coerenti con i dati osservati e i gra-
ﬁci relativi agli intervalli di conﬁdenza al 95% calcolati sulle prime 100 densit` a
predittive.
In tabella 5.3 sono riportati i livelli di signiﬁcativit` a dei test implementati su
previsioni a T = 1 passo ottenute a partire dalla serie depurata del prezzo al pe-
riodo 24. Fanno riferimento a questa tabella le ﬁgure da 5.13 a 5.20 e la ﬁgura
1In ambito di prezzi elettrici si ` e ritenuto opportuno sottoporre a veriﬁca della bont` a previsiva solo la
coda destra della distribuzione, ovvero quella inerente i picchi.5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 81
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 0.135 0.736 0.082 < 0.001 0.030 < 0.001 < 0.001
spAR < 0.001 < 0.001 0.004 0.242 0.034 < 0.001 0.003 < 0.001 < 0.001
sp1 < 0.001 < 0.001 0.155 0.517 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 0.151 0.532 0.001 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.295 0.690 < 0.001 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 < 0.001 0.053 0.128 0.059 < 0.001 0.003 < 0.001 < 0.001
rnp < 0.001 < 0.001 0.049 0.558 < 0.001 1.000 < 0.001 < 0.001 < 0.001
mfd < 0.001 < 0.001 0.989 0.948 0.468 < 0.001 0.008 < 0.001 < 0.001
gam < 0.001 0.002 0.429 0.891 0.332 < 0.001 < 0.001 0.004 < 0.001
Tabella 5.3: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie pt del periodo 24 mediante il metodo indicato in ciascuna riga.
5.77 che riportano gli istogrammi dei valori PIT, mentre i graﬁci degli intervalli
di conﬁdenza sono riportati in ﬁgura da 5.21 a 5.28 e in ﬁgura 5.78.
I test che si occupano di valutare l’uniformit` a dei valori PIT, ovvero il test di
Kolmogorov-Smirnov e il test chi-quadrato, conducono al riﬁuto di H0 per ciascu-
na delle procedure di calcolo implementate; un’attenta osservazione delle ﬁgure
che riportano gli istogrammi dei valori PIT infatti suggerisce come nessun me-
todo di calcolo di densit` a predittive sia in grado di produrre una serie di valori
PIT con caratteristiche di uniformit` a. In particolare si nota come le procedure se-
miparametriche basate sulla stima di un modello ARMA-GARCH e la procedura
rnp, che effettua regressioni kernel, producano istogrammi con picchi in corri-
spondenza dei valori estremi (0 e 1) che denotano l’incapacit` a di questi modelli
di produrre densit` a coerenti con i dati realizzati. Dai graﬁci che riportano gli
intervalli di conﬁdenza delle densit` a predittive calcolate con le varie procedu-
re si pu` o risalire alla causa della scarsa uniformit` a dei valori PIT. Le procedure
complessivamente non sono in grado di produrre densit` a predittive che segua-
no l’andamento dei dati osservati; le procedure che presentano istogrammi con
picchi in corrispondenza dei valori estremi sono quelle procedure per le quali gli
intervalli di conﬁdenza sono molto stretti causando frequentemente sforamenti
della serie osservata sia dal limite inferiore che da quello superiore. Le procedu-
re invece per le quali gli istogrammi dei valori PIT hanno una conformazione a
campana sono quelle che producono densit` a predittive troppo ampie per le quali82 CAPITOLO 5. APPLICAZIONI SU DATI REALI
raramente il dato osservato cade nelle code.
Per quanto riguarda i test basati su regressioni ausiliarie, quello che si occupa
di valutare la presenza di autocorrelazione seriale nella serie dei valori PIT (co-
lonna SC), produce p-value elevati per tutte le procedure tranne che per quella
semiparametrica che si basa sulla stima di un modello AR. Il test per la veriﬁca
di presenza di eteroschedasticit` a condizionale supporta l’ipotesi nulla di assenza
di eteroschedasticit` a condizionale per tutte le procedure implementate.
Passando ad analizzare i risultati prodotti dai test LR, si nota che il test per l’indi-
pendenza della serie dei valori PIT trasformati mediante Φ−1 risulta signiﬁcativo
per quelle procedure i cui istogrammi dei valori PIT presentano picchi in corri-
spondenza dei valori estremi, ovvero sp1, sp2, sp3 e rnp. Tuttavia queste stesse
procedure sono le uniche che conducono ad accettazione dell’ipotesi nulla del te-
st LR010.
Gli ultimi tre test che hanno lo scopo di valutare la bont` a delle densit` a predittive
spesso, nelle analisi su dati simulati, hanno riportato risultati analoghi; anche in
questo caso di applicazione delle procedure di calcolo previsionale a serie di dati
reali vi ` e corrispondenza tra i risultati ottenuti con questi test. Il test LRtail accetta
l’ipotesi nulla di buona capacit` a previsiva nella coda destra solo per la procedu-
ra parametrica, mentre i test per la corretta copertura degli intervalli risultano
signiﬁcativi per tutte le procedure implementate.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 0.114 0.964 0.069 < 0.001 0.242 < 0.001 < 0.001
spAR < 0.001 0.003 0.387 0.729 0.234 < 0.001 0.003 < 0.001 < 0.001
sp1 < 0.001 < 0.001 0.374 0.784 0.009 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 0.345 0.789 0.005 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.888 0.661 0.907 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 < 0.001 0.039 0.273 0.068 < 0.001 0.009 < 0.001 < 0.001
rnp < 0.001 < 0.001 0.733 0.485 < 0.001 1.000 < 0.001 < 0.001 < 0.001
mfd < 0.001 < 0.001 0.104 0.828 0.080 < 0.001 0.008 < 0.001 < 0.001
gam < 0.001 < 0.001 0.411 0.985 0.302 < 0.001 < 0.001 < 0.001 < 0.001
Tabella 5.4: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie pt del periodo 24 mediante il metodo indicato in ciascuna riga.
Si passa ora al commento della tabella 5.4 che contiene i risultati della analisi5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 83
compiute sulle densit` a predittive a T = 2 passi calcolate a partite dalla serie de-
purata del prezzo al periodo 24. Per completare l’analisi si sono riportati anche
gli istogrammi dei valori PIT relativi alle densit` a predittive sottoposte a veriﬁca
in ﬁgura da 5.29 a 5.36 e 5.79 e i graﬁci degli intervalli di conﬁdenza ricavati dalle
prime 100 densit` a predittive calcolate con ciascuna procedura sono riportati in
ﬁgura da 5.37 a 5.44 e in ﬁgura 5.80.
Come si ` e potuto osservare nel caso di previsione a un passo, anche ora i test
che si occupano di valutate l’uniformit` a dei dati PIT risultano signiﬁcativi per
ogni procedura di calcolo previsionale implementata. Questi risultati sono coe-
renti con gli istogrammi riportati i quali non sono sufﬁcientemente piatti; come
nel caso di orizzonte temporale unitario, anche ora gli istogrammi derivanti delle
procedure semiparametriche basate sulla stima di un modello ARMA-GARCH e
dalla procedura non parametrica rnp (tutte procedure che si occupano di model-
lare non solo la media condizionale ma anche la varianza) presentano picchi in
corrispondenza dei valori estremi. Valgono le stesse considerazioni fatte in meri-
to alle previsioni ad un passo in avanti circa le cause che portano alle particolari
conformazioni degli istogrammi dei valori PIT; esse sono da ricercare nelle am-
piezze degli intervalli di conﬁdenza ricavati dalle densit` a predittive.
I test basati su regressioni ausiliarie per valutare le caratteristiche di indipenden-
za e assenza di presenza di effetti ARCH nella serie dei valori PIT conducono a
livelli di signiﬁcativit` a osservati elevati per ogni procedura, quindi sostengono
l’ipotesi nulla.
Il test che si occupa di valutare, tramite rapporto di verosimiglianza, l’indipen-
denza dei dati PIT trasformati mediante Φ−1 non ` e del tutto in accordo con il test
SC. Qui infatti viene riﬁutata l’ipotesi nulla di assenza di dipendenza autoregres-
siva del primo ordine per le procedure sp1, sp2 e rnp. Il test LR010, analogamente
a quando raccontato per la previsione a un passo in avanti, conduce a p-value
prossimi all’unit` a solo per quelle procedure che hanno prodotto istogrammi con
picchi in corrispondenza dei valori estremi.
Il test per valutare la bont` a previsiva nella coda destra della distribuzione, cos` ı84 CAPITOLO 5. APPLICAZIONI SU DATI REALI
come i test derivanti dalle procedure di backtesting del VaR, conducono ad un
netto riﬁuto di H0 per qualunque procedura implementata.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 0.129 0.899 0.175 < 0.001 < 0.001 < 0.001 < 0.001
spAR < 0.001 < 0.001 0.036 0.010 0.242 < 0.001 0.018 < 0.001 < 0.001
sp1 < 0.001 < 0.001 0.031 0.458 0.004 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 0.029 0.464 0.139 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.045 0.792 0.422 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 < 0.001 0.144 0.014 0.314 < 0.001 0.036 < 0.001 < 0.001
rnp < 0.001 < 0.001 0.025 0.684 < 0.001 1.000 < 0.001 < 0.001 < 0.001
mfd < 0.001 < 0.001 0.086 0.268 0.161 < 0.001 0.013 < 0.001 < 0.001
gam < 0.001 < 0.001 0.995 0.003 0.417 < 0.001 < 0.001 0.002 0.001
Tabella 5.5: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie pt del periodo 36 mediante il metodo indicato in ciascuna riga.
Ci si occupa ora di analizzare i risultati riportati in tabella 5.5 che contiene i
p-value dei test compiuti sulle densit` a predittive a T = 1 passo calcolate a partite
dalla serie depurata del prezzo al periodo 36. Per completare l’analisi si sono ri-
portati anche gli istogrammi dei valori PIT relativi alle densit` a predittive sottopo-
ste a veriﬁca in ﬁgura da 5.45 a 5.52 e 5.81 e i graﬁci degli intervalli di conﬁdenza
delle prime 100 densit` a predittive calcolate in ﬁgura da 5.53 a 5.60 e in ﬁgura 5.82.
Le prime due colonne della tabella contengono i livelli di signiﬁcativit` a osservati
dei test implementati per valutare l’uniformit` a della serie dei valori PIT prodot-
ta dalle densit` a predittive calcolate; si tratta di valori prossimi a zero per tutte
le procedure implementate dunque non viene mai supportata l’ipotesi nulla di
uniformit` a dei valori PIT. Gli istogrammi dei valori PIT sono analoghi a quelli
presentati in merito all’analisi della serie dei prezzi del periodo 24 dunque anche
l’interpretazione delle conformazioni che si discostano dall’uniformit` a ` e la stes-
sa, imputabile quindi all’ampiezza, troppo ridotta o troppo elevata, delle densit` a
predittive.
Passando ai test basati su regressioni ausiliarie si considera dapprima quello che
valuta l’assenza di autocorrelazione seriale all’interno della serie dei valori PIT.
Esso conduce a valori di signiﬁcativit` a osservata elevati per la maggior parte del-
le procedure di calcolo previsionale; tuttavia le procedure semiparametriche e5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 85
quella non parametrica basata su regressioni kernel conducono ad accettare l’ipo-
tesi nulla solo per livelli di signiﬁcativit` a ≤ 0.02. Il test che studia invece l’assen-
za di eteroschedasticit` a condizionale sempre nella serie dei valori PIT conduce
ad una decisa acettazione di H0 per tutte le procedure implementate tranne che
per spAR, smsp e gam.
Il test rapporto di verosimiglianza per valutare l’indipendenza della serie dei va-
lori PIT trasformati tramite Φ−1 conduce al riﬁuto dell’ipotesi nulla di assenza di
dipendenza autoregressiva del primo ordine per tutte le procedure implementate
a differenza disp1 e rnp. Il test invece che si occupa, non solo di valutare l’assenza
di dipendenza autoregressiva di primo ordine, ma anche di veriﬁcare che i para-
metri della normale standard siano compatibili con quelli stimati dalla serie dei
valori PIT trasformati tramite Φ−1, riporta p-value prossimi a uno solo per quelle
procedure i cui istogrammi dei valori PIT presentano picchi in corrispondenza di
0 e 1.
Le uniche procedure in grado di prevedere accuratamente la coda destra della
densit` a predittiva sono spAR,smsp e mfd.
Nessuna delle procedure implementate produce densit` a predittive i cui interval-
li di conﬁdenza al 95% rispettano tale copertura in quando i test Kup e Chris
forniscono p-value prossimi a zero.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 < 0.001 0.943 < 0.001 < 0.001 0.001 < 0.001 < 0.001
spAR < 0.001 0.050 < 0.001 0.684 < 0.001 < 0.001 0.139 < 0.001 < 0.001
sp1 < 0.001 < 0.001 < 0.001 0.540 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 < 0.001 0.493 < 0.001 1.000 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 < 0.001 0.561 0.049 1.000 < 0.001 < 0.001 < 0.001
smsp < 0.001 < 0.001 0.183 0.008 0.275 < 0.001 0.040 < 0.001 < 0.001
rnp < 0.001 < 0.001 < 0.001 0.480 < 0.001 1.000 < 0.001 < 0.001 < 0.001
mfd < 0.001 0.072 < 0.001 0.740 < 0.001 < 0.001 0.073 < 0.001 < 0.001
gam < 0.001 < 0.001 0.763 0.003 0.239 < 0.001 < 0.001 < 0.001 < 0.001
Tabella 5.6: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie pt del periodo 36 mediante il metodo indicato in ciascuna riga.
Si conclude la presentazione dei risultati delle procedure di valutazione im-
plementate sulle analisi compiute su dati reali commentando la tabella 5.6 con-86 CAPITOLO 5. APPLICAZIONI SU DATI REALI
tenente i p-value dei test compiuti sulle densit` a predittive a T = 2 passi calcolate
a partite dalla serie depurata del prezzo al periodo 36. Per completezza si ripor-
tano anche dei risultati graﬁci; sono visibili nelle ﬁgure da 5.61 a 5.68 e 5.83 gli
istogrammi dei valori PIT ottenuti a partire dalle densit` a predittive a due passi
calcolate mediante i vari metodi presentati e in ﬁgura da 5.69 a 5.76 e 5.84 i graﬁci
relativi agli intervalli di conﬁdenza.
Il test di Kolmogorov-Smirnov per la veriﬁca dell’uniformit` a dei valori PIT risul-
ta signiﬁcativo per tutte le procedure di calcolo previsionale implementate in
quanto fornisce p-value prossimi a zero. Per quanto riguarda invece il test chi-
quadrato, anch’esso per valutare la distribuzione uniforme dei valori PIT, si in-
contrano i primi livelli di signiﬁcativit` a osservati che possono condurre ad accet-
tazione dell’ipotesi nulla. Non si riﬁuta H0 al livello di signiﬁcativit` a α = 0.05
per le procedure spAR e mfd. Considerazioni del tutto analoghe a quelle esposte
in precedenza possono essere fatte in merito alle particolari conformazioni degli
istogrammi dei valori PIT; istogrammi caratterizzati da picchi in corrispondenza
dei valori estremi 0 e 1 derivano da procedure che forniscono densit` a predittive
troppo poco ampie, mentre istogrammi la cui forma ` e similabile ad una campa-
na derivano da procedure le cui densit` a predittive sono troppo ampie rispetto al
campo di variazione dei dati osservati.
Rispetto alle previsioni ad un passo in avanti in questo caso il test SC fornisce
risultati peggiori. Sono solamente due le procedure per le quali viene supportata
l’ipotesi di assenza di autocorrelazione seriale e si tratta di smsp e gam. Proprio
queste procedure sono le uniche due per le quali risulta signiﬁcativo invece il test
per l’assenza di eteroschedasticit` a condizionale all’interno della serie dei valori
PIT.
Il test rapporto di verosimiglianza per la veriﬁca di indipendenza della serie dei
valori PIT trasformati con Φ−1, contro ipotesi alternativa di dipendenza autore-
gressiva di primo ordine, ` e coerente con quanto osservato per il test SC per il
fatto che nel caso di procedura smsp viene accettata l’ipotesi nulla di assenza di
dipendenza del primo ordine; tuttavia il test LRind fornisce livelli di signiﬁcati-5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 87
vit` a che portano all’accettazione di H0 anche nel caso di procedura sp3 e gam.
Come per tutte le tabelle relative ai dati reali analizzate si nota come il test LR010
conduca a p-value elevati solo nel caso di quelle procedure i cui istogrammi pre-
sentano picchi in corrispondenza di valori estremi.
A differenza di quando detto per le tabelle contenenti i risultati delle analisi effet-
tuate per valutare le densit` a predittive calcolate a partire da dati di borsa elettrica
relativi al periodo 24, in questo caso (serie del prezzo al periodo 36 con orizzonte
previsivo T = 2), il test LRtail conduce a livelli di signiﬁcativit` a osservati tali da
non riﬁutare l’ipotesi nulla di buona capacit` a previsiva nella coda destra della di-
stribuzione nel caso di procedura spAR, smsp e mfd, esattamente come nel caso
di orizzonte previsivo pari a 1.
I test derivanti dalla procedure di backtesting del VaR forniscono livelli di signi-
ﬁcativit` a osservati prossimi a zero, indicando la non capacit` a delle procedure di
calcolo di densit` a predittive implementate di fornire intervalli di conﬁdenza al
95% che rispettino il livello di copertura in relazione a dati reali.88 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.13: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura p a partire dalla serie pt per il periodo
24.
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Figura 5.14: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura spAR a partire dalla serie pt per il
periodo 24.
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Figura 5.15: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
durasp1apartiredallaseriept perilperiodo
24.
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Figura 5.16: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
durasp2apartiredallaseriept perilperiodo
24.
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Figura 5.17: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
durasp3apartiredallaseriept perilperiodo
24.
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Figura 5.18: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura smsp a partire dalla serie pt per il
periodo 24.
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Figura 5.19: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura rnp a partire dalla serie pt per il
periodo 24.
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Figura 5.20: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura mdf a partire dalla serie pt per il
periodo 24.5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 89
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Figura 5.21: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura p a partire dalla serie
pt per il periodo 24.
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Figura 5.22: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura spAR a partire dalla
serie pt per il periodo 24.
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Figura 5.23: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp1 a partire dalla serie
pt per il periodo 24.
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Figura 5.24: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp2 a partire dalla serie
pt per il periodo 24.
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Figura 5.25: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp3 a partire dalla serie
pt per il periodo 24.
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Figura 5.26: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura smsp a partire dalla
serie pt per il periodo 24.
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Figura 5.27: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura rnp a partire dalla serie
pt per il periodo 24.
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Figura 5.28: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura mfd a partire dalla
serie pt per il periodo 24.90 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.29: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura p a partire dalla serie pt per il periodo
24.
spAR p24 T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.30: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura spAR a partire dalla serie pt per il
periodo 24.
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Figura 5.31: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
durasp1apartiredallaseriept perilperiodo
24.
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Figura 5.32: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
durasp2apartiredallaseriept perilperiodo
24.
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Figura 5.33: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
durasp3apartiredallaseriept perilperiodo
24.
smsp p24 T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.34: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura smsp a partire dalla serie pt per il
periodo 24.
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Figura 5.35: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura rnp a partire dalla serie pt per il
periodo 24.
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Figura 5.36: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura mdf a partire dalla serie pt per il
periodo 24.5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 91
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Figura 5.37: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura p a partire dalla serie
pt per il periodo 24.
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Figura 5.38: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura spAR a partire dalla
serie pt per il periodo 24.
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Figura 5.39: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp1 a partire dalla serie
pt per il periodo 24.
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Figura 5.40: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp2 a partire dalla serie
pt per il periodo 24.
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Figura 5.41: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp3 a partire dalla serie
pt per il periodo 24.
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Figura 5.42: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura smsp a partire dalla
serie pt per il periodo 24.
! !
!
! ! !
!
!
!
!
! !
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
! !
! !
!
! ! !
!
! !
! !
!
! !
!
!
!
!
!
!
!
!
!
! !
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
! !
!
!
! !
! !
! !
!
! !
! !
!
!
!
! !
!
!
!
0 20 40 60 80 100
!
1
.
0
!
0
.
5
0
.
0
0
.
5
1
.
0
i
n
t
e
r
v
a
l
l
i
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
!
! !
!
!
!
!
!
!
! !
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
! !
! ! !
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
Figura 5.43: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura rnp a partire dalla serie
pt per il periodo 24.
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Figura 5.44: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura mfd a partire dalla
serie pt per il periodo 24.92 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.45: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura p a partire dalla serie pt per il periodo
36.
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Figura 5.46: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura spAR a partire dalla serie pt per il
periodo 36.
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Figura 5.47: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
durasp1apartiredallaseriept perilperiodo
36.
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Figura 5.48: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
durasp2apartiredallaseriept perilperiodo
36.
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Figura 5.49: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
durasp3apartiredallaseriept perilperiodo
36.
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Figura 5.50: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura smsp a partire dalla serie pt per il
periodo 36.
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Figura 5.51: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura rnp a partire dalla serie pt per il
periodo 36.
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Figura 5.52: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura mdf a partire dalla serie pt per il
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Figura 5.53: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura p a partire dalla serie
pt per il periodo 36.
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Figura 5.54: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura spAR a partire dalla
serie pt per il periodo 36.
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Figura 5.55: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp1 a partire dalla serie
pt per il periodo 36.
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Figura 5.56: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp2 a partire dalla serie
pt per il periodo 36.
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Figura 5.57: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp3 a partire dalla serie
pt per il periodo 36.
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Figura 5.58: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura smsp a partire dalla
serie pt per il periodo 36.
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Figura 5.59: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura rnp a partire dalla serie
pt per il periodo 36.
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Figura 5.60: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura mfd a partire dalla
serie pt per il periodo 36.94 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.61: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura p a partire dalla serie pt per il periodo
36.
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Figura 5.62: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura spAR a partire dalla serie pt per il
periodo 36.
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Figura 5.63: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
durasp1apartiredallaseriept perilperiodo
36.
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Figura 5.64: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
durasp2apartiredallaseriept perilperiodo
36.
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Figura 5.65: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
durasp3apartiredallaseriept perilperiodo
36.
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Figura 5.66: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura smsp a partire dalla serie pt per il
periodo 36.
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Figura 5.67: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura rnp a partire dalla serie pt per il
periodo 36.
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Figura 5.68: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura mdf a partire dalla serie pt per il
periodo 36.5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 95
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Figura 5.69: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura p a partire dalla serie
pt per il periodo 36.
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Figura 5.70: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura spAR a partire dalla
serie pt per il periodo 36.
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Figura 5.71: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp1 a partire dalla serie
pt per il periodo 36.
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Figura 5.72: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp2 a partire dalla serie
pt per il periodo 36.
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Figura 5.73: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp3 a partire dalla serie
pt per il periodo 36.
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Figura 5.74: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura smsp a partire dalla
serie pt per il periodo 36.
!
! !
!
! !
!
!
!
! !
!
!
!
!
!
!
!
!
!
! ! !
! !
! !
! !
! !
!
!
!
! !
!
!
! ! !
!
!
!
!
! ! !
!
!
! !
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
! !
!
!
!
!
!
!
!
!
!
!
0 20 40 60 80 100
!
1
.
0
!
0
.
5
0
.
0
0
.
5
1
.
0
i
n
t
e
r
v
a
l
l
i
!
!
!
!
! !
!
!
!
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! !
!
!
!
!
!
! !
!
!
!
! !
! !
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
! ! !
!
!
!
!
!
!
!
!
!
!
!
!
Figura 5.75: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura rnp a partire dalla serie
pt per il periodo 36.
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Figura 5.76: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura mfd a partire dalla
serie pt per il periodo 36.96 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.77: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura gam a partire dalla serie pt per il
periodo 24.
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Figura 5.78: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura gam a partire dalla
serie pt per il periodo 24.
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Figura 5.79: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura gam a partire dalla serie pt per il
periodo 24.
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Figura 5.80: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura gam a partire dalla
serie pt per il periodo 24.5.1. I PREZZI DEL MERCATO ELETTRICO INGLESE (UKPX) 97
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Figura 5.81: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura gam a partire dalla serie pt per il
periodo 36.
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Figura 5.82: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura gam a partire dalla
serie pt per il periodo 36.
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Figura 5.83: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la pro-
cedura gam a partire dalla serie pt per il
periodo 36.
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Figura 5.84: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura gam a partire dalla
serie pt per il periodo 36.98 CAPITOLO 5. APPLICAZIONI SU DATI REALI
5.1.2 Commento dei risultati
Dopo aver commentato nel dettaglio i risultati delle procedure implementate per
valutare le densit` a predittive a T = 1 e T = 2 passi in avanti, nel caso di dati reali,
calcolate a partire dalle serie della componente residua del prezzo al periodo 24
e 36, si passa a una serie di considerazioni di carattere pi` u generale sulla capacit` a
delle procedure di calcolo previsionale implementate di produrre densit` a predit-
tive coerenti con i dati ossevati.
Non si incontrano drastiche differenze nelle procedure di valutazione tra le serie
dei due periodi analizzati; pare per` o che i metodi di calcolo delle densit` a predit-
tive implementati funzionino lievemente meglio, relativamente alla bont` a previ-
sive nelle code della distribuzione, se applicate alla serie dei prezzi per il periodo
36.
Per tutti gli orizzonti previsivi e per ciascuna delle due serie analizzate pare che
le procedure che si basano su modelli interessati a cogliere anche la varianza con-
dizionale, dunque quelle procedure il cui obiettivo ` e quello di catturare gli effetti
dell’eteroschedasticit` a condizionale all’interno della serie, non producano risul-
tati soddisfacenti. Si nota il mal funzionamento delle procedure semiparametri-
che basate sulla stima di un modello ARMA-GARCH (sp1,sp2, e sp3) e di quella
non parametrica basata su regressioni kernel non solo dal fatto che gli istogrammi
presentano picchi in corrispondenza dei valori estremi 0 e 1, ma anche dal fatto
che per queste procedure non viene mai accettata l’ipotesi di uniformit` a dei dati
PIT n` e di bont` a predittiva nelle code delle distribuzioni.
Per eleggere la miglior procedura di calcolo previsionale, relativamente all’appli-
cazione su dati reali, si osservano i risultati dei test effettuati. Idealmente una
procedura che produce valori PIT uniformi, per la quale vengono riﬁutate le ipo-
tesi di dipendenza all’interno della serie dei valori PIT e per la quale si ` e veriﬁcata
una buona capacit` a previsiva nelle code della distribuzione oppure si ` e consta-
tato che produce intervalli di conﬁdenza che soddisfano le ipotesi nulle dei test
provenienti dalle procedure di backtesting del VaR, ` e una procedura in grado di
produrre previsioni di densit` a coerenti con i dati realizzati. Nessuna delle pro-5.2. L’INDICE DOW JONES 99
cedure implementate produce densit` a predittive che soddisfano congiuntamente
le ipotesi di uniformit` a e di non dipendenza dei valori PIT da esse ricavati; si
ritiene comunque che la procedura basata su una regressione multipla effettuata
non parametricamente sfruttando i modelli GAM sia quella che ottiene i migliori
risultati. I valori PIT derivanti dalle densit` a previste mediante questa procedura
risultano avere caratteristiche di non dipendenza per tutti gli orizzonti preivsivi
e per tutte e due le serie analizzate; inoltre per la serie dei prezzi depurati relati-
va al periodo 36 il test LRtail produce livelli di signiﬁcativit` a osservati a sostegno
dell’ipotesi di buona capacit` a previsiva nelle code della distribuzione.
5.2 L’indice Dow Jones
Si prosegue l’analisi del funzionamento delle procedure implementate applica-
te a dati provenienti dal mercato ﬁnanziario. Si ` e scelto di lavorare con la serie
dei rendimenti giornalieri dell’indice Dow Jones relativi al periodo dal 3 gennaio
2007 al 14 marzo 2012. Le previsioni calcolate sono relative a rendimenti per-
centuali; infatti i rendimenti originali, il cui valore assoluto ` e dell’ordine di 10−3,
non garantiscono buoni risultati previsivi. Riscalando per il fattore 100 la serie
dei rendimenti si ottengono risultati previsivi di gran lunga migliori dunque i
dati utilizzati nell’applicazione sono stati ricavati, dai prezzi alla chiusura del
mercato, in questo modo:
rt = 100 ∗ [log(pt) − log(pt−1)] (5.1)
Si presenta in ﬁgura 5.85 la serie dei rendimenti utilizzata per il calcolo delle den-
sit` a predittive e il loro istogramma. Dall’osservazione della serie dei rendimenti
dell’indice Dow Jones si notano le classiche caratteristiche di stazionariet` a intor-
no allo zero e eteroschedasticit` a condizionale tipiche dei rendimenti ﬁnanziari;
si distinguono infatti dei periodi di volatilit` a elevata e periodi invece pi` u stabili
riconoscendo cos` ı effetti di clustering.
Circa la distribuzione dei rendimenti si nota come sia accentuata la caratteristica
di leptocurtosi; in tabella 5.7 infatti sono riportati i coefﬁcienti di asimmetria e
curtosi e, mentre non ` e cos` ı marcata l’asimmetria, lo stesso non si pu` o dire per100 CAPITOLO 5. APPLICAZIONI SU DATI REALI
la curtosi che ` e invece molto elevata, a sostenere la distribuzione tutt’altro che
normale dei rendimenti.
Per quanto riguarda le caratteristiche di dipendenza della serie dei rendimenti si
possono osservare in ﬁgura 5.86 e 5.87 le funzioni di autocorrelazione e autocor-
relazione parziale dei livelli e dei quadrati della serie dei rendimenti dell’indice
Dow Jones. Si nota come la struttura di autocorrelazione dei rendimenti sia mol-
to debole, suggerendo incorrelazione. Osservare la funzione di autocorrelazione
dei quadrati dei rendimenti risulta utile per diversi aspetti; in primis per consta-
tare la non indipendenza dei rendimenti e poi, poich´ e il quadrato dei rendimenti
pu` o essere interpretato come volatilit` a istantanea, a constatare che la volatilit` a
dipende dal proprio passato.
simmetria curtosi
rt -0.04 10.12
Tabella 5.7: Coefﬁcienti di simmetria e curtosi della serie dei rendimenti dell’indice Dow
Jones.
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Figura 5.85: Serie storica e istogramma della serie dei rendimenti dell’indice Dow Jones.5.2. L’INDICE DOW JONES 101
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Figura 5.86: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) dei livelli
della serie dei rendimenti dell’indice Dow Jones.
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Figura 5.87: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) del
quadrato della serie dei rendimenti dell’indice Dow Jones.
5.2.1 Valutazione densit` a predittive
Si presentano ora i risultati relativi alla valutazione delle densit` a predittive cal-
colate in merito alla serie dei rendimenti percentuali giornalieri dell’indice Dow
Jones. Come gi` a effettuato nel caso di dati simulati e dati di borsa elettrica, si ri-
portano delle tabelle contenenti i p-value dei test per valutare la bont` a previsiva
di 400 densit` a predittive con orizzonte pari a T = 1 e T = 2 passi in avanti.
Per quanto riguarda le procedure di calcolo previsionale utilizzate, si ` e ritenuto
opportuno di applicare solo alcune di quelle descritte al capitolo 2, ovvero quelle
pi` u in grado di cogliere le caratteristiche di dipendenza di rendimenti ﬁnanziari.
Si tratta principalmente di procedure che si occupano di modellare anche l’ete-
roschedasticit` a condizionale, ovvero la procedura parametrica, le procedure se-
miparametriche basate sulla stima di un modello ARMA-GARCH, la procedura
non parametrica basata su regressione kernel, l’unica che tiene in considerazio-102 CAPITOLO 5. APPLICAZIONI SU DATI REALI
ne anche la varianza condizionale oltre che la componente media (effettivamente
poco interessante nel caso di rendimenti ﬁnanziari) e la procedura mfd, basata
sull’assunto di dipendenza markoviana.
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 0.849 0.775 0.386 < 0.001 0.004 < 0.001 < 0.001
sp1 < 0.001 0.002 0.941 0.464 0.355 < 0.001 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 0.907 0.460 0.393 < 0.001 0.001 < 0.001 < 0.001
sp3 < 0.001 0.001 0.830 0.001 0.264 < 0.001 0.036 < 0.001 < 0.001
rnp < 0.001 < 0.001 0.152 < 0.001 0.203 < 0.001 < 0.001 < 0.001 < 0.001
mfd < 0.001 0.661 0.573 < 0.001 0.692 < 0.001 0.214 < 0.001 < 0.001
Tabella 5.8: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie dei rendimenti dell’indice Dow Jones.
Si comincia con la valutazione delle previsioni ad un passo, commentando i
risultati in tabella 5.8, i cui istogrammi relativi ai valori PIT sono riportati nelle
ﬁgure da 5.88 a 5.93 mentre i graﬁci degli intervalli di conﬁdenza al 95% delle
prime 100 densit` a densit` a predittive sono riportati in ﬁgura da 5.94 a 5.99.
Ambedueitestchesioccupanodivalutarel’uniformit` adeidatiosservati, trasfor-
mati mediante la Probability Integral Transform, sono signiﬁcativi per la maggior
parte delle procedure implementate; l’unica procedura per la quale viene accet-
tata l’ipotesi di distribuzione uniforme del test unif ` e la mfd. In effetti anche
osservando gli istogrammi dei valori PIT, si nota come essi non si discostino dal-
l’uniformit` a; per alcune procedure, ed in particolare per quella non parametrica
basata su regressione kernel, gli istogrammi dei valori PIT hanno una forma per
nulla piatta presentando piuttosto una campana. In accordo con quando afferma-
to nell’analisi dei dati di borsa elettrica, anche qui la causa della conformazione a
campana di alcuni istogrammi dei valori PIT ` e da ricercarsi nelle ampiezze delle
densit` a predittive calcolate con le diverse procedure. Dai graﬁci degli intervalli
di conﬁdenza si nota come tutte le procedure, a differenza della mfd, producano
densit` a predittive i cui estremi degli intervalli sono molto variabili; questa va-
riabilit` a si traduce per le procedure semiparametriche in una eccessiva ampiezza
degli intervalli che porta a produrre molti valori PIT attorno a 0.5 causando la
forma a campana degli istogrammi. Invece, per queste procedure, le code del-5.2. L’INDICE DOW JONES 103
le distribuzioni predette non sono quasi mai toccate dalla serie dei rendimenti
osservati. La procedura mfd, che fa registrare buoni risultati in termini di unifor-
mit` a dei valori PIT, ` e quella per la quale gli estremi degli intervalli di conﬁdenza
risultano meno variabili e le ampiezze di tali intervalli sono pi` u contenute.
Passando al commento delle colonne che riguardano i test basati su regressio-
ni ausiliarie si nota che il test SC, per la veriﬁca dell’assenza di autocorrelazione
serialeall’internodellaseriedeivaloriPIT,conducesempreap-valueelevati, dun-
que tali da sostenere l’ipotesi nulla. Il test per la presenza di eteroschedasticit` a
condizionale invece risulta signiﬁcativo per le preocedure sp3,rnp e mfd.
Proseguendo con i test che indagano le caratteristiche di dipendenza dei dati PIT,
ci si concentra ora sui test basati sul rapporto di verosimiglianza. Quello per la
veriﬁca dell’assenza di dipendenza autoregressiva di primo ordine ` e del tutto in
accordo con il test SC, ovvero conduce all’accettazione di H0 per ogni procedura
implementata. Il test LR010 conduce invece al riﬁuto dell’ipotesi nulla per tutte le
procedure di calcolo di densit` a predittiva fornendo livelli di signiﬁcativit` a osser-
vati prossimi a zero.
Il test per la bont` a previsiva delle code della distribuzione riguarda, nel caso
di rendimenti ﬁnanziari, solo la coda sinistra. Questa decisione deriva dal fat-
to che questa coda riguarda rendimenti negativi, ovvero quelli che possono fare
registrare perdite agli investitori, per i quali dunque ` e maggiore l’interesse nel
conoscere la bont` a delle previsioni effettuate. Solo le procedure sp3 e mfd sono
in grado di produrre densit` a predittive la cui coda sinistra ` e in linea con i dati os-
servati; tuttavia l’ipotesi nulla del test LRtail non viene riﬁutata, per la procedura
semiparametrica che sfrutta tra le fonti di variabilit` a quella fornita dai parametri
del modello ARMA-GARCH stimato, solo a un livello di signiﬁcativit` a ≤ 0.03.
I test che, piuttosto che valutare le caratteristiche dei valori PIT, indagano circa la
coerenza tra il livello di copertura teorico e osservato di intervalli di conﬁdenza
ricavati dalle densit` a predittive, risultano sempre signiﬁcativi per ciascuna delle
procedure implementate.
Ci si concentra ora sulla tabella 5.9 che riporta i risultati delle analisi relative104 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.88: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la pro-
cedura p a partire dalla serie dei rendimenti
dell’indice Dow Jones.
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Figura 5.89: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp1 a partire dalla serie dei rendimenti
dell’indice Dow Jones.
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Figura 5.90: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp2 a partire dalla serie dei rendimenti
dell’indice Dow Jones.
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Figura 5.91: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura sp3 a partire dalla serie dei rendimenti
dell’indice Dow Jones.
rnp dj T=1
pit[, 1]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.92: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura rnp a partire dalla serie dei rendimenti
dell’indice Dow Jones.
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Figura 5.93: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
duramfdapartiredallaseriedeirendimenti
dell’indice Dow Jones.
alle previsioni effettuate due passi in avanti. Fanno riferimento alle stesse previ-
sioni anche le ﬁgure da 5.100 a 5.105, che riportano gli istogrammi dei valori PIT
prodotti con ciascuna procedura di calcolo utilizzata e le ﬁgure da 5.106 a 5.111
che riguardano invece gli intervalli di conﬁdenza al 95%.
Per quanto riguarda la veriﬁca dell’uniformit` a dei dati PIT la situazione ` e del
tutto analoga a quella osservata in merito alle previsioni a un passo. Qui infatti
entrambe i test eseguiti per la veriﬁca della corretta distribuzione uniforme risul-5.2. L’INDICE DOW JONES 105
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Figura 5.94: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura p a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.95: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp1 a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.96: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp2 a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.97: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura sp3 a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.98: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo calco-
late con la procedura rnp a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.99: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 1 passo cal-
colate con la procedura mfd a partire dalla
serie dei rendimenti dell’indice Dow Jones.
tano fortemente signiﬁcativi per tutte le procedure ad eccezione della procedura
mfd in relazione al test unif. Gli istogrammi dei valori PIT generati dalle pre-
visioni a due passi infatti non sono piatti, anzi anche in questo caso la maggior
parte dei valori si concentra nella parte centrale dell’istogramma per le motiva-
zioni gi` a spiegate in merito alle previsioni ad un passo in avanti.
Riguardo i test che effettuano regressioni ausiliarie per sottoporne a veriﬁca i pa-
rametri, si nota come essi producano risultati del tutto in linea con quelli prodotti106 CAPITOLO 5. APPLICAZIONI SU DATI REALI
KS unif SC HET LRind LR010 LRtail Kup Chris
p < 0.001 < 0.001 0.496 0.939 0.239 < 0.001 0.021 < 0.001 < 0.001
sp1 < 0.001 < 0.001 0.476 0.734 0.540 < 0.001 < 0.001 < 0.001 < 0.001
sp2 < 0.001 < 0.001 0.500 0.871 0.522 < 0.001 < 0.001 < 0.001 < 0.001
sp3 < 0.001 < 0.001 0.414 < 0.001 0.715 < 0.001 < 0.001 < 0.001 < 0.001
rnp < 0.001 < 0.001 0.718 < 0.001 0.500 < 0.001 < 0.001 < 0.001 < 0.001
mfd < 0.001 0.204 0.571 < 0.001 0.667 < 0.001 0.127 < 0.001 < 0.001
Tabella 5.9: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie dei rendimenti dell’indice Dow Jones.
nel caso di orizzonte previsivo T = 1. Il test SC conduce a livelli di signiﬁcati-
vit` a osservati elevati a sostegno dell’ipotesi nulla di assenza di autocorrelazione
seriale nella serie dei valori PIT. Il test HET risulta signiﬁcativo solo per la pro-
cedura sp3,rnp e mfd, per le quali le serie di valori PIT generate non sono tali da
riﬁutare l’assenza di eteroscedasticit` a condizionale.
Tra i test basati sul rapporto di verosimiglianza quello che si occupa di valuta-
re l’assenza di dipendenza autoregressiva di primo ordine all’interno della serie
dei valori PIT opportunamente trasformata tramite Φ−1, conduce a p-value elevati
per tutte le procedure in esame, dunque come nel caso di previsioni a un passo
risulta in pieno accordo con il test SC. Il test LR010 riporta livelli di signiﬁcativit` a
osservati prossimi a zero per tutte le procedure implementate, dunque conduce
sempre ad un netto riﬁuto dell’ipotesi nulla di congiunta nullit` a del parametri
autoregressivo e normalit` a standard dei valori PIT trasformati mediante la fun-
zione di ripartizione della normale inversa.
Come nel caso di previsione ad un passo, l’unica procedura che produce densit` a
la cui coda sinistra ` e in linea con i dati osservati ` e mfd; nel caso di previsione a
due passi in avanti anche la procedura parametrica conduce ad accettate l’ipotesi
nulla del test LRtail ma solo al livello di signiﬁcativit` a α = 0.02.
Nessuna procedura conduce ad accettazione di H0 nel caso del test di Kupiec e
Christoffersen; dunque nessuna densit` a predittiva a T = 2 passi in avanti ` e in
grado di produrre intervalli di conﬁdenza che rispettino il livello di copertura
teorico.5.2. L’INDICE DOW JONES 107
p dj T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
2
.
0
Figura 5.100: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura p a partire dalla serie dei rendimenti
dell’indice Dow Jones.
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Figura 5.101: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp1 a partire dalla serie dei rendimenti
dell’indice Dow Jones.
sp2 dj T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.102: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp2 a partire dalla serie dei rendimenti
dell’indice Dow Jones.
sp3 dj T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.103: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura sp3 a partire dalla serie dei rendimenti
dell’indice Dow Jones.
rnp dj T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.104: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura rnp a partire dalla serie dei rendimenti
dell’indice Dow Jones.
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Figura 5.105: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
duramfdapartiredallaseriedeirendimenti
dell’indice Dow Jones.
5.2.2 Commento dei risultati
Dopo aver osservato nel dettaglio i risultati delle procedure di valutazione appli-
cati al caso di previsione a T = 1 e T = 2 passi si effettuano ora considerazioni di
carattere generale sulla capacit` a dei metodi implementati di prevedere corretta-
mente la densit` a condizionata dei rendimenti ﬁnanziari.
Dai risultati delle tecniche di valutazione delle densit` a predittive emerge che la
procedura che ` e in grado di produrre valori PIT con le caratteristiche migliori ` e108 CAPITOLO 5. APPLICAZIONI SU DATI REALI
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Figura 5.106: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura p a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.107: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp1 a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.108: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp2 a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.109: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura sp3 a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.110: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi calco-
late con la procedura rnp a partire dalla serie
dei rendimenti dell’indice Dow Jones.
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Figura 5.111: Intervalli di conﬁdenza al 95%
delle densit` a predittive a T = 2 passi cal-
colate con la procedura mfd a partire dalla
serie dei rendimenti dell’indice Dow Jones.
la mfd. La serie dei valori PIT supporta l’ipotesi di uniformit` a e anche di non
dipendenza; inoltre il test per la bont` a predittiva nelle code della distribuzione
presenta livelli di signiﬁcativit` a osservati tali da sostenere una buona capacit` a
della procedure di produrre densit` a coerenti con le osservazioni situate nelle co-
de della distribuzione.
Le altre procedure applicate al caso di dati ﬁnanziari non producono serie di va-
lori PIT con caratteristiche di uniformit` a, mentre invece la nondipendenzarisulta5.3. LA VOLATILIT ` A DEL TITOLO DELL 109
supportata dall’evidenza empirica. Come si ` e gi` a sottolineato queste procedure
producono istogrammi dei PIT nei quali la maggior parte di valori si concentra al
centro delle distribuzione; per capire come mai alcune procedure forniscono isto-
grammi con questa particolare forma si fa riferimento alle ampiezze delle densit` a
predette. Se una procedura produce densit` a ampie allora ` e sensato pensare che
la maggior parte delle osservazioni disponibili si concentrino al centro di essa,
producendo cos` ı istogrammi dei valori PIT le cui frequenze sono concentrate nel
mezzo dell’intervallo [0,1]; tuttavia se le densit` a predittive sono meno ampie al-
lora i valori osservati cadranno in maniera pi` u uniforme all’interno di essa.
Osservando le ampiezze degli intervalli di conﬁdenza al 95% ricavati dalle den-
sit` apredette, sinotacome laproceduramfdproducaintervallimeno ampirispet-
to alle altre procedure, dunque si veriﬁca la supposizione che l’ampiezza delle
densit` a inﬂuisca sulla bont` a delle previsioni stesse. Le ampiezze degli intervalli
relativi alla procedura rnp sono i pi` u ampi e in effetti questa ` e la procedura che
produce istogrammi dei valori PIT meno uniformi rispetto alle altre.
La procedura che indaga la dipendenza dei dati non parametricamente senza
effettuare regressioni ma utilizzando una procedura basata sul solo assunto di
dipendenza markoviana ` e dunque in grado di produrre buone densit` a predittive
relativamente a dati di carattere ﬁnanziario.
5.3 La volatilit` a del titolo DELL
Si conclude l’analisi su dati reali applicando le procedure di calcolo previsionale
implementate ad una ulteriore serie storica reale. Si considera qui la serie dei ren-
dimenti logaritmici percentuali al quadrato del titolo DELL, quotato nel mercato
americano, nel periodo dal 3 gennaio 2007 al 14 marzo 2012, ovvero per il mede-
simo periodo considerato per i rendimenti dell’indice Dow Jones gi` a analizzati.
La serie in esame ` e stata calcolata a partire dai prezzi alla chiusura in questo
modo:
r
2
t = {100 ∗ [log(pt) − log(pt−1)]}
2 (5.2)110 CAPITOLO 5. APPLICAZIONI SU DATI REALI
Non ` e casuale la scelta di considerare i quadrati dei rendimenti in quanto que-
sti rappresentano una quantit` a molto importante e studiata in ambito ﬁnanzia-
rio che viene interpretata come la volatilit` a istantanea. Essendo la volatilit` a una
quantit` a non osservabile direttamente esistono molte tecniche per misurarla; la
pi` u semplice ed immediata, comunque sensata in quanto assume che la variabi-
lit` a possa cambiare in ogni istante, ` e data dai rendimenti al quadrato:
vt = σt = (rt − r)
2 ∼ = r
2
t (5.3)
Si pu` o osservare la serie della volatilit` a del titolo DELL in ﬁgura 5.112. Si no-
ta come abbia caratteristiche di asimmetria, chiaramente la serie della volatilit` a
assume solo valori positivi, e presenti dei picchi in corrispondenza di quei perio-
di nei quali la rischiosit` a del titolo ` e stata elevata. Si riportano anche, in ﬁgura
5.113 e 5.114, la struttura di autocorrelazione della serie dei livelli e dei quadrati
dalle quali si nota come la volatilit` a sia tutt’altro che incorrelata ma presenti una
struttura di autocorrelazione seriale piuttosto persistente.
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Figura 5.112: Serie storica dei rendimenti al quadrato del titolo DELL.5.3. LA VOLATILIT ` A DEL TITOLO DELL 111
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Figura5.113: Autocorrelazione(asinistra)eautocorrelazioneparziale(adestra)deilivelli
della serie dei rendimenti al quadrato del titolo DELL.
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Figura 5.114: Autocorrelazione (a sinistra) e autocorrelazione parziale (a destra) del
quadrato della serie dei rendimenti al quadrato del titolo DELL.112 CAPITOLO 5. APPLICAZIONI SU DATI REALI
5.3.1 Valutazione densit` a predittive
Si presentano ora i risultati delle valutazioni delle densit` a predittive calcolate a
partire dai dati della volatilit` a del titolo DELL. Come gi` a effettuato in precedenza,
si riportano delle tabelle contenenti i p-value dei test per valutare la bont` a previ-
siva di 400 densit` a predittive con orizzonte pari a T = 1 e T = 2 passi in avanti.
A causa delle caratteristiche della serie in esame si ` e ritenuto di calcolare le den-
sit` a predittive solo tramite alcune delle procedure implementate. Data l’assime-
tria dei dati a dispodizione si ` e ritenuto di non applicare la procedura parame-
trica le cui densit` a prodotte hanno tutte forma gaussiana; non sono stati riscon-
trati buoni risultati in merito alle procedura basate su modelli o regressioni che
tengono conto sia della componente media che di quella legata alla varianza co-
dizionale, cos` ı si ` e scelto di applicare alla serie della volatilit` a del titolo DELL
solo le procedure di calcolo previsionale spAR,smsp e mfd, ovvero quelle che si
occupano di modellare solo la media condizionale.
KS unif SC HET LRind LR010 LRtail Kup Chris
spAR < 0.001 0.094 < 0.001 0.508 < 0.001 < 0.001 0.355 < 0.001 < 0.001
smsp < 0.001 < 0.001 0.700 0.413 1.000 < 0.001 < 0.001 < 0.001 < 0.001
mfd < 0.001 0.218 0.397 0.926 0.773 < 0.001 0.771 < 0.001 < 0.001
Tabella 5.10: P-value dei test eseguiti sulle densit` a predittive a T = 1 passo, calcolate a
partire dalla serie della volatilit` a del titolo DELL.
I risultati delle valutazioni relative alle previsioni con orizzonte temporale
T = 1 sono presentate in tabella 5.10; per completare l’analisi si presentano anche
gli istogrammi dei valori PIT prodotti a partire dalle densit` a predittive calcolate
e i graﬁci dei loro intervalli al 95% in ﬁgura da 5.115 a 5.120.
Per quanto riguarda i test che veriﬁcano l’uniformit` a dei dati PIT si nota come il
test di Kolmogorov-Smirnov conduca al riﬁuto di H0 per ciascuna delle procedure
implementate, mentre il test chi-quadrato supporta l’ipotesi di uniformit` a per la
procedura mfd e per la procedura basata sul processo AR(1). I risultati dei test
concordano con l’aspetto degli istogrammi dei valori PIT; questi sembrano piut-
tostopiattiperleprocedurespAR e mfdmentrelaprocedurabasatasuregressioni5.3. LA VOLATILIT ` A DEL TITOLO DELL 113
effettuate con funzioni spline produce un istogramma tutt’altro che uniforme. I
graﬁci relativi agli intervalli di conﬁdenza delle prime 100 previsioni effettuate
aiutano nel capire le cause che hanno portato a determinate conﬁgurazioni negli
istogrammi dei valori PIT. La procedura smsp produce intervalli di conﬁdenza
piuttosto stretti per i quali l’estremo inferiore viene superato spesso dalla serie
osservata procurando quel picco riconoscibile nel diagramma delle frequenze dei
valori PIT; per le altre procedure i graﬁci si somigliano, quello determinato dal-
la procedura mfd si differenzia per produrre estremi superiori dell’intervallo di
conﬁdenza pi` u variabili e capaci quindi di cogliere i picchi della serie della vola-
tilit` a.
Tra test basati su regressioni ausiliarie, quello che valuta l’assenza di autocor-
relazione seriale nella serie dei valori PIT non viene riﬁutato per le procedure
smsp e mfd, mentre quello che si occupa di valutare l’assenza di eteroschedasti-
cit` a condizionale supporta l’ipotesi nulla per ciascuna delle procedure conside-
rate.
Il test rapporto di verosimiglianza che valuta la non dipendenza autoregressiva
di ordine 1 nella serie dei valori PIT trasformati mediante Φ−1 ` e in totale accordo
con il test SC; le procedure che hanno fornito valori PIT con caratteristiche di in-
dipendenza sono ancora la smsp e la mfd. Il test LR010 produce p-value prossimi
a zero per ciascuna delle procedure considerate nell’analisi, dunque supporta un
netto riﬁuto di H0.
Il test sulla bont` a predittiva nelle code della distribuzione considera, nel caso di
dati relativi alla volatilit` a del titolo DELL, entrambe le code della distribuzione
prevista. Questo fornisce buoni risultati per le procedure semiparametrica basata
sul modello AR(1) e per quella non parametrica che assume dipendenza marko-
viana; entrambe queste procedure conducono a supportare l’ipotesi di bont` a pre-
dittiva nelle code della distribuzione. Anche questo risultato ` e in linea con quello
relativo alle ampiezze degli intervalli visibili nei graﬁci presentati; le procedure
che forniscono intervalli di conﬁdenza al 95% meno ampi sono quelle per le quali
` e garantita la miglior capacit` a di prevedere correttamente le code della distribu-114 CAPITOLO 5. APPLICAZIONI SU DATI REALI
zione.
I test per la valutazione della corretta copertura degli intervalli di conﬁdenza
ricavati dalle densit` a predittive risultano sempre signiﬁcativi e ci` o sottolinea il
fatto che le procedure implementate non sono in grado di produrre intervalli che
rispettino la copertura teorica.
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Figura 5.115: Istogramma dei valori PIT
prodotti dalle previsioni a 1 passo con la
procedura spAR a partire dalla serie della
volatilit` a del titolo DELL.
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Figura 5.116: Ampiezza degli intervalli ri-
cavati dalle previsioni a 1 passo con la
procedura spAR a partire dalla serie della
volatilit` a del titolo DELL.
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Figura 5.117: Istogramma dei valori PIT
prodotti dalle previsioni a 1 passo con la
procedura smsp a partire dalla serie della
volatilit` a del titolo DELL.
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Figura 5.118: Ampiezza degli intervalli ri-
cavati dalle previsioni a 1 passo con la
procedura smsp a partire dalla serie della
volatilit` a del titolo DELL.
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Figura 5.119: Istogramma dei valori PIT pro-
dotti dalle previsioni a 1 passo con la proce-
dura mfd a partire dalla serie della volatilit` a
del titolo DELL.
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Figura 5.120: Ampiezza degli intervalli rica-
vati dalle previsioni a 1 passo con la proce-
dura mfd a partire dalla serie della volatilit` a
del titolo DELL.
Si passa ora al commento dei risultati forniti dalle procedure di valutazione
delle densit` a predittive a T = 2 passi in avanti. I p-value dei test implementati so-5.3. LA VOLATILIT ` A DEL TITOLO DELL 115
KS unif SC HET LRind LR010 LRtail Kup Chris
spAR < 0.001 0.054 0.997 0.035 0.913 < 0.001 0.658 0.001 0.002
smsp < 0.001 < 0.001 0.603 0.406 1.000 < 0.001 < 0.001 < 0.001 < 0.001
mfd < 0.001 0.257 0.592 0.758 0.579 < 0.001 0.234 < 0.001 < 0.001
Tabella 5.11: P-value dei test eseguiti sulle densit` a predittive a T = 2 passi, calcolate a
partire dalla serie della volatilit` a del titolo DELL.
no presentati in tabella 5.11 mentre gli istogrammi dei valori PIT e i graﬁci delle
ampiezze degli intervalli di conﬁdenza al 95% sono riportati in ﬁgura da 5.121 a
5.126.
Analogamente a quanto detto in merito alle previsioni ad un passo in avanti an-
che ora il test KS non supporta mai l’uniformit` a dei valori PIT, mentre il test
chi-quadrato riﬁuta l’ipotesi nulla di distribuzione uniforme solo nel caso di pro-
cedura smsp. Si possono fare le medesime considerazioni fatte in merito all’o-
rizzonte previsivo unitario; dunque gli istrogrammi di valori PIT che appaiono
piatti sono quelli della procedura spAR e quello della procedura basata sull’as-
sunto di dipendenza markoviana mentre quello prodotto dalla procedura smsp
presenta un picco in corrispondenza del valore 0 causato dal fatto che l’estremo
inferiore dell’intervallo al 95% viene spesso superato come si pu` o vedere in ﬁgu-
ra 5.124.
Il test SC per l’assenza di autocorrelazione nella serie dei valori PIT conduce a
p-value elevati per tutte le procedure considerate. Il test, sempre basato su regres-
sioni ausiliarie, che sottopone a veriﬁca l’assenza di eteroschedasticit` a condizio-
nale nella serie dei valori PIT risulta sempre a sostegno di H0 anche se solo al
livello α = 0.03 per la procedura spAR.
Il test LRind, per lo studio della dipendenza della serie dei valori PIT, ` e in accordo
con quello che sfrutta regressioni ausiliarie; supporta quindi l’assenza di dipen-
denza autoregressiva di ordine 1 per la serie dei valori PIT trasformati mediante
Φ−1 per tutte le procedure. Il test rapporto di verosimiglianza LR010 produce
livelli di signiﬁcativit` a osservati prossimi a zero per tutte per procedure conside-
rate.
Sono buoni invece i risultati in merito alla bont` a previsiva nelle code della distri-116 CAPITOLO 5. APPLICAZIONI SU DATI REALI
buzione per le procedure spAR e mfd, le stesse per le quali ` e supportata l’unifor-
mit` a dei dati.
I test di Kupiec e di Christoffersen producono p-value prossimi a zero e suggerisco-
no quindi che gli intervalli di conﬁdenza al 95% ricavati dalle densit` a predittive
calcolate non rispettino il livello di copertura teorico.
spAR r2 T=2
pit[, 2]
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
.
0
0
.
5
1
.
0
1
.
5
Figura 5.121: Istogramma dei valori PIT
prodotti dalle previsioni a 2 passi con la
procedura spAR a partire dalla serie della
volatilit` a del titolo DELL.
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Figura 5.122: Ampiezza degli intervalli rica-
vatidalleprevisionia2passiconlaprocedu-
ra spAR a partire dalla serie della volatilit` a
del titolo DELL.
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Figura 5.123: Istogramma dei valori PIT
prodotti dalle previsioni a 2 passi con la
procedura smsp a partire dalla serie della
volatilit` a del titolo DELL.
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Figura 5.124: Ampiezza degli intervalli rica-
vatidalleprevisionia2passiconlaprocedu-
ra smsp a partire dalla serie della volatilit` a
del titolo DELL.
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Figura 5.125: Istogramma dei valori PIT pro-
dotti dalle previsioni a 2 passi con la proce-
dura mfd a partire dalla serie della volatilit` a
del titolo DELL.
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Figura 5.126: Ampiezza degli intervalli rica-
vati dalle previsioni a 2 passi con la proce-
dura mfd a partire dalla serie della volatilit` a
del titolo DELL.5.3. LA VOLATILIT ` A DEL TITOLO DELL 117
5.3.2 Commento dei risultati
Si passa ora a delle considerazioni generali circa il funzionamento delle proce-
dure di calcolo di densit` a predittive applicate a serie di rendimenti al quadrato,
ovvero alla serie della volatilit` a del titolo DELL.
Si ricorda che molte delle procedure implementate per produrre densit` a preditti-
ve non sono state applicate a questo tipo di dati in quanto, basandosi su modelli
o regressioni effettivamente non adatti ad essere applicati a serie di volatilit` a, for-
niscono pessimi risultati.
Tra le procedure impiegate comunque si riconosce come quelle per le quali si ot-
tengono i migliori risultati siano la spAR e la mfd. Per queste procedure infatti i
test che riguardano lo studio dell’uniformit` a e dell’indipendenza dei valori PIT
conducono ad accettazione dell’ipotesi nulla e inoltre anche in test sulla bont` a
previsiva nelle code della distribuzione supporta la correttezza delle previsioni
prodotte in corrispondenza appunto delle code.
Con questa ulteriore analisi effettuata emerge quindi che tra le procedure imple-
mentate per il calcolo di densit` a predittive ce ne sono alcune in grado di produrre
buoni risultati anche in merito a dati di volatilit` a di rendimenti ﬁnanziari.
L’analisi effettuata sui dati della volatilit` a del titolo DELL permette di fare consi-
derazioni circa la capacit` a delle varie procedure implementate di produrre buone
densit` a predittive in relazione a diverse serie a cui vengono applicate. Cos` ı come
nel caso di rendimenti ﬁnanziari, anche nel caso di volatilit` a, tra le migliori pro-
cedure, in termini di densit` a predittive prodotte, si trova la mfd e questo sostiene
la ﬂessibilit` a di questa tecnica previsionale che si riesce ad adattare bene a dati
con diverse caratteristiche.Capitolo 6
CONCLUSIONI
Il lavoro effettuato ha permesso di studiare diversi aspetti legati al calcolo e alla
valutazione di densit` a predittive.
Riguardo al calcolo di queste densit` a le procedure implementate sono orientate
a prevedere la media condizionale della serie in esame e alcune di queste si pre-
occupano di modellare anche la varianza condizionale, cos` ı da poter catturare
eventuali possibili effetti ARCH.
Si sono elaborate procedure che si differenziano per lo studio della struttura di
dipendenza della serie in esame e per eventuali assunzioni distributive. Si distin-
guono quindi procedure parametriche, le quali si basano su assunti parametrici
appunto sia riguardo il modello generatore dei dati che riguardo la forma distri-
butiva per le densit` a predittive, procedure semiparametriche che sono analoghe
alle prime per quanto riguarda lo studio della dipendenza dei dati ma procedo-
no non parametricamente nel calcolo della densit` a predittiva e procedure non
parametriche per le quali non si effettuano assunzioni parametriche n` e circa il
modello generatore dei dati n` e circa la forma delle distribuzioni previste.
Per citare alcune tra le tecniche di regressione non parametrica utilizzate si ricor-
dano le smoothing spline e la kernel regression; si ` e sviluppata anche una procedura
di regressione non parametrica multipla ricorrendo ai modelli additivi (GAM)
grazie ai quali ` e stato possibile studiare la dipendenza della serie in esame consi-
derando pi` u di un regressore.
La logica secondo la quale si sono calcolate le densit` a predittive delle procedure
semiparametriche e parametriche, nelle quali non si effettuano assunzioni distri-
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butive, ` e quella di generare diverse repliche di previsioni puntuali per stimarne
in seguito una densit` a tramite kernel. Le densit` a predittive vengono calcolate
condizionatamente all’informazione It dunque, per creare la variabilit` a necessa-
ria a calcolare le numerose repliche delle previsioni puntuali, ` e stato necessario
considerare appunto alcune fonti di variabilit` a. Queste sono state principalmen-
te individuate nel termine di errore del modello stimato e utilizzate mediante
tecniche di bootstrap o di simulazione da distribuzione stimata dei residui; altre
fonti individuate nel corso della trattazione riguardano la variabilit` a fornita dal-
le stime dei parametri (nei modelli semiparametrici), sfruttata grazie al calcolo
preventivo delle loro distribuzioni, e quella fornita dal parametro di lisciamento
(nel caso di procedura basata su smoothing spline) sfruttata grazie a tecniche di
bootstrap a blocchi per dati dipendenti.
Per quanto riguarda la valutazione delle densit` a predittive si ricorda come essa
non risulti banale dal momento che non ` e possibile effettuare un confronto di-
retto tra oggetto previsto e la “vera” distribuzione che non ` e nota. Si ` e ricorso
quindi all’artiﬁcio teorico della Probability Integral Transform, ottenendo cos` ı una
serie di valori che, sotto l’ipotesi di corretta densit` a predittiva, si distribuisco-
no uniformemente e sono indipendenti. I test implementati dunque si occupano
principalmente di studiare le caratteristiche di uniformit` a ed indipendenza dei
valori ottenuti tramite la PIT. Si sono inclusi nell’analisi anche due test, basati sul
rapporto di verosimiglianza, che valutano la corretta copertura di intervalli di
conﬁdenza ricavati dalle densit` a predittive.
Dal punto di vista applicativo dapprima sono stati utilizzati dati simulati e suc-
cessivamente serie di dati reali. I modelli considerati sono stati un modello linea-
re con presenza di eteroschedasticit` a condizionale e due non lineari, di cui uno
stocastico e uno proveniente dalla teoria dei sistemi dinamici e caotici. Le den-
sit` a predittive calcolate su queste serie hanno presentato buone caratteristiche; le
procedure semiparametriche, che colgono la media condizionata ma modellano
anche la componente di varianza, ottengono i migliori risultati nei caso di dati si-
mulati da processi lineari. Le procedure non parametriche invece si differenziano121
in quanto a bont` a delle previsioni fornite nel caso di dati simulati da processi non
lineari; in particolare la procedura basata sulla regressione multipla ha riportato
buoni risultati nel prevedere i dati simulati dalla mappa di H´ enon, che in effetti
presentano relazioni evidenti tra i primi ritardi. Complessivamente le procedure
di calcolo implementate sono state in grado di fornire buone densit` a predittive.
I metodi studiati sono stati applicati anche a una serie di prezzi della borsa elet-
trica e solo poche tra le procedure implementate sono state in grado di condurre
a valori PIT con caratteristiche di indipendenza ma nessuna anche con eviden-
ti caratteristiche di uniformit` a. Comunque le procedure non parametriche so-
no quelle che hanno fornito risultali lievemente migliori; tra queste si ricordano
quella basata su assunto di dipendenza markoviana e quella che utilizza regres-
sione multipla.
Per le serie dei rendimenti dell’indice Dow Jones solo la procedura che indaga la
dipendenza non parametricamente sfruttando probabilit` a di ricampionamento
ottenute grazie a funzioni nucleo (mfd) fornisce buoni risultati. I dati PIT forniti
da questa presentano buone caratteristiche in termini di uniformit` a e indipen-
denza, inoltre sono positivi anche i risultati legati alla bont` a previsiva della coda
sinistra della distribuzione.
Le analisi condotte sulla volatilit` a del titolo DELL, intesa come rendimento al
quadrato, hanno riportato risultati soddisfacenti sebbene solo tre procedure di
calcolo di densit` a predittive sono state applicate a questo tipo di dati. Anche
in questo caso la procedura basata sull’assunto di markovianit` a ` e stata in grado
di produrre densit` a predittive i cui valori PIT presentano buone caratteristiche.
Si ritiene quindi di segnalare la notevole ﬂessibilit` a applicativa della procedura
mfd che ` e quella che funziona meglio in pi` u occasioni, speciamente in merito a
dati ﬁnanziari.BIBLIOGRAFIA
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