An extension of Car-Parrinello (CP) molecular dynamics for efficient treatment of electronically nonadiabatic processes is presented. The current approach couples the S 1 restricted open-shell Kohn-Sham excited state to the S 0 ground state using a surface hopping scheme. Efficient evaluation of the nonadiabatic couplings is achieved by exploiting the available wave function time derivatives. Since the computational cost scales linearly with the number of excited states, the technique makes possible nonadiabatic ab initio simulations of systems of similar complexity to those typically studied by standard CP methods. It is thus ideally suited to study the photochemistry of large molecules, particularly in condensed phases.
Ab initio molecular dynamics (MD) simulations of large molecules and condensed phases have become commonplace thanks to the groundbreaking work of Car and Parrinello (CP) [1, 2] . In its original formulation, however, the method has certain limitations. First, CP-MD shares the shortcomings of conventional MD; i.e., the atomic nuclei are propagated according to the laws of classical mechanics on a single potential energy surface (PES). Second, since nuclear forces are obtained from standard density functional theory, only the electronic ground state is accessible. Several extensions to CP-MD have, therefore, been proposed. Nuclear quantum effects have been incorporated through the use of path integrals [3, 4] . Electronic excitations have been considered in an ensemble averaged sense [5] [6] [7] , which is however less suited to photochemical reactions involving a few specific states of distinct symmetry. Recently, adiabatic CP calculations have become possible also in the first excited singlet state, S 1 , using a restricted open-shell Kohn-Sham (ROKS) approach [8] ; see also Refs. [9, 10] . Although constituting an important step, adiabatic MD in a given excited state is, in general, insufficient to describe photochemical events.
Electronically nonadiabatic processes play a crucial role in many different fields such as condensed matter and chemical physics [11] , organic chemistry [12] , biochemistry [13] , and "femtoscience" [14] . Two complementary mixed quantum-classical nonadiabatic extensions to MD have dominated the literature [15, 16] , the mean field (Ehrenfest), and the surface hopping methods. In the Ehrenfest approach the system moves on a single effective PES obtained by population-weighted averaging over all adiabatic states involved. It is clear that such an average path method is unable to properly describe reaction path branching. Moreover, in asymptotic regions of phase space where nonadiabatic coupling is negligible, it is desirable that the system evolves on a pure adiabatic PES. The mean field method, however, generally yields a mixed state. In order to overcome these problems, Tully [16 -18] has proposed the surface hopping method, where the system is propagated on pure adiabatic PESs, but instantaneous nonadiabatic transitions between them are allowed. One of the simplest and most successful algorithms for carrying out surface hops is Tully's fewest switches method [18] , which minimizes the number of nonadiabatic transitions per trajectory, while imposing the correct state populations.
We present here an implementation of Tully's algorithm in the framework of CP-MD allowing nonadiabatic transitions between the KS S 0 ground state and the ROKS S 1 excited state. While existing ab initio nonadiabatic MD approaches [19] [20] [21] based on more traditional quantum chemistry methods typically target gas phase reactions, the current method is best suited for large complex molecules in the condensed phase, much like ground state CP-MD.
Following Tully we work in a mixed quantum-classical picture where the atomic nuclei are treated classically and the electrons quantum mechanically. Hence, we take the total electronic wave function of the system, C, to be a linear combination of adiabatic state functions F j ,
where E j is the energy expectation value of wave function F j and the time-dependent expansion coefficients a j are to be determined such that C is a solution to the time-dependent electronic Schrödinger equation (TDSE), H C ih ᠨ C. In the present case, our basis functions are the S 0 closed-shell KS ground state determinant,
n ͘ and the ROKS S 1 excited state wave function [8] ,
n11 ͖͘ , where n is half the (even) number of electrons. Since the two wave functions are normalized but, in general, nonorthogonal due to the separately optimized f Substitution of (1) into the TDSE and integration over the electronic coordinates following multiplication by F ‫ء‬ i from the left yields the coupled equations of motion for the wave function coefficients
A crucial point with regard to computational efficiency of this technique is that evaluation of the nonadiabatic coupling matrix elements, D ij , in the CP formalism is straightforward, since the orbital velocities, ᠨ f l , are available at no additional cost due to the underlying dynamical propagation scheme.
If both electronic state functions were eigenfunctions of the KS Hamiltonian, ja 0 j 2 and ja 1 j 2 would be their respective occupation numbers. However, the definition of state populations in this basis is ambiguous. We therefore expand the wave function C in terms of an orthonormal set of auxiliary wave functions,
where b j a j p j . Since C is normalized, the squares of the new expansion coefficients add up to unity and thus have the meaning of state populations in the orthogonal basis. The orthonormal wave functions F 0 i can be expressed in terms of F 0 and F 1 as F 0 i c 0i F 0 1 c 1i F 1 , c 0 ͑c 00 , c 10 ͒ and c 1 ͑c 01 , c 11 ͒ being solutions of the eigenvalue problem Hc i Sc i E i . Using the Hamiltonian and overlap matrix elements, one obtains the eigenvalues
The eigenvectors are c 0 ͑1, 0͒, c 1 ͑2S, 1͒ leading to the orthonormal auxiliary wave functions
whose occupation numbers are
We are now able to define the nonadiabatic transition probability from state i to any other state according to the usual fewest switches criterion of Tully [18] 
where dt is the MD time step. Following Tully, we compare a uniform random number z to P i after each MD step. A hop from surface i to surface j is carried out when z . P i (and
energy, the atomic velocities are rescaled after each surface hop. However, in those cases where the amount of kinetic energy is insufficient to compensate for the difference in potential energy (so-called classically forbidden transitions) no hop is invoked. This original suggestion of Tully's not to carry out a surface hop while retaining the nuclear velocities in such cases has been demonstrated [22] to be more accurate than later proposals.
This algorithm has been implemented in the CPMD package [2, 23] . For the example discussed below, the KS and ROKS equations were solved using the Becke-Lee-YangParr functional, plane waves up to 70 Ry, and a 15 a.u. periodic box. Core electrons were taken into account through the use of Troullier-Martins pseudopotentials. A fictitious mass of 400 a.u. was ascribed to the electronic degrees of freedom and the coupled equations of motion for atomic nuclei and molecular wave functions were solved using the velocity Verlet algorithm with dt 1 a.u. The state amplitudes a i were integrated using a standard fourthorder Runge-Kutta scheme with a time step of 0.04 a.u. The temperature of the nuclei was kept at 300 K by a Nosé-Hoover chain [24] at a frequency of 2000 cm 21 . In order to benchmark this method in practice, a wellknown test example was chosen from the literature. Unfortunately, the selection is fairly limited since reliable reference data for realistic systems are available only for small molecules. The cis-trans photoisomerization of the smallest unprotonated Schiff base, formaldimine H 2 C NH, is prototypical of photoisomerization about a double bond. A schematic view of the photoreaction pathways of formaldimine is depicted in Fig. 1 . The reactant, R, is excited vertically from the ground state minimum into the S 1 state to form R ‫ء‬ . Subsequently, the system moves along the reaction coordinate, which predominantly involves an out-of-plane twist of the NH bond, into a conical intersection located at orthogonal twist geometry. In this region of strong nonadiabatic coupling a transition to the ground state occurs leading either to the photoisomerization product, P, or back to the reactant R.
As a first step, we have optimized the geometries in the S 0 as well as in the S 1 state confirming earlier found agreement with experiment [8] . The ground state geometry is planar while the S 1 optimized structure exhibits a NH twist angle of 90 ± . The vertical excitation energy is 4.58 eV; the orthogonalization correction yields 4.60 eV. For the adiabatic excitation energy the value is 2.83 eV, the S 0 2 S 1 energy gap at minimum S 1 energy being 0.48 eV. As can be concluded from the latter observation, the S 1 minimum does not coincide with the conical intersection, which nicely agrees with sophisticated multireference configuration interaction (MRCI) results [25, 26] .
As starting configurations for our nonadiabatic CP-MD calculations, we have picked 100 initial conditions at random from a standard ground state run at 300 K, in order to sample the canonical ensemble. For each of the two possible outcomes, i.e., R ! P and R ! R, a typical trajectory is analyzed in Figs. 2 and 3 [27] . Figure 2a shows the evolution of the S 0 and S 1 energies as a function of ± to 180 ± resulting in the photoproduct. For HNC angles around 106.5
± at orthogonal twist geometry, the energy gap is seen to be minimal. time for a reactive trajectory leading to the photoproduct P. A photochemical laser excitation of the system is mimicked by vertical S 0 ! S 1 excitation at t 0 (see circles in Fig. 2a) . The system is seen to quickly move down into the S 1 potential well dramatically reducing the energy gap to the ground state. As illustrated by Fig. 2b , the main contribution to the S 1 energy reduction is due to the NH twist angle changing from near planarity (0 ± ) to orthogonality (90 ± ). Near the minimum of the S 1 PES, where the nonadiabatic coupling is strongest, a nonadiabatic transition to the S 0 state occurs leading to rapid widening of the energy gap accompanied by a change in the twist angle from around 90 ± to near 180
± . This behavior is in accord with static MRCI predictions [26] . Additional insight can be gained by analyzing the role of the HNC and pyramidalization angles. It becomes clear that pyramidalization is a prerequisite for the two surfaces to cross. Similarly, small HNC angles minimize the energy gap, maximizing the nonadiabatic transition probability.
In the case of the nonreactive R ! R event (Fig. 3) , the situation is initially very similar with the exception that the nonadiabatic surface hop occurs one HNC vibrational period later. Furthermore, the NH twist angle relaxes back to near 0 ± after initial orthogonalization, signifying an unsuccessful photoisomerization attempt. The two surfaces are seen to cross near orthogonal twist geometry with the HNC and pyramidalization angles being close to a minimum and maximum, respectively. Averaging many such surface hopping trajectories one can straightforwardly compute the quantum yield of photoisomerization (we find 0.69 but much better statistics would be required for a converged result). Static calculations in the vicinity of the S 0 ͞S 1 surface crossing seam have been carried out in order to doublecheck our "on the fly" dynamics. Figure 4a illustrates the energetic trends as the HNC angle is varied at a fixed pyramidalization angle, supporting our dynamic observation that the S 1 state becomes energetically favorable for small HNC angles. Furthermore, the crossing point agrees well with the MRCI result of 106.5
± [26] . Additional confirmation of the dynamical surface hopping simulations is provided by Fig. 4b , which demonstrates the destabilization of the S 0 ground state with increasing pyramidalization.
In conclusion, we have devised an efficient way to perform nonadiabatic Car-Parrinello-type ab initio simulations. The method extends and complements existing approaches in the sense that it allows one to treat systems of similar complexity to those typically studied by standard ground state CP simulations, in particular in condensed phases, at only very moderate additional expense. Choosing an important generic test case, it could be shown that this nonadiabatic on the fly method indeed performs convincingly. We are currently applying this approach to condensed phase phenomena.
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