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Current accounts of cognition propose that the brain uses sensory information to build internal 
models and make predictions about the world. If predictions fail, it may be appropriate to 
update such models to ensure desired outcomes are still achieved. However, knowing exactly 
when to update beliefs and action plans – and by how much – is a crucial challenge. This thesis 
argues that the Locus Coeruleus (LC), a small brainstem nucleus which provides the brain’s main 
source of noradrenaline, plays a critical role in navigating this challenge by allowing the brain to 
strike the right balance between fixing and updating beliefs.   
Using the theoretical framework of Active Inference (AI), I describe the LC as a response system 
triggered by errors in the inference of states and actions.  AI simulations reproduce 
experimentally observed LC spiking patterns, and phasic and tonic firing (often considered to be 
distinct ‘modes’) are unified, appearing naturally as emergent features of belief updating.  I also 
demonstrate that AI agents can update their internal models more effectively by using state-
action prediction error to optimise learning rate. 
In a series of acute experiments in rodents I developed an approach to test theoretical 
predictions, using silicon probes to record multiple LC units and optogenetics to manipulate their 
activity. This produced the largest known dataset of optogenetically identified LC units and 
enabled the first assessment of the reliability of ‘traditional’ methods of cell identification. I also 
demonstrated that the nucleus is characterised by low levels of pairwise cell correlation and 
displays complex internal interactions – underlying the LC's inhomogeneity. 
Finally, I piloted the use of a two-arm bandit experiment using behaving rodents. Whilst results 
were inconclusive, this project demonstrated the feasibility of using a simple behavioural task 
to test the predictions of the Active Inference models – an approach which could be developed 
in future experiments. 
In summary, through complementary computational and experimental avenues this work 
demonstrates the rich internal dynamics of the LC and outlines its crucial computation role 
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To successfully navigate the world, we must able to change our behaviour in response to changes 
in the environment. 
This capability, known as behavioural flexibility, is crucial to organisms at all levels of complexity 
and across all timescales (Luo, Wen, Ren, Hendricks, Gershow, Qin, et al., 2014; Audet and 
Lefebvre, 2017; Perry and Chittka, 2019). A foraging animal must be able to move to new 
territory if food supplies are gradually dwindling. It must also be able to run – and fast – if a 
sudden sound indicates the arrival of a predator.  To survive, our valiant forager would be well 
advised to extend its range of warning flags beyond events it knows it doesn’t like, but also to 
those it can’t predict: a strange noise, or even an unexpectedly bountiful food source may also 
require a shift in attention and a change in actions. 
In order to meet these challenges, current theories propose that the brain uses sensory 
information to build internal models and make predictions about the world (Rao and Ballard, 
1999; Friston, 2005, 2009, 2013; Wolpert, 2007; Bar, 2009). These theories are modern 
iterations of long-standing ideas – outlined, for instance, in the work of von Helmholtz, who 
proposed that the brain generates perception by making a ‘best guess’ about the causes of 
incoming information (von Helmholtz, 1866). 
When errors of prediction occur, models must be updated. This enables actions to be altered 
and allows ideas about the structure of the environment to be optimised: ensuring desired 
outcomes continue to occur in the future. In order to be effective, responses to such prediction 
errors must modulate the activity of multiple areas of the brain, from prefrontal areas enabling 
effective decision making, to the motor areas which organise actions and the sensory cortices 
which process incoming stimuli. The neuromodulator noradrenaline, which originates 
predominantly from a cluster of neurons known as the Locus Coeruleus (LC),  provides a possible 
pathway for triggering such changes in brain state. From its prime position in the brainstem, the 
LC projects to almost the entire brain (with the exception of the basal ganglia) and is capable of 
effecting a diverse range of change (Berridge and Waterhouse, 2003; Szabadi, 2013). LC activity 
is implicated in altering global levels of arousal, changing the gain of sensory input, promoting 
information flow between brain regions, and finally, in orchestrating the balance between 
exploiting and exploring (Berridge and Waterhouse, 2003). By receiving afferent inputs from a 




cortical processing, from raw ascending pain signals from the spinal cord to the results of 
abstract models held in higher cortical areas (Schwarz, Miyamichi, Gao, Beier, Weissbourd, 
DeLoach, et al., 2015). 
This thesis explores a possible role for the LC in mediating between high-level prediction errors 
and model updating in pre-frontal cortex. I combine computational models of LC function with 
in-vivo recordings of individual cells. In doing so, my work provides insight into both the 
structure and function of this small, but critically important, nucleus.  
 
 The Locus Coeruleus 
 Overview 
The Locus Coeruleus (LC) is small brainstem nucleus, consisting of  ~1600-2000 neurons in rats 
(Swanson and Hartman, 1975; Loughlin, Foote and Bloom, 1986; Berridge and Waterhouse, 
2003; Szabadi, 2013). It is the largest of a group of noradrenergic nuclei in the brainstem 
(labelled A1 to A7; the LC is A6), and provides the predominant source of noradrenaline in the 
brain (Dahlstroem and Fuxe, 1965; Berridge and Waterhouse, 2003; Szabadi, 2013). 
The nucleus is typically defined as a densely packed cluster of noradrenaline producing cells, 
with few (if any) cells of any other type (Grzanna and Molliver, 1980; Schwarz and Luo, 2015; 
Aston-Jones and Waterhouse, 2016). However, recent studies have indicated that there is a 
population of GABA-ergic interneurons local to the LC and providing inhibitory input to 
noradrenergic cells. These cells have been identified not only in the regions around the LC (‘peri-
LC’) , but also within the nucleus itself (Jin, Li, Bondy, Zhong, Oginsky, Wu, et al., 2016; Breton-
Provencher and Sur, 2019), indicating that the region defined as the main locus coeruleus may 
be composed of noradrenergic cells sparsely interspersed with GABA-ergic interneurons. 
Tonic rates of LC firing are correlated with global levels of arousal. For instance, in rats, the LC is 
virtually silent during REM sleep and slow wave sleep, fires at ~1Hz during quiet waking periods 
and ~2-3Hz during more active waking periods (Aston-Jones and Bloom, 1981a; Hayat, Regev, 
Matosevich, Sales, Paredes-Rodriguez, Krom, et al., 2019). In addition to varying its activity over 
long timescales, the LC is known to fire in short, high frequency bursts. Such phasic activity, 
usually of between 8-20Hz, occurs in response to behaviourally relevant stimuli, for instance, 




are highly unexpected (Berridge and Waterhouse, 2003; Nieuwenhuis, Aston-Jones and Cohen, 
2005) 
These two timescales of activation are often considered as separate regimes of LC firing (e.g. 
Usher, Cohen, Servan-Schreiber, Rajkowski and Aston-Jones, 1999; Aston-Jones and Cohen, 
2005; Bouret and Sara, 2005). In support of this view, the behavioural outcomes of phasic and 
tonic activation have been shown to diverge. For instance, phasic – but not tonic - activation is 
associated with the appearance of the ‘P300’ cortical EEG response (a signal of salience 
detection), with the consolidation of memories of specific events occurring within a short time 
period of LC firing, and with the ‘resetting’ of spatial maps in the hippocampus (Takeuchi, 
Duszkiewicz, Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C. Smith, Fernández, 
Deisseroth, Greene and Morris, 2016; Vazey, Moorman and Aston-Jones, 2018; Grella, Neil, 
Edison, Strong, Odintsova, Walling, et al., 2019).  In contrast, increased tonic activity is 
anxiogenic, and strongly related to levels of arousal (Devilbiss and Waterhouse, 2011; Curtis, 
Leiser, Snyder and Valentino, 2012; McCall, Al-Hasani, Siuda, Hong, Norris, Ford, et al., 2015). 
However, it should be noted that there are not always clear boundaries delineating the two 
‘modes’ of activity : definitions of ‘phasic’ and ‘tonic’ are not established in the literature and 
vary between studies (Devilbiss and Waterhouse, 2011; Curtis, Leiser, Snyder and Valentino, 
2012; McCall, Al-Hasani, Siuda, Hong, Norris, Ford, et al., 2015; Kane, Vazey, Wilson, Shenhav, 
Daw, Aston-Jones, et al., 2017; Vazey, Moorman and Aston-Jones, 2018; Grella, Neil, Edison, 
Strong, Odintsova, Walling, et al., 2019). 
The relationship of the LC to the processing of salient information and to general states of 
arousal is common to primates and rodents, leading to the common use of both in experimental 
work (Gu, 2002; Berridge and Waterhouse, 2003; Samuels and Szabadi, 2008).  The composition 
of the LC as a dense nucleus consisting almost entirely of noradrenergic cells is also common 
across primates and rodents (Berridge and Waterhouse, 2003; Aston-Jones and Cohen, 2005). 
However, there remain some anatomical differences - for instance, in primates, cortical layers 
III and IV are known to receive denser innervation from LC fibres than layer I – a laminar 
organisation which is less clear (and may be absent) in rodents. The possible functional 
consequences of these differences remains an open topic of research in the field (Berridge and 






 Efferent projections 
Tracing studies have shown that LC projects widely to almost all brain regions (Schwarz et al., 
2015; Kebschull et al., 2016, as illustrated in Figure 1). For example, in recent years, LC 
projections to frontal cortex, hippocampus, amygdala, sensory and motor cortices  and spinal 
cord have all been verified and investigated. (Chandler, Gao and Waterhouse, 2014; Martins and 
Froemke, 2015; Uematsu, Tan and Johansen, 2015; Li, Hickey, Perrins, Werlen, Patel, Hirschberg, 
et al., 2016; Hirschberg, Li, Randall, Kremer and Pickering, 2017). This widespread network 
supports a wide range of established functions. These include the modulation of sensory input 
(i.e. altering response thresholds and tuning curves) via projections to sensory cortex, promotion 
of explorative behaviour via projections to frontal cortex, and consolidation of memory via 
hippocampal projections (Rajkowski, Kubiak and Aston-Jones, 1994; Tervo, Proskurin, Manakov, 
Kabra, Vollmer, Branson, et al., 2014; Martins and Froemke, 2015; Takeuchi, Duszkiewicz, 
Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C Smith, Fernández, Deisseroth, Greene 
and Morris, 2016b).  
Perhaps because of its role in modulating global states such as arousal,  the LC was historically 
thought to be a uniform nucleus with little evidence of organised structure. In support of this 
view, some tracing studies observed that LC cells generally branch diffusely and project widely, 
Figure 1 Illustration of the projection targets of the LC in mouse brain, re-produced from (Chandler, Jensen, McCall, 
Pickering, Schwarz and Totah, 2019) In this image, green fluorescent protein EGFP has been selectively expressed in 
the LC of a TH-Cre mouse line, and projection targets have been parcellated and further colour labelled. This shows 




with little evidence of cell-specific target regions (Room, Postema and Korf, 1981; Loughlin, 
Foote and Fallon, 1982; Foote, Bloom and Aston-Jones, 1983; Schwarz, Miyamichi, Gao, Beier, 
Weissbourd, DeLoach, et al., 2015). However, an increasing body of evidence now suggests that 
the LC has a modular structure, with subgroups of cells innervating distinct targets with defined 
functions (Loughlin, Foote and Bloom, 1986; Chandler, Gao and Waterhouse, 2014; Kebschull, 
Garcia Da Silva, Reid, Peikon, Albeanu, Zador Correspondence, et al., 2016). Furthermore, 
activation of these subgroups has been shown to cause different behavioural outcomes. For 
instance, activation of spinal projections is associated with analgesia, stimulation of frontally 
projecting LC produces aversion, whilst LC-amygdala connections are implicated in fear-learning  
(Hickey, Li, Fyson, Watson, Perrins, Hewinson, et al., 2014; Uematsu, Tan and Johansen, 2015; 
Hirschberg, Li, Randall, Kremer and Pickering, 2017). 
 Afferent innervation of LC 
The LC also receives afferent input diffusely from a wide range of brain regions, either via direct 
synaptic connections or via afferent projections terminating in the dense peri-coeruleur shell of 
LC cell dendrites which surround the nucleus (Cedarbaum and Aghajanian, 1978; Berridge and 
Waterhouse, 2003; Schwarz, Miyamichi, Gao, Beier, Weissbourd, DeLoach, et al., 2015). For 
instance, a recent study used a trans-synaptic tracing method to map afferent inputs, 
demonstrating that dense afferent input originates from areas including the prefrontal cortex, 
amygdala and midbrain reticular nucleus (Figure 2; Schwarz et al., 2015).   
The same study examined the input-output organisation of the LC and found little evidence of a 
structured architecture, with cells that receive input from a particular region equally likely to 
project to any of the LC’s target regions. One exception was LC cells projecting to the medulla, 
which received significantly less innervation from the amygdala – hinting that the afferent-







 Biosynthesis, release and degradation of noradrenaline 
Noradrenaline – like dopamine and adrenaline - is a catecholaminergic neurotransmitter 
synthesised from the essential amino acid tyrosine (Purves, Augustine, Fitzpatrick, D; Hall and 
Hall, 2007; Rang, Ritter, Flower and Henderson, 2015). A series of enzymatic steps in the cell 
cytoplasm converts tyrosine to L-DOPA (via tyrosine hydroxylase, (TH)) and subsequently into 
dopamine (see Figure 3). Dopamine is then loaded into synaptic vesicles via the vesicular 
monoamine transporter (VMAT). In noradrenergic cells, the enzyme dopamine beta hydroxylase 
(DBH) is present within the vesicles and converts dopamine to noradrenaline. The presence of 
DBH is often used as a marker of noradrenergic cells in immunohistochemical staining (Swanson 
and Hartman, 1975; Westlund, Bowker, Ziegler and Coulter, 1982; Chandler, Gao and 
Waterhouse, 2014; Hirschberg, Li, Randall, Kremer and Pickering, 2017). This technique is used 
throughout the work presented in this thesis, although many other studies have also labelled 
noradrenergic cells via the presence of TH (which would also label dopaminergic cells; as used 
by Uematsu, Tan and Johansen, 2015; Takeuchi et al., 2016; Totah et al., 2018)  
Noradrenaline is stored in vesicles until released into the synaptic cleft, where it can bind to 
both pre- and post-synaptic receptors. The noradrenaline transporter (NET) effects the re-
uptake of up to 75% of the released noradrenaline back into the pre-synaptic cell, where it is 
Figure 2 Afferent connections to LC in mouse, reported by Schwarz et al (Schwarz, Miyamichi, Gao, Beier, Weissbourd, 
DeLoach, et al., 2015) Diagram shows a summary of brain regions found to provide the largest fractional inputs to LC-
NE neurons (n=9 animals) using a trans-synaptic tracing approach. Abbreviations: BNST, bed nucleus of stria terminalis; 
CeA, central amygdala; DCN, deep cerebellar nuclei; IRN, intermediate reticular nucleus; LC, locus coeruleus; LH, lateral 
hypothalamus; LRN, lateral reticular nucleus; MRN, midbrain reticular nucleus; PAG, periaqueductal grey; PC, Purkinje 
cells; PGRN/GRN, paragigantocellular/gigantocelluar nucleus; POA, preoptic area; PRN, pontine reticular nucleus; PVH, 




either re-packaged into vesicles or degraded by monoamine oxidases (MAO). The remaining 
noradrenaline is broken down by catechol-o-methyltransferase (COMT) (Torres, Gainetdinov 
and Caron, 2003; Rang, Ritter, Flower and Henderson, 2015). 
 LC fibres are thin (0.1-1μm in diameter) and unmyelinated, conducting impulses at ~0.2-1 ms-1 
(Faiers and Mogenson, 1976; Aston-Jones, Foote and Segal, 1985). In addition to one-to-one 
contact between noradrenergic pre-synaptic terminals and target neurons, LC fibres also contain 
varicosities which are capable of releasing noradrenaline into interstitial space. This enables LC 
projections to addition ally modulate neural activity by volume transmission, in which 
noradrenaline is released diffusely in a ‘hormone-like’ way (Fuxe, Dahlström, Jonsson, 
Marcellino, Guescini, Dam, et al., 2010; Szabadi, 2013).  
 Possible co-release of dopamine by noradrenergic terminals 
 
In additional to releasing noradrenaline, recent evidence also suggests that LC projections also 
release dopamine in the hippocampus, promoting the consolidation of memory – in particular 
of events associated with environmental novelty – and increasing the rate of spatial learning 
(Kempadoo, Mosharov, Choi, Sulzer and Kandel, 2016; Takeuchi, Duszkiewicz, Sonneborn, 
Spooner, Yamasaki, Watanabe, Caroline C Smith, Fernández, Deisseroth, Greene and Morris, 
2016a). It is possible that co-release of dopamine from LC neurons occurs more widely: the LC 
has recently also been identified as a likely source of dopamine in the paraventricular nucleus 
of the thalamus (PVT) , driving a stress-related disinhibition in the PVT via activation of D2 








 Action at adrenergic receptors 
Noradrenaline acts at α-1, α-2 and β adrenergic receptors to exert its effects (Figure 3). Both 
classes of receptor are guanine nucleotide-binding regulatory protein (G-protein) coupled, and 
act via a chain of chemical reactions.  In post-synaptic neurons, α-1 receptors (types A,B and D) 
are excitatory and act via increasing levels of second messengers IP3 and DAG, resulting in 
increase in intracellular calcium and the stimulation of the enzyme protein kinase C (PKC). α-2 
 
Figure 3 Synthesis and release of noradrenaline. Noradrenaline is synthesised in the pre-synaptic neuron and when 
released binds to α-1,α-2 and β receptors. α-1 and β are typically excitatory (green arrow), whilst α-2 receptors are 
inhibitory (red arrow) at both the pre- and post-synaptic neurons. Voltage gated calcium channels (VGCC) are 
excitatory, whilst inwardly rectifying potassium channels (GIRK) are inhibitory. Solid lines indicate chemical pathways 
for synthesis, degradation and transport of noradrenaline, whilst dashed arrows indicate an interaction – with arrow 
heads denoting activation or increases, while perpendicular line heads represent inhibition or decreases. 
 Abbreviations: AC, adenylyl cyclase; AAAD, aromatic L-amino acid decarboxylase; cAMP cyclic adenosine 
monophosphate; COMT, catechol-O-methyltransferase; DAG, diacylglycerol; DBH, dopamine beta hydroxylase; GIRK, 
G-protein coupled inwardly rectifying potassium channel; IP3, inositol triphosphate; MAO monoamine oxidase; NAT, 
noradrenaline transporter; PLC, phospholipase C; PKC, protein kinase C; TH, tyrosine hydroxylase; VGCC, voltage gated 




receptors are inhibitory, and generally act via inhibition of the production of the second 
messenger cAMP, the activation of inwardly rectifying potassium channels, and via decreasing  
levels of calcium by closing voltage gated calcium channels.  Type A and C α-2 receptors are also 
found on the pre-synaptic cell, where they cause a decrease in neurotransmitter release (Purves, 
Augustine, Fitzpatrick, D; Hall and Hall, 2007; Ramos and Arnsten, 2007; Rang, Ritter, Flower and 
Henderson, 2015).  
β-1,2 and 3 receptors upregulate the production of cAMP, causing excitation (Berridge and 
Waterhouse, 2003). Their excitatory effect may also be balanced by their capacity to enhance 
the effects of GABA-mediated inhibition (Berridge and Waterhouse, 2003; Ramos and Arnsten, 
2007). Noradrenaline has a much higher affinity for α-2 (Kd=56nM) receptors compared to α-1 
(330nM), and the lowest affinity for β receptors (740nM) (Ramos and Arnsten, 2007).  
 
 LC-PFC connectivity 
 The PFC and decision making 
The pre-frontal cortex is widely believed to be the seat of higher cognitive functions, underlying 
planning, abstract reasoning and problem solving (Wood and Grafman, 2003) In humans, 
damage to frontal cortex is often associated with deficits in aspects of appropriate decision 
making, including poor planning, impatience and a blindness to the future consequences of 
actions – even when normal performance is achieved in tests of memory and intelligence 
(Eslinger and Damasio, 1985; Kennerley and Walton, 2011; Bechara, Damasio, Damasio and 
Anderson, 2013).   
Successive experimental studies have gradually unpicked the diverse aspects of decision making 
and their correlates in neural activity. For instance, activity in orbital frontal cortex (OFC) has 
been shown (in unit recordings and imaging studies) to be correlated with multiple aspects of 
reward including magnitude, probability, delay, and the relationships between stimulus and 
reward. This is consistent with the recent hypothesis that the OFC holds abstract, model based 
representation of tasks, including states that cannot be directly observed but are relevant for 
the task (Hampton, Bossaerts and O’Doherty, 2006; Wilson, Takahashi, Schoenbaum and Niv, 
2014; Schuck, Cai, Wilson and Niv, 2016; Muller, Mars, Behrens and O’Reilly, 2019) 
The anterior cingulate cortex (ACC) has also been the subject of intensive experimental efforts. 




of costs) including situations when utility is diminished overall by the necessity to expend energy 
competing with other animals (Hillman and Bilkey, 2012). In-line with these observations, lesions 
of OFC altered the amount of delay tolerated when seeking a reward, whilst lesions of ACC 
altered the amount of effort that the rodent would invest (Rudebeck, Walton, Smyth, 
Bannerman and Rushworth, 2006).  
Further research has indicated that in addition to economic quantities such as reward and cost, 
the brain encodes higher order features of the environment such as the inferred level of 
environmental volatility. For instance, ACC activity is elevated during periods when environment 
rules are uncertain or changing, when high learning rates are required (Behrens, Woolrich, 
Walton and Rushworth, 2007; O’Reilly, Schüffelgen, Cuell, Behrens, Mars and Rushworth, 2013; 
McGuire, Nassar, Gold and Kable, 2014). The ACC is also thought to monitor the outcomes of 
decisions and increase its activity when conflicts or errors are detected  (Ebitz and Platt, 2015) . 
These are also contexts in which it may be appropriate to increase behavioural variability. The 
ACC’s connection to such variability was demonstrated in a study by Tervo et al (Tervo et al., 
2014, see 1.1.4.2 below). Consistent with these findings, high ACC activity has also been found 
to occur when there is a need to seek new information (Stoll, Fontanier and Procyk, 2016).   
 
 LC activity and task performance 
Performance in behavioural tasks is also known to be highly sensitive to changes in 
noradrenaline release (Usher, Cohen, Servan-Schreiber, Rajkowski and Aston-Jones, 1999; 
Berridge and Waterhouse, 2003). For instance, animal studies have demonstrated that in tasks 
requiring responses to rare cues, high levels of task engagement are associated with a 
combination of low levels of tonic LC activity coupled with short phasic bursts (Aston-Jones, 
Rajkowski, Kubiak and Alexinsky, 1994; Jodo and Aston-Jones, 1997). In contrast, high tonic LC 
activity produces greater distractibility and increased behavioural variation (Aston-Jones, 
Rajkowski, Kubiak and Alexinsky, 1994; Tervo, Proskurin, Manakov, Kabra, Vollmer, Branson, et 
al., 2014; Kane, Vazey, Wilson, Shenhav, Daw, Aston-Jones, et al., 2017) 
LC activity recorded during reversal learning tasks in monkeys is consistent with these findings 
(Aston-Jones, Rajkowski and Kubiak, 1997).  Stable task performance -  for instance in associating 
a cue with a reward -  is associated with task-relevant phasic responses and low general levels 
of tonic activity. As cue-target contingencies change, higher tonic levels of LC activity are seen 




contingencies are known and can be exploited. Similar evidence has been observed in humans 
using pupil size as a marker of LC activity (Jepma and Nieuwenhuis, 2010).   
The evidence summarised in this and the preceding section indicates that the ACC and LC both 
exhibit elevated activity during periods of uncertainty, when changes in behaviour are required. 
A relationship between the LC, behavioural variability and ACC activation was made explicit by 
Tervo et al (Tervo, Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 2014). This study 
experimentally linked behavioural variability – specifically a shift from a strategic to stochastic 
behaviour in rats - to altered activity in the ACC driven from the LC (Tervo, Proskurin, Manakov, 
Kabra, Vollmer, Branson, et al., 2014). Furthermore, the results also suggested that when LC 
activity was held artificially high using optogenetic or electrical stimulation, animals had a much 
lower ability to use sensory feedback to build a stable working model of the task at hand, 
suggesting that LC activity is indeed a driver of variability – via its inputs to ACC - rather than 
simply a signal of behavioural change that has already occurred.  Via its engagement with frontal 
regions, changes in LC activity can thus control the balance between task engagement and wider 
sampling of the environment (the ‘explore-exploit’ trade off). 
 
 Differential effects of α-1 and  α-2 receptors 
The different affinities of noradrenaline for its receptors (section 1.1.3) creates a mechanism for 
differential activation of α-1 or α-2 receptors depending on the intensity of LC activity (Ramos 
and Arnsten, 2007; Arnsten, 2009)  Pharmacological studies suggest that, in the frontal cortex, 
this mechanism is responsible for at least some noradrenergic changes to cognitive function. 
Under conditions of low tonic LC  firing - associated with periods of behavioural stability and task 
engagement - noradrenaline primary acts on high affinity α-2 receptors. In contrast, under 
conditions of higher NA release, α-1 receptors are activated. Higher levels of noradrenaline 
release are associated with both high tonic levels of LC activity and short high frequency bursts; 
both types of activity are known to produce greater noradrenaline concentrations in target 
regions compared to slow tonic activity (Florin-Lechner, Druhan, Aston-Jones and Valentino, 
1996). α-1 mediated effects therefore become operative both during both high tonic LC activity 
– corresponding to periods of attentional lability and behavioural flexibility – and may also occur 
during phasic firing, which facilitates the re-orientation of attention, and changes in short term 




Pharmacological studies confirm that the PFC is highly sensitive to changes in activation of  both 
α-1 and  α-2 receptors. Infusions of an α-1 agonist into frontal cortex impaired cognitive function 
in both rats and monkeys performing a spatial working memory task – deficits that could be 
reversed via an α-1 antagonist (Arnsten, Mathew, Ubriani, Taylor and Li, 1999; Birnbaum, 
Gobeske, Auerbach, Taylor and Arnsten, 1999). High levels of protein kinase-C (part of the 
signalling cascade triggered by α-1 activation) in the frontal cortex also caused significant 
impairments on performance in a similar working memory task, and attenuated neural firing 
representing task related variables (Birnbaum, Yuan, Wang, Vijayraghavan, Bloom, Davis, et al., 
2004). 
In contrast, α-2 agonists have been found to have beneficial effects on cognitive performance. 
When injected into pre-frontal cortex, the α-2 agonist medetomidine improved the 
performance of aged rats on a working memory (Tanila, Rämä and Carlson, 1996). On a similar 
task, the α-2 agonists guanfacine and clonidine were shown to reduce distractibility and improve 
performance in monkeys (Arnsten and Contant, 1992). Guanfacine has also been shown to 
successfully reduce ADHD symptoms and is used clinically (Taylor and Russo, 2001). Conversely, 
when LC activity was suppressed pharmacologically (reducing α-2 mediated effects of normal 
tonic activity) in rats performing an attention task, dose dependent impairments in task 
performance were seen.   
Appropriate input from LC is therefore crucially important for successful performance in 
cognitively demanding tasks. Together, these observations have been used to explain the well-
known ‘inverted U’ relationship between task performance and noradrenaline release (Aston-
Jones and Cohen, 2005). Significant deficits in performance are seen with either very low or high 
levels of noradrenaline release - due either to the low global state of arousal, or to high levels 
of distractibility. 
 
 Reciprocal connections between PFC and LC 
In addition to the efferent projections from LC to PFC, reciprocal PFC to LC connections also 
exist. Both tracing and electrophysiological experiments have indicated that, in rodents, the LC 
is densely innervated by projections from the dorsal and medial pre-frontal cortex (Arnsten and 
Goldman-Rakic, 1984; Jodo, Chiang and Aston-Jones, 1998). These areas contain the rodent 
analogues of regions denoted ACC in human and primate studies (although terminology is not 




These reciprocal connections potentially create a mechanism for prefrontal control of LC 
activity, for example, allowing the degree of flexibility and exploration in behaviour to be fine-
tuned (via PFC activation of LC) depending on the demands of the task (Berridge and 
Waterhouse, 2003; Aston-Jones and Cohen, 2005). Recent work further suggests that 
connections between ACC, OFC and LC may be specifically implicated in the updating of internal 
models. For instance, Muller et al found that increases in beliefs about uncertainty in the 
environment (i.e. volatility) drove ACC activity (Muller, Mars, Behrens and O’Reilly, 2019). This 
in turn predicted pupil size (a correlate of LC activity), which then predicted the changing 
uncertainty (or entropy) of representations of task related states held in OFC.  
It is worth noting that current studies suggest important interactions between the LC and ACC 
in both directions. For instance, the work of Tervo et al (Tervo, Proskurin, Manakov, Kabra, 
Vollmer, Branson, et al., 2014) indicates that LC innervation of ACC is causally connected to the 
degree of randomness in decision making (in line with an LC mediated  increase in ‘decision 
noise’ suggested by Aston-Jones et al (Aston-Jones and Cohen, 2005)) 
In contrast, the work of Muller et al suggests that pupil size can be predicted by ACC activity, 
which in turn predicts the degree of entropy in internal models held in OFC (thereby causing 
variability in behaviour). This would suggest that ACC input to LC is a trigger for variability, which 
is in turn effected by LC innervation of OFC. A study by Ebitz et al (Ebitz and Platt, 2015) also 
indicates that activity in ACC (in this study indicating task conflict) is predictive of pupil size. 
However, it is worth noting that some LC-mediated changes in pupil size may take place over 
timescales of many (5-10) seconds (Hayat et al., 2019, and see Chapter 6) which may complicate 
efforts to establish the temporal order of events in LC and ACC using pupillometry alone. 
The relationship between noradrenaline and pupil size are discussed in detail in section 6.1.3. 
Briefly, higher levels of noradrenaline are thought to cause inhibition of the pupillary sphincter 
muscle, dilating the pupil.  Complicating the interpretation of experimental data, acetylcholine 
is also responsible for pupil dilation, via the activation of muscarinic receptors on the pupil 
dilator muscle. Recent work by Reimer (Reimer, McGinley, Liu, Rodenkirch, Wang, McCormick, 
et al., 2016) has confirmed the sensitivity of pupil size to both neuromodulators – however, this 
study also indicated that noradrenaline alone is correlated with changes in pupil dilation as well 
as pupil size itself,  supporting the noradrenergic interpretation for experiments in which 
changes in pupil size were specifically considered, including Muller et al (Muller, Mars, Behrens 





 Theoretical descriptions of the LC 
Several existing theoretical models have attempted to describe the function of noradrenaline 
during behaviour. The adaptive gain model proposes that the LC responds to ongoing 
assessments of utility (in OFC) and cost (ACC) by altering the ‘gain’ of the brain (Aston-Jones and 
Cohen, 2005). (Here, gain is effectively the inverse temperature of a logistic function; raising the 
gain corresponds to forcing decisions based on neural activity to become binary). In the phasic 
mode, low tonic background activity is complimented by short, high frequency bursts. These 
bursts are triggered by OFC/ACC activity relaying the outcomes of task related decisions, and 
the signal is modulated by the assessed net utility of the decision. Phasic bursts temporarily 
increase the gain on task-relevant decisions, enabling a more efficient behavioural response. 
However, when the utility of a task decreases, the LC switches to a distinct, higher tonic level of 
activity. This affects global levels of gain – driving responses to task-irrelevant stimuli. This in 
turn promotes task disengagement and a switch from ‘exploit’ to ‘explore’.  
An alternative model of changing levels of tonic LC activity was put forward by Yu and Dayan (Yu 
and Dayan, 2003). Under this model, tonic noradrenaline is viewed as a signal of ‘unexpected 
uncertainty’, signalling the occurrence of large changes in the structure of the environment 
which strongly violate expectations. This ‘global model failure signal’ leads to enhancement of 
incoming sensory information over and above existing, top-down beliefs. 
To complement this description, Dayan and Yu also proposed a ‘neural interrupt’ model of 
phasic noradrenaline  (Dayan and Angela J. Yu, 2006), in which uncertainties over states within 
a task are signalled by phasic bursts of noradrenaline, causing an interrupt signal during which 
new states and actions can be adopted. This is similar to the ‘network reset’ theory proposed by 
Bouret et al, in which LC phasic activation promotes rapid re-organisation of neural networks to 
accomplish shifts in behavioural mode (Bouret and Sara, 2005), see also (Dayan and Angela J Yu, 
2006). 
Empirically, a correlate of LC activation (pupil size) has also been found to be associated with 
risk prediction error (errors in judging uncertainty) and  responses to assessments of 
environmental volatility (Preuschoff, ’t Hart and Einhauser, 2011; Muller, Mars, Behrens and 
O’Reilly, 2019). 
Finally, Bouret and others (Bouret and Richmond, 2009; Jahn, Gilardeau, Varazzani, Blain, Sallet, 
Walton, et al., 2018) have recently provided experimental evidence indicating that the LC is 




the mobilisation of resources needed to accomplish goal directed actions. However, a 
theoretical account of this aspect of LC function has yet to be developed. 
The confirmation of computational accounts of the LC has been made more challenging by the 
rarity of unit recordings in behaving animals. The LC is a very small, deep structure, and recording 
attempts are hindered by targeting failures and by a small yield of units from implanted 
electrodes. For example, in rodents, recent ground-breaking experimental studies have been 
limited to reporting the activity of between 3-12 individual units (Uematsu, Tan and Johansen, 
2015; Takeuchi, Duszkiewicz, Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C Smith, 
Fernández, Deisseroth, Greene and Morris, 2016b; Swift, Gross, Frazer, Bauer, Clark, Vazey, et 
al., 2018). In contrast, recent studies recording the activity of dopaminergic neurons in the 
ventral tegmental area (VTA) have reported between 38-80 neurons per experiment (Eshel, 
Tian, Bukwich and Uchida, 2016; Matsumoto, Tian, Uchida and Watabe-Uchida, 2016; 
Takahashi, Batchelor, Liu, Khanna, Morales and Schoenbaum, 2017; Mohebi, Pettibone, Hamid, 
Wong, Vinson, Patriarchi, et al., 2019). Studies of serotonergic neurons in the brainstem raphe 
nucleus also typically report a much higher number of units – with two recent studies recording 
29-80 optogenetically identified cells in behaving mice (Cohen, Amoroso and Uchida, 2015; Li, 
Zhong, Wang, Feng, Liu, Zhou, et al., 2016). The development of reliable techniques able to 
record multiple individual LC units in behaving animals remains a major outstanding challenge 
for the field. 
 
 Predictive coding theories of brain function 
Theories restricted only to the function of the LC sit uneasily beside more generalised 
approaches to describing brain function. In particular, successive studies have provided support 
for the hypothesis that the brain primarily functions as a prediction machine – and that 
prediction errors of all types are the brain’s fundamental basis for all computation (Den Ouden, 
Kok and de Lange, 2012). Current theories of the LC are not integrated into these approaches, 





 Evidence for the existence of neural prediction errors 
One of the best known examples of a neural signal encoding a violation of predictions is 
mismatch negativity (MMN) (Näätänen, Paavilainen, Rinne and Alho, 2007; Garrido, Kilner, 
Stephan and Friston, 2009). This can be measured in so-called ‘oddball’ experiments, in which 
sensory stimuli that deviate from established patterns (including unexpected omissions) 
produce a measurable neural signal. On an EEG, this takes the form of a large negative deflection 
across the cortex. Similar errors in sensory prediction have also been experimentally observed 
in both imaging and unit recording studies (Den Ouden, Friston, Daw, McIntosh and Stephan, 
2009; Meyer and Olson, 2011). Neural responses have also been reported for errors which cross 
sensory modalities. For example, large errors can be elicited when visual cues predicting speech 
(e.g. lipreading) are at odds with the subsequent auditory input (speech) (Mcgurk and 
Macdonald, 1976; Arnal, Morillon, Kell and Giraud, 2009). 
In addition to perceptual prediction errors, errors relating to higher order representations of the 
environment are also well-established phenomena in neuroscience. These errors are often 
signed – representing the direction of the deviation from prediction (i.e. higher or lower than 
expected).  Most famously, dopaminergic neurons in the VTA have been shown to be responsive 
to reward prediction errors (RPEs) – increasing their activity when rewards are greater than 
expected, and falling silent when rewards are absent (Schultz, 1998, 2016). Human fMRI studies 
have shown that these errors apply to a diverse range of stimulus types that are perceived as 
rewarding, from money to food (Den Ouden, Kok and de Lange, 2012). RPEs in the brain have 
also been mapped to the reward prediction errors used in the machine learning technique of 
reinforcement learning (RL), in which the RPE is used to determine the size of updates to stored 
values representing the utility of states and actions. This has led to the successful use of RL for 
models of motivated learning (Montague, Dayan, Person and Sejnowski, 1995; Schultz, Dayan 
and Montague, 1997; O’Doherty, Dayan, Friston, Critchley and Dolan, 2003). Conversely, 
punishment-related errors have also been reported in lateral habenula of primates, and in the 
amygdala and striatum of humans (Yacubian, Gläscher, Schroeder, Sommer, Braus and Büchel, 
2006; Matsumoto and Hikosaka, 2007; Seymour, Daw, Dayan, Singer and Dolan, 2007). These 
errors occur in responses to unexpected punishments, or those that are greater than expected. 
The representation of predictions and predictions errors has also been successfully used to 
explain the response characteristics of individual neurons. For example, the receptive field 
properties of neurons in the visual cortex (Rao and Ballard, 1999). By manipulating subjects 




multiple modalities (Ploghaus, Tracey, Clare, Gati, Rawlins and Matthews, 2000; Todorovic, van 
Ede, Maris and de Lange, 2011; Kok, Jehee and de Lange, 2012). 
 
 Computational theories of the predictive brain 
The widespread occurrence of prediction errors has led to a number of theoretical descriptions 
of the brain. Such ‘predictive coding’ theories propose that the brain holds an internal 
‘generative model’ which is used to generate predictions about the state of the world (Rao and 
Ballard, 1999; Friston, 2005; Den Ouden, Kok and de Lange, 2012).  
This generative model is responsible for top down beliefs about the causes of sensory inputs. It 
holds predictions over varying scales of space and time and is encoded over all levels of the 
cortical hierarchy - from pre-frontal cortex to spinal cord. Descending signals in the nervous 
system represent these top-down predictions, which are embedded at different levels.  At each 
level of the hierarchy, incoming sensory input is compared to top-down predictions. Deviations 
from predictions are then passed upwards through the hierarchy, enabling the adjustment of 
predictions at higher levels. Eventually, prediction errors reach the highest level of prediction, 
representing surprise about increasingly abstract concepts such as people, rewards, or thesis 
chapters (Rao and Ballard, 1999; Friston, 2005, 2008; Huang and Rao, 2011). 
In order to optimise the model, incoming errors are used to modulate predictions in a way that 
minimises future error across the hierarchy (Rao and Ballard, 1999; Friston, 2005, 2009). This 
corresponds to updating the model to provide a better representation of the environment – 
minimising the surprise caused by sensory inputs. Under Active Inference formulations, this 
process is accomplished via minimising the ‘free energy’  (see Chapter 2, and (Friston, 2009)). 
This model optimisation – or free energy minimisation – describes the process of perception: 
the agent arrives at the best explanation for sensory information given both inputs and prior 
beliefs. 
Active Inference formulations of predictive coding expand this process to encompass action 
selection (Friston, 2005; Friston, Schwartenbeck, Fitzgerald, Moutoussis, Behrens and Dolan, 
2013; Friston, FitzGerald, Rigoli, Schwartenbeck and Pezzulo, 2017). Under this principle, the 
generative model includes predictions about actions - and sensory predictions take account of 
the results of actions in the world. The Active Inference agent is additionally endowed with a 




Inference, perception and action are inseparable. The agent will both act and perceive, entirely 
because it minimises free energy. 
In Chapters 2 and 3, the discrete form of Active Inference will be discussed (and developed) in 
detail (Friston, FitzGerald, Rigoli, Schwartenbeck and Pezzulo, 2017). This formulation is 
specifically relevant to descriptions of behavioural tasks, in which agents must choose between 
different courses of actions. The boundary between discrete and continuous formulations is an 
area of ongoing development (Parr and Karl J Friston, 2018). 
Within these frameworks, it is notable that of the neuromodulators, only dopamine has an 
established role. In Active Inference, dopamine is described as a precision on the selection of 
sequences of actions (according to a probability distribution based on their likely free energies). 
Note this is in contrast to the description of dopamine as a valanced reward prediction error – 
although the two approaches predict many of the same features of dopaminergic responses 
(Schultz, Dayan and Montague, 1997; Friston, Schwartenbeck, FitzGerald, Moutoussis, Behrens 
and Dolan, 2014; Friston, Fitzgerald, Rigoli, Schwartenbeck, O ’doherty and Pezzulo, 2016; 
Friston, FitzGerald, Rigoli, Schwartenbeck and Pezzulo, 2017). An expansion of theories to 
include other neuromodulators – such as noradrenaline – is therefore a significant and useful 
addition. 
A fuller understanding of the LC’s role – and its place in the predictive hierarchy – may also lead 
to a more complete understanding of conditions linked to LC activity, such as depression, anxiety 
and ADHD, and could also lead to development of behavioural tests capable of indicating LC 
dysfunction (an approach pioneered in the emerging field of Computational Psychiatry)(Weiss, 
Stout, Aaron, Quan, Owens, Butler, et al., 1994; Halperin, Newcorn, Koda, Pick, McKay and Knott, 
1997; Moret and Briley, 2011; Stephan and Mathys, 2014). 
 
 Thesis overview and aims 
The evidence summarised in this chapter has demonstrated the complexity of the Locus 
Coeruleus and its importance for a range of brain functions. In particular, the reciprocal 
interactions between the LC and frontal regions of cortex were highlighted, connections which 
are implicated in the control of behavioural variability, the effective facilitation of responses to 




Existing theoretical approaches describing the LC were also outlined, many of which capture 
aspects of experimentally observed LC activity. However, none of these models are integrated 
within a general theory of brain function, nor do they place the LC into the recent descriptions 
of the brain as a predictive machine. Many also artificially divide the activity of the LC into 
distinct phasic and tonic modes – without clearly describing where thresholds between the two 
may lie. 
Finally, the lack of multiple unit recordings in behaving animals has held back attempts to test 
the predictions of computational theories. This lack of ‘ground truth’ spiking data has also 
complicated efforts to understand the organisation of the LC itself. Increasing evidence suggests 
that the LC is composed of distinct subgroups supporting different functions, however, unit level 
evidence for these modules is still absent.  
This thesis aimed to address these challenges via: 
• The creation of an Active Inference-based model for the LC, explaining the role of the 
nucleus within generalised theory of predictive brain function and outlining 
experimental tests which could be used to test the theory in behaving rodents 
(Chapters 2 and 3) 
• The development of techniques to record multiple LC units simultaneously, in 
combination with optogenetic manipulation of LC firing. This approach enables reliable 
unit identification and provides the tools needed to test theoretical predictions 
(Chapter 4) 
• The analysis of multi-unit data to explore the internal dynamics of the LC and evaluate 
evidence for widespread or localised synchrony between units – which may provide 
evidence for the existence of a modular LC  structure (Chapter 5) 
• The implementation of tests of the Active Inference theory in a simple behavioural task 






2 Development of an Active Inference model of the LC/NA 
system 
In chapters 2 and 3 I describe the development of a novel computational model of the locus 
coeruleus / noradrenaline system. The model describes the behaviour and decision-making of 
an agent using the computational theory of Active Inference. It predicts both the circumstances 
under which the LC is activated and the way in which the resulting release of noradrenaline 
alters learning about the environment.  
The work described in these two chapters has been published in the paper ‘Locus Coeruleus 
tracking of prediction errors optimises cognitive flexibility: An Active Inference model’, Sales AC, 
Friston KJ, Jones MW, Pickering AE, Moran RJ. PLOS Comput Biol. 2019. 
 Introduction 
The locus coeruleus (LC) is the major source of noradrenaline (NA) in the brain, projecting to 
most territories from the frontal cortex to the distal spinal cord. Changes in LC firing have been 
associated with behavioural changes - most notably the switch from ‘exploiting’ to ‘exploring’ 
the environment -  and the facilitation of appropriate responses to salient stimuli (Foote, Bloom 
and Aston-Jones, 1983; Berridge and Waterhouse, 2003).  
Despite the increasing body of knowledge about the interaction between LC activity and 
behaviour, a comprehensive computational account remains absent. This is in contrast to the 
more developed account of dopamine, another catecholaminergic neuromodulator, which has 
been interpreted as a signal of a reward prediction error (Schultz, Dayan and Montague, 1997; 
Schultz, 1998, 2016; Glimcher, 2011).  
Existing descriptions of LC function have generally separated its activity into two domains -  
phasic and tonic - each a with distinct functional significance and behavioural context (Yu and 
Dayan, 2003; Aston-Jones and Cohen, 2005; Bouret and Sara, 2005; Dayan and Angela J Yu, 
2006). Tonic LC activity is correlated with global levels of arousal and behavioural flexibility, 
where firing rates increase with rising levels of alertness (Berridge and Waterhouse, 2003).  In 
rats, the LC is virtually silent during REM sleep and slow wave sleep, fires at ~1Hz during quiet 
waking periods and ~2Hz during more active waking periods (Aston-Jones and Bloom, 1981a; 




high rates of tonic firing (~10Hz) have been causally related to significant behavioural variability 
and stochastic decision making (Tervo, Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 
2014). Increases in tonic firing rates have previously been described as a response to factors 
such as declining utility in a task (Aston-Jones and Cohen, 2005) or ‘unexpected uncertainties’ 
(Yu and Dayan, 2003) triggering behavioural variability and a switch from ‘exploiting’  to 
‘exploring’ the environment. 
The LC also fires in short, high frequency ‘phasic’ bursts. In rats, these bursts consist of firing of 
8-20Hz over timescales of 1-2s, although no formal definition exists (Cedarbaum and 
Aghajanian, 1978; Aston-Jones and Bloom, 1981b; Berridge and Waterhouse, 2003).  Such 
activity occurs in animals in response to behaviourally relevant salient stimuli (Aston-Jones and 
Bloom, 1981b; Aston-Jones, Rajkowski, Kubiak and Alexinsky, 1994; Berridge and Waterhouse, 
2003; Bouret and Richmond, 2015). This phasic response has been described as a ‘network 
interrupt’ or ‘reset’, which facilitates shifts in short-term behavioural planning (Bouret and Sara, 
2005; Dayan and Angela J Yu, 2006). Activating stimuli are those which have an established 
behavioural significance; for instance, signalling the location of food or the presence of a 
predator. They may also include stimuli that are very unexpected (Berridge and Waterhouse, 
2003; Nieuwenhuis, Aston-Jones and Cohen, 2005) – although the phasic response will habituate 
rapidly to novelty alone in the absence of behavioural salience (Aston-Jones and Bloom, 1981a).  
A series of studies has provided evidence of further nuance to phasic LC responses. Similar to 
the well-known dopaminergic response, as an animal learns a cue-reward relationship, phasic 
LC responses will transfer from the unconditioned stimulus (US) to the predictive, conditioned 
stimulus (CS+)(Bouret and Sara, 2004). Additionally, rarer stimuli, or those predicting a large 
reward, elicit a stronger LC response (Aston-Jones, Rajkowski, Kubiak and Alexinsky, 1994; 
Bouret and Richmond, 2015). In contrast if predictive cues are delivered consecutively, the size 
of the response appears to gradually decrease with repeated presentations (Aston-Jones, 
Rajkowski, Kubiak and Alexinsky, 1994). The rich array of factors affecting the nature of phasic 
responses suggests that LC activation is linked to both facilitation of behavioural response and 
to internal representations of uncertainties and probabilities. 
Capturing the finer detail of both phasic and tonic responses is a key requirement for any 
successful theory of LC function, and requires at its foundation a computational model of brain 
function that explicitly represents internal assessments of the probabilities of actions, outcomes 
and observations. The theory of Active Inference (AI) offers a suitable mathematical framework, 




detailed description of beliefs at each step of a behavioural task (Friston, Schwartenbeck, 
Fitzgerald, Moutoussis, Behrens and Dolan, 2013; Schwartenbeck, FitzGerald, Dolan and Friston, 
2013; Schwartenbeck, FitzGerald, Mathys, Dolan, Kronbichler and Friston, 2015; Friston, 
FitzGerald, Rigoli, Schwartenbeck and Pezzulo, 2017). 
In my model, I propose that a critical computational role of the LC is to react to high level ‘state-
action’ prediction errors calculated ‘upstream of the LC’ (in the frontal cortex) and cause 
appropriate flexibility in belief updating via feedback projections to cortex. This account of 
noradrenergic activity is based on the fact that the appropriate level of belief updating reflects 
volatility in the environment and can therefore inform the optimal rate of evidence 
accumulation (Behrens, Woolrich, Walton and Rushworth, 2007). Crucially, the prediction error 
is not limited to calculations of reward, enabling the model to capture the dynamics of LC 
activation relating to sensory salience, aversion and novelty. My description of the LC is also 
integrated into – and extends - a general theory of the brain function (AI) and uses constructs 
that underwrite the normal cycle of perceptual inference and action selection. This means that 
the prediction error is a neural correlate of changes in inferences made during the standard cycle 
of updates under AI. This contrasts with previous LC modelling approaches, some of which are 
purely qualitative in their descriptions ((Bouret and Sara, 2005), or invoke the separate 
monitoring of statistical quantities (such as unexpected uncertainty or risk prediction error) 
outside of the action selection cycle (Yu and Dayan, 2003; Aston-Jones and Cohen, 2005; 
Preuschoff, ’t Hart and Einhauser, 2011). 
After developing a theoretical description under Active Inference, I simulate LC activity – and its 
effect on learning - for a synthetic agent engaging with two scenarios (a go/no-go task with 
reversal and an ‘explore/exploit’ task). These tasks were designed to elicit archetypal LC 
responses, based on existing studies.  
I show that the ‘state-action prediction error’ (SAPE) offers an effective correlate of LC firing 
over both long (tonic) and short (phasic) timescales, without the need to invoke switches 
between distinct modes. I compare the Active Inference model to a similar approach using 
reinforcement learning (RL) in order to highlight similarities and differences between the two 
strategies. Furthermore, in Chapter 3 I will show that the error signal may be broadcast back to 
cortex to affect appropriate updates to internal models of the environment. This places the LC 
as the link between prediction error to model flexibility – bringing two key concepts of the LC 
together: ‘explore-exploit’ and ‘network reset’. Importantly, this link is not ad-hoc but is an 




that agree with experimental knowledge of animal behaviours under noradrenergic 
manipulation. 
 Aims 
• To extend the theory of Active Inference to describe a ‘state-action’ prediction error 
which will function as a suitable correlate of LC activation 
• To model two tasks using the modified version of Active Inference to characterise the 
error and compare its behaviour to experimental measurements of the LC. 
• To compare and contrast the behaviour of this error to an existing reinforcement 
learning model of a ‘state’ prediction error. 
 Methods 
The starting point for all modelling was the existing theories of Active Inference developed by 
Professor Karl Friston, in particular the version described in (Friston, FitzGerald, Rigoli, 
Schwartenbeck and Pezzulo, 2017). Below, I provide an overview of Active Inference. This sets 
the scene for the introduction of modifications designed to describe the LC and the release of 
noradrenaline. 
 Overview of Active Inference 
Active Inference is a theory describing how brains (and the bodies they control, known 
generically as ‘agents’) navigate through the world in a way that ensures survival. The basic 
premise of AI is that, in order to stay in survivable states, agents must create and update a 
generative model of the world (Friston, Schwartenbeck, FitzGerald, Moutoussis, Behrens and 
Dolan, 2014; Friston, Rigoli, Ognibene, Mathys, Fitzgerald and Pezzulo, 2015; Friston, FitzGerald, 
Rigoli, Schwartenbeck and Pezzulo, 2017). To do this effectively the agent represents the true 
structure of the world with an internal model that is a good approximation of how its sensations 
are generated. In this context the word ‘state’ refers to a combination of features relevant to 
the agent, including its location and the context of that location; i.e., states of the world that 
matter, such as a location containing food or providing shelter from predators.  
The key component quantities of active inference are summarised in Figure 4.  These 
components include the agent’s beliefs about the probabilities of states, actions, observations, 
and its beliefs about how these quantities relate to each other (for example, the probability that 




A full mathematical derivation of Active Inference is provided in Appendix 1. Here I will provide 
an overview of the way in which the agent optimises its model of the world, focusing on the key 
equations and updates. This description is a summary of the theory developed by Friston et al 
(Friston, FitzGerald, Rigoli, Schwartenbeck and Pezzulo, 2017). 
 
 An update cycle for optimising the internal model 
The generative model comprises a set of discrete states and transitions that probabilistically 
capture the agent’s beliefs about the world and likely outcomes under different actions. The 
model is formulated as a Partially Observable Markov Decision Process (POMDP), under which 
the agent must infer its current state, make predictions about the outcome of actions in the 
future and update inferences about the landscape it has just traversed (‘postdictions’). Figure 5, 
part 2 shows the mathematical form of the agent’s posterior probability distribution over states, 
observations and other parameters. This is denoted 𝑄, and describes how likely the agent 
believes a given set of parameters to be.  The ‘perfect’ form of the distribution – i.e. the one 
that is a true representation of the world - is written in Figure 5, part 1 (denoted 𝑃). The agent’s 
fundamental aim is to make these two expressions as similar as possible.  
 





 Figure 5 Overview of the equations and structure of Active Inference. In this summary, all quantities in bold are vectors  
(i.e. ‘s’ is a vector of probabilities for states, but ‘s’ is a scalar probability for a single state.) ‘KL’ refers to the Kullback-




As can be seen from the expressions for 𝑃 and 𝑄, the internal model assumes a set of 
independent sub-distributions which can be multiplied together to provide the overall posterior 
probability. The form of the model makes approximate inversion of the model computationally 
tractable - a process that can be carried out by iterative message passing between nodes. This 
creates a biologically plausible method of update (Friston, 2009). 
To optimise its model and stay alive, the agent constantly seeks to minimise variational free 
energy. This free energy is a mathematical proxy for the difference between the agent’s current 
beliefs and the ‘perfect’ or ‘true’ model of the world (Figure 5, part 3). Estimates of the free 
energy can be obtained over time by comparing predictions from the generative model with the 
results of actions in the real world, for instance, by checking whether an action produces the 
expected sensory feedback.  
Using this information from the real world, the agent minimises free energy in two ways:  
• by adjusting the parameters of the generative model; 
•  by picking actions that it believes will be associated with the lowest free energy.  
This allows the agent to both optimise the model and change its action plans. Updating proceeds 
in cycles, with each round of model updates accompanied by predictions that are then checked 
by selecting and executing an action – in turn allowing a new round of updates. The full update 
cycle is shown schematically in Figure 4.  This framework means that each round of updates – 
which minimise free energy – implicitly combines perceptual inference with action selection.  
Mathematically, these changes are achieved via a series of iterative updates to parameters that 
are repeated until convergence. Specifically, each new observation from the environment 
enables posterior beliefs about states to be updated via iterating expressions that minimise free 
energy. Similar iterative updates are then applied to posterior beliefs about competing policies 
and precision parameters (part 4 of Figure 5). Finally, the updated beliefs are used to select an 
action which in turn generates a new observation (part 5 of Figure 5).   
At the very end of a trial (at the end of a series of observations, states, actions), the agent uses 
its combined experiences over several time-steps to update the parameters controlling the A, B 






 Action selection prioritises both utility and the reduction of uncertainty 
There are two more subtleties that should be noted in this brief description. Firstly, there is an 
explicit requirement to minimise free energy in action selection (in addition to the requirement 
to minimise free energy of the entire model). This is embedded in the expression governing the 
probability of each policy (each possible sequence of actions), which states that the probability 
of a specific policy (𝜋) is proportionate to its free energy in past (𝐹𝝅) and estimated free energy 
in the future (𝐺𝝅). This requirement has the consequence that actions are driven by twin goals 
– the attainment of states that the agent finds valuable (utility), and the attainment of 
information (epistemic value). This is because the expected free energy of each policy in the 
future - 𝐺(𝜋, 𝜏) in Figure 5 - is equivalent to the (negative) sum of utility and epistemic value.  
This result is derived in Appendix 1 and discussed in detail in (Friston, FitzGerald, Rigoli, 
Schwartenbeck and Pezzulo, 2017). Its meaning is that agents that act to minimise free energy 
will end up where they hoped to and will also resolve uncertainty about their environment.  If 
policies do not differ in their assessed utility, then their relative likelihood will be set by their 
ability to resolve uncertainty (i.e. to harvest the most information about the world). This is in 
contrast to reinforcement learning based models of behaviour, in which behaviour is driven 
entirely by utility  (Sutton and Barto, 2018). Under these schemes, when policies do not differ in 
utility, choices are generally drawn from a flat probability distribution, promoting stochastic 
action selection. 
 
 Postdictions and predictions 
Finally, it is also important to clarify the timespan covered by inferences. The agent continually 
updates its understanding of the past, the present and the future. This means that observations 
in the present can be used to update inferences about states that occurred in the past. In this 
way, past events continue to be useful for belief updating long after they occurred (an everyday 
example of this might be going out shopping, only to realise that when you left the house, you 
did so in the state of ‘not having wallet in pocket’ – an inference only arrived at retrospectively 
at the checkout). Equally, the agent’s knowledge of the world is used to form predictions at 
future times (e.g., “I’ll likely need to return home and get some money”). Again, retrospective 
updating of beliefs about states in the past is not a feature of reinforcement learning models 




Dayan, Seymour and Dolan, 2006; Rushworth and Behrens, 2008; Gläscher, Daw, Dayan and 
O’Doherty, 2010; Wang, Lee, O’Doherty, Seymour and Yoshida, 2018)). 
 
 The Bayesian Model Average drives action selection 
Once all updates to all parameters have been completed, the agent combines its new inferences 
to produce a Bayesian Model Average (BMA) of states. This can be considered as a summary of 
everything the agent knows about its place in the world – an overall ‘map’ of the states it 
believes it occupied in the past, the state it occupies now and the states it believes it will occupy 
in the future.  The BMA is then used by the agent to select an action, as described in Figure 5. In 
effect, the agent chooses an action which it believes will bring about the sequence of events 
described in the BMA for the next timestep. This action causes a transition to a new state, which 
generates an observation from the environment, causing a new cycle of updates. In what 
follows, I represent the BMA graphically as a ‘state-action heatmap’ (Figure 6). 
 
 
Figure 6 The Bayesian Model Average. The upper expression describes the calculation of the Bayesian model average 
over states for a time τ. The distribution takes into account the probability of each individual policy (πp, where each 
policy is a different sequence of actions) together with the probability of different states occurring under that policy. 
The distribution is calculated for multiple time points (i.e. τ=1, 2, 3…). Lower plot: the BMA can be represented 
graphically as a heatmap, where the probability of each state at each time is represented by a colour (shown here for 
six arbitrary states numbered 1-6). The agent calculates a BMA of this form after every update cycle and uses it to 




 State-action prediction errors as a driver of LC activity  
 Any large change in the state-action heatmap between time steps represents a state-action 
prediction error. These errors indicate that the agent’s beliefs about its past and future states 
have changed substantially after receiving a fresh observation. Such prediction errors indicate 
that the agent’s model of the world – including its plan for actions – must change. This may 
either be because an unexpected stimulus has occurred, requiring a rapid, abrupt change in 
behaviour, or because observations over longer timescales are consistently demonstrating that 
key components of the model (for example, the observation likelihood (A) and state transition 
(B) matrices) are no longer fit for purpose. Crucially, errors originating from both situations are 
reflected in the state-action prediction error.  
The contexts in which state-action errors arise also mirror the circumstances of LC activation 
described in the experimental literature: the phasic, short term response to a behaviourally 
relevant stimulus (a sudden change in action plans), and the longer term activation reflecting 
uncertainty (and requiring behavioural variability to rebuild the internal model of the world). 
Furthermore, the state-action prediction error is also calculated in the final stages of the cycle 
of inference – reflecting the integration of new information and subsequent planning of actions. 
This is consistent with the observed timing of LC activity, which is more tightly locked to 
behavioural responses rather than to preceding cues,  suggesting that the LC is responding to 
the outcome of decision making about new observations. Given these parallels, the work that 
follows will explore the hypothesis that the state-action prediction errors are a driver of LC 
activity. 
As shown in Figure 6, the BMA is estimated for each time point within the task (indexed by 𝜏) 
and takes the form of a weighted sum over state probabilities (states are weighted by the 
probability of each policy predicting that state at the given time). The state-action prediction 
error can be estimated during a task by taking the Kullback-Leibler divergence between BMA 
distributions at successive time steps. Mathematically, this reflects the amount of belief 
updating caused by each new observation, and is a form of Bayesian surprise.  The following 




𝑺𝝉 = ∑ 𝜋𝑝  𝒔𝝉
𝒑
𝑝       (1) 
𝑆𝐴𝑃𝐸(𝑡) = ∑ 𝐷𝐾𝐿[(𝑺𝜏
𝑡 )||(𝑺𝜏
𝑡−1)𝜏 ]    (2) 
Here, 𝑺𝜏  is the BMA over states for time 𝜏 within the task, while 𝒔𝝉
𝒑
 is the vector of probabilities 
for states at time 𝜏 under policy 𝑝, which has a probability 𝜋𝑝. In the expression for state-action 
prediction error, superscripts (either 𝑡 or 𝑡 − 1) refer to the time at which the estimate is 
calculated. 
Prediction errors over shorter timescales (i.e. between actions, during the iterative cycle of 
belief updating) are an integral feature of AI. The state-action prediction error, in contrast, 
represents a global error: it is expressed over the timescale of a behavioural epoch as a response 
to the outcome of belief updating that facilitates action selection. 
In the implementation, the state-action prediction error is calculated immediately after the BMA 
over states, as shown in Figure 7. 
In order to perform simulations of behavioural tasks I started with an existing AI implementation 
written by Karl Friston and others in MATLAB (as described in (Friston, FitzGerald, Rigoli, 
Schwartenbeck and Pezzulo, 2017) and available freely from 
Figure 7 The amended cycle of updates under Active 
Inference, expanded to show the calculation of  





https://www.fil.ion.ucl.ac.uk/spm/software/spm12/). I then modified this code to extract a 
state action prediction error (and to effect changes in learning of the 𝒂, 𝒃, and 𝒅 matrices - 
described in Chapter 3).  This code is available online at 
https://github.com/AnnaCSales/ActiveInference. I also wrote MATLAB code to apply this 
modified AI engine to the two example tasks (go/no-go and explore/exploit) to represent all 
output graphically, and to analyse results. A pseudocode overview of the full implementation is 
provided in Appendix 1. 
 Simple comparison reinforcement learning model 
To complement the Active Inference approach, I also modelled the generation of a conceptually 
similar prediction error using Reinforcement learning (RL). RL is  a machine learning scheme in 
which agents learn which actions to take in order to maximise reward (Sutton and Barto, 2018). 
Learners using RL can be split into two main categories: model-free and model-based. Model-
free reinforcement learners do not have an explicit representation of the structure of the world 
-  but use their cumulative experience of taking actions and receiving rewards to build tables of 
the values of individual states and the value of taking different actions from states. This table is 
then used to select actions, for instance by feeding the values of actions from a given state into 
a softmax1 conversion function, and selecting an action stochastically based on the resulting 
probability distribution.  In contrast, model-based RL learners do hold an internal model (similar 
to the 𝑩 matrices above). This internal model can be updated in light of experience. The 
consequences of the model for action selection can be updated via ‘internal simulation’, in which 
the agent calculates values of all possible future states and actions by mapping forward through 
each possible path through the environment, storing information about rewards obtained under 
the predictions of the current model. In both approaches, learning is driven by the reward 
prediction error (RPE): the difference between the expected and actual reward obtained at a 
given state.  As a result of their success in modelling the responses of dopaminergic neurons e.g. 
(Schultz, Dayan and Montague, 1997; Schultz, 1998; O’Doherty, Dayan, Friston, Critchley and 
Dolan, 2003; D’Ardenne, McClure, Nystrom and Cohen, 2008), and in machine learning – where 
RL based approaches have led to computational agents able to navigate some environments as 
effectively as humans (Mnih, Kavukcuoglu, Silver, Rusu, Veness, Bellemare, et al., 2015; 
Arulkumaran, Deisenroth, Brundage and Bharath, 2017) –  reinforcement learning models are 
ubiquitous in neuroscience.  
 








I considered a model-based reinforcement learning scheme identical to the one used by 
Gläscher et al - a study which used a modified FORWARD (Dynamic Programming) learner to 
model ‘state’ prediction errors (Gläscher, Daw, Dayan and O’Doherty, 2010; Sutton and Barto, 
2018). This is conceptually the closest RL-based model to the AI model developed here. In this 
model, the agent holds matrices describing the probabilities of state transitions under different 
actions, such that 𝑇(𝑠, 𝑎, 𝑠′) indicates the probability of moving from state 𝑠 to 𝑠′ under action 
𝑎. The state prediction error simply reflects the error in predicting the last state transition: 
𝛿𝑠𝑝𝑒 = 1 − 𝑇(𝑠, 𝑎, 𝑠
′)            (3) 
This is used to update the transition matrix in the following way 
𝑇(𝑠, 𝑎, 𝑠′) = 𝑇(𝑠, 𝑎, 𝑠′) + 𝜇𝛿𝑠𝑝𝑒               (4) 
Where 𝜇 is a learning rate (set to 1 in simulations used to produce the results in section 2.4.2). 
The agent assigns different utility to each state, which is used to return the reward r(s). The 
values of state-action pairs are then updated recursively via the following expression: 
𝑄(𝑠, 𝑎) = ∑ 𝑇(𝑠, 𝑎, 𝑠′) ∗ [ 𝑟(𝑠′) +  𝑎𝑟𝑔𝑚𝑎𝑥𝑎( 𝑄(𝑠, 𝑎
′) )]𝑠′   (5) 
 
 Results 
The simulations conducted using the Active Inference model suggest that behavioural contexts 
that produce large state-action prediction errors are also those that yield LC responses in 
experimental environments. Below, I describe the emergence of phasic and tonic activity in two 
tasks as a response to changes in state-action prediction error. In Chapter 3, I will develop these 
results and show how both simulations are improved by modelling the LC as a link between 









 State-action prediction errors display tonic and phasic patterns of response 
 Go/no-go task 
A simple go/no-go task modelled under AI is shown in Figure 8. In this task, the agent (depicted 
as a rat) starts in a ‘ready’ state - location 1 - and must move to location 2 to receive a cue (Figure 
8). When the cue is received the agent may either move back to location 1 or seek a reward at 
location 3.  The agent has a strong preference for receiving the reward but an aversion to moving 
to location 3 and remaining unrewarded (rewards and aversions are incorporated into the model 
Figure 8 A simple go/no-go task modelled under AI (a) Structure of the task (see main text) (b)-(d The state-action 
heatmap showing inferences on the agent’s state over a rare ‘Go!’ trial. Large updates are required at t=2, after the 
animal receives the ‘go’ cue which forces it to update its action plans and state inferences. This update is proposed to 
cause a large, time specific input into LC, which causes a sudden phasic burst of LC activity. The lower part of the figure 





in the C vector, which assigns a utility value to each possible observation2). This is represented 
in the task by a notional ramp which forces the agent to expend physical effort in seeking the 
reward. There are six available states, which between them describe the different combinations 
of features relevant to the agent during the task. Learning is mediated through updates to the 
A and D matrices, which encode likelihood mappings between hidden states of the world and 
outcomes – and prior beliefs about initial states. 
At each time point, the agent’s beliefs are summarised in the Bayesian Model Average over 
states, represented graphically as a state-action heatmap. The heatmap shows how the 
likelihood of different states evolves over time as evidence accumulates and beliefs are updated. 
Figure 8 (b) shows a representation of the agent’s beliefs about states at the beginning of a new 
trial in which the ‘go’ cue is heard. The agent is ‘well trained’; that is, it has an accurate 
understanding of the relationship between the cue and the availability of the reward, and of the 
fact that the ‘go’ cue is rare (here, the cue probability is 10%). In these models, the ‘rat’ agent 
was trained by running the simulation for 750 trials. The priors learnt at the end of these trials 
were then used as the starting point for the ‘well trained’ case.  
Given its knowledge of the task, the agent begins with a strong belief that it is beginning the trial 
in state 2 (in which a reward will not be available). It also makes predictions for the states it 
believes it will occupy later in the trial: at t=2, it believes it is likely to occupy state 4 – 
corresponding to the occurrence of the ‘no-go’ cue, but also entertains a slight possibility that 
the ‘go’ cue might still appear. The agent is much less certain in its predictions for t=3, but still 
holds a higher probability that it will end up in one of the unrewarded end states.  
At the next time point (at t=2, Figure 8 (c)), the agent updates its state-action heatmap, making 
new inferences on the probabilities of different states in the past, present and future, based on 
its most recent observations. If it has received the rare ‘go’ cue, it will have to update its 
predictions for its state at the end of the task, in addition to altering its inferences about the 
state in which it started at t=1 (a process of postdiction about past states based on new 
information). The agent therefore has to make a large, sudden update to its BMA heatmap at 
t=2. By t=3 (Figure 8(d)), the agent has received the reward as predicted, and knows with 
 
2 Note that when used in AI simulations the values in the C vector are normalised using a softmax 
function. This means that negative values in the vector are not automatically ‘adverse’ e.g. a value of -1 
is not simply the ‘opposite’ of +1 in terms of utility, however, it will be assigned a much smaller value in 




certainty where it is and where it has been. Only small updates are required to its estimates at 
this point. 
Simulated state-action prediction errors during this task are shown in Figure 9. During the task, 
an agent who is well trained shows large peaks of state-action prediction error when the reward-
predicting cue is presented, resulting in phasic activity in the LC as seen experimentally (Aston-
Jones, Rajkowski, Kubiak and Alexinsky, 1994; Aston-Jones, Rajkowski and Kubiak, 1997). The 
underlying reason for this error is a large, quick shift in action planning, from the (more likely) 
‘No-go’ outcome to the rare ‘Go’ situation. 
In Figure 9(b) the raw state-action prediction error (SAPE) is used to visualise LC firing and 
produce a spike raster plot. To do this, SAPE is converted into a firing probability p for each time 






The gradient of the function was set at 𝑘 = 8, and the mean m is set one standard deviation 
above the mean SAPE value encountered in 100 trials of the task. Each second was then further 
split into 0.1s bins, during which the unit generated a single spike with probability 𝑝. This gives 
a physiologically reasonable maximum firing rate of 10hz if 𝑝 = 1. (Foote, Aston-Jones and 





 ‘Explore / exploit’ task  
A task designed to offer the agent a choice between exploiting a known resource or exploring 
for new sources of reward was also modelled (Figure 10). On every trial in this task the agent 
searches for a reward in one of three arms. In one arm, the probability of finding a reward is 
high (90%), whilst in the others the probability is low (10%). The probabilities are held constant 
for a set number of trials, during which time the agent accumulates beliefs about the likelihood 
of finding a reward in each location. Typically, once the agent has been rewarded in one location 
numerous times it will build a strong prior probability on the availability of a reward in that 
location (reflected in updates to elements of the B matrix). In the example shown in Figure 10 
the agent begins by exploring the arms until it has seen a reward in arm 1, after which it 
continues to visit this location. After a set number of trials, the location of the high probability 
Figure 9. Plot of state-action prediction error, simulated LC spiking and behaviour during 100 trials of the go/no-go 
task, (for agents with a fixed value of model decay parameter α not linked to state-action prediction error). Each point 
within the task is assumed to last 1s and is associated with a single state-action prediction error. In (a) the raw 
prediction error is extracted for t=2, when the animal receives a cue (this is the error between t=1 and t=2) and t=3 
when the animal receives feedback on its response to the cue (the error between t=2 and t=3). Because the prediction 
error explicitly evaluates differences between update cycles, there is no error available for the first time point. Each 
trial has therefore been collapsed to two time points, each lasting 1 second. In (a) the occurrence of the ‘go’ cue causes 
strong peaks in prediction error. This is converted into a simulated LC firing rate in (b). Plot (c) is a graphical 
representation of behaviour during the task at times t=2 and t=3 for each trial, in which the position of the coloured 




arm is shifted. When this happens, the agent’s established model of the world no longer 
provides an accurate explanation of its experiences. As expected rewards fail to materialise, 
state-action prediction errors arise. This causes an increasing tonic rate of LC activity whilst new 
priors are learnt and behaviour changes. 
Figure 10. Modelling a 3-arm explore/exploit task under Active Inference.  (a) shows the mathematical structure of 
the task. There are seven states, including one neutral starting point and 3 arm locations which can be combined with 
either a reward / no reward. There are 7 observations; here these have a 1-to-1 mapping to states (A matrix). Actions 
1-4 simply move the agent to locations 1-4 respectively. The probability of obtaining a reward in a given arm (p2 for 
action 2, above) is held static for a fixed number of trials, with one arm granting a reward with a 90% probability and 
the others with 10% probability. This is then switched, so that the agent must adjust its priors and its behaviour. (b) 




 Comparison to  RL-based state errors  
Prediction errors were also extracted from models of the same tasks using the FORWARD learner 
described in (Gläscher, Daw, Dayan and O’Doherty, 2010) (Figure 11). Here the agent learns a 
transition matrix T(s’,a,s), where each element gives the probability of transitioning between 
initial state s and final state s’ under action a. This is similar to the B matrix for the AI learner. 
Because two tasks described here are relatively simple, the RL model produces the same profiles 
of error as the AI model and recapitulates both phasic and tonic errors.  
However, there are fundamental differences between the two approaches. Crucially, the error 
extracted in the RL model (the state prediction error) simply reflects the difference between the 
transition at the last time step predicted by T, and the transition which actually occurred. These 
errors are only calculated over one time-step, and only consider the error in predicting the state 
transition under a specific action. There is no description of the relationship between 
observations and states (they have a one-to-one relationship), and these cannot be taken into 
account in the prediction error. There is no consideration of future action plans (i.e. the last 
transition may have forced a longer-term change in action plans – but this cannot be reflected 
in this error). Finally, the agent’s choices are conditioned only on utility: there is no scope to take 
into account the epistemic value of actions. 
As tasks become more complicated, the predictions of the two models differ. As an example, a 
modified version of the Go/No-Go task – which includes an additional distractor cue - was 
modelled with both the FORWARD and Active Inference learner (Figure 12). This task is similar 
to the one presented in section 2.4.1.1, but altered to include an additional rare cue (the 
distractor) which is qualitatively different from both the ‘go’ and  ‘no-go’ cues, and is not 
predictive of reward (i.e. it functions as a rare type of ‘no-go’ cue). The task was set up so that 
reward could only be obtained by taking the ‘go’ action from the ‘go’ cue (represented by a 
positive value in the agent’s C vector). Taking no action was assigned a ‘neutral’ utility (a zero in 
the C vector, associated with the ‘null’ state in Figure 12) whilst taking the ‘go’ action in response 
to a no-go or distractor cue was assigned a lower utility (a negative value in the C vector, 
representing expending effort for no reward, as for the go/no-go task described in section 





The FORWARD-RL model only considers the probability of the state transition occurring over the 
previous timestep – and so uniformly predicts the same state prediction error for transitions to 
either state 3 (distractor, no-go) and 4 (go cue). In contrast, the AI model takes into account 
future states and actions and predicts a larger error- and therefore LC activation – occurring on 
the ‘go’ cue. The results for the AI agent are consistent with the limited experimental evidence 
available for this task reported by Aston Jones et al (Aston-Jones, Rajkowski and Kubiak, 1997). 
In this experiment, standard ‘no-go’ cues were presented in 60% of trials,  ‘distractor’ no-go cues 
Figure 11 Extraction of state prediction errors for the go/no-go and explore/exploit task, using a reinforcement 




in 20% of trials and ‘go’ cues were presented in the remaining 20% of trials. In monkeys, clear 
phasic LC activation was observed only for the ‘go’ cues in six out of seven cells recorded – and 
not for the distractor cues. (The responses to standard ‘no-go’ cues were not investigated; 
further modelling work (and ideally experiments) could usefully explore the differences in 
responses between these commonly occurring  no-go cues, and the go / distractor cues) 
 
Figure 12 Comparison of prediction errors for an RL-based agent and an AI-based agent. Upper plots (a,b) show the 
Go/no-go task with the inclusion of distractor no-go cues. (a) shows the seven states involved in the task.  Observations 
and states have a one-to-one relationship (i.e. the A matrix is a 7 by 7 identity matrix), and the agent’s preferences for 
the 7 observations are given by the vector C=(0 0 0 0 -1 0 +2). (b) shows the prediction errors for both agents over 100 
trials, showing that the AI agent predicts greater errors for the ‘go’ cue than for the distractor (Students t-test *** 
p<0.001). 
 
The disadvantage of this modified go/no-go task is that it is difficult to disentangle the effects of 
reward, action, and inaction at the second timestep. To explore this issue in more detail, a 
second task was modelled (a new task for which no experimental evidence exists, Figure 13). In 
this task, an agent is forced to alter its action plans in response to a rare cue without any 
variation in likely reward. This utilises a similar state-space in which two equally surprising state 
transitions are possible (from state 1 to state 3 or 4). However, one of these state transitions 
requires a rarely required action to be performed (the state transition 1 to 4 in Figure 13(a)), 
whilst the other simply requires a routinely used action. In all cases, the correct action leads to 
equal rewards, and all actions are assumed to require an equal amount of effort.  For the 




or go cues occurred, reflecting only the rareness of the cue. In contrast, the AI model predicts a 
larger state-action error when action plans must be altered (for the transition to state 4), even 
when all rewards are equal and an action is consistently required for every cue. This shows that 




LC activity has been described as a biological correlate of error signals originating from the final 
stages of the belief updating cycle under Active Inference. Specifically, LC activation is modelled 
as a consequence of a high-level prediction error on the inference of states and the planning of 
action, which appears after new observations have been incorporated into inferences about the 
past and future. This is consistent with evidence indicating the LC activation is time-locked to 
behavioural responses rather than cues – reflecting the processing of observations, their 
integration into updated perceptual inference and subsequent decisions on action (Bouret and 
Sara, 2004; Clayton, Rajkowski, Cohen and Aston-Jones, 2004).  
Figure 13 AI and RL modelling of a task in which rare state transitions influence only the details of future action planning. 
(c) In this task the agent begins at state 1 and takes action 1 to receive a cue. 70% of the time, this action results in a 
transition to state 2, from which action 2 will secure a reward (this could represent, for example, taking an action to reveal 
a cue, which is the same on 70% of trials). This sequence of actions (1,2), will also secure a reward if the agent unexpectedly 
transitions to state 3 after taking action 1. Hence the policy (1,2) is likely to correct in 85% of trials. However, if the agent 
transitions to 4, it not only experiences an unexpected state transition, but must update its action plan to (1,3).  (d) Over 
100 trials of the task, the AI predicts a greater state-action prediction error upon landing at state 4, because the transition 




To explore this hypothesis, two new tasks (Go/no-go and Explore/Exploit) were modelled under 
Active Inference. As well as contributing to the understanding of the LC, this modelling work also 
demonstrated that the theory of Active Inference can be applied as a practical tool to produce 
predictions about behaviour in simple tasks (something which has not been demonstrated 
outside of the core literature which developed the theory, for instance, (Friston, Schwartenbeck, 
Fitzgerald, Moutoussis, Behrens and Dolan, 2013; Schwartenbeck, FitzGerald, Dolan and Friston, 
2013; Friston, Fitzgerald, Rigoli, Schwartenbeck, O ’doherty and Pezzulo, 2016; Mirza, Adams, 
Mathys and Friston, 2016)) 
The prediction errors generated from the modelling of these tasks reproduced both phasic and 
tonic LC activity, as observed experimentally in similar contexts (Aston-Jones, Rajkowski, Kubiak 
and Alexinsky, 1994; Berridge and Waterhouse, 2003; Aston-Jones and Cohen, 2005).  This is a 
notable departure from previous models of the LC, in which phasic and tonic modes of activity 
have been considered as separate regimes. In particular, the adaptive gain model of LC function 
(Aston-Jones and Cohen, 2005) proposes that a phasic LC mode operates in periods of stable 
task performance, facilitating efficient behavioural responses to  relevant stimuli - whilst the 
tonic mode is ‘activated’ when the utility derived from an activity drops, leading to behavioural 
variability. (A fuller survey of previous LC models will be provided Chapter 3, when a fuller 
comparison can be made with the completed LC model). In contrast, the AI model demonstrates 
that both types of activity are an emergent property of the cycle of belief updating.  
The Active Inference model was also compared to an existing reinforcement learning approach 
for calculating a prediction error based on states. In the simple Go/No-go and Explore-exploit 
tasks, the two models were qualitatively similar – and both could produce phasic and tonic LC 
activity in the appropriate contexts. However, the limitations of the simple RL model were 
highlighted by a more complicated task in which more than one rarely occurring cue was used, 
requiring different behavioural responses. In these contexts, the RL model was unable to 
replicate the experimentally observed result of a stronger LC response to true ‘target’ cues – as 
opposed to non-target distractors. In this case, the Active Inference model benefitted from its 
ability to take into account inferences over states and action going more than one timestep 
forwards in time (and backwards, when possible). This enabled the AI agent to take into account 
the effect not only of cue rarity, but also of its behavioural significance for the future – a factor 
which is crucial for replicating experimentally observed LC activity.  In order to replicate these 
results, a more sophisticated RL-based model could be developed in which state transitions over 
multiple timesteps were considered. However, the example above provides a neat 




in extra features to suit the particular task being modelled - but which are an inherent feature 
of Active Inference, derived only from the imperative to minimise free energy in perception and 
action.  
 The assumption of ‘states’ 
 
Both Active Inference and reinforcement learning are examples of modelling systems that 
assume that the brain represents the environment in terms of states. In the brain, the basis of 
state learning may be the recognition of regularities in the environment (‘statistical learning’) 
(Gilbert, Sigman and Crist, 2001; Turk-Browne, Scholl, Chun and Johnson, 2009; Schapiro, 
Kustner and Turk-Browne, 2012) 
Experimental evidence in both rodent and animals suggests that the orbital frontal cortex, in 
particular, has the capacity to represent information about task relevant states - including those 
only partially observable (which must therefore be inferred) given past and present sensory 
input  (Wilson, Takahashi, Schoenbaum and Niv, 2014; Schuck, Gaschler, Wenke, Heinzle, 
Frensch, Haynes, et al., 2015; Chan, Niv and Norman, 2016; Nogueira, Abolafia, Drugowitsch, 
Balaguer-Ballester, Sanchez-Vives and Moreno-Bote, 2017; Muller, Mars, Behrens and O’Reilly, 
2019). Evidence from imaging studies also suggests that the OFC is implicated in storing 
information about the relationship between cues and outcomes  - similar to the ‘A’ matrix in 
Active Inference, whilst the hippocampus is implicated in the representation of relationships 
between states. (Boorman, Rajendran, O’Reilly and Behrens, 2016) . However, the precise way 
in which the brain formulates abstract states – and the combination of features held – is not 
known, and must be approximated in modelling. Potentially, this may alter the outcome of 
simulations – for instance, it would be possible to represent a rewarded location (which has 
been represented as a single state in simulations in this Chapter) as a separate combination of 
a ‘state’ related to location, and an ‘observation’ related to reward. When considering only 
errors related to states (as in the reinforcement learning model of Chapters 2 and 3),  the two 
representations may diverge in their predictions. Future modelling approaches may therefore 
benefit from exploring the differences created by different formulations. 
 Motivation and effort 
One key area which has not been addressed in detail in the AI model is the effect of effort in 
performing actions. Several experimental studies in monkeys have shown that LC activation 
preceding an action is modulated by the amount of effort required to perform the action, with 
more costly actions producing a greater LC response (Bouret, Ravel and Richmond, 2012; Bouret 




responses may also be modulated by the size of the reward likely to be obtained as a result of 
action – with a greater LC response observed prior to action when lower rewards are on offer 
(Bouret and Richmond, 2015). This has led Bouret and others to propose that the LC plays a role 
in motivation, particularly in mobilising of resources for goal directed action. In the models 
presented here, the ‘effort’ cost in the Go/No-Go task was reflected by attaching a low utility to 
observations in which an action was performed for no reward (a value which was lower than 
that assigned to staying still). A more realistic method of modelling effort would involve adding 
in transitional states (and associated observations) of low utility between cue and reward, which 
would explicitly represent the energy cost of taking action. It would be interesting to explore the 
predictions for state-action prediction error using these more complex models, to see whether 
the concept of effort can be effectively modelled with Active Inference - and if so, whether 
experimental results for the LC can be replicated. 
The simulations of the ‘changing action’ task (Figure 13) indicate clearly that under the AI model, 
the LC is predicted to respond to all changes in action planning, including the cancellation of 
actions. This is at odds with an experimental result in monkeys in which LC activation was 
associated with initiating action, but not with stopping an action (Kalwani, Joshi and Gold, 2014). 
This could be viewed as another aspect of ‘effort’, in which a lower than expected effort 
produces a lower LC activation. Exact modelling of the task used in this study is complicated by 
the use of variable time intervals between cues – which presents an additional uncertainty which 
would need to be incorporated into the model (and which would also likely generate state-
action prediction errors). However, the general differences between action initiation and 
cancellation present a good target for additional modelling and may allow a better 
understanding of the possible divergence between the experimental result and the theoretical 
prediction.   
 Comparison to previous account of ‘state’ prediction errors and ‘risk’ 
Experimental evidence for the existence of a prediction error related to state – as opposed to 
rewards – has been provided by Glasher et al (Gläscher, Daw, Dayan and O’Doherty, 2010). This 
imaging study found evidence of state prediction errors - predicted using the FORWARD 
reinforcement learner discussed above (section 2.3.7) - in intraparietal sulcus and lateral 
prefrontal cortex. Whilst this error differs from the state-action error in several aspects I have 
shown that for simple tasks  the two are qualitatively similar. To fully understand the relevance 
of this evidence, further modelling is required to delineate the differences between AI and RL 
based approaches, and to test whether which method provides a better fit for imaging data 




of imaging and modelling using a task based on either of the scenarios in Figures 9 or 10 may 
help to pick apart the differences in prediction between RL and AI based models. 
The work of Preuschoff et al (Preuschoff, ’t Hart and Einhauser, 2011) also suggests that errors 
in prediction of risk (a form of unexpected uncertainty, captured by calculations of surprise 
within task) are reflected in changes of pupil size, which is often used as a correlate of LC activity 
(see (Jepma and Nieuwenhuis, 2011; Joshi, Li, Kalwani and Gold, 2016; Hayat, Regev, 
Matosevich, Sales, Paredes-Rodriguez, Krom, et al., 2019) and Chapter 4.) Again, whilst these 
errors are conceptually similar, further investigation is required to understand the relationship 
between risk-prediction and state-action prediction error. 
 Additions to the model 
To complete the model, it is necessary to include a representation of how the release of 
noradrenaline changes behaviour. This will be the subject of Chapter 3, in which I will focus on 
the way in which noradrenaline release in frontal cortex decreases the impact of existing prior 
beliefs, leading to greater variability in behaviour. I also provide a fuller discussion of the 






3 Extension of the Active Inference LC model: the effect of 
noradrenaline on behaviour 
In this chapter, I develop the Active Inference model of the LC to include a description of the 
effect of LC activation on the rate of learning about the environment. The completed ‘LC-AI’ 
model describes an LC-cortex feedback loop in which the LC translates state-action prediction 
errors into an optimal balance between plasticity and stability. 
 Introduction 
In Chapter 2, I proposed that a high level ‘state-action’ prediction error is capable of driving LC 
activity, leading to both phasic and tonic firing under particular behavioural contexts. The 
concomitant release of noradrenaline produced by such LC activation has been shown to have 
profound effects on behavioural choices.  For example, high levels of LC tonic activity are known 
to be linked with heightened arousal and distractibility (Berridge and Waterhouse, 2003). During 
behavioural tasks in rats, higher rates of baseline LC firing are also correlated with poorer 
performance and increased error rates (Aston-Jones, Rajkowski, Kubiak and Alexinsky, 1994; 
Kane, Vazey, Wilson, Shenhav, Daw, Aston-Jones, et al., 2017). In the limit, such interventions 
can lead to almost random decision making (Tervo, Proskurin, Manakov, Kabra, Vollmer, 
Branson, et al., 2014). Whilst these outcomes are detrimental to success rates during stable, 
well-understood tasks, they have obvious advantages during periods of uncertainty or changes 
in the rules of the environment (Aston-Jones and Cohen, 2005; McGaughy, Ross and 
Eichenbaum, 2008; Gilzenrat, Nieuwenhuis, Jepma and Cohen, 2010; Jepma and Nieuwenhuis, 
2011). Here, behavioural variability allows disengagement from a strategy that is no longer 
proving fruitful – together with sampling of new options which allows the animal (or human) to 
gain the understanding necessary to choose a new strategy.  
Experimental observations in humans using pupil size as a correlate of LC activity have also 
demonstrated that when environmental uncertainty is high, LC firing rates are elevated (as 
indexed by increased pupil size)(Jepma and Nieuwenhuis, 2010; Preuschoff, ’t Hart and 
Einhauser, 2011; Nassar, Rumsey, Wilson, Parikh, Heasly and Gold, 2012). Furthermore, 
evidence suggests that during such periods new information is given greater weight than 
historical experience in forming subsequent inferences, speeding learning about the new 
structure in the environment (Nassar, Rumsey, Wilson, Parikh, Heasly and Gold, 2012). This may 
be mediated via an increase in entropy in internal models, in effect, ‘forgetting’ about previous 




Studies have also consistently indicated that activation of the anterior cingulate cortex (ACC) is 
critical for parsing relevant estimates of uncertainty and translating them into learning rates 
(Behrens, Woolrich, Walton and Rushworth, 2007; O’Reilly, Schüffelgen, Cuell, Behrens, Mars 
and Rushworth, 2013; McGuire, Nassar, Gold and Kable, 2014) – and that LC input to ACC in 
particular is vital for gating plasticity in internal representations and suppressing outdated 
beliefs (Tervo, Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 2014) . 
In the following work I integrate these experimental results into the Active Inference theory of 
LC, allowing the state-action prediction error to directly control a rate of ‘decay’ of prior beliefs 
and creating a feedback loop between model-based predictions, the LC, and updates to model 
parameters. I have chosen to focus exclusively on the Active Inference model rather than try to 
expand the reinforcement learning model (RL/FORWARD learner) described in section Chapter 
2 (which, in its original form, had several drawbacks compared to the AI agent, as described in 
section 2.4.2.). However, it is possible that a similar approach could be pursued using the RL 
model; suggestions for such models are included below (section 3.3.2.1). 
 Aims 
• To develop the Active Inference model of the Locus Coeruleus to include the effect of 
cortical noradrenaline release on internal representations of the environment 
• To determine whether the extended model yields advantages in behavioural outcomes 
during periods of environmental volatility 




 LC feedback: flexible model learning promoted by state-action prediction errors 
Empirical evidence suggests that during periods of volatility - and of elevated state-action 
prediction errors - it is necessary to modulate cortical activity encoding representations of the 
structure of the environment (Nassar, Rumsey, Wilson, Parikh, Heasly and Gold, 2012; Tervo, 
Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 2014; Muller, Mars, Behrens and O’Reilly, 
2019). This modulation boosts the flexibility of internal representations and increases their 
responsiveness to recent observations. In Active Inference terms, these internal representations 
are the model matrices A and B which describe beliefs about transition probabilities between 




assemblies in frontal cortex. In the model below, modulation of learning rates in the internal 
model is mediated by the release of noradrenaline from LC projections to the frontal cortex, 
occurring in response to state-action prediction errors.  
The need for flexible model updating is directly relevant to a related challenge for Active 
Inference models; namely, the rate at which the agent’s experience is assimilated into its model. 
Addressing this issue provides a pathway for modelling the effect of LC activation and closes the 
feedback loop between brainstem and cortex.  
 
 Updates to model matrices 
Under AI, the agent’s model of the world is encoded by a set of probability distributions that 
keep track of the mappings between states and outcomes, and between states occupied at 
sequential time points. These mappings are encoded by Dirichlet distributions, the parameters 
of which (‘concentration parameters’) are incremented with each instance of a particular 
mapping the agent experiences (as shown Chapter 2, Figures 1 and 2) (Friston, Fitzgerald, Rigoli, 
Schwartenbeck, O ’doherty and Pezzulo, 2016; Friston, FitzGerald, Rigoli, Schwartenbeck and 
Pezzulo, 2017).  However, difficulties arise when environmental contingencies change, because 
the gradual increase of concentration parameters - which are incremented on every trial - is 
essentially unlimited.  Accumulated experience can come to dominate the agent’s model, with 
new information having little effect on the agent’s decisions. This occurs because the generative 
model does not allow for fluctuations in probability transitions, i.e. environmental volatility. This 
mechanism can be finessed by adding a ‘decay factor’ (𝛼), which effectively endows the 
generative model with the capacity to ‘forget’ experiences in the past that are not relevant if 
environmental contingencies change. 
This introduces a modification to the update equations shown in Chapter 2, Figure 2, of the form: 
𝑜𝑙𝑑 𝑢𝑝𝑑𝑎𝑡𝑒: 𝒅𝒏𝒆𝒘 = 𝒅𝒐𝒍𝒅 + 𝑺𝟏  




(7) , (8) 
Where 𝒅 and 𝑑 are the updated and existing beliefs respectively. In the original update, the d 




agent’s beliefs about the state it occupied at t=1. This update is then applied after each trial. In 
the new version, the same increment occurs, but with a ‘decay’ of the values in d that is 
controlled by 𝛼. The same modification is made to the updates for 𝒂 and 𝒃 (the updated forms 
are given explicitly in Appendix 1, alongside pseudocode for implementation).  
In the context of reversal learning – where established rules are suddenly changed - this is not a 
trivial adjustment but a crucial addition to the generative model which enables AI agents to 
adapt flexibly. However, the level at which to set the decay term poses a further challenge. 
Existing implementations of Active Inference ((Friston et al., 2017) have attempted to use a fixed 
value, chosen in an ad-hoc way. However, if the decay is too big, the model is too flexible and 
will be dominated by its most recent experiences (as all the other terms will have decayed). If 
the decay is too small concentration parameters may accumulate too slowly, rendering the 
model too stable.  
A simple - and biologically parsimonious – solution for optimising this ‘forgetting’ is to link the 
decay factor to recent values of state-action prediction error via the LC. In other words, equip 
the agent with the prior that if belief updating is greater than expected, environmental 
contingencies have become more volatile.  
This produces flexibility in model learning when state-action prediction error is high (low α) but 
maintains model stability when state-action prediction error is low (high α). This is modelled 
using a simple logistic function, which converts the error into a value for 𝛼: 
𝛼 = 𝛼𝑚𝑖𝑛 +
𝛼𝑚𝑎𝑥
1+𝑒𝑘(𝑆𝐴𝑃𝐸−𝑚)
      (9) 
where SAPE is the state-action prediction error seen during the trial (in tasks with more than 
one prediction error per trial, the maximum error is used), k is a gradient and m is a mean (i.e., 
expected) value. In all simulations presented below, 𝛼𝑚𝑖𝑛 =2, 𝛼𝑚𝑎𝑥 =32, k=8, and m was set 
one standard deviation above the mean error value encountered in 100 trials of each task with 
α = 16. (These are the same values for the logistic mean and gradient that were used to convert 
the state-action prediction error into a putative LC firing rate in Chapter 2 (Equation 6)). 
Under this scheme, a brief but large state-action prediction error ‘boosts’ the impact of a recent 
experience upon the agent’s model of the world. This occurs by temporarily increasing the 
attrition of existing, experience dependent parameters encoding environmental contingencies. 
Crucially, this causes recent actions and observations to have a greater effect on the Dirichlet 




However, if actions consistently produce large state-action prediction errors then the underlying 
model parameters will gradually lose their structure – equivalent to the flattening of probability 
distributions that form the agent’s model - leading to greater variability in action selection.  This 
‘flat’ model does not need to track volatility separately, for example, by introducing a further 
hierarchical layer into the Markov decision process to track trial to trial fluctuations, as in the 
hierarchical gaussian filter (Mathys, Daunizeau, Friston and Stephan, 2011)). Instead, LC/NA 
activity is incorporated directly into the decision-making loop. A summary of the full model is 
shown in Figure 14. 
 
 
Figure 14 Recap of the update cycle under active inference, amended to include the full loop between prediction errors 
and model decay. Left hand side: cartoon representation of the assumptions implicit in AI and the update cycle. Right 






 Potential application to the RL/FORWARD learner 
The results presented in this chapter are developed using the Active Inference theory only. 
However, a similar modelling approach could be pursued with the FORWARD reinforcement 
learning agent described in Chapter 2 (section 2.4.2). This could be implemented by ‘decaying’  
the values stored in the table describing the probability of state transitions under different 
actions  - 𝑇(𝑠, 𝑎, 𝑠′) - by an amount dependent on the state prediction error 𝛿𝑠𝑝𝑒. This would 
create an additional update step (inserted after equation 4, Chapter 2). This could lead to gains 
in efficiencies during reversals of environmental rules – but would not address the drawbacks 
discussed in Chapter 2 – including the dependency of the prediction error only on the state 
transition seen in the previous timestep. In Chapter 2, it was demonstrated that this led to a 
prediction error which was strongly dependent on the rarity of the previous transition and did 
not take into account implications for future rewards or actions. In practice, this may lead to a 
‘decay’ which is less well targeted than in the LC-AI model (i.e. applied at an equal level for 
transitions which would be more carefully graded under AI) – although further modelling would 




 Flexibility in model learning improves task performance and enables reversal 
learning 
Simulations of the tasks outlined in Chapter 2 were re-run, with code modified so that state-
action prediction error modulates – via LC activity - the model decay parameter. When this link 
is introduced there are improvements in performance in the simulations of both the go/no-go 
and explore/exploit tasks (Figure 15 and Figure 16).  
 Explore/exploit task 
In the explore/exploit task, the dynamic modulation of model building allows state-action 
prediction errors to reduce more quickly when the rat is settled into the ‘exploit’ mode of 
harvesting a reward in a reliable location, promoting model stability. When the reward is no 
longer available, errors mount and the increase in model decay causes the agent to make more 
explorative choices. This contrasts with the same task simulated with fixed values of α (Figure 
15 (a) and (b)): when the model is hyper-flexible (α=2), the agent often switches behavioural 
strategy after a single failed trial; when the model is inflexible, the agent takes a large number 




of the environment is volatile (Figure 15). In this context, even small errors may reasonably 
indicate that the underlying rules of the task have changed, and the agent’s rapid shifts in 
strategy yields rewards. Over multiple simulations the flexible agent obtains a significantly 
higher total reward than the inflexible agent (averages over 50 simulations of 150 trials each 
with rules as shown in Figure 15). Conversely, the inflexible agent obtains significantly more 
overall reward when the environment is more stable (Figure 15 (d)).   
Figure 15 (c) and (d) also show the performance of an agent with a dynamic α with a value 
determined by the state-action prediction error, ranging between α=2 and α=32. This agent 
performs as well as, or better than, the fixed α agents in both contexts, responding with rapid 
changes to its model (and resulting behaviour) when errors are high for a sustained period, but 
stabilising when errors decrease. This agent also outperforms both fixed α agents when the arm 






Figure 15 The explore/exploit task simulated with fixed and flexible values of model decay. (a) and (b) show the 
behavioural output from the explore/exploit task for agents with a fixed 𝛼 parameter, specifically 𝛼=32 (slow model 
decay) or 𝛼=2 (fast model decay). The agent with 𝛼=2 is hyperflexible in its behaviour and changes its strategy after 
single failed trials. In contrast, the 𝛼=32 agent is inflexible and persists in seeking reward in the same location despite 
multiple failed trials. (c) and (d) show the outcome of simulations involving fixed 𝛼 agents contrasted with the 
performance of an agent with a flexible value of 𝛼 set by the state-action prediction error. Each simulation consisted 
of 150 trials in which the location of the high probability arm changed either every 15 or every 50 trials. The simulation 
was repeated 50 times. (c) and (d) show the average reward obtained in bins of 20 trials (shaded errors show standard 
error of the mean), alongside the mean total reward gained by each agent (error bars show S.E.M.;***P<0.0001, one 
way ANOVA followed by Tukey posthoc test). The less stable/more stable environments favour the 𝛼=2 / 𝛼=32 agent 
respectively: however, the flexible agent is able to perform as well (or better) in both scenarios. In (e) the location of 






 Go/no-go task 
The go/no-go task was also simulated during a reversal of cue meanings (Figure 16). As expected, 
the well-trained agent begins the session by showing a phasic response in state-action prediction 
error / LC firing in response to the ‘Go’ cue (cue 1).  At trial 35, the meaning of the two cues 
switches so that the ‘Go’ context is predicted by cue 2. At the reversal, state-action prediction 
errors cannot be resolved and LC firing switches to a higher tonic level. During this period, model 
updating – and behaviour - becomes more flexible and the new rules of the task are learnt. 
Eventually the high levels of tonic activity fall away and phasic responses to the new ‘Go’ cue re-
emerge; coupled with a lower level of tonic activity (as described in Chapter 2, section 2.4.1.1). 
This mirrors the pattern of LC firing recorded in monkeys during the same task (Aston-Jones, 
Rajkowski and Kubiak, 1997). Note that after the reversal, phasic responses emerge initially in 
response to the reward itself, then to both the cue and reward, and finally only in response to 
the cue.  Over multiple trials of the reversal, only the agent with a flexible α linked to state-
action prediction error is able to learn the new contingencies and return to optimum 
performance levels (Figure 16 (e)), for which the reversal was repeated 50 times).  
The characteristics of the state-action prediction error for this agent were then examined in 
more detail (Figure 16 (f) and (g)). 2000 trials were run of the go/no-go task in which the cue 
meanings were held constant (no reversal). The agent started each trial with ‘well-trained’ priors 
obtained through 750 trials of training, as above. The size of the state-action prediction error – 
the proposed input into the LC - varies in ways that are consistent with experimentally reported 
LC activation (see discussion below). As shown in Figure 16, the size of the phasic peak in state-
action prediction error is larger for rarer ‘go’ stimuli (Figure 16 (g)), in which ‘G’=go cues, ‘NG’=no 
go cues).  When the probability of the ‘go’ cue is held fixed, the resulting peak increases as the 
reward becomes more valuable to the agent (represented by the value held in the agent’s c 
matrix, Figure 16 (f)).  Finally, when consecutive ‘go’ trials occur, the second peak is reduced in 
size (mean reduction of 12.9%±1.4%, see Figure 17). 
As expected, when the ‘go’ cues are rare (e.g. p(g)=10%) the state-action prediction error 
response to the ‘go’ cue is significantly larger than the response to the ‘no-go’ cue. Interestingly, 
this is still true when the cues occur with equal probability (p(go)=50%), and when the ‘go’ cue 
is slightly more probable (p(go)=55%, Figure 16(g)).  Many of these response characteristics are 
also present in agents with a fixed 𝛼 and are an inherent feature of the state-action prediction 
error (Figure 17). However only the agent with flexible 𝛼 displays both the correct profile of 





Figure 16 Reversal learning during the go/no-go task. (a) – (c) show the performance of an agent with a value of model 
decay determined by state-action prediction error during a reversal of cues in the go/no-go task. The agent begins 
with a well-trained understanding (via 750 trials of training) that cue 2 indicates that a reward is available. At trial 35 
(t=70) the cue/context relationship is reversed, and the agent must now learn that cue 1 indicates the ‘Go’ context. 
This initially causes numerous unsuccessful trials, violating the learnt model and producing high prediction errors (a). 
Note that prediction errors are initially elevated at both timepoints in each trial because both the previously rare cue 
and the subsequent lack of reward are unexpected. These prediction errors result in a lowering in the parameter decay 
factor (b), which in turn flattens the agent’s priors causing more variability in behaviour. Eventually the agent learns 
the new contingencies and the model stabilises, with the re-emergence of phasic bursts of LC activity on ‘Go’ trials (a, 
c). From trial 125 onwards, the peak of phasic activity begins to transition towards the presentation of the cue rather 
than the reward. Plot (d) is a graphical representation of behaviour during the task at times t=2 and t=3 for each trial, 
in which the position of the coloured block describes the agent’s location and the colour shows the agent’s observation 
after moving. (e) shows performance over 50 repeats of the reversal learning task shown in (a), for agents with a fixed 
or flexible value of α. All agents begin with a near optimal d’ value (measured over bins of 20 trials). However, only 
the agent with α determined by the state-action prediction error is able to return to optimal levels of performance 
within the 300 trials shown. (f) and (g) show characteristics of the mean prediction error response to ‘go’ and ‘no-cue’ 
cues during the static (non-reversed) task as reward and probability parameters are varied, for agents with a flexible 
value of α((f) ***P<0.0001; one-way ANOVA between different c values, followed by Tukey posthoc test,  (g) ** 
P<0.001, ***P<0.0001; two tailed Student’s t-test between go/no go contexts for fixed cue probabilities, one way 







Figure 17  Characteristics of state-action prediction error peak responses during the no-go trial for different fixed 𝛼 
agents. All plots show averages over 2000 trials. (a) shows the changes in prediction error peak responses during either 
‘go’ (marked ‘G’) cues or ‘no-go’ (marked ‘NG’) cues. All agents display a larger ‘go’ response for rarer cues. 
Additionally, responses for ‘go’ cues are consistently larger than those for ‘no-go’ cues when the ‘go’ is more probable 
than, or equally probable as, the ‘no-go’ cue. This effect persists up to a ‘go’ probability of 55%. When the probability 
of the cue is increased further, the peaks are equal in size or reversed. (b) shows the effect of changing the reward size. 
As in Figure 16, all agents display a larger state-action prediction error response when the reward is larger. (c) shows 
the reduction in peak size caused by presenting ‘go’ cues consecutively. This reduction is greater for the more flexible 





The complete LC-AI theory proposes that the LC fulfils a crucial role, linking state-action 
prediction errors during the planning of actions to model decay (a form of learning rate). Using 
this approach, the following experimentally observed LC characteristics have been reproduced:  
- Phasic responses during a go/no-go paradigm as described experimentally in (Aston-Jones, 
Rajkowski, Kubiak and Alexinsky, 1994; Aston-Jones, Rajkowski and Kubiak, 1997; Bouret 
and Sara, 2004). Here, cues predicting a reward elicit clear phasic LC responses, which stand 
out against a background of lower overall tonic activity.  
- A correlation between an ‘exploration’ mode of behaviour and high tonic levels of LC 
activity.  Whilst direct measurements of LC activity during explore-exploit paradigms are 
lacking, the link is strongly suggested by indirect experimental evidence. For instance, Tervo 
et al (Tervo, Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 2014) demonstrated 
highly variable behavioural choices in rats when the activity of LC units projecting to ACC 
was held artificially high over long periods via optogenetic manipulation. Other studies have 
also demonstrated  that an increase in pupil size  (a correlate of LC activity) occurs in parallel 
with behavioural flexibility and task disengagement (Gilzenrat, Nieuwenhuis, Jepma and 
Cohen, 2010; Jepma and Nieuwenhuis, 2011). 
The simulations also reproduce more subtle characteristics of state-action prediction error 
responses. Simulations of the go/no-go task demonstrate a progression of phasic responses 
during the learning period that parallels the development of responses reported in a similar 
go/no-go task in rats (Bouret and Sara, 2004), in which phasic responses occur initially for the 
reward alone, then for both the cue and reward, and finally, only for the cue itself. Additionally, 
during the go/no-go task the model reproduces the following empirical results: 
- a reduction in the size of the phasic state-action prediction error when ’go’  cues were 
presented consecutively, as reported for an identical go/no-go task (Aston-Jones, 
Rajkowski, Kubiak and Alexinsky, 1994); 
-  an increase in response size when target ‘go’ cues are rarer (Aston-Jones, Rajkowski, Kubiak 
and Alexinsky, 1994); 
- a larger response to ‘go’ cues than to ‘no-go’ cues when the two are equally probable 
(Aston-Jones, Rajkowski, Kubiak and Alexinsky, 1994). The model further predicts that the 
larger response to the ‘go’ cue will persist even when this cue is slightly more probable than 
the ‘no-go’ cue (up to 55%,  Figure 16 and Figure 17) and that the responses will equalise or 




- a larger state-action prediction error response to the ‘go’ cue when the cue predicts a 
greater reward (when the probability of the cue is fixed; see Figure 8f), in line with results 
reported in monkeys in similar contexts (Bouret and Richmond, 2015). 
The results for both the go/no-go and explore/exploit tasks suggest that the LC should be 
phasically active when a strongly predicted reward is absent (for example, the unrewarded trials 
in Figure 6). This is in conflict with the results of a similar go/no-go task (Bouret and Sara, 2004), 
which reported no LC activation when predicted rewards were omitted.  However, another 
study – using pupil dilation as a measure of LC response – observed an increase in pupil size 
upon presentation of rewards that were either significantly higher or lower than expected 
(Preuschoff, ’t Hart and Einhauser, 2011), as predicted here. 
Nassar et al. (Nassar, Rumsey, Wilson, Parikh, Heasly and Gold, 2012),  have shown that pupil 
linked arousal systems are intimately linked to assessments of environmental instabilities and 
were predictive of the influence of new data on subsequent inferences. This is complementary 
to the LC-AI model, in which the same principles are successfully applied to demonstrate 
realistic responses in both the go/no-go and explore/exploit tasks. Furthermore, the recent 
study by Muller et al (Muller, Mars, Behrens and O’Reilly, 2019) indicated that changes in the 
entropy of internal representations of tasks could be predicted by change in pupil size. An 
increase in entropy is equivalent to the model becoming less structured, and less informative, 
and was described in the study as a ‘leak’ in posterior beliefs. This is conceptually similar to the 
‘model decay’ discussed here. 
The LC-AI model does not explicitly address the timing of phasic LC activation relative to cues 
and actions.  However, under the model the LC is activated in response to the completed 
updating of beliefs. This updating is an iterative process that, in real life, may take a variable 
amount of time – in contrast to the selection of action which occurs automatically based on the 
probability distributions produced. This is consistent with empirical results showing that the 
activation of the LC is more tightly locked to action than to preceding cues (see, for instance 
(Bouret and Sara, 2004)).  A detailed examination of the interplay between LC activation, cued-
actions and levels of motivation (including responses to ‘stop’ signals, as explored in (Kalwani, 
Joshi and Gold, 2014)) are also outside the scope of the tasks described here but present 





 Neurobiology  
Without further experimental work, specific anatomical attributions for the calculation of 
prediction error and maintenance of the internal model are largely speculative. In particular, it 
is not straightforward, using current experimental evidence, to clearly distinguish the areas of 
the brain thought to maintain components of models, cause updates to models, and cortical 
areas representing responses to prediction errors. However, a significant body of experimental 
evidence suggests that many aspects of working models of the environment are reflected by 
activity on ACC and OFC.  
Activity in the ACC has been shown to correlate with aspects of reward, in particular the values 
and costs associated with actions – including the value of switching behavioural strategies 
(Matsumoto, Matsumoto, Abe and Tanaka, 2007; Rushworth and Behrens, 2008; Hayden, 
Pearson and Platt, 2009; Holroyd and Yeung, 2011). Empirical evidence also suggests that the 
ACC has a role in associating actions with the consequences, both positive and negative 
(Rushworth, Walton, Kennerley and Bannerman, 2004). 
Marked changes in activity in ACC have also been observed at times thought to coincide with 
environmental uncertainty, and occur in parallel with explorative behaviour – an process that 
has been directly linked to increased input from LC (Karlsson, Tervo and Karpova, 2012; Tervo, 
Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 2014).  ACC activity is also correlated with 
learning rate during times of volatility, such that when the statistics of the environment change, 
more recent observations are weighted more heavily in preference to historical information 
(Behrens, Woolrich, Walton and Rushworth, 2007). These findings support the hypothesis that 
elevated activity in the ACC coincides with periods when significant updates to internal models 
are required (O’Reilly, Schüffelgen, Cuell, Behrens, Mars and Rushworth, 2013). Under the LC-AI 
model, these periods would also coincide with increased LC activity. 
Recently Muller et al ((Muller, Mars, Behrens and O’Reilly, 2019) reported that a probabilistic 
representation of the environment  could be decoded from fMRI in the medial orbitofrontal 
cortex (OFC) – supporting previous findings suggesting that the OFC may hold model-based 
representations of tasks (Hampton, Bossaerts and O’Doherty, 2006; Wilson, Takahashi, 
Schoenbaum and Niv, 2014; Schuck, Cai, Wilson and Niv, 2016). Muller et al found that changes 
in the entropy (or uncertainty) within an internal model could be predicted by ACC activity, 
which in turn predicted pupil size (a correlate of LC activity). This indicates that the ACC may 
trigger LC activity in response to environmental volatility, causing increases in the entropy of 




detecting prediction errors and triggering LC, leading to the ‘decay’ of prior beliefs held in OFC.  
However, note that this differs from the findings of Tervo et al (Tervo, Proskurin, Manakov, 
Kabra, Vollmer, Branson, et al., 2014), who suggest that LC input to ACC is causally related to 
behavioural flexibility.  
As discussed in Chapter 2, experimental evidence for a neural representation of a distinct 
prediction error based on states, rather than rewards, has also been reported in both lateral 
prefrontal cortex and the intraparietal sulcus in a human MRI study (Gläscher, Daw, Dayan and 
O’Doherty, 2010).  
This evidence provides a contextual foundation for the hypothesis that the LC modulates 
learning rate by via a feedback loop with areas likely to include ACC and OFC. Specifically, I 
propose that the release of noradrenaline would cause a temporary increase in the susceptibility 
of model-holding networks to new information. At a cellular level, this would lead to NA 
effectively breaking and reshaping connections amongst cell assemblies. In vitro investigation of 
the cellular effects of noradrenaline provides support for this idea, indicating that noradrenaline 
may suppress intrinsic connectivity of cortical neurons, causing a relative enhancement of 
afferent input (Hasselmo, Linster, Patil, Ma and Cekic, 1997; Kobayashi, Imamura, Sugai, Onoda, 
Yamamoto, Komai, et al., 2000; Berridge and Waterhouse, 2003). (Sara, 2015) and (Walling, 
Brown, Milway, Earle and Harley, 2011) also suggest that LC spiking synchronises oscillations at 
theta and gamma frequencies, allowing effective transfer of information between brain regions 
during periods of LC activity. This may allow enhanced updating of existing models with more 
recent observations. A role for the LC in prioritising recent observations during times of 
environmental volatility has been explicitly suggested experimentally (Nassar, Rumsey, Wilson, 
Parikh, Heasly and Gold, 2012) and is supported by evidence regarding the critical role of LC 
activation in reversal learning, e.g. (Rorabaugh, Chalermpalanupap, Botz-Zapp, Fu, Lembeck, 
Cohen, et al., 2017). 
If the LC is indeed responding to state-action prediction errors, model updating is likely not the 
only functionality it has. For instance, LC activation has been experimentally linked to the 
potentiation of memory formation (Sara, 2015; Takeuchi, Duszkiewicz, Sonneborn, Spooner, 
Yamasaki, Watanabe, Caroline C Smith, Fernández, Deisseroth, Greene and Morris, 2016b; 
Wagatsuma, Okuyama, Sun, Smith, Abe and Tonegawa, 2018), analgesic effects (Hickey, Li, 
Fyson, Watson, Perrins, Hewinson, et al., 2014; Hirschberg, Li, Randall, Kremer and Pickering, 
2017) and changes to sensory perception for stimuli occurring at the time of LC activation 




Froemke, 2015). These are all reasonable responses to a large state-action prediction error: the 
increase in gain on sensory input may ensure that salient stimuli are more easily detectable in 
the future, whilst enhanced formation of memory might ensure that mappings between salient 
stimuli and states are remembered over longer timeframes. Similarly, the temporary 
suppression of pain may facilitate urgent physical responses to important stimuli (for instance, 
allowing action in response to a stimulus indicating the presence of a predator). The possibility 
that the LC has the capacity to provide a differentiated response to state-action prediction error 
is supported by recent work indicating that existence of distinct subunits with preferred targets 
producing different functional effects (Chandler, Gao and Waterhouse, 2014; Kebschull, Garcia 
Da Silva, Reid, Peikon, Albeanu, Zador Correspondence, et al., 2016; Hirschberg, Li, Randall, 
Kremer and Pickering, 2017; Uematsu, Tan, Ycu, Cuevas, Koivumaa, Junyent, et al., 2017). In this 
way, the AI-LC theory is compatible with growing evidence of a heterogeneous LC. 
 
 Relationship to existing models of LC function 
The LC-AI theory developed in Chapters 2 and 3 provides a parsimonious explanation for the 
known properties of LC activity. It uses Active Inference to integrate familiar concepts – such as 
utility, exploration and exploitation -  into a general theory of brain function, without invoking 
the need for monitoring of ad-hoc statistical quantities. 
The adaptive gain model proposed by Aston Jones and Cohen (Aston-Jones and Cohen, 2005) 
proposes that the LC responds to ongoing assessments of utility in OFC and ACC by altering the 
global ‘gain’ of the brain (the responsivity of individual units). Phasic activation produces a 
widespread increase in gain which enables a more efficient behavioural response following a 
task-related decision; however, when the utility of a task decreases, the LC switches to a tonic 
mode which favours task disengagement and a switch from ‘exploit’ to ‘explore’. The LC-AI 
theory reproduces many elements of the adaptive gain theory, with the important exception 
that different LC firing patterns promoting explorative or exploitative behaviour are an 
emergent property of the model rather than a dichotomy imposed by design. Since the 
probability assigned to individual policies is explicitly dependent on their utility (in combination 
with their epistemic value) a large state-action prediction error will ultimately reflect changes in 
the availability of policies which lead to high utility outcomes. This may be a positive change, as 
is the case when a cue indicates that a ‘Go’ policy will secure a reward, or a negative change, 
when rewards are no longer available in the explore/exploit task. This link is demonstrated in 




occur in tandem with abrupt changes in the agent's assessment of a given policy's utility. Both 
the LC response, and the underlying cause (state-action prediction error), show a shift between 
‘phasic’ and ‘tonic’ modes  (although it is entirely possible that coupling mechanisms within the 
LC also act to exaggerate the shift and cause the LC to fire in a more starkly bi-modal fashion, as 
suggested by computational modelling of the LC (Usher, Cohen, Servan-Schreiber, Rajkowski and 
Aston-Jones, 1999; Aston-Jones and Cohen, 2005)).  As described above, a short prediction error 
will act to heighten the response to a salient cue over the short term, whilst a large, sustained 
prediction error – occurring in parallel with declining utility in a task – will act to make behaviour 
more exploratory.  
Yu and Dayan have proposed an alternative model where tonic noradrenaline is a signal of 
‘unexpected uncertainty’, when large changes in environment produce observations which 
strongly violate expectations (Yu and Dayan, 2003). This is described as a ‘global model failure 
signal’ and leads to enhancement of bottom-up sensory information. The AI model focuses on a 
similar ‘model failure’ signal which allows larger changes to learning about the structure of the 
model itself – but using the inferences of states within AI as our driver, avoiding explicit tracking 
of the statistics of ‘unexpected uncertainty’. The model is also in line with the ‘network reset’ 
theory proposed by Bouret et al, in which LC phasic activation promotes rapid re-organisation 
of neural networks to accomplish shifts in behavioural mode (Bouret and Sara, 2005), see also 
(Dayan and Angela J Yu, 2006). Large changes in configuration of the state-action heatmap 
alongside the updates to internal models above would similarly constitute network re-
organisations with the result of changing behaviour. Importantly, state-action updates precede 
action selection, placing LC activation after decision making / classification of stimuli, but before 
the behavioural response. This order of events is in keeping with experimental evidence showing 
that LC responses do indeed consistently precede behavioural responses (Bouret and Sara, 2004; 
Clayton, Rajkowski, Cohen and Aston-Jones, 2004).  Finally, this also parallels the ‘neural 
interrupt’ model of phasic noradrenaline proposed by Dayan and Yu (Dayan and Angela J. Yu, 
2006), in which uncertainties over states within a task are signalled by phasic bursts of 
noradrenaline, causing an interrupt signal during which new states can be adopted. 
More recently Parr et al have described an alternative active inference-based model of 
noradrenaline in decision making (Parr and Friston, 2017a). Under this model, noradrenaline 
and acetylcholine are related to the precision assigned to beliefs about outcomes and beliefs 
about state transitions. That is, the agent assigns a different weight to any inferences made using 
the A matrix (modulated by release of acetylcholine) or the B matrix (modulated by 




environmental uncertainty and release of noradrenaline. The LC-NA also addresses these 
uncertainties – but without the need to introduce new volatility parameters, or to segregate 
cholinergic / noradrenergic response into separate modulators of likelihood and transition (i.e., 
A and B matrices).  
In terms of Active Inference, the LC-NA theory makes a key contribution to existing theory. It 
address the potential for unlimited accumulation of prior beliefs in model matrices, and allows 
inferences to differentially modulate the rate of update of matrix elements, depending on 
prediction errors. This allows an AI agent to make substantial changes to the architecture of its 
model in times when environmental rules have shifted.  
Current versions of Active Inference have conceived of neuromodulatory systems as reflections 
of precision, altering the weights assigned to components of the agent’s model during a 
continuous cycle of updates. (These descriptions have focused almost exclusively on dopamine 
(Friston, Schwartenbeck, FitzGerald, Moutoussis, Behrens and Dolan, 2014; Friston, Fitzgerald, 
Rigoli, Schwartenbeck, O ’doherty and Pezzulo, 2016; Friston, FitzGerald, Rigoli, Schwartenbeck 
and Pezzulo, 2017), with the exception of more recent work by Parr et al (Parr and Friston, 
2017a; Parr and Karl J. Friston, 2018) ). This underlying modulation is capable of drastically 
altering the inferences the agent makes about likely states and actions. The theory developed 
here offers a different view, in which noradrenaline is proposed to respond to the outcome of 
an update cycle. This enables it to endow an active inference agent with a noradrenergic 
response which relates activity in the locus coeruleus to the outcome of decisions. These 
responses are then linked back to changes in the underlying structure of the agent’s model – 
again outside of the cycle of inferences.  Placing such responses above the update cycle moves 
them closer to the level of action selection and allows reproduction of many aspects of 
empirically observed LC dynamics.  
Models of this type can provide insight into symptoms of disorders which have been linked to 
LC dysfunction. For example, attention deficit hyperactivity disorder (ADHD), which is 
characterised by inattention and hyperactivity, has been associated with elevated tonic LC 
activity (Berridge and Waterhouse, 2003).  Under the AI model, high tonic firing rates would 
cause a persistently high ‘model decay’. This would cause similar outcomes to those 
demonstrated for the hyper-flexible explore/exploit agent (Figure 7), which cannot build a stable 
structured model of the environment and reacts to even minor violations of predictions by 
changing its behavioural strategy. Pharmacological interventions which lower tonic LC firing 




phasic responses and producing more focused behavioural strategies.   In contrast, depressive 
states linked to low tonic noradrenaline may be characterised by too little model flexibility, 
leading to patterns of thought and behaviour which cannot easily be altered. Interventions to 
raise noradrenaline may then increase flexibility in model learning, allowing expectations to be 
rebuilt. Finally, it is worth noting that the LC-AI theory does not address the role of other 
neuromodulators that have related effects on behaviour. Whilst dopamine is explicitly included 
in Active Inference models as a precision parameter(Friston, FitzGerald, Rigoli, Schwartenbeck 
and Pezzulo, 2017), the place of other neuromodulators (e.g. serotonin) is still emerging. 
Understanding the interplay between these systems will be crucial for placing LC activity in 
context - and will enable the explanatory power of Active Inference to be fully harnessed. 
 
 Summary of experimental predictions 
The LC-AI model makes experimentally testable prediction relating to both patterns of LC unit 
activity, and changes to behavioural outcomes that can be modulated by altering the rate of LC 
firing.  The following chapters will focus on the techniques to record LC units in-vivo, and to 
excite and inhibit the LC via optogenetics, with the ultimate aim of exploring the specific 
predictions described below. 
 
 Patterns of LC firing 
The model predicts that the LC fires phasically in response to sudden switches between known 
(i.e. well understood) sequences of states, for instance, the occurrence of: 
a) a cue involving a change of action plan (i.e. a ‘go’ plan) ;     
b) unpredicted reward, or 
c) the absence of a strongly predicted outcome. 
Prediction (c) is an interesting target for experiments, as this has not be recorded in behaving 
animals, but has been suggested by pupillometry studies in humans ((Bouret and Sara, 2004; 
Preuschoff, ’t Hart and Einhauser, 2011)).  As discussed in Chapter 2 (section 2.4.2), there are 
also aspects of predicted LC firing associated with changes of action plans (prediction (a)). In 
particular, this includes situations when actions are cancelled, or when several possible actions 




costs. These would also constitute useful areas to investigate, particularly as it is unclear 
whether existing experimental evidence is in conflict with modelling predictions. 
In contrast, the LC is predicted to fire tonically in response to longer term uncertainty about 
sequences of states. This occurs when the model of the environment is no longer accurate. This 
takes the form of 
d) a longer term (i.e. over multiple trials) increase in firing rate beginning at the first 
unpredicted outcome. As new contingencies are learnt, this should slowly settle back to 
a low baseline level of tonic activity accompanied by short, phasic discharges reflecting 
facilitation of correct actions.  
LC firing predictions can be tested experimentally by recording the activity of LC cells in behaving 
animals. 
 Changes in behavioural outcomes 
The model predicts that the release of noradrenaline in PFC modulates the weight given to 
recent information in the internal model. This causes changes in behaviour which can be tested 
without direct recording in LC: 
e) Tonic activation of LC will make choices more variable (as older knowledge about task 
structure is supressed).  
f) Tonic inhibition of LC will slow learning of changes in structure (older knowledge about 
task structure is preserved for longer) 
Experimentally, activation and inhibition of LC over defined time-periods can be achieved using 
optogenetics (Carter et al., 2010; Hickey et al., 2014; Tervo et al., 2014; Breton-Provencher and 
Sur, 2019, and see Chapter 4). This can be simulated computationally by holding the model 
decay parameter α at high (LC activation) or low (LC inhibition) values over defined trials. An 
example is shown below for a simplified version of the foraging task (Figure 18). This simulation 
highlights an interesting facet of the model decay scheme. Namely, activation of LC during a 
period of stable task performance can weaken the priors built during accumulated experience. 
This means that the agent effectively enters the next block of trials – in which the location of the 
reward has changed – with weaker convictions about where reward can be found. This 
decreases the amount of time taken to learn the new contingencies, even if the optogenetic 
intervention has ceased. The result is that short term optogenetic activity limited to one block 




when LC activation has ended. This is distinct from a regime of ‘stochastic choices’ (Tervo, 
Proskurin, Manakov, Kabra, Vollmer, Branson, et al., 2014) in which the animal or agent simply 
enters a phase of variable decision during the period that the LC is activated. This aspect of the 








Figure 18 (a) Simulated optogenetic intervention for a simple 2-arm foraging task. In this simulation optogenetic LC 
activation is simulated by holding the model decay parameter low (α=2) over the ten trials preceding a change of 
reward location. This decreases the number of trials taken to move to the alternative location in the next block. At the 
next change point (trial 70), no intervention is performed and the agent persists in staying in the unrewarded location 
for longer.(b) Over 25 repeats of this task the agent with the LC stimulation is able to accrue significantly more rewards 





4 Acute multiunit recordings and optogenetics in the LC of rats 
and mice: validation of approach and initial results 
This chapter focuses on methods of recording and identifying LC cells using a multisite silicon 
probe alongside optogenetic excitation and inhibition, in both rats and mice.  
Content from this chapter (recordings of cells inhibited with CAV2-PRS-GtACR-fRED) has been 
published as part the paper ‘Locus-coeruleus norepinephrine activity gates sensory-evoked 
awakenings from sleep’ (Hayat, Regev, Matosevich, Sales, Paredes-Rodriguez, Krom, et al., 
2019). The experimental approach and data analysis pipeline described in this chapter also 
formed a key component of the experiments reported in the paper ‘Corticotrophin-Releasing 
Hormone neurons of Barrington’s nucleus: Probabilistic, spinally-gated control of bladder 
pressure and micturition’ (Ito et al., 2019, and see Appendix 2). 
 Introduction 
In previous chapters, I developed a theoretical description of LC firing as a response to a state-
action prediction error (Sales, Friston, Jones, Pickering and Moran, 2019).  This model made 
predictions about the circumstances under which the LC should become active during 
behaviour, and predictions relating to the effect of exciting or inhibiting the LC at specific times 
during a behavioural task (modifying the ‘decay parameter’ governing the maintenance of prior 
beliefs).  Both modes of prediction can be tested experimentally using an approach which 
combines recording LC cells in an animal with interventions to raise or lower LC firing rates at 
specific points during a suitable behavioural task.  
In-vivo LC recordings are challenging, both in terms of locating the LC and definitively confirming 
cell identities, and maintaining the recording for long enough to make inferences about roles in 
decision making. The LC is a small, deep structure of consisting of ~1600-2000 cells per LC in rats 
(Swanson and Hartman, 1975; Loughlin, Foote and Bloom, 1986; Kebschull, Garcia Da Silva, Reid, 
Peikon, Albeanu, Zador Correspondence, et al., 2016). Previous recordings have often been 
limited to single units or to multiunit (non-resolved) activity and have relied on identification of 
LC cells via a combination of characteristics established empirically, including: 
• Action potential waveform and firing rate. LC neurons typically display large amplitude 
action potentials (relative to non-LC cells recorded with the same electrode) of duration 




and Aghajanian, 1978; Foote, Aston-Jones and Bloom, 1980; Totah, Neves, Panzeri, 
Logothetis and Eschenko, 2018).  
• Responses to noxious stimuli. LC cells fire rapid bursts of spikes at around ~10Hz in 
response to noxious stimuli such as footpinch. This is typically followed by an immediate 
period of silencing. This is consistent inhibition mediated by α2 receptors following local 
release of noradrenaline, which has been experimentally observed after activation of 
the LC (Cedarbaum and Aghajanian, 1976, 1978; Nakamura, Kimura and Sakaguchi, 
1987; Hickey, Li, Fyson, Watson, Perrins, Hewinson, et al., 2014). 
• Silencing (or significant reduction in firing rate) in response to the α2 agonist clonidine 
(Berridge, Page, Valentino and Foote, 1993)  
• Histological confirmation of the placement of electrodes within the LC, via track 
identification combined with staining for tyrosine hydroxylase (TH), or dopamine β 
hydroxylase (DBH) (enzymes required for catecholamine synthesis). 
This approach is typically time consuming and produces a low yield of units per animal (e.g  
between <1 and 4 single units per animal in rodents (Aghajanian, Cedarbaum and Wang, 1977; 
Foote, Aston-Jones and Bloom, 1980; Aston-Jones and Bloom, 1981b, 1981a; Jodo, Chiang and 
Aston-Jones, 1998), extending up to 6 units per animal with movable electrodes on microdrives 
(Eschenko, Magri, Panzeri and Sara, 2012).  In addition to providing a limited dataset to explore 
behavioural correlates of LC unit firing, in-vivo recordings have also largely been unable to 
provide insight into the dynamics of network activity in the LC (with the recent exception of 
(Totah, Neves, Panzeri, Logothetis and Eschenko, 2018)). This is currently an important question, 
as previous assumptions of homogeneous LC activity - dependent on widescale electrotonic 
coupling - are at odds with increasing evidence of a modular structure (Ishimatsu and Williams, 
1996; Chandler, Gao and Waterhouse, 2014; Hirschberg, Li, Randall, Kremer and Pickering, 2017; 
Uematsu, Tan, Ycu, Cuevas, Koivumaa, Junyent, et al., 2017). 
Recent work has shown that LC cells can be specifically targeted using viral vectors under the 
control of a highly selective promoter (PRS) that effectively restricts expression of virus to 
noradrenergic neurons (Hickey, Li, Fyson, Watson, Perrins, Hewinson, et al., 2014; Li, Hickey, 
Perrins, Werlen, Patel, Hirschberg, et al., 2016) . These vectors rely on a cell-type specific 
promotor which contains multiple copies of the binding site for Phox2b(±a) a transcription factor 
necessary for the production of DBH (and predominantly expressed by catecholaminergic 
neurons).  This synthetic PRS promoter then restricts gene expression to neurons expressing 
Phox2b/a (Hwang, Carlezon, Isacson and Kim, 2001; Brunet and Pattyn, 2002). These constructs 




(Boyden, Zhang, Bamberg, Nagel and Deisseroth, 2005), or the inhibitory GtACR (a soma 
targeted anion conducting channel (Mahn, Gibor, Patil, Cohen-Kashi Malina, Oring, Printz, et al., 
2018)) enabling ‘gold standard’ identification of neurons that respond to light stimulation 
(“opto-tagging”), and confirming placement of the recording electrode within the LC. 
Optogenetics also enables interventions in LC activity to be limited to tightly defined periods - 
in contrast to other approaches such as DREADDS (designer receptors exclusively activated by 
designer drugs, see (Vazey and Aston-Jones, 2014; Hirschberg, Li, Randall, Kremer and Pickering, 
2017)) or conventional pharmacological interventions. The yield of simultaneously recorded 
cells can also be potentially increased via the use of multisite silicon probes (Wise, Angell and 
Starr, 1970; Kuperstein and Whittington, 1981; Steinmetz, Koch, Harris and Carandini, 2018) - 
allowing detailed examination of the interactions between pairs and groups of LC cells. 
I assessed whether multisite silicon probe recordings, coupled with optogenetics, offered an 
effective vehicle for testing theoretical predictions. I performed a series of viral vector injections 
and acute recordings in rats to validate techniques for optogenetic manipulation of the LC with 
simultaneous multiunit recordings using silicon probes.  To achieve the acute recordings, I set 
up a recording rig integrating the OpenEphys recording system with laser stimulation controlled 
by an Arduino electronics unit. A data pipeline was then created for analysing data, making use 
of the Kilosort and PHY packages for unit clustering and curation. The data were then analysed 
using MATLAB scripts, written from the ground-up. Rats were chosen initially as it was planned 
that eventual behavioural tests would be conducted in Lister-Hooded rats. However, I also 
assisted with, and analysed data from, a series of similar experiments in mice, working alongside 
another researcher (Dr Hiroki Ito, see methods). 
The study produced a novel dataset of multiple, simultaneously recorded LC units with laser 
activation and inhibition, across two species. In this chapter I describe the response of 
transfected units to laser stimulation and describe fundamental characteristics of identified 
units such as firing rate and responses to footpinch/footshock. Whilst several studies have used 
optogenetics to activate or inhibit LC units (Table 1) this is the first time that optogenetic 
techniques have been used to analyse the responses of such a large group of optogenetically 
identified LC units in both rats and mice.  
This study is also the first time that the responses of these units to the ‘classical’, observational 
methods for identifying LC units (e.g. firing rate, response to noxious stimuli) has been 
characterised. These longstanding methods of LC cell identification form the foundation of key 




Aston-Jones, 1983; Aston-Jones et al., 1994; Aston-Jones, Rajkowski and Kubiak, 1997; Usher et 
al., 1999; Bouret and Sara, 2004; Bouret and Richmond, 2009, 2015). Given that recording large 
numbers of LC units is technically challenging, studies of the LC continue to rely on these 
methods either entirely or in part (for example, when only some cells are responsive to 
optogenetic stimulation (McCall, Al-Hasani, Siuda, Hong, Norris, Ford, et al., 2015; Hirschberg, 
Li, Randall, Kremer and Pickering, 2017; Totah, Neves, Panzeri, Logothetis and Eschenko, 2018)). 
A rigorous examination of the reliability of these measures is therefore a valuable addition to 
the field. 
Study Species Number of optogenetically identified LC 
cells 
Breton-Provencher 
and Sur, 2019 
Mice (awake) 19 units from 13 mice 
Takeuchi et al., 2016 Mice (awake) 10 neurons from 3 mice 
McCall et al., 2015 Mice (anaesthetised)  >=1 (numbers not given) 
Xiang et al., 2019 Rats (awake) >=1 (photoactivation of LC in 1 rat, 
numbers not given) 
Quinlan et al., 2019 Rats (anaesthetised) ‘7 rats displayed evidence of 
photoactivation of LC’, numbers not given 
Li et al., 2016 Rats (anaesthetised) 9 cells from 5 rats 
Hickey et al., 2014 Rats(anaesthetised) 5 units 
Table 1 Details of peer reviewed studies reporting optogenetically identified LC cells. None of these studies 
characterised the responses of light-responsive cells to noxious stimuli such as footpinch or responses to clonidine. 
Only two studies provided information on spontaneous firing rates of such units (Takeuchi et al, 2016 and Breton-
Provencher and Sur, 2019). The dataset described below contains 28 (rat) and 20 (mouse) optogenetically identified 
LC cells. 
Much of the analysis presented in this chapter focuses on results in rat – the species chosen for 
planned behavioural tests, for which recording approaches were being developed. Chapter 5 
develops the analysis of the data across both rats and mice to explore the correlations between 
firing of individual units and the possible presence of LC cell assemblies. 
 Aims 
- To record multiple LC units in vivo using silicon probes in parallel with optogenetic 





- To characterise cells recorded acutely and examine their response to interventions 
such as footshock and footpinch. 
- To outline approaches to reliably create a combined dataset of optogenetically 
identified LC cells (denoted as ‘o-LC’) and cells identified via ‘classical’ criteria such 
as responses to footpinch (‘c-LC’). 
 Methods 
All procedures conform to the UK Animals (Scientific Procedure) Act 1986 and were approved by 
the University of Bristol Animal Welfare and Ethical Review Board. Prior to any procedures, adult 
Lister-Hooded rats were group housed with free access to food and water. 
 Viral vectors 
The viral vector constructs CAV2-PRS-ChR2-mCherry and CAV2-PRS-GtACR-fRED were used to 
express ChR2 or GtACR in LC cells. Vectors containing the PRS promoter (Hwang, Carlezon, 
Isacson and Kim, 2001) have previously been demonstrated to cause stable, selective transgene 
expression in LC cells (Lonergan, Teschemacher, Hwang, Kim, Pickering and Kasparov, 2005; 
Howorth, Teschemacher and Pickering, 2009; Hickey, Li, Fyson, Watson, Perrins, Hewinson, et 
al., 2014; Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016) . The PRS promoter is 
sufficiently strong to allow effective opto-activation (via ChR2) in-vivo (Hickey, Li, Fyson, Watson, 
Perrins, Hewinson, et al., 2014; Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016). The 
CAV2 based vectors additionally offer the potential to use retrograde targeting of neurons 
(Kremer, Boutin, Chillon and Danos, 2000; Hirschberg, Li, Randall, Kremer and Pickering, 2017). 
CAV2-PRS-ChR2-mCherry has been previously used  to enable effective LC optoexcitation (Li, 
Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016) 
CAV2-PRS-GtACR-fRED is a newer construct, using the same proven vector and promoter, but 
employing the inhibitory opsin GtACR. GtACR offers several advantages over alternative 
inhibitory opsins such as halorhodopsin or archaerhodopsin, including a higher 
photosensitivity - enabling inhibition at light intensities an order of magnitude lower than  
compared to other inhibitory opsins (Mahn, Gibor, Patil, Cohen-Kashi Malina, Oring, Printz, et 
al., 2018).  Additionally, the conductance of ions by ACRs continues only until the reversal 
potential for a particular ion is reached - in comparison to ion pumping opsins such as 
halorhodopsin and archeorhodopsin which continue to transport ions beyond the reversal 
potential, leading to non-physiological ion gradients. The accumulation of chloride ions within 




been suggested as a factor in ‘rebound’ firing, which has been observed at the end of light 
illumination (Raimondo, Kay, Ellender and Akerman, 2012; Mahn, Prigge, Ron, Levy and Yizhar, 
2016).  These effects are reduced during inhibition with GtACR (although some rebound firing 
has still been observed (Mahn, Gibor, Patil, Cohen-Kashi Malina, Oring, Printz, et al., 2018)). 
CAV2-PRS-ChR2-mCherry was produced in the Pickering lab by Dr Yong Li (Li, Hickey, Perrins, 
Werlen, Patel, Hirschberg, et al., 2016), and was injected at a titre of 1.26 x 1012 TU/ml. CAV2-
PRS-GtACR-fRED was produced at the Platform de Vectorology de Montpellier (PVM) and 
injected at 1.38 x 1012 pp/ml. 
 Viral vector injections 
3-5 weeks prior to acute recordings, surgery was performed in which animals received direct LC 
injections of either CAV2-PRS-ChR2-mCherry, or CAV2-PRS-GtACR-fRED. Viral vector injections 
were carried out as previously described in (Lonergan, Teschemacher, Hwang, Kim, Pickering and 
Kasparov, 2005; Howorth, Teschemacher and Pickering, 2009).  
Male Lister Hooded rats (200-300g, n=15) were anaesthetised using an intraperitoneal injection 
of ketamine (5 mg /100g, Vetalar; Pharmacia) and medetomidine (30 μg/100g Domitor, Pfizer) 
until loss of paw withdrawal reflex. When required, top-up doses of 1/3 the original dose were 
used to maintain anaesthesia during the surgery.  The head was shaved and the surface was 
cleaned using iodine. A 0.1ml injection of lidocaine with 1% adrenaline (Astra Zeneca) was given 
subcutaneously along the midline of the skull in order to reduce pain and bleeding around the 
incision. The animals were placed in a stereotaxic frame (Kopf, USA) and secured in ear bars and 
a bite bar. A homeothermic blanket (Harvard Apparatus) was used to maintain a constant body 
temperature of 37oC, and artificial tears (Lacrilube eye ointment, Allergan) were applied to 
prevent damage to the eye from excessive drying during surgery. A 1mm burr hole was drilled at 
coordinates 1.2mm lateral and 2.1mm posterior of lambda. A microcapilliary pulled glass pipette 
(Drummond, 3.5” #3-000-203G/X) was filled with mineral oil and the backfilled with virus and 
lowered at a 10o rostral angle. Three injections of 300nl each were made using a nanoinjector 
robot (NanoZ, Neurostar) at depths of 5.3, 5.5 and 5.8 mm. Aseptic surgical techniques were 
used throughout; this included the use of sterile surgical instruments, gloves and gown. Sterile 
drapes were also used to cover both the animal and nearby work surfaces.  
Following completion of vector injections, the pipette was withdrawn. The skull was cleaned with 
sterile saline and the skin was sutured.  Antibacterial wound powder (Battles veterinary wound 




and the animal was monitored to assess recovery from anaesthesia. When the animal was able 
to right itself and hold its head up, buprenorphine was given subcutaneously at 0.05mg/kg in 
order to relive post-operative pain.  Animals were then returned to a clean cage and closely 
monitored for 72 hours. For a week after surgery animals were single-housed to prevent damage 
to the wound or removal of stitches. After this period, animals were returned to group housing. 
 
Figure 19 Overview of setup for acute recordings in rats (a) Acute recordings combined optogenetic excitation / 
inhibition with multisite recording on a 32-channel silicon probe, targeting the LC via separate tracks. (b) Overview of 
probe / fibre optic insertion tracks using the Paxinos and Watson rat atlas (Paxinos and Watson, 2007)) Other 
structures shown are as follow: V1/2, primary/secondary visual cortices, 4V, 4th ventricle, ECIC, external cortex of the 
inferior colliculus, MPG/LPB, medial and lateral parabrachial nuclei, Me5, mesencephalic trigeminal nucleus. (c) 




 Acute LC recordings in rats 
 
 Surgery and recording setup 
LC recordings were carried out between 3-8 weeks after viral injections. Rats were anesthetised 
with urethane (1.5mg/kg, Sigma). When the paw withdrawal reflex was lost, fur was shaved from 
the area over the midline of the skull. The animal was then head-fixed in a stereotaxic frame 
(Narashige, SR-5RHT) using ear bars and a bite bar.  In some experiments, isoflurane (at 1-2% in 
oxygen, via face mask) was also initially used as a supplement to urethane to allow surgery to 
begin promptly.   
A 0.1ml injection of lidocaine with 1% adrenaline was given subcutaneously along the midline. 
The skull was then exposed and cleaned, and the wound edges were held back from the skull 
using sutures attached via a 10cm length of nylon wire to small weights.  Bregma and lambda 
were marked. The head of the animal was levelled so that the difference between the dorsal-
ventral measurements of the surface of the skull at bregma and lambda was less than 200µm. 
Two craniotomies were made, each consisting of a ‘window’ of side length between 0.5-1mm 
centred on target coordinates anterior/posterior (AP) from lambda 2.1 mm and medial/lateral 
(ML) from lambda 1.2 mm and AP: +1.4, ML: 1.2mm. A section of the dura was carefully removed 
from each window to allow unimpeded access to the brain surface. 
An EEG screw was also inserted through a 1mm diameter burr hole drilled over frontal cortex, at 
coordinates 1.5ML, +3.2AP from bregma. The screw was lowered to sit on or slightly above the 
dura until the impedance was <1MOhm.   
An optic fibre (manufactured by Optogenix, type Lambda-B) was used to deliver light. The 
tapered design of these fibres allows light to be released along a 2mm length of taper as well as 
from the tip, illuminating a greater volume of tissue – particularly along the dorsal-ventral axis - 
than flat-faced fibres (Pisanello, Mandelbaum, Pisanello, Oldenburg, Sileo, Markowitz, et al., 
2017). This increases the tolerance of slight targeting errors in fibre placement, (because if  any 
part of the 2mm tapered edge is within the LC, light can potentially be delivered to transfected 
LC cells)  and thus increases the overall chances that transfected cells are exposed to light. The 
total length of the fibre was 17mm; the numerical aperture was 0.66, and the untapered 
diameter was 230μm. The fibre was inserted at a 10o rostral angle to a depth of ~5.5mm from 
the surface of the brain through the caudal window, as shown in Figure 19. An Omicron Phoxx 
465nm laser was used to provide light to the optic fibre. This was controlled via voltage signals 




Prior to insertion, the power of light emitted from the tip of the optic fibre was measured using 
an optical power meter (Thorlabs, PM100D handheld digital power meter) and set to  ~15-
20mW, as per (Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016).   
A 32-channel silicon recording probe (Neuronexus, A1x32-Poly2-10mm-50s-177) was then 
inserted via the rostral craniotomomy, at a caudal angle of 20o to depths of up to 8mm from 
brain surface. The probe was lowered using a hydraulic micromanipulator, allowing fine 
adjustments to position (Narishige water hydraulic micromanipulator, MHW4).  A reference 
electrode (Ag/AgCl) was inserted under the skin. The probe signal was digitised within 5cm of 
the skull using an Intan 32-channel headstage (RHD2132, http://intantech.com/); the resulting 
signal was recorded, filtered (using a 300-3000Hz bandpass filter) and displayed using the 
OpenEphys recording system (http://www.open-ephys.org/). The voltage signals (TTLs) 
generated by the Arduino laser controller were also recorded by the OpenEphys system.  Finally, 
the EEG screw was also electrically connected to the OpenEphys recording system via a second 
Intan headstage. A schematic of the recording rig is shown in Figure 20. 
 
 
4.2.3.1.1 Delivery of noxious stimuli 
The recording protocol (see 4.2.6) included responses to footpinches and footshocks. 
Footpinches were delivered via handheld forceps. On most recordings, forceps were linked to a 
pressure sensor to ensure that the strength of pinches was consistent; on the remaining 
recordings, footpinches were delivered without pressure monitoring using a timing signal to 
mark the start of the pinch. Both methods produced reliable timestamps for pinch events.  
Electrical footshocks were also delivered on some experiments, in order to deliver a short, 
Figure 20 Circuit diagram for acute recordings, showing integration of OpenEphys with laser, Arduino controller, 




consistent noxious stimulus. Footshocks were delivered via needle electrodes inserted under the 
skin of the foot ipsilateral to the LC recording, at 5mA for a duration of 1ms via a Digitimer 
Constant Current Stimulator (Digitimer DS3) and were triggered using Arduino TTL pulses. TTLs 
from both the footpinch and footshock events were also recorded by the OpenEphys system. 
 Viral injections and acute LC recordings in mice 
All viral vector injections and surgery for acute recordings in mice were performed by Dr Hiroki 
Ito as part of a collaborative investigation. The techniques were informed by my prior recordings 
in rats. I set-up the OpenEphys system, assisted with LC cell identification and the recording 
protocol, and conducted all data analysis. 
The procedure for viral vector injections in mice was similar to that described above for rats, and 
as per the description in Ito et al (Ito, Sales, Fry, Kanai, Drake and Pickering, 2019). Mice were 
anaesthetised with ketamine (70 µg/g) and medetomidine (0.5 µg/g) and placed in a small 
animal stereotaxic frame (Kopf, USA) with a drill-injection robot attachment (Neurostar, 
Germany). After exposing the skull, a small burr hole was drilled at coordinates 5.3 mm posterior 
to bregma, 0.80 mm lateral. CAV2-PRS-ChR2-mCherry was injected unilaterally through a pulled 
glass pipette in 3 injections of 200nl each at (vertical) depths of 3.75, 3.5 and 3.25mm, at a rate 
of 100nl/ml. All surgery was carried out under aseptic conditions, as described above for rats. 
After injections were complete, the skin was sutured closed and wound powder was applied. 
Anaesthesia was reversed with atipamezole (5mg/kg i.p., ‘Antisedan’, Pfizer), and the animal 
was monitored to assess recovery from anaesthesia. When the animal was able to right itself, 
buprenorphine was given subcutaneously at 0.05mg/kg in order to relive post-operative pain.  
Animals were then returned to a clean cage and closely monitored for 72 hours. 
For acute recordings, mice were anesthetised with urethane (0.8-1.2mg/kg). A burr hole was 
made at coordinates 5.3mm posterior to bregma, 0.80mm lateral; a probe was inserted 
vertically to depths of up to ~3.7mm depth using a micro-manipulator (Narishige 3-axis water 
hydraulic micro-adjuster, MHW-3). A second burr hole was made at coordinates 8.8mm 
posterior to bregma, 0.80mm lateral, and an optical fibre (identical to those described above for 
rats) was inserted at an rostral angle of 45o to a depth of 4.9mm. An overview of the two 




provide light to the optical fibre (with pulses triggered by Spike2, CED). The light power exiting 
the fibre tip was measured as above and adjusted to ~10mW at the fibre tip.  
 Placement of recording probe within the LC (rats and mice) 
In order to place the recording probe within the LC, the probe was lowered to a point slightly 
above the point at which LC cells were expected to be found, based on measurements taken 
from the rat and mouse brain atlases (Paxinos and Watson, 2007; Franklin and Paxinos, 2008). 
This depth was ~7mm for rats, and ~4.5mm for mice (see Figure 19 and Figure 21). At this point, 
the cells present were examined for optogenetic responses (either excitation or inhibition, 
depending on the opsin expressed in a particular experiment), characteristic biphasic response 
to footpinch, low firing rate (<10Hz) and large amplitude action potential relative to other cells 
(Cedarbaum and Aghajanian, 1978; Berridge and Waterhouse, 2003). If no likely LC cells were 
found, the probe was slowly lowered by ~200μm, and the procedure was repeated until LC cells 
were identified. The 32 probe recording channels span a distance of >800μm and were displayed 
in order of depth on the open Ephys GUI. This meant that cells could be seen ‘moving up’ the 
channels as the probe was lowered, assisting with navigation. Generally, the aim was to record 
identified cells in the mid-range of the probe channels, so that multiple cells above and below 
could be recorded (increasing the chances of identifying further LC cells during data analysis).  
If no LC cells were found, the probe was withdrawn and the point of entry was re-measured 
relative to lambda/bregma. If a measurement error was found, the probe was inserted at the 




corrected point. If no error was found, a new entry point was chosen from a grid of possible 
alternatives located ~250μm medial, lateral, anterior or posterior to the original point. Once LC 
cells had been identified, the probe was allowed to settle in the brain for ~30 minutes before 
recording commenced, to reduce any probe ‘drift’.  
 Recording protocol in rats 
Each recording included a baseline period of at least 10 minutes (with the exception of one early 
recording, for which a baseline of only 5 minutes was taken). Laser stimulations of different 
durations were then recorded, including 10 x 50ms pulses delivered at 10Hz; 10 x 20ms pulses 
delivered at 20Hz and isolated single pulses of 200ms and 500ms (separated by at least 30s). 
Between 5 and 10 contra- and ipsi-lateral (to the LC recording site) footpinches and up to 80 
ipsilateral footshocks were also delivered.  
At the end of each recording protocol, candidate cells were also tested for the presence of auto-
inhibitory α2 receptors via administration of clonidine (50μg/kg i.p injection, Sigma Aldrich).  
Clonidine should completely silence or significantly reduce firing in LC cells (Berridge, Page, 
Valentino and Foote, 1993).  In contrast cells from neighbouring areas, which do not express α2 
receptors (McCune, Voigt and Hill, 1993), should not be silenced. 
 Recording protocol in mice 
In mice, the recording protocol included a baseline period and laser stimulations of isolated 
single pulses of 1000ms, and trains of 10 50ms or 20ms pulses delivered at 1hz. Footpinches 
were delivered by flat forceps, with times of pinches marked manually via button press in the 
OpenEphys system.  No footshocks were carried out in mice. In three recordings cells were also 
tested for silencing using clonidine. Two doses of clonidine were given at 25μg/kg, via i.p. 
injection, ~10 minutes apart. 
 Tissue fixation / immunohistochemistry 
At the end of acute recordings, animals were killed with an overdose of pentobarbital (Euthatal, 
Merial Animal Health, 20mg/100g for rats and 20 mg per mouse, via IP injection) and perfused 
transcardially with 0.9% NaCl following by 4% formaldehyde in 0.1M phosphate buffer (PB). The 
brain was removed and postfixed overnight before cryoprotection in 30% sucrose in 0.1M 
phosphate buffer. Sagittal tissue sections were then cut at 40µm intervals using a freezing 




Tissue sections were mounted on glass slides as a one-in-three series, (i.e. slices 120 µm apart) 
and dried at room temperature. A hydrophobic barrier was created around the sections 
(ImmEdge hydrophobic pen, Vector laboratories) Tissue sections were then blocked (on-slide) 
for 45 minutes in phosphate buffer containing 0.3% Triton X-100 (Sigma) and 5% normal goat 
serum (Sigma). Sections were incubated with primary antibodies on slide at room temperature 
against dopamine β-hydroxylase (DBH) and mCherry, or DBH and fRED. Table 2 provides further 
details of the specific antibodies used. 
 
 Primary antibody Concentration Secondary antibody Concentration 
Rat Mouse anti-DBH 
(Millipore) 
1:2000 Alexa Fluor488 goat 
anti-mouse (Invitrogen) 
1:1000 
 Rabbit anti-mCherry 
(Biovision) 
1: 2000 Alexa Fluor 594 goat 
anti-rabbit (Invitrogen) 
1:1000 
 Rabbit anti-tRFP 
(AB233, Evrogen). 





(AB1542, Millipore)  




 Rabbit anti-mCherry 
(Biovision) 
1: 2000 Alexa Fluor 594 donkey 
anti-rabbit (Invitrogen). 
1:1000 
Table 2 Details of primary and secondary antibodies used for immunohistochemistry 
All primaries were made up in PB containing 5% goat serum and 0.3% Triton X-100. Sections 
were left for 16 hours. Tissue sections were thoroughly washed after removal of primary 
antibodies and incubated with appropriate secondary antibodies conjugated to fluorophores (as 
shown in Table 2) in PB with 0.3% Triton X-100 at room temperature for 4 hours. Sections were 
then washed for a final time and coverslipped with FluorSave mounting medium. Negative 
controls were run by omitting the primary antibodies. 
The resulting slides were used to verify expression of the viral vector and the restriction of 
expression to noradrenergic cells only.  Where possible the tracks of the probe and fibre were 






Figure 22  Histological reconstruction of multisite probe LC recording in a rat injected with  CAV2-PRS-ChR2-mCherry 
(recording #12 in Table 4) sliced in the sagittal plane. (a) and (b) show the tracks of probe and optic fibre at low 
magnification in sagittal slices, alongside the equivalent area from the Rat Brain Atlas (v6, (Paxinos and Watson, 
2007)) In this experiment the path of the probe cut slightly rostral to the core of the LC, but still recorded one light 
activated unit and three other LC cells. (c) LC cells transduced with CAV2-PRS-ChR2-mCherry are co-labelled for 
mCherry (red fluorescence) and DBH (green fluorescence). The panel on the far left shows the overlay of the two 












Figure 23 Histology from an LC recording in a mouse. These slices (from a mouse) were cut in the coronal plane. (a) 
shows the LC in this plane from the Franklin and Paxinos mouse brain atlas (Franklin and Paxinos, 2008). The probe 
and optic fibre tracks are along the same medial coordinate. The probe approaches the LC vertically, in the plane of 
the slice, whilst the optic fibre approaches from the anterior direction at an angle of 45o, with the tip emerging at the 
LC. (b) shows an example slice in the same plane from a mouse used for an acute experiment, injected with CAV2-PRS-
ChR2-mCherry unilaterally in the left LC. Cells are labelled for tyrosine-hydroxylase (TH, green) and mCherry (red). 
Double labelled cells appear yellow. No cells expressing mCherry are found in the right LC. (c) Close up pictures of the 




 Data analysis 
 
 Processing data from multiunit recordings 
OpenEphys data was recorded at 30kHZ in ‘.continuous’ format  (a file format specific to the 
OpenEphys graphical user interface, which creates a separate file for each recording channel). 
These files were converted to a single file in binary format and clustered using KiloSort 
(Pachitariu, Steinmetz, Kadir, Carandini and D., 2016) in MATLAB. The open source Python-based 
clustering package Phy (Template GUI, https://github.com/kwikteam/phy-contrib) was then 
used to manually curate Kilosort output. This ‘curation’ step ensured that distinct single units 
were identified, using the following requirements (some of which are shown in Figure 24): 
- A clear refractory period in the form of a central ‘valley’ in the autocorrelogram. For 
the initial identification of distinct units, this was required to be >20ms wide.  
- No refractory period apparent in cross-correlograms with other units (which would 
indicate that the two clusters are composed of spikes from the same unit).  
- A clear waveform across neighbouring probe sites, which decays in amplitude as 
distance from the primary recording channel increases. 
- The appearance of distinct clusters of points when key features (e.g. the projection 
of cluster characteristics along principal components) are plotted against one 
another.  
The curation step was also used to remove artefacts (which appear as points lying outside of the 
central cluster in plots of features).  For each cluster, spike times were converted to vectors in 
MATLAB format using a MATLAB utility script provided as part of PHY. TTL information was also 
extracted from OpenEphys recordings (using an OpenEphys utility script in MATLAB) and offset 
to ensure that the timestamps were synchronised with spike times.   
 Calculation of mean waveforms and firing rates 
Average waveforms were produced in MATLAB for each cluster by extracting the voltage traces 
in a 2.7ms window for 2000 randomly selected spikes (using an amended version of a PHY utility 
script). If the cluster consisted of fewer than 2000 spikes, then the average waveform was 
calculated using all spikes.  
To produce a continuous estimate of firing rate throughout the recording, the spike times were 
binned into 1ms bins (to produce a maximum of 1 spike per bin) and convolved with a Gaussian 




a longer period in which events such as footpinches were windowed out, using windows of -1 to 
5 seconds for footpinches and laser events, and -0.5 to 1 seconds for footshocks. Periods where 
clonidine was given were not included. 
 
Figure 24. The data pipeline and the clustering process. (a) shows the data pipeline for processing data from the 
recording. After recording, cells were clustered in Kilosort and curated in PHY. In the middle panel (labelled ‘Clustering 
and curation’) the characteristics of an isolated unit can be seen, including an autocorrelogram with a clear central 
valley (top left), clear clusters in feature space (bottom left) and waveforms visible across multiple channels (right). 
Clustered cells were classified as optogenetically identified LC (o-LC), classically identified (c-LC) or unidentified after 
evaluation of their responses to laser stimulation, footpinch and footshock. (b) and (c) show a group of o-LC and c-LC 
cells identified from one recording. Units are labelled by their cluster number (i.e. #32). (b) shows the auto and cross 
correlograms for these units (using a binsize of 2ms). (c) shows unit positions on the probe and average waveforms.  
 
Several studies have suggested that LC cells fire preferentially on the rising edge of cortical slow 
wave activity during natural sleep and under urethane anaesthesia (Eschenko, Magri, Panzeri 
and Sara, 2012; Totah, Neves, Panzeri, Logothetis and Eschenko, 2018). To test for unit spiking 
preferences for phases of cortical slow wave activity, EEG data was analysed in MATLAB 




Butterworth Filter. The phase of slow wave activity was obtained via a Hilbert transform of 
filtered data. The phase information and accompanying timestamp were then limited to the 
period of the baseline in each recording, and down-sampled to a sampling frequency of 10hz; 
spike data was binned into 100ms bins to produce an identical sampling rate. Phase output was 
then binned into either 8 or 3 evenly spaced bins and the number of spikes occurring at times 
corresponding to each bin was counted. This produced a histogram of spike counts against phase 
bins, from which phase preferences were extracted as described in section 4.4.9 below. All 
further analysis was carried out using custom MATLAB scripts. 
In order to extract information about the frequency of variations in firing rates, the power 
spectrum of the firing rate was calculated for each individual unit over the baseline period. To 
do this, spikes were binned using a bin width of 100ms (a sampling rate of 10Hz, reasonable for 
the frequency range of interest, >2Hz whilst being computationally inexpensive). A multi-taper 
method was used to calculate the power spectrum, using the Chronux toolbox function (Mitra 
and Bokil, 2008). 19 tapers were used, with a time-bandwidth product of 10 and a frequency 
band of 1-5Hz. 
 
 Classification of cells 
 
 LC cells 
For recordings in rats, cells were identified as LC (after clustering and curation) using the 
following criteria: 
• ‘o-LC’ cells displayed clear responses to laser stimulation and were optogenetically 
identified. For ChR2 animals, this response took the form of a transient increase in firing 
rate tightly time-locked to laser stimulation, followed by a period of silencing (likely due 
to α2-mediated inhibition after local release of noradrenaline). Cells were classified as 
laser responsive if they displayed a doubling of firing rate tightly locked to the period of 
laser illumination, followed by a silencing period of at least 1s. These criteria differ from 
commonly used measures (including in other studies of locus coeruleus) of opto-
activation, which typically require a spiking response within 10ms of laser onset 
(e.g.Cohen, Amoroso and Uchida, 2015; Takeuchi, Duszkiewicz, Sonneborn, Spooner, 
Yamasaki, Watanabe, Caroline C Smith, Fernández, Deisseroth, Greene and Morris, 
2016b; Uematsu, Tan, Ycu, Cuevas, Koivumaa, Junyent, et al., 2017). However, the work 




responsive - may require longer (>200ms) periods of illumination to be brought to 
threshold. A period of silencing was also included in the criteria, defined as the latency 
to first spike at the end of the laser period. Silencing due to (likely alpha-2 mediated) 
auto-inhibition is characteristic of LC cells, and Hickey et al reported that a period of 
quiescence was found for 100% of transduced cells after stimulation; such silencing is 
also evident in in-vivo results presented by Breton et al (Breton-Provencher and Sur, 
2019). The requirement for silencing to coincide exactly with the end of laser 
stimulation also helps to reduce the possibility that indirectly excited cells are included 
in the dataset  (i.e. cells which may be stimulated to fire via coupling with a transduced 
cell, with a latency of a few ms or more). For GtACR animals, responsive cells were 
either completely or partially (>95% relative to baseline firing rate) silenced by 
activation of the laser. The characteristics of laser responses are described in detail in 
section 4.4.2 below. 
• ‘c-LC’ - for cells where no laser activation was seen, cells were classified as LC if they 
satisfied a set of ‘classic’ LC cell characteristics: a slow baseline firing rate (<10Hz), large 
amplitude action potential relative to surrounding cells, phasic activation to footpinch 
followed by a silencing period, and at least a 70% reduction in firing rate after injection 
of clonidine (Cedarbaum and Aghajanian, 1978; Berridge and Waterhouse, 2003; 
Hickey, Li, Fyson, Watson, Perrins, Hewinson, et al., 2014).  
Some LC cells also responded to footshock by firing 1-3 spikes within 50ms of the onset of shock. 
However, these responses were not consistent and therefore less useful in identifying units 
(described in more detail in section 4.4.8). 
For recordings in mice, the criteria were as above with the exception of responses to clonidine. 
In two recordings in mice no clonidine data was available. In the remaining experiments, 
clonidine was given in two separate injections at a lower dose (25μg/kg, compared with a single 
dose of 50μg/kg in rats). Where data exists, the reduction in firing rate was set at the lower level 
of at least 25%. 
4.3.3.1.1 Non-identified neurons 
The characteristics of cells identified as LC were compared to those of non-identified cells 
recorded at the same time. These non-identified cells were recorded within 3 probe channels 
(125μm) of an identified (o-LC or c-LC) neuron and were subject to the same clustering criteria 





 Measures of ‘classic’ markers of LC identity 
Responses to classical assays of LC cell identity (footpinch, footshock and clonidine) were 
quantified using the following measures, for which a mean value over multiple trials was 
calculated for each cell: 
• Absolute number of spikes fired during a 1s window after footpinch.  
• Maximum z-scored firing rate during footpinch. This provides a measure of the increase 
in firing rate relative to the mean firing frequency for the individual cell. 
• Maximum and subsequent minimum firing rates during a 2s window after the onset of 
footpinch. These measures capture the biphasic nature of the response, where a high 
firing rate should be followed by a period of silencing. The minimum firing rate during 
the 2 seconds after footpinch is also shown as a percentage of the baseline firing rate 
(for cells that have a non-zero baseline firing rate). This checks whether drop in firing 
after the footpinch is simply a return to baseline firing rates, or a true silencing. 
• Percentage reduction in firing rate after IP injection of clonidine. Average firing rates 
were calculated over 5 minute windows immediately preceding injection and compared 
with the minimum average firing rate over a moving 5 minute window following 
injection (for 15 minutes). The moving window approach was necessary because the 
timing of reduction in firing rate (and subsequent recovery) is variable between animals 
and cells. 
• Number of spikes in a 100ms window after the onset of footshock, with z-scored firing 




 Expression of CAV2-PRS-ChR2-mCherry and CAV2-PRS-GtACR-fRED  
In each animal used for LC recording, the expression of the viral vector was confirmed 
histologically as detailed above (section 4.2.8). The results are shown in Table 4. Expression of 
virus specifically within the LC was confirmed in all animals where immunohistochemistry was 
carried out via the presence of cells doubled stained for DBH/TH and the relevant fluorophore 




expression of virus in the region of the LC was confirmed via the presence of mCherry / fRED 
alone (which was still visible even when unamplified). 
Quantitative assessment of vector specificity of expression was achieved through cell counts in 
two representative histological slices of LC from one rat injected with CAV2-PRS-ChR2-mCherry 
and one rat injected with CAV2-PRS-GtACR-fRED (Figure 25), from which LC cells were recorded.  
Expression was tightly restricted to DBH positive cells, with only one possible cell expressing 
mCherry without also clearly staining for DBH - an overall rate of 97% double labelling for cells 
expressing mCherry. This is comparable to results obtained by Li et al  (Li, Hickey, Perrins, 
Werlen, Patel, Hirschberg, et al., 2016), which found 98% of mCherry cells co-labelled for DBH 
using the same viral construct. All cells expressing fRED were double labelled. Cell counts are 
shown in Table 3. 
The expression and selectivity of the CAV2 vectors is similar to that achieved when targeting the 
LC using TH-Cre mice/rats coupled with Cre-dependent adeno-associated virus (AAV) viral 
vectors. For instance, Takeuchi et al used a Cre-dependent AAV carrying a construct encoding 
ChR2 with YFP, and found that 95% of YFP labelled cells also expressed TH, with >90% of TH cells 
encoding YFP (Takeuchi, Duszkiewicz, Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C 
Smith, Fernández, Deisseroth, Greene and Morris, 2016b). In rats, this approach is similarly 
specific: Uematsu et al found a selectivity of 95% for TH cells (again using TH-Cre rats with an 
AAV vector) (Uematsu, Tan, Ycu, Cuevas, Koivumaa, Junyent, et al., 2017). 
In the CAV2-PRS-GtACR-fRED example, the lower percentage of transduced cells may be related 
to the targeting of the injection rather than to a lower probability of transduction. At the dorsal 
side of the LC (Figure 25), the density of transduced cells is high, suggesting that the site of the 
injection fell into this region whilst missing the ventral LC. (Alternatively, it is possible that the 
injection fell rostral to the LC, hitting the densely packed fibres in the noradrenergic ascending 
forebrain bundle and causing retrograde expression in their cell bodies – which are known to be 
located mainly toward the dorsal side of the LC (Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et 
al., 2016; Hirschberg, Li, Randall, Kremer and Pickering, 2017)). In this example, histological 
examination revealed that the recording probe and fibre optic were also placed in the dorsal LC, 






Figure 25 Cell counts for two slices from animals injected with CAV2-PRS-ChR2-mCherry (a) or CAV2-PRS-GtACR-fRED 
(b). DBH positive neurons are labelled in green (left image); mCherry / fRED is amplified with a red fluorophore (middle 
image). The overlay is shown on the right. Expression of either viral vector is tightly limited to DBH+ve cells, with only 
one possible instance of off-target expression (indicated by the yellow arrow in (a)). Slices are all cut in the sagittal 




Overall, these results indicate that both viral vector constructs caused efficient and selective 
expression of transgenes in LC cells - confirming the previous findings for CAV2-PRS-ChR2-
mCherry (Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016) and providing evidence of a 
similar selectivity for CAV2-PRS-GtACR-fRED.  
 








#3.1 32 21 20 66% 
#2.3 21 10 10 48% 
CAV2-PRS-GtACR-
fRED 
#2.2 85 27 27 32% 
#2.3 10 3 3 30% 
Table 3 Cell counts for representative histological slices from animals injected with either CAV2-PRS-ChR2-mCherry 
or CAV2-PRS-GtACR-fRED. 
 
 Overview of units recorded 
In total, 87 LC cells were recorded from 15 rats and 33 LC cells were recorded from 4 mice. Table 
4 provides a summary of recordings. Overall, the success rate of recordings in rats was variable. 
In six animals, no cells were recorded, whilst in three animals, 10 or more cells were recorded 
simultaneously. In two of these most successful recordings, the majority of cells were opto-
identified, however in most other recordings, the number of o-LC cells was between zero and 2. 
The variability of cell yields illustrates the difficulty of targeting the LC with a recording probe 
and an optical probe, as discussed above (and considered in more detail in section 4.5.1.). 
However, the results also demonstrate that on the occasions when the recording probe is placed 
into the core of the LC, large numbers of o-LC/c-LC cells can be recorded, and the activity of 
individual cells can be successfully isolated from the raw data.    
Furthermore, even with relatively low mean cell yields, the dataset produced here still 
constitutes the largest reported set of o-LC cell recordings in both rats and mice when compared 
with the studies summarised in Table 1.  Given the reliability of the viral vectors for optogenetics 
(i.e. the 100% success rate for expression of virus following direct injection into the LC) , the key 
challenge for successfully using this approach (i.e. viral injections, followed by separate 
implantation of recording probe and optic fibre) in chronic recordings is likely to be the accurate 


























Probe / optic fibre (OF) tracks 
#1 _170517 ChR2-mCherry 11 2 13 78 
Yes OF and probe track in region of LC 
#2_101017 ChR2-mCherry 1 1 2 1 Yes Possible OF track in region of LC 
#3_r1_211117 ChR2-mCherry 1 7 8 28 Yes OF and probe track in region of LC 
#3_r2_211117 ChR2-mCherry 1 3 4 6 
#4_210218 ChR2-mCherry 0 0 0 0 Yes Probe and OF tracks both rostral to LC 
#5_270218 ChR2-mCherry 0 0 0 0 Yes OF on target, probe track visible rostral to LC 
#6_140318 ChR2-mCherry 0 5 5 10 Yes OF and probe track in region of LC 
#7_160318 ChR2-mCherry 1 0 1 0 Yes OF and probe track in region of LC 
#8_220318 ChR2-mCherry 0 0 0 0 Yes OF on target, probe tracks rostral and ventral to LC 
#9_280318 ChR2-mCherry 0 0 0 0 Yes OF track visible above LC, could not find probe track 
#10_050418 ChR2-mCherry 0 0 0 0 Yes OF track visible near LC, probe tracks too rostral 
#11_160518 ChR2-mCherry 0 0 0 0 Yes Probe and fibre track in region of LC (unclear why this failed) 
#12r1_180518 ChR2-mCherry 2 2 4 6 Yes 
 
OF and probe track in region of LC 
#12r2_180518 ChR2-mCherry 1 3 4 6 
#13_060518 ChR2-mCherry 0 10 10 45 Yes Tracks not visible*  
#14_190618 ChR2-mCherry 0 4 4 6 Yes Tracks not visible* 
#15_250618 ChR2-mCherry 0 4 4 6 Yes Tracks not visible* 
#16_190718 ChR2-mCherry 0 3 3 3 Yes Optic fibre track too lateral to LC 
#17_240718 ChR2-mCherry 0 6 6 15 Yes Tracks not visible* 
#18_20181219 GtACR-fRED 10 2 12 66 Yes OF and probe track in dorsal region of LC 
#19_20192201 GtACR-fRED 0 7 7 21 
N/A** Probe track in region of LC 
         






















Probe / optic fibre (OF) tracks 
LC6 ChR2 6 4 10 45 Yes Probe track visible on one slice, optic fibre track cannot be seen 
LC7r1 ChR2 2 3 5 10 Yes 
 
Probe and fibre tracks visible near LC 
LC7r2 ChR2 7 1 8 28 
LC8r1 ChR2 2 5 7 21 mCherry 
visible (no TH 
staining) 
Tracks not visible 
LC8r2 ChR2 3 1 4 6 
Tracks not visible 
        
n=3 Totals 20 14 34 110   
Table 4 (a) Summary of recordings for acute experiments in rats. ‘r1’ and ‘r2’ indicate two recordings in the same animal . * Tissue was damaged during histology making tracks hard to identify.** 






Figure 26 Responses of o-LC neurons to light in animals injected with CAV2-PRS-ChR2-mCherry. (a) Single unit 
example in a rat, showing responses to repeated trials of 500ms single pulse illumination (left) , and 50ms 
pulses delivered at 10hz over 1s (right). The blue patches indicate periods when the laser was on.  Note the 
silencing of the unit after the period of opto-activation. (b) scatter plots of mean response characteristics for 
each cell classified as laser responsive (to 500ms laser stimulation), including the relative increase in firing rate 
during laser stimulation, the count of spikes fired, and delay between the end of the laser stimulation and the 
next spike. (c) Mean response statistics for laser responsive mouse LC cells. (d) In mice, there was a significant 
positive correlation between the baseline firing rate and the number of spikes fired. Plot shows a linear fit 




 Optogenetic manipulation of LC neurons 
o-LC cells could be efficiently and reliably activated or inhibited by laser illumination over 
precisely defined timescales (Figure 26 and Figure 27).   
 Excitation with CAV2-PRS-ChR2-mCherry 
In o-LC cells, illumination with light of wavelength 445nm resulted in an increased rate of spiking 
followed consistently by a period of silencing.  Example responses to 500ms stimulation in rats, 
and 1000ms stimulation in mice are shown in Figure 26 (a).  
In rats, the mean relative increase in firing rate for individual laser-responsive cells ranged from 
4.5 to 27.1 fold (median 9.3) for 500ms laser stimulation. This was calculated as the relative 
increase between the mean firing rate during the laser stimulation and the mean firing rate 
during 1s immediately before the laser was switched on (cells that were silent in the period 
before the laser were excluded from calculations of relative increase).  The period of silencing 
after the laser was calculated as the time between the end of the laser illumination and the first 
subsequent spike. This was variable, but the silencing period was always above 2s (median 5.9s, 
range 2.3 – 15.2s).  For mice, the relative increase in firing rate for cells classified as laser 
responsive ranged from 2.2 to 39.1 fold (median of 8.4) for 1000ms laser stimulation.  The 
minimum period of silencing after the laser was 0.98s (median 4.1s, range 1.0 – 19.0s).  The 
period of silencing after intense activation is characteristic of LC cells and is consistent with 
inhibition via α2 receptors (Cedarbaum and Aghajanian, 1978; Hickey, Li, Fyson, Watson, Perrins, 
Hewinson, et al., 2014) 
The number of spikes fired in response to laser stimulation is influenced by multiple factors 
including the density of ChR2 channels expressed by the cell and its proximity to the light source 
(which cannot be measured directly during in-vivo experiments).  In mice, there was a significant 
positive correlation between the number of spikes fired during the laser and the baseline firing 
rate (Pearson’s correlation coefficient ρ=0.45, p=0.025). The baseline firing rate may provide an 
indication of the resting membrane potential of the cell, with cells that are comparatively more 
depolarised having a higher probability of firing an action potential at a given time (compared 
with less depolarised cells with similar synaptic input). These cells may also have a higher 
probability of responding to laser stimulation, as a smaller change in voltage (due to the 
movement of cations through ChR2 channels) would be required to produce an action potential. 
In rats the relationship was not significant, although the trend was in the same direction (Figure 
26 (d), right) Given the number of unmeasured variables involved in determining the response, 





 Inhibition with CAV2-PRS-GtACR-fRED 
For the majority of responsive cells (8/10) opto-inhibition consisted of a period of complete 
silencing (Figure 27). This inhibition was profound - completely abolishing any responses to 
noxious stimuli.  Figure 28 demonstrates the abolition of responses during a brief footpinch, 
which usually causes a phasic firing response followed by a period of silencing (as described in 
4.3.3.1).  
The remaining two cells were partially silenced. For these cells, inhibition was effective during 
the first ~1000ms of illumination, after which spiking returned. Mahn et al (Mahn, Gibor, Patil, 
Cohen-Kashi Malina, Oring, Printz, et al., 2018), reported that cells expressing GtACR2 exposed 
to a low intensity of light (<250µWmm-2) reduced their firing rate throughout the period of laser 
exposure, but did not silence completely. It is possible that the partially inhibited cells in this 
dataset were further from the optic fibre and exposed to a lower light intensity than the fully 
silenced cells. However, the cells shown in Figure 27 appear only to return to firing  >1000ms 
into the silencing, a qualitatively different pattern of activity than that reported by Mahn et al 
in non-LC cells. 
Figure 27 Inhibition using CAV2-PRS-GtACR-fRED. (a) Single unit example of complete silencing during 1s and 2s laser 
illumination. (b) Individual unit example of a partially silenced cell, showing firing returning after ~1s (c) Group data 
showing the mean number of spikes fired during different durations of laser. All cells were completely silenced for 




The ability of cells to recover more or less quickly to inhibition (which should effectively clamp 
the membrane potential to the reversal potential of chloride) may depend upon variations in 
characteristics such as basal depolarising leak conductance, which also underlie variations in 
baseline firing rates. In line with this explanation,  the two cells which only partially silenced had 
relatively high firing rates -  3.7 and 2Hz -  compared to a mean of 1.6±0.3Hz for the entire group 
of ten cells in the recording (median 1.4Hz, range 0.6-3.7Hz). 
Additionally, in the LC, inhibition of a population of cells could reduce local release of 
noradrenaline from recurrent axon projections (the existence of which was demonstrated by 
Swanson et al (Swanson, 1976)). This may in turn lower the level of lateral α2-inhibition provided 
to other cells in the nucleus (Aghajanian, Cedarbaum and Wang, 1977). It is possible therefore 
that the partially-silenced cells return to spiking midway through the laser period because their 
overall level of α2-mediated inhibition falls as the laser period continues.   
Inhibition was accompanied by a notable rebound effect. The size of the rebound was positively 
correlated with the duration of the laser event (Pearson’s ρ=0.54, p<0.001), but highly variable 
between cells (Figure 29). The rebound was also significantly linearly correlated with the 
baseline firing rate under all stimulation parameters. GtACR mediated hyperpolarisation clamps 
the affected cell at - but not beyond - the reversal potential for chloride (Mahn, Gibor, Patil, 
Cohen-Kashi Malina, Oring, Printz, et al., 2018), an equilibrium that is reached over millisecond 
timescales and which should be the same during laser events of all duration.  The dependence 
of the rebound on inhibition duration in the LC may be a consequence of falling levels of 
noradrenaline within the LC – causing differing levels of tonic inhibition after laser events of 
Figure 28 Inhibition abolishes response to footpinches. (a) Individual unit example of footpinches during laser 
inhibition (the blue patches indicate times when the laser was on). (b) Mean responses to footpinch of cells with and 




varying duration. The correlation with baseline firing rate again suggests an additional 
dependence on intrinsic cell properties such as basal Na+ conductances. 
 
 
 Responses of c-LC and o-LC to classical measures of LC identity. 
At the group level, both o-LC and c-LC cells exhibited classical responses to footshock, footpinch 
and clonidine (mean responses for the o-LC group are shown in Figure 30; data for both rats and 
mice is shown in Table 5 and Table 6). In rats and mice, both groups responded to footpinch with 
a phasic burst of firing, with peak firing rates ~3-7 standard deviations above mean firing rates. 
The change in spike count between windows 1s before and after onset of footpinch was 
significantly non-zero for all groups (Wilcoxon sign-rank test, p<0.001). Immediately after the 
peak of firing, a period of total or near silencing is evident in both groups, with minimum 
absolute firing rates <0.3Hz when averaged over all cells and events - a reduction that is also 
significantly below baseline firing rates for both groups (significant at the p<0.001 level across 
all groups, Wilcoxon sign-rank test). Both c-LC and o-LC cells reduced their firing rates after i.p. 
clonidine; there was no significant difference between the mean reduction in firing rate in the 
two groups.  In rats, there was also a statistically significant increase in spikes counted over 
100ms windows before and after footshock, although this response was highly variable (this is 
discussed in more detail in section 4.4.8). 
Figure 29. Relationship between laser duration, baseline firing rate and rebound firing after laser inhibition for cells 
expressing CAV2-PRS-GtACR-fRED. (a) the number of spikes fired during the rebound period was variable, with 
significant differences only between the longest and shortest events (One way ANOVA followed by Tukey-Kramer test 
for significance between groups, * p<0.05, **p<0.01, *** p<0.001). (b) The size of the rebound response is also 
dependent on baseline firing rate, with a significant positive linear correlation between firing rate and the number of 
rebound spikes for all laser event types. (5000ms, Pearson’s ρ=0.82, p=0.004; 2000ms ρ=0.94, p<0.001; 1000ms, 




Figure 30 Responses of o-LC cells to footpinch, footshock and clonidine in rats (a)-(b) Single unit example showing 
biphasic responses to footpinch and footshock. The green/blue vertical line indicates the onset of pinch/shock or 
clonidine. (c)-(d) Grand average responses (mean of individual cell means) to footpinch and clonidine (50μg/kg) for 
the entire o-LC set in rats. For footpinch events, responses have been aligned to the peak, to take account of variable 
delays between timestamping and pinch. Note that the silencing period after the footpinch is not so clearly seen in the 










 Baseline firing rate 1.9±1.1 0.8±1.4 *** 
Action potential duration 1.5±0.3 1.0±0.4 
 
*** 
Footpinch # Spikes in 1s after pinch onset 4.4±2.3 6.3±4.5  
Relative increase in # spikes (%)  137.0±129.7 *** 237.7±145.5 ** *** 
Max. z-scored FR   3.9±1.5 7.3±3.8 *** 
Max. FR  (Hz) within 2s 11.0±3.2 14.5±6.8 NS 
Min. FR (Hz) within 2s  0.1±0.2 0.2±0.8 NS 
% of baseline FR at minimum 
 
6.6±14.0    *** 12.1±23.4   ***  NS 
Clonidine % FR reduction -79.5±4.6    *** -85.7±4    *** NS 
 
Footshock # spikes in 100ms after TTL 0.3±0.2 0.3±0.3 NS 
% increase in spikes 225.3± 840 *** 880±1840  *** NS 
Max. z-scored FR 1.2±0.5 1.2±1.1 NS 
Table 5 Group response data for rat LC cells. For all entries except the reduction in firing rate due to clonidine, each 
mean result represents a ‘mean of means’, i.e. an average over mean values for each individual cell, taken over 
repeated events. Standard errors are calculated as the standard deviation of these grand average distributions. 
Significance stars in the ‘group difference’ column indicates differences between o-LC and c-LC groups (Wilcoxon rank-
sum test for difference between two groups, NS, p>0.05, ***, p<0.001, ** p<0.01). Significance stars next to individual 
measures indicate that the result was significantly non-zero (or different from 100%, in the case of the final % of 



















 Baseline firing rate 1.9±1.1 2.8±1.9 NS 
Action potential duration 1.0±0.2 0.9±0.2 NS 
 
Footpinch # Spikes in 1s after pinch onset 5.6±2.3 6.2±3.1 NS 
Relative increase, # spikes (%) 210.1±97.1 *** 143.2±69.8 *** NS 
Max. z-scored FR   6.4±1.3 6.9±2.3 NS 
Max. FR  (Hz) within 2s 17.9±6.4 20.3±7.8 NS 
Min. FR (Hz) within 2s  0.1±0.2 0.004±0.008 NS 
% of baseline FR at minimum 
 
2.6±11.0 *** 0.1±0.2 *** NS 
Clonidine % FR reduction -42.0±3.5 *** -51.2±8.2 ** NS 
Table 6 Group response data for mouse LC cells. No footshock data was collected for the mouse dataset. Significance 
markers are as for the rat data in Table 4. There was no statistical difference between o-LC and c-LC cells on any of 
the measures presented.  
 
In mice, there was no statistically significant difference between the groups of o-LC and c-LC 
cells in when any of the metrics described above were compared (Wilcoxon signed rank test, 
p>0.05 for all comparisons).   
In rats, these were significant differences between the baseline firing rates and action potential 
duration of c-LC and o-LC groups. In Chapter 5, section 5.4.7, I show that LC cells can be split into 
two distinct types based on action potential shape and duration. In rats, type 1 cells had a higher 
firing rate and a longer duration action potential (‘wide’ neurons). The o-LC group is biased 
towards this set of neurons with 24 of the 28 o-LC neurons classified as ‘wide’. In mouse LC, the 
split was more even, with 11 out of 20 cells classified as ‘wide’, and no statistical differences 
were seen between the o-LC and c-LC cells. It is likely therefore that differences in firing rate and 
action potential duration are due to differences in sampling between cell types, rather than due 
to inherent differences between o-LC and c-LC cells (although on the basis of the data collected, 
this cannot be ruled out). 
In rats there was also a difference between the z-scored firing rates and relative increases in 
spike counts after footpinch. Whilst both groups responded to footpinch with a phasic burst 
followed by silencing, the magnitude of the phasic firing relative to baseline firing was greater 




group relies upon changes in firing rate that are clearly visible by eye. This may bias cell selection 
in favour of those which respond more strongly to noxious events and have a clearer silencing 
period. In contrast, optogenetic identification enables individual units to be included which 
exhibited weaker responses to footpinch.  
By definition, all c-LC cells individually met the classical criteria of a biphasic footpinch response 
and silencing in response to clonidine. However, examination of the set of o-LC cells indicates 
this is not the case for a subset of cells identified optogenetically. In rats, 5 out of the 28 c-LC 
cells (18%) would not have met the criteria for inclusion without optogenetic responses. In three 
cases this was due to weak responses to footpinch (including both contralateral and ipsilateral 
pinches), meaning that clear ‘biphasic’ responses could not be seen. An example is shown in 
Figure 31. Baseline firing rates for these ‘weak’ responders were 0.04Hz, 1.1Hz and 1.4Hz, 
suggesting that the lack of response is not simply due to a lower baseline level of excitability 
(the mean firing rate across all LC cells was 1.16Hz, see section 4.4.6 below). The remaining two 
cells had higher firing rates (3.9 and 3.4Hz). These cells did not show a large (>75%) reduction in 
firing to clonidine; in both cases, firing ‘dipped’ to ~2Hz for ~5 minutes, before recovering back 
to baseline rates. In mice, two c-LC cells would similarly have been excluded under the c-LC 
criteria (10%) as a result of weak response to pinch – in one case. Examples of these cells are 
shown in Figure 31. 
These results indicate that the ‘classical’ measures are a reliable method of identifying LC cells 
– but that this approach may miss a subset of cells. In the set of o-LC cells examined above (n=28 
for rats, n=20 for mice), the proportion of cells not meeting the c-LC criteria was 10-18%.  This 
is a significant proportion of LC cells, which have likely been missed by almost all previous 
experiments which did not use optogenetics.  Further investigation will be required to establish 





 Creation of combined datasets of o-LC and c-LC cells 
The results of section 4.4.4 indicate that both optogenetic and ‘classical’ techniques identify LC 
cells, and that on most measures of response characteristics there is no statistically significant 
difference between the o-LC and c-LC groups. In both rats and mice, the two groups were 
therefore merged into a larger set of cells for further analysis. Below, I present some initial 
results for this larger set, and compare the LC cells to other (unidentified) neurons recorded 
simultaneously in the dorsal pons. 
 
 Comparison with non-identified neurons 
Examination of the responses of non-identified neurons to the ‘classic’ measures of LC identity 
showed that these cells form a highly variable, heterogeneous set. Mean responses were 
characterised by large standard errors which are often larger than the absolute value of the 
quantity being measured (Table 7 and Table 8).  
As a set, these cells were most clearly distinguished from LC cells via their shorter duration action 
potential, and the lack of a clear biphasic responses to footpinch - with a non-significant change 
Figure 31 Example of optogenetically identified LC cells with weak responses to footpinch. Left column: units 32 and 
33 are identified via their excitation (#32) or inhibition (#33) to laser light. Right column: footpinch responses over 10 




in spiking in response to footpinch overall and no subsequent silencing. Whilst there was a 
statistically significant reduction in firing in response to clonidine, this was of order ~10%, 
compared to the >80% reduction for LC cells.  
In the rat, it is possible that at least some of these unidentified cells are GABA-ergic interneurons 
located within the LC and recently characterised by Breton-Provencher et al (Breton-Provencher 
and Sur, 2019). These cells provide inhibitory input into to noradrenergic LC (NA) cells and 
modulate both LC responses to events and global arousal levels. Their baseline firing rate of 5-
12Hz is within the range of the firing rates recorded for the unidentified set, but broadly above 
the range of firing rates for LC cells (85 out of 87 LC cells had a firing rate of <5Hz).  
Notably, the firing of a subset of these GABAergic cells is reported to be broadly correlated with 
noradrenergic LC cells ( evidence presented by Breton-Provencher et al suggests this is due to 
shared inputs from other brain regions rather than any input to GABAergic cells from LC cells). 
This may mean that they also increase their firing rate in response to noxious stimuli, or reduce 
their firing rate in response to clonidine. Because Breton et al used optogenetic approaches to 
identify LC/GABA cells, they did not report on the response of the GABAergic cells to footpinch 
or clonidine. It is possible that these cells (particularly those with low firing rates) may be mis-
identified as LC cells - although there is no evidence that they express α2 receptors or that they 
are significantly silenced by local release of noradrenaline within the LC, meaning that ‘classic’ 
measures of biphasic footpinch response, clonidine response and low firing rate are likely 
adequate to reliably exclude such cells from the c-LC set. 
The unidentified cell set may also include cells from regions neighbouring the LC, which may 
have been recorded if the probe was placed along the edge of the LC. Some of these regions will 
also be responsive in some way to noxious input (for example, the parabrachial nucleus, 
(Gauriau and Bernard, 2002; Uddin, Studlack, Akintola, Raver, Castro, Masri, et al., 2018)). 
Careful adherence to the full set of ‘classic’ LC criteria is therefore critical for reliable LC cell 














 Baseline firing rate 1.2±1.4 5.9±9.5 NS 
Action potential duration 1.1±0.5 0.8±0.4 *** 
Footpinch # spikes in 1s after TTL 5.7± 4.0  8.2± 11.6  NS 
Relative increase, # 
spikes  
198±147 *** 39.5±97.0 NS *** 
Max. z-scored FR   6.2±3.6 2.8±2.1 *** 
Max. FR  (Hz) within 2s 13.3± 6.0 15.7±14.1 *** 
Min. FR (Hz) within 2s  0.2±0.7 4.9±9.2 *** 
% of baseline FR at 
minimum 
9.8±20.1 *** 498.7±1332.8 
 
*** 
Clonidine % FR reduction -83.0±3.1 *** -10±39.5 *** *** 
Footshock # spikes in 100ms after 
TTL 
0.3±0.3 0.7±1.2 NS 
% increase in spikes 599±1491.2 *** 24± 68.2   *** 
Max. z-scored FR 1.2±1.0 0.4±0.6 *** 
Table 7 Group data for the combined o-LC/c-LC (all LC) set compared to non-identified neurons recorded with 3 










 Baseline firing rate 2.3±1.5 7.5±7.0 *** 
Action potential duration 0.97±0.2 0.81±0.4 *** 
Footpinch # spikes in 1s after TTL 5.8±2.7 11.1±8.4 NS 
Relative increase, # 
spikes  
184± 92.5 *** 100±164.5 *** ** 
Max. z-scored FR   6.6±1.8 3.8±2.1 ** 
Max. FR  (Hz) within 2s 18.9±7.0 21.3±10.7 *** 
Min. FR (Hz) within 2s  0.04±0.2 4.5±5.7 *** 
% of baseline FR at 
minimum 
1.6 ± 8.5  *** 56±99.7 ** *** 
Clonidine % FR reduction -44.9±3.5 *** -40.3±6.4 *** NS 
Table 8 Group data for LC / non-identified neurons in the mouse. Significance markers and tests as described for 








 Firing rates  
In rats the mean LC firing rate in the baseline period was 1.16±0.15Hz, with many cells virtually 
silent during the baseline. This is in line with other studies, for instance, Totah et al found a mean 
firing rate of 0.89Hz in urethane anaesthetised rats (Totah, Neves, Panzeri, Logothetis and 
Eschenko, 2018). For mice, the mean firing rate was 2.2±0.27Hz in the baseline period (Figure 
32), depending on the state of arousal.  
 
 Lateralisation of footpinch responses 
Previous studies have suggested that footpinch responses are lateralised, with a greater spiking 
response occurring in response to noxious stimuli on the contralateral side (to the LC being 
recorded) (Cedarbaum and Aghajanian, 1978; Sugiyama, Hur, Anthony E. Pickering, Kase, Kim, 
Kawamata, Imoto and Furue, 2012; Hickey, Li, Fyson, Watson, Perrins, Hewinson, et al., 2014).  
To assess the lateralisation of footpinch responses, the number of spikes fired in the 1s following 
repeated contra or ipsilateral footpinches was compared for each identified LC cell (Figure 33). 
A small proportion of cells displayed lateralised responses, with stronger responses occurring on 
both the ipsilateral and contralateral sides. In the rat, 17 out of 55 cells had a significantly 
lateralised response (Wilcoxon sign-rank test, p<0.05). Of these, 7 displayed a stronger response 
to contralateral pinch, whilst 10 were stronger on the ipsilateral side. For mice, just 4 out of 34  





cells displayed a significant preference, 3 of which were contralateral, 1 ipsilateral.  At a group 
level, no significant lateralisation was found for rat LC (comparison of mean responses, Wilcoxon 
sign-rank test).  Responses in the mouse LC were (marginally) significantly lateralised (p=0.04, 
Wilcoxon sign-rank test). 
These results suggest that responses are lateralised in a subset of LC cells, but that the direction 
of preference is not consistently contralateral. At a group level, the overall response may depend 
on the particular set of cells sampled. No previous studies quantitatively addressing the question 
of lateralisation of responses in mouse LC could be found in existing literature. 
 Probability of responses to footshock 
Responses to footshock (in rats) were variable and often absent. The probability of firing a spike 
within 100ms of footshock TTLs was compared with the probability of firing a spike in a 100ms 
window 1s before each TTL. Using this measure, 40% of cells had a significantly higher probability 
of responding after the footshock TTL (Two sided Wilcoxon signed rank test, p<0.05). There was 
no significant difference between the baseline firing rates of the responders and non-
responders. Footshocks  - or at least those delivered with the parameters used in these 
recordings – are therefore not a reliable method of identifying LC cells. 
 
 
Figure 33 Limited evidence of lateralisation in response to footpinch. (a) and (b) show scatter plots of mean responses 
to footpinches on the contra and ipsilateral sides to the LC recorded in rats and mice. The response is weakly lateralised 
in the mouse, but responses are highly variable. (c) shows an example of an individual unit which fired more strongly 




 Phase locking to cortical slow wave activity 
Experimental evidence suggests that population activity of the LC is locked to the phases of 
cortical up and down states during natural sleep, with spiking activity preferentially occurring 
along the rising edge of the down to up transition (Eschenko, Magri, Panzeri and Sara, 2012). A 
recent study has also indicated that a similar relationship is found in urethane anaesthetised 
rats, with spiking significantly more likely to occur during the trough to peak transition for 
cortical LFP activity at frequencies of under 2Hz (Totah, Neves, Panzeri, Logothetis and Eschenko, 
2018) (also reported in earlier work by (Safaai, Neves, Eschenko, Logothetis and Panzeri, 2015)). 
In this dataset, 64 LC units were recorded during sessions in which EEG data was obtained from 
an EEG screw located over frontal cortex. A count of spikes in each phase bin of EEG filtered for 
slow wave frequencies (<2Hz, phase bins of width 8/2π radians) was produced for each unit. Of 
the 64 units, 34 (56%) displayed a non-uniform phase preference (Rayleigh test for circular 
uniformity, p<0.05). The phase preference of these individual units was variable (as shown in 
the example units in Figure 34). The grand average over all units displayed a maximum 
(normalised) spike count in bin 7, corresponding to a phase angle of just over 3π/2 in which the 
slow wave is returning to the peak (identical to the location of the maximum preference found 
by Totah et al.) However, this was only significantly different to three other bins on the opposite 
side of the phase cycle (Kruskal-Wallis test followed by Tukey p<0.05 for comparisons with bins 
2, 4 and 5). A clearer preference was seen when the phase cycle was divided more coarsely into 
3 segments, with spiking significantly locked to the phases preceding the peak of the slow wave 
filtered EEG.   
Consistent phase preferences of individuals units may be reflected in the frequencies at which 
firing rates vary. The power spectrum of firing rates was calculated over all individual units, and 
averaged. The resulting spectrum has a strong peak at ~1.2Hz, consistent with firing rate changes 
during the phases of slow wave activity.  Oscillations in this range have previously been observed 
for multi-unit activity (Lestienne, Hervé-Minvielle, Robinson, Briois and Sara, 1997; Eschenko, 










Figure 34 Histograms of spike counts in each (binned) phase of cortical slow wave EEG. (a) two individual unit examples 
from different recordings, in which the unit has a preferred phase of spiking. The radial axis represents the count of 
spikes in each phase bin. The peak of the slow wave activity is at an angle of 2π, whilst the trough is at π. (b) histogram 
showing the phase of the maximum spike count for all units which were significantly circularly non-uniform (Rayleigh 
z-test for circular uniformity, p<0.05). (c) shows the average power spectrum calculated from the firing rates of 
individual cells, and then averaged. The peak at ~1.2Hz indicates that firing rates oscillate at a frequency in the range 
of slow wave activity  (although this does not mean that units have identical phase preferences, or that they are 
synchronised (d) The grand average over all units. Spike counts have been normalised so that the total count is 1 for 
each unit, and then averaged. Upper plot: binning the phases into 8 segments shows that the maximum count occurred 
in bin 7, as the wave returns to peak, but the count in this bin was only significantly different from bins 2,4 and 5 
(Kruskal Wallis test, followed by Tukey-Kramer test for significance between groups, * p<0.05. When the phases are 
binned more coarsely (lower plot), the bin leading up to the peak of the slow wave is clearly significant (p<0.01 






 Success rate of recordings and considerations for chronic recordings 
This result in this Chapter demonstrate simultaneous recording of multiple individual LC cells in 
rats and mice, in conjunction with optogenetic excitation and inhibition. This provides a 
successful demonstration (in anaesthetised animals) of the techniques required to use multisite 
probes to record LC cells and to manipulate firing at specific times – as required for the tests of 
theoretical predictions described in Chapter 2.   
However, the yield of LC cells (both o-LC and c-LC) was highly variable. In the rat, laser responses 
were often completely absent or consisted of only a few responsive cells per recording. The 
cause of the low numbers of o-LC cells is likely attributable to failures in targeting with the probe 
and optic fibre, rather than failure of viral transduction. The combination of the CAV2 viral vector 
and PRS promoter is known to cause efficient expression of transgenes within the LC (Hickey, Li, 
Fyson, Watson, Perrins, Hewinson, et al., 2014; Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et 
al., 2016). Furthermore, the construct is also capable of causing retrograde transduction (Li, 
Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016). This means that there is a high tolerance 
for small targeting failures in direct LC injection – as injections in the vicinity of LC fibres also 
have a high probability of producing expression of the opsin within LC cell bodies. Histological 
examination of slices from animals used in acute recordings indicated that all injected animals 
displayed clear staining for mCherry / fRED in the LC. Supporting this conclusion, probe and fibre 
optic tracks were often seen to be off-course in experiments where no o-LC cells were found. 
The variable success of targeting efforts reflects the difficulties of placing both probe and fibre 
within the LC and in close enough proximity each other to record laser-activated units. It has 
been estimated that due to scattering and spreading the intensity of blue light in brain tissue 
drops off by 50% with every 100μm travelled, and therefore falls below the 1mW mm-2  
necessary to activate ChR2 channels within a short distance of the optic fibre (Aravanis, Wang, 
Zhang, Meltzer, Mogri, Schneider, et al., 2007). The use of tapered fibres militates against this 
difficulty to some extent: however, there remains a fundamental requirement to ensure that 
the dorsal-ventral axes of probe and fibre are within ~300μm, and both placed within the LC. 
Yields in the mouse were often higher, possibly reflecting the fact that light must traverse a 
smaller volume of tissue in order to illuminate the entire LC, giving a greater margin of error in 




The technical difficulties of targeting LC present mean that successfully replicating this recording 
approach in behaving animals is challenging. To take account of this, it is prudent to plan an 
experimental approach which is capable of producing informative results from the success of 
any individual aspect of the preparation. For example, a behavioural experiment which can test 
the predictions of the LC-AI theory only using the effect of optogenetic interventions - if no LC 
cells are observed on the probe - or that can produce useful results about LC activity during 
behaviour if the opposite situation occurs. Additionally, targeting during chronic implantation of 
probes could be assisted by designing a surgical approach which enables probe output to be 
monitored during implantation (effectively repeating aspects of the acute experiment and 
confirming probe position in the LC). Activation of the LC has also been shown to cause pupil 
dilation (Breton-Provencher and Sur, 2019; Hayat, Regev, Matosevich, Sales, Paredes-Rodriguez, 
Krom, et al., 2019) and it may also be possible to verify the correct placement of the optic fibre 
during surgery by observing changes in pupil size during laser illumination. These approaches 
will be discussed in more detail in Chapter 6.  
 
 Optogenetic excitation and inhibition of the LC 
LC cells could be activated or inhibited over tightly defined durations using optogenetics. For 
excitation using ChR2, the form of the activation is similar to that observed after salient or 
noxious stimuli, with high frequency firing followed by a period of characteristic silencing once 
the laser is switched off. In this sense, optogenetic activation is similar to naturally occurring 
phasic LC activity. Tonic activity can also be simulated via low intensity pulsed stimulation over 
longer periods (Carter, Yizhar, Chikahisa, Nguyen, Adamantidis, Nishino, et al., 2010). It is 
important to note though that activation of cells throughout the nucleus (after direct LC 
injection) may not be a physiologically realistic. Increasing evidence suggests that the LC is 
composed of functionally significant modules with preferred targets. For instance, Hirshberg et 
al have shown that modules in dorsal and ventral LC innervate the frontal cortex / spinal cord 
respectively, and that activation of the different modules is capable of producing different 
behavioural effects(Hirschberg, Li, Randall, Kremer and Pickering, 2017). The predictions of the 
LC-AI theory are focused around projections to ACC (or its analogue in rat frontal cortex.) Ideally, 
to test these predictions, these LC cells would be retrogradely targeted via viral injection into 





One interesting result to emerge from this study is the demonstration of the complete 
silencing of the LC during footpinch – a noxious event which would usually cause phasic 
activation. The consequences of this silencing in terms of the response to pain for an awake 
(or lightly anaesthetised animal) are unknown.  LC activity is associated with numerous 
relevant processes, including attentional and behavioural shifts (Berridge and Waterhouse, 
2003; Bouret and Sara, 2005), with the enhancement of memory of events (Takeuchi, 
Duszkiewicz, Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C. Smith, Fernández, 
Deisseroth, Greene and Morris, 2016) and with analgesia (Samuels and Szabadi, 2008; Hickey, 
Li, Fyson, Watson, Perrins, Hewinson, et al., 2014; Hirschberg, Li, Randall, Kremer and 
Pickering, 2017). The theory of Chapters 2 and 3 also specifically proposes that LC activation 
is capable of changing perceptual inferences – by promoting changes in the prior beliefs 
about the causes and consequences of sensory input.  The effect of silencing LC alone during 
painful stimuli – whilst leaving all other pain pathways intact – would be an interesting area 
to explore experimentally. 
Caveats relating to the way that silencing with GtACR may affect experimental results are also 
important to note. In particular, rebound activation was observed after silencing, and was 
greater after longer silencing periods. Such rebound firing has been reported previously (Mahn, 
Gibor, Patil, Cohen-Kashi Malina, Oring, Printz, et al., 2018) However, the results above indicate 
that when the LC is inhibited, the tendency of cells to rebound may be augmented by the 
dynamics of alpha-2 mediated inhibition. The post silencing burst of activity may act as a 
complication in behavioural experiments, as phasic LC activation may trigger a sudden change 
in arousal level or signal salience (Carter, Yizhar, Chikahisa, Nguyen, Adamantidis, Nishino, et 
al., 2010; Takeuchi, Duszkiewicz, Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C. 
Smith, Fernández, Deisseroth, Greene and Morris, 2016; Glennon, Carcea, Martins, Multani, 
Shehu, Svirsky, et al., 2018).  
 
 Heating effects during laser stimulation 
Exposure to laser light – even at low intensities – can cause heating. This is relevant to studies 
using optogenetics, as previous studies using brain slices have shown that variations in bath 
temperatures can alter a range of parameters including resting membrane potential and 
spontaneous spike rate (Thompson, Masukawa and Prince, 1985; Kim and Connors, 2012). Data 
from a recent study by Owen et al (Owen, Liu and Kreitzer, 2019) indicates that 1 second 




heating of up to 1o in tissue up to 500μm from the tip of the laser. These parameters are similar 
to those used in this study - in particular the experiments described in section 4.4.34.4.3.2, in 
which 1 second illumination at 10mW, 465nm was used in mice, and 0.5 seconds at 15mW / 
465nm in rats.  
A previous in-vivo study of cells in pre-frontal cortex (PFC) has suggested that heating of similar 
magnitude (1-2o) can lead to increases in firing (Stujenske, Spellman and Gordon, 2015). 
However, in both in-vivo and in-vitro experiments, Owen et al found a consistent inhibition in 
cells from both the striatum and in fast spiking interneurons of the frontal cortex. This may have 
been mediated by the activation of inwardly rectifying potassium channels (Owen, Liu and 
Kreitzer, 2019). The authors suggest that previous reports of increased firing rates in PFC may in 
fact be due to the suppression of inhibitory interneurons.  
These results indicate that the effects of heating may be most relevant for the inhibitory LC 
experiments described in section 4.4.3.2. However, whilst heating effects cannot be ruled out, 
there are a number of factors which suggest it was not a dominant factor in determining LC cell 
responses to optogenetic inhibition (or excitation). Firstly, in all but one experiment, both o-LC 
cells were recorded simultaneously with c-LC cells on the same or neighbouring probe channels 
- and so at similar distances from the fibre shank, and experiencing similar heating effects (cell 
positions on the probe are shown explicitly for a subset of recordings in Chapter 5, Figure 2). 
Heating is therefore unlikely to account for the differing responses to laser. Secondly, responsive 
cells showed a response which was tightly time-locked (within ms) to the laser. This is in contrast 
to the unit recordings shown in Owen et al, in which spiking responses were gradually reduced 
over ~1s from laser onset, and the recovered over a similar timescale at the end of the laser 
period. Finally, during inhibition, 80% of cells were completely silenced, whilst in the data 
presented by Owen et al, heating effects reduced, but did not abolish spiking. The remaining 
two cells recovered firing midway through laser stimulation – again, the opposite of the 
behaviour expected if heating was leading to a gradually strengthening inhibition. 
 Requirement for further control experiments for laser stimulation 
Despite the factors discussed in 4.5.3, the results presented in this chapter would ideally have 
been presented alongside control experiments to account for the possible effects of light. This 
could be performed in future experiments by using versions of the viral constructs without ChR2 
/ GtACR, i.e. CAV2-PRS-mCherry or CAV2-PRS-fRED. Repeating the same experiments and 
analysis as detailed in this chapter would then allow identification of any non-optogenetic light 




involved pulses of illumination over longer periods than used in many other studies, for instance, 
whilst optogenetic studies of the LC in rats and mice in-vivo have used powers ranging from 
5mW (in mice) to over 20mW in rats, pulse duration is shorter, typically involving pulse lengths 
of between 5-30ms delivered at 5-25Hz (Carter, Yizhar, Chikahisa, Nguyen, Adamantidis, 
Nishino, et al., 2010; McCall, Al-Hasani, Siuda, Hong, Norris, Ford, et al., 2015; Uematsu, Tan, 
Ycu, Cuevas, Koivumaa, Junyent, et al., 2017; Breton-Provencher and Sur, 2019; Xiang, Harel, 
Gao, Pickering, Sara and Wiener, 2019).  
 
 Characteristics of LC cells 
Despite the technical difficulties, this study produced the largest reported dataset of 
optogenetically identified LC cells across two species.  
The results indicate that traditional methods of identifying LC cells – mainly based on low firing 
rates and responses to noxious stimuli – are a reliable method of distinguishing LC cells from 
non-LC cells. This finding provides a firm foundation for the conclusions of previous studies 
which have used these techniques to identify LC units (this constitutes all in-vivo LC studies prior 
to the availability of genetically targeted viral vectors for techniques such as optogenetics and 
calcium imaging) - and to any future studies which need to rely on the same approach. 
However, for the first time, the analysis of the o-LC set has indicated that there is a subset of LC 
cells (~10-20%) which would typically have been excluded from analysis based on ‘classical’ 
measures of identity. The functional significance of these cells may therefore have been 
overlooked: further experimental work is therefore necessary to understand whether this is 
significant.  
Finally, a large number of non-LC cells were recorded in the vicinity of the LC – sometimes on 
the same site as an identified LC cell. These had highly variable characteristics, some of which 
overlapped with LC cells (for instance, a small increase in firing rate in response to footpinch, or 
a modest decrease in firing after i.p. injection of clonidine). This reinforces the need to use the 
full set of identification criteria – and ideally histological verification of the recording site - when 






5  Multiunit dynamics in the context of a modular LC 
 
 Introduction 
The study described in Chapter 4 produced a dataset of simultaneously recorded LC units in rats 
and mice, capturing responses during noxious events and optogenetic excitation / inhibition. 
This data offers an opportunity to explore interactions between LC cells in detail. In particular, 
firing patterns can be examined for evidence of a modular sub-structure within the LC. This 
question is particularly relevant in light of recent experimental evidence which contradicts the 
longstanding idea of the LC as a homogenous collection of synchronised cells, and instead 
supports the hypothesis that the LC consists of modules specialised to support different 
behavioural functions.  
 
  Evidence for a modular LC 
Historically, the LC has been viewed as a synchronised, homogeneous unit (Berridge and 
Waterhouse, 2003). Tracing studies indicated that LC cells project to multiple targets without a 
discernible underlying principle (Room, Postema and Korf, 1981; Loughlin, Foote and Fallon, 
1982; Foote, Bloom and Aston-Jones, 1983). A similar conclusion was reached by a more recent 
bulk tracing investigation which used trans-synaptic retrograde tracing to map both the inputs 
and outputs of the LC in detail, and found diffuse projections to most areas of the brain from 
the majority of units(Schwarz, Miyamichi, Gao, Beier, Weissbourd, DeLoach, et al., 2015).  
Synchrony between cells was thought to be enforced by widespread electrotonic coupling 
(Ishimatsu and Williams, 1996; Usher, Cohen, Servan-Schreiber, Rajkowski and Aston-Jones, 
1999). This fit neatly with a view of the LC as a ‘global’ state modulator, implicated in changing 
levels of arousal and in providing a strong, coordinated response to noxious or salient stimuli 
(Foote, Aston-Jones and Bloom, 1980; Aston-Jones and Bloom, 1981a, 1981b; Fuxe, Dahlström, 
Jonsson, Marcellino, Guescini, Dam, et al., 2010) . 
However, some tracing experiments hinted at a more organised substructure. These studies 
found evidence that LC cells were topographically organised according to preferred projection 




the LC, those targeting spinal regions located ventrally, and cells with projections to frontal 
cortex found preferentially in dorsal regions (Mason and Fibiger, 1979; Waterhouse, Lin, Burne 
and Woodward, 1983; Loughlin, Foote and Grzanna, 1986)). Using double retrograde labelling, 
Chandler et al also found a strongly differentiated LC structure with little overlap between the 
projection targets of individual cells (Chandler, Lamperski and Waterhouse, 2013; Chandler, Gao 
and Waterhouse, 2014).  For instance, as few as ~5% of LC cells had overlapping targets when 
different regions of frontal cortex were compared. The same figure was reported for the 
approximate overlap between projections to amygdala and frontal cortex (Uematsu, Tan and 
Johansen, 2015)).  
The apparent conflict between these results may be a product of a complex LC projection 
pattern combined with limited sampling of cells.  By tagging thousands of individual LC neurons 
with unique mRNA barcodes, Kebshull et al demonstrated that individual units have clear 
preferred targets whilst still projecting broadly (but sparsely) to other areas (Kebschull, Garcia 
da Silva, Reid, Peikon, Albeanu and Zador, 2016) – a level of detail not visible using bulk 
retrograde tracing techniques, which can only differentiate between dense and sparse 
projections via the probability of transfection.  If this probability is high, both dense and sparse 
areas will simply be labelled identically as a projection target, a binary outcome that leads to a 
distortion of the true picture. 
Heterogenity is also evident in an accumulating body of other experimental results. Groups of 
LC cells have been found to differ significantly in their baseline firing rate, action potential 
morphology, and in the expression of markers for excitability and rate of noradrenaline release 
(Chandler, Gao and Waterhouse, 2014; Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016; 
Totah, Neves, Panzeri, Logothetis and Eschenko, 2018).  The activation of subgroups of LC cells 
with distinct targets has also been shown to have strikingly different behavioural correlates. 
Differential activation of either spinal or frontally projecting LC is associated with either 
analgesia or aversion (Hickey, Li, Fyson, Watson, Perrins, Hewinson, et al., 2014; Hirschberg, Li, 
Randall, Kremer and Pickering, 2017). In another study, Uematsu et al showed that LC 
projections to amygdala were implicated in heightened fear learning - whilst extinction learning 
was found to be associated with activation of frontally projecting LC (Uematsu, Tan, Ycu, Cuevas, 
Koivumaa, Junyent, et al., 2017).  In both studies, the differences could be seen via altered 
behavioural outcomes following excitation (via opto- or chemo-genetic approaches) of either 
module. Uematsu et al also reported that specificity could be seen retrospectively following 
different types of behaviour, with no additional interventions to alter firing patterns. Fear 




projecting the amygdala and frontal cortex were compared. Different modules of the LC may 
therefore be called into service depending on context, effecting a carefully patterned release of 
noradrenaline appropriate to behavioural requirements.  
It is important to note that this ‘modular’ mode of LC activity exists alongside the en-masse 
response to noxious or highly salient stimuli (Cedarbaum and Aghajanian, 1978; Foote, Aston-
Jones and Bloom, 1980; Uematsu, Tan, Ycu, Cuevas, Koivumaa, Junyent, et al., 2017). Carefully 
orchestrated modular activity can therefore be overridden in specific contexts, causing a shift to 
a global mode of response (and concomitant release of noradrenaline). 
Limited evidence for heterogeneity has also been found in studies of inputs to LC. The work of 
Schwarz et al (Schwarz, Miyamichi, Gao, Beier, Weissbourd, DeLoach, et al., 2015) has indicated 
that the LC receives inputs from a wide range of brain areas, many of which converge onto 
individual LC neurons – which can receive inputs from as many as 15 different regions. The same 
study showed that LC neurons projecting preferentially to the medulla receive a smaller input 
from the central amygdala than those projecting to other regions, hinting at some specificity via 
differential inputs and outputs.  
 Mechanisms for creating a modular LC structure 
A growing body of evidence now supports the existence of functionally specific LC modules, 
capable of operating both differentially and collectively. It is possible that a combination of 
common or differential synaptic input and interactions between cells supports both modular 
and global modes of activity. However, the architecture of this system is still largely unknown, 
as is the way in which the structure may manifest itself in the firing rates of individual cells. 
Further investigation of the interactions between LC cells in-vivo is therefore a timely and 
necessary addition to the LC literature.  
Two well established mechanisms by which LC cells are able to interact are gap junction coupling 
and lateral inhibition, twin factors that have served as the basis for previous modelling attempts 
of LC firing (Usher, Cohen, Servan-Schreiber, Rajkowski and Aston-Jones, 1999). The 
characteristics of both of these mechanisms are investigated in this chapter. 
 Auto-inhibition  
Auto-inhibition describes the capacity of LC cells to silence after activation. LC cells express 
inhibitory α-2 adrenoceptors (Cedarbaum and Aghajanian, 1976, 1977), are inhibited by 




noradrenaline locally via recurrent axon collaterals (Swanson, 1976), creating a mechanism for 
auto-inhibition. This mechanism has been demonstrated in studies of responses to peripheral 
stimuli and antidromic LC activation, which showed that the period of silencing can be 
significantly reduced via the α-2 antagonist piperoxane (Aghajanian, Cedarbaum and Wang, 
1977; Cedarbaum and Aghajanian, 1978). This inhibition is likely to be responsible for the 
characteristic ‘biphasic’ response of LC units to noxious stimuli such as footpinch ((Cedarbaum 
and Aghajanian, 1976), as described in Chapter 4), and for the silencing period observed 
following optogenetic excitation. 
Evidence further suggests that silencing affects some LC units even when they are not directly 
activated (Aghajanian, Cedarbaum and Wang, 1977).  Aghajanian et al activated LC cells 
antidromically via electrical stimulation of the dorsal ascending noradrenergic bundle (in 
anaesthetised rats). The study found that at low currents (<1mA), only a proportion of the LC 
cells fired antidromic spikes - but that some LC cells exhibited a period of post-stimulus silencing 
even without spiking. The mean period of silencing was maximal for higher currents in which all 
cells were activated; furthermore, the silencing period could be reduced via systemic or local 
administration of piperoxane. This suggests that at least in some cells, α-2 inhibition can act 
‘laterally’, i.e. between cells, with excitation of one LC neuron causing inhibition of another. 
However, no further quantification of the number of cells exhibiting this pattern of activity was 
provided.  
The use of optogenetics provides the opportunity to extend the current body of knowledge 
relating to auto and lateral-inhibition. Optogenetic responses are limited to genetically 
identified LC cells, providing a setting in which excitation (or inhibition) is reliably limited to LC 
cells. In contrast, electrical stimulation experiments are non-specific, always excitatory, and 
always carry the risk that non-target groups of cells are being activated.  Analysis of the 
responses of the c-LC cells (those that did not directly respond to laser stimulation) in the LC 
dataset described in Chapter 4 constitutes the first time that optogenetic techniques have been 
used to assess lateral inhibition, and to quantify the responses on a single unit level - and the 
first time that the wider effects of inhibition of subsets of cells have been assessed.  
 Gap junction coupling 
Gap junction coupling describes the presence of channels (joining either axons or dendrites) 
which directly connect the cytoplasm of two cells, allowing the movement of small molecules 
and ions. These channels function as low pass filters for changes in voltage, because 




takes time to charge) (Shimizu and Stopfer, 2013).  Gap junctions can be detected directly via 
the spread of gap junction permeable dye (e.g. biocytin or neurobiotin) between coupled cells 
(Connors, Benardo and Prince, 1983; Peinado, Yuste and Katz, 1993; Bruzzone and Dermietzel, 
2006). This method has been used to demonstrate the presence of gap junctions in LC from 
neonatal – but not adult - rats (Christie, Williams and North, 1989; Christie and Jelinek, 1993) 
 Coupling between pairs can also be indirectly detected via the presence of slow (~1-2hz in LC) 
correlated subthreshold membrane potential oscillations, which persist when synaptic input is 
blocked via agents such as TTX but are disrupted when gap junction blockers such as 
carbenoxolone are applied (Christie, Williams and North, 1989; Ishimatsu and Williams, 1996; 
Alvarez, Chow, Van Bockstaele and Williams, 2002), These oscillations can act to synchronise 
action potential firing, as when both cells are simultaneously brought close to threshold, both 
have a higher probability of spontaneously spiking (Ishimatsu and Williams, 1996; Alvarez, Chow, 
Van Bockstaele and Williams, 2002) .   
In the LC,  in-vitro studies indicate that gap junctions exist in a dense shell of dendrites outside 
of the LC core (Ishimatsu and Williams, 1996; Alvarez, Chow, Van Bockstaele and Williams, 
2002).  In neonatal rats, the resulting membrane potential oscillations between cells are highly 
correlated, leading to synchronised firing (Christie, Williams and North, 1989; Ishimatsu and 
Williams, 1996; Alvarez, Chow, Van Bockstaele and Williams, 2002)  . However, in the adult rat, 
gap junctions are fewer in number and physically smaller (Rash, Olson, Davidson, Yasumura, 
Kamasawa and Nagy, 2007), and coupling between cells is weaker.  In-vitro investigation of 
membrane oscillations by Alverez et al (Alvarez, Chow, Van Bockstaele and Williams, 2002) 
indicates that whilst coupling is widespread in slices from neonatal rat LC, it is substantially 
reduced in slices from adults. In neonates, 90% of cell pairs displayed sub-threshold oscillations, 
whilst in adults this was reduced to 55%. The mean pairwise correlation coefficient for 
membrane oscillations was ~0.7 (where 1 represents perfect alignment) in neonates, whereas 
in adults, this was reduced to ~0.5 – a loss of correlation which may act to reduce the synchrony 
of action potentials. The degree of spiking synchrony in adult LC was also highly frequency 
dependent, reaching a maximum correlation of 0.9 at ~0.3Hz – a property that was not apparent 
in the neonate. Mathematical modelling has previously suggested frequency dependence is a 
property of some coupled cells – the work of Alvarez et al suggests that such dependence may 
become more prominent when conductance due to gap junction coupling is present, but weak. 
The evidence above suggests that, in the LC, gap junctions promote action potential synchrony 
by creating shared, slow timescale oscillations in membrane potential as a result of the low pass 




probable. However, other gap junction coupled cells are also known synchronise action 
potentials over much faster (millisecond) timescales. Some studies have demonstrated that the 
direct transmission of voltage changes during an action potential in one cell is enough to trigger 
an action potential in the other (particularly if both are nearing the threshold of depolarisation). 
This leads to a tight coupling between action potentials, occurring with delays on the 1ms 
timescale (for  Golgi cell cerebellum) or 5ms timescale (for interneurons in neocortex) ( (Chu, 
Galarreta, Hestrin, Monyer, Buzsáki, Connors, et al., 2003; van Welie, Roth, Ho, Komai and 
Häusser, 2016).  The occurrence of this coupling is likely to be dependent on the specific 
properties of the gap junction and the cell types. Due to the low pass filtering effect of the 
junction, in-vitro and theoretical studies have reported that the fast depolarising component of 
an action potential can be filtered out more strongly during transmission across the junction 
than the slow AHP (Nolan, Logan and Spanswick, 1999; Chow and Kopell, 2000; Dugué, Brunel, 
Hakim, Schwartz, Chat, Lé, et al., 2009; Shimizu and Stopfer, 2013). This means that the net 
effect of the spike at the receiving cell may be excitatory or inhibitory (or have little overall 
effect), depending on the shape of the action potential and the properties of the junction 
(Ostojic, Brunel and Hakim, 2009; Vervaeke, Lőrincz, Gleeson, Farinella, Nusser and Silver, 2010).  
In a single in-vitro study of adult rat LC, actions potentials in paired cells were reported to fire 
with a mean offset ~60±20ms – far above the timescales suggested for tightly coupled gap 
junction cells (Alvarez, Chow, Van Bockstaele and Williams, 2002). Further experimental 
evidence suggests that in the LC, tightly locked, coupled action potentials are prevented by 
capacitive filtering (Christie, Williams and North, 1989). In line with this finding, in-vitro studies 
have been unable to demonstrate the triggering of action potential in gap junction coupled LC 
cells via evoked action potentials in its partner (Christie, Williams and North, 1989; Ishimatsu 
and Williams, 1996). This suggests that pairwise coupling is weak.  Finally, the overall properties 
of LC membrane oscillations also appear largely unaffected by individual action potentials, only 
changing significantly in response to events affecting larger numbers of cells over longer 
timescales (>100ms) (Travagli, Dunwiddie and Williams, 1995; Ishimatsu and Williams, 1996). 
This may indicate that, in the adult LC, weak gap coupling produces membrane properties that 
are a slow timescale, emergent feature of the firing of multiple cells.  
This weak coupling may manifest in spike trains as a ‘loose’ (i.e. with timescales of ~60±20ms) 
probabilistic coupling of action potential times associated with common changes in membrane 
potential due to underlying oscillations - rather than tightly coupled transmission of spikes 
occurring over millisecond timescales. Ishimatsu et al (Ishimatsu and Williams, 1996) have 




the event of significant and sustained afferent input  - relevant for the switch from modular to 
global activity noted by Uematsu et al (Uematsu, Tan and Johansen, 2015). Alternatively, 
selective gap junction coupling could form the basis for modular structure, with relatively 
stronger correlations in firing between cells sharing the same preferred projection target. 
Using the dataset of multiple LC cell pairs described in Chapter 4, it is possible to assess the 
prevalence of coupling on different timescales (<10ms vs <100ms) in vivo, providing insight into 
the following areas: 
- The prevalence of correlations between spike trains over different timescales - potentially 
providing insight into the way that gap junction coupling alters LC firing patterns. 
- The importance of cell locations with the LC, e.g. if the LC is topographically organised into 
modules, are nearby cells more likely to be gap junction coupled (and/or laterally 
inhibited)? 
- Changes in correlations between baseline periods, and during responses to noxious stimuli 
when the LC is ‘globally’ activated – when large numbers of cells may be recruited to fire in 
a synchronised manner, as suggested by Ishimatsu et al (Ishimatsu and Williams, 1996). 
 Previous studies of LC interactions 
Until recently, recordings of multiple units in LC in vivo have been rare. Only one existing study, 
by Totah et al , has so far attempted to characterise multiunit firing in vivo (Totah, Neves, 
Panzeri, Logothetis and Eschenko, 2018). This study, performed in adult rats, found levels of 
pairwise synchrony on millisecond timescales (<5ms) to be near zero, even during periods of 
activity evoked by electric shocks to the feet. The study also found that units could be separated 
into two distinct waveform types based on action potential duration, and that these groups 
differed in firing rate and location (with narrow units located more often in the ventral portion 
of the LC). Finally, Totah et al reported the existence of LC ensembles. These consisted of either 
spatially diffuse cell groups (up to 9) with firing correlated over 10s of milliseconds, or highly 
localised cell groups (usually of 2-3 cells) with firing occurring within 1ms. This study provides a 
useful comparator for some of the areas of investigation described in this chapter. In mice, no 
multiunit studies have been performed to date; the work carried out in this chapter constitutes 





The dataset described in Chapter 4 enables detailed examination of interactions between LC 
cells. In total, 87 LC cells (297 simultaneously recorded pairs) were recorded across 15 rats and 
33 LC cells (101 pairs) were recorded across 4 mice. Existing investigations of multiunit dynamics 
are extended by the inclusion of optogenetic stimulation, recordings in mice as well as rats, and 
by a comparison of similar data in a neighbouring brainstem region (Barrington’s nucleus – 
situated immediately lateral to LC, and part of a control circuit controlling micturition).   
In this chapter, I examine multiunit dynamics of the LC for evidence of homogeneous or modular 
structure, in particular, investigating: 
• The extent of lateral inhibition via optogenetic activation / inhibition of some, but not 
all, simultaneously recorded LC units. This analysis also provides the first ‘ground truth’ 
examples of the responses of non-laser responsive LC cells during optogenetic 
interventions. This is highly relevant to behavioural studies in which optogenetic 
techniques are used – as unexpected responses by non-responsive cells may complicate 
interpretation of results. 
• The prevalence and timescale of pairwise synchrony and cross correlations. 
• The existence of sub-groupings of LC cells, identified via action potential morphology 
and differing in response characteristics. 
• The comparison of these measures between rats and mice, and between brainstem 
regions in mice. 
 
 Methods 
 Acute LC recordings in rats and mice 
The methods used to perform LC recordings and identify LC units are as described in Chapter 4. 
Unless stated, the analysis below relates to the joint dataset of o-LC and c-LC cells. 
 Acute recordings in Barrington’s nucleus in mice 
Barrington’s nucleus (Barr) is a small pontine nucleus located immediately laterally to the LC, 
shown in Figure 35. Recordings in Barrington’s nucleus were performed as part of a separate 
project examining the role played by Barrington’s cells expressing corticotrophin releasing 




recordings and viral injections in Barrington’s nucleus in mice were carried out by Dr. Hiroki Ito.  
Methods for recording from BarrCRH in mice are described in detail in (Ito, Sales, Fry, Kanai, Drake 
and Pickering, 2019),  Appendix 2 and are also briefly described below.  
 
 
Multisite recordings targeted cells in Barrington’s nucleus expressing corticotropin releasing 
hormone (BarrCRH; these constitute the majority of cells in the nucleus). Prior to recording, 
channelrhodopsin-2 was selectively expressed in BarrCRH neurons of CRHCRE mice (Jax Laboratory 
#012704). via injection of Cre-dependent adeno-associated viral vector AAV-EF1α-DIO-ChR2-
mCherry directly into Barrington’s nucleus.  AAV-EF1α-DIO-ChR2-mCherry (1.6 x 1012 viral 
genomes / ml) was obtained from University of North Carolina vector core facilities, via the 
laboratory of Prof. Karl Deisseroth. The methods for viral injections into mouse Barrington’s 
nucleus are as described for viral injections into mouse LC in Chapter 4, with slightly altered 
injection coordinates 5.3 mm posterior to bregma, 0.7 mm lateral and 3.5 mm below brain 
surface. 600nl total of AAV was injected per side (both unilateral and bilateral injections were 
included in the study).  
Acute recordings took place three weeks after viral injections. Methods of targeting of 
Barrington’s with a tapered optic fibre and recording probe were identical to those described 
for mouse LC recordings in Chapter 4, with coordinates adjusted to 0.7mm (rather than 0.8mm) 
lateral to target Barrington’s rather than LC  (Figure 35).  Mice were anaesthetised with urethane 
Figure 35 The location of Barrington’s nucleus relative to LC in the mouse. The section shown is a coronal slice, at -
5.52 mm relative to bregma (Franklin and Paxinos, 2008). Barrington’s nucleus runs alongside almost the entire 
rostral-caudal length of the LC (shrinking relative to the LC towards the rostral end) and extends over a similar dorsal-
ventral extent. Right hand figure shows immunohistochemistry (carried out by Dr Hiroki Ito) following an experiment 
(not related to the LC) in which Barrington’s neurons were transduced with AAV-DIO-ChR2-mCherry (for details, see 
Appendix 2). Staining for mCherry (magenta) shows the transduced Barrington’s neurons alongside LC cells, which 




(0.8-1.2mg/kg)  and placed in a stereotaxic frame (Narishige). The skull was exposed and a burr 
hole was drilled unilaterally at coordinates 5.3 mm posterior to bregma, 0.7mm lateral. A second 
burr hole was made at coordinates 8.8mm posterior to bregma, 0.7mm lateral, and an optical 
fibre was inserted at a rostral angle of 45o to a depth of 4.9mm. A 465 nm LED (Plexon, Dallas 
USA) was used to provide light to the optical fibre (controlled by Spike2, CED). The light power 
exiting the fibre tip was measured and adjusted to ~10mW at the fibre tip.  
Recordings were made using a 32 channel silicon probe, as for LC recordings (NeuroNexus, 
A1×32-Poly3-10mm-25 s-177-A32). The probe was inserted at the more rostral coordinates 
described above to a dorsal-ventral depth of 3.5mm, and a reference electrode (Ag/AgCl) was 
inserted under the skin on the scalp. The probes were connected to an amplifier-digitising 
headstage (INTAN, RHD2132). The signals were amplified and filtered (100Hz-3 kHz) and 
digitized before being recorded and displayed by the openEphys system.   
The identity of BarrCRH cells was verified optogenetically via light activation using 10mW 
illumination (as for optogenetic activation of LC). Cells were also identified via their firing activity 
at different phases of the bladder voiding cycle (see Appendix 2).  
The location of the probe was also confirmed histologically after the experiment. Individual unit 
spike times were obtained via the data pipeline described in Chapter 4 (via KiloSort and PHY). 
Cells were classified as BarrCRH based on their response to laser illumination and/or responses 
during the voiding cycle. 
 Data analysis - measures of correlation and synchrony 
Custom MATLAB scripts were written to perform all LC and Barrington’s data analysis. Two 
methods, Pearson’s coefficients and cross correlograms, were used to evaluate the synchrony 
of spiking between cell pairs. 
 Pearson coefficients  
Pearson coefficients (RSC) provide a measure of the linear correlation between two spike trains, 
based on whether the two trains vary from their respective means at the same time and in the 
same direction (i.e. their covariance, (Cohen and Kohn, 2011)). A coefficient of +1 implies a 
perfectly correlated relationship, such that the two series could be described via a linear 
equation. To calculate RSC for the firing times of a given unit pair, spike trains are first binned to 
create two equal-length vectors of firing information. The size of the bin sets the scale of 




occurring 50±5ms apart will mostly be seen as simultaneous rises in firing rates and will be highly 
correlated. However, the same pair may not be detected as significantly correlated with a binsize 
of 1ms, as the changes in firing rate occur with a comparatively large lag. The binsize is therefore 
an approximate measure of the timescale within which the interaction occurs.  
All Pearson Coefficients were generated using the MATLAB function ‘corr’ and binsizes of 5, 10, 
50 and 100ms. No coefficients could be calculated for pairs including cells which were 
completely silent in the baseline (31 pairs in the rat dataset). Because smaller sample sizes can 
distort Pearson’s coefficients (Cohen and Kohn, 2011), only recordings with a baseline of ten 
minutes were included, leading to the exclusion of one recording. 
 Cross correlograms 
Cross-correlation measures the number of coincident spikes between one spike train and 
another. The cross-correlogram is calculated at various ‘lags’, in which time-delays are uniformly 
added to one of the two spike-trains; the coincidence across a range of lags can then be plotted 
(a cross correlogram). The synchrony  between spike trains – a measure of the extent to which 
spike timings are precisely aligned – is evaluated using peaks in the cross correlogram (Cohen 
and Kohn, 2011). This means that it is the shape of the distribution that is used to identify 
significant interactions, rather than absolute magnitude of the coefficients. Cross correlograms 
can provide more detail about the characteristics of a relationship between two units, for 
instance, via the offset of a peak from zero - which describes the typical delay between two 
linked spikes - and the width of a peak, which describes the variance on the delay.   
In order to detect significant peaks in cross correlograms the ‘jittering’ method outlined by 
Fujisawa et al (Fujisawa, Amarasingham, Harrison and Buzsáki, 2008) was used.  This method 
uses a combination of spike jittering and binsize to investigate interactions over varying 
timescales. Each spike time is assigned a jitter randomly drawn from a uniform interval. The 
addition of the jitter destroys correlations which have peak widths smaller than the jitter size, 
whilst leaving interactions at larger timescales intact.  
 The original cross correlogram can then be compared to jittered versions in order to identify 
significant peaks (the size of the jitter sets an upper limit for interaction timescale, as 
correlations above this timescale are preserved after jittering, and no significant difference is 
seen between original and jittered data). In order to compare correlograms resulting from the 
original and jittered data, the 99% confidence level is calculated for coincidence counts in each 




spike trains), was calculated. Significant peaks are defined as those that exceed both the binwise 
and global 1% expected count. The binsizes, jitters and windows for each correlogram are shown 
in Table 9. In the analysis below, each spike train was jittered 250 times at each timescale.  
 
Timescale interaction 
of interest (ms) 
Binsize (ms) Jitter (ms) Window (ms) 
<5 1 5 10 
<10 1 10 20 
<50 5 50 100 
<100 10 100 200 
<500 50 500 1000 
<1000 100 1000 2000 
<2000 200 2000 4000 
Table 9 Details of bin sizes, jitters and windows used for cross correlation analysis 
Correlations were calculated between cell pairs over baseline period and over periods consisting 
of windows around footpinch periods (.5 seconds before TTL to 2 seconds afterwards). In the 
analysis below, cross correlations were generated using the MATLAB function ‘xcorr’. 
 Analysis of Barrington’s data for correlation coefficient comparison 
Correlations between CRH positive Barringtons cells (BarrCRH) were compared to those between 
LC cells in mice. The experimental preparation used during BarrCRH recordings involved bladder 
filling and voiding.  BarrCRH cells are known to abruptly increase their firing rates at times when 
the bladder is voiding; experimental evidence also indicates that the Pearson’s coefficient for 
individual cell also rises significantly during this period (see (Ito, Sales, Fry, Kanai, Drake and 
Pickering, 2019) or Appendix 2, Figure 6, particularly (e)). In order to make a reasonable 
comparison between baseline BarrCRH and LC cells, periods when the bladder was voiding were 
windowed out of the Barrington’s data (using a window of 15 seconds on either side of the peak 
of bladder pressure). The remaining spike trains were used for comparison with LC. 
 MATLAB modelling of correlations between simulated spike train pairs 
No studies have so far reported Pearson’s coefficients for action potentials arising from LC cells 




threshold membrane oscillations).  Some difficulty therefore arises in interpreting the results of 
such analysis techniques in actual LC data, for instance, in understanding what values might 
represent a gap junction coupled pair. To provide some context for results, a MATLAB model 
was coded simulating Pearson’s coefficients and cross correlograms between pairs of spike 
trains under different types of coupling: 
- Uncoupled, in which spikes occur randomly (a Poisson process) 
- ‘tight’ coupling, in which spikes in paired cells are fired within 1ms 
- ‘broad’ coupling, in which spikes in paired cells are fired within 60 ±20ms 
To do this, spike times for two simulated cells were initially generated as a Poisson process 
(random firing times) over a 600s period. For the uncoupled units, the correlation coefficient 
between these unaltered, randomly generated trains was calculated. To develop the model, 30% 
of spikes were selected from each train, and used to produce coupled spikes in the spike train 
of the partner cell. This figure was drawn from data describing gap junction coupled cells which 
indicated 30% of spontaneous spikes were accompanied by a coupled action potential in the 
partner cell (van Welie, Roth, Ho, Komai and Häusser, 2016). Whilst this study was in cerebellar 
Golgi cells rather than LC cells (no comparable figure has been reported for the LC), the 
synchrony of subthreshold oscillations was similar to that reported for LC, with a correlation in 
membrane voltage of 0.6 (compared to 0.5 in adult LC (Alvarez, Chow, Van Bockstaele and 
Williams, 2002; van Welie, Roth, Ho, Komai and Häusser, 2016)). Code parameters were 
adjusted to ensure that the overall firing rate of the simulated LC cells remained at ~1hz (in the 
region of the mean firing rate of 1.16Hz for LC cells reported in Chapter 4).   
The delay for insertion of ‘transmitted’ spikes into the recipient spike train was set at either a 
constant value of 1ms, (‘tight’ coupling) or a variable delay modelled as a Gaussian with mean 
60ms and standard deviation 20ms, (‘broad’ coupling). These two scales of coupling were 
suggested by previous studies of gap junction coupled cells in the cortex/cerebellum, and in the 
LC, as described in section 5.1.2.1 (Alvarez, Chow, Van Bockstaele and Williams, 2002; van Welie, 
Roth, Ho, Komai and Häusser, 2016). Simulated spike trains were then used calculate example 
Pearson’s correlation coefficients and cross correlograms. 
 Clustering of LC units via action potential morphology 
Differences in waveform morphology have previously been used to distinguish between distinct 
subgroups of cells, including in the LC (Barthó, Hirase, Monconduit, Zugaro, Harris and Buzsáki, 




Nogueira, Calcaterra, Frazão, et al., 2018; Totah, Neves, Panzeri, Logothetis and Eschenko, 
2018). However, waveforms recorded extracellularly are known to vary in shape depending on 
the distance between the recording channel and the soma, complicating the analysis and 
potentially leading to erroneous groupings. For instance,  an action potential may be recorded 
as clearly triphasic on channels within ~100μm of the cell soma, but biphasic on channels further 
away (Marques-Smith, Neto, Lopes, Nogueira, Calcaterra, Frazão, et al., 2018). Both types of 
waveform were recorded in LC cells (see Figure 43). 
To avoid these complexities, waveform features based on the relative heights of subpeaks (i.e. 
features typical of a triphasic waveform) were avoided.  Instead, measures based on the 
waveform duration were used. These included the full width half maximum (FWHM) of the 
central trough, and the time from the initial voltage deflection to the final maxima. The FWHM 
has been found not to have a dependence on the distance to the recording channel (Marques-
Smith, Neto, Lopes, Nogueira, Calcaterra, Frazão, et al., 2018); measures based on spike duration 
were also found to be the most reliable method of distinguishing cell subtypes in a separate 
study using silicon probes to record in neocortex (Barthó, Hirase, Monconduit, Zugaro, Harris 
and Buzsáki, 2004) 
In order to extract key features for each waveform, analysis was performed in MATLAB using 
the mean waveform for each cell. This mean waveform was calculated from a random sample 
of 2000 action potentials for each unit, as described in Chapter 4, section 4.3.1. The MATLAB 
function ‘findpeaks’ was used to identify the central trough, the FWHM and the final maxima. 
Changes in the gradient of the voltage trace were used to identify the times of the onset of the 
action potential. Onset was detected when the difference between consecutive voltage values 
was 5 standard deviations from the mean difference recorded over the first 0.5ms of the 
waveform.  
The resulting features were then used to cluster the units via the K-means algorithm. The 
number of clusters was set by ‘elbow’ analysis. This is a popular solution to the problem of 
choosing the number of clusters to use, which plots the total distance of data points to their 
assigned centres of mass as a function of the number of clusters (Hardy, 1994). The resulting 
plot generally looks like an arm, with an ‘elbow’ point where the total distance drops abruptly – 





 c-LC cells display both inhibition and excitation during ChR2-mediated LC 
excitation  
In animals injected with CAV2-PRS-ChR2-mCherry the firing behaviour of c-LC cells was 
investigated to assess the extent of lateral inhibition. In both rats and mice, 5 recordings were 
included in which both o-LC and c-LC cells were simultaneously recorded, during >=5 repeated 








Laser responsive cells (o-LC) displayed an increase in firing rate (>2 fold increase in spiking in 
both rats and mice, as described in Chapter 4) tightly locked to periods of laser illumination, 
followed by a silencing. This silencing is likely due to α-2 mediated autoinhibition due to local 
release of noradrenaline, which may also act laterally between cells or groups of cells 
(Aghajanian, Cedarbaum and Wang, 1977). 
In the mouse dataset, statistics were calculated for 10 c-LC cells. The change in firing rate was 
calculated by comparing the number of spikes during 2 second windows before and after the 
laser was switched on. Two cells were silent in the period before the laser, so a relative change 
could not be calculated. A mean reduction in spike count (over repeated 1s laser events) was 
observed in 11 out of 12 active cells (92%) (see Figure 36 (a)). The remaining cell exhibited a 
small mean increase in firing over repeated events (~9%), but this was not statistically significant.  
Figure 36 also shows a plot of the mean firing rates of both groups of cells during the laser. At 
the group level, there is a significant overall decrease in the spiking of c-LC cells. As a group, 
these cells gradually reduce their firing rate throughout the laser period (i.e. over timescales of 
100-1000ms) and eventually silence around 500ms after the end of the event, mirroring the 
firing rate of the responsive cells at the same time. This is consistent with an α2 mediated 
inhibition due to increased local release of noradrenaline by activated cells. 
In the rat dataset, statistics were calculated for 16 c-LC cells (Figure 36) (d) and (e)). The mean 
change in spike count for each cell was calculated, as above, in 2 second windows before and 
after onset of laser stimulation. At a group level, c-LC cells appeared to increase their firing rate 
during – and beyond – the period of laser stimulation. However, this overall increase was due to 
responses from cells recorded in just one animal. Two recordings took place in this animal 
Figure 36 (opposite page) (a) Mean firing rates of mouse LC cells during 1000ms laser events (in animals injected with 
CAV2-PRS-ChR2-mCherry). The blue patch shows laser activation. In c-LC cells, firing rates decreased during laser 
stimulation of o-LC cells. (Lilliefors test for normality, Wilcoxon sign-rank test, * p<0.05, ** p<0.01)  (b) the position of 
the primary recording site for both o-LC and c-LC cells, including the cells plotted in (a). Numbers above the probe refer 
to recording labels, as given in Chapter 4, Table 3. One c-LC cell in this set was an outlier that displayed a net increase 
in firing rate (marked with an ‘x’) , however, this cell was no further from / nearer to laser-responsive cells than others 
in the set. Overall, there was no relationship apparent between the changes in firing rates and the relative positions 
of cells on the probe. (c) an example of a c-LC cell which reduces its firing rate during laser excitation of o-LC cells. 
 (d) Mean firing rates for c-LC and o-LC cells during 500ms laser events in rats (injected with CAV2-PRS-ChR2-mCherry). 
In one recording c-LC cells significantly increased their firing rate during laser events. This increase was sustained 
during the period immediately after the laser (during which all o-LC cells are silenced).  (e) shows primary probe 
recording channels for c-LC and o-LC cells in rats; (f) shows an example of an o-LC cell which increased its firing rate 




yielding a total of 10 cells (labelled ‘Group 1’ in Figure 36 (c) and (d)). In all of these cells, firing 
rates gradually increased over first ~200ms of the laser and then remained high for seconds after 
the laser events had ended.  
It is unclear which mechanisms caused these cells to display an increase in firing rate which 
extended beyond the period when the laser was switched off.  It is possible that the firing rate 
increase is due to a weak excitatory response to the laser (i.e. from weak transduction of cells). 
However, the firing of responsive cells is always tightly locked to the laser and accompanied by 
a period of post-event silencing as shown in Chapter 4. Alternatively, the cause of the increase 
in firing could be caused by a ‘chain’ of lateral inhibition: cells may have been subject to lateral 
α2 inhibition by other LC cells, which were themselves inhibited during the laser event – but 
again, how this effect would be sustained beyond the laser period is unclear.  It is also in principle 
possible that the increase was caused by the depolarising effect of gap junction coupling during 
sustained firing: 500ms excitation is a relatively slow timescale event which may directly affect 
enough cells to influence coupled neurons). However, the timescale of the event again presents 
problems. The time constant for transmission of voltage changes between coupled LC cells has 
been reported to be in the range of 100-300ms (Christie, Williams and North, 1989), suggesting 
that changes in the membrane potential due to sustained firing of coupled cells would likely 
have decayed to insignificant levels. Finally, one alternative mechanism which may temporarily 
increase the firing of ‘bystander’ neurons could be the accumulation of extracellular potassium 
associated with ChR2-mediated neural activity (Octeau, Gangwani, Allam, Tran, Huang, Hoang-
Trong, et al., 2019). This could potentially lead to the depolarisation of nearby cells over a period 
extending beyond the laser stimulation (Larsen, Stoica and MacAulay, 2016). However, if this 
process is a general feature ChR2-mediated excitation, it is reasonable to expect that it would 
have been observed in c-LC cells in other animals. 
 
Cells recorded from other animals (6 cells) did not display any statistically significant change in 
firing rate overall or individually (‘Group 2’, Figure 36 (c) and (d)), although the direction of 
change was generally negative. Group 1 and 2 neurons did not differ in their baseline firing rates, 
or in their proximity to laser responsive LC cells. 
Across both rats and mice, no relationship was apparent between the primary recording location 
of the c-LC / o-LC cells on the probe and the response of the c-LC cells during laser stimulation. 
However, in the mouse recordings it is notable that laser responsive cells were in the majority – 
it is possible that local noradrenaline release during laser stimulation was widespread enough 




cells were found per recording. It is possible that this lower level of activation causes a more 
variable response in c-LC cells.  
Overall, these results suggest that the activation of a subgroup of LC units can alter the firing 
rate of other LC cells.  In this study, in mice the effect on ‘bystander’ cells is inhibitory. However, 
in rats the outcome of the activation is less certain and can lead to both excitation and inhibition.  
   
 GtACR mediated inhibition increases firing of c-LC neurons 
One recording in the dataset contained both o-LC and c-LC cells in a rat injected with CAV2-PRS-
GtACR-fRED. This recording featured only two c-LC neurons, both of which individually displayed 
a significant increase in the number of spikes fired in 2s windows before and after repeated 
1000ms laser illumination (Wilcoxon sign rank test for difference from zero, changes of 21.5% 
and 10%, p<0.01 for both cells, laser event was repeated 9 times). Firing output is shown in 
Figure 37 Responses of c-LC cells to laser inhibition of cells in animals injected with GtACR  (a) 
Positions of c-LC and o-LC cells recorded on the probe. Both c-LC cells displayed a significant 
increase in firing rate during repeated 5000ms laser events (b) Mean firing rates during laser 
illumination.. The increase in firing rate is consistent with a reduction in lateral inhibition due to 
decreased release of noradrenaline within the LC. Further experiments of this type would be 
needed to investigate whether inhibition of a sub-group of cells always produces increases in 
firing rate, or whether the result is more variable as for the ChR2 results above. 
Figure 37 Responses of c-LC cells to laser inhibition of cells in animals injected with GtACR  (a) Positions of c-LC and o-
LC cells recorded on the probe. Both c-LC cells displayed a significant increase in firing rate during repeated 5000ms 




 Simple models of coupling provide context for synchrony analysis 
In order to provide context for analysis of correlations between LC cells, Pearson’s correlation 
coefficients were calculated for 200 simulated cell pairs with coupling over two different 
timescales (described in section 5.3.3.4, Figure 38). Interactions between pairs of gap junction 
coupled cells have been reported to produce action potential pairs with delays of <5ms in non-
LC cell types (Chu, Galarreta, Hestrin, Monyer, Buzsáki, Connors, et al., 2003; van Welie, Roth, 
Ho, Komai and Häusser, 2016) and delays of ~60ms in the LC in vitro (Alvarez, Chow, Van 
Bockstaele and Williams, 2002). In building models of coupling, both timescales of coupling were 
considered.  
For tightly coupled pairs of cells in which action potentials occur with delays of order 1ms, 
Pearson correlation coefficients are elevated to >0.3 for both 10ms and 100ms bins. Note that 
because all cells in the model are coupled in exactly the same way - and no uncoupled cells are 
plotted - Pearson’s coefficients appear as isolated clusters above zero when correlations are 
present. In real data, these higher values are likely to be accompanied by many intermediate 
values representing uncoupled cells, and those with more varied coupling. In contrast, action 
potential pairs with delays of order 60±20ms (broad coupling) are only visible in terms of higher 
Pearson coefficients using binsizes of ~100ms.  
Figure 38 Pearson’s coefficients for models of pairwise coupling over different timescales. Stars indicate whether a 
particular set of coefficients was significantly non-zero (Wilcoxon sign-rank test,  *** p<0.001). With 10ms bins, only the 
coefficients calculated using tight coupling model are significantly non-zero. However, the broad coupling coefficient 
becomes significantly higher at binsizes of ~100ms (for clarity, significance markers for differences between groups are 
not shown on the plot, but were checked via one-way ANOVA / Tukey Kramer comparison between groups). There was 
no significant difference between  uncoupled/broad coupling sets at 10ms, or between either of those groups and the 




 Pearson’s correlation coefficients 
Pearson’s correlation coefficients were calculated for all cell pairs from the combined (o-LC and 
c-LC) datasets, using timescales (i.e. bin sizes) ranging from 5ms to 200ms.  Results are shown in 
Figure 39 and Table 10.  
Mean coefficients are significantly non-zero over all timescales, although the correlation is 
extremely weak for most pairs, with mean coefficients <0.1 for all LC in both rats and mice at all 
timescales. This is similar to the results found by Totah et al (Totah, Neves, Panzeri, Logothetis 
and Eschenko, 2018), which reported a mean correlation coefficient of 0.044 for rat LC (200ms 
bins). At group level, correlations were significantly different between all timescales except 
between 5ms and 10ms. 
Mean Pearson’s 
coefficients  
5ms 10ms 50ms 100ms 
Rat LC (267 pairs) 0.0027±0.0005         0.005±0.0008     0.028±0.003     0.049 ±0.005     
Mouse LC (110 pairs) 0.0045 ±0.0004     0.0098±0.0007     0.048±0.0028     0.089 ±0.0050     
Mouse BARR (196 
pairs) 0.014±0.001 0.025±0.0015 0.095±0.0048 0.17±0.0079 
Table 10 Pearson's coefficients for rat LC, mouse LC and mouse Barrington's nucleus 
In the modelled data, the tightly coupled cells displayed Pearson’s coefficients in the range of 
0.4 at 10ms timescales. In the real data, the mean coefficient at this timescale was <0.01 in both 
rat and mouse datasets, and there were no correlations above 0.1 for timescales under 10ms. 
The data suggests that there are very few, if any, tightly coupled cells firing regularly within 1-
10ms of each other. 
However, in rat LC, at timescales of 50-100ms there are multiple pairs with correlations in the 
range 0.1-0.4, consistent with coupling over a longer timescale as reported by Alvarez et al 
(Alvarez, Chow, Van Bockstaele and Williams, 2002) and modelled in Figure 38. Pairs with 
correlations in this higher range were examined in more detail to check for any properties that 
distinguished them from other cell pairs.  At the 100ms scale, there were 27 pairs (10% of the 
total number of pairs) with Pearson’s coefficients above 0.1 (all of the pairs at this level of 
correlation at 50ms were also present at 100ms). Basic properties of cells in these outlier pairs 
were checked for differences from other cells. There was no significant difference in baseline 




1Hz for others). 16 cells were present in more than one outlier pair, indicating that, whilst the 
overall level of linear correlation is low, there may be a subset of more highly coupled cells. 
In mouse LC, 41 pairs (30% of the total) had correlations in a similar range ( >0.1) at timescales 
of 100ms, a markedly higher proportion than in rats.  19 cells appeared in more than one more 
highly correlated pair. Again, there was no significant difference in firing rate between cells in 
more highly correlated pairs and others (2.37± 0.32Hz for more highly correlated cells, 
compared with 2.27±.026).  19 cells were present in more than one correlated pair.  Strikingly, 
mouse LC pairs were significantly less correlated than pairs in Barrington’s nucleus at all 
Figure 39 Values of Pearson coefficients over varying timescales for rat LC, mouse LC and mouse Barrington’s nucleus. 
(a),(b) Pearson’s coefficients in rat and mouse LC were all significantly non-zero but weak (significance not shown in 
plot, p<0.001 for all groups, Wilcoxon sign-rank test). Correlations increased with timescale, with outliers in the 0.2-
0.4 range appearing at 50-100ms. (d) Differences between mouse LC and Barrington’s were significant at all timescales 




timescales. It is possible that this greater level of correlation arises from common synaptic input, 
perhaps relating to bladder state (Keller, Chen, Simpson, Wang, Lilascharoen, George, et al., 
2018; Ito, Sales, Fry, Kanai, Drake and Pickering, 2019; Verstegen, Klymko, Zhu, Mathai, 
Kobayashi, Venner, et al., 2019). 
The results above suggest that correlations over timescales <10ms are rare in both species, but 
that coupling over a longer timescale of tens of ms are more prevalent – particularly in the 
mouse LC. Given that there is no set threshold for what constitutes a significant correlation using 
Pearson’s coefficients, these results represent an overview of the timescales important for 
coupling within the LC.  
Pearson’s coefficients were not analysed over periods of footpinch because recordings over 
these period was relatively short (<=300s) and likely distorted by changes in firing rate, rather 
than true correlations between cells (see section 5.3.3.1 above). Low firing rates can also distort 
Pearson’s correlation coefficients – this could present a problem for analyse of LC data, where 
cells often have a baseline firing rate of less than 1Hz. To check for such distortions, the analysis 
was re-run with all cells with firing rates of less than 0.25Hz excluded (this excluded 137 rats LC 
pairs and 11 mouse LC pairs from analysis). Differences in the mean Pearson’s coefficients 
presented (compared to those presented in Table 10) were of order 0.001 or less, suggesting 
that the effect of any such distortion is negligible. 
 
 Cross correlograms  
Cross correlations were calculated over the baseline periods for all LC pairs. The method 
described in section 5.3.3.2 was used to determine significance.  Results are shown in Figure 40, 
together with an example of spiking data for pairs of cells in which significant correlations were 
found. Only a small percentage (<=10% in both rats and mice) of cell pairs had significant 
correlations over timescales of <10ms, again indicating that interactions at very short timescales 
are rare. The proportion of significant interactions approximately doubled as timescales 
increased to <100ms, indicating that coupling at longer timescales is more prevalent.  In the rat, 
this result is similar to that obtained by (Totah et al., 2018, using the same analysis technique), 
which reported that ~15% of cell pairs had a significant correlation on timescales of 100ms and 
under – compared with just 6% for correlations at ~1ms. Similar to results for Pearson’s 
coefficients, in both the rat and the mouse, individual cells were often found in several 
significant pairs (see Table 11), again suggesting the presence of a small number of cells 




subgroups, hinting at the modular structure found in other experimental contexts, with a 
correlation important over timescales of tens of milliseconds. 
 
Figure 40 Cross correlations over short <100ms timescales. (a) shows an example of two cells (labels #38 and 46) from 
recording #19 in a rat. This cell pair had a significant peak in the cross correlogram at both 10ms and 100ms timescales. 
The global and binwise confidence levels (described in section 5.3.3.2) are indicated; cross correlation values 
(representing counts of spike coincidence) must cross both thresholds to be considered significant. The stars on top of 
the bars show the counts that were significant. The lower plots show 30s of representative spiking activity from these 
cells, in which correlated activity can be seen by eye. (b) During the baseline, a low proportion of cells (<10%) in both 
rats and mice had significant correlation over timescales of 10ms. The proportion of correlated pairs increases to ~20% 
at timescales of 50ms and upwards. Cell pairs were more highly correlated in Barrington’s nucleus over all timescales. 










# in >1 
pair 







# in >1 
pair 
# in >2 
pairs 
<10ms 23 (8%) 30 10 4 11 (10%) 15 4 1 
<50ms 56 (19%) 48 29 16 39 (35%) 32 22 12 
<100ms 59 (20%) 51 29 19 32 (29%) 30 21 9 
Table 11 Numbers of cross correlograms with significant peaks in rat and mice LC. ‘Unique cells’ refers to the number 
of cells involved in significant pairs at that timescale, when repeat appearances are discounted. 
The occurrence of footpinch – which briefly raises firing rates - does not increase the percentage 
of cell pairs with significant correlations over shorter timescales in either rats or mice (Figure 40 
(c)). This indicates that the low prevalence of coupling at these timescales is not simply due to a 
lack of spiking during the baseline period.  It has also been suggested that gap junction coupling 
may synchronise cells in the event of sustained afferent input – such as during a noxious stimulus 
such as a pinch  (Ishimatsu and Williams, 1996). These results indicate that any such mechanism 
does not result in increased synchronisation over short timescales.  Another mechanism that 
might have increased the number of significant correlations would have been the arrival of a 
highly synchronised ‘barrage’ of afferent input - however the results also indicate that this is not 
the case for synaptic input into LC arriving during footpinch. 
Cross correlation analysis was also repeated for Barrington’s nucleus, and again showed that 
these cells have a higher proportion of significant interactions between cell pairs at all 
timescales, with ~50% of pairs showing some form of interaction at timescales of 50-100ms 





 Correlations over longer timescales  
Focusing on correlations at scales under 100ms potentially overlooks relationships occurring 
over much slower timescales. To check for slower interactions between cells, the number of 
significant correlations were calculated for rats and mice using jitters from 500-2000ms. The 
number of significant pairs (as a percentage of all pairs) is plotted in Figure 41. (Note that the 
correlations were not plotted over these timescales for windowed footpinch data, as the 
timescale being detected is comparable to the length of the event itself, which would result in 
spurious correlations) 
Both mouse and rat LC units had an increased rate of correlation over these longer timescales. 
Strikingly, for the mouse LC, 80% of cell pairs exhibited significant correlation in firing over 
timescales of order 1s. A representative example of correlated baseline activity over multiple 
units in mouse LC is shown in Figure 42. In the rat, the increase was not as large, with the 
percentage of significant pairs rising from ~20% to ~30% between 100ms and 1000ms and 
plateauing thereafter. The work of (Totah, Neves, Panzeri, Logothetis and Eschenko, 2018) also 
indicated that correlations could occur on scales of 1-2s in the rat, although  the results of longer 
timescale analysis were not discussed in detail. 
Whilst the causes of slow timescale correlations cannot be determined from this dataset, it is 
possible that they are a manifestation of the LC’s relationship with cortical ‘up’ and ‘down’ 
states, which occur during both natural sleep and under urethane anaesthesia (Eschenko, Magri, 
Panzeri and Sara, 2012; Safaai, Neves, Eschenko, Logothetis and Panzeri, 2015; Totah, Neves, 
Panzeri, Logothetis and Eschenko, 2018). Here, 56% of units for which cortical EEG was available 
displayed a clear phase preference during slow wave activity (Chapter 4, section 4.4.8). Of these 
Figure 41 Proportions of significant pairs over timescales >100ms. For mice, ~80% of pairs have significant 




units, there were 53 pairs in which both cells displayed a preference for the same quartile of the 
slow wave cycle (although 45 of these were from the same recording, #18).  43 of these pairs 
also had significant correlations over the 1s timescale (39 from recording #18).  This is above the 
30% overall rate for significance at the 1 second scale and would be consistent with phase 
preference explanation for the increased correlation.  However, it is not clear whether this is 
due to slowly varying input to the LC over the up/down cycle, or – as has been previously 
suggested -  a reflection of the LC’s role in driving transitions between down and up states 
(Eschenko, Magri, Panzeri and Sara, 2012). Given that reciprocal connections occur between 
frontal areas of cortex and LC, it is also possible that the dynamics of phase locking emerge as a 
result of connections in both directions.  
Figure 42 Examples of highly correlated mouse-LC cells over longer (~1s) timescales. All cells in this recording showed 
significant correlation over timescales of ~1s (jitter of 1s). (a) shows correlograms for pairs containing cell #9. The 





Correlations at longer timescales may also arise from weak gap junction coupling. Such coupling 
has been suggested to be a slow (>100ms), emergent property of the firing of multiple units 
(Travagli, Dunwiddie and Williams, 1995; Ishimatsu and Williams, 1996). The synchronisation of 
subthreshold oscillations in membrane potential of adult LC has also been reported to increase 
at low firing frequencies (becoming maximal at firing/ membrane oscillation frequencies of 
0.29Hz, (Alvarez, Chow, Van Bockstaele and Williams, 2002)). If spikes are more likely to occur 
on the rising edge of the depolarisation, this may also act as a mechanism to promote synchrony 
when firing rates are low.   
 
 Evidence for different classes of LC neurons based on AP morphology  
The mean waveform of each unit was analysed in order to extract key features as described in 
5.3.4. Cells were represented by the duration of their action potential (defined as the period 
from the first significant voltage deflection to the time of the final maxima), the full width at half 
maximum of the central trough, and the time between the onset of the action potential and the 
central trough. In both rats and mice, this produced a distribution of units which could be split 
into two groups as shown in Figure 43 (rats) and Figure 44 (mice). 
 Cell groupings in rats 
In rats, the two groups had a significant difference in baseline firing rates (p=0.042, Wilcoxon 
ranksum test). This suggested that the units with wider waveform had an elevated firing rate 
compared to the narrower units. However the groups did not vary in the number of spikes fired 
in response to footpinch or footshock.  Mean values for identifying features and event responses 
are shown in Table 12 below.  
Two other recent studies in rats have been able to distinguish two groups of LC neurons based 
on waveform duration. In an in-vivo study, Li et al found that spinally projecting LC units located 
in more ventral regions of the LC had a shorter duration waveform and a lower spontaneous 
firing frequency compared to those in the core of the LC (Li, Hickey, Perrins, Werlen, Patel, 
Hirschberg, et al., 2016). This is a distinct group of narrow, slower firing neurons - as reported 
here. However, in the study by Li et al the firing rates of both groups were significantly higher 
than those measured here (1.4Hz for the shorter duration group, compared to 3.7Hz for LC core).  
Totah el al also found two distinct groups of neurons based on action potential duration, with 




rate was reversed, with narrow units having a significantly higher firing rate (1.28Hz for narrow 
units, compared to 0.64Hz for others) (Totah, Neves, Panzeri, Logothetis and Eschenko, 2018).   
 
Figure 43 Analysis of action potential waveforms in rats. (a) shows 
examples of features for two individual units. The diamond marker shows 
the start of the waveform, cross mark the full width of the central trough 
at half maximum, and circles mark the locations of peaks. The duration of 
the full width (distance between crossed) and the duration between the 
start of the waveform and the central / final peaks are used as key features 
for each unit.   
(b) when these units are plotted in feature space, a grouping into 2 clusters yields a marked drop in distances 
between each  unit and the centre of its assigned group. (c) The results of K-means clustering into 2 groups, using 
the three key features extracted for each unit  (d) Individual examples of waveforms from each cluster (left) and 
the mean for each group (right). Group 2 units have visibly shorter duration action potentials. (e) the two groups 
show a difference in firing rate, with the shorter duration action potential group firing at a lower rate during the 





RAT LC ‘Wide’ (48 cells) 
 




FWHM (ms) 0.31±0.02 0.20±0.02 *** 
Time, start to final max (ms) 1.5±0.03 0.64±0.03 *** 
Time, start to central trough 
(ms) 
0.38±0.02 0.27±0.02 *** 
Baseline FR (Hz) 1.35±0.20 0.92±0.21 * 
Mean # spikes in 1s after 
footpinch onset  
4.91± 2.45 6.75±4.12 NS 
% FR reduction, clonidine -83.9±3.3 81.7±5.6 NS 
 
Mean # spikes in 100ms after 
footshock onset 
0.31±0.20 0.45±0.56 NS 
EEG preferred phase (radians) 3.62±0.21 3.7± 0.4 NS 
Table 12 Group properties from k-means clustering, LC neurons in rat. The top three properties were used to define 
the groups in the clustering algorithm. Tests for significant group different – Wilcoxon rank-sum test, NS, ;p>0.05, * 
p<0.05, *** p <0.001 
Two other recent studies in rats have been able to distinguish two groups of LC neurons based 
on waveform duration. In an in-vivo study, Li et al found that spinally projecting LC units located 
in more ventral regions of the LC had a shorter duration waveform and a lower spontaneous 
firing frequency compared to those in the core of the LC (Li, Hickey, Perrins, Werlen, Patel, 
Hirschberg, et al., 2016). This is a distinct group of narrow, slower firing neurons - as reported 
here. However, in the study by Li et al the firing rates of both groups were significantly higher 
than those measured here (1.4Hz for the shorter duration group, compared to 3.7Hz for LC core).  
Totah el al also found two distinct groups of neurons based on action potential duration, with 
‘narrower’ units also found in more ventral sections of the LC. However, the difference in firing 
rate was reversed, with narrow units having a significantly higher firing rate (1.28Hz for narrow 
units, compared to 0.64Hz for others) (Totah, Neves, Panzeri, Logothetis and Eschenko, 2018).   
Finally, the two groups did not differ significantly in their response to clonidine, and there was 
also no difference between the slow-wave phase preference of the groups (as described in 
4.4.9). This is in contrast to the results of Totah et al, which found that narrow units tended to 
spike at an earlier phase of the slow wave cycle. The group identities of the ‘bystander’ c-LC cells 
with unexpected excitatory responses to laser stimulation (section 5.4.1) were also examined,  
– this group consisted of an equal number (5) of wide and narrow units (whilst the group with 





 Cell groupings in mice  
Despite the dataset consisting of fewer overall cells, LC units in mice could also be clustered into 
two groups (Figure 44, with group properties shown in Table 13). In mice, there was a significant 
difference in baseline firing rates between the two groups, with the group with shorter duration 
action potentials firing more quickly. This group also shows a significant difference in the 
number of spikes fired in response to footpinch – although there was no difference in z-scored 
responses, indicating that the groups have a similar response relative to their mean firing rate. 
As in rats, there were no differences found in responses to laser stimulation, silencing after laser 
events, or responses to clonidine.   
MOUSE LC ‘Wide’ (15 cells) ‘Narrow’ (19 cells) Group 
difference 
FWHM (ms) 0.26±0.01 0.24±0.01 NS 
Time, start to final max (ms) 1.15±0.03 0.82±0.02 *** 
Time, start to central trough 
(ms) 
0.48±0.03 0.28±0.01 *** 
Baseline FR (Hz) 1.49±0.23 2.88±0.39 * 
Mean # spikes in 1s after 
pinch onset (footpinch) 
4.66±1.97 7.19±3.20 * 
% FR reduction, clonidine -42.68 ±5.05 -46.63±5.04 NS 
Table 13 Group properties from k-means clustering, LC neurons in mouse. No data for footshock, or EEG phase 
preference is available for the mouse dataset. Statistical analysis is as for Table 12. 
No other studies have attempted to group multiple single LC units in mouse.  It is possible that, 
as in rats, there are a distinct group of ‘narrower’ , spinally projecting neurons. However, the 
groups found here are dependent on relatively small numbers of units, and when their 
properties were examined in more detail they did not differ significantly in their FWHM: the 
clustering has relied entirely on the durations of the action potentials / the latency to the central 
trough. This is therefore a slightly weaker separation than for the rat group. Further analysis of 
larger numbers of cells, coupled with retrograde targeting approaches, will be required to 






Figure 44 Analysis of action potential waveforms in mouse. (a-b) The same key features were extracted for mouse LC 
cells as for rats. These units can also be clustered into two groups, based on the results of K-means clustering and 
‘elbow’ plotting. (c) Individual examples of waveforms from each cluster (left) and the mean for each group (right). 
Group 2 units have shorter duration action potentials, although the difference is not as clear as for rats. (e) the two 
groups show a difference in firing rate in the opposite direction to that shown for rats: the shorter duration action 
potential groups fire more quickly during the baseline. This group also fires a significantly higher number of spikes 
during footpinch (although there is no difference between the z-scored increase in firing rates during these events, 
indicated that both groups have a similar relative increase in firing. No other significant differences were found 






The results presented in this chapter underline the heterogeneity of the locus coeruleus. The 
data show clearly that LC cells vary in their potential for collateral inhibition, their degree of 
correlation with other cells, and fall into distinct groups according to their action potential 
morphology.  
 Collateral inhibition of c-LC cells 
The characteristics of collateral inhibition were explored via optogenetic excitation and 
inhibition of subgroups of LC neurons. The viral vector strategies used for optogenetic targeting 
(as described in Chapter 4) mean that these interventions were specific to LC neurons, in 
contrast to the one previous examination of lateral inhibition (which used electrical stimulation, 
(Aghajanian, Cedarbaum and Wang, 1977)).  
In the mouse, excitation of the c-LC subgroup caused a significant inhibition in the majority of 
other LC cells. Furthermore, in one recording in rat, laser-inhibition of o-LC cells caused 
significant increases in firing rates in the remaining two units. These responses are consistent 
with changing levels of α-2 mediated inhibition due to altered local release of noradrenaline 
from responsive cells.  However, this inhibition does not affect all LC cells: one cell in the mouse, 
and six in the rat showed no significant change in firing rate during excitation of o-LC cells. Taken 
together, the results indicate that the LC cells are capable of lateral inhibition of some - but not 
necessarily all – nearby LC units (consistent with results obtained by (Aghajanian, Cedarbaum 
and Wang, 1977)). Variations in the degree of inhibition could arise from the position of 
recorded c-LC cells relative to axonal projections of optically activated cells. In the data 
presented in this chapter, there was no clear relationship between the degree to which a cell 
was inhibited and its distance (as estimated from probe recording site) from an o-LC cell. This is 
not entirely unexpected, as the position of the primary recording site for each cell is only an 
approximate guide to their relative locations. Action potentials can be picked up by probe sites 
at varying distance from the soma, axons or dendrites of any given cell, and provides no 
information about proximity to axon terminals from other cells.  
One recent study has also suggested that LC cells may differ significantly in their inherent 
sensitivity to α-2 inhibition (Wagner‐Altendorf, Fischer and Roeper, 2019). This work indicated 




hippocampus experience a greater silencing in response to the α-2 agonist clonidine, and a 
greater increase in firing rate in the presence of the  α-2 antagonist yohimbine, possibly due to 
lower levels of α-2  expression. It is possible that these differences could also be a factor in the 
varying degrees of inhibition seen in the c-LC set. 
Interestingly, in two recordings in the same rat, excitation of o-LC cells caused a significant 
increase in spiking of c-LC cells which persisted after the laser illumination had ended. This is an 
unexpected result which is challenging to explain using the available data. The most likely 
explanation for the initial rise in spike rate is that cells were weakly excited by the laser – perhaps 
due to weak expression of ChR2. Other mechanisms, including a decrease in inhibition 
originating from cells which do experience collateral inhibition, are also possible. The presence 
of excitatory α1 receptors within the LC might also be expected to produce excitation in 
response to local release of noradrenaline. However, whilst α1 receptors have been shown to 
exist in rodent LC, existing evidence indicates that their effect on firing dynamics in adult animals 
is insignificant compared to the inhibitory action of higher affinity α2 receptors; α1 mediated 
excitation has been reported only in the presence of α2 blockade (Nakamura, Sakaguchi, Kimura 
and Aoki, 1988; Chamba, Weissmann, Rousset, Renaud and Pujol, 1991; Pudovkina and 
Westerink, 2005). None of these potential mechanisms can fully explain the long timescale of 
the excitatory effect. It appears that in this case, an initial excitation has caused sustained 
activation of a group of LC cells. Whilst not understood, the divergent behaviour of the subsets 
of c-LC and o-LC cells after the end of the laser stimulation illustrates that the LC is capable of 
complex firing patterns, with differential responses across subgroups of cells – dynamics that 
would be required in order for the LC to function as a modular system. 
These results also provide the first insights into how the c-LC cells respond during laser event, 
which is of significance for behavioural experiments, including experiments suggested in 
Chapter 2 (although further control experiments are needed to confirm the conclusions 
suggested by the data presented in this chapter). Optogenetic techniques have been used to 
alter LC activity over carefully defined periods (Takeuchi, Duszkiewicz, Sonneborn, Spooner, 
Yamasaki, Watanabe, Caroline C Smith, Fernández, Deisseroth, Greene and Morris, 2016a; 
Hayat, Regev, Matosevich, Sales, Paredes-Rodriguez, Krom, et al., 2019; Xiang, Harel, Gao, 
Pickering, Sara and Wiener, 2019). In this context it is important to be aware of the possibility of 
subgroups of LC neurons which are paradoxically excited by inhibition (or inhibited by 
excitation), over timescales which extend past the time of laser illumination, as a potential factor 
which may complicate the analysis of behavioural tests. This is particularly important given that 




become a particular difficulty when only a fraction of the LC is transduced, for instance, if ~50% 
of cells were laser responsive, then the responses of the remaining half of the nucleus would be 
crucial in determining the behavioural impact of the laser intervention. Behavioural studies have 
shown that deliberate activation of functional subgroups can produce diverging outcomes – for 
instance, activation of frontally projecting LC caused aversion in a conditioned place preference 
task, whilst similar activation of spinally projecting neurons did not (Hirschberg, Li, Randall, 
Kremer and Pickering, 2017).  
 
 Pairwise correlations and synchrony 
Pearson’s correlation coefficients were used to explore the co-variance of spike rates (relative 
to their respective means) between pairs of LC cells in the baseline period. Cross correlation 
analysis was also used to examine the precise synchrony of spiking. The results of this analysis 
strongly indicate that the LC is not a highly synchronised, homogeneous unit. Mean Pearson’s 
coefficients were very small (<0.1) at all timescales in both the rat and the mouse – even during 
response to noxious events. The proportion of significant pairwise interactions detected through 
cross correlation analysis was also low in both species, rising from 8-10% at timescales of <10ms 
to 20-30% at 100ms. These results are in broad agreement with the one previous study which 
has investigated synchrony within the LC (Totah, Neves, Panzeri, Logothetis and Eschenko, 
2018).  
Mouse LC was also significantly less correlated than the neighbouring cells of Barrington’s 
nucleus (BarrCRH). The higher levels of synchrony seen in BarrCRH may be due to the role that the 
Barrington’s cells play in control of bladder voiding. Outside of voiding periods (which were 
windowed out of the data) BarrCRH   neurons raise their firing rate in coordinated fashion to effect 
regular small contractions of the bladder. These contractions were observed and studied during 
these recordings; the resulting paper proposed that the changes to Barrington’s firing rate was 
due to common synaptic input (see Appendix 2 and (Ito, Sales, Fry, Kanai, Drake and Pickering, 
2019)). The increased synchrony of BarrCRH cells during such events is likely reflected in the 
elevated Pearson’s and cross correlation results. Interestingly, the relative simplicity of this 
function (compared to the brain-wide coordinating role of the LC) may mean that Barrington’s 
nucleus may actually provide a better model of the dynamics expected from a coordinated 




These results show that (in anaesthetised animals) the predominant timescales for interactions 
between LC cells are of order 100ms and upwards, whilst interactions on timescales of <10ms 
are less prevalent. This is consistent with the both in-vivo and in-vitro results of (Alvarez, Chow, 
Van Bockstaele and Williams, 2002; Totah, Neves, Panzeri, Logothetis and Eschenko, 2018). In 
contrast, ‘sharp’, ms scale gap junction coupling observed elsewhere in the brain were observed 
to be much less common within the LC.  It is particularly striking that mouse LC, compared to rat 
LC, showed high levels of correlation at long timescales (>60% of pairs at timescales above 
500ms). 
The work of Alvarez et al indicates that longer timescale interactions (50-100ms) could be the 
result of a ‘looser’ gap junction coupling – possibly due to shared sub-threshold membrane 
oscillations, which would modulate the overall spiking probability in both cells. Interactions over 
these longer timescales may also be the result of shared synaptic input (as noted by (Totah, 
Neves, Panzeri, Logothetis and Eschenko, 2018)).  There was no abrupt ‘cut off’ in the prevalence 
of interactions at different scales - which increased gradually from 8-10% at ~10ms, to 20-30% 
at 100ms and above - arguing against a clear ‘switch’ in mechanisms operating at different 
timescales.  Pairwise interactions are likely to be further affected over the 100ms timescale by 
α2-mediated inhibition. Finally, the presence of local GABAergic inputs to LC also adds another 
complicating factor. These neurons are distributed within and around the nucleus, and form 
inhibitory synapses with noradrenergic LC units (Breton-Provencher and Sur, 2019). A 
proportion of these cells share the same inputs as LC units. Overall these units have been shown 
to be both correlated and anti-correlated with LC cells, and are likely to provide another 
inhibitory mechanism which may promote both positive or negative correlations between 
different pairs of LC cells. 
Over the longer timescales where stronger correlations were more prevalent, it is also notable 
that the same cells were often present in two or more interacting pairs. This suggests the 
presence of a small number of highly connected cells, and hints at the existence of possible 
networks (representing modules). 
 Grouping of LC cells by action potential morphology 
In both rats and mice, units could be split into two separate groupings according to their action 
potential waveform. The appearance of two separate groups is further evidence of the 
heterogeneity of the LC and for a modular structure. In rats, the findings are consistent with the 
results of previous studies which have also shown two distinct groups based on similar measures 




Neves, Panzeri, Logothetis and Eschenko, 2018). In this dataset, the ‘narrower’ units have a 
lower firing frequency as reported in (Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016), 
and it is possible that they are identical to the spinally projecting LC cells reported in that study.  
However, this study did not attempt to identify the projection targets of the two groups; nor is 
possible to determine where in the nucleus each set of cells was recorded (the precise location 
of the probe channels relative to the LC likely varied between recordings). Because multiple 
tracks were used in each animal, it is also not possible to reconstruct this information accurately 
via examination of histological slices. Further work, perhaps combining the multi-site recording 
techniques described here with the retrograde targeting strategies used by Li et al (Li, Hickey, 
Perrins, Werlen, Patel, Hirschberg, et al., 2016) is needed in order to advance the 
characterisation of the two groups of cells. 
One existing study has also reported the correlation properties of pairs in relation to the types 
of individual units (Totah, Neves, Panzeri, Logothetis and Eschenko, 2018). This study suggested 
that narrow units were more likely to occur in strongly positively correlated pairs. However, it is 
challenging to calculate the occurrence of a given unit type in a subsample of pairs that would 
represent a significant rise above chance level. The overall probability of a pair of units from the 
same or different group (i.e. pairs consisting of wide-wide, narrow-narrow or wide-narrow) 
occurring depends strongly on the combinatorics for each recording. For example, although 
overall there are 297 pairs in the recording, a different number of pairs originate from each 
recording – and recordings with higher numbers of units are disproportionately represented. If 
a high yielding recording happens to sample more type 1 than type 2 units, then pairs with type 
1 units will be overrepresented in the dataset and more likely to appear in all sub samples, 
including those representing stronger correlations. In the dataset here, high yielding recordings 
sampled large numbers of ‘wide’ units and were combined into the dataset with multiple 
recordings with just one or two possible pairs. This created a dataset in which levels of chance 
occurrence are difficult to properly account for. For this reason, the interaction between 
pairwise synchrony properties and unit types has not been reported. Further statistical analysis, 
ideally in a more balanced data set, may be able to better analyse these characteristics.  
In mice, units could also be split into two separate groups, which displayed the opposite 
difference in firing rate to that seen in rats, such that narrow units had a higher firing rate. The 
mouse dataset was small, consisting of just 34 units (half the size of the rat group), and the 
resulting groupings are as clear as for the rat dataset. A larger dataset of mouse LC neurons may 
help to uncover whether there is a genuine difference between rat and mouse units (and 




 The effect of urethane anaesthesia 
It is possible that urethane could have affected the measures of synchrony and firing rate 
presented in this chapter. In cortical neurons, urethane is reported to depress spike rates overall 
(Sceniak and MacIver, 2006). It is possible that the same effect occurs directly in the LC; LC spike 
rates may also be altered via lowered afferent input from inhibited cortical neurons. 
The mean firing rate of LC cells in this dataset was 1.16±0.2Hz for rats and  2.2±0.27Hz for mouse. 
These values are comparable to baseline firing rates recorded in awake mice 2.02Hz, (range 0.2 
– 6Hz, (Takeuchi, Duszkiewicz, Sonneborn, Spooner, Yamasaki, Watanabe, Caroline C Smith, 
Fernández, Deisseroth, Greene and Morris, 2016b)) and slightly lower than values recorded in 
awake rats 2.1±0.2Hz for awake rats (Foote, Aston-Jones and Bloom, 1980). This suggests that 
the effect of urethane on LC spike rates is relatively minor. Urethane anaesthetised animals have 
also been shown to display periodic alternations in cortical activity between elevated and 
depressed spiking  (‘up’ and ‘down’ states, (Sakata and Harris, 2009, 2012)). Results presented 
in Chapter 4  show that under urethane, a significant proportion of LC units displayed a phase 
preference in relation to cortical up and down states, which would likely act to promote LC 
synchrony (these results are consistent with previous reports (Safaai, Neves, Eschenko, 
Logothetis and Panzeri, 2015; Totah, Neves, Panzeri, Logothetis and Eschenko, 2018)). This 
process may cause synchrony measures to deviate from those in awake or naturally sleeping 
animals – especially over the slow (~1 second) timescales associated slow wave activity 
representing transitions between up and down states.  A similar analysis of LC cell interactions 
in awake animals would be needed to establish if this is the case. 
Finally, some anaesthetic agents have been reported to disrupt gap junction coupling (Logan, 
Pickering, Gibson, Nolan and Spanswick, 1996; Nolan, Gibson and Logan, 1997) However, 
spontaneous membrane oscillations – considered a hallmark of gap junction coupling – have 
been recorded in urethane anaesthetised rats(Sugiyama, Hur, Anthony E Pickering, Kase, Kim, 
Kawamata, Imoto and Furue, 2012), suggesting that this mechanism for introducing synchrony 
the LC is not disrupted by urethane. 
 Overview 
The LC is emerging as a rich, complex nucleus with multiple mechanisms in play to regulate 
dynamics.  Despite the increased yields possible with multisite probes, it is important to note 
this analysis has been performed with a very small sample of cells relative to the total number 




pairs. In contrast, in an LC consisting of ~1600 units (Swanson and Hartman, 1975), over 1 million 
cell pairs are possible. In this context it would be surprising if clear evidence of the modular 
structure of the LC were observed. For a better view of the LC, even higher cell yields are 
required, perhaps using new generation probes such as Neuropixels, which can fit hundreds of 
recording sites in the volume covered by the LC (Jun, Steinmetz, Siegle, Denman, Bauza, 
Barbarits, et al., 2017).  
Despite these challenges, the results presented here argue against a tightly synchronised 
homogeneous nucleus and provide further evidence of the LC’s complexity - and its ability to 






6  Chronic LC recordings and the two-arm bandit task 
 
 Introduction 
The aim of this project was to pilot a test of the predictions of the theoretical model of LC 
function described in Chapters 2 and 3 (the LC-AI theory, (Sales, Friston, Jones, Pickering and 
Moran, 2019)). To do this, an experiment was designed to test both predictions relating to the 
LC firing, and those concerning the behavioural consequences of optogenetic manipulation of 
the LC.  This experiment used the setting of a two-arm bandit task. 
Only one LC unit was tentatively identified – and none were ultimately recorded in animals 
completing the behavioural task. However, optogenetic interventions in LC firing were 
successfully carried out in behaving animals and task results were compared to theoretical 
predictions from the LC-AI model. The results provide proof of concept data for an experiment 
which could be repeated and expanded in the future to test the predictions of the LC-AI theory. 
The project also yielded valuable insights into the technical challenges associated with recording 
in the LC in awake animals. These included the targeting of the nucleus during surgery and the 
identification of units in chronically implanted animals. The use of pupillometry as a measure of 
LC activation / inhibition - in both acute and chronic settings - was also demonstrated. 
 The two-arm bandit task 
The two-arm bandit version of the ‘explore/exploit’ task (described in section 3.5.3.2) was used 
to test LC-AI theory.  In this task, the rat is presented with a choice of two possible locations 
where a reward may be obtained. On each trial, the rat may choose one location to visit. The 
probability of the reward is held fixed over a set number of trials. Here, the probability was held 
high in one arm (at 90%) and low in the other arm (10%). In order to gain a high level of reward, 
the rat must form accurate beliefs about the probability of reward at the two locations. Under 
the LC-AI theory, these are encoded in its internal model. At set points during the task the 





This task allowed exploration of four specific aspects of the LC-AI model. Firstly, the model 
predicts phasic LC activation in response to the absence of a strongly expected reward. This can 
be tested by examining LC responses to reward omission in periods of stable reward choices - 
when the animal is consistently (and successfully) visiting the high probability location with the 
expectation of reward (as demonstrated theoretically in the explore exploit task in section 
2.4.1.2.) 
Secondly, higher LC tonic activity - with a rapid onset – is predicted to occur when the reward 
probabilities are abruptly reversed. This is followed by a gradual reduction in activity as more 
accurate priors are formed over subsequent trials (as shown in sections 2.4.1.2 and 3.4.1.2) 
Thirdly, under the model, the activation of LC causes the ‘erosion’ of prior beliefs. As shown in 
the simulation of section 2.4.1.2, this means that with optogenetic activation the strength of the 
animal’s prior beliefs about the location of the high probability reward will decay. In the study 
presented in this chapter the LC was optogenetically excited for a period of 10 trials prior to the 
location of the high probability reward being switched.  During the trials when the laser is 
activated, the decay of priors produces decision making that is highly dependent on recent 
experiences – rather than taking into account the entire history of choices and outcomes. This 
is predicted to lead to an increase in ‘lose-shift’ behaviour, where the animal changes location 
strategy after a single unsuccessful trial. 
Finally, when the switch in reward location is finally made, this intervention is predicted to lead 
to faster sampling of the alternative reward location and a shorter period of variable choices 
before stable performance (i.e. always visiting the correct location) is re-established. This is 
because the prior beliefs are held ‘less strongly’ following laser excitation of LC and are more 
easily overturned. Conversely, inhibition of the LC may lead to a slower change in behaviour 
after the location of the high probability port is switched. These two scenarios are modelled in 
the results below (6.3.4.1). LC-AI theory predicts that this is the case even when the laser is 
activated in the middle of a block of trials – as any period of laser activation causes the erosion 
of prior beliefs, relative to blocks with no intervention. These predictions are the focus of the 
work in this chapter. 
The role of the LC has previously been examined in a related task (Kane, Vazey, Wilson, Shenhav, 
Daw, Aston-Jones, et al., 2017). This study used a version of the two-arm bandit in which the 
size of a reward of varied between the two locations (note that this is in contrast to the task 
studied here, where the reward size always stayed the same but was delivered probabilistically). 




task. As rewards dwindled the rat could choose to switch locations. LC activity was altered via 
the use of DREADDs, causing an increase in tonic LC firing over the entire period of the task. The 
study suggested that higher rates of LC firing were associated with decisions to leave 
unproductive locations more quickly. However, analysis was complicated by the fact that higher 
LC activity also led to increased omission rates, response time, and freezing behaviour (which 
has also been observed in mice subject to prolonged LC activation (Carter, Yizhar, Chikahisa, 
Nguyen, Adamantidis, Nishino, et al., 2010)). In contrast, optogenetic excitation (or inhibition) 
allows periods of altered LC activity to be limited to specific trials. This avoids the deleterious 
effects of sustained activation and allows investigation of the role of the LC at specified stages 
of the task – for example, in periods prior to contingency changes, or in periods when new 
patterns of behaviour are being established.  
 
 Experimental approach 
The LC-AI theory makes concrete predictions relating to both the firing of LC units and the impact 
of LC activity on decision making. In order to design a feasible experiment however, it was 
necessary to take into account the technical insights gained from the work described in Chapters 
3 and 4. These acute experiments highlighted a range of important considerations for attempts 
to record LC units and manipulate their firing optogenetically.  
The targeting of the LC with both an optic fibre and recording probe emerged as the major 
barrier to recording optogenetically identified units. Two conclusions from Chapter 4 were used 
to design the experimental approach – specifically, the behavioural task was designed with 
internal redundancy to produce valuable data from either unit recordings or changes in decision 
making caused by optogenetics. Surgical implantation of the recording probe was also guided 
by the real-time display of output from recording sites (i.e. spiking activity), which enabled 
confirmation of the probe’s position in the LC. Due to the complexity of the implantation 
procedure, it was not possible to guide the location of the fibre optic using pupillometry during 
surgery (although this would ideally have been included). To maximise the chances of the fibre 
optic delivering light to a transfected unit, it was also decided to continue with direct injection 
of viral vectors into the LC (as opposed to targeting specifically those cells projecting to frontal 
cortex, which would have caused a smaller fraction of LC cells to be transduced (Li, Hickey, 




Finally, based on the results of Chapters 3 and 4, it was expected that a very low (and potentially 
zero) number of LC units would be optogenetically identified. The experimental plan therefore 
included alternative methods of confirming the success of viral vector injections and correct 
placement of the optic fibre and recording probe, namely: 
- The use of pupillometry to test for opto-activation or inhibition of the LC. This technique 
was piloted in acute experiments, and then used with chronically implanted animals.  
- For LC excitation, pupillometry studies were complemented by sleep-wake studies, in which 
LC activation was used to cause awakenings from slow-wave sleep (as previously 
demonstrated by (Carter, Yizhar, Chikahisa, Nguyen, Adamantidis, Nishino, et al., 2010; Li, 
Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016; Hayat, Regev, Matosevich, Sales, 
Paredes-Rodriguez, Krom, et al., 2019)  
- Non-optogenetic tests of LC cell identity via phasic reaction to expected auditory stimuli, 
response to clonidine, and characteristically low firing rate and broad waveform. These 
techniques have been successfully used in previous studies.(e.g. Foote, Aston-Jones and 
Bloom, 1980; Aston-Jones and Bloom, 1981; Aston-Jones et al., 1994; Bouret and Sara, 
2004).  
 Pupillometry as a measure of LC activity 
Pupillometry was used as a measure of unilateral excitation and bilateral inhibition of the LC. 
Changes in pupil size have long been used as an experimental surrogate for LC activity (Jepma 
and Nieuwenhuis, 2011; Preuschoff, ’t Hart and Einhauser, 2011; O’Reilly, Schüffelgen, Cuell, 
Behrens, Mars and Rushworth, 2013; Kalwani, Joshi and Gold, 2014). The causal connection 
between LC activation and pupil dilation has recently been confirmed by two studies which used 
optogenetic techniques to selectively activate LC, causing consistent increases in pupil size 
(Breton-Provencher and Sur, 2019; Hayat, Regev, Matosevich, Sales, Paredes-Rodriguez, Krom, 
et al., 2019). Hayat et al also demonstrated that bilateral inhibition of LC caused constriction of 
pupils in both eyes. That study used the same optogenetic strategy (i.e. direct injection of CAV2-
PRS-GtACR-fRED) as used here. 
The mechanisms by which the LC controls pupil size are still under active investigation; an 
overview of the organisation suggested by current studies is shown in Figure 45. Pupil size is 
controlled through both parasympathetic and sympathetic pathways: the sympathetic pathway 
activates the iris dilator muscle via the superior cervical ganglion (SCG, in turn innervated by pre-
ganglionic fibres arising from the intermediolateral cell column (IML) of the spinal cord). This 




neurons from the ciliary ganglion (CG). In turn, the CG is innervated by the Edinger-Westphal 
nucleus (EWN) (Liu, Rodenkirch, Moskowitz, Schriver and Wang, 2017; Larsen and Waters, 2018; 
Yüzgeç, Prsa, Zimmermann and Huber, 2018).   
 
 
Existing evidence suggests that LC activation causes pupil dilation both via activation of the iris 
dilator (through the SCG), and via inhibitory input to Edinger Westphal (Breen, Burde and Loewy, 
1983; Liu, Rodenkirch, Moskowitz, Schriver and Wang, 2017). This action appears to be 
lateralised: LC control of ipsilateral pupil size is accomplished via both sympathetic (dilator) and 
parasympathetic (sphincter) pathways, whereas the contralateral pupil is influenced by LC only 
parasympathetically (Liu, Rodenkirch, Moskowitz, Schriver and Wang, 2017).  
Consistent with this description, unilateral LC activation was observed to produce a greater 
increase in pupil size on the ipsilateral size (due to the combined action of inhibition of the iris 
sphincter and excitation of the dilator muscle) (Liu, Rodenkirch, Moskowitz, Schriver and Wang, 
2017). Interestingly, in rodent experiments Yüzgeç et al found that the correlation between left 
and right pupil sizes during non-REM sleep is also caused by common parasympathetic control 
of the iris sphincters (Yüzgeç, Prsa, Zimmermann and Huber, 2018). Blocking the action of the 
iris sphincter in one eye via application of the cholinergic antagonist tropicamide not only 
increased the baseline size of the pupil, but also abolished all correlation between pupil sizes, 
and between the affected pupil and cortical slow wave EEG activity. In contrast, application of 
Figure 45 Mechanisms for LC control of pupil size, based on  (Liu, Rodenkirch, Moskowitz, Schriver and Wang, 2017; 
Yüzgeç, Prsa, Zimmermann and Huber, 2018) LC activation causes pupil dilation via parasympathetic inhibition of the 
iris sphincter and sympathetic activation of the dilator muscle. Solid lines indicate direct connections, whilst dashed 




the α1 antagonist dapiprazole – blocking activation of the iris dilator muscle – reduced the 
maximum pupil size but did not affect correlation between the two pupils. Since LC firing is also 
known to be correlated with cortical slow wave activity, this suggests that LC activity may have 
a role in correlated changes in pupil size during NREM sleep. 
 
 Aims 
• To test predictions of the LC-AI model using a simple two-arm bandit task. 
• To demonstrate recording of multiple LC units in awake, behaving animals, in combination 
with optogenetics. 
• If multiple LC units were recorded, to repeat analysis of multiunit LC dynamics (as described 
in Chapters 3 and 4) in awake, behaving animals. This would enable the validity of 
conclusions drawn from urethane-anaesthetised animals to be checked.  
 
 Methods 
All procedures conform to the UK Animals (Scientific Procedure) Act 1986 and were approved by 
the University of Bristol Animal Welfare and Ethical Review Board. Prior to any procedures, adult 
Lister-Hooded rats were group housed with free access to food and water. 
 
 Pupillometry during acute experiments 
Pupillometry was carried out during a subset of the acute recordings in rats detailed in Chapter 
4, specifically, recordings #7-#15 (Chapter 4, Table 4(a)).  All rats were injected with CAV2-PRS-
ChR2-mCherry; pupillometry therefore recorded responses to optogenetic excitation of LC. 
Experimental methods for viral injections and the setup of acute recordings are described in 
Chapter 4. 
After insertion of an optic fibre into the region of the LC, pupil responses were monitored in dark 
conditions under infrared illumination using a camera able to record infra-red light (Pi NoIR 
camera module v2). The camera was controlled by a Raspberry Pi computer 
(https://www.raspberrypi.org/) using a custom-made Python script. Light was delivered in 50ms 




were attached to retract the eyelids giving a view of the pupils; saline eyedrops were used to 
prevent drying of the eyes.  
MATLAB scripts were used to analyse the resulting camera footage. To do this, a 30 second 
window of video was taken from around the time of laser activation and downsampled to 5Hz 
(from an original frame rate of 30Hz). Each frame was converted to a binary black and white 
image, where pixels below a threshold brightness were set to black. Regions of interest were 
identified using MATLAB’s existing regionprops.m function. This function outputs the centroids 
of discrete objects within the frame. In the first frame, the centroid representing the pupil was 
identified manually. An oval was then fitted to the pupil area, providing an approximate 
estimation of pupil size. In subsequent frames, the region of interest was automatically chosen 
as the area with the centroid nearest to the area previously confirmed as the pupil, and the area 
of the pupil was extracted and logged. 
 
 Chronic implantation surgeries 
 Implantation of multi-site recording probe and optic fibre for LC excitation 
Two male Lister Hooded rats (Rats A and B) received viral vector injections of CAV2-PRS-ChR2-
mCherry (the titres of all viral vectors are as described in section 4.2.1). In a later surgery, they 
were chronically implanted with both a recording probe and an optic fibre. A schematic of the 
fibre and probe insertion tracks is shown in Figure 46 (a).  
Injections (which took place at a body weight of 200-300g) were performed unilaterally into the 
right LC. Methods are as described in Chapter 4 (section 4.22). After surgery animals were single 
housed and allowed to recover for at least 4 weeks. 
Implantation of the optic fibre and recording probe took place at least four weeks after 
injections.   The recording probe was identical to those used in acute recordings (Neuronexus, 
A1x32-Poly2-10mm-50s-177) with a custom modification which allowed the wiring connections 
for the uppermost channel to be re-purposed for carrying EEG signals. This allowed the data 
from 31 recording channels and a single EEG channel to be outputted through a single 32 
channel Omnetics connector (Omnetics NSD-36-AA-GS), removing the need for two connectors 
to be implanted into the animal. Lambda-B tapered optic fibres were used as described for acute 
recordings (Optogenix, Lambda-B, numerical aperture 0.66, untapered diameter 230μm, total 




meter (Thorlabs, PM100D). The arrangement of the implants is identical to that used in acute 
recordings. 
For implantation surgery, rats were anaesthetised with isoflurane until loss of paw withdrawal 
reflex. The head was shaved and cleaned using iodine. A 0.1ml injection of 1% lidocaine with 
adrenaline (Astra Zeneca) was given subcutaneously along the midline of the skull in order to 
reduce pain and bleeding around the incision. The animals were placed in a stereotaxic frame 
(Kopf, USA) and secured in ear bars and a bite bar. A homeothermic blanket (Harvard Apparatus) 
was used to maintain a constant body temperature of 37oC, and artificial tears (Lacrilube eye 
ointment, Allergan) were applied to prevent damage to the eye from excessive drying during 
surgery. 1mm diameter burr holes were made at the coordinates for the EEG, ground and skull 
screws shown in Table 14, such that a very thin layer of skull remained at the bottom of the hole. 
Another burr hole was made for the fibre optic; this hole went completely through the skull to 










Figure 46 (a) Configuration of probe and optic fibre implants for an animal injected with CAV2-PS-ChR2-mCherry and 







(from λ unless stated) 
Centre of probe window +1.2 +1.4 
Burr hole for fibre optic +1.2 -2.1 
Skull screws +2.5 +7   
-2.5 +7  
EEG screw +1 +2.5 from bregma 
Ground screw -2.1 -2  
Table 14 Coordinates of drill holes during implantation surgery for CAV2-PRS-ChR2-mCherry animals. 
A small window (~1x 0.5mm) of skull was removed around the probe coordinates shown in Table 
14. Four 1mm thread diameter screws (Tenable Screw Company, TMD01) were then inserted 
into the screw holes and (after ensuring that the skull was dry) secured with dental glue 
(Metabond, Prestige Dental). Both the ground screw and EEG had a 2-3cm length of silver wire 
(World Precision Instruments AGT10100) pre-soldered to the top of the thread for later 
connection to the probe connector. A small section of the dura was then carefully removed from 
the probe window to allow unimpeded access to the brain surface.  
An optic fibre was then inserted at a 10o rostral angle through the relevant burr hole to a depth 
of 5.4mm. Silicon ‘artificial dura’ (Dow-Corning DOWSIL 3-4680) was then used to cover any 
exposed dura. The skull was dried around the burr hole and the fibre was then cemented in 
place using dental cement (Gentamycin dental cement, DuPuy), such that the cement covered 
the posterior ground and skull screws without impeding access to the probe window. The 
ground and EEG wires were then soldered to the connection wires on the probe connector 
package, and the probe output was displayed using the openEphys system. A custom-made 
portable faraday cage was then lowered onto the table around the surgical area to allow the 
output from the probe to be displayed without 50Hz interference. The probe was inserted into 
the brain at the centre coordinates shown in Table 14, and the LC was located by checking cells 
for characteristic LC features such as slow firing rate and phasic response to footpinch. Strong 
candidate LC cells were found on the first track in both surgeries, avoiding the need for multiple 
insertions of the probe.  
 Artificial dura was then applied to cover the dura around the probe, and Vaseline-petroleum 
jelly was melted on the tip of a cautery tool (Bovie Medical) and carefully dribbled onto the 
exposed shank of the probe to act as a protective layer. After ensuring that the skull was dry, 




When the probe was fully secure, all supporting stands and holders were removed. Wiring was 
bundled into the central area above the skull and dental cement was built up into a solid block 
which covered all skull screws and the shanks of the probe and fibre until only the fibre ferrule 
and probe plug were exposed. A lightweight aluminium cone was then secured around the area 
to prevent the rat from damaging the probe connector. Finally, the skin was sutured at the front 
and back to enclose the implant and cone. The area was cleaned with sterile saline and 
antibacterial wound powder (Battles veterinary wound powder) was applied. 
Isoflurane was withdrawn and the animal was removed from the stereotaxic frame. When the 
animal was able to right itself and hold its head up, buprenorphine was given subcutaneously at 
0.05mg/kg in order to relive post-operative pain.  Animals were then returned to a clean cage 
and closely monitored for the next seven days, including regular weighing to ensure that pre-
surgery body weight was recovered. After surgery, animals were single housed. 
 
 Bilateral Implantation of optic fibres for LC inhibition 
In order to produce effective inhibition, the LC was targeted bilaterally, as in previous studies 
(Carter, Yizhar, Chikahisa, Nguyen, Adamantidis, Nishino, et al., 2010; Hayat, Regev, Matosevich, 
Sales, Paredes-Rodriguez, Krom, et al., 2019). This is to avoid the potential confounds from 
possible interhemispheric LC connections – which provide the tonic inhibition (mediated by α2 
receptors) of one LC by the other (unilateral LC inhibition could therefore produce some 
paradoxical LC excitation in the opposing hemisphere), (Marzo, Totah, Neves, Logothetis and 
Eschenko, 2014; Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016). Implantation of two 
optic fibres left no space to implant a recording probe. For inhibition therefore, it was decided 
to focus solely on the behavioural consequences of reducing LC activity. 
Two male lister hooded rats (Rats C and D) received bilateral viral vector injections of CAV2-PRS-
GtACR-fRED to LC.  During the same surgery, optic fibres were also chronically implanted on 
either side of the brain. A schematic of the fibre and probe insertion tracks is shown in Figure 46 
(b).  
For implantation surgery, rats were anaesthetised using isoflurane and placed in a stereotaxic 
frame as per section 6.2.2.1 above. Once the skull was exposed and cleaned, 1mm burr holes 








(from λ unless stated) 
Burr holes for vector 
injections / optic fibres 
-1.2  +1.4   (Right LC) 
+1.2  -2.1  (Left LC) 
Skull screws +2.5 +3.5 
-2.5 -3  
-2.1 -3 from bregma 
Table 15 Drilling coordinates for implantation of bilateral optic fibres. 
Viral vector injections were made using a microcapilliary pulled glass pipette as described in 
section 4.2.2 To target the left LC, the pipette was lowered at a 20o caudal angle; three injections 
of 300nl each were performed at depths of 7.2, 7.5 and 7.8mm. To target the right LC, the pipette 
was lowered at a 10o rostral angle and 300nl injections were made at depths of 5.3, 5.5 and 5.8 
mm. Skull screws were then inserted as described above (6.2.2.1).  
 The right optic fibre was then inserted along the same track used for the viral vector injection, 
to a depth of 5.4mm, and cemented into place as described above - ensuring that the cement 
covered the insertion site and posterior skull screws without impeding access to the remaining 
burr hole. The left fibre optic was then inserted, again along the same track as used for the 
vector injection, to a depth of 7.5mm. The fibre shanks and skull screws were then sealed in 
dental cement, which was built up to form a smooth implant with a protective cone on the rat’s 
head. The animal was recovered as described above and single housed after surgery. 
 
 Implant failure in rat C 
Rat C was culled soon after surgery due to the failure of the dental cement and skull screws to 
keep the implant attached to the skull. No signs of infection were found when the animal was 
dissected after culling and it is unclear why the implant failed. It is possible that excess moisture 






 The 2-arm bandit task 
 Experimental setup 
Rats began in the operant box with the nose-poke ports covered (Figure 47 (a)).  The start of a 
new trial was signalled by a 2 second tone (4kHz, ~70dB); 1 second later the nose-poke ports 
were uncovered. Once the rat had chosen a port and made a nose poke, both ports were again 
covered. A reward was then dispensed with a probability appropriate to the port chosen; these 
rewards took the form of 20% sucrose solution dispensed by opening the reward valve for 800ms 
(releasing ~0.5ml of solution). Reward delivery was accompanied by an audible noise from the 
dispenser. The animal then visited the reward port to consume the sucrose solution (or discover 
that no reward had been dispensed). No measurement of reward collection latency was 
possible. The inter-trial interval commenced at the time of the nose poke and lasted 15 seconds. 
Typically, by this point rats had consumed the reward (if found) and were awaiting the start of 
the new trial. 
Figure 47 (a) overview of the 2-arm bandit task (b) the box in use by a rat with a dual optic fibre implant. (b)  a rat 




If no nose-poke had been made within 15 seconds, the ports were re-covered and the animal 
entered the intertrial interval for an additional 15 seconds. There was no explicit time-out period 
for a choice omission – although during these trials the animal had to wait the full 30 seconds 
between the beginning of one trial and the start of the next (typically a much longer period than 
rats that chose to nose-poke). Each experimental run consisted of up to 360 trials, consisting of 
six blocks of 60 trials in which the reward probabilities were held constant.  
Optogenetic intervention was used to cause excitation of the LC in selected trial blocks. In blocks 
where optogenetics was used, the laser was switched on during 10 trials towards the end of the 
block, specifically, trials 35 – 45 (out of 60). Laser stimulation consisted of 50ms pulses of light 
delivered at 10Hz over 2s for ChR2 animals, or a 2 second constant block of light for GtACR 
animals. The onset of light was triggered by a successful nose-poke (or after 15 seconds had 
elapsed, if no nose-poke was performed). The laser power was set at the level that caused 
measurable pupil responses during pupillometry experiments; this was 15mW at fibre tip in both 
animals that took part in the task. 
Blocks of trials were delivered so that each rat was exposed to an equal number of transitions 
where the position of the high probability port moved from left to right, or right to left, to control 
for the effect of individual side preferences (e.g. to check if an animal is quicker to switch sides 
simply because it prefers nose-poking on the new side). Each rat also performed an equal 
number of these transitions with and without the laser being activated in the block before the 
change. This enabled each animal to function as its own control when analysing the effect of 
laser interventions. The location of the high probability port at the start of the trial was also 
varied. Specifically, the blocks were arranged in the following orders, where ‘R’ or ‘L’ indicates 
the location (left or right) of the high probability port: 
Type Location of high 
probability port 
1 L R L R L R           
2 L R L R L R               
3 R L R L R L            
4 R L R L R L 
Table 16 Arrangement of blocks in each experiment. 
This produced 5 instances each of L to R transitions with / without laser in the first block, and 5 





 Operant box 
All hardware and software for the operant box was built by Dr Aleks Domanski for a separate 
project. The software was adapted for the bandit task, and then further modified to include 
control of a laser unit and use of the openEphys system.  The task was controlled by a MATLAB 
script, which interacted with the operant box via an Arduino electronics unit. This unit received 
commands from MATLAB to operate individual features of the box, specifically the servo 
controlling the nose poke doors and the release of a pneumatic valve for specified time periods 
to dispense rewards from a reservoir. The Arduino also returned signals to the MATLAB 
controller to log events within the box, including nose-pokes (detected via a drop in light 
intensity at a sensor receiving light from an infrared beam crossing the port) and rewards. These 
signals were copied to the input channels of the openEphys system in order the synchronise the 
task and electrophysiological data. Each experiment was summarised in a text file which 
captured the decision made on each trial (left, right or choice omission), the reward outcome 
and the timing of all events within the box. These text files were further analysed in MATLAB to 
extract the statistics in 6.3.4 below. A custom-built user interface (running in MATLAB) was used 
to monitor performance during the trial; this included monitoring of the animal via CCTV 
cameras mounted above the box. 
 
 Active Inference modelling 
The LC-AI theory (Sales, Friston, Jones, Pickering and Moran, 2019) was used to model the 2-arm 
bandit task in MATLAB. Model matrices are shown in Figure 48, and are similar to those 
described for tasks in Chapters 2 and 3. The model consists of 5 states: a home state plus left / 
right nose-pokes with and without rewards.  There are five observations in the task which 
uniquely signify each state (the A matrix is a 5 by 5 identity matrix). Learning proceeds through 
the B matrix. The agent must learn the correct probabilities of transitioning from state 1 to a 
rewarded state (states 2 or 4 in Figure 48)  in order to make successful decisions about where 
to seek reward. The utility vector (C) indicates that the agent prefers rewarded outcomes to 




choice omission). The Active Inference agent begins the task with a prior belief that the reward 
is equally likely to be found in either nose-poke.  
The task was run as specified for behaving animals, with blocks of 60 trials in which reward 
location was held constant, and 360 trials in one experimental run. When used, laser activation 
was represented by setting the decay factor to a low value (here, df=1) for trials (35-45) in the 
block, as for behaving animals.  For modelling of inhibition, a value of df=128 was used. The 
model AI agent undertook experimental runs as shown in Table 16. The results were outputted 
to MATLAB and converted to the same format as the experimental results for behaving animals. 
The same MATLAB analysis scripts were then used to analyse both the modelled and 
experimental results. 
 
 Training and handling of rats 
Prior to surgery, animals were regularly handled and were trained in the use of the operant box. 
During all behavioural work, animals were food restricted to no less than 15% of bodyweight (as 
measured at the beginning of food restriction) and had access to water ad libitum in home cages. 
Training commenced after recovery from viral vector injections (at a weight of 200-300g, as 
detailed in 6.2.2).  Training consisted of the following stages 
- Box habituation / training on reward location (1 hour session), in which rewards were 
dispensed manually at the reward location. 




- Nose poke training, in which any nose poke caused a reward to be dispensed (at least two 
1 hour sessions) 
- Nose poke training with distinct trials (one or two 1 hour sessions, depending on 
performance) 
- Training on the full task. Training continued until a reward rate of 70% (relative to the 
maximum possible reward of 90% , i.e. an overall rate of 63%) was achieved over the 
experimental run. 
After demonstrating capacity to perform the task, animals were allocated to one of the two 
surgeries described above (as shown in  Table 17). After surgery animals were allowed at least 
one week to recover before training on the task recommenced (to check performance was still 
acceptable). 
Rat Viral injection Implant 
A CAV2-PRS-Chr2-mCherry, unilateral Probe plus optic fibre (unilateral) 
B CAV2-PRS-Chr2-mCherry, unilateral Probe plus optic fibre (unilateral) 
C (culled) CAV2-PRS-fRED-mCherry, bilateral Bilateral optic fibre 
D CAV2-PRS-fRED-mCherry, bilateral Bilateral optic fibre 
 Table 17 Implanted rats 
 
 Pupillometry in chronically implanted animals 
To test pupil responses in implanted animals, rats were lightly anaesthetised with isoflurane and 
placed in ear bars (Figure 49). The laser ferrule was connected to a fibre optic cable to deliver 
light at 445nm wavelength. Pupil responses were monitored in dark conditions using an infrared 
camera controlled by Raspberry Pi and analysed using MATLAB as for acute recordings.  In each 
animal a range of powers (2mW, 5mW, 10mW, 15mW) was sampled. Light was delivered either 
in 5 second bursts of 50ms pulses at 10Hz (for ChR2 animals) or a sustained 5 second block of 






 Sleep-wake tests 
To test for sleep-wake transitions caused by optogenetic activation of the LC, rats with EEG 
screws were allowed to rest in their home cage whilst connected to the openEphys recording 
system and monitored by camera. The ferrule of the fibre optic was connected to the laser 
(Omicron Phoxx) via a rotary connector (Doric). EEG output was bandpass filtered (0.1-20Hz) 
and output to the openEphys monitor. Rats were assessed to be asleep when completely 
immobile and when strong slow-wave EEG activity (<2Hz) was observed. Laser stimulation of 
50ms pulses delivered at 10Hz over 5 or 10 seconds was then applied.   
All data was analysed using MATLAB. The range of delta frequencies was defined as 0.4-4Hz (as 
per (Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016)). To calculate EEG spectrograms, 
the MATLAB Chronux toolbox was used, specifically the function mtspecgramc 
(http://chronux.org/). To calculate the power in the delta frequency range, the data was first 
filtered using a second order Butterworth filter, and then the absolute value of the Hilbert 
transform was calculated. 
 Identification of LC units 
Because of the deterioration of the probe recording quality (see 6.3.1), only one basic tests for 
LC unit identity was carried out. This consisted of assessing responses to unpredictable  short 




noises – 300ms  ‘pips’ of ~85dB at 4kHz – played to an implanted rat in their home cage. Pips 
were generated via MATLAB, and data was recorded using the openEphys recording system. 
Data was clustered using the processing pipeline described in the Methods section of Chapter 
3, and clustered units were examined for short, phasic spiking activity followed by characteristic 
silencing, in response to loud pips 
 
 Histology 
At the end of the experimental period, rats were killed with an overdose of pentobarbital 
(Euthatal, Merial Animal Health, 20mg/100g via IP injection) and perfused transcardially with 
0.9% NaCl following by 4% formaldehyde in 0.1M phosphate buffer (PB). Immunohistochemical 
staining for DBH, and for the fluorophores mCherry or fRED. This was carried out as previously 
described in Chapter 4 (4.2.8).  
 
 Results 
 Deterioration of probe data 
Whilst LC units were putatively identified during surgery, the quality of the recording data 
deteriorated within days of the implant. Background signal noise did not appear to increase 
significantly, but units were no longer seen on the majority of channels (as in Figure 50 (a)). 
Clustering was largely unsuccessful and generated either large clusters mainly consisting of 
noise, or much smaller clusters containing 10-200 spikes only. The fact that units were lost across 
all channels suggests that this was not simply due to probe movement, as non-LC units would 
typically have been recorded were this the case. No laser responsive units were found either in 
the raw or processed data.  
For both rats A and B, data from the probe was collected three days after surgery during periods 
when the animal was in its home-cage (no behavioural testing was performed at this point). LC 
identification was attempted. At this point, one putative LC unit was identified for Rat A based 
on its broad action potential, slow firing rate (0.4Hz) and frequent short latency response to loud 
unexpected ‘pips’ (Figure 50 (b)). However, no LC units were found for Rat B. In subsequent 
recordings (post-surgery day 4 onwards), very few cells of any type were identified in the data, 






Figure 50 Chronically recorded probe data. (a) 20 seconds of raw data from the same channel during surgery and three 
days afterwards. Within three days, units were no longer present on this channel and most others. (b) Identification of 





 Pupillometry  
 Acute recordings 
Pupillometry was attempted in eight rats during acute recordings (this set did not include any of 
the rats used in the bandit task; the group was formed of animals used in recordings #8-#15 
described in Chapter 4, Table 3(a)). An increase in the size of the pupil following optogenetic 
excitation of the LC was successfully recorded in four rats, as shown in (#8,10,11 and 12 from 
Table 3 of Chapter 4). In one further experiment a pupil response was seen but the resulting 
data could not be analysed due to problems with the quality of the camera footage.  
The relative increase in pupil size was calculated as an x-fold increase on the baseline size, 
defined as the mean pupil size during the 5 seconds prior to the laser onset. LC excitation caused 
a robust dilation of the pupil with a relatively consistent latency to peak size of 9.34±0.41s 
relative to laser onset (across all animals and events; Figure 51). This is comparable with results 
obtained in a similar study which found a peak in pupil size occurring 3-4 seconds after the end 
of laser stimulation (Hayat, Regev, Matosevich, Sales, Paredes-Rodriguez, Krom, et al., 2019). 
The peak relative pupil size was highly variable both within and between animals (mean 
4.82±0.76). It is possible that this variance arises from differences in baseline size of the pupil. 
Figure 51 (b) suggests that for recordings #8, #10 and #12, larger pupil sizes are associated with 
smaller relative increases for the same stimulation. Speculatively, if LC excitation acts 
predominantly via inhibition of the iris sphincter muscle (as suggested by (Yüzgeç, Prsa, 
Zimmermann and Huber, 2018))  effects may be more pronounced when the pupil is already 
highly constricted.  
No responses were detected in 3 animals. In two of these recordings, it was subsequently 
possible to record LC cells using the probe – but no optogenetically activated cells were recorded 
on either occasion - suggesting that the optic fibre was not placed in or near the LC. 
Overall, the results of this study confirm the causal link between activation of LC units and pupil 







 Chronically implanted animals 
6.3.2.2.1 Rats A and B (LC excitation) 
The relative change in pupil size was calculated as for acute experiments; results for rats A and 
B are shown in Figure 52. Using the results for acute experiments, the peak change in pupil size 
was expected to occur at ~9 seconds after the start of laser stimulation. In order to assess the 
significance of changes in size, the mean relative increase was calculated for a 5 second window 
around this point (i.e. from 6.5 to 11.5 seconds). Over repeated events, this value was checked 
for significant difference from 1 (which would indicate an identical size to the baseline 
measurement).  
No significant changes in pupil size were found for laser power settings below 15mW at the tip 
of the fibre in either animal. At 15mW, for rat B there was a weak but significant change in pupil 
size (Wilcoxon sign rank test, p=0.03). The mean peak relative size was 1.3±0.08, with a mean 
latency to peak 7.94 ±0.9s. There was no statistical difference between the latencies seen in rat 
B and those observed in acute experiments (Wilcoxon ranksum test, p=0.2). However, the 
increase in pupil size was small compared to acute results. Post hoc immunohistochemical 
staining indicated that CAV2-PRS-ChR2-mCherry was successfully expressed in LC (Figure 58 and 
Figure 51 (a) Laser stimulation of LC over a 5 second period (always 50ms pulses at 10Hz) causes a robust increase in 
pupil size. Results for each animal are shown separately. Grey traces represent individual trials; the mean response is 
plotted in blue (b) The maximum relative increase in size is highly variable. Plotting the maximum increase in relation 
to the absolute baseline size suggests that, within recordings, larger increases may be visible when the pupil starts 




section 6.3.5). It is therefore likely that the small response size occurred because the optic fibre 
was positioned further away from the LC, providing a lower intensity of light to transduced units 
and producing a smaller change in firing rate.  For rat A, no significant changes in pupil size were 
seen at any laser power. The results indicate that the optic fibre was able to stimulate LC in rat 
B, but not rat A.   
Bilateral pupilometry was attempted for rats A and B. However, only footage from the right eye 
(ipsilateral to the LC stimulated) was analysed. This was because the contralateral pupil was 
partially obscured by the eyelid in both animals.  
 
6.3.2.2.2 Rat D (LC inhibition) 
At ~15mW at fibre tip, laser stimulation produced a significant increase in pupil area in both the 
left and right eyes (Figure 53 Results of bilateral and unilateral LC inhibition in rat D.). No 
significant effects were seen at lower powers.  
This result was unexpected. In the acute setting, laser stimulation of LC expressing GtACR led to 
profound silencing of LC units. Given the likely anatomical organisation outlined in Figure 45, 
silencing of the LC should lead to a lower level of inhibitory input to Edinger Westphal (EW) 
nucleus, and increased constriction of the pupil via the iris sphincter. Additionally, on the 
ipsilateral side, the LC’s excitatory contribution to the iris dilator muscle should also be reduced. 
Overall, this should lead to a reduction in pupil size as previously observed (Hayat, Regev, 
Matosevich, Sales, Paredes-Rodriguez, Krom, et al., 2019). 
Figure 52 Pupillometry responses for Rat A and B (both injected unilaterally with CAV2-PRS-ChR2-mCherry) at a laser 




Speculatively, there are several possible mechanisms through which pupil expansion could 
instead occur. It is possible that the inhibition was effective, but only in one LC. This could lead 
to excitation of the contralateral LC if there are inter-LC connections providing inhibitory input 
(mediated by α2 receptors). The activated LC could then cause pupil constriction on its ipsilateral 
side (see Figure 45)) – but would also have the potential to promote expansion of pupil size on 
the other side, due to the contralateral projections to the EW nucleus. Alternatively, the work 
of Chapter 5 (5.4.2) showed that inhibition of a subset of LC cells could cause excitation of non-
transduced cells – this could also lead to expansion of pupil size on either side.   
To explore potential mechanisms in more detail, responses to unilateral stimulation were also 
recorded at 15mW laser power. With the left fibre alone, no significant rise in pupil size was 
seen in either eye – although a slight increase is visible when the data was plotted. However, 
with the right fibre a significant increase in pupil size was seen in both eyes. The difference 
between peak increases on the left and right sides was calculated for each stimulation event; 
this fell marginally short of significance for right side stimulation and for bilateral stimulation. 




The latency to peak size was also checked for all events - there were no significant differences 






Bilateral Left fibre Right fibre 
Left eye 2.7±0.51 * 1.24±0.04 NS 2.06±0.06 * 




Left-Right 0.20±0.07   0.05± 0.01 -0.27±0.14 
Table 18 Summary of results for unilateral / bilateral LC inhibition in rat D. Significance stars for x-fold increases 
represent a significant difference from 1 (Wilcoxon sign-rank test, * p<0.05). The difference in peak size was calculated 
as the maximum relative increase on the left size minus the maximum on the right side.  
The results indicate the predominant changes to LC activity originated from the fibre targeting 
the right LC, and that - although mechanisms are unclear - this led to a paradoxical LC excitation. 
The assessment that the overall effect of the stimulation was excitatory was further  confirmed 
by the observation that on two events (during bilateral and right unilateral stimulations) laser 
stimulation led to a visible lightening in depth of anaesthesia as evidenced by foot movement 
and subsequent pupil dilation – as has previously been demonstrated with LC excitation (Vazey 
and Aston-Jones, 2014). 
 
 Sleep-wake results 
Sleep experiments were carried out with Rats A and B, for which EEG data was available. Results 
are shown in Figure 54. In rat A, LC activation produced no significant change in the power in 
delta frequencies (a marker of NREM sleep, as used to detect LC activation previously (Carter, 
Yizhar, Chikahisa, Nguyen, Adamantidis, Nishino, et al., 2010; Hickey, Li, Fyson, Watson, Perrins, 
Hewinson, et al., 2014)). In rat B, stimulation over 5 second produced a drop in delta power 
which was significant over repeated 5 second stimulations (50ms light delivered at 10Hz; mean 
power was calculated over 5 second windows before and immediately after onset of laser, 
p<0.05 Wilcoxon ranksum test.) Over 10 second stimulations, a drop was also seen, although 




Coupled with the pupillometry results, the results confirm that optogenetic LC activation was 
possible in rat B, but not rat A. No sleep-wake experiments were performed for rat D, as no EEG 
data was available. Many of the ‘wakes’ caused by LC activation are effectively a  brief 
‘lightening’ of sleep. These events are accompanied by a drop in delta power, but very little 
visible movement – making assessment by camera alone unreliable. 
 
 
 The two-arm bandit task 
Rats B and D showed clear evidence that laser stimulation altered LC firing. This was assessed to 
be excitatory in both animals, despite the use of an inhibitory opsin in rat D. These rats were 
used for tests of the two-arm bandit task described above (6.2.3). The experimental design was 
based on LC excitation, modelled using the LC-AI theory.  
 
Figure 54 (Left) EEG spectrograms for repeated 10 second laser stimulations (Right) The power in delta (0.4-4Hz) 




 Modelling the two-arm bandit task using the LC-AI model 
The results of an example experimental run using the LC-AI agent are shown in Figure 55 (a). In 
contrast to real rats, there are no choice omissions, and during periods of stable performance 
decisions are consistent. This is because in the AI model, choices are made deterministically by 
picking the action with the highest probability. This is unrealistic: even well trained rats exhibit 
some choice variability during stable periods of performance (see, for instance, results for an 
Figure 55 The Active Inference agent in the 2-arm bandit task, with LC excitation on selected trials. The location of 
the high probability arm switches every 60 trials (a) From top to bottom: trial outcomes, reward probabilities and a 
rolling reward rate (lower plot). Periods of simulated laser stimulation are shown in blue. For the lower plot, the 
reward rate was calculated over bins of 10 trials. The 50% chance level is calculated by assuming that the agent 
would have a 50% chance of selecting either the 10% or 90% locations, if choosing randomly. (b) Reward rate in the 
25 trial period after a rule change  (b) Lose shift results during the trials where the laser was activated (the proportion 
of trials following a failure to find a reward that the agent chose to switch location) (c) despite the greater proportion 
of lose-shift behaviour, the overall reward rate in later trials (#25 onwards) is not altered. (e) and (f) show 




example run with Rat B in Figure 57). To correct this, in future versions of the model the action 
selection could be altered to select probabilistically from the different actions, using the 
underlying probability distribution. 
Summary statistics across all experimental trials are shown in Figure 55 (b)-(f). The mean reward 
rate was 82.8±-0.48%; the omission rate was 0%. During the laser intervention the agent’s 
choices become completely dependent on its most recent experience - it will often change 
location after experiencing a single unsuccessful visit to a port (‘lose-shift’ behaviour, Figure 11 
(c)). This is because of the ‘decay’ of priors during the laser period. No switching behaviour is 
seen during comparable periods (i.e. late in the block, during trials #35-45) when the laser is not 
active, because the agent is able to rely on its knowledge of choices over a longer period. 
Additionally, during the laser period the proportion of trials on which the agent chose to switch 
after winning was zero for both laser and non-laser trials – highlighting that in the AI-LC model, 
the decay of priors leads to an emphasis on recent experience only rather than on a regime of 
totally stochastic decisions (as suggested by (Tervo, Proskurin, Manakov, Kabra, Vollmer, 
Branson, et al., 2014)).   
Note that if the laser stimulation was continued over much longer periods, the overall reward 
rate would likely be reduced due to the sustained switching behaviour. A drop of overall reward 
rate was observed in a similar two-arm bandit study by Kane et al (Kane, Vazey, Wilson, Shenhav, 
Daw, Aston-Jones, et al., 2017) using chemogenetic activation of the LC (which raised LC firing 
levels throughout the task). However because rewards were delivered with slowly varying 
changes in size (rather than being completely omitted on unsuccessful trials), it is difficult to 
ascertain the extent of ‘lose-shift’ behaviour.  
The laser intervention also reduces the time taken to switch arms following a reward change. In 
the 25 trials following a rule change (indicated on Figure 55 (a)), the number of rewards obtained 
after a block including laser stimulation was significantly higher than for the same periods when 
laser stimulation has not occurred (Figure 55  (b)). This is because when laser intervention has 
occurred, priors are weakened – and therefore more easily overturned.  
 
 Modelling inhibition 
Despite the pupillometry responses, it is possible that the effect of laser stimulation on Rat D 
could be inhibitory for at least some LC neurons (including those projecting to frontal cortex). 




shift behaviour during the laser period (resulting in a zero result for both the laser and no-laser 
conditions; this has not been plotted). Win-shift behaviour during the laser period remained at 
zero. With inhibition, there was no significant difference between rewards obtained over the 
initial trials following a rule change or over the later trials. (Figure 55 (e) and (f)). 
 
 Experimental results in Rats B and D 
6.3.4.3.1 Training 
Rats B and D resumed training on the behavioural task after implant surgery and testing of LC 
responses (pupillometry, sleep-wake testing and LC unit testing for rat B). In practice, this led to 
a delay of ~3-4 weeks before animals were ready to begin data collection.  
To reach the required standard of 70% of maximum reward levels, Rat D required 10 training 
sessions (5 sessions in which reward levels were set at 100% or 0%, and 5 sessions at 90% or  
10%. Rat B required 9 training sessions - 6 at 100% / 0%, 3 at 90% /10 %).  
 
6.3.4.3.2 Results with laser intervention 
A summary of outcomes from each experimental run is shown in Table 19. Overall reward and 
omission rates remained stable across the set of experiments in each animal, suggesting that 
behaviour did not change as the experiments progressed. For Rat D, reward rates were similar 
to the Active Inference agent at ~80%. 
 Trial Type Reward rate (%) Omission rate (%) 
Rat B 2 74 0.3 
1 73 1.1 
3 72 0.6 
4 77 0.6 
Rat D 1 84 4.4 
2 88 2.3 
3  83 2.2 
3  81 7.5 
4 79 7.5 
Table 19 Summary of behavioural results. Note that one trial for rat D was run over two separate sessions as one of 




The same analysis of results was conducted as for the AI agent. For rat B, no results were 
significant, however, the direction of change between the laser and non-laser blocks is 
consistent with experimental prediction for both the 25-trial reward rate and lose-shift 
behaviour (Figure 56 (a) and (b)). Interestingly, for rat D, laser stimulation caused a significant 
reduction in lose-shift behaviour.  This would be consistent with a stabilisation of priors caused 
by inhibition of LC. Because the AI agent exhibited no baseline variability at all once stable priors 
Figure 57. Example experimental run for rat B.  
Figure 56 Summary results for Rat B and D (a) shows the mean number of rewards obtained immediately after the 
location of the high reward probability port has changed. (b) The number of lose-shift events during the laser period 
(or comparable period, trials #35-45 of a block) (c) mean number of rewards in later periods of the block, once stable 




were established (i.e. no lose-shift behaviour during late-block periods without laser) it is 
difficult to compare this result to theoretical results. In both cases, a repeat of the experiment 
with larger numbers of animals – with clearer signs of LC activation / inhibition -  is required to 
properly understand the significance of the results. 
LC activation is known to cause freezing behaviour in rodents, a response which may complicate 
the analysis of results  (Carter, Yizhar, Chikahisa, Nguyen, Adamantidis, Nishino, et al., 2010; 
Kane, Vazey, Wilson, Shenhav, Daw, Aston-Jones, et al., 2017). No obvious freezing responses 
were noted whilst the animals were monitored on camera during the experiment. As another 
measure of freezing, the number of trial omissions was calculated during the trials when the 
laser was activated, and for the same trials in blocks without laser. No significant changes were 
detected, indicating that freezing responses did not occur to a measurable extent.  
 
 Histology 
Histological examination confirmed expression of CAV2-PRS-ChR2-mCherry in rat B and CAV2-
PRS-GtACR-fRED in rat D. Expression of the virus was restricted to cells which also stained clearly 
for DBH (Figure 58). Because all implants effectively consisted of two separate structures (either 
two optic fibres or a probe and a fibre) forming a ‘V’ shape within the brain, the removal of the 
implant during dissection caused significant damage to the tissue. This meant it was not possible, 
in either animal, to re-construct the tracks of the probes / fibres. No histology was available for 
rat A as tissue was damaged during sectioning. 
In rat D, expression was clearly confirmed in both LCs. This makes it likely that the imbalance in 
pupil size changes noted during pupillometry was caused by faulty targeting of the optic fibre 











This project aimed to experimentally test a subset of predictions of the LC-AI theory. A two-arm 
bandit task was modelled in AI, producing testable predictions, and was implemented in an 
operant box. Rats successfully learned the task and performed at levels comparable with the 
simulated AI agents.  
 However, the experimental tests were complicated by a number of technical challenges, 
including the failure of the implant in rat C, an absence of LC activation in rat A, and the lack of 
unit data on the implanted probes. This reduced the number of animals participating to just two 
and restricted the experimental tests to the behavioural consequences of LC excitation or 
inhibition.  Additionally, interpretation of the results is complicated by the unexpected results 
of laser stimulation in rat D – where laser stimulation of an inhibitory opsin appears to have led 
to paradoxical excitation of LC.  
Figure 58 Histology for rats D and B. Histology for rats D and B. Note that in the slices for Rat B, tissue damage has 
made it difficult to identify the structures shown in the relevant rat atlas sections – the visible hole is due to tearing; it 
is not the 4th ventricle (atlas excerpts shown on far left, (Paxinos and Watson, 2007)).  A red fluorophore has been used 
to amplify the signals from fRED (rat 6) and mCherry (rat B); a green fluorophore was used for DBH. The overlay of the 




Whilst the results were inconclusive, the project demonstrate that a simple task can be used to 
test theoretical predictions, which could be improved and repeated in the future. A number of 
ways in which the experimental strategy could be improved were highlighted. Most obviously, 
a much larger group of animals are required in order for results to be placed in context and 
assessed for significance. With only one animal with LC excitation, and one in which the effect 
of laser stimulation was possibly excitatory, no conclusions could confidently be drawn from the 
data.  
Secondly, the results of Chapters 4-6 have clearly shown that successfully targeting the LC with 
either a probe or a fibre optic is challenging and carries the risk of significant failure rates. It may 
be more effective therefore to split the experimental targets into two groups of animals – one 
focused on test the effect of interventions in LC firing rate on behavioural outcomes, and one 
focused on LC unit recordings. The two sets of predictions could then be pursued separately. 
When compared to the dual probe / optic fibre implants described in this chapter, the 
complexity of the surgery would be reduced; the number of tests required of each animal (e.g. 
LC unit identification or pupillometry) would also be reduced. The same task could still be used 
effectively with both experimental groups, and the particular challenges associated with each 
approach could be tackled individually. 
Finally, it could be argued that the two-arm version of the explore-exploit task requires a limited 
amount of true ‘exploration’, as the animal only has one other option to choose when rewards 
are not being obtained at given location. In order to confidently test predictions related to 
exploration, it may therefore be appropriate to expand the task to include three reward 
locations – similar to the simulations described in Chapter 2 and 3. 
 
 Failure of probe recordings 
Both implantation surgeries successfully targeted the probe to the LC (based on the recordings 
made at the time of implantation). However, the quality of probe data deteriorated quickly. Only 
one unit was recorded within 3 days of surgery; after that point no units could be seen in the 
data.  
The loss of neurons was not seen in acute settings – where probe recordings lasted for ~2 hours, 
or immediately post-surgery:  in Rat A, the probe was connected for a short period immediately 




the same channel as during implantation, suggesting that no significant movement of the probe 
occurred during the remining stages of surgery. The loss of visible units was not caused by a 
grounding issue (such as a bad connection to the grounding screw), as the background noise on 
the probe remained relatively constant throughout the weeks following implantation.  
The processes which led to the loss of recording quality likely occurred over a timescale of days, 
and could be due to encapsulation of the probe by glial cells. The initial insertion of the probe 
causes tearing and stretching of neural tissue and the severing of capillaries, leading to bleeding. 
This initiates the brain’s wound healing response (Edell, Toi, McNeil and Clark, 1992; Polikov, 
Tresco and Reichert, 2005). Within hours of probe insertion, activated microglial cells (i.e. in a 
state triggered by injury or injection) begin to extend processes towards the site of injury caused 
by the probe (Kozai, Vazquez, Weaver, Kim and Cui, 2012; Kozai, Jaquins-Gerstl, Vazquez, 
Michael and Cui, 2014). Over the following 12-24 hours, microglia move into a motile phase, 
moving their cell bodies towards the probe and creating a thin sheath. Over the following days 
activated astrocytes form additional layers around the probe. The resulting glial sheath 
continues to grow over the following weeks and may cause the displacement or death of 
neurons adjacent to the probe (Edell et al., 1992; Biran, Martin and Tresco, 2005; Polikov, Tresco 
and Reichert, 2005). This structure may also form a tight enough barrier to limit the movement 
of ions and neurotransmitters, and is associated with an increase in probe impedance (Williams, 
Hippensteel, Dilgen, Shain and Kipke, 2007; Frampton, Hynd, Shuler and Shain, 2010).  It is 
possible that such glial encapsulation was responsible for the loss of LC units in the recordings 
in Rat A and B – which were observed to worsen over a timescale of days after surgery. The 
impedance of the probe was checked prior to culling of the animals, and was found to be within 
normal range (0.1 – 1 MΩ), however, the loss of units could still have occurred through cell death 
or displacement.  
The brain-stem itself may be a difficult target in which to sustain a recording with a rigid probe 
fixed relative to the skull. Both respiration and pulse movement cause significant movement of 
the tissue (which also creates difficulties in brainstem imaging (Brooks, Faull, Pattinson and 
Jenkinson, 2013)). Additionally, the LC sits on a brain-ventricle interface, allowing further 
compression and distortion (see Figure 58). 
Past recordings in vivo have successfully used movable single electrode tungsten wires (Foote, 
Aston-Jones and Bloom, 1980; Aston-Jones and Bloom, 1981b; Xiang, Harel, Gao, Pickering, Sara 
and Wiener, 2019). It is possible that they offer some benefits over probe recordings because of 
their flexibility, and because the tip of the wire can continually be moved into new, uninjured 




LC via a cannula, might act as a successful alternative strategy to probes for making chronic 
multi-unit recordings. 
 
 Optogenetic interventions 
Pupillometry and sleep-wake tests indicated that the effects of laser intervention were variable 
and in the case of rat D, unexpected. Rat A showed no clear signs of LC activation, Rat B showed 
a weakly excitatory response, and Rat D showed evidence of net LC excitation – despite 
expressing an inhibitory opsin in both LCs. These results underline the importance of tests to 
check the effect of laser stimulation – such as pupillometry or sleep-wake tests - before animals 
are used in behavioural tests. In combination with histological test to verify expression of viral 
vectors, this allows clearer interpretation of behavioural data. 
The results for rat D also illustrate the potential for unintended consequences when attempting 
to silence the LC. For this animal, the results indicated that the effect of the laser was uneven 
between LCs, with stimulation on the right side only causing a large response. It is possible that 
this caused disinhibition of the left LC via the silencing of inter-LC inhibitory connections. The 
excitatory effect may also have been compounded by paradoxical excitation of non-responsive 
neurons and by the rebound firing that occurs at the end of laser inhibition (as demonstrated in 
4.1.2).  To understand the mechanisms at work, future experiments could explore the effect of 
bilateral and unilateral LC inhibition on pupil size and / or LC firing in an acute setting. A better 
understanding of the circumstances under which attempts at inhibition can cause excitation 
would allow LC silencing to be used with more confidence in behavioural tasks.   
Finally, whilst the predictions of the LC-AI model relate specifically to LC-PFC projections, the 
viral vector injections targeted the entire LC. This was to increase the chances of LC activation, 
given the small numbers of animal used. However, as discussed in Chapters 4 and 5, evidence 
increasingly suggests that the LC has a modular structure, in which subgroups of cells have 
distinct preferred targets and functional roles. The effect of whole LC excitation or inhibition on 
behaviour may therefore be unpredictable. In an experiment with a larger number of animals, 
focusing solely on optogenetic interventions (i.e. without probe recordings), viral vector 
injections could reasonably be targeted to frontal cortex, causing retrograde expression of the 
CAV2 vectors in LC cell bodies. Laser illumination of LC would then affect only the frontally 
projecting neurons, providing a better test of LC-AI theory. This approach also opens up the 




the activity of cells in OFC / ACC, whilst using laser stimulation delivered to LC terminals in the 
same region (a similar approach to that taken by (Tervo, Proskurin, Manakov, Kabra, Vollmer, 
Branson, et al., 2014)) 
 Improvements to the Active Inference model 
The Active Inference model could be improved by altering the action selection mechanism to 
allow more variability in behaviour. In its current form, the agent conforms perfectly to its priors 
without deviation, always picking the action with highest probability based on its calculated free 
energy. An alternative mechanism would allow the agent to choose probabilistically between 
the actions (i.e. in a choice between two actions, of probability [0.9 0.1], the first action would 
be chosen with 90% probability). This would create some ‘noise’ in outcomes and would better 
mirror the data from behaving animals – for instance in allowing occasion sampling of the low 
probability location even during periods of stable performance. Additionally, the AI model 
simplified the state-space of the task by combining the nose-poke and reward steps into single 
states. This would likely mean that the model’s predictions for the timing of LC activity relative 
to task events would be over-simplified – for instance, the predicted phasic firing in response to 
absence of reward would be more likely to occur at the reward point, not at the nose poke. This 
could be addressed by splitting the two nose-poke locations and reward collection point into 






7 General Discussion 
 
 Overview 
The aims of this thesis fell broadly into two areas: 
• to develop a computational description of LC function within the framework of a predictive 
brain; 
• to develop techniques for recording and optogenetically manipulating the LC, in order to 
test theoretical predictions in behaving animals and explore the internal structure of the 
LC.  
To meet these aims, an Active Inference theory of the LC (‘LC-AI’) was developed and used to 
simulate LC activity during behavioural tasks, allowing testable predictions to be made. A series 
of acute experiments was then performed, which demonstrated the recording of multiple 
individual LC cells alongside optogenetic interventions. This work also provided valuable insights 
into technical challenges – and possible limitations – of translating from acute experiments to 
awake behaving animals. Finally, an experiment was piloted in behaving rats to test predictions 
from the LC-AI theory. This experiment provided proof-of-concept data which could be used to 
develop the experimental paradigm in future work.   
 
 Summary of key findings 
 The LC can be modelled as a correlate of state-action prediction error 
In Chapter 2 I developed the hypothesis that LC firing is a correlate of a ‘state-action prediction 
error’.  These errors occur in situations when significant changes must be made to the internal 
‘map’ of states and actions which describes the passage of an animal or agent through the 
environment.  
I showed that state-action prediction errors are readily accessible when cognition is described 
using the theory of Active Inference (AI), and can be extracted from the standard cycle of belief 




has previously been modelled using AI - the resulting model re-capitulated experimentally 
observed characteristics of LC firing. In particular, I demonstrated that both phasic and tonic 
patterns of LC firing can be seen as emergent properties of belief updating. This united two types 
of LC spiking patterns which, in many previous theoretical descriptions, have been considered 
as separate regimes. 
Finally, the AI framework was compared to an existing Reinforcement Learning (RL) approach 
describing similar ‘state’ prediction errors. This model was able to produce similar qualitative 
results in models of simple tasks, but diverged from the AI agent when more complicated 
scenarios were considered. These included experiments using ‘distractor’ stimuli, and situations 
where equal rewards could be obtained using different actions. In the distractor task, the AI 
agent produced results that more accurately mirrored the results of experimental data. 
 
 State-action prediction errors can modulate internal models to allow 
behavioural flexibility 
The description of state-action prediction error was further developed in Chapter 3 to produce 
a complete Active Inference model (‘LC-AI’) of the interactions between internal models, the LC 
and behaviour.  
The prediction error was linked to the ‘decay’ of parameters in internal models – specifically, 
the parameters describing relationships between actions, states and sensory observations. 
Biologically, this proposal relies on reciprocal connectivity between the LC and PFC, which has 
already been evidenced experimentally. The resulting feedback loop caused behavioural 
flexibility when LC activity was high, and stability under conditions of low tonic activity, mirroring 
experimental results. In a reversal learning paradigm, agents with the ability to flexibly modulate 
the decay parameter – via the state-action prediction error - outperformed those with fixed 
parameter values.  
The experimental predictions of the LC-AI model were also detailed. These fell into two main 
categories: predictions for the spiking of individual LC units, and those relating to the changes in 
behaviour that would be seen using different manipulations of LC activity – including the effect 





 Effective optogenetic manipulation of LC activity and multi-unit recordings allow 
verification of cell identification methods  
Chapter 4 described the implementation of techniques to record multiple individual LC units 
simultaneously, and to manipulate their firing optogenetically in anaesthetised rodents. 
Viral vector injections were shown to cause efficient and selective expression of ChR2 (for 
excitation) or GtACR (for inhibition, in rats) in the LC. A series of acute recordings was performed, 
in which multi-site silicon recording probes and optic fibres were used to target the LC on 
separate tracks. The activity of the LC was recorded during a series of interventions, including 
optogenetic activation and inhibition, noxious stimuli (footpinches) and injection of clonidine. 
This project led to the largest known dataset of optogenetically identified LC units in either rats 
or mice. This enabled the ‘classical’ tests of LC identity to be validated for the first time. Results 
largely corroborated the reliability of these techniques; however, a small population of LC were 
units were identified that did not respond clearly to footpinches. These units may have been 
overlooked in previous experimental work – their projection targets and functional significance 
remain to be established. 
The outcome of experiments in this chapter also highlighted a number of important 
considerations for translating the approach to a chronic setting.  Difficulties in targeting the LC 
were assessed to have been the most likely cause of the failure to record LC units, or to 
optogenetically activate them, in multiple recordings. To mitigate these challenges, it was 
concluded that future experimental approaches should be designed to exploit either 
optogenetic intervention or multiunit recording – with the expectation that achieving both at 
once in a behaving animal would be rare. 
 
 Multi-unit recordings indicate that the LC is inhomogeneous 
The work in Chapter 5 extended the analysis of the dataset of acutely recorded LC units. The 
responses of units that were not optogenetically responsive were examined during laser 
stimulation. This provided the first ‘ground-truth’ analysis of both responsive, and ‘bystander’ 
neurons during optogenetic intervention.  During excitation (via ChR2), bystander neurons were 
largely inhibited in mice. This is consistent with an inhibition mechanism mediated via α-2 




bystander neurons were excited by laser activation of transduced cells – an effect which lasted 
beyond the period of laser stimulation.  
In rats, bystander neurons raised their firing rates in response to inhibition (via GtACR), an effect 
which also persisted beyond the period of laser activation. This elevated firing is also consistent 
with an α-2 mediated mechanism – here, responding to decreased local release of 
noradrenaline. This work indicates that the responses of non-laser responsive neurons could 
present a potential confound for behavioural experiments using optogenetics in the LC.  
Investigation of Pearson’s coefficients, and cross-correlograms of paired LC units showed that 
the LC has a strikingly low level of pairwise synchrony, with very few significant interactions 
below the timescale of 100ms. This contradicts descriptions of the LC as a homogeneous, highly 
synchronised unit. The presence of the same units in multiple pairs with significant correlations 
or higher Pearson’s coefficients potentially hints at the existence of small networks of cells 
within the nucleus – a structure which would be consistent with current ‘modular’ descriptions 
of the LC. The inhomogeneity of the LC was also confirmed by the results of analysis which 
showed that in both rats and mice, units could be grouped into two categories (‘wide’ and 
‘narrow’) based on their action potential morphology.  
 
 A simple task can be used to test theoretical predictions in awake behaving 
rodents. 
In Chapter 6, the work of preceding chapters was brought together to pilot an experiment  (the 
two-arm bandit) aimed at testing the LC-AI theory in behaving animals.   
Simulations using Active Inference indicated that the effects of optogenetic manipulation of the 
LC would be visible in behavioural outcomes – for instance, with increased variability during  
times of laser activation, and more efficient changes of strategy in response to reversals of 
reward contingencies. The theory also predicted phasic activation of the LC in response the 
absence of strongly predicted reward, and higher tonic spiking during rule changes; predictions 
that could be checked via unit recordings. 
The task was implemented in an operant box. Four rats were implanted with silicon recording 
probes which targeted the LC, and optic fibres for optogenetic activation or inhibition of the LC. 
Pupillometry was used to verify the effects of laser stimulation in these rats, and was compared 




activation of the LC caused pupil dilation, with effects taking place over a slow (~10s) timescale 
during and after the laser stimulation period. However, in an animal expressing an inhibitory 
opsin in the LC, laser stimulation also caused an unexpected pupil dilation – again indicative of 
LC excitation. Whilst the mechanisms of this paradoxical excitation are unclear, the results 
provided another illustration of the potential complexity of optogenetic interventions in the LC.  
In both animals implanted with silicon probes, LC units were seen immediately during and after 
surgery. However, within 3-5 days, very few units could be extracted from the raw data and no 
LC units were recorded in behaving animals.  
Two animals were used to pilot the two-arm bandit experiment. Both animals successfully learnt 
the task and performed at or beyond target levels. Changes in behaviour due to excitation of the 
LC were not statistically significant when measured in terms of reward outcome, or ‘switching’ 
behaviour. However, this project provided a useful pilot of a relatively simple behavioural task 
which can be used to test AI-LC theory which could be repeated and improved in future work. 
 
 Suggestions for future work 
This thesis has developed a novel theory of LC function, and, through in-vivo recordings, 
highlighted the complexity of interactions between cells in the nucleus. The results suggest a 
rich landscape of potential avenues for future theoretical modelling and experiments. 
 
 Extensions to Active Inference models 
The LC-AI theory focused specifically on the reciprocal connections between the PFC and LC. One 
particularly interesting goal for extending the theory would be to incorporate the LC’s 
projections to other targets into the Active Inference theory – ideally leading to an AI description 
of a modular LC.  For instance, in auditory cortex, LC activation has been shown to alter the 
response thresholds and tuning curves of individual neurons (Martins and Froemke, 2015). 
Pairing of LC stimulation with auditory cues led to significant changes in auditory perception, 
improving detection of behaviourally relevant stimuli. In Active Inference, the relative 
importance of sensory cues is encoded within the A matrix, which represents the connections 
between observations and states. LC alterations of sensory perception may be a parallel 




cortex, i.e., a prediction error linked to a particular sensory cue would cause a phasic burst of LC 
activity – in the internal model, the effect would be to strengthen the representation of the link 
between that cue and the resulting state (at the expense of other relationships). This 
relationship could also be represented by increasing the response of auditory neurons to that 
tone, providing complementary representations of the increased importance of the tone in 
multiple brain regions.   
Another major target for Active Inference is the inclusion of other neuromodulators. Parr et al 
have recently begun to propose descriptions of acetyl choline and serotonin within AI – in 
addition to the longstanding description of dopamine as a precision on the selection of actions 
(i.e. a measure of how reliable the agent thinks its internal model is)  (Friston, FitzGerald, Rigoli, 
Schwartenbeck and Pezzulo, 2017; Parr and Friston, 2017b; Parr and Karl J. Friston, 2018). This 
work includes a description of noradrenaline as a precision on inferences drawn from state 
transitions (Parr and Friston, 2017a). Future theoretical work could explore the differences 
between these two representations of noradrenaline. Additionally, a version of Active Inference 
incorporating multiple neuromodulators could be used to make predictions about the 
interactions between the different systems, and for the specific circumstances under which they 
are activated – some of which overlap (for instance, both ACh and NA are implicated in 
responses to novel and behaviourally relevant salient stimuli (Sarter and Bruno, 1997; Berridge 
and Waterhouse, 2003)).   
The work of Chapter 6 also highlighted that the decisions of animals in behavioural tasks are 
often probabilistic, i.e. conforming to underlying representations overall, but including 
occasional low probability actions and omissions). Future versions of the model could improve 
the action selection mechanism to create outcomes which more closely parallel the results of 
experiments. 
Finally, computational models of specific types of brain dysfunction are increasingly being 
developed to act as diagnostic tools (Stephan and Mathys, 2014; Moutoussis, Eldar and Dolan, 
2017). Using the LC-AI theory, it may be possible to develop tasks in which performance can be 
used as an indicator of underlying LC dysfunction. For instance, a lack of phasic LC responses 
might lead to a failure to incorporate new, surprising observations and outcomes into an internal 
model. In contrast an inappropriately low level of tonic activity may cause an inability to switch 
away from established strategies in reversal paradigms. 
Whilst this project has mainly focused on the utility of modelling brain function using 




the other direction – in which insights from biology may lead to advances in the performance of 
computational agents. For example, artificial intelligence agents may benefit from the inclusion 
of realistic neuromodulatory systems: enabling appropriate modulation of attention and 
switches between behavioural strategies - all key areas for current research, and areas in which 
current agents struggle to match human performance (Hassabis, Kumaran, Summerfield and 
Botvinick, 2017; Savage, 2019). Interplay between computation and experiment is therefore 
important for progress in both fields. 
 
 Future experimental approaches  
 Testing LC-AI theory 
The thesis culminated in a pilot experiment which provided proof-of-concept for a behavioural 
task capable of testing the LC-AI theory (in combination with unit recordings and/or 
optogenetics). One obvious pathway for future experimental work would be scale up this 
experiment to the point at which outcomes can be clearly tested for statistical significance 
across a larger group of animals. As outlined in Chapters 5 and 6, modified approaches to 
recording in the LC could also be tested – including the use of tetrodes and flexible recording 
electrodes (e.g. the ‘microflex’ array  https://www.blackrockmicro.com/microflex-array, or a 
tetrode approach as used by (Swift, Gross, Frazer, Bauer, Clark, Vazey, et al., 2018)). 
Experimental strategies specifically targeting the LC’s projection targets in PFC could also be 
pursued (as outlined in section  6.4.2) 
Techniques without single cell resolution could also provide fruitful avenues for testing the LC-
AI theory. For example, fibre photometry enables in-vivo recording of bulk neural activity by 
employing genetically encoded indicators (e.g. GCaMP6) to monitor calcium dynamics (Lütcke, 
Murayama, Hahn, Margolis, Astori, Borgloh, et al., 2010; Chen, Wardill, Sun, Pulver, Renninger, 
Baohan, et al., 2013). The expression of these indicators can be genetically targeted to sub 
populations of cells – for example the LC - as for optogenetic approaches (Reimer, McGinley, Liu, 
Rodenkirch, Wang, McCormick, et al., 2016). This could provide another method to monitor the 
activity of cells in both the LC and PFC in an awake, behaving animal, possibly simultaneously 
(Sych, Chernysheva, Sumanovski and Helmchen, 2019). Similarly fMRI imaging has previously 
been used to record activity in the LC (Liu, Marijatta, Hämmerer, Acosta-Cabronero, Düzel and 
Howard, 2017). This technique has the obvious advantage that human subjects can be studies. 




which could easily be translated into a version usable by subject inside a scanner with a limited 
range of movement. 
 Elucidating the outcomes of optogenetic interventions 
The work of Chapters 4-6 also highlighted a number of questions which experimental work could 
usefully explore in order to allow confident interpretation of the results of optogenetic 
interventions. For example, it would be useful to re-produce the ‘bystander’ experiments on a 
larger scale, in order to understand how prevalent excitatory/inhibitory responses are in the rest 
of the nucleus. These could then be carefully cross referenced with histological results in order 
to assess how the cell behaviour relates to the degree of transduction or the placement of the 
probe/ optic fibre. Although technically challenging, this idea could then be extended to explore 
the effect of activation of specific modules, i.e. by retrograde transduction of LC cells projecting 
to specific regions, to understand whether some LC modules are more effective than others are 
provoking responses in the rest of the nucleus. 
Finally, the results of pupillometry studies pose a number of questions which would merit 
further exploration in order to better understand how LC activity relates to pupil size.  For 
instance, further work could investigate whether unilateral inhibition of the LC reliably causes 
paradoxical LC excitation (and pupil dilation, as shown in Chapter 6).  Additionally, it is not clear 
at present whether pupillometry can be used to measure activation of any LC units, or just 
certain subgroups - this question could be explored via retrograde viral transduction in 
combination with pupillometry (Li, Hickey, Perrins, Werlen, Patel, Hirschberg, et al., 2016). The 
contribution of sympathetic and parasympathetic effects to LC-mediated pupil changes could 
also be elucidated by repeating similar LC activation/ inhibition experiments in combination with 




This project demonstrated a relatively simple, yet successful, method of describing the 
computational role of the LC: a profound response to errors in prediction which enables changes 
to behaviour. In parallel, I pursued an experimental strategy which – in contrast - highlighted 
the complexity of the LC’s biology: low levels of pairwise synchrony, multiple interaction 




Whilst there remains a gap between theory and biology  - which may only gradually begin to 
close over future decades – this thesis has demonstrated the diversity of insights that can be 
attained through combining both computational and experimental approaches. Through 
continuing to pursue both avenues, future work will further elucidate the LC’s important role 
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Appendix 1: Derivations for Active Inference update equations,
state‐actionpredictionerrors andmodel decay, with pseudocode
implementation
The following provides a condensed derivation of the Active Inference equations discussed in Chapter 2 (as
originally described by [4, 3]), together with an account of the extension of the theory to include state‐action
prediction errors and model decay factors.
1 Free Energy
If o represents an observation (a sensory input), and x represents hidden states and parameters in a model i.e.
different possible causes of the sensory input, then the probability of different causes of sensory stimuli can be
described by the posterior distribution
P (x | o) = P (o | x)P (x)
P (o)
.
When the probability distributions are simple enough, inferences can be made by computing this posterior
directly. If this is not the case, a possible way forward is to propose an approximate version of P (x | o) and
optimise its sufficient statistics [5, 1, 2]. If Q(x) represents the approximate distribution, then the Kullbeck
Liebeck divergence between the true and approximate posterior distributions can be written








Since P (o, x) = P (x | o)P (o),




















= ln P (o) + F
The first term in this expression is the log of the model evidence for the observations under P. This term is a
constant (it does not rely on Q). To minimize the distance between P and Q, we therefore focus on minimising








= EQ(x) [ln (Q(x)− ln P (o, x)] (1)
Where theEQ(x) represents the expected value underQ(x) . Since P (o, x) = P (o | x)P (x), this can also be
written in the form
F = DKL [Q(x) ∥ P (x)]− EQ(x) [ln P (o | x)] . (2)
1
2 Generative model \ approximate posterior
Under Active Inference, the agent’s generativemodel is a Partially ObservedMarkov Decision Process (POMDP)
with joint probability over observations õ and causes of those observations x = (s̃, a, b, d, π, γ):
P (~o,~s, π, a, b, d, β) = P (π)P (A)P (B)P (D)P (β)
T∏
t=1
P (ot | st)P (st | st − 1, π). (3)
Where õ and s̃ represent sequences of probabilities of observations and states over time from t = 0 to the
current time (whilst o and swould represent the probability distributions of observations and states at a single
time). Note that the causes of observations in the model include both unknowns associated with the task
(a, b, d) and unknown effects which arise as a result of the agent’s own actions (π, γ). As described in Box 2:
• A is a matrix representing the probability of specific outcomes being observed from specific states such
that P (oit | s
j
t ) =Aij . Each column of A is a categorical distribution providing the probability of each
outcome arising from a single state. The columns of A are Dirichlet distributions parameterised by the
concentration parameters in the corresponding column of the matrix a such that P (A) = Dir (a).
• B(u) describes the probabilities of state transitions under action u, such that each column of B is a
categorical distribution providing the probabilities of states at time t+ 1, given a starting state at time t
and an action u: P (st+1 | st) =B; P (B(u)) = Dir (b(u)).
• D describes beliefs about the state occupied at t=1: P (s1 | s0) =D; P (D) = Dir (d)
• The precision parameter γ , which describes confidence in beliefs (see [3]) is a gamma distribution such
that P (γ) = Γ(α, β). Here, α = 1 throughout.
• Each policy is a sequence of actions over time. The vectorπ holds the probabilities of individual policies.
These probabilities depend on the free energy expected in the future under a specific policies (G(π)),
given current beliefs:
ln [P (π)] ∝ −γ G(π) , P (π) = σ(−γ G(π)),




). Note that this is an additional requirementwithin themodel tominimise free energy: the
entire parameter space is chosen to minimise free energy, and within that constraint, individual policies
are more probable if they have a lower expected free energy.
The agent’s approximate posterior over hidden states and parameters is assumed to have a similar form:
Q(s̃, π,a, b, d,β) = Q(π)Q(A)Q(B)Q(D)Q(β)
T∏
t=1
Q(st | π) (4)
Note that the distributions in the approximate posterior for states, policies and parameters are expressed in
terms of their sufficient statistics (their expected values), and are denoted in bold: a, b, d,γ, π, s. Finally, in
keeping with the derivations in [4, 3], we use the dot productA ·B = ATB for both vectors and matrices.
3 Variational free energy and update equations














P (π)P (A)P (B)P (D)P (β)
T∏
t=1
P (ot | st)P (st | st − 1, π)
)]
(5)







P (sτ | sτ−1, π)
− ln P (oτ | sτ )
)]
(6)
In order to derive updates which minimise free energy, this expression will be re‐expressed in terms of model
parameters, then differentiated with respect to each individual parameter and set to zero. We will begin by
deriving the update equation for states.
3.1 The variational free energy of states under different policies (F (π))
The third term of the equation (6) describes the dependence of the variational free energy F on states (s).
Comparing with equation (2), it is clear that this term is itself the sum over time points of more specific free











P (sτ | sτ−1, π)











τ−1 − ln(A) · oτ
]
Where the agent’s belief about the current state at time τ under a given policy ‐Q(sτ | π) ‐ has been re‐written
simply as sπτ . The probability of a state transition under a given policy, P (sτ | sτ−1, π), is equal toB
π
τ−1 (that
is, the B matrix for the action prescribed by policy π at time τ − 1). Finally, expectation values have been
rewritten using dot products (e.g. E(x) =
∑
x
P (x)x = P · x if P is a vector of probabilities for different
values of x held in the vector x).
Note that at τ = 1 the probability of transitioning from a ‘previous state’ (given by aB matrix) is replaced by
the initial probability of states,D:
F (π, 1) = sπ1 ·
[





This will be useful when deriving the update equation for D below. The dependence of the free energy on
states (the third term of equation (6)) can then be written simply as
EQ(π) [Fπ] = π · Fπ
Where Fπ = (F (π1), F (π2)...) and π is the vector holding the probability of each policy.
3
3.2 Update equations for states














τ−1 − ln(A) · o
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τ ) · s
π
τ+1)
Using the softmax function to normalise the probability distribution, the equation for the updated probability





τ−1 − ln (A) · o
π
τ + ln (B
π




Upon receiving a new observation, the agent immeadiately updates estimates for sπτ (and calculates Fπ in the
process) by iterating the update above until convergence. This is an update over a fast timescale, as estimates
of sπτ are updated with each iteration immeadiately each observation occurs.
3.3 The expected free energy of policies in the futureG(π)
As noted above, G(π) is the expected free energy over future time points if a policy π were pursued. It is
effectively a path integral of free energy under policy π from just after the present time‐point τ to the temporal
horizonT , taking into account all possible sequences of states that could occur. The overall probability of a given
policy depends on this quantity, and in order to derive update expressions for π it will be necessary to derive





−G(π, τ) = EQ(oτ,sτ |π) [ln P (oτ , sτ | π)− lnQ(sτ | π)] (8)
It is important to note that the agent must calculateG(π, τ) using its beliefs at t (the present). For each future
time‐point it uses Q(oτ,sτ | π) to calculate the expected values in (8). Q(oτ,sτ | π) are the agent’s beliefs
about distributions over future states based on its beliefs in the present. Under the generative model
P (oτ , sτ | π) = Q(sτ | oτ , π)P (oτ ) ([4]):
−G(π, τ) = EQ(oτ,sτ |π) [ln P (oτ , sτ | π)− lnQ(sτ | π)]




Q(sτ | oτ , π)
Q(sτ | π)





Q(oτ | sτ , π)
Q(oτ | π)








+ lnQ(oτ | sτ , π)
]
Using Q(oτ | sτ,, π) = P (oτ | sτ,) (since predicted outcomes are exactly represented inA and independent
4
of policy, given sτ ):






+ EQ(sτ |π)H [P (oτ | sτ,)] .
= DKL [Q(oτ | π) ∥ P (oτ )] + EQ(sτ |π)H [P (oτ | sτ,)]
Where H represents the entropy of the distribution P (oτ | sτ,). In terms of the agent’s beliefs, the above
expression becomes:




+ sπτ ·H. (9)
WhereH is the vector consisting of the diagonal elements of−A ln(A), and the agent’s priors over outcomes,
P (oτ ), are associated explicitly with utility and are denoted simply by the vector C. Note if the expression
marked (*) is rearranged, thenG(π, τ) can be written
G(π, τ) = EQ(oτ,sτ |π) [lnQ(oτ | π)− lnQ(oτ | sτ , π)]− EQ(oτ,sτ |π) [lnP (oτ )]
(−v) epistemic value utility
Because policy probability depends on estimates ofG(π, τ) , this indicates action selection is driven in tandem
by both utility and epistemic value, that is, the reduction of uncertainty [3].
3.4 Update equations for policies (π)
Equation (6) can now be written
F = DKL [Q(π) ∥ P (π)] +DKL [Q(A,B,D, γ) ∥ P (A,B,D, γ)] + π · Fπ (10)
Term 1 = EQ(x) [lnQ(π)− ln [σ(−γ. ·Gπ)]] = π · (lnπ + γGπ))− EQ(lnZ)














Where Fπ = (F (π1), F (π2)...), Gπ = (G(π1), G(π2)...) and Z =
∑
i e
−γ·Gπi , the denominator of the
softmax function σ.
The update equations for policy probabilities can now be easily derived:
∂F
∂π
= lnπ + γGπ + Fπ;
∂F
∂π
= 0 ⇒ lnπ = −γGπ − Fπ
π = σ (−γGπ − Fπ)
5
3.5 Update equations for precision (γ)
Using the results in section 7 and disregarding constants, the expression in term 2 of the free energy involving










, lnβ = −lnEQ(x)(γ) = −lnγ.
In the above, terms of the formEQ(x)[P (parameter)] are values for variables in P (such asA or γ) based on
the agent’s beliefs Q about the expected value of parameters (such as a or β). Expected values under beliefs






= −ln(γ) + βγ





















= β − β + [π − σ(−γGπ)] .Gπ
∂F
∂γ
= 0 ⇒ β = β + [π − π0] .Gπ
where π0 = σ(−γGπ). The updates for precision and policies are iterated to convergence. This takes place
after the fast updates to states have occured ‐ meaning thatπ and γ are updated on a slower timescale relative
to the preceeding observation.
4 Bayesian Model Average, state action prediction errors and action se‐
lection
At each time during the trial, the agent uses the updated distribution over states and policy probabilities to
form the Bayesian Model Average (BMA) over states. This is an ‘overall’ probability distribution for states over





Hereπp is the probability of policy p, whilst s
πp
τ is the probability of state s under policy p at time τ . In this
paper we have introduced the state‐action prediction error as a measure of the change to the BMA over states
between time‐points. If the agent’s beliefs about the environment are accurate, this should change smoothly
as the agent moves through time. Exceptions occur when lower probability events occur requiring an abrupt
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τ ∥ St−1τ )
Where sτt is the BMA distribution over states for the time‐point τ within the task, whilst t is the time at which
the BMA is calculated.
4.1 Action Selection
Finally, the BMA is used to select an action. The agent tries to select an action at time t that will bring about
the outcome predicted by the BMA over states at time t+ 1:
u =
min(u)
DKL(ASt+1 ∥ A (B(u)St))
This action is used to generate a new observation, which triggers a new round of updates on states, policy
probabilities and precision, continuing the cycle of inference and action until the end of the trial.
5 Update equations for concentration parameters
The update equations for the concentration parameters a, b and d are derived in exactly the same way as for
the other parameters above. The resulting expressions make use of the agent’s experiences ‐ its full history of
states and outcomes ‐ over the entire trial. This means that the concentration parameters are updated at the
end of each trial: the slowest of the three timescales presented.
As above, the terms in the expression for F which depend on a, b and d are first re‐written in terms of model












Ddi−1i ; and ln(Q(D) =
∑
i
(di − 1) lnDi − lnB(d) ,
We also note that π · Fπalso has a dependence onD via F (π, τ = 1) (equations 7 and 11).



















(bj − bj) · lnBj − lnB(bj)
N.B. there is a separateB matrix ‐ and corresponding term in the free energy ‐ for each action u.
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[(d− d) + lnD− lnD − s1]
∂F
∂d
= 0 ⇒ d = d+ s1
Where s1 =
∑
p πp · s
πp
1 , the Bayesian Model Average for the state at τ = 1 (i.e. the average prediction for



























= 0 ⇒ a = a+
∑
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Where policy π = p predicts the action u at time τ.
∂F
∂b(u)









Themaximumvalue of state action prediction error encountered during the trial is used as the input to a logistic
function to calculate a ‘decay factor’ α:
α = αmin +
αmax
1 + ek(SAPE−m)
In this paper, we have used αmin = 2, αmax = 32 throughout. We used a value k (the mean of the logistic)
determined by the agent’s initial learning of the task with a fixed value of α, enabling the agent to calibrate the
conversion between error and decay appropriately. In both tasks, the agent initially completed 100 trials with
α = 16. The mean of the logistic curve was then set one standard deviation higher than the mean value of
SAPE encountered in the learning period. This gave a value of k = 1.8 for the explore/exploit task, and k = 1
8
for the Go/no‐go task. Model decay is implemented alongside the updates for a, b and d described above. For
the d vector, the modified update takes the form
d = d+ S1 −
(d− 1)
α
Updates to the b and a distributions take the same form:













(oτ ⊗ Sτ ) +
a(oτ )− 1
α
Where a(oτ ) are the same subset of matrix elements of a picked out by the outer product oτ ⊗ sτ ( i.e. those
in the row corresponding to the observation oτ ). In the update equation for b the same principle holds, i.e. the
decay affects the subset of elements picked out by the outer product sπpτ ⊗s
πp
τ−1. The update equations above
are implemented only for non‐zero elements of a, b andd (i.e. only for transitions between states / outcomes
that are in any way possible in the task being modelled).
7 Notes: useful results for Dirichlet, beta and gamma distributions
7.0.1 Dirichlet distributions, gamma and beta functions
Dirichlet distributions are used throughout the derivation above to provide probability distributions over cate‐
gories (for instance, these distributions are used for the vectorD and columns of theA andB matrices). The
following results are used:
The probabilities in the vectorD are given by a Dirichlet distribution parameterised by concentration param‐
eters d such that














Where ψ represents the digamma function. In the A and B matrices, each column is a Dirichlet distribution
such that
E [Aij ] =
aij∑
i dij



























The parameter γ is described by a gamma distribution such that
P (γ ; α, β) =
βα γα−1 e−βγ
Γ(α)





, ln(P (γ)) = ln(β)− βγ
8 Implementation ‐ pseudocode
The following is a ‘pseudocode’ overview of how the tasks described in Chapter 2 are implemented, using the
Active Inference update equations given above.
function Go_NoGo or ExploreExploit [this is the script that defines the task]
Define agent’s initial values of a, b, d, A, B, C, D, U, V ,ɣ
Define true environmental matrices A_ENV, B_ENV
Define true starting state s and the first observation o
Define number of trials n_t, and the number of timepoints in each trial T
Define the number of iterations for update equations
Define an ‘MDP’ object for each trial to hold all parameters, actions and inferences
Run the MDP through the Active Inference engine by calling spm_MDP(input = MDP objects)
end
10
function spm_MDP ( takes as input MDP object ) [this is the Active Inference engine]
for i=1 to number of MDP objects
if i>1
give current (ith) MDP the values (a,b,c,d,β, o) taken from the end of the previous
(i‐1th) MDP
else
take the initial values for (a,b,c,d,β,o) defined in the Task Script.
end
pass the current MDP to the next part of the script
end
Calculate expected values of A,B,D, ln(A), ln(B), ln(D) from a,b,d parameters
for t=1 to T [Calculate results for each time t=1,2…T in the trial for this MDP]
for p=1 to number of policies
Iterate Ni times {
for j=1 to T [move forward \ backward in time updating state probabilities]
Calculate s_(t=j)^(π=p) using the update equation for states




for p=1 to number of policies
Calculate expected free energy of policy in the future G(π,τ)
end
Iterate Ni times {
Calculate π and γ using their update equations
}
Calculate Bayesian Model Average over states
If t>1 calculate State Action Prediction Error
Use Bayesian Model Average of states to select an action




Calculate α based on the maximum value of State Action Prediction Error observed
Use alpha to ‘decay’ a,b,d / increment a,b,d using update equations and the history of
observations / states
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Appendix 2: Manuscript for “Corticotrophin-Releasing Hormone 
neurons of Barrington’s nucleus: Probabilistic, spinally-gated 
control of bladder pressure and micturition.” 
 
This appendix consists of the manuscript reporting a series of experiments investigating the 
relationship between activity in Barrington’s nucleus, bladder pressure, and micturition (Ito et 
al., 2019). 
My contributions to this paper included the experimental setup and data processing pipeline for 
multi-unit recordings of Barrington’s nucleus (summarised in Figure 5), MATLAB analysis of the 
interactions between Barrington’s cells and bladder pressure (Figure 6, Figure 7(a),(c),(d)(e)), 
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Micturition, the co-ordinated process of expulsion of urine from the bladder, requires 
precise control of bladder and urethral sphincter via parasympathetic, sympathetic and 
somatic motoneurons.  In adult mammals this involves a spinobulbospinal control 
circuit incorporating Barrington’s nucleus in the pons (Barr).  The largest Barr cell 
population is comprised of pontospinal glutamatergic neurons that express 
corticotrophin-releasing hormone.  There is evidence that BarrCRH neurons can 
generate bladder contractions but it is unknown whether they act as a simple switch 
or a high-fidelity pre-parasympathetic motor drive and whether their activation can 
actually trigger voids. Combined opto- and chemo-genetic manipulations along with 
recordings in mice shows that BarrCRH neurons provide a probabilistic drive that 
generates co-ordinated voids or non-voiding contractions depending on the phase of 
the micturition cycle.  These findings inform a new inferential model of micturition and 
emphasise the importance of the state of the spinal gating circuit in the generation of 
voiding. 
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The regulated production, storage and elimination of liquid waste as urine 
(micturition) plays a critical homeostatic role in maintaining the health of organisms.  
Like breathing, this involves precisely co-ordinated autonomic and somatic motor 
drives and has both voluntary and autonomous (involuntary) control mechanisms.  
The power of the autonomous drive is illustrated by the challenge faced by anyone 
“caught short” away from a socially acceptable location for urination. Disorders of 
autonomous micturition include overactive bladder syndrome, enuresis and following 
frontal lobe lesions.  Barrington’s nucleus, also known as the pontine micturition 
centre, is a key site for the control of urination1. The prevailing concept of the neural 
control of micturition is that afferent information from the bladder is conveyed via the 
spinal cord to the periaqueductal gray (PAG) in the midbrain where it is integrated 
with information from higher centres such as hypothalamus and cortex2-5.  When the 
bladder is full, a threshold is reached and a neural command to void is relayed from 
Barrington’s nucleus to the lumbosacral parasympathetic neurons and urethral 
sphincter motoneurons. Lesion of Barrington’s nucleus1 or acute transection of the 
pons abolishes micturition6,7; in contrast, supra-collicular decerebration or 
transection of PAG does not stop micturition in cats, rats or mice6,8,9.  Similar studies 
showed electrical or chemical stimulation of Barrington’s nucleus induces bladder 
contraction10-13. Functional imaging studies in humans14,15 and rats16 found activity in 
the dorsal pons during voiding.  Thus, Barrington’s nucleus is thought to be pivotal in 
the voiding reflex and is believed to be the pre-parasympathetic control centre. 
The majority of Barrington’s neurons express corticotropin releasing hormone 
(CRH) in humans17 and rodents18-21 and CRH axons from the pons terminate in the 
vicinity of the sacral parasympathetic neurons20-22. The role of these CRH positive 
neurons in Barrington’s (BarrCRH) neurons has recently been explored using CRHCRE 
mice to enable specific opto- and chemo-genetic manipulation of their activity22,23. 
These studies indicated that BarrCRH neurons were glutamatergic, their activation 
caused bladder contraction and increasing their excitability increased the probability 
of micturition. A second smaller subgroup of oestrogen receptor type-1 positive 
neurons in Barrington’s (BarrESR1) have been shown to be important for control of the 
urethral sphincter in voluntary scent marking with urine23.  Further a group of layer-5 
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pyramidal neurons in the primary motor cortex plays a role in the descending control 
of voluntary urination via their projections to Barrington’s nucleus24. 
Single-unit recordings of micturition-related neurons in the vicinity of Barrington’s 
nucleus in rats and cats showed multiple different patterns of activity with either 
increased or decreased firing during bladder contractions25-29. These results were 
thought to reflect the neural heterogeneity within Barrington’s and/or be due to the 
complex neural circuits in nearby brainstem sites involved the regulation of other 
pelvic visceral functions.  More recent microwire recordings of the dorsal pons in rats 
reported neurons in the vicinity of Barrington’s nucleus that have more 
homogeneous firing patterns, characterised by tonic activity with phasic bursts that 
were temporally associated with the voiding phase of the micturition cycle30 but they 
also show bursts of activity between voids that were not associated with increases in 
bladder pressure.  A common technical limitation of these pontine neural recordings 
is the difficulty of identifying specific cell populations during or after recordings.  This 
has been addressed for populations of Barrington’s neurons through fibre-
photometry of genetically encoded calcium indicators in mice22-24 to show that 
BarrCRH and BarrESR1 neuronal activity increases around the time of voiding / scent 
marking respectively.  However, the limited temporal and spatial resolution of the 
indicator and technique limits the ability to address whether this activity drives or 
follows micturition behaviour and the associated increase in bladder pressure.  
Therefore, the exact role of the BarrCRH neurons in micturition remains unclear and it 
is presumed that they act as a central control centre generating a pre-motor 
parasympathetic drive to the bladder but it is not known whether they are sufficient 
on their own to generate a co-ordinated void through their actions on spinal circuits. 
Here, we study the role of BarrCRH neurons in the autonomous micturition cycle 
using opto- and chemo-genetic interventions as well as recordings of the firing 
activity of identified BarrCRH neurons in vivo.  This has informed the development of a 
model indicating that these BarrCRH neurons provide a probabilistic signal to spinal 
circuits that is gated to trigger either non-voiding bladder contractions, which enable 
inferences to be made about the degree of bladder fullness, or voiding if a threshold 
level of pressure has been reached. 
Results 
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BarrCRH neurons modulate micturition 
Recent studies have drawn contrasting conclusions about the role and importance 
of BarrCRH neurons in the regulation of voiding22,23.  To further define their role, the 
light-activated cation channel ChR2 (channelrhodopsin-2) was selectively expressed 
in BarrCRH neurons of CRHCRE mice31 using a Cre-dependent adeno-associated viral 
vector (AAV-EF1a-DIO-ChR2-mcherry) (Figure 1A-C). Saline infusion to the bladder 
produced a regular cycle of autonomous micturition (voids at ~5 minute intervals, 
average infusion rate 23±4µl/min).  Tonic unilateral activation of BarrCRH neurons (5-
20Hz x 10ms, 465nm light pulses, applied across 3 voiding cycles) produced an 
increase of micturition frequency (153.2±15.6% at 10Hz, Figure 1D) manifesting as a 
significant shortening in inter-void interval associated with a reduction of the 
threshold pressure for voiding (121.4±7.1% at 10Hz, Figure 1E).  Similar illumination 
in control mice (CRHCRE mice injected with AAV-DIO-hm4Di-mCherry instead of 
ChR2) had no effect on voiding frequency. 
Chemogenetic-inhibition of BarrCRH neurons slowed voiding (Figure 1F, following 
bilateral injection of AAV-DIO-hM4Di to CRHCRE mice).  The administration of 
Clozapine N-oxide (CNO, 5mg/kg i.p) produced a prolonged reduction in the 
frequency of voids seen during a continuous infusion protocol (reduced to 66.8±6.3% 
of control at 20 mins, Figure 1G).  This was associated with increases of threshold 
pressure, fill volume and micturition pressure (Figure 1H). The chemogenetic 
inhibition of BarrCRH during this continuous filling protocol caused the bladder to 
become increasingly distended leading to incomplete voids.  To control for this effect 
a ‘fill and hold’ protocol was employed to fill the bladder to a maximum pressure of 
15mmHg (close to the threshold pressure for voiding). This volume was held for up 
to 10 minutes until either the mouse voided spontaneously, or the bladder was 
manually emptied, and the filling cycle restarted (Figure 1I).  Using this protocol, 
chemogenetic inhibition caused a prolongation of the interval to void (from 207±17s 
at baseline to 738±60 s at 20mins after CNO).  This effectively produced a period of 
urinary retention, that recovered over the space of ~2 hours (Figure 1J). 
These findings indicate that BarrCRH neurons have a potent ability to modulate the 
autonomous micturition cycle and that their basal level of activity is of functional 
importance. 
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Figure 1 BarrCRH neurons modulate the micturition cycle. A) in vivo recording in urethane anaesthetized mice with optical fibre 
positioned above Barrington’s nucleus in the pons with bladder pressure and external urethral sphincter activity monitoring during the 
micturition cycle (with continuous bladder filling).  B) AAV injection to dorsal pons in CRHCre mice followed after 3 weeks by opto-activation 
by light (465nm) from an optical fibre.  C) Post-hoc histology after stereotaxic injection of AAV-DIO-ChR2-mCherry demonstrating 
transduction of BarrCRH neurons in sections of dorsal pons. Immunohistochemistry for mCherry (Magenta) shows transduced Barr neurons 
and Tyrosine hydroxylase (Green) marks the adjacent Locus Coeruleus.  D) Periods of maintained unilateral opto-activation of BarrCRH:ChR2 
increased the frequency of micturition (light pulsed at 5, 10 and 20Hz x 20ms for 3 micturition cycles).   E) Continuous opto-activation (5 
and 10Hz) reversibly shortened the inter-void interval (n=7 mice).  Similarly, the threshold for voiding was reversibly reduced with 5Hz 
stimulation (Friedman test with Dunn’s multiple comparisons to prior unstimulated state *P<0.05, **P<0.01).  F) Transduction of BarrCRH 
with inhibitory DREADD using AAV-DIO-hM4Di-mCherry demonstrated with immunocytochemistry for mCherry (magenta) and Tyrosine 
hydroxylase (green) to mark the Locus Coeruleus laterally.   G) Administration of the DREADD ligand CNO (5mg/kg, i.p) slowed the 
frequency of micturition seen with continuous saline infusion to the bladder.  H) The chemogenetic inhibition of BarrCRH:hM4Di neurons 
caused an increase in the voiding threshold (129.7 ± 8.9%), volume infused before void (161.9±16.9%) and micturition pressure (131.7 ± 
6.9%) compared to baseline (RM-ANOVA with Holm-Sidak’s post hoc or Friedman's test with Dunn’s post hoc , *P<0.05, **P<0.01) versus 
control mice (BarrCRH:ChR2, n=9 per group). In each case this peaked at around 20 minutes after CNO and reversed slowly.   I) using an 
intermittent bladder infusion protocol (to a maximum bladder pressure of 15mmHg) CNO administration inhibited voiding with (J) a large 
increase in the latency to void – equivalent to urinary retention (n=5) (RM-ANOVA with Holm-Sidak’s post hoc, *P<0.05, **P<0.01). 
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BarrCRH neurons do not simply act as high-fidelity controllers of bladder 
pressure 
To assess whether BarrCRH neurons act as a tightly-coupled, pre-motor drive to 
bladder parasympathetic neurons2,32 bladder pressure was recorded while 
parametrically opto-activating Barrington’s nucleus unilaterally (9.5±0.3mW, 465nm).  
In initial experiments, opto-activation of BarrCRH (20ms x 20Hz for 5 s) evoked non-
voiding contractions of the bladder (eNVC, Supp Figure 1A & B, with the bladder 
filled to half of its threshold capacity, n=7 mice).  Varying stimulus frequencies and 
pulse durations produced modestly graded changes in eNVC with a 20ms x 20Hz 
protocol producing near maximal responses (3.9±0.8 mmHg, Supp Figure 1B). The 
eNVC had a consistent latency to onset of 1.3±0.1s and a time to peak of 6.0±0.3s 
following stimulus onset and an average duration of 8.2±0.6s.  With each of the 
stimulus parameters there were ‘failures’ where there was no detectable bladder 
response (Supp figure 1B, Figure 2D). The probability of eNVC increased with 
stimulation frequency (71.4±7.6% at 2.5Hz and 97.1±2.5% at 20Hz) with 20Hz being 
the most reliable.  Single light pulses of longer duration (1-3 s) were also able to 
reliably generate eNVC.  In contrast, illumination in control mice (CRHCRE mice 
injected with AAV-DIO-hm4Di-mCherry instead of ChR2) had no effect on the 
bladder pressure (101.4±0.6% at 20Hz x 20ms, n=3). 
It was postulated that recruitment of a larger population of BarrCRH neurons in 
synchrony might be more effective in triggering bladder contractions. This was tested 
with bilateral expression of ChR2 and a dual-fibre optical cannula allowing 
independent activation of one, the other or both Barrington’s nuclei (Figure 2). 
Bilateral activation of BarrCRH produced larger eNVC (7.1±2.0mmHg at 20ms and 
20Hz, n=7 mice) than optoactivation of either side alone (2.9±0.5 and 3.1±0.8mmHg 
for right or left side, respectively), particularly at higher frequencies of stimulation 
(Figure 2E&F).  The effect of bilateral stimulation on eNVC amplitude was additive 
rather than synergistic.  The probability of generating eNVC was increased with 
bilateral stimulation (evident at lower stimulus frequencies i.e. increased by 
154±18% vs right alone or by 158±17% vs left alone at 2.5Hz, Figure 2F). It was 
notable that, with the bladder filled to half of its threshold capacity, bilateral BarrCRH 
stimulation never triggered voids. 
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Figure 2 Phasic optoactivation of BarrCRH evokes non-voiding contractions of the bladder. (A) Bladder pressure 
recordings with unilateral or bilateral opto-activation following (B) bilateral injection of AAV-DIO-ChR2-mCherry.   (C) 
Confirmation of bilateral BarrCRH:ChR2 transduction and optic fibre targeting (immuno for mCherry – magenta and TH - green).   
(D) Phasic opto-activation (20ms x 20Hz, 5s) of BarrCRH neurons evoked non-voiding contractions (eNVCs, with the bladder 
~half full, static).  These eNVCs had a stereotyped shape and a relatively constant latency.  In addition, there were ‘failures’ 
where no response was evoked by an identical stimulus.  A comparison of the effects of unilateral versus bilateral stimulation  
(E, F) showed that bilateral stimulation evoked larger events more reliably than either side alone (each point represents data 
from a single mouse, n=7 mice, Friedman's test, *P<0.05, **P<0.01).   
Previous anatomical studies with retrograde tracing using pseudorabies virus 
have suggested that there is a route for communication between afferent neurons 
innervating the distal colon and Barrington’s nucleus and further that Barrington’s 
neurons were activated by distention of the distal colon33. This has led to the 
suggestion that Barrington’s nucleus may control the lower gastrointestinal tract as 
well as the lower urinary tract. Indeed, defaecation was suggested to occur on 
occasion (but not quantitated) following opto-activation of BarrCRH neurons in mice 
implying a role in motor control22.  To test the relationship between BarrCRH and 
activity in the distal colon, a balloon catheter was inserted to monitor pressure.  
Distal colonic pressure was not synchronised with bladder pressure during the 
normal micturition cycle (Supp. Figure 2).  Furthermore, optogenetic activation of 
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BarrCRH did not alter distal colonic pressure (Supp. Figure 2), despite the generation 
of eNVC, suggesting that this population of Barrington’s neurons is not involved in 
motor control of the colon. 
These findings support the proposal that BarrCRH neurons can selectively generate 
bladder contractions and indicate that this is a probabilistic process, with failures, 
rather than being a simple high-fidelity pre-motor drive to the bladder. 
Bladder pressure responses to BarrCRH drive augments with progress 
through the micturition cycle 
This raised the question of whether the stage of the micturition cycle influences 
the bladder pressure response to BarrCRH opto-activation as the cycle phase may 
modulate BarrCRH neuronal excitability.  During continuous bladder filling, it was 
noted that the amplitude of BarrCRH eNVC increased progressively through the 
micturition cycle (increase of 17.0±3.9 fold, comparing eNVC obtained during the 2nd 
versus 5th quintile of micturition cycle, Figure 3A-D).  Similarly, the probability of 
obtaining a bladder contraction with optoactivation also increased with progressive 
filling, with most “failures” being seen when the bladder was <40% filled (Figure 3E).  
The same phase dependence of eNVC was also apparent with bilateral stimulation 
of BarrCRH (Sup Figure 1C&D). 
The phase-dependence of eNVC amplitude may, in part, be a consequence of 
bladder distension, leading to raised passive detrusor tension and an increase of 
length-dependent contractions.  To test this proposition, the effect of pelvic nerve 
stimulation was assessed in the pithed decerebrate, arterially-perfused mouse 
preparation9,34.  The amplitude of bladder contractions induced by pelvic nerve 
stimulation (4-20Hz, 10V, 3sec) increased with bladder filling (Supp Figure 3) with a 
doubling (2.2±0.34 fold at 20Hz) of the pressure generated between empty bladder 
and 70µl fill (close to voiding threshold in an intact mouse). However, this amplitude 
increase plateaued at a volume of ~50µl – and showed a much less steep 
relationship than that observed for BarrCRH eNVC in vivo which increased by 17-fold 
over the same range of bladder distension.  Additionally, this relationship did not 
account for the observed probabilistic nature of eNVC, as failures were never 
observed with pelvic nerve stimulation. 
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Figure 3 Dynamics of BarrCRH evoked events through the micturition cycle.  A) Experimental set-up with unilateral 
opto-activation of BarrCRH neurons.  B) Continuous infusion cystometry with episodic opto-activation (20Hz x 20ms for 5s) 
applied at different phases of the micturition cycle generates eNVC of incrementing amplitude as the cycle progresses.  C) 
There is a substantial increase in the amplitude of the eNVC as the micturition cycle progresses (17.0±3.9 fold comparing 
eNVC from the 2nd and 5th quintiles of the cycle) (Repeated measures one-way ANOVA followed by Dunnet’s test).  D) Overlaid 
bladder pressure responses to the same optogenetic stimulus applied at different phases of the cycle can trigger either no 
response or eNVCs or full voiding contractions that show a stereotyped morphology and latency.  E) Analysis of the stage of 
the voiding cycle where each type of response was triggered showed that voiding contractions were significantly more likely to 
be evoked later in the voiding cycle (each symbol represents the average position of such events in each mouse, n=8) (Tukey’s 
test).  F) Only the BarrCRH-evoked voids were associated with EUS activity (shown blown up below).  G) The bursting pattern of 
EUS activity was similar with both BarrCRH-evoked and spontaneous voids (n=7). 
.CC-BY-NC-ND 4.0 International licenseIt is made available under a 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.





BarrCRH stimulation can conditionally trigger complete voids 
Although tonic stimulation of BarrCRH increased voiding frequency, it was not 
possible to trigger full voiding contractions with phasic BarrCRH stimulation with the 
bladder up to 50% filled, even with bilateral stimulation.  However, by applying bursts 
of stimulation systematically at points through the micturition cycle it was possible to 
trigger fully co-ordinated voids by activating BarrCRH neurons later in the cycle (>50% 
filled, Figure 3D-G).  The pattern and amplitude of the evoked bladder contraction 
was similar to that seen with spontaneous voids and they occurred at a similar 
latency to eNVC (Figure 3G).  In addition, voiding was complete and the empty 
bladder relaxed to the basal pressure level after each void (Figure 3F). 
The mouse external urethral sphincter (EUS) shows bursting activity during 
spontaneous voids which facilitates urine expulsion9,23. Injections of pseudorabies 
virus into either the bladder or EUS has shown labelling in the vicinity of Barrington’s 
nucleus, suggesting it is part of the EUS control circuit35-37. However, recent 
evidence suggests that it is the BarrESR-1, rather than BarrCRH, neurons which project 
to local circuit interneurons in L4-5 that may regulate EUS motoneurons23 analogous 
to the lumbar spinal coordinating centre (LSCC 38). Therefore, recordings were made 
from the EUS to investigate the relationship of the voiding-associated bursting to 
BarrCRH activation. The BarrCRH eNVC (irrespective of their magnitude) were never 
associated with EUS activity (Figure 3G).  However, when BarrCRH activation evoked 
a voiding contraction then bursting EUS activity was always found (Figure 3G).  
These BarrCRH induced voids had EUS activity that was indistinguishable from 
spontaneous voids in terms of burst duration, frequency and individual burst length 
(Figure 3 H&I). 
These results indicate that the BarrCRH neurons can trigger voids that are in all 
aspects similar to those seen spontaneously but that can be triggered to occur 
earlier in the normal micturition cycle. 
Spinal drive from BarrCRH neurons is sufficient to generate eNVC and voids 
The axons from BarrCRH were noted to provide a specific innervation of the sacral 
parasympathetic neurons but not to the ventral horn at the level of Onuf’s nucleus 
(Supp Figure 4).  To investigate whether optogenetic stimulation of spinal axons of 
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BarrCRH is sufficient to directly generate eNVC, bladder pressure was recorded while 
light was applied from an optic fibre located above the spinal cord (at T11).  
Optogenetic stimuli (either 20ms x 20Hz for 5 s or single 1s pulse) applied to the 
spinal cord reliably induced bladder contractions (Supp Figure 5, p=0.025, bladder 
half filled). These eNVCs tended to occur with a shorter latency than those evoked 
directly from pontine stimulation (1.0±0.2s vs 1.26±0.1s, n=5). Similarly, during 
continuous bladder filling, spinal activation could trigger full voids (Supp Figure 5D). 
These data support the principle that the BarrCRH neurons can evoke both voiding 
and eNVC through their spinal projections. 
Spinal CRH inhibits the bladder response to BarrCRH activation. 
It has been proposed that CRH released from Barrington’s neurons at a spinal 
level augments bladder pressure responses39,40 although others have reported the 
opposite action41-43.  If the release of CRH does increase during the micturition cycle, 
then this might be predicted to act as a positive feedforward mechanism to augment 
the parasympathetic and hence bladder pressure responses to Barrington’s drive.  
To test this hypothesis, the effect of intrathecal Astressin (a broad-spectrum CRH 
antagonist, 5µg in 5µl) on BarrCRH eNVC was assessed through the micturition cycle.  
Counter to the prediction, Astressin significantly and reversibly increased the 
amplitude of eNVC, an action that was more pronounced as the bladder filled (333 ± 
75 %, p=0.008 (n=7), 20 mins after Astressin, Figure 4). Intrathecal Astressin also 
decreased the infused volume required to trigger a void (Figure 4D).  
This indicates that CRH is providing a negative feedback signal to limit the extent 
of the spinal parasympathetic response to BarrCRH neuronal activity (in agreement 
with41-43). Therefore, increased release of CRH cannot account for the augmented 
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Figure 4 Spinal CRH inhibits the bladder response to BarrCRH neuronal optoactivation.   A) Assessment of the 
influence of intrathecal Astressin (CRH antagonist) on the bladder pressure response to bilateral optoactivation of Barrington’s.  
B) Intrathecal Astressin (5µg) reversibly increased the amplitude of BarrCRH eNVC  (n=7 mice).   C) Summary data for the action 
of Astressin on eNVC (versus vehicle control) showing that the augmentation of amplitude was particularly marked towards the 
end of the micturition cycle (Related samples Friedman's test by ranks).  D) Even without BarrCRH opto-stimulation Astressin 
reversibly increased the frequency of voiding compared both to baseline and an intrathecal vehicle control group (n=9) (vs 
baseline with Related samples Friedman's test by ranks and vs vehicle with Mann-Whitney U test). 
BarrCRH activity anticipates bladder pressure during the micturition cycle.  
Neural recordings from cats26 and rats30 indicates that some putative Barrington’s 
neurons fire intermittently during the storage phase with an increase of firing that 
occurs around voiding, consistent with a role in mediating the drive to bladder 
parasympathetic neurons. Recent fibre photometric recordings of BarrCRH neurons, 
using the genetically encoded calcium indicator GCaMP6, indicate that the activity of 
these neurons is ‘in phase’ with the micturition cycle22,23.  However, fibre photometry 
is unable to resolve the action potential discharge patterns from BarrCRH neurons in 
vivo.  As such it has not previously been possible to directly assess the functional 
relationship between BarrCRH firing and bladder pressure. 
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Figure 5 Multiunit recordings of identified BarrCRH neurons.  A) Schematic of the experiment with unilateral stimulation 
and recording of Barrington’s nucleus with simultaneous bladder and EUS monitoring.  Note the optical fibre was angled down 
through the cerebellum to reach Barrington’s whereas the silicon multi-site recording probe was lowered vertically.  B) 
Immunohistochemistry (mCherry - magenta and TH - green) confirming the position of the recording electrode (shown to scale 
and with its tip at the end of the histological track) and the optical fibre as being either in Barrington’s or the near vicinity 
(respectively).  The spike waveforms of individual units are shown adjacent to their recording site on the probe.  Note that the 
BarrCRH neurons are clustered in probe sites that are located within Barrington’s nucleus.  C) BarrCRH neurons were optoidentified 
by a short latency response to a brief light pulse (20ms) data shown for a single representative unit top left.  The population 
response of identified BarrCRH neurons shown below (n=12).  Similarly, the response to a 1 second prolonged pulse is shown in 
the right with the same single unit and the population response from all BarrCRH neurons.  Note that they showed an initial high 
frequency response that decayed to a plateau of ~20Hz likely reflecting the kinetics of ChR2 currents.  D) Auto- and cross-
correlations (5ms bin size) of three opto-identified BarrCRH neurons with their average spike waveforms from this recording 
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showing isolation and also a degree of cross correlation at short latency.  E) The opto-identified BarrCRH neurons showed a 
bursting pattern of discharge that was aligned with bladder pressure.  The z-scored responses of all BarrCRH neurons in this 
recording can be seen to have a similar pattern of activity (single representative firing rate plot shown above for reference).  F) 
within the same recording (and from similar probe sites) a further group of neurons was noted (n=4) to exhibit a similar pattern of 
bursting discharge synchronized to the voiding cycle.  These cells were termed BarrCRH-like neurons.  G) Auto and Cross-
correlations of the BarrCRH-like and BarrCRH neurons showed them to have similar properties and evidence of a degree of short 
latency correlation to other BarrCRH-like neurons and also BarrCRH neurons. 
Neuronal activity was recorded in the vicinity of Barrington’s using a 32-channel 
silicon probe to test whether changes in the excitability of BarrCRH neurons during the 
micturition cycle accounts for the observed variation in the evoked pressure 
responses of the bladder.  An optic fibre was placed above Barrington’s nucleus 
enabling optogenetic identification (Figure 5A).  Recordings were made of cell 
activity during the normal micturition cycle (with simultaneous bladder pressure and 
EUS EMG activity) and in response to the application of light stimuli.  A total of 113 
individual neurons were identified by clustering from recordings made in the vicinity 
of Barrington’s (n=3 mice, Figure 5B,C). Definitive opto-identification of BarrCRH 
neurons (n=12) was indicated by reliable short latency spike entrainment to light 
(20ms pulses, Figure 5C) with time-locked, maintained firing in response to longer 
light pulses (≥1s, Figure 5C).  
These BarrCRH neurons showed a characteristic pattern of activity during the 
micturition cycle with bursting at the time of voiding (Figure 5E, 20.5 ± 4.1 Hz peak 
firing frequency).  A second population of neurons was recorded with a similar 
pattern of activity that are henceforth termed BarrCRH-like (n=32, Fig 5F, 6A,B) in 
distinction to the remainder of non-identified neurons (n=69).  These BarrCRH-like 
neurons had a short-latency synchrony with the BarrCRH neurons that was evident in 
cross-correlograms (Figure 5D).  Both BarrCRH and BarrCRH-like neurons showed a 
clear temporal relationship to bladder pressure (Figure 5G) with their firing preceding 
and ramping up with the pressure during voiding. 
For both the BarrCRH and BarrCRH-like neurons there was a strong sigmoid 
relationship between bladder pressure and neuronal firing, which was (Figure 6C) 
not seen in the non-identified group of neurons.  The directionality of this influence 
was investigated by examining the cross-correlation between firing rate and bladder 
pressure – this indicated that the increases in firing frequency (for both BarrCRH and 
BarrCRH-like neurons) preceded increases in bladder pressure by ~3 seconds for both 
sets of neurons (Figure 6D).  These data indicated that the pattern of firing of both 
BarrCRH and BarrCRH-like neurons anticipated changes in bladder pressure as would 
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be expected for a pre-motor population upstream of bladder parasympathetic 
neurons.  This suggests that the BarrCRH-like neurons are likely to be part of the 
population of BarrCRH neurons, of which only a subset recorded by the probe are 

















Figure 6 Population dynamics of BarrCRH and BarrCRH-like neurons.  A) Silicon probe recordings across mice (n=3) with 
opto-identified BarrCRH neurons (n=12) and BarrCRH-like neurons (n=32) showed very similar patterns of firing in relation to the 
voiding cycle (shown below normalized for pressure and time across 6 cycles).   B) Rose plots of firing activity against phase 
micturition cycle showing that both BarrCRH and BarrCRH-like neurons increase their firing in the phase decile leading up to the void 
unlike the unidentified neurons.  C) Plotting the relationship between firing rate and normalized bladder pressure showed a graded 
sigmoid relationship with increased firing rate corresponding to higher bladder pressures.  No such relationship was seen for the 
other neurons in the dorsal pons.   D) The cross correlation between BarrCRH (and BarrCRH-like) neurons and bladder pressure was 
strongest at a lag of 3 seconds indicating that the bladder pressure follows the change in neuronal firing.  E) Colour plots of the 
Pearson’s cross-correlation coefficient between pairs of the population of BarrCRH and BarrCRH-like neurons is consistently strongest 
in the voiding phase. 
BarrCRH neuronal excitability is not altered during the micturition cycle. 
Analysis of spontaneous BarrCRH firing rates over the micturition cycle shows a 
pattern of activity that is consistent with what would be expected for a high-fidelity 
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controller of bladder pressure.  However, this is at odds with our optogenetic 
activation findings.  To resolve this discrepancy the relationship between cycle phase 
and the light-evoked BarrCRH activity and voiding was examined in more detail. 
During all phases of the voiding cycle it was possible to opto-excite BarrCRH 
neurons and the increase in firing frequency in both absolute and relative terms was 
independent of the phase of the micturition cycle (ranging from 22.4 ± 7.7 to 24.0 ± 
6.5 Hz across micturition phases). These data indicate that the intrinsic excitability of 
the BarrCRH neurons does not vary across the micturition cycle and that 
augmentation of the bladder pressure responses (by 17.0±3.9 fold) occurs 
downstream of the firing output from Barrington’s nucleus. 
To further explore this proposition, the relationship between spontaneous NVC 
(sNVC) and BarrCRH neuronal firing was mapped.  A burst of firing in the BarrCRH 
neurons preceded the sNVC by 2.5-3.0 s – suggesting that they were triggered by a 
signal from the pons (Figure 7C&D).  However, there was only a weak relationship 
between the magnitude of each BarrCRH burst and the amplitude of the associated 
sNVC (see Figure 7E).  A linear fit of these data indicates that an increase in burst 
size of 20 spikes (close to the maximum observed range) would only account for 
0.5mmHg difference in sNVC size (less than 20% of the observed range of 
amplitudes).  Even this modest relationship was noted to be dependent upon a 
single outlier value of a large NVC occurring close to a void (circled).  Again, this 
finding is consistent with BarrCRH providing a trigger signal rather than a pre-motor 
drive which determines the amplitude of the bladder contraction. 
A spinal gate for the BarrCRH drive is opened by bladder distention 
This indicates a model of autonomous micturition where a spinal circuit gates the 
output to the bladder (shown schematically in Figure 7F).  The BarrCRH – 
parasympathetic - bladder afferent component of this circuit was modelled in 
NEURON using an existing preganglionic neuronal model44 and a combination of a 
fast, excitatory synaptic drive descending from Barrington’s plus a bladder afferent 
synaptic drive (based on recordings of pelvic nerve afferents from Ito et al34).  The 
incrementing frequency of afferent drive, as the bladder fills, leads to summation and 
a maintained membrane depolarisation that increases parasympathetic excitability.  
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Figure 7 BarrCRH neuronal activity conditionally drives bladder pressure.  A) Optogenetic stimulation of BarrCRH neuron 
showing the transient increases in firing evoked by light pulses (1s x 465nm) applied at different points of the micturition cycle.  
B) Pooled data from all BarrCRH neurons (n=12 across 3 mice) showing that there was no difference firing (either the peak firing 
rate (upper) or the change in firing (lower)) evoked by light across the phases of the micturition cycle.  In contrast the amplitude 
of the eNVC (see figure 3) increases markedly across micturition cycle.  C) Spontaneous NVCs were identified using a peak 
find algorithm (amplitude 0.1-4mmHg) and were noted to be preceded by a burst of BarrCRH activity.  D) BarrCRH and BarrCRH-like 
neurons showed a burst of firing between 1.5-3s before the onset of sNVCs (unlike the unidentified population and also not 
seen in the shuffled data).  Mean firing rates ± S.D, 0.5s bins.  E) The number of spikes in each BarrCRH burst only showed a 
weak correlation (slope 0.03mmHg/spike) with the amplitude of the following sNVC.  This weak relationship was lost if a single 
outlier point was excluded (ringed).  F) Model of a parasympathetic preganglionic neuron (implemented in NEURON) with a 
synaptic drive from Barrington’s nucleus.  To mimic the change in excitability through the micturition cycle an incrementing 
depolarising current was added.  This shows that a 20Hz stimulation of BarrCRH (mimicking opto-activation) evoked no 
parasympathetic output at the start of the cycle but this increases to 8-10hz by the end of the cycle. 
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The resulting output from the parasympathetic neuron when driven by BarrCRH (with 
a mimicked 20Hz optogenetic drive) was strongly dependent upon the phase of the 
micturition cycle with a ~10-fold increase over the voiding cycle which closely 
parallels the experimental data.  Note also that in the early phase of the voiding cycle 
the BarrCRH input is unable to evoke action potentials – thus producing ‘failures’. 
An inferential model of autonomous micturition. 
The observations described suggest a new integrated model of the micturition 
cycle which incorporates the observed drive from BarrCRH neurons and the known 
afferent feedback from the bladder (Figure 8A and methods). This afferent feedback 
governs both the excitability of the spinal parasympathetic neurons (demonstrated in 
the NEURON model above) and the output of a synaptic generator driving BarrCRH 
activity. The resulting feedback loop (depicted schematically in Figure 8B) closely 
reproduces characteristic of the observed micturition cycle with graded NVCs, 
periodic voids and patterns of BarrCRH firing. 
The varying excitability of spinal parasympathetic neurons is represented in the 
integrated model by a pressure-modulated logistic relationship which determines the 
change in bladder pressure generated from a given level of BarrCRH firing. The 
afferent drive also determines the probability of a high frequency BarrCRH discharge 
in a given epoch, again via a logistic relationship – modelling a pressure dependent 
synaptic drive for BarrCRH.  This synaptic generator is commonly believed to be within 
the PAG2,5,45; however, recent studies indicate it could also be located in the cortex 
or hypothalamus22,24. 
This circuit organisation generates NVCs : dynamic perturbations whose 
magnitude and frequency increase with progress through the micturition cycle. As 
pressure increases these contractions become more frequent and higher in 
amplitude – eventually summating to cause sustained increases in bladder pressure. 
This in turn increases the rate of firing of BarrCRH, making further contractions more 
likely, and shifting the system into a positive feedback loop in which pressure rapidly 
increases. A void occurs when the pressure threshold is exceeded (in the model, this 
is set at 15mmHg) which is presumed to be effected via a spinal mechanism.   
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Figure 8 An inferential model of autonomous micturition  A) Schematic of the descending input from Barrington’s 
nucleus to the bladder parasympathetic neurons.  Also showing the excitatory input to parasympathetic neurons of the bladder 
afferent information – shown as mediated via a segmental excitatory interneuron.  Note that the BarrCRH neuron has both a fast, 
excitatory transmitter (presumed glutamate) as well as an inhibitory action mediated by released CRH – possibly acting via 
local inhibitory interneurons (not shown).  The inset boxes show the logistic relationships linking activity of BarrCRH neurons and 
spinal excitability to the current bladder pressure (from model in B).  B) Flow chart showing processing steps in inference model 
of micturition.  C) Output from the model showing incrementing bladder pressure with NVCs over 3 micturition cycles with the 
associated BarrCRH firing that generates the NVCs and the voids. 
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In line with experimental data, attenuation of the variance in BarrCRH firing 
(underpinning the NVCs) delays the time to void – indicating their importance in the 
process (Supplementary Fig 6A). Similarly, augmenting the spinal parasympathetic 
sensitivity to the BarrCRH drive (as seen experimentally with intrathecal Astressin) 
increases the amplitude of the NVCs and shortens the inter-void interval 
(Supplemental Fig 6C).  We note that additional drive into the BarrCRH neurons as is 
proposed to come from higher centres with voluntary voiding would increase the 
variance and could trigger voiding earlier.  This effect is demonstrated with the 
simulated optogenetic drive of BarrCRH neurons (20Hz x 1s, Supplemental Fig 6B) 
which produces both failures, eNVCs and triggers voids earlier in the cycle than 
would otherwise have happened. 
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These findings indicate that BarrCRH neurons do play a critical role in micturition.  
However, the activity of BarrCRH neurons, is not a simple switch mechanism for 
voiding nor do they provide a direct drive to bladder pressure (as might be expected 
for an autonomic pre-motor command neuron). Instead these neurons play a more 
nuanced, probabilistic role.  Their influence on the bladder depends on the state of 
priming of the downstream parasympathetic motor circuit.  This identifies the BarrCRH 
neurons as being the efferent limb of an inference circuit that assays bladder state 
repeatedly during the storage phase of the cycle.  When the threshold for voiding is 
reached, they generate a high-fidelity motor signal through a regenerative feedback 
loop that drives the bladder contraction required for voiding.  
This operating principle fits with a modular hierarchical hypothesis for the 
organisation of the micturition circuit2,5,32 with a primary spinal circuit providing a 
basic functionality, evident in the neonatal rodent46-48 and indeed other mammals 
including humans, that has little context-sensitive control.  The timing of micturition in 
immature rodents is often triggered by maternal stimulation of the perineum 
(although interestingly this is unsuccessful if applied when the bladder is <50% 
full48).  With development, the spinal micturition mechanism is believed to fall 
progressively under the descending control of Barrington’s nucleus (both for 
voluntary and autonomous voiding).  We suggest that such descending control 
provides an internalised signal, replacing the need for additional external peripheral 
sensory input, to trigger the void.  Dysfunction of this descending control system, as 
is seen following spinal cord injury, results in a loss of voluntary control and initially in 
a complete loss of continence, but this tends to be restored as the spinal micturition 
reflex re-emerges (albeit in a poorly co-ordinated manner).  This situation was 
mimicked experimentally herein by the chemogenetic inhibition of BarrCRH neurons – 
leading to a prolongation of the inter-void interval and retained volumes with 
progressive bladder distension – indicating that this is a necessary and critical 
component of the micturition circuit. 
Parallel circuits within Barrington’s nucleus regulating urination. 
We used cystometry in anaesthetised mice to examine the role of BarrCRH neurons 
specifically in the core processes of autonomous micturition in the absence of 
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behavioural influence.  Rodents also use social urine scent marking, for example 
male mice use strategic urine “spotting” to express their dominance and territorial 
ownership49,50.  Although autonomous micturition and scent marking with urine are 
related processes, likely with some shared physiology, there are also differences in 
the patterns of urination with greater frequency (>10 urine spots per minute23) and 
accordingly smaller volumes in each urine spot compared to a primary void (typically 
80-120ul)9,51-53.  A role has recently been described for BarrESR1 neurons in social 
urine spotting evoked by female urine23.  These BarrESR1 neurons preferentially 
target a spinal inter-neuronal circuit that is proposed to be involved in generating the 
bursting drive to the EUS as well as causing a bladder contraction.  In contrast, in 
the same study, the BarrCRH neurons were reported to be relatively ineffective in 
generating voids under similar conditions (without active filling of the bladder)23.  
However, our study shows that BarrCRH neurons can effectively generate co-
ordinated voiding – with the characteristic pattern of external urethral sphincter 
bursting – but only when the downstream spinal circuit is primed i.e. with a nearly full 
bladder.  This indicates that the drive from BarrCRH needs to be integrated at a spinal 
level with feedback from the bladder afferents in order to generate a complete void.  
When the bladder is partially filled, then activation of the BarrCRH neurons evokes 
bladder contractions (eNVC) without any sphincter activity, suggesting that the drive 
to the sphincter is also dependent on the state of a downstream pattern generator 
and is not directly engaged by the firing of BarrCRH neurons at all stages of the 
micturition cycle.  It is also noteworthy that there was no evidence for the 
involvement of BarrCRH neurons in the control of the distal colon, suggesting they are 
bladder specific. 
Given the mechanistic differences between the processes of autonomous 
micturition and voluntary scent marking in males, it is quite likely that there are 
distinct circuit drives for each type of urination.  This would be consistent with the 
proposition that there are parallel pathways from Barrington’s to the downstream 
spinal pattern generators: the BarrESR1 neurons driving spotting behaviour which can 
be triggered irrespective of the degree of fullness of the male mouse bladder; and 
the other mediated by BarrCRH neurons which requires the bladder to be distended 
before a void can be generated.  This may also explain why chemogenetic inhibition 
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of the BarrESR1 but not BarrCRH neurons blocked spotting whereas similar inhibition of 
BarrCRH neurons inhibited autonomous micturition in the current study. 
 
BarrCRH neurons provide a probabilistic, spinally-gated drive to bladder 
pressure. 
The pattern of firing activity seen in optogenetically-identified BarrCRH neurons is 
similar to that previously noted in recordings from Barrington’s nucleus in the 
conscious rat30 and is also reminiscent of a subset of the neurons identified in 
anaesthetised or decerebrate rats and cats that showed a ramping activity with 
voiding25-29. The bursting activity seen in the BarrCRH recordings clearly precedes the 
changes in bladder pressure (and with a similar lag to bladder pressure response to 
that found from optogenetic activation of BarrCRH neurons) indicating that they are 
driving rather than responding to the changes in pressure.  The BarrCRH neurons 
showed a pattern of spiking activity that is also consistent with that noted from the 
Ca2+ imaging recordings seen with fibre photometry in mice22,23 although we can see 
both the temporal precedence and that this activity decays promptly at the end of the 
void.  It is also worth noting that in none of these recordings (from BarrCRH or indeed 
any of the neurons in the vicinity) was any pattern of activity seen that resembled the 
high frequency bursting of the urethral sphincter seen in mice and rats – to date such 
activity has never been observed in any of the recordings from Barrington’s which is 
consistent with the idea that it is generated from a spinal motor pattern generator 
such as the LSCC38. 
The probabilistic nature of the influence of BarrCRH neurons on bladder pressure 
seems initially at odds with the clear relationship between their activity and bladder 
pressure noted herein (and previously in the E2 class of neurons recorded in rat 
Barrington’s28). However, this relationship only holds in the late stage of the 
micturition cycle when BarrCRH neurons do indeed act as a tightly-coupled, direct 
command neuron.  This is not the case during the early phases of the micturition 
cycle when there is a weak relationship between the activity of BarrCRH neurons and 
the bladder pressure, in the extreme case leading to “failures” of stimulation to evoke 
any contraction.  Our recordings indicate that this happens downstream of BarrCRH at 
a spinal level, as the ability to optogenetically drive BarrCRH is unchanged and spinal 
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activation of BarrCRH axons also shows failures.  We propose a model for this action 
that integrates an incrementing and summating, but still sub-threshold, afferent drive 
from the bladder to PPN that enables a phasic burst of activity from BarrCRH to 
generate progressively larger numbers of action potentials and hence contraction 
when the bladder is sufficiently filled.  In support of this idea, previous electrical 
stimulation studies of Barrington’s nucleus in the rat indicated that the degree of 
excitation of the parasympathetic motor outflow to the bladder was strongly 
dependent upon the degree of bladder filling54.  The mechanisms enabling such 
priming of the parasympathetic control circuit will merit further investigation at a 
spinal level. 
The role of spinal CRH in the regulation of micturition 
The inhibitory action of CRH released from BarrCRH neurons on micturition at a 
spinal level initially appears counterintuitive given the overall excitatory effect of 
BarrCRH neurons (mediated via fast glutamatergic signalling,22) on micturition and the 
known excitatory effects at a cellular level of CRH receptor activation55.  However, a 
similar inhibitory spinal action of CRH on micturition has been reported41-43.  This 
inhibition may act to suppress the segmental excitatory activity in the spinal 
parasympathetic circuit.  This process may also be involved in the transition from the 
immature spinal voiding circuit in the neonate that is supplanted by the top down 
requirement for Barrington’s signals.  The mismatch between the differential time-
course of action of CRH-mediated inhibition (metabotropic) and the fast, 
glutamatergic excitation (ionotropic) may enable the initial rapid excitation of 
parasympathetic preganglionic neurones at the onset of voiding, but may also in turn 
act to help terminate voids and facilitate the unopposed relaxation of the bladder.  
The spinal mechanism of CRH actions at a spinal circuit level merits further 
investigation as this constitutes an intriguing target for therapeutic intervention 
allowing modification of the gain of the micturition reflex in disease states. 
A novel inferential model of autonomous micturition. 
We noted that bursts of activity in BarrCRH neurons precede both voids and also 
NVCs.  There has been considerable debate about the origin of NVCs with respect 
to whether they are intrinsically generated by the bladder and their functional 
significance although there is a suggestion that they provide a means to infer the 
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degree of bladder filling56.  An increase in their frequency and amplitude has been 
linked to diseases of the LUT57 and also with loss of descending control from the 
brainstem 6 which could conceivably be related to the loss of CRH-mediated spinal 
inhibition.  There is also evidence of their peripheral generation by the bladder early 
in development which becomes less coordinated in adult bladder 58.  We provide 
evidence that NVCs are generated by the “noisy” probabilistic drive from Barrington’s 
that repeatedly assesses the status of the spinal circuit during each micturition cycle 
and that the magnitude of the bladder pressure response reflects the phase of the 
micturition cycle.  The resulting afferent signal provides an active way of inferring the 
degree of bladder fullness (analogous to the ‘sampling’ that assesses rectal fullness 
59) and could prime the neural control circuits and indeed could conceivably provide 
a stream of information that may enable a conscious awareness of bladder fullness 
and the ability to make volitional predictions about the need to void.  We also note 
the homology with the development of other motor systems where spontaneous 
motor activity, initially generated in the periphery, becomes progressively embedded 
centrally as motor representations in the nervous system with developmental 
maturation60. 
Our model of such a circuit organisation with afferent feedback from the bladder 
both priming the spinal parasympathetic motor circuit and also determining the 
magnitude of the drive from BarrCRH neurons (perhaps via integration by the PAG 
which functions as a probabilistic firing switch) recapitulates many of the observed 
features of autonomous micturition.  The generation of NVCs provides inference 
about the degree of bladder fullness and the afferent signal advances the 
progression through the cycle.  The spinal priming mechanism enables a 
regenerative burst of activity from BarrCRH to drive the voiding contraction and the 
modelled release of spinal CRH that follows such a large discharge serves to reset 
the spinal circuit enabling passive filling to resume.  A feature of this circuit 
organisation is that a direct volitional drive to BarrCRH from cortex as recently 
reported24 would not be subject to the probabilistic firing switch at a supraspinal level 
and could therefore trigger a void earlier in the cycle if behaviourally appropriate 
albeit still contingent on the priming status of the spinal gate.  Hypothetically, a 
parallel synaptic drive from the BarrESR1 neurons23 that was stronger than the BarrCRH 
neurons could also generate parasympathetic activity without requiring co-incident 
.CC-BY-NC-ND 4.0 International licenseIt is made available under a 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.




afferent activity – hence bypassing the gate to produce urine “spotting” on 
behavioural demand. 
On this basis we conclude that the BarrCRH neurons form a key component of the 
micturition circuit that generate a pre-motor drive to the bladder late in the cycle.  
The recording and stimulation data suggest that this drive is not generated by a burst 
generator residing within this cell population but is a product of the integration of 
inputs from both bladder sensory afferents and upstream centres such as the PAG 
but also including hypothalamus and motor cortex 22,24.  We predict that failures of 
control at this key integrating locus are likely to be involved in both acute disorders of 
lower urinary tract function such as retention as well as in chronic diseases like 
nocturnal enuresis and overactive bladder syndrome where there is dissociation of 
detrusor contractions and sphincter relaxation. 
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Corticotrophin-Releasing Hormone neurons of Barrington’s nucleus: 
Probabilistic, spinally-gated control of bladder pressure and micturition. 
 
Online methods 
Experimental model and subject details 
Mice 
All experiments and procedures conformed to the UK Animals (Scientific 
Procedures) Act 1986 and were approved by the University of Bristol Animal Welfare 
and Ethical review body. Mice were group housed, with food and water available ad 
libitum and on a 12 hr/12 hr light/dark cycle.  
Gene expression was restricted to BarrCRH neurons using knock-in mice (of both 
sexes aged 3-8 months old) with an internal ribosome entry site (ires)-linked Cre-





The serotype 2 recombinant AAV- EF1a-DIO-hChR2(H134R)-mCherry3,4 (1.6 x 
1012 viral genomes / ml) was obtained from University of North Carolina vector core 
facilities (a gift from Karl Deisseroth), whereas serotype 2 AAV-hSyn-DIO-hM4Di-
mCherry5 (7 x 1012 vg / ml) was obtained from Addgene (a gift from Brian Roth). 
Stereotaxic Intracranial Injections to Barrington’s nucleus 
To target BarrCRH neurons, homozygous CRHcre mice were anaesthetised with 
ketamine (70 µg/g) and medetomidine (0.5 µg/g) and placed in a small animal 
stereotaxic frame (Kopf, USA) with a drill-injection robot attachment (Neurostar, 
Germany). After exposing the skull under aseptic conditions, a small burr hole was 
drilled and AAVs were injected (600nl total volume per side) unilaterally or bilaterally 
through a pulled glass pipette at a rate of 100nl/ml. Injection coordinates for 
Barrington’s nucleus were 5.3 mm posterior to bregma, 0.70 mm lateral and 3.5 mm 
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below brain surface. After surgical procedures, all mice were returned to their home 
cage for at least 21 days for recovery to maximise protein expression. 
Optogenetic Activation 
Adult CRHCre mice had AAV-DIO-ChR2-mCherry (1.6 x 1012 vg/ml) or AAV-DIO-
hM4Di-mCherry (as control) injected into Barrington’s and they were used in 
experiments at least 3 weeks after vector injections. Light from a 465 nm LED 
(Plexon, Dallas USA) was delivered in pulses with a maximum duty cycle of 50%. 
The light train was delivered once every 60 s for fixed-interval stimulation, or at 
randomised intervals between 30 s and 90 s. The light power exiting the fibre tip was 
set at approximately 10 mW and was measured before and after each experiment. 
For bilateral simultaneous opto-activation a dual fibre implant was used (Doric, DFC 
200/250-0.66 15mm DF1.4 C60) and coupled via a dual fiber optic cable to two 
separate LEDs. 
For light delivery to the spinal cord, soft tissue was removed between T11 and 
T12 vertebral spines after skin incision. The exposed spinal cord was illuminated 
using a 473nM laser (PhoxX, Omicron, Germany) via a bare ended fibre (Thorlabs, 
400µm) positioned above the cord and delivered in 20ms pulses at 20Hz for 5s or a 
prolonged pulse of 1000ms. The light power at the fibre tip was 29±0.3mW. 
Chemogenetic Inhibition 
To inhibit BarrCRH neurons, CRHcre mice were bilaterally injected with AAV-DIO-
hM4Di-mCherry (7.0x1010 vg/ml) into Barrington’s nucleus (as described above) and 
allowed at least 3 weeks of recovery (control mice had AAV-DIO-ChR2-mCherry 
injected). Cystometry was performed as described below and intraperitoneal CNO 
(5mg/kg, 1mg/ml stock) or saline (as control) was applied after obtaining > five 
baseline micturition cycles. In an initial set of experiments, saline was continuously 
infused to the bladder around the time of CNO injection to investigate the effects on 
mice micturition. Subsequently, to determine the CNO effect on threshold for 
micturition, a cyclical infuse and hold protocol was adopted whereby saline infusion 
was stopped at the threshold for voiding and then held at that volume for 10 minutes 
or until a void occurred before emptying the bladder and restarting the infusion 
phase. 
Cystometry, Electromyography and distal colonic manometry.  
.CC-BY-NC-ND 4.0 International licenseIt is made available under a 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.
The copyright holder for this preprint. http://dx.doi.org/10.1101/683334doi: bioRxiv preprint first posted online Jun. 27, 2019; 
 34 
Mice were anesthetised with urethane (0.8-1.2mg/kg) and the bladder was 
exposed via a 2 cm midline abdominal incision. A flanged catheter (PE50) was 
secured with a purse-string suture into the bladder and connected to a syringe pump 
and pressure transducer. The infusion rate was adjusted on an individual mouse 
basis (10-40 µl/min) to produce an equivalent proportionate speed of fill to threshold 
for voiding (typically 600 sec) taking account of differing bladder volumes of the 
mice. External urethral sphincter (EUS) was recorded with insulated stainless steel 
wires, bared at the tip (0.075mm, AISI316 Advent) inserted through a 30-G needle 
bilaterally into the EUS just proximal to the pubic symphysis. A balloon catheter 
(2.5mm diameter x 12mm when fully distended, Medtronic Sprinter) was inserted into 
distal colon and the tip of balloon was placed 40mm from the anus. To monitor 
colonic pressure the balloon catheter was filled with distilled water. 
More than 1 hour after starting saline infusion into the bladder and once a regular 
rhythm of micturition cycles was established.  The following variables were 
measured (averaged over at least three voiding cycles): 
o Basal pressure was taken as the lowest bladder pressure reached after a 
void. 
o Voiding threshold was the bladder pressure when the EUS-EMG started 
bursting, indicating the initiation of voiding. 
o Micturition pressure was the peak bladder pressure achieved during voiding 
(bursting phase of the EUS-EMG). 
o Non-voiding contractions (NVCs) were identified as discrete increases in 
bladder pressure (>1 mmHg) observed during the filling phase in voiding 
preparations. 
o Bladder compliance was defined as bladder capacity / (threshold - basal 
pressure) (µl/mmHg) during filling. 
Pithed, Decerebrate Arterially-Perfused mouse preparation. 
The pithed DAPM preparation was used to examine the influence of bladder filling 
on pelvic nerve stimulation-evoked bladder contractions.  The methods were as 
previously described6,7 but in brief, mice were terminally anaesthetised with 
isoflurane, disembowelled through a laparotomy and the bladder was cannulated.  
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The mouse was then cooled, exsanguinated, decerebrated and its spinal column 
was pithed to remove all central neuronal control.  It was then moved to a recording 
chamber, perfused through the heart with warm (32˚C) Ringer’s solution 
(composition (mM): NaCl (125), NaHCO3 (24), KCl (3.0), CaCl2 (2.5), MgSO4 (1.25), 
KH2PO4 (1.25); glucose (10); pH 7.35–7.4 with 95% O2/5% CO2). Ficoll-70 (1.25%) 
was added as an oncotic agent to the perfusate. The flow rate was adjusted (from 15 
to 20 ml/min) to achieve a perfusion pressure of 50-60mmHg. The pelvic nerve was 
identified, traced proximally and cut allowing the distal end to be aspirated into a 
bipolar stimulating electrode.  Stimuli (10V, 1ms, 4-10Hz for 3 seconds) were applied 
to the nerve. The bladder was filled with saline to perform cystometry as above with 
filling limited to a ceiling pressure of 15mmHg.  The effect of pelvic stimulation on 
bladder pressure was examined with different degrees of bladder filling (0-70µl). 
Extracellular recordings and signal acquisition 
Recordings were made from the Barrington’s nucleus using a 15 μm thick silicone 
probe with 32 channels (NeuroNexus, Model: A1x32-Poly3-10mm-25 s-177-A32). 
Each channel (177µm2) was spaced from the neighbouring channels by 50 μm. A 
reference electrode (Ag/AgCl) was inserted into the scalp. The probes were 
connected to an amplifier-digitising headstage (INTAN, RHD2132). The signals were 
amplified and filtered (100Hz-3 kHz) and digitized at 30kHz before being processed 
and visualised online within the Open Ephys system. 
Anatomical tracing studies. 
To investigate the BarrCRH projection to the spinal cord, Cre-dependent AAV 
(AAV- EF1a-DIO-ChR2-mcherry) was unilaterally injected to Barrington’s nucleus in 
CRHCRE mice.  After a minimum of four weeks the mice were killed, and perfusion 
fixed for immunohistochemistry.  To examine the BarrCRH projection into spinal cord, 
40µm transverse sections were taken from T11 to S2, processed for mCherry and 
Choline acetyltransferase immuno- (to demarcate motoneurons) followed by 
confocal imaging (detailed below). 
Immunohistochemistry of brain and spinal cord 
Mice were killed with an overdose of pentobarbital (20 mg per mouse, i.p; 
Euthetal, Merial Animal Health) and perfused trans-cardially with 4% formaldehyde 
(Sigma) in phosphate buffer (PB; pH 7.4, 1 ml/g). The brain and spinal cord were 
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removed and post-fixed overnight before cryoprotection in 30% sucrose in 
phosphate buffer. Coronal tissue sections were cut at 40 µm intervals using a 
freezing microtome and left free floating for fluorescence immunohistochemistry. 
Tissue sections were blocked and incubated in phosphate buffer containing 0.3% 
Triton X-100 (Sigma) and 5% normal donkey serum (Sigma). Incubated on a shaking 
platform with primary antibodies for 14–18 hr at room temperature. After washing, 
sections were then incubated for 3 hr with appropriate Alexa Fluor secondary 
antibodies. 
A Leica DMI6000 inverted epifluorescence microscope equipped with Leica 
DFC365FX monochrome digital camera and Leica LAS-X acquisition software was 
used for widefield microscopy. For confocal and tile scan confocal imaging, a Leica 
SP5-II confocal laser-scanning microscope with multi-position scanning stage 
(Mӓrzhӓuser, Germany) was utilized. Primary antibodies used were rabbit anti-
mCherry (1:4,000; Biovision), sheep anti-tyrosine-hydroxylase (1:1,000; AB1542, 
Millipore) and goat anti-ChAT (1:250; AB144P, Millipore). Alexa Fluor 488-
conjugated donkey secondary antibodies were used against goat IgG (1:500; 
Jackson ImmunoResearch) and sheep IgG (1:400; Jackson ImmunoResearch). 
Alexa Fluor 594-conjugated donkey secondary antibody was used against rabbit IgG 
(1:1000; Invitrogen). 
Model design 
A model of the integration of the synaptic drive to the bladder parasympathetic 
preganglionic neurons in the spinal cord was constructed using NEURON8.  The 
preganglionic neuron was based on using an existing preganglionic neuronal model9 
that was modified slightly to have a resting potential of ~-65mV by altering the leak 
conductance reversal potential.  A synaptic drive from BarrCRH neurons was 
modelled by adding an EXPSYN to the soma which was driven with trains of action 
potentials (20Hz x 1s) generated from a NETSTIM to mimic an optogenetic stimulus 
of BarrCRH.  The synapse was subthreshold if triggered alone as an input despite a 
modest degree of summation (~20%) when driven at 20Hz.  A second fast excitatory 
synaptic drive to model a bladder afferent was added as an EXPSYN to a proximal 
medial dendrite.  This was driven with an incrementing frequency of action potentials 
(from a NETSTIM based on recordings of pelvic nerve afferents from Ito et al7) to 
model bladder distension-evoked increase in afferent firing over a period of 5 
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minutes to represent a typical micturition cycle.  The model files are available on 
ModelDB (TBA). 
The model of autonomous micturition employs an iterative algorithm in which 
bladder pressure and BarrCRH firing rate are updated in each cycle (assumed to last 
1s).  At each time point, bladder pressure is incremented by 0.015mmHg (modelling 
a continuous infusion). The level of pressure in the bladder is used to determine the 
maximum level of BarrCRH firing via a logistic function (modelling an afferent input): 




Where 𝑠"#$ is the maximum spiking rate, and  𝑓"#$ and 𝑓"*+ represent the 
maximum and minimum levels of firing – here set to 25 and 4.3Hz respectively, 
based on spiking rates seen in unit data recordings. The gradient and mean were set 
to 𝑘: = 4 and 𝑚: = 4.5. Actual spiking rates were then generated probabilistically by 
sampling from a random uniform distribution with a maximum level set by 𝑠"#$. 
 The change in bladder pressure produced by the firing of BarrCRH neurons was 
determined by a logistic function modulated by bladder pressure (representing the 
level of parasympathetic neuron excitability at the level of the spinal cord): 




Where 𝑠 is the BarrCRH firing rate and 𝛥𝑃"#$, 𝛥𝑃./0	  are the maximum and minimum 
amplitude of bladder contractions, and 𝑘7 = 0.5 and 𝑚7 = 6. The maximum change 
in pressure depends on the current bladder pressure such that: 
 
𝛥𝑃"#$ = 6 ∗ logI𝑝(𝑡)K 
 
 The output of these equations is shown in Figure 8 and Supplementary Figure 6. 
Bladder contractions are modelled with a Gaussian bump function, of amplitude 
𝛥𝑃"#$ and variance 2s. These had a of duration 6 timepoints (approximating the 
characteristics of non-voiding contractions observed experimentally). At the 
beginning of each cycle, the current pressure is calculated by summing the baseline 
pressure (including incrementing due to constant filling) with increases in pressure 
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caused by BarrCRH triggered bladder contractions generated in the current and past 
cycles. 
 Voiding is triggered at a threshold pressure of 15mmHg, at which point bladder 
pressure is decremented at 2mmHg per cycle (as the bladder empties) until a 
baseline pressure of <0.3mmHg is reached and the cycle restarts.  The model is 
coded in MATLAB and has been deposited in the GitHub repository. 
In cycles where optogenetic activation of BarrCRH firing was simulated, the firing 
rate 𝑠 was set to 20Hz. To simulate intrathecal Astressin, the mean of the logistic 
curve for 𝛥𝑃(𝑡) was reduced to 𝑚7 = 5 To simulate attenuation of NVCs, the 
variance in the level of BarrCRH firing was reduced by 80% but without any change in 
the mean level of firing. 
Data analysis 
 Clustering of multiunit data, waveforms, auto / cross correlations and 
calculation of firing rates 
Multiunit data was recorded on a 32-channel silicon probe (NeuroNexus, Model: 
A1x32-Poly3-10mm-25 s-177-A32), and clustered using spike sorting framework 
‘Kilosort’ 10. The sorting analysis was carried out using the facilities of the Advanced 
Computing Research Centre, University of Bristol - http://www.bristol.ac.uk/acrc/.  
Manual curation of clusters was performed in ‘Phy’ (https://github.com/kwikteam/phy-
contrib) in order to select only well isolated units with clear refractory periods, and to 
remove artefacts. All further analysis of spike trains and cluster characteristics was 
carried out in MATLAB.  
The centre channel of each cluster was defined as the probe channel on which the 
waveform was recorded with the maximum range. Representative waveforms were 
extracted on the centre channel for each cluster by sampling 2000 spikes from the 
group (if the cluster had fewer than 2000 spikes present, all spikes were used 
(Figure 5B, D). Autocorrelations and cross-correlations were calculated by binning 
spike trains (1ms bins) and using the MATLAB function ‘xcorr’ (Figure 5D). Smooth 
firing rates during laser stimulation events were calculated by convolving the spike 
train with a normalised Gaussian of standard deviation of 30ms, using the MATLAB 
function ‘conv2’. (Figure 5C). Where z-scored firing rates were required, the 
MATLAB function ‘zscore’ was used in with binned spike counts. 
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Analysis of bladder pressure and spike trains 
Bladder pressure and external urethral sphincter EMG were recorded in Spike2 
(CED) and analysed in MATLAB. To compare changes in bladder pressure over 
multiple recordings, bladder pressure was normalised to between 0 and 1 in each 
recording, where 1 represents the maximum pressure recorded during the 
experiment (Figure 6A).  The times of voids were identified using the MATLAB 
function ‘findpeaks’; correct identification was verified by eye. Where the bladder 
pressure was split into phases of the voiding cycle, the period between successive 
voids was split into the required number of equal time intervals (100 phases in Figure 
6A, 10 phases in Figure 6B). Spike counts during these phases were converted to 
firing rates by dividing by the width of the relevant time window. In Figure 6A these 
were also z-scored to enable comparison between multiple voiding cycles recorded 
in different animals.  
Where voiding / inter-voiding periods were used (Figure 6E), ‘voiding periods’ were 
defined as a window of 15 seconds either side of the peak of bladder pressure 
during a void; ‘intervoid periods’ consisted of all remaining times. 
Cross correlograms and Pearson correlation coefficients between spike count and 
bladder pressure were calculated by downsampling both data to a sampling rate of 
1hz (i.e. 1s bins for the spike count, 1hz sampling for the bladder pressure), z-
scoring and using the MATLAB function ‘xcorr’ and ‘corr’. (Figure 6D, E). All curve 
fitting was carried out using the MATLAB curve fitting toolbox. 
 
Analysis of urethral sphincter EMG 
For EMG data shown in Figures 5, artefacts of over 50 times the standard deviation 
for the recording were removed in MATLAB. The data was then RMS filtered using a 
5 second moving window and smoothed using the MATLAB function ‘movmean’ over 
1000 samples (a window of 0.32 s).  
 
Analysis of non-voiding contractions (NVCs) 
NVCs were identified in the intervoid periods only (Figure 7C). Pressure 
measurements during these periods were detrended (using the MATLAB function 
'detrend') and NVC peaks were detected using the MATLAB function 'findpeaks', 
using parameters to select only those peaks greater than 0.1mmHg above the 
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baseline, between 1.5 and 8 s wide, and at least 5 s from any other such peak. 
These provided well isolated examples of NVCs for analysis. Spike trains for each 
cell were binned (2s bin width for the longer timescales shown in Figure 7C; 0.5s bin 
width for Figure 7D) to extract estimates of firing rate around each NVC and to 
examine the difference in spike counts during 1.5s windows beginning 6s and 3s 
before each NVC.   For shuffled data a vector of random times was generated for 
each recording (taken from intervoid periods only) and examined in the same way. 
The number of shuffled NVC times and real NVC times was equal in each recording. 
 
Code availability 
Custom MATLAB scripts used to analyse the data are available upon request. 
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    Supplemental Figure legends 
Supplemental Figure 1 Characteristics of BarrCRH evoked non-voiding 
contractions. 
A) Parameters of BarrCRH evoked non-voiding contractions. Threshold calculated 
at 20% of the amplitude, duration was measured at the threshold pressure. The 
latency was taken as the time from start of stimulation for the pressure to reach 
threshold. 
B) The amplitude of eNVC increased with unilateral stimulation frequency (pulse 
length 20ms for 5s) but longer pulse durations (at 20Hz for 5 s) only tended to 
increase amplitude (n=7 mice).  Higher frequencies of stimulation (50Hz x10ms) did 
not substantially increase eNVC amplitude.  Single longer continuous light pulses (1-
3s) could also generate graded eNVCs.  Similarly, the probability of generating an 
eNVC increased with stimulation frequency (pulse length 20ms for 5s) but pulse 
duration (frequency 20Hz for 5s) had little influence.  Longer light pulses (1-3s) also 
reliably generated eNVCs. 
C) Comparison of unilateral with bilateral opto-activation of BarrCRH neurons 
during continuous filling cystometry showing the graded increase in eNVC amplitude 
with phase of the micturition cycle and the augmented response to bilateral 
stimulation. 
D) Bilateral stimulation evoked larger eNVC, an effect that is more pronounced 
later in the micturition cycle (n=7 mice). 
 
Supplemental Figure 2  BarrCRH neuronal activation does not cause 
contraction of the distal colon.  
Simultaneous recording of bladder pressure and rectal pressure with an 
intraluminal balloon showed no clear relationship between colonic pressure and the 
micturition cycle during continuous filling cystometry.  Similarly, although opto-
activation (20ms x 20Hz for 5s) of BarrCRH generated eNVCs, there was no 
corresponding response in the distal colon.   
 
Supplemental Figure 3  Dependence of pressure response to electrical 
stimulation of the pelvic nerve on bladder filling.  
Using the pithed decerebrate arterially perfused mouse preparation (n=7), the 
bladder pressure was monitored while the pelvic nerve was stimulated using a 
bipolar suction electrode (10V, 4-20Hz, train 3sec).  Pelvic nerve stimulation evoked 
pressure responses that were dependent on stimulation frequency and on bladder 
distension.  
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Supplemental Figure 4 Spinal projections of BarrCRH axons 
Following unilateral transduction of BarrCRH neurons with AAV-EF1a-DIO-ChR2-
mCherry, transverse spinal cord sections (30µm) were cut from T10-S1 segments.  
Sections were processed for fluorescence immunocytochemistry for mCherry and 
Choline acetyltransferase to label filled BarrCRH axons and somatic and autonomic 
motoneurons, respectively.  These are represented as widefield and confocal images 
of blow-outs.  The BarrCRH axons show a lateralised distribution and can be seen to 
target the territory of parasympathetic preganglionic neurons at L5 and L6 as well as 
in the ventral horn area in S1.  Note the absence of labelling close to somatic 
motoneurons and the sympathetic preganglionics at T10. 
 
Supplemental Figure 5 Spinal opto-activation of BarrCRH axons generates 
eNVC and voids. 
A) The spinal cord was exposed at the level of T11-12 and illuminated from an 
optic fibre placed above the cord.  
B) Opto-activation (20Hz x 20ms for 5s or single 1s pulse) generated eNVCs 
(Related samples Friedman's test by ranks). 
C) There was no difference in the eNVC in terms of amplitude or reliability 
between the two opto-stimulus patterns (n=5 mice). 
D) Opto-stimulation during continuous filling cystometry could generate full voiding 
contractions as well as eNVCs. 
 
Supplemental Figure 6 Inferential micturition model recapitulates observed 
behaviour 
A) Comparison of model outputs under basal conditions (upper panel, 3 
consecutive runs) with a reduction in the variability in the BarrCRH firing (mean rates 
unchanged, lower panel).  This attenuates the amplitude of the NVCs and delays the 
time to void indicating the importance of the NVCs in the micturition cycle. 
B) Simulation of optogenetic activation of BarrCRH neurons (20Hz x 1s) at 
different points in the micturition cycle (all other model parameters as the basal 
condition in A).  This external drive increased micturition frequency by triggering 
voids (when stimuli fell later in the filling cycle).  Note that opto-activation earlier in 
the filling cycle generated NVCs of varying amplitude and also could lead to ‘failures’ 
with no bladder contraction. 
C) A leftward shift in the mid-point (by 1hz) of the spinal modulation sigmoids 
mimicked the effect of CRH antagonist astressin by increasing the excitability of the 
.CC-BY-NC-ND 4.0 International licenseIt is made available under a 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.
The copyright holder for this preprint. http://dx.doi.org/10.1101/683334doi: bioRxiv preprint first posted online Jun. 27, 2019; 
 43 
spinal circuit.  This increased the amplitude of NVCs and increased micturition 
frequency.  
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