One of the claimed benefits of Tree Adjoining Grammars is that they have an extended domain of locality (EDOL). We consider how this can be exploited to limit the need for feature structure unification during parsing. We compare two wide-coverage lexicalized grammars of English, LEXSYS and XTAG, finding that the two grammars exploit EDOL in different ways.
Introduction
One of the most basic properties of Tree Adjoining Grammars (TAGS) is that they have an extended domain of locality (EDOL) (Joshi, 1994) . This refers to the fact that the elementary trees that make up the grammar are larger than the corresponding units (the productions) that are used in phrase-structure rule-based frameworks. The claim is that in Lexicalized TAGS (LTAGS) the elementary trees provide a domain of locality large enough to state co-occurrence relationships between a lexical item (the anchor of the elementary tree) and the nodes it imposes constraints on. We will call this the extended domain of locality hypothesis. For example, wh-movement can be expressed locally in a tree that will be anchored by a verb of which an argument is extracted. Consequently, features which are shared by the extraction site and the wh-word, such as case, do not need to be percolated, but are directly identified in the tree. Figure 1 shows a tree in which the case feature at the extraction site and the wh-word share the same value3 1The anchor~ substitution and foot nodes of trees are marked with the symbols o, $ and., respectively. Words in parenthesis are included in trees to provide examples of strings this tree can derive.
Much of the research on TAGS tail be seen as illustrating how its EDOL can be exploited in various ways. However, to date, only indirect evidence has been given regarding the beneficial effects of the EDOL on parsing efficiency. The argument, due to Schabes (1990) , is that benefits to parsing arise from lexicalization, and that lexicalization is only possible because of the EDOL. A parser dealing with a lexicalized grammar needs to consider only those elementary structures that can be associated with the lexical items appearing in the input. This can substantially reduce the effective grammar size at parse time. The argument that an EDOL is required for lexicalization is based on the observation that not every set of trees that can be generated by a CFG can be generated by a lexicalized CFG. But does the EDOL have any other more direct effects on parsing efficiency?
On the one hand, it is a consequence of the EDOL that wide-coverage LTAGS are larger than their rule-based counterparts. With larger elementary structures, generalizations are lost regarding the internal structure of the elementary trees. Since parse time depends on grammar size, this could have an adverse effect on parsing efficiency. However, the problem of grammar size in TAG has to some extent been addressed both with respect to grammar encoding (Evans et al., 1995; Candito, 1996) and parsing (Joshi and Srinivas, 1994; Evans and Weir, 1998) .
On the other hand, if the EDOL hypothesis holds for those dependencies that are being checked by the parser, then the burden of passing feature values around during parsing will be less than in a rule-based framework. If all dependencies that the parser is checking can be stated directly within the elementary structures of the grammar, they do not need to be comPuted dynamically during the parsing process by means of feature percolation. For example, there is no need to use a slash feature to establish filler-gap dependencies over unbounded distances across the tree if the EDOL Thus, passive sentences such as The scheme was singled out by a recent Government report are found difficult 3, despite the presence of the syntactic cues was, -ed and by. We therefore replace passive constructions with corresponding active forms. We are currently integrating further rules to split conjoined sentences and extract embedded clauses. Syntactic simplification operates iteratively until a configuration is reached that cannot be simplified. This approach is broadly similar to that proposed by (Chandrasekar et al., 1996) .
One of the many challenges in syntactic simplification is the observed effect of the total length of a text being increased when longer sentences are replaced by multiple shorter ones. Also, the removal of cohesive devices such as conjunctions may result in anaphora crossing sentence boundaries. To maintain text coherence and cohesion (Grodzinsky et al., 1993) an anaphor is replaced by its referent if the containing sentence is split.
Lexical
Simplifier The lexical simplifier (based on (Devhn, 1999; Devlin and Tait, 1998) ) replaces content words with simpler synonyms. It first retrieves a set of synonyms for each word from WordNet (Miller et al., 1993) , then, according to the user's desired level of simplification, the original word plus a percentage of the synonym list are looked up in the Oxford Psycholinguistic Database (Quinlan, 1992) for the corresponding Kucera-Francis frequencies. The word with the highest frequency is selected.
Morphological
Generator Simplification works on the inflectionally analysed text, so the last stage is morphological generation. The generator is simply an inverted version of the morphological analyser described above. The inversion is performed automatically (Minnen and Carroll, Submitted) , so any improvements made to the analyser are reflected in the generator at no extra cost. Finally, inter-word spelling changes (e.g. a apple ---* an apple), auxiliary reduction, etc. are performed.
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Evaluation
We will perform an experimental evaluation of the system with the help of aphasic participants who are matched to the extent that none display visually related reading difficulties, which would confound the results, and all possess a sufficiently high reading ability--determined at the time of the experiment by using an aphasia assessment battery. As the system is a general tool aimed at 3Semantically reversible sentences such as The boy was kissed by the girl are even more difficult, since either noun phrase could be the subject. all aphasics, the participants will not be screened for aphasia type. The readability of the simplified text and the usability of the system will be assessed by observation and interview; questions will be posed to gauge subjects' comprehension of both explicit and implicit material.
