Purpose -This paper describes the application of semantic knowledge technology to a case study in intelligent content management, specifically the BT digital library. The intention is to test the technology being developed within semantically-enabled knowledge technology (SEKT) and provide feedback to the development process. This will verify the viability of our technology and verify that we are using semantic knowledge technology to satisfy the real requirements of users. The case study will also serve as a shop window for the technology.
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We do not claim to offer improved search algorithms; we are very aware of the enormous strides in search algorithm development over the past years. However, we do claim that the semantic annotation of documents, and of sections of text within documents, when combined with best of breed search engine technology, can offer an enhanced search and browse experience to the user. Moreover, by analysis of what a user reads we can construct a profile of the user. This profile can then be used to influence a search strategy or to generate alerts, i.e. to make the user aware of new material in the library which is likely to be of interest. Of course, user profiling exists already. The difference here is that the profiling is semantic. That is to say, a user's profile is described through an ontology, rather than a set of keywords drawn from the search terms habitually used and the documents habitually read. The problem with the latter approach is that documents on the same subject may employ different terminologies, and be different again from the terminology employed by the user. Our approach overcomes this.
Similarly with knowledge sharing. The identification of value in a document requires human intelligence. However, when a user does find a document of high value that he or she thinks worth sharing, then matching of a document's semantic description to a user profile can identify with whom it should be shared. We are not suggesting removing all responsibility from the user. He or she should still be free to specify particular individuals with whom the document should be shared, irrespective of their profiles; or possibly even to specify those with whom the document should not be shared.
User profiles enable a digital library to become not just a collection of documents, but also as a community of readers. Through semantic profiling comes the ability to identify experts, and also communities of interest.
We are also exploring ways of extending the digital library. One approach is through focussed crawling, i.e. crawling the internet or corporate intranet for information allied to the domains of interest of the library. Another is through including the knowledge on the corporate desktop, e.g. through P2P techniques, offering access to this knowledge across the corporation.
In the following sections we first describe the evolution of digital libraries in general, and the BT digital library in particular, and then go on to describe in detail the additional functionality which SEKT is bringing.
Digital libraries and digital library research

Working libraries
There have been a number of factors motivating the development of digital libraries. One such is the need to make information more easily available, e.g. within an academic community. This is encouraged by the increasing electronic availability of academic journals. Another factor is the requirement for the preservation of cultural heritage. This is a persistent theme, and is not just concerned with text, but with images and even musical scores. The emphasis here is on providing access to valuable resources, as well as on preservation.
Many digital library implementations are academic and make information freely available. Some examples of these are given in the section below describing digital library research. Others are commercial, such the ACM digital library (http://portal.acm.org/dl.cfm), which contains material from ACM journals, newsletters and conference proceedings. Others, such as BT's digital library which forms the basis of this case study, are for use within particular organisations. Another category of digital library exists for the explicit purpose of making material freely available. A well-known example of this is Project Gutenberg (www.gutenberg.net) which has over 12,000 ''eBooks'' and claims to be the oldest producer of free books on the internet.
A great deal of digital library software is freely available. One of the best known projects is the Greenstone digital library (www.greenstone.org). Available in a wide range of languages, Greenstone is supported by Unesco and, amongst other applications, is used to disseminate practical information in the developing world. Another example is OpenDLib (http://opendlib.iei.pi.cnr.it), which has been designed to support a distributed digital library, with services anywhere on the Internet.
Challenges
Libraries, museums and archives face huge challenges in the way that they acquire, preserve and offer access to their collections in the digital age. Although having similar objectives, the different types of institution tend to use different technologies and working methods. With more and more digital born documents, new issues are raised in terms of cataloguing, search and preservation. As the different types of institution move closer together, they are seeking common frameworks for managing digital collections and content across the cultural sector.
For users, the value of libraries, museums and archives lies not only in their own resources but as gateways to huge distributed collections in other cultural institutions. This, too, poses major challenges in terms of content management: namely, how to provide the user with seamless, high value, interactive services based on these distributed resources (DigiCULT).
The DigiCULT [1] quote identifies a central challenge facing digital libraries; that of combining heterogeneity of sources with efficient cataloguing and searching, and with an appearance of seamlessness to the user. The technology being developed in SEKT provides a response to this challenge. Through the creation of ontologies and the creation of associated metadata SEKT can partially automate the process of cataloguing information; and through the use of those ontologies and metadata, SEKT will offer an improved search and browse experience. At the same time, work in the areas of ontology merging and mapping offers the prospect of seamless access to distributed information.
A survey (Cheung, 2004) of literature on digital library research has identified four strands:
1. Interoperability. At one level this is about the interoperability of software and systems. At a deeper level, however, it is about semantic interoperability through the mapping of ontologies. Indeed ''deep semantic interoperability'' has been identified as the ''Grand Challenge of Digital Libraries'' [Chen, 1999] .
2. Description of objects and repositories. This is the need to establish common schema to enable distributed search and retrieval from disparate sources. Effectively, how can we create an ontology for searching and browsing into which we can map individual library ontologies? Going further, how can we enable individual users to search and browse within the context of their own personal ontologies?
3. User interfaces. We need better ways to navigate large information collections. One approach is through the use of visualisation techniques. The use of ontologies not only helps navigation but also provides a basis for information display.
4.
The collection and management of non-textual information. Libraries are now much more than collections of words, but are increasingly rich in audiovisual material.
SEKT is responding to each of the first three challenges. SEKT is not directly concerned with the fourth. Nevertheless SEKT tools can be applied to textual annotations associated with, for example images, and in this way such images could be catalogued, searched and browsed.
'' The past few decades have seen a radical change in the nature of the library. ''
The research environment
The topic of digital libraries has attracted significant research activity since the early 1990s. Some of this work has been with very specific goals. For example, the Alexandria Digital Earth Project (www.alexandria.ucsb.edu/), at the University of California, is concerned with geospatial data, whilst other projects have investigated areas such as medical information[2], music [3] and mathematics [4] .
Amongst the more generic research activities is the Perseus Digital Library project (www.perseus.tufts.edu/) at Tufts University. The aim here is ''to bring a wide range of source materials to as large an audience as possible''. The intention is to strengthen the quality of research in the humanities by giving more people access to source material. At the same time, there is a commitment to ''connect more people through the connection of ideas''. We return to this theme later.
Within Europe, the Renardus project (www.renardus.org/) has been looking at providing access to information distributed on the web. Renardus uses subject gateways, with subject experts selecting quality resources. This overcomes the variability of quality in web material, although it is admitted that it ''encounters problems with the ever increasing number of resources available on the Internet''. Renardus also enables searching across several gateways simultaneously, based on searching the metadata, not the actual resources.
The Sculpteur [5] project (www.sculpteurweb.org), within the EU 5th Framework Programme, is using semantic technology for multimedia information management, and thereby responding to the fourth of the challenges above. The target domain is that of museums. An ontology, with associated tools, has been created to describe the objects, whilst a web crawler searches the Web for missing information.
The two major European research activities in digital libraries within the EU 6th Framework Programme are DELOS (www.delos.info/) and BRICKS (www.brickscommunity.org/). DELOS is an EU-funded Network of Excellence which began as part of the 5th
Framework Programme and has continued into the 6th Framework. Its goal is to develop ''the next generation of digital library technologies''. DELOS has seven ''clusters'', of which ''Knowledge Extraction and Semantic Interoperability'' is one. A key motivation of the cluster is the need for semantic interoperability between the many existing vocabularies within the digital library arena. Other clusters of interest here are ''Information Access and Personalization'' and ''User interface and visualization''. The former is investigating techniques for customising information to suit the characteristics and preferences of users. One goal of the latter is to ''build a theoretical framework from which user interface designers/developers can design digital library user interfaces''.
BRICKS is an Integrated Project within the EU 6th Framework Programme. The project ''aims at establishing the organisational and technological foundations of a digital library at the level of a European Digital Memory''.
Whilst our SEKT case-study will monitor closely the work of DELOS and BRICKS, and use whatever of their results are appropriate, our goal is related but different. DELOS and BRICKS exist to further the state-of-the-art of digital libraries. SEKT is concerned with developing semantic web technology generally, and the digital library case study is a testing ground for this. We see a digital library and its community of users as a knowledge management environment. Hence we believe that the lessons learned from our case study will have wide applicability.
The BT digital library
In developing its digital library case study, SEKT did not start from scratch but from BT's existing digital library. BT began building its digital library in 1994 and over ten years has developed an online system that offers its users personalisation[6], linking to full text from abstracts, annotation tools, alerts for new content, and the foundations of profiling. A key driver in developing the digital library has been the desire to provide a single interface to the whole collection, drawing together content from a wide variety of publishers. As one user wrote in a recent survey, the BT digital library is ''often better than the university library because you can search all resources and get a summary, perfect for research/initial project work.''
The BT digital library allows its users to search the library's contents. In addition, they can browse through ''information spaces'' that have been created on topics known to be of interest to people in the company or through the contents of journals in the library. Information Spaces bring together content from the library's databases and details of new books into a single page in the library. People can ''join'' an information space to be alerted to new articles on the topic and can create their own private information spaces for topics of particular interest to them. Figure 1 shows the introductory page to one particular information space. For more information about the use of information spaces in the BT digital library, see Alsmeyer and Owston (1998).
The information spaces are defined by a search string. In this sense they are not semantic but depend on the particular terminology used in such search strings. A goal of our case study is to improve on this so that alerting is truly semantic.
Users can also be alerted when new issues of particular journals are received in the library. Information space membership and journal preferences are used to provide a personalised view of the digital library homepage, as can be seen in Figure 2 .
The library contains abstracts of all relevant technical papers and the full text of more than a third of all the relevant engineering literature -a million articles from over 12,000 publications, including journals, conference proceedings, and IEEE Standards. This is provided in the form of two databases, Inspec (www.iee.org/Publish/INSPEC/) and ProQuest (www.proquest.com/). To be precise, these two databases contain abstracts of around 200 words. In some cases the full texts of the articles are available either from the database producer or from the publisher and the digital library provides links to these. Where the full text is not present and the abstract appears interesting, the reader may obtain it from the British Library. In addition, the digital library makes recommendations to readers about books which they may wish to purchase, based on their membership of information spaces.
Figure 1 A digital library information space
The library uses software developed by BT's Next Generation Web Research to power its searching and browsing [7] .
New functionality
Richer metadata
The case study will go beyond current functionality in a number of ways. In the first place, classification of documents is currently based on allocation to information spaces. These information spaces are clustered into groups, and in this sense constitute a shallow hierarchy. However, some information spaces are extremely broad. One such is ''knowledge management''. The breadth of such information spaces reduces the value of alerts. For example, someone subscribing to the knowledge management information space would regularly be made aware of very many new documents, a significant portion of which might be of no interest. SEKT intends to replace this with a more fine-grained approach employing a topic hierarchy.
Both the ProQuest and Inspec abstracts are provided with a significant quantity of metadata, including subject headings from a controlled vocabulary, classification codes, publication types, etc. The subject headings are taken from hierarchical listings of preferred terms that describe the topics covered by the database. The Inspec thesaurus, for example, contains 9,000 preferred terms. As might be expected, given Inspec's focus on physics, electronics and computing, the Inspec thesaurus provides a rich set of terms covering these areas and a much higher level of description of more general topics. ProQuest covers the whole breadth of business and management issues and has a vocabulary of about 8,000 preferred terms. The schemas used by ProQuest and Inspec will provide the basis for the initial set of topics. However, these schemas are similar but different and will need to be merged. Moreover, we believe that these schemas will not be adequate for our fine-grained topic hierarchy. We intend to refine the topic hierarchy by using ontology learning software developed in SEKT. In addition we will incorporate data already marked up with the RSS standard used for news syndication. This will require use of SEKT's ontology mapping technology to map between the news schemas expressed in RSS and our ontology. In 
It is hoped to add documents from other sources, e.g. the web, which do not come with predefined metadata. In this case the associated topics need to be inferred automatically from the text. Addition of material to the library might be prompted by a user finding a page of interest on the intranet or internet, and wanting to share this with colleagues. We call this ''jotting''. Alternatively, SEKT has developed a focussed crawling facility which, given a seed page, can search the internet for related pages. In both cases these additional pages need to be categorised against the topic hierarchy.
Enhanced user-profiling
Information searching, information sharing, and the use of information alerts can all be made more precise when we have a profile of the user's interests. Of course, the user himself can create such a profile, using the topic hierarchy. This is similar to the approach taken by Google's personalised web search (http://labs.google.com/personalized). However, this is an overhead from which we wish to relieve the user, at least partially. SEKT is therefore using an automatic user-profiling technique, based on analysis of the abstracts downloaded by the user. Specifically, these abstracts are analysed to identify the topics of interest to the user. The suggestion has been made that printing a document implies a greater value than merely downloading it. We may therefore give documents which are printed a greater weighting in constructing the user profile. A typical user may use the web and intranet at least as much as he uses the digital library. Therefore, to establish his profile, we intend to take into account information accessed from the web and intranet. This also avoids the problem of the ''cold start'' when a user begins to use the library.
Unlocking the documents
Search technology frequently operates at the level of whole documents. A search for a reference to a person will identify documents referring to that individual, but say nothing about where those references occurred in the documents. SEKT intends to unlock the documents by annotating fragments within them, to give a much richer search experience.
As described elsewhere in this journal, SEKT will identify ''information entities'' [8] in documents. These are entities within a document which can be identified as significant by information extraction techniques. At the simplest level they may be proper nouns, e.g. names of people or places, which can be identified in English by the use of capital letters. This approach can extend to less tangible entities, e.g. pieces of legislation. These information entities can then be included as instances in a knowledge base. Typically, within the knowledge base, we distinguish between such inferred instances and instances which are predefined. In the former case there is the possibility of error. In the latter case we assume errors will not occur. A specific example of an error would be to associate the text strings ''George Bush'' and ''George W Bush'' with the same instance in the knowledge base, when the former refers to the famous father and the latter to the famous son. Entities can be identified in the document by a hyperlink, enabling the user to view information about the entity, drawn from the knowledge base. For more detail on this approach, see Kiryakov et al. (2004) .
Enhanced searching and browsing
Users will always want to undertake textual searches, in the traditional way. Indeed, there is a school of thought which says that most users will want to begin any search with a simple text '' The intensity of our knowledge requirements, and the volume of information potentially available, demand still better ways of organising and managing library information. '' string. At a subsequent stage they will wish to disambiguate between various occurrences of different information entities identified by the same test string.
A typical example might be a company name where that name is used by a variety of entitities besides companies or even by several different companies. In the first case the user disambiguates by specifying that he is interested in entities of class ''company''. In the second case he goes further and specifies some characteristic of the company, e.g. the sector in which it operates. In this case the search is employing the activeInSector relationship used to describe companies in our knowledge base. In practice the user will be presented with a field into which to type the text string, in the usual way. In addition there will be a drop-down menu or menus to provide additional information about the entity sought, e.g. the class to which it belongs. The design of the user interface is critical and usability trials will help us understand how people best interact with such semantically-enabled knowledge management systems.
In addition to the conventional approach of searching by text strings and the strategy described above of using metadata describing the information entities, the user can also use the topic hierarchy to find relevant documents. The user can move up or down the hierarchy to expand or refine the search. For example, if a search on a particular topic gives no useful hits, the user can look for a supertopic of the original topic. Conversely, if too many hits occur, the user can look for subtopics. Besides searching and browsing by topic, the user can browse the library using other characteristics of a document, e.g. by requesting other documents by the same author.
Whatever form of search the user employs, the results presented will be able to take account of the user's profile. For example, the search string ''visual impairment'' will produce quite different results for a user with an interest in human resources than for a user interested in medical technology. The user profile will contain a component representing the longer-term user interests and also a component derived from current activities, e.g. the documents read during the current session. For example, a search for the word ''jaguar'' might normally return information about the South American cat, if the user's profile indicates an interest in natural history. If our user, on the basis of recently viewed documents and web pages, appears on this occasion to be interested in cars, then ''jaguar'' could be interpreted quite differently. On a subsequent day, the system would revert to its original interpretation, for this particular user. There may be times when this facility hampers the user, and he or she must be free to switch off both the long-term and the short-term aspects of the profile.
One interesting research area is the exploitation of the linkages between people to influence search results. Assume that two users, A and B, have very similar profiles. User A starts a search with a particular text string and after some efforts, including using the ontology to achieve disambiguation, terminates the search with a particular document or set of documents. Then if user B subsequently searches with the same text string, the system could reasonably assume that the documents terminating A's search should be the among the most relevant to B.
Extending the library
At the outset of this work the digital library was seen as a centralised repository consisting of two databases, a number of electronic journals and a number of electronic books. SEKT intends to go beyond this. First, by focussed crawling on the Web or corporate intranet to bring other relevant material within the ambit of the library's infrastructure. Second, by providing access to material on desktop machines across the corporation using the same search and browse technology as for the library. This could be by using the ontological framework developed for existing library material, or it could be employing a P2P philosophy and using an ontology natural to each individual user, e.g. as determined from his or her file structures.
There are clearly significant user issues here. For reasons of company confidentiality, let alone any question of personal privacy, we cannot allow indiscriminate access to the whole of a user's hard drive. The user needs to specify part of the directory structure as accessible, and part as ''off-limits''. The user then has to be sure that files are stored in the correct part of the structure. Some sort of warning might be required every time the user stores a file in the accessible region.
Moreover, we are taking the information assurance problems occurring on the web to a new level. Before the web, information was generally published through a well-defined process, e.g. a publishing house or a reputable information supplier. This was true whether the information was in physical or electronic form. With the web the provenance and status of the information is less clear. With access to hard drives across the corporation we open up the possibility of sharing all kinds of documents, subject to all kinds of quality assurance. Unless corporate employees exercise very considerable discipline, many documents made available will be either incomplete or obsolete. It is likely that there will be an important role for the ''editor'', i.e. someone who arbitrates on what should and should not be put in the public domain. One solution would be to maintain a distinction between information which has undergone some sort of quality assurance, and the rest. Indeed, this practice is adopted today in certain knowledge management systems.
Connecting ideas, connecting people
In an earlier section we noted that the Perseus Digital Library project had a commitment to ''connect more people through the connection of ideas''. We also see a digital library as a community of people as well as a collection of documents. Through usage patterns we intend to identify experts as well as communities of interest. In the former case we hope these experts will be available to give advice, although possibly through the intermediary of the digital library to provide them with anonymity. In the latter case, we hope to help create communities of mutually supportive users with common interests. These two goals imply that we would like to have some analysis of the level of documents being read, as well as their topic. If a particular user is reading about employee legislation as it effects the handicapped, it would be valuable to know whether he is reading in-depth articles or introductory ones. In the former case, this would suggest an expert; in the latter case it suggests someone less knowledgeable who might wish to join up with others at a similar level.
The case study in SEKT
Timescales
Activity on the case study spans the full three years of the SEKT project, i.e. from January 2004 until December 2006. The first year was chiefly occupied with user requirements capture and initial systems design and development, leading to an initial prototype at the beginning of 2005. This provided the framework on which to incorporate SEKT functionality as it develops. Of course, not all functionality developed in SEKT is necessarily applicable to this particular case study. However, where functionality from SEKT's technical activity is relevant to the case study, it is incorporated. The initial prototype at the beginning of 2005 was not intended to be available to users for their daily work. The intention was rather to be able to demonstrate initial aspects of SEKT functionality. At the beginning of 2006, however, a prototype will be available for regular use by a subset of users of the library. These triallists will include non-technical users of the library, i.e. people who are not computer scientists or engineers, but are drawn from disciplines such as human resources, marketing and general management. It is assumed that technical and non-technical users will have different requirements regarding usability, and that feedback from the two groups will be complementary. In the middle of 2006 there will be the opportunity to incorporate some additional SEKT functionality into the case study, whilst at the same time incorporating user feedback obtained during the first six months of the trial.
The role of the case study in SEKT
Feedback is central to the role of each of the case studies; both feedback relating to the technical viability of the SEKT technology and feedback as to user requirements and user interaction. Such feedback does not only occur at the end of the project, and is not only associated with user trials. It started at the very beginning of the project, as user requirements were captured.
Another important role of the case studies is to act as a shop window for semantic techologies, and show to the world what can be achieved with these techologies. Our case study should not be interpreted in too restricted a sense. Semantic techology is important to digital libraries, but through this case study we can show what can be achieved in a whole range of information handling applications.
Finally, whilst part of a research project, this case study is a real development for real users. Indeed, the whole of the development of the digital library over the last ten years has been a research activity, and this is one more phase. There is a firm intention that technology from SEKT will eventually be made available to all BT digital library users, thereby giving them everyday access to the latest in library technology.
Understanding user requirements
Understanding user requirements was seen as a vital part of the initial stage of case study activity. Initially, a questionnaire was sent out to all users seeking their general views about how the library could be enhanced. There was no reference to proposed SEKT functionality; the information gained was inevitably very generalised; and some of the feedback had no relevance to our case study, e.g. issues were raised relating to internal BT processes about payment for usage etc. However, the questionnaire did give some pointers to what was required, and also helped to set the proposed SEKT functionality within the general framework of user requirements.
Second, a focus group was held with a small group of frequent library users. The users were presented with four scenarios: searching and browsing; alerting and profile generation; knowledge sharing; and expertise location. Each scenario was described by the focus group facilitator, whilst screenshots were shown to illustrate the scenario. These screenshots were deliberately minimal in form. The intention was to avoid debate about the details of layout and to concentrate on the functionality proposed. After each scenario the users were encouraged to provide feedback and this gave valuable insight into users' concerns. The focus group gave an early confirmation of the value of our proposed functionality. It also identified some design constraints, e.g. relating to the need for anonymity when identifying ''experts''.
The questionnaire
The purpose of the questionnaire was specifically to:
B question a wide audience of library users about how they search for information, both in general and in the digital library; and B understand how people share information and the barriers to information sharing.
Response was extremely good, almost 700 completed questionnaires being received. Respondents were motivated by the promise of book vouchers for a few randomly-chosen recipients.
The responses confirmed some of our objectives for the case study. In particular, they identified a need for improved searching facilities, e.g. to be able to specify a particular '' The notion of a physical space, whilst it still exists and still has a valid place, now coexists with the notion of an electronic space. '' journal. The view was also expressed that searching could take into account a user's profile, i.e. so that a search string is interpreted in the light of the known interests of the user.
Barriers to sharing knowledge were given as lack of time, but also a fear of overloading their colleagues and an uncertainty as to whether a particular colleague would be interested in a particular topic. At the same time, respondents said that they predominantly used bookmarks in their browsers to enable information to be located again; but that the bookmark files become too unwieldy. Consequently it was not always easy to find information again. This confirmed our view that there is a need for a system which provides users with a good framework for storing and retrieving knowledge, e.g. documents and web pages, and which is able to make precise judgements about which of this knowledge to share with others. This would help overcome the disincentive to share knowledge. In storing knowledge for efficient personal recall, users would also be making knowledge available to others.
The focus group
Reaction to the four scenarios was overwhelmingly favourable. However, the focus group did provide some interesting ideas about how these scenarios should be implemented.
First, users want to stay in control. They want the system to advise them, but they want the final choice. For example, rather than filtering out certain documents on the basis of level of difficulty (e.g. specialist documents when the user is known to have a lay knowledge) they would prefer to see all the relevant documents presented to them, but ordered by level of difficulty. This desire to remain in control seems at odds with the automated nature of some of SEKT's functionality, e.g. automated profile editing. In fact, some users said specifically that they were happy to have their profile altered, but with their knowledge. Users also wanted to be able to view their search history.
The desire to stay in control is also at variance with a reluctance to give feedback, e.g. about the relevance of an article so as to influence the user profile. The view was expressed that the system should be able to deduce how relevant an article is.
There was a view that some users would wish to remain anonymous. In particular individuals identified as ''experts'' might not wish to be known. They might prefer that requests for information come to them via the intermediary of the digital library, so that they could choose whether or not to identify themselves.
Users seemed happy with personalisation at the level of an interest group rather than at the level of the individual. This may be through a failure to appreciate the power of individual personalisation, despite some personalisation in the current digital library. SEKT's enhanced personalisation and profiling needs to be evaluated in our case study.
Users are frustrated by frequent e-mail alerts. They would prefer information when they log-in, or at intervals they specify.
Users are short of time and want information quickly. This means that search times must be short. That said, they are happy to take more time when conducting a more open search.
Closing the loop
The user trials, which will take place in 2006, will give us feedback on the way in which we have implemented the SEKT technology, e.g. the usability of our interfaces. More importantly, they will provide an understanding of the value of what we have done, for the individual and the organisation in which he or she works. The measurement of value is always difficult, but we hope to gain sufficient understanding to help us further refine SEKT functionality as we move forward to more extensive implementation. An understanding of the value of our semantic technology will also provide material for our dissemination programme. We need to help others build business cases for this new approach to knowledge management. In all this we view our case studies as exemplars of the next generation of knowledge management. We hope that the lessons we learn here will be relevant not just to other digital library implementations, but also to the implementation of next generation knowledge management in general.
Notes
