We present a framework for recognition of 3-D objects by integrating 2-D and 3-D sensory data.
Introduction
Automatic recognition of 3-D objects from sensory data is an important problem in computer vision, with numerous potential applications in industry, medicine and military. This problem can be de ned as follows. Given 1) a set of 3-D model objects, and 2) scene data provided by one or more sensors \observing" a model object, the objective is to nd the identity and 3-D pose of the observed object. The main motivation behind this work is to develop a technique for 3-D object recognition by integrating 2-D and 3-D data. Most recognition systems rely on a single type of data, which can be of 2-D nature such as visual or infrared, or 3-D nature such as tactile or range (e.g., see surveys 3, 5, 31] ). In several situations, however, we may have both types of data available simultaneously. Examples of these situations are: 1) The object of interest is observed by a visual sensor and grasped, or touched, by a robot hand with tactile sensors mounted on it (vision and touch), 2) a robot manipulation task is monitored by a visual sensor, along with a laser range nder (vision and range), 3) the sensor used is a stereo camera (2-D and reconstructed 3-D visual features), and 4) the object, observed by a visual sensor, is constrained to lie on a table (visual data along with a piece of 3-D data provided through knowledge of the location of the table with respect to the sensor). In these situations, integration of 2-D and 3-D sensory data is a key factor for achieving a signi cant improvement in performance over systems that rely on a single type of sensory data.
Approaches for Object Recognition
Object recognition involves nding a consistent correspondence (mapping) between features extracted from the scene data, and those of a model object. A scene/model feature correspondence is considered consistent, if it satis es both object-rigidity and scene-data constraints. Approaches for nding a consistent correspondence can be classi ed as follows:
Tree Search: The scene/model correspondence space is explored by building a search tree.
Each node in this tree represents a possible match between a scene feature and a model one.
Null matches are included to handle extraneous scene features and/or occluded model ones.
The tree is pruned using local constraints (e.g., surface type, edge length, angle between surface orientations), and, in many cases, the object-rigidity global constraint 2, 11, 12, 14, Vote Accumulation: This approach generates object/pose hypotheses by aligning minimal feature sets that cover all scene features. The generated hypotheses are then clustered and the one corresponding to the largest cluster is selected 24, 30] .
In addition to producing a consistent scene/model correspondence, almost all of the above approaches provide an estimate of the object pose (the exception is when using only local constraints for search-tree pruning 14, 32] ). The estimated pose can be \re ned" using constrained optimiza-tion based on criteria such as least-squares or Kalman lter (e.g., 21 ] for 2-D data, 18, 29] for 3-D data, and 10, 16] for a combination of 2-D and 3-D data).
It can be observed that all of the above approaches rely on scene/model feature comparisons involving a very small number of features (one feature for tree search, and two or three features for either alignment or vote accumulation). It is only towards the end of recognition that the \global picture" comes into play. The direct consequence of such an ordering is the waste of computational resources, which is manifested in the form of thrashing (tree search), or the generation of many erroneous object/pose hypotheses only to be rejected after expensive veri cation procedures (alignment), or clustering operations (vote accumulation). E cient use of available computational resources is crucial for building practical recognition systems.
Proposed Framework
The major thrust of this work is the development of a framework that can reduce the computational requirements of recognition by bene ting from the richness of the sensory data. Our approach is based on e cient utilization of all relevant scene features, early in the recognition process, in order to signi cantly reduce the computational requirements of subsequent recognition modules, which can belong to any of the above three approaches. In this paper, we address this problem in the context of 3-D object recognition using a combination of 2-D and 3-D data. The proposed framework can be outlined as follows. Firstly, a perceptual organization process is applied to group extracted scene features into a set of perceptual structures (e.g., 21, 28] ). Each structure consists of features that are likely to correspond to the same object. This step sets the stage for utilizing the richness of the scene-data in the recognition process. Secondly, for every pair of a scene perceptual 5 structure and a model object, we construct a corresponding Constraint-Satisfaction problem, or a CSP (see 20] for a survey on CSP's). Formulating the correspondence problem as a CSP enables the simultaneous utilization of all relevant scene features, and provides a uni ed framework for integrating 2-D and 3-D data. A novel method is developed for e ciently constructing a CSP de ned on a combination of 2-D and 3-D data. Thirdly, rather than directly solving the CSP, a problem of exponential time complexity in general, we only enforce local consistency in low-order polynomial time. This step of local-consistency enforcement (LCE) can signi cantly reduce the uncertainty in the correspondence between scene and model features. Thus, it can be viewed as a preprocessing step that can signi cantly reduce the computational load on subsequent recognition modules, since they would only have to consider locally-consistent scene and model features. In fact, it is a standard practice in the CSP research community to use LCE as a preprocessing step, with the purpose of reducing the solution space at a low (polynomial) cost before solving the CSP using exponential search (e.g., 20, 23] ). Furthermore, in case of producing null scene/model correspondences, LCE can be viewed as a screening step that is capable of e ciently eliminating many erroneous model objects and perceptual structures, without the need to perform expensive scene/model comparisons.
In summary, the main contributions of this work are: 1) highlighting the role of the CSP/LCE framework as a preprocessing, or a screening, step for recognition, 2) employment of the CSP/LCE framework for integrating 2-D and 3-D features in the context of 3-D object recognition, and 3) development of a novel method for e ciently constructing a CSP de ned on a combination of 2-D and 3-D features. In order to provide a context for the presentation, we will assume that model objects are polyhedral, 2-D features are straight edges, obtained through the perspective projection, 6 and 3-D features are small point-like surface patches.
The remainder of the paper is organized as follows. Section 2 outlines the CSP/LCE framework, and presents the CSP-based formulation of our recognition problem. Section 3 describes a method for constructing constraints that are needed for e ciently building a CSP de ned on a combination of 2-D and 3-D features. In Section 4, we compare the time complexity of the proposed CSP/LCE framework with those of the abovementioned recognition approaches, and contrast it with relevant research. Section 5 presents experimental results involving visual and tactile data. 
Constraint C i can be viewed as an n(i)-dimensional binary array, where the value of each entry, e, is 1, if e 2 C i , and 0 otherwise. Thus, a unary constraint (order 1) can be viewed as a binary list, while a binary constraint (order 2) can be viewed as a binary matrix. As a demonstration of the above steps, Figure 1 shows a CSP before and after the rst LCE iteration. The LCE algorithm is implemented using data structures similar to that presented in 25]. Such an implementation, which assumes that the constraints are either unary or binary, has an optimal time complexity of order O(CY 2 ), where C =j C j, and Y is the average of j Y i j.
CSP-Based Formulation of Our Recognition Problem
Our object recognition problem can be formulated as follows. We are given: where n s i is the normal of the patch, and p s i is its center with respect to a world frame (see The CSP corresponding to our problem can be represented by a scene constraint network (SCN). we have found that the chosen types of constraints are very satisfactory for our purposes.
Construction of CSP Constraints
We construct a binary constraint matrix de ned on a pair of scene features (x s i ; x s j ) as follows:
1. A set of scene constraints is derived from (x s i ; x s j ). . The computations become much more expensive when the uncertainty of the scene features is taken into consideration. Since computational e ciency is a critical factor in our proposed framework, we present an alternative consistency-checking method that is approximate but much more e cient; only very few comparison operations are needed for each consistency check. This method is described in detail in the next section. 2. The computed bounds on edge attributes (depth, orientation and length) are used to derive scene constraints corresponding to (s s ; e s ). These constraints provide bounds on a selected set of transformation-invariant attributes of model surface/edge pairs that are consistent with (s s ; e s ).
3. For each possible model pair, (s m ; e m ), we check for the consistency between the transformationinvariant attribute values, or bounds, of (s m ; e m ), and the respective scene bounds of (s s ; e s ), in order to construct the corresponding constraint matrix (as outlined in Section 2.4). The above steps are described in detail in the following sections.
Derivation of Bounds on Edge Attributes
In this section, we de ne the object-occupancy constraint and outline how it is used to obtain bounds on edge depth, orientation, and length. An illustration of the intersection process is shown in Figure 5 (a Figure 6 . The equations used to determine this constraint are presented in the Appendix. 
Model Transformation-Invariant Attributes
We have chosen the following transformation-invariant attributes of a model surface/edge pair, Thus, the total number of model attributes of (s m ; e m ) is six. Mathematical de nitions of these attributes are presented in the Appendix.
Scene Transformation-Invariant Attribute Bounds
The attribute bounds associated with a scene surface/edge pair are conditional, since they are obtained assuming match hypothesis s s =s m . Accordingly, they are re-evaluated for every model surface s m , which corresponds to a row, or a column, in the constraint matrix. Attribute bounds of scene surface/edge pair (s s ; e s ) are (refer to Figure 3 ): Thus, the total number of scene attribute bounds is six. Mathematical de nitions of these bounds are presented in the Appendix.
Consistency Checking
In this section, we outline the algorithm used to construct the constraint matrix de ned on It is easy to see that our method is very e cient; only very few attribute comparison operations are needed to determine the value of each constraint entry (between two and six operations). In
Section 5, we demonstrate that the proposed set of constraints, although approximate, is still discriminative enough to achieve signi cant reduction in scene/model correspondence uncertainty and eliminate most erroneous structure/object pairings.
Before winding up this section, it should be mentioned that the proposed method for 2-D/3-D constraint construction is conceptually applicable to non-polyhedral model objects as well. For example, suppose that the model object involves a cylindrical surface. Partial depth knowledge of lines or curves corresponding to such a surface can be obtained using an object-occupancy constraint associated with a 3-D scene feature. This knowledge can then be utilized to derive scene bounds on the cylinder's attributes (radius and length), which, in turn, can be used to build corresponding CSP constraints.
Analysis of the CSP/LCE Framework
In this section, we compare the time complexity of the proposed CSP/LCE framework with those of the three recognition approaches outlined in Section 1, and contrast it with relevant research.
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Complexity of Recognition Approaches
Let us denote the number of scene features in a given perceptual structure by S, and the number of model features of the object under consideration by M. The complexity of each recognition approach can be estimated as follows:
1. Tree Search: It can be easily shown that the search complexity is O(S M ), assuming datadriven search (i.e., for a given scene feature, we search for a consistent model one). Notice that data-driven search is more e cient than model-driven search in our case, since it does not involve null matches. ), for the two cases, respectively.
Note that, in this approach, we consider clustering instead of the Hough transform, which is a possible alternative, due to the sensitivity of the later to noise, and its space complexity that is exponential in the number of transformation parameters 13].
The above analysis is tabulated in Table. 1. These results should not mislead the reader to the wrong conclusion that the alignment approach is always superior to the other approaches. This is simply because it is only applicable if the data uncertainty is small enough to warrant the generation of reasonably reliable pose estimates using a minimal number of scene features. If this is not the case, than either vote accumulation or tree search is more appropriate (tree search is the most uncertainty-tolerant approach). ). In order to make CSP/LCE preprocessing useful for all recognition tasks, its complexity has to be reduced to O(SM 2 ), so as to match the complexity of the alignment approach using adjacent features, see Table 1 . This goal can be achieved by reducing the number of SCN constraints to O(S) as follows: Homogeneous Constraints: These constraints are de ned on features that are extracted from the same sensor. If these features are perceptually related (e.g., in cases of visual and range data), then constraints between features will be limited to adjacent ones. On the other hand, if perceptual information is not available (e.g., in case of tactile data), then each feature will be limited to a constant number of constraints. In our experiments, a minimal constant number is chosen, which is two. These constraints can be selected according to a tightness criterion; i.e., constraints having a smaller number of permissible combinations are preferred.
Complexity of the CSP/LCE Framework
Heterogeneous Constraints: These constraints are de ned on features that are extracted from di erent sensors. They provide the means for \fusing" multi-sensory information. Each feature is restricted to a constant number of constraints with features that are provided by the other sensor. As before, these constraints can be selected according to some tightness criterion. In our experiments, the number of constraints between two feature groups, of sizes S 1 and S 2 , is limited to only one per feature in the group that is of larger size. That is, the total number of constraints between the two groups is max(S 1 ; S 2 ).
Having set the LCE complexity to O(SM 2 ), we can say that, in the worst-case sense, the proposed CSP/LCE framework does not increase the computational complexity of any of the recognition approaches analyzed above. In fact, with the exception of the alignment/adjacent-features case, the complexity of LCE is lower than that of the recognition approaches, and accordingly, it can eliminate erroneous structure/object pairs at a lower cost. We carry the same argument to the alignment/adjacent-features case, because of the following reasons: The above analysis provides a theoretical justi cation for the CSP/LCE framework. Its practical impact, in terms of reducing correspondence uncertainty, and eliminating erroneous structure/object pairs, will be experimentally demonstrated in the next section.
Relevant Research
The CSP/LCE framework has a long history in computer vision applications, where it is commonly referred to as discrete relaxation. For example, discrete relaxation has been used in interpretation of line drawings, which involves recovering a qualitative 3-D object description from a 2-D line drawing, assuming a generic class of objects, such as polyhedra 4]. The CSP/LCE framework has been much less commonly used in 3-D object recognition systems, which generally adopt one of the abovementioned three approaches. A notable exception is the system presented by Kim and
Kak 19] for recognizing 3-D objects from range data. In their alignment-based system, discrete relaxation is used to reduce the number of generated hypotheses. Conceptually, our work can be viewed as a generalization of the one in 19] in at least two aspects: 1) it integrates 2-D and 3-D data, not only range data, and 2) it highlights the applicability of CSP/LCE to any recognition approach, not just alignment, based on a sound theoretical analysis.
5 Experimental Results
In this section, we demonstrate the performance of the proposed CSP/LCE framework by considering the task of recognizing, or only localizing, an object using vision and touch. Use of tactile/haptic sensing to complement visual sensing is important in several robotic tasks, to overcome some of the fundamental limitations of static visual sensing, such as lack of depth information, limited environment perception, and sensitivity to occlusion (see 1, 6, 22] ). The conclusions derived from the experimental results reported in this section are expected to hold in tasks involving other types of 2-D and 3-D data (such as those outlined in Section 1).
The major issues in the experiments are discussed below:
1) Performance Criterion: Recall that our major thrust is to utilize all the available sensory data, early in the recognition process, in order to reduce the scene/model correspondence uncertainty.
To estimate such a reduction, achieved by LCE, we de ne the following performance measure:
= n b ? n a n b (1) where n b and n a are the sum of all the one entries in the SCN constraints, before and after LCE, respectively. Notice that the reduction in the correspondence uncertainty is directly proportional to , which lies between 0 and 1. If = 1, then we can directly conclude that the given scene perceptual structure is inconsistent with the model object under consideration, and so this pair can be immediately discarded. The selected performance measure serves as an indication of the reduction in the search space (tree search), the number of generated hypotheses (alignment and vote accumulation), and the cost of hypothesis veri cation (alignment).
2) Perceptual Organization: Perceptual structures are extracted from a visual scene by applying 26 the following simple scheme:
1. Straight edges are extracted from the visual image.
2. Edges which belong to the robot hand are discarded, since they can be determined easily through knowledge of the hand's geometric description, in addition to the robot kinematics.
3. For each edge vertex, we look for neighboring edge vertices. Every pair of visual (2-D) nodes corresponding to edges with adjacent vertices are joined with a same-junction constraint.
4. Two visual nodes are assumed to belong to the same perceptual structure, i there is path of same-junction constraints between the two nodes. This is an equivalence relation, and so it partitions the visual nodes into disjoint subsets.
It should be noted that the above method does not fully guarantee that the extracted perceptual structures are valid, due to the possibilities of special viewpoints 26], and imperfections of feature extraction. More sophisticated methods are desired to improve the reliability of the perceptual organization process (e.g., 17, 28] ). Further, error recovery techniques are needed to handle the possibility of erroneous perceptual structures. These issues, although important, are not considered in this paper.
3) Uncertainty Handling: Uncertainty of the sensory data has been ignored so far in the discussions, mainly for the sake of presentation clarity. In practice, however, uncertainty has to be dealt with in a formal way. The following bounded-error model is used to model the uncertainty of visual and tactile features:
1. Tactile Patch: The actual location of the patch is assumed to be within some distance, r t , of the estimated one. The actual patch normal is assumed to be within some angle, t , of the estimated one.
2. Visual Vertex: The actual visual vertex is assumed to be within some pixel distance, r v , of the estimated one.
Thresholds which are used throughout the system are automatically determined based on the above error model. The chosen error parameters for all the experiments are r t = 3 mm, t = 3 and r v = 2 pixels.
A Detailed Experiment
We have selected a model database consisting of 14 objects, which are shown in Figure 8 . Figure   9 (a) shows a synthetic scene of a three-ngered robot hand grasping model object SLICE. A tactile sensor is assumed to be mounted on each of the robot ngers to provide a point-like surface patch.
In this experiment, as well as the simulation ones presented in the next section, uncertainty is introduced in the tactile data by randomly perturbing the position and the normal of each tactile patch (assuming r t = 3 mm, and t = 3 , as mentioned above). The visual image is processed to extract a number of straight edges which are shown in Figure 9 (b). Edges that belong to the robot hand are then eliminated. The remaining edges, the ve labeled ones in Figure 9 (b), are perceived to belong to the same perceptual structure. Thus, the SCN corresponding to such a scene, shown in Figure 10 , consists of eight nodes, ve of them are visual and three are tactile.
In addition, from Figure 10 , we observe that the number of SCN constraints is 13 (5 visual, 5 visual/tactile, and 3 tactile). Node domains and constraint matrices of the CSP are reconstructed for each considered model object, as described in Sections 2 and 3. As an example, let us consider the valid model object, SLICE. From the shape of such an object (see Figure 8 ), we can see that it consists of 5 surfaces, and 9 edges. Thus, the domains of that tactile and visual nodes are of sizes 5 and 18, respectively (recall that each actual model edge is represented as two directed edges). The LCE algorithm, outlined in Section 2.2, is then applied to the CSP corresponding to each model object. Figure 11 shows a sample of four constraints before and after LCE, when object SLICE is considered. Results obtained by running our system are shown in Table 2 . Columns in this table are:
1. Model Object: the model object under consideration, 2. Eliminated Objects: an indication of whether an erroneous model object is eliminated through the generation of a null tactile constraint ( rst sub-column), a null visual/tactile constraint (second sub-column), or LCE iterations (third sub-column) (notice that, in our case, visual constraints never evaluate to null, since they are based on adjacency), and 3. LCE Statistics: Statistics of the LCE process, which are the number of ones in the SCN before and after LCE ( rst and second sub-columns, respectively), the performance criterion (third sub-column), and the number of LCE iterations (fourth sub-column)
From Table 2 , we can observe the following:
LCE is robust in eliminating erroneous objects. In this experiment, all of the erroneous objects are eliminated by LCE. Furthermore, most erroneous objects (all except three) are eliminated without any LCE iterations. This occurs when one of the tactile or visual/tactile constraints evaluates to null.
30 Table 2 : Summary of the experimental results for the scene shown in Figure 9 (n b and n a are the number of ones in the SCN before and after LCE, respectively, and is the performance criterion). LCE is robust in reducing the correspondence uncertainty. In this experiment, we see that the average of is almost 1. Thus, we can expect a signi cant reduction in the computational load on subsequent recognition modules. Furthermore, for the valid model object (SLICE), the value of is about 0:85. Thus, we can also expect signi cant improvement in performance, even if the task is localizing a known object (as an illustration, notice how LCE reduces the number of ones in the constraint matrices shown in Figure 11 ). LCE is computationally very e cient. Only a very small number of LCE iterations is required to enforce consistency (4 for SLICE, 1 for BLOCK, HAMMER and SLOT, and none for the remaining ten objects).
Model Object
Integration of visual and tactile data is useful for eliminating erroneous objects without LCE iterations. Ten erroneous objects are eliminated using vision and touch, as opposed to four when using touch alone.
The proposed CSP visual/tactile constraints are satisfactory for our purposes, although they are approximate. This is clearly demonstrated by the previous observations.
Summarized Experiments
To reinforce the conclusions obtained in the previous section, we have performed a number of simulated and real experiments. The setup of the real experiments can be described as follows. A Schunk parallel-jaw gripper, mounted on a PUMA 260 robot arm, is used for object manipulation.
The robot workspace is monitored by an NEC CCD camera, providing visual images of dimensions 480 512. Tactile data are provided by an Interlink piezo-resistive tactile sensor, which is a 16 16 planar array of dimensions 25:4 mm 25:4 mm. We have mounted this sensor on one of the gripper jaws, and assumed the presence of another one on the other jaw. Due to the use of symmetric objects in the experiments, the data provided by the \virtual" sensor are assumed to be similar to the data provided by the real one. The tactile image is thresholded to obtain a contact polygon, which corresponds to the contact area between the object and the sensor. The position of the surface patch provided by the tactile sensor is assumed to be the center of the contact polygon. Figure 12 shows four real scenes of model objects BLOCK and HAMMER being grasped by the parallel-jaw gripper. Figure 13 shows additional four synthetic scenes of a robot hand grasping an object. We have added erroneous objects, at random poses, to the synthetic scenes, in order to test the performance of LCE when applied to erroneous perceptual structures. Results obtained by feeding the above eight scenes to our system are summarized in Tables 3 and 4, for invalid perceptual structures, respectively. Columns in these tables are:
1. Perceptual Structure: the perceptual structure under consideration 2. CSP Information: number of nodes and edges in the CSP 3. Eliminated Objects: as described before 4. LCE Statistics: as described before (statistics of the valid object are included in Table 3) From these tables, we observe the following: Similar conclusions, to those obtained earlier, can be derived.
The average number of CSP constraints is less than twice the number of CSP nodes. This is due to our constraint-selection scheme, described in Section 4.2, which chooses a number of constraints that is linearly proportional to the number of nodes.
About 55% of the erroneous structure/object pairs are eliminated using either tactile constraints only, and 87% of the erroneous pairs are eliminated using tactile or visual/tactile constraints. This shows that, in most cases, the actual complexity of LCE is less than the worst-case one, as claimed in Section 4.2. These percentages also demonstrate the usefulness of integrating visual and tactile data.
Finally, we report results on run-time performance. The proposed framework has been implemented using the C++ programming language on a UNIX platform. We did not make any e ort to optimize the code for e ciency purposes (other than using the optimization ag when compiling the program). We have found that, on the average, each scene takes about 2:9 seconds for CSP/LCE preprocessing, on a SUN ULTRA 2 machine. Since we have 14 model objects, and an average of 2:6 perceptual structures per scene, it can be easily shown that the consistency checking of a structure/object pair takes an average time of 0:08 seconds on the same machine. These gures demonstrate the e ciency of the proposed framework.
Conclusions
We have presented a framework for 3-D object recognition, which is based on formulating the problem as a CSP. Such a formulation serves two important purposes. Firstly, it can e ciently utilize all the relevant sensory data, early in the recognition process, in order to signi cantly reduce the computational load on subsequent recognition modules (tree search, alignment, or vote accumulation). This is achieved by building a CSP corresponding to a scene perceptual structure and a model object, using a number of constraints that is linearly proportional to the number of scene features. This is followed by enforcing local consistency, in particular arc consistency, on the CSP, in order to signi cantly reduce the uncertainty in the correspondence between scene and model features, and e ciently eliminate most erroneous structure/object pairs. Secondly, the CSP formulation provides a uni ed framework for integrating 2 
