Abstract-Though treatment of the ventilated premature infant has experienced many advances over the past decades, determining the best time point for extubation of these infants remains challenging and the incidence of extubation failures largely unchanged. The objective was to provide clinicians with a decision-support tool to determine whether to extubate a mechanically ventilated premature infant by using a set of machine learning algorithms on a dataset assembled from 486 premature infants receiving mechanical ventilation. Complex medical data such as the data set used for this study require further preprocessing steps before prediction models can be developed that achieve similar or better performance than clinicians.
I. INTRODUCTION
heterogeneous set of machine learning algorithms was developed in an effort to provide clinicians with a decision-support tool to predict success or failure for extubation of the ventilated premature infant. Most infants born prematurely, i.e. before their lungs have fully developed, need mechanical ventilatory support soon after birth. To provide this ventilatory support, a tube is placed in the infants' trachea to allow air fortified with oxygen to be pushed into the infants' lungs. This support is essential for the survival of the infant; however, it is accompanied by micro trauma to the lung tissue. These and other side effects make it important to extubate the infants as soon as possible; yet, weaning, i.e. reducing the ventilatory support, too early may lead to increased work of breathing, while an extubation undertaken too early may lead to lung collapse (atelectasis) and require re-intubation and increased support [1] - [4] . Despite advances in the treatment of the ventilated premature infant, determination of the best time point to extubate still presents a challenge and the incidence of extubation failure has remained virtually unchanged over the past decade. To provide less experienced clinicians with a decision-support tool our team developed an Artificial Neural Network (ANN) with promising results with 85% accuracy in predicting extubation outcome [5] . This paper reports the extension of the original ANN to a set of algorithms consisting of ANN, support vector machine (SVM), naïve Bayesian classifier (NBC), boosted decision trees (BDT), and multivariable logistic regression (MLR) algorithms.
II. METHODS

A. Machine Learning
A set of heterogeneous algorithms to predict extubation outcome were chosen since different algorithms provide different strengths through their different mathematical approaches and to allow for nonlinear relationships between variables without the need to explicitly specify them [6] . Missing data were imputed based on weight category and variable type using mean or median.
Algorithms used in this study included artificial neural networks (ANNs), multivariable logistic regression (MLR), support vector machines (SVM), naïve Bayesian classifier (NBC), and bagged decision trees (BDT). For the purpose of this study, all algorithms were developed using MATLAB (Version R2009b, Copyright 1984-2009, The MathWorks Inc.). For the development of the ANNs a MATLAB toolbox was used that had been developed previously by one of the authors (JSA) [7] . Application of this toolbox results in ANNs with one hidden layer using conjugate gradient regression to find the weights that minimize the sum of square deviations between the output nodes and the observed values. The toolbox uses a transfer function with sigmoidal form shown in Equation 1 [7] .
A nested cross-validation scheme was used for early stopping and variable selection of the ANN regression. The first round of cross validation is used to halt regression when cross validation ceases to decrease. This procedure is nested between another leave-one-out cross validation sampling scheme that is accessing the forward addition of new variables. Instead of sensitivities, this procedure, first described by Mueller et al., uses (cross-validated) prediction error to determine the optimal number of variables included in each model [5] , [8] . During the first step of ANN development the sequence of addition of new variables was determined by first obtaining the prediction error for all inputs individually. The variable resulting in the smallest prediction error was then retained. Subsequently variables were added until the prediction error increased if any of the
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The following built-in MATLAB functions were used for the remaining four algorithms: 1) MLR: ("glmfit") generalized linear regression models of the form | 1/ 1 (2) as described in [9, 10] were developed using binomial distributions with the logit link function, log µ/ 1-µ Xb, [11] , the default for the binomial distribution. Full models as well as parsimonious models using stepwise regression were developed. 2) SVM: ("svmtrain") Models were developed using the Gaussian Radial Basis Function kernel and the Sequential Minimal Optimization method. 3) NBC: ("NaiveBayes") The NB classifier was built using a Kernel smoothing density estimate obtained from equation ∑ (4) with K being the kernel and h a smoothing function as described in [12] , as distribution for all features to model the data. Prior probabilities were estimated from the relative frequencies of the variables in the dataset (default). 4) BDT: ("TreeBagger") The TreeBagger function was used to build ensembles of 100 decision trees using the square root of the total number of features for each decision split with the minimal leaf size set to 1 (default).
Each of the methods was initially provided the full data set consisting of 54 input variables. Each algorithm was used with 100 data sets that were created through resampling. For this process we repeatedly (100 times) randomly split the total sample into 2/3 vs. 1/3 for training/cross-validation and testing data and applied each of the algorithms to each dataset. The median performer for each algorithm among the 100 applications was determined using the area under the curve (AUC) obtained from Receiver Operating Characteristic (ROC) curves. Similarly, performance of all algorithms was compared using AUCs from training and validation data.
In addition to the main data set, several different sub data sets were used following the procedure described above. These subsets were created based on: a) birth weight (<1000g vs. ≥1000g and 500g-999g vs. 1000g-1499g vs. 1500g-1999g); b) birth year (2006-2007 vs. 2008-2009 ); c) use of weaning protocol (yes vs. no); d) correlationvariables that were highly correlated were excluded (for example birth weight vs. current weight, lag time from last blood gas to extubation vs. lag time between last two blood gases, HCO3 vs. BE); e) Principal Components Analysisvariables were excluded if factor loadings were below 0.4, 0.35 and 0.3; and f) tests for statistical significance (ttests/chi-square tests) -variables were excluded if p was found to be above 0.1. The goal of this study was to identify those algorithms with high predictive capabilities (>90% accuracy) to be implemented as a web-based tool accessible to clinicians for use in clinical routine.
B. Data Collection
After receiving approval from the local IRB, data were collected on 486 eligible premature infants born at the Medical University of South Carolina (MUSC) between January 2005 and September 2009. Variables included demographic characteristics of the infant, clinical measures such as birth weight and APGAR scores determined at birth, medication given to the mother (prior to delivery) or infant, ventilator information including FiO 2 content and air pressures, whether the extubation was successful or failed, and type of ventilatory support infants received after extubation within 48 and 72 hours (Table 1) . Fifty-four input variables containing information prior to the extubation time point are available routinely as part of the infants' medical chart and used by clinicians for clinical decision-making at the bedside, and were used for model development. Of the 486 infants included in the data set, 59 (12.1%) infants failed extubation, making the outcome variable severely unbalanced. Figure 1 presents normalized data for all 54 input variables used in the development of the prediction models sorted by the outcome variable (success). Quantiles are presented with 0 representing the minimum value, and 1 representing the maximum value for each variable.
III. RESULTS Table 2 reports the performance of the different prediction methods for training/cross-validation and testing sets as measured by the area under the curve (AUC) determined from the Receiver Operating Characteristic (ROC) curves for the full data set. ROC curves for the test set for ANN and MLR methods are displayed in figure 2 ; NBC is displayed as a single prediction point (except 0 and 1). Though several algorithms resulted in highly accurate predictions for the training data, using the test data two of the methods did not perform much better than chance -equivalent to an AUC of 0.5 with a 50/50 chance to predict the correct outcome. Only ANN and MLR showed satisfactory performance with MLR having slightly higher AUC than ANN but none of the methods performed above 0.8, which would be considered minimally acceptable performance for this population. The median performing ANN used 19 input variables, one hidden layer with 11 nodes and 1 output node (details are provided in Appendix 1). The high results for the training sets indicate overfitting of the algorithms to the available data resulting in a diminished capability to predict outcomes for unseen data, reflected in the poor performance in the test data.
Fig. 1.
Quantiles for values between the minimum (set as 0) and maximum (set as 1) values observed for all input variables used in the development of models.
Performance was consistently low across all algorithms regardless of sub-setting of data to more homogenous groups such as birth weight, year or use of weaning protocol, removal of highly correlated input variables, removal of input variables identified through Principal Components Analysis and combinations of these techniques (results not shown). Only the subset including only input variables that exhibited statistical significant differences between infants extubated successfully and infants who failed extubation showed somewhat similar performance as indicated by slightly increased AUC for MLR and similar AUCs for ANN and NBC (table 1) . Input variables included in the subset comprised of birth weight, APGAR score at 5 minutes, maternal betamethasone, lag time, rate ratio, FiO2, PIP, inspiratory time, tidal volume, pH, PaCO2, PAO2, SaO2, pulse, blood pressure, minute volume, surfactant, caffeine. Due to the uniformly low performance of all algorithms as indicated by the AUCs, no decision-support tool using the most predictive approaches to determine the final prediction was developed. 
IV. DISCUSSION
Diverse approaches could be used in committee formations to obtain better generalization and performance of the combined results compared to the individual results. Improvement of performance, however, can only be expected if the individual committee members are accurate, i.e. better than guessing, and diverse, producing different errors, both false negative and false positive, for a given variable set. In our results none of the algorithms was sufficiently accurate to be included individually or in combination in a decision-support tool. Highest achieved median performance was 0.78 for MLR in the data set including only input variables with a statistically significant relationship with extubation identified in prior descriptive analyses, some methods resulted in AUC as low as 0.5, i.e. no better than chance. These results suggest that any method that relies on variable selection will not do well for these clinical data. We hypothesize that the difficulties found in scaling up predictive modeling to larger numbers of subjects reflect batch effects associated with aggregating datasets, which cause validation by resampling to fail: for each data point, it is likely that a similar one exists in the test set from the same batch, which will cause variables selected in response to be irrelevant for other batches. This hypothesis is strengthened by the better results obtained with MLR compared to ANN, of which they are special cases. In both the full set and the last subset examined (based on statistically significant differences between the groups) ANN, MLR and NBC performed better as evidenced by AUCs (from 0.63-0.76). The two methods that performed poorly in all sets were SVM and BDT, which over-fitted the data in each dataset used resulting in close to perfect predictions for the training data but very poor predictions for new, unseen data. A pre-processing step, then, seems to be needed to reduce the dimensionality in the dataset, i.e., the number of variables that are considered by each of the algorithms for determination of the prediction. This step may aid in improving the performance of the individual algorithms sufficiently to develop a decision-support tool using, for example, a committee of algorithms. This use would allow taking advantage of the heterogeneity in algorithms within the committee by utilizing predictions methods with different strengths, therefore improving generalization and performance in the combined results compared to the individual predictions. This variable selection procedure would have to be designed specifically to deal with batch effects. Such a variable selection procedure could, for example, be configured to rank variables as to how much batch effects they exhibit. As discussed in Leek et al. [13] , this is an active area of research, with current solution largely depending on multivariate exploratory analysis rather than on a reliable preprocessing step in the discriminant analysis procedure. Limitations: Though we assembled a large dataset to carry out the development of our machine learning algorithms, data from a period of several years were collected retrospectively. During this time, procedures in the NICU may have changed, along with personnel. For example, starting in summer 2006 a weaning protocol was gradually implemented that may not have been fully accounted for by inclusion of a variable whether or not the protocol had been followed for a given infant. Additionally, variables that may have been of interest but were not collected in the medical record could not be used in this study. Further, extubation failures comprised only 12% of the available data, resulting in an extremely unbalanced dataset, thus limiting the ability of the prediction methods to learn from these data. Moreover, though the data could be obtained from an electronic database, at the time of data collection this task involved reading of pages from handwritten medical records that had been electronically scanned into the clinical database. The information obtained from this database was then entered into the electronic study database. This process has inherent data quality issues typical for "real world" data sets such as missing forms, missing data points, illegible handwriting, and data entry errors and requires extensive data cleaning as well as imputation of missing values.
V. CONCLUSION
Though artificial intelligence methodologies are making strides toward taking over routine tasks that have been carried out by humans, the medical field remains a challenge for the implementation of automated tasks. Since any of the methods employed rely on a transformation of the data they are given, these methods may be inherently disadvantaged where decisions are made based on "gut feelings" and intuition that reflect implicit awareness of covariates gained in the course of a long exposure to the problem ("experience"). Currently, there is no method available to capture the kind of contextual data needed to feed statistical classifiers with the same information that is being processed in the brains of the clinical experts. However, because such subjective decisions are all based on having spent years at the bedside and are not readily available to inexperienced clinicians, we feel that any tool providing reasonable decision-support to improve the decision-making of these clinicians would be valuable for clinical practice. Yet even that modest goal still has not been accomplished, especially when dealing with premature infants where even "pretty good" is just not good enough. The results obtained suggest a critical missing component in computational statistics workflows to handle aggregates of datasets, where batch effects are very likely to occur. This conclusion is aligned with a growing drive towards relatively undirected dataintensive approaches ("data science") that rely on the "unreasonable effectiveness of data" [14] . In a nutshell, the results reported here suggest that maximizing data capture describing the context of complex biomedical processes may not be enough by itself. It is also necessary that the data include enough batch/cohorts such that the predictive model can capture the co-variation associated with those data. 
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