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Abstract
Some parameter-depending linking theorems are established, which allow to produce a bounded
and sign-changing Palais–Smale sequence. For even functionals, a parameter-depending fountain
theorem is obtained which provides infinitely many bounded and sign-changing Palais–Smale se-
quences. A variant mountain pass theorem is built in cones which yields bounded, positive and
negative Palais–Smale sequences. The usual Palais–Smale type compactness condition and its vari-
ants are completely not necessary for these theories. More exact locations of the critical sequences
can be determined. The abstract results are applied to the Schrödinger equation with (or without)
critical Sobolev exponents:
−u+ V (x)u= β|u|2∗−2u+ f (x,u), x ∈ RN, β  0,
where 2∗ is the critical Sobolev exponent. The existence of (multiple) sign-changing solutions is
obtained. The positive and negative solutions are also gained as by-products. We will also show that
this Schrödinger problem with jumping nonlinearity is independent of the Fucˇík spectrum.
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1. Introduction
Sign-changing solutions for elliptic equations have been attracted much attention in re-
cent years (see [2–4,7,10–12,20,33,35,52,57] and the references cited therein). In these
papers, the Palais–Smale type compactness condition plays a crucial role and no infor-
mation on the relationship between linking and bounded sign changing Palais–Smale
sequence was obtained. As we know, Palais–Smale type compactness condition and its
variants are severe restrictions; they strictly control the growth of nonlinearity. In this pa-
per, we shall study how to get a bounded and sign-changing Palais–Smale sequence directly
from linking and, for an even functional, how to get infinitely many bounded sign-changing
Palais–Smale sequences? We will establish the relationship between them and determine
the exact locations of the sequences. Of course, the classical Palais–Smale compactness
condition and its variants are completely not necessary. We shall establish the following
abstract results. Although some technical assumptions will be formulated in the next sec-
tion, we would like to state now the following theorems loosely.
Let E be a Hilbert space with norm ‖ · ‖ and P be a closed convex cone of E; S ⊂ E \
(−P ∪ P) be a closed “sign-changing” set chosen specifically. Let A link B and B ⊂ S .
Consider a family of C1-functionals:
Gλ(u) = λ2‖u‖
2 − J (u), u ∈ E, λ ∈ (1/2,1).
Assume that there exists µ0 > 0 such that dist(J ′(u),±P)  15 dist(u,±P) for all u ∈ E
with dist(u,±P) < µ0. We have
Theorem 1.1. Suppose that
a0(λ) := sup
A
Gλ  b0(λ) := inf
B
Gλ for any λ ∈ (1/2,1).
Then for almost all λ ∈ (1/2,1), there is a sequence {um} such that, as m → ∞,
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m
‖um‖ < ∞, dist(um,S) → 0, G′λ(um) → 0,
Gλ(um) → c0(λ) ∈
[
b0(λ), sup
(t,u)∈[0,1]×A
Gλ
(
(1 − t)u)].
Roughly speaking, by this theorem we obtain a bounded and sign-changing Palais–
Smale sequence for almost all λ, which may deduce a sign-changing critical point for any
specific λ. For a special choice of linking sets A and B , we will prove a weaker version of
Theorem 1.1 which will be stated in the next section.
If the functional possesses symmetry, we assume that E =⊕j∈N Xj with dimXj < ∞
for any j ∈ N, where N denotes the set of all positive integers. Set Ek =⊕kj=1 Xj , Zk =⊕∞
j=k Xj and Bk = {u ∈ Ek: ‖u‖  ρk}, Nk = {u ∈ Zk: ‖u‖ = rk} ⊂ S for ρk > rk > 0.
Assume ak(λ) := max∂Bk Gλ < bk(λ) := infNk Gλ. Then we have
Theorem 1.2. Assume that Gλ is even. Then for almost all λ ∈ (1/2,1), there is a sequence
{um} such that
sup
m
‖um‖ < ∞, um ∈ S,
G′λ(um) → 0, Gλ(um) → ck(λ) ∈
[
bk(λ), max
u∈Bk
G1(u)
]
.
The novelty of both theorems is that we get a sign-changing and bounded Palais–Smale
sequence. By this, we may get a sign-changing critical point without the classical Palais–
Smale compactness condition. In Theorem 1.2, we may show that bk(λ) → ∞ as k grows,
then we can get infinitely many sign-changing solutions. Since Gλ depends on λ monoton-
ically, we may use the “monotonicity tricks” due to Jeanjean [31,32], where a mountain
pass type bounded (PS) sequence is obtained which can only deduce a positive solution.
The concept of “linking” adopted in the present paper was developed in [42]. We note that
in [31,32,42], no sign-changing solution is obtained. In the present paper, we will construct
directly a bounded and sign-changing sequence. This is quite hard and different from pre-
vious papers, and more tricks will be needed. We have to analyze carefully the flow and
define special “manifolds” and sets of mappings on which the linking is based.
As a remark of the abstract theory, we will also rebuild the parameter-depending moun-
tain pass theorem (cf. [31,32]) based on cones P and −P and we will be able to get positive
and negative critical points directly.
The new abstract results enable us to deal with the Schrödinger equation with (or with-
out) critical Sobolev exponents:
−u+ V (x)u = β|u|2∗−2u+ f (x,u), x ∈ RN, β  0,
where 2∗ is the critical Sobolev exponent. We will consider the following three cases:
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{
f (x, t)/t → a as t → −∞,
f (x, t)/t → b as t → ∞.
We will show that this problem with jumping nonlinearity is independent of the Fucˇík
spectrum.
• Superlinear and subcritical case: β = 0 and lim|t |→∞ f (x,t)t = ∞.• Critical case: β > 0.
We will establish some existence results on sign-changing solutions, positive and negative
solutions. If the functional is even, we get infinitely many sign-changing solutions.
Before closing this section, we would like to mention some papers on sing-changing so-
lutions. In [3], the author established an abstract critical theory in partially ordered Hilbert
spaces by virtue of critical groups and studied superlinear problems. In [33], a Ljusternik–
Schnirelman theory was established for studying the sign-changing solutions of even func-
tionals. Some linking type theorems were also obtained in partially ordered Hilbert spaces.
The methods and abstract critical point theory of [3,33] (and [10]) were working on a
dense Banach space of continuous functions of a Hilbert space, where the cone is required
to have a nonempty interior, which plays a crucial role. To fit that framework, the nonlin-
earities were needed to satisfy the one-side Lipschitz condition. Recent paper [7] (see also
[5,6] for p-Laplacian problem) get some results for subcritical growth case by working
directly on the cone of the Sobolev space. We refer the readers to other papers [4,12,26,
44,47,54] and the references cited therein for sign-changing problem. Related papers and
results will be mentioned again in this paper.
The paper is organized as follows. In Section 2 we establish the abstract result as The-
orem 1.1. Section 3 is about Theorem 1.2. In Section 4 a variant mountain pass theorem
will be built on cones. Section 5 will be devoted to Schrödinger equations.
2. Bounded and sign-changing (PS)-sequence via linking
Let E be a Hilbert space with inner product 〈· , ·〉 and the corresponding norm ‖ · ‖.
Let A, B be two closed subsets of E. Suppose that G ∈ C1(E,R) is of the form: G(u) :=
1
2‖u‖2 − J (u),u ∈ E, where J ∈ C1(E,R) maps bounded sets to bounded sets. Define
Gλ(u) = λ2‖u‖
2 − J (u), λ ∈ Λ := (1/2,1).
Let Kλ := {u ∈ E: G′λ(u) = 0} denote the set of all critical points of Gλ. Its gradient
G′λ(u) = λu − J ′(u), where J ′ :E → E is a continuous operator independent of λ. Let
E˜λ := E \Kλ.
A locally Lipschitz continuous map Vλ : E˜λ → E is called a pseudo-gradient vector field
for Gλ if
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• ‖Vλ(u)‖ 2‖G′λ(u)‖ for all u ∈ E˜λ.
It is well known that the following initial value problem
dσ(t, u)
dt
= −Vλ
(
σ(t, u)
)
, σ (0, u) = u,
has a unique solution (flow) σ : [0, T (u))×E˜λ → E, where T (u) ∈ (0,∞] is the maximum
time of the existence of the flow with initial value u.
Let P denote a closed convex cone of E. Assume
(H1) there exists µ0 > 0 such that
dist
(
J ′(u),±P ) 1
5
dist(u,±P)
for all u ∈ E with dist(u,±P) < µ0.
Remark 2.1. By checking the following arguments, we will see that the constant 15 in (H1)
is not optimal and in fact can be replaced by any constant in (0,1/2). Here we take 15 just
for the simplicity. This observation is useful for the proof of Theorem 2.2 below.
For a fixed µ0 > 0, we define
±D0 :=
{
u ∈ E: dist(u,±P) < µ0
}
, D :=D0 ∪ (−D0),
S = E \D, ±D1 :=
{
u ∈ E: dist(u,±P) < µ0/2
}
. (2.1)
Then D0 and D1 are open convex, D is open, ±P ⊂ ±D1 ⊂ ±D0, S is closed. Obviously,
we have
J ′(±D0) ⊂ ±D1.
Therefore, we have the following lemma.
Lemma 2.1. Assume (H1). Then there exists a locally Lipschitz continuous map Oλ :
E˜λ → E such that Oλ(±D0 ∩ E˜λ) ⊂ ±D1 and that Vλ(u) := λu − Oλ(u) is a pseudo-
gradient vector field of Gλ. Moreover, if Gλ is even, Oλ (hence, Vλ) can be chosen odd.
A proof of the first part of the lemma can be found in [46] which improves the lemmas
in [34,50]. The proof for the second part is standard (see, e.g. [7,38]).
We also need the following lemma which can be found in [27, Theorem 4.1] (see also
Brezis theorem [17, Theorem 1], K.C. Chang [24]).
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H :M→ E is locally Lipschitz continuous and
lim
β→0+
dist(u+ βH(u),M)
β
= 0, ∀u ∈M.
Then for any given u0 ∈M, there exists δ > 0 such that the initial value problem
dη(t, u0)
dt
= H (η(t, u0)), η(0, u0) = u0,
has a unique solution η(t, u0) defined on [0, δ). Moreover, η(t, u0) ∈M for all t ∈ [0, δ).
Define a class of contractions of E as follows:
Φ := {Γ (· , ·) ∈ C([0,1] ×E,E): Γ (0, ·) = id; for each t ∈ [0,1),Γ (t, ·)
is a homeomorphism of E onto itself and Γ −1(· , ·) is continuous on [0,1)×E;
there exists x0 ∈ E such that Γ (1, x) = x0 for each x ∈ E and that Γ (t, x) → x0
as t → 1 uniformly on bounded subsets of E}.
Obviously, Γ (t, u) = (1 − t)u ∈ Φ.
Definition 2.1. (Cf. [42]) A subset A of E is linked to a subset B of E if A ∩ B = ∅ and,
for every Γ ∈ Φ , there is a t ∈ [0,1] such that Γ (t,A)∩B = ∅.
For the classical definition of linking and its applications, we refer the readers to [38,
48]. Next, we provide two examples. The first one is also of the classical linking. The
second one belongs to the new class in the sense of Definition 2.1. More examples can be
found in [42].
Example 2.1. (Cf. [42,43]) Let E = M ⊕ N, where M , N are closed subspaces with
dimN < ∞. If y0 ∈ M \ {0} and 0 < ρ <R, then the sets
A := {u = v + sy0: v ∈ N, s  0, ‖u‖ = R}∪ [N ∩ B¯R], B := M ∩ ∂Bρ
link each other in the sense of Definition 1.1, where Br := {u ∈ E: ‖u‖ < r}, B¯r is the
closure of Br .
Example 2.2. (Cf. [42]) Let E = M ⊕ N, where M , N are closed subspaces with
dimN < ∞. Let BR := {u ∈ E: ‖u‖ <R} and take A = ∂BR ∩N. Choose z0 = 0, z0 ∈ N
and let
B = {u ∈ M: ‖u‖ δ}∪ {u = sz0 + v: v ∈ M, s  0, ‖sz0 + v‖ = δ}.
Then A links B with respect to Φ for any R > δ > 0.
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Φ∗ := {Γ ∈ Φ: Γ (t,D) ⊂D for all t ∈ [0,1]}. (2.2)
Then Γ (t, u) = (1 − t)u ∈ Φ∗. We make the following assumption.
(H2) Let A be a bounded subset of E and link a subset B of E; B ⊂ S and
a0(λ) := sup
A
Gλ  b0(λ) := inf
B
Gλ for any λ ∈ Λ.
The first main result is the following theorem.
Theorem 2.1. Assume that (H1), (H2) hold. Let
c0(λ) := inf
Γ ∈Φ∗ supΓ ([0,1],A)∩S
Gλ(u),
then
c0(λ) ∈
[
b0(λ), sup
(t,u)∈[0,1]×A
Gλ
(
(1 − t)u)].
Moreover, for almost all λ ∈ Λ,
(i) if c0(λ) > b0(λ), then there is a sequence {um} depending on λ such that
sup
m
‖um‖ < ∞, um ∈ S, G′λ(um) → 0, Gλ(um) → c0(λ);
(ii) if c0(λ) = b0(λ), then there is a sequence {um} depending on λ such that
sup
m
‖um‖ < ∞, dist(um,S) → 0, G′λ(um) → 0, Gλ(um) → c0(λ).
Remark 2.2. The first case of the theorem implies that {um} is a sign-changing bounded
(PS) sequence. For the second case, note that we may choose an open neighborhood S0
of S such that B ⊂ S ⊂ S0 ⊂ E \ (−P ∪ P) (see the definition of S in (2.1)), hence, {um}
is still a sign-changing bounded (PS) sequence.
For both cases, if {um} has a convergent subsequence, then its limit must belong to S
since S is closed. That is, Gλ has a sign-changing critical point in S for almost all λ ∈ Λ.
Note that the classical Palais–Smale compactness condition is not needed.
We readily have the following corollary.
Corollary 2.1. Under the assumptions of Theorem 2.1, if J ′ is compact, then for almost all
λ ∈ Λ, Gλ has a sign-changing critical point in S .
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Theorem 2.2. Assume that (H1) holds. Suppose that E = N ⊕ M , 1 < dimN < ∞ and
that
(i) Gλ(v) δλ for all v ∈ N and λ ∈ Λ, where δλ  0 is a constant;
(ii) Gλ(w)  δλ for all w ∈ {w: w ∈ M, ‖w‖ = ρλ} ⊂ S and λ ∈ Λ; where ρλ is a
positive constant;
(iii) Gλ(sw0 + v) C0 for all s  0, v ∈ N and λ ∈ Λ, w0 ∈ M with ‖w0‖ = 1 is a fixed
element, C0 is a constant.
If J ′ is compact, then for almost all λ ∈ Λ, Gλ has a sign-changing critical point in S .
The novelty in Theorem 2.2 is the sign-changing property of the critical point with a
weaker linking geometry. It should be noted that in the original form of the saddle point
theorem [38], it is required that
G(sw0 + v) 0 for all s  0, v ∈ N, ‖sw0 + v‖ = R
holds for some R  ρ. To get this, one has to show that
lim sup
R→∞
{
G(sw0 + v): s  0, v ∈ N, ‖sw0 + v‖ = R
}
< 0.
This is much more demanding than in the case of Theorem 2.2. This was first observed in
[40,42] where Palais–Smale condition is required and no nodal structure of the solutions
was obtained. We will use the idea of “monotonicity method” to prove Theorems 2.1 and
2.2. Roughly speaking, Gλ is monotonically depending on λ. For almost all λ, we may get
sign-changing bounded Palais–Smale sequence. This trick was developed in [31,32] (an
earlier application was given in [49]). In [31], only mountain pass type positive solutions
were obtained. In [51], an infinite-dimensional linking was established via monotonicity
methods. In all these papers, no information on the sign-changing solutions was obtained.
Proof of Theorem 2.1. Evidently, c0(λ) b0(λ) since A links B . In fact, for any Γ ∈ Φ∗
we have that Γ ([0,1],A)∩B = ∅, then Γ ([0,1],A)∩ S = ∅ since B ⊂ S . Therefore,
sup
Γ ([0,1],A)∩S
Gλ  sup
Γ ([0,1],A)∩B
Gλ  inf
Γ ([0,1],A)∩BGλ  infB Gλ = b0(λ).
Then c0(λ)  b0(λ). Evidently, c0(λ)  sup(t,u)∈[0,1]×AGλ((1 − t)u) since Γ (t, u) =
(1 − t)u ∈ Φ∗.
Observe that the map λ → c0(λ) is nondecreasing. Hence, c′0(λ) := dc0(λ)/dλ exists
for almost every λ ∈ Λ. From now on, we consider those λ where c′ (λ) exists. For a fixed0
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there exists n¯(λ), which depends on λ only, such that
c′0(λ)− 1
c0(λn)− c0(λ)
λn − λ  c
′
0(λ)+ 1 for n n¯(λ). (2.3)
We will prove the theorem step by step.
Step 1. We show that there exist Γn ∈ Φ∗, k0 := k0(λ) > 0 such that
‖u‖ k0 whenever u ∈ Γn([0,1],A)∩ S with Gλ(u) c0(λ)− (λn − λ),
where k0 is depending on λ and independent of n.
In fact, by the definition of c0(λ), there exists Γn ∈ Φ∗ such that
sup
Γn([0,1],A)∩S
Gλ(u) sup
Γn([0,1],A)∩S
Gλn(u) c0(λn)+ (λn − λ). (2.4)
If Gλ(u)  c0(λ) − (λn − λ) for some u ∈ Γn([0,1],A) ∩ S, then by (2.3) and (2.4), we
have that
1
2
‖u‖2 = Gλn(u)−Gλ(u)
λn − λ 
c0(λn)+ (λn − λ)− c0(λ)+ (λn − λ)
λn − λ  c
′
0(λ)+ 3. (2.5)
It follows that
‖u‖ (2c′0(λ)+ 6)1/2 := k0(λ) := k0, (2.6)
here k0 depends on λ only.
Step 2. By the choice of Γn and (2.3), (2.4), we see that
Gλ(u)Gλn(u) sup
Γn([0,1],A)∩S
Gλn(u) c0(λn)+ (λn − λ)

(
c′0(λ)+ 1
)
(λn − λ)+ c0(λ)+ (λn − λ) c0(λ)+
(
c′0(λ)+ 2
)
(λn − λ) (2.7)
for all u ∈ Γn([0,1],A)∩ S.
• In the next Steps 3–5, we consider the case (i): c0(λ) > b0(λ).
Step 3. For ε > 0, we define
Qε(n,λ) :=
{
u ∈ E: ‖u‖ k0 + 2, c0(λ)− 2(λn − λ)Gλ(u) c0(λ)+ 2ε
}
.
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(
c′0(λ)+ 2
)
(λn − λ) < ε, λn − λ ε, λn − λ < c0(λ)− b0(λ) (2.8)
for all n n∗(λ). We are going to show that
inf
u∈Qε(n∗(λ),λ)∩S
∥∥G′λ(u)∥∥= 0. (2.9)
Then the conclusion (i) of the theorem follows from (2.9).
First, Qε(n∗(λ), λ) ∩ S = ∅. Indeed, if Gλ(u)  c0(λ) − (λn − λ) for all u ∈
Γn([0,1],A) ∩ S , then c0(λ) < c0(λ) − (λn − λ), a contradiction. Therefore, there ex-
ists u ∈ Γn([0,1],A) ∩ S such that Gλ(u)  c0(λ) − (λn − λ), it follows that ‖u‖  k0.
Further, (2.7), (2.8) imply Gλ(u)  c0(λ) + ε. Therefore, u ∈ Qε(n,λ) ∩ S = ∅ for all
n n∗(λ). Moreover, we observe that
Qε(n,λ) ⊂Qε
(
n∗(λ), λ
)
for all n n∗(λ). (2.10)
To show (2.9) by negation, we assume that there exists ε∗ > 0 such that
‖G′λ(u)‖2
1 + ‖G′λ(u)‖
 ε∗ for all u ∈Qε
(
n∗(λ), λ
)∩ S,
here ε∗ only depends on n∗(λ), λ and ε, not on n. Therefore, by (2.10), we still have
‖G′λ(u)‖2
1 + ‖G′λ(u)‖
 ε∗ for all u ∈Qε(n,λ)∩ S, ∀n n∗(λ). (2.11)
We seek a contradiction which will confirm the claim of (2.9). Let
Q1 :=
{
u ∈ E: ‖u‖ k0 + 1
}
, Q2 :=
{
u ∈ E: ‖u‖ k0 + 2
}; (2.12)
Q3 :=
{
u ∈ E: either Gλ(u) c0(λ)− 2(λn − λ) or Gλ(u) > c0(λ)+ 2ε
}; (2.13)
Q4 :=
{
u ∈ E: c0(λ)− (λn − λ)Gλ(u) c0(λ)+ ε
}
. (2.14)
Define
j (u) := dist(u,Q2)
dist(u,Q1)+ dist(u,Q2) , (2.15)
q(u) := dist(u,Q3)
dist(u,Q3)+ dist(u,Q4) . (2.16)
Recall the definition of S in (2.1), let
Q(α) := {u ∈ E: dist(u,P ) < α}∪ {u ∈ E: dist(u,−P) < α}, α > 0.
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E \Q(µ0/2), which is an open neighborhood of S, where µ0 comes from (2.1). Define
π(u) := dist(u,Q(µ0/4))
dist(u,Q(µ0/4))+ dist(u,S∗) . (2.17)
Recall condition (H1) and Lemma 2.1, we have a locally Lipschitz continuous map
Oλ : E˜λ → E such that Oλ(±D0 ∩ E˜λ) ⊂ ±D1 and that Vλ(u) := λu−Oλ(u) is a pseudo-
gradient vector field of Gλ.
By (H1), we observe that Kλ ⊂ (−P) ∪ P ∪ S for any λ ∈ Λ. Hence, ∂Kλ ⊂ (−P) ∪
P ∪ S for any λ ∈ Λ. Therefore, for any u ∈ ∂Kλ, if
‖u‖ k0 + 2, c0(λ)− 2(λn − λ)Gλ(u) c0(λ)+ 2ε and u /∈ ±P, (2.18)
then u ∈ Qε(n,λ) ∩ S . By (2.11), there is an open neighborhood Uu of u such that
‖G′λ(w)‖|Uu  ε∗/2, which contradicts the fact that u ∈ ∂Kλ. This means that at least
one of the inequalities of (2.18) is not true. It follows that there exists a neighborhood Uu
of u such that either Uu ⊂ Q2 or Uu ⊂ Q3 or Uu ⊂ Q(µ0/4). Therefore,
j (u)q(u)π(u) = 0 for all u ∈ Uu.
Consequently, if we define
W ∗λ (u) :=


j (u)q(u)π(u)
1 + ‖Vλ(u)‖ Vλ(u) for u ∈ E˜λ,
0 for u ∈Kλ,
then W ∗λ is a locally Lipschitz continuous vector field from E to E and ‖W ∗λ (u)‖ 1 on E.
Consider the following Cauchy initial value problem
dη(t, u)
dt
= −W ∗λ
(
η(t, u)
)
, η(t, u) = u ∈ E. (2.19)
The standard ordinary differential equation theory in Banach space implies that (2.19) has
a unique continuous solution η: [0,∞)×E → E.
Step 4. We show that
η
([0,+∞), D¯)⊂ D¯, η([0,+∞),D)⊂D. (2.20)
We first observe that Oλ(±D0 ∩ E˜λ) ⊂ (±D1) implies that Oλ(±D¯0 ∩ E˜λ) ⊂ (±D¯1). Ob-
viously, η(t, u) = u for all t  0 and u ∈ D¯ ∩Kλ. Next, we assume that u ∈ D¯0 ∩ E˜λ. If
there were a t0 > 0 such that η(t0, u) /∈ D¯0, then there would be a number s0 ∈ [0, t0) such
that η(s0, u) ∈ ∂D¯0 and η(t, u) /∈ D¯0 for t ∈ (s0, t0]. Consider the following initial value
problem
dη(t, η(s0, u)) = −W ∗λ
(
η
(
t, η(s0, u)
))
, η
(
0, η(s0, u)
)= η(s0, u) ∈ E.
dt
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Hence, v + λ(−W ∗λ (v)) = v ∈ D¯0. Assume that v ∈ E˜λ ∩ D¯0. Noting v ∈ D¯0 implies that
dist(v,P )  µ0. By Lemma 2.1 and a property of the cone P : xP + yP ⊂ P for all
x, y  0, we have
dist
(
v + β(−W ∗λ (v)),P )
= dist
(
v + β
(
−j (v)q(v)π(v)
1 + ‖Vλ(v)‖
)
Vλ(v),P
)
= dist
(
v + β
(
−j (v)q(v)π(v)
1 + ‖Vλ(v)‖
)(
λv −Oλ(v)
)
,P
)
= dist
((
1 − βλj (v)q(v)π(v)
1 + ‖Vλ(v)‖
)
v + β j (v)q(v)π(v)
1 + ‖Vλ(v)‖ Oλ(v),P
)
 dist
((
1 − βλj (v)q(v)π(v)
1 + ‖Vλ(v)‖
)
v + β j (v)q(v)π(v)
1 + ‖Vλ(v)‖ Oλ(v),
j (v)q(v)π(v)
1 + ‖Vλ(v)‖ P +
(
1 − λβ j (v)q(v)π(v)
1 + ‖Vλ(v)‖
)
P
)
=
(
1 − βλj (v)q(v)π(v)
1 + ‖Vλ(v)‖
)
dist(v,P )+ β j (v)q(v)π(v)
1 + ‖Vλ(v)‖ dist
(
Oλ(v),P
)

(
1 − βλj (v)q(v)π(v)
1 + ‖Vλ(v)‖
)
µ0 + β j (v)q(v)π(v)1 + ‖Vλ(v)‖
µ0
2
 µ0 (since λ > 1/2)
for β small enough. It implies that v+β(−W ∗λ (v)) ∈ D¯0 for β > 0 small enough. It follows
that
lim
β→0+
dist(v + β(−W ∗λ (v)), D¯0)
β
= 0, ∀v ∈ D¯0.
By Lemma 2.2, there exists δ > 0 such that η(t, η(s0, u)) ∈ D¯0 for all t ∈ [0, δ). By
the semigroup property, we see that η(t, u) ∈ D¯0 for all t ∈ [s0, s0 + δ), which contra-
dicts the definition of s0. Therefore, η([0,+∞), D¯0) ⊂ D¯0. Similarly, η([0,+∞),−D¯0) ⊂
−D¯0. That is, η([0,+∞), D¯) ⊂ D¯. To prove η([0,+∞),D) ⊂ D, we just show that
η([0,+∞),D0) ⊂ D0 by a contradiction. Assume that there exists an u∗ ∈ D0, t0 > 0
such that η(t0, u∗) /∈ D0. Choose a neighborhood Uu∗ of u∗ such that Uu∗ ⊂ D¯0. Then
by the theory of ordinary equation in Banach space, we may find a neighborhood Ut0 of
η(t0, u∗) such that η(t0, ·) :Uu∗ → Ut0 is a homeomorphism. Since η(t0, u∗) /∈D0, we take
a w ∈ Ut0 \ D¯0. Correspondingly, we find a v ∈ Uu∗ such that η(t0, v) = w, this contradicts
the fact that σ([0,+∞), D¯0) ⊂ D¯0 which have been proved already.
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λn − λ < ε
∗
4(c′0(λ)+ 3)
for all n n∗∗(λ). (2.21)
For each n > n∗∗(λ), we define
Γ ∗n (s, u) :=
{
η(2s, u), 0 s  1/2,
η(1,Γn(2s − 1, u)), 1/2 s  1. (2.22)
Then Γ ∗n ∈ Φ . Moreover, by (2.20) of Step 4, Γ ∗n ∈ Φ∗ for all n n∗∗(λ).
For each fixed n > n∗∗(λ), we consider the following two cases. Both of them will lead
a contradiction which confirms (2.9).
Case 1. If u ∈ Γ ∗n ([0,1/2],A)) ∩ S , then u = η(2s0, u0) for some s0 ∈ [0,1/2] and
u0 ∈ A. Therefore, by (2.8),
Gλ(u) = Gλ
(
η(2s0, u0)
)
Gλ(u0) a0(λ) b0(λ) c0(λ)− (λn − λ). (2.23)
Case 2. If u ∈ Γ ∗n ([1/2,1],A))∩S , we write u = Γ ∗n (s1, u1) for some s1 ∈ [1/2,1] and
u1 ∈ A. Then u = η(1,Γn(2s1 − 1, u1)) ∈ S.
If Gλ(Γn(2s1 − 1, u1)) c0(λ)− (λn − λ), then
Gλ(u) = Gλ
(
η
(
1,Γn(2s1 − 1, u1)
))
Gλ
(
η
(
0,Γn(2s1 − 1, u1)
))
Gλ
(
Γn(2s1 − 1, u1)
)
 c0(λ)− (λn − λ). (2.24)
If Gλ(Γn(2s1 − 1, u1)) > c0(λ)− (λn − λ), we shall show that (2.24) still holds.
We first observe that Γn(2s1 − 1, u1) ∈ S . Otherwise, Γn(2s1 − 1, u1) ∈ D implies
that u = η(1,Γn(2s1 − 1, u1)) ∈ D by (2.20), which is a contradiction since u ∈ S . Re-
call Step 1, we have ‖Γn(2s1 − 1, u1)‖  k0. Further, by (2.7)–(2.10), Γn(2s1 − 1, u1) ∈
Qε(n,λ)∩ S ⊂Qε(n∗(λ), λ)∩ S. Therefore, by (2.11),
‖G′λ(Γn(2s1 − 1, u1))‖2
1 + ‖G′λ(Γn(2s1 − 1, u1))‖
 ε∗. (2.25)
On the other hand, since ‖W ∗λ (u)‖ 1 for all u ∈ E, we have that∥∥η(t,Γn(2s1 − 1, u1))− η(0,Γn(2s1 − 1, u1))∥∥ t
and that∥∥η(t,Γn(2s1 − 1, u1))∥∥ t + ∥∥Γn(2s1 − 1, u1)∥∥ k0 + 1 for all t ∈ [0,1]. (2.26)
Two subcases again:
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Gλ(u) = Gλ
(
η
(
1,Γn(2s1 − 1, u1)
))
Gλ
(
η
(
t,Γn(2s1 − 1, u1)
))
 c0(λ)− (λn − λ), (2.27)
then we have an inequality as (2.24).
• If Gλ(η(t,Γn(2s1 − 1, u1))) > c0(λ)− (λn − λ) for all t ∈ [0,1]. By (2.7), (2.8),
Gλ
(
η
(
t,Γn(2s1 − 1, u1)
))
Gλ
(
Γn(2s1 − 1, u1)
)
 c0(λ)+ ε. (2.28)
On the other hand, insert (2.20) again; then η(1,Γn(2s1 − 1, u1)) ∈ S implies that, for all
t ∈ [0,1], η(t,Γn(2s1 − 1, u1)) ∈ S . Combining (2.10), (2.26) and (2.28), we have that
η
(
t,Γn(2s1 − 1, u1)
) ∈Qε(n,λ)∩ S ⊂Qε(n∗(λ), λ)∩ S (2.29)
for all t ∈ [0,1]. By (2.11) and (2.29),
‖G′λ(η(t,Γn(2s1 − 1, u1)))‖2
1 + ‖G′λ(η(t,Γn(2s1 − 1, u1)))‖
 ε∗ for all t ∈ [0,1]. (2.30)
Moreover, by (2.15)–(2.17), (2.26)–(2.28),
j
(
η
(
t,Γn(2s1 − 1, u1)
))= q(η(t,Γn(2s1 − 1, u1)))
= π(η(t,Γn(2s1 − 1, u1)))= 1 (2.31)
for all t ∈ [0,1]. Combining the definition of the pseudo-gradient vector field and (2.30),
(2.31), it follows that
Gλ
(
η
(
t,Γn(2s1 − 1, u1)
))−Gλ(Γn(2s1 − 1, u1))

t∫
0
dGλ(η(s,Γn(2s1 − 1, u1)))
ds
ds

t∫
0
−
〈
G′λ
(
η
(
s,Γn(2s1 − 1, u1)
))
,
Vλ(η(s,Γn(2s1 − 1, u1)))
1 + ‖Vλ(η(s,Γn(2s1 − 1, u1)))‖
〉
ds
−1
2
t∫
0
‖G′λ(η(s,Γn(2s1 − 1, u1)))‖2
1 + ‖Vλ(η(s,Γn(2s1 − 1, u1)))‖ ds
−1
4
t∫ ‖G′λ(η(s,Γn(2s1 − 1, u1)‖2
1 + ‖G′λ(η(s,Γn(2s1 − 1, u1))‖
ds −1
4
ε∗t.0
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G(u) = Gλ
(
η
(
1,Γn(2s1 − 1, u1)
))
Gλ
(
Γn(2s1 − 1, u1)
)− 1
4
ε∗
 c0(λ)+
(
c′0(λ)+ 2
)
(λn − λ)− 14ε
∗ (by (2.7))
 c0(λ)− (λn − λ)
(
by (2.21)
)
. (2.32)
Summing up (2.23), (2.24), (2.27) and (2.32), we have
G(u) c0(λ)− (λn − λ) for all u ∈ Γ ∗n ([0,1],A)∩ S and all n > n∗∗(λ).
This contradicts the definition of c0(λ) because Γ ∗n ∈ Φ∗. The contradiction guarantees the
truth of (2.9) which deduces the conclusion (i) of the theorem.
• In the next Steps 6–11, we consider the case c0(λ) = b0(λ). We prove that the conclu-
sion (ii) of Theorem 2.1 is true.
Step 6. Since A is bounded, dA := max{‖u‖: u ∈ A} < ∞. For ε > 0, T > 0, we define
Ω(ε,T ,λ) := {u ∈ E: ‖u‖ k0(λ)+ 4 + dA, ∣∣Gλ(u)− c0(λ)∣∣ 3ε,
d(u,S) 4T }. (2.33)
We claim that Ω(ε,T ,λ) = ∅ for any ε > 0, T > 0. Indeed, by (2.7), we choose n large
enough such that
sup
u∈Γn([0,1],A)∩S
Gλ(u) sup
u∈Γn([0,1],A)∩S
Gλn(u) c0(λ)+ 3ε. (2.34)
Since A links B , there exists a pair of numbers (s0, u0) ∈ [0,1] ×A such that Γn(s0, u0) ∈
B ⊂ S . Hence, dist(Γn(s0, u0),S) = 0 and
Gλ
(
Γn(s0, u0)
)
 b0(λ) = inf
B
Gλ = c0(λ) > c0(λ)− (λn − λ) c0(λ)− 3ε. (2.35)
By Step 1, ‖Γn(s0, u0)‖ k0. Hence, Γn(s0, u0) ∈ Ω(ε,T ,λ) = ∅.
Step 7. We prove that
inf
{∥∥G′λ(u)∥∥: u ∈ Ω(ε,T ,λ)}= 0 for all ε,T ∈ (0,1), (2.36)
which implies the conclusion (ii) of the theorem.
By a contradiction, we assume that there exist δ > 0, ε1 > 0, T1 ∈ (0,1) such that∥∥G′ (u)∥∥ 3δ for all u ∈ Ω(ε1, T1, λ). (2.37)λ
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)Choose n∗(λ) so large again that
(λn − λ) ε1,
(
c′0(λ)+ 2
)
(λn − λ) < ε1, (λn − λ) < δT1 (2.38)
and
(λn − λ) δ
2
(c′0(λ)+ 2)(1 + 3δ)
T1 for all n n∗(λ). (2.39)
Define
Ω∗(n, ε1, T1, λ) :=
{
u ∈ E: ‖u‖ k0 + 4 + dA, c0(λ)− (λn − λ)Gλ(u) c0(λ)+ 3ε1,
dist(u,S) 4T1
}
. (2.40
By (2.38), (2.39) and the same arguments as in (2.34) and (2.35),
Ω∗(n, ε1, T1, λ) = ∅; Ω∗(n, ε1, T1, λ) ⊂ Ω(ε1, T1, λ). (2.41)
Define
Q5 := Q5(ε1, T1, λ) :=
{
u ∈ E: ‖u‖ k0 + 3 + dA,
∣∣Gλ(u)− c0(λ)∣∣ 2ε1,
dist(u,S) 3T1
}
. (2.42)
Then, by the same arguments as that in Step 6, Q5 = ∅. Let
ξ(u) := dist(u,E \Ω(ε1, T1, λ))
dist(u,Q5)+ dist(u,E \Ω(ε1, T1, λ)) (2.43)
and define
Q6 := Q6(ε1, T1, λ) :=
{
u ∈ E: ‖u‖ k0 + 2 + dA,
∣∣Gλ(u)− c0(λ)∣∣ ε1,
dist(u,S) 2T1
}
. (2.44)
Then, by a similar arguments as that in Step 6, Q6 = ∅ and
Q6 ⊂ Q5 ⊂ Ω(ε1, T1, λ). (2.45)
Define
ζ(u) := dist(u,E \Q5)
dist(u,Q6)+ dist(u,E \Q5) . (2.46)
For any u ∈ ∂Kλ, if u ∈ Ω(ε1, T1, λ)( a closed subset), then by (2.37), there exists an open
neighborhood Uu of u such that ‖G′ (w)‖  2δ for all w ∈ Uu. This is impossible sinceλ
380 W. Zou / Journal of Functional Analysis 234 (2006) 364–419u ∈ ∂Kλ. So, u /∈ Ω(ε1, T1, λ). Hence, we may find a neighborhood Uu of u such that
Uu ⊂ E \Ω(ε1, T1, λ). By (2.43),
ξ(w) = 0 for all w ∈ Uu.
Therefore,
W ∗∗λ (u) :=


ξ(u)ζ(u)
1 + ‖Vλ(u)‖Vλ(u) for u ∈ E˜λ,
0 for u ∈Kλ,
(2.47)
is a locally Lipschitz continuous vector field from E to E. Moreover,
• ‖W ∗∗λ (u)‖ 1 for all u ∈ E;• 〈G′λ(u),W ∗∗λ (u)〉 0 for all u ∈ E;
• for any u ∈ Q5, then u ∈ Q5 ⊂ Ω(ε1, T1, λ) ⊂ E˜λ and ξ(u) = 1, ‖G′(u)‖  3δ (by
(2.37)). Hence,
〈
G′λ(u),
ξ(u)
1 + ‖Vλ(u)‖Vλ(u)
〉
=
〈
G′λ(u),
Vλ(u)
1 + ‖Vλ(u)‖
〉
 ‖G
′
λ(u)‖2
4(1 + ‖G′λ(u)‖)
 9δ
2
4(1 + 3δ) . (2.48)
Consider the following Cauchy initial value problem:
dη1(t, u)
dt
= −W ∗∗λ
(
η1(t, u)
)
, η1(0, u) = u ∈ E.
It has a unique continuous solution η1 : [0,∞)×E → E.
Note that if ζ(η1(t, u)) = 0, then by (2.46), η1(t, u) ∈ Q5. Therefore, by (2.48), we have
that
dGλ(η1(t, u))
dt
− 9δ
2
4(1 + 3δ)ζ
(
η1(t, u)
)
 0 for all u ∈ E and t  0. (2.49)
Step 8. We show that
η1
([0,+∞), D¯)⊂ D¯, η1([0,+∞),D)⊂D. (2.50)
The idea is the same as that in Step 4, we give a brief proof for the completeness.
We first observe that Oλ(±D0 ∩ E˜λ) ⊂ (±D1) implies that Oλ(±D¯0 ∩ E˜λ) ⊂ (±D¯1).
Obviously, by (2.47), η1(t, u) = u for all t  0 and u ∈ D¯ ∩Kλ. Next, we assume that u ∈
D¯0 ∩ E˜λ. If there were a t0 > 0 such that η1(t0, u) /∈ D¯0, then there would be a number s0 ∈
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initial value problem:
dη1(t, η1(s0, u))
dt
= −W ∗∗λ
(
η1
(
t, η1(s0, u)
))
, η1
(
0, η1(s0, u)
)= η1(s0, u) ∈ E.
It has a unique solution η1(t, η1(s0, u)). For any v ∈ D¯0, if v ∈ Kλ, then W ∗∗λ (v) = 0.
Hence, v + λ(−W ∗∗λ (v)) = v ∈ D¯0. Assume that v ∈ E˜λ ∩ D¯0. Noting v ∈ D¯0 implies that
dist(v,P ) µ0. By Lemma 2.1, we have
dist
(
v + β(−W ∗∗λ (v)),P )
= dist
(
v + β
(
− ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)
Vλ(v),P
)
= dist
(
v + β
(
− ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)(
λv −Oλ(v)
)
,P
)
= dist
((
1 − βλ ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)
v + β ξ(v)ζ(v)
1 + ‖Vλ(v)‖Oλ(v),P
)
 dist
((
1 − βλ ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)
v + β ξ(v)ζ(v)
1 + ‖Vλ(v)‖Oλ(v),
β
ξ(v)ζ(v)
1 + ‖Vλ(v)‖P +
(
1 − λβ ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)
P
)
=
(
1 − βλ ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)
dist(v,P )+ β ξ(v)ζ(v)
1 + ‖Vλ(v)‖dist
(
Oλ(v),P
)

(
1 − βλ ξ(v)ζ(v)
1 + ‖Vλ(v)‖
)
µ0 + β ξ(v)ζ(v)1 + ‖Vλ(v)‖
µ0
2
 µ0 (since λ > 1/2).
Hence, v + β(−W ∗∗λ (v)) ∈ D¯0 for β > 0 small enough. It follows that
lim
β→0+
dist(v + β(−W ∗∗λ (v)), D¯0)
β
= 0, ∀v ∈ D¯0.
By Lemma 2.2, there exists δ > 0 such that η(t, η(s0, u)) ∈ D¯0 for all t ∈ [0, δ). By the
semigroup property, we see that η(t, u) ∈ D¯0 for all t ∈ [s0, s0 + δ), which contradicts the
definition of s0. Therefore, η([0,+∞), D¯0) ⊂ D¯0. Similarly, η([0,+∞),−D¯0) ⊂ −D¯0.
That is, η([0,+∞), D¯) ⊂ D¯. The same as the proof of Step 4, we have η([0,+∞),D) ⊂D.
Step 9. We claim: η1(t, u) /∈ B for all t ∈ [0, T1] and u ∈ A.
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Gλ
(
η1(t, u)
)
Gλ(u) a0(λ) b0(λ) = c0(λ), ∀t ∈ [0, T1] (2.51)
and
Gλ
(
η1(t, u)
)= Gλ(u)+
t∫
0
dGλ(η1(σ,u))
dσ
dσ Gλ(u)−
t∫
0
9δ2
4(1 + 3δ)ζ
(
η1(σ,u)
)
dσ
(2.52)
for all t ∈ [0, T1].
If the claim of this step is not true, then there are t0 ∈ [0, T1] and u ∈ A such that
η1(t0, u) ∈ B. Then Gλ(η1(t0, u))  c0(λ) = b0(λ) = infB Gλ. By (2.51), (2.52), we see
that
t0∫
0
9δ2
4(1 + 3δ)ζ
(
η1(σ,u)
)
dσ = 0.
Hence, ζ(η1(σ,u)) = 0 for σ ∈ [0, t0], i.e., η1(σ,u) /∈ Q6,∀σ ∈ [0, t0]. In particular,
η1(t0, u) /∈ Q6. Therefore, one of the following three cases occurs:
∥∥η1(t0, u)∥∥> k0 + 2 + dA; (2.53)∣∣Gλ(η1(t0, u))− c0(λ)∣∣> ε1; (2.54)
dist
(
η1(t0, u),S
)
> 2T1. (2.55)
Since
∥∥η1(t0, u)− η1(σ ′, u)∥∥ |t0 − σ ′|,
then
∥∥η1(t0, u)∥∥ ∥∥η1(0, u)∥∥+ T1  dA + 1,
it implies that (2.53) can never be true.
If (2.54) holds, then Gλ(η1(t0, u)) < c0(λ) − ε1 (by (2.51)). Hence, η1(t0, u) /∈ B be-
cause infB Gλ = b0(λ) = c0(λ). Evidently, (2.55) implies that η1(t0, u) /∈ B. Therefore,
the claim of Step 9 is true.
Step 10. We claim: η1(T1,Γn(2s − 1, u)) /∈ B for all u ∈ A and all s ∈ [1/2,1].
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η1(T1,Γn(2s − 1, u)) ∈D ⊂ E \ S ⊂ E \B . Next, we assume
Γn(2s − 1, u) ∈ S (2.56)
and divide the proof of the claim into two cases.
Case 1. If η1(σ,Γn(2s − 1, u)) ∈ Q6 for all σ ∈ [0, T1], we have that
Gλ
(
η1
(
T1,Γn(2s − 1, u)
))
= Gλ
(
Γn(2s − 1, u)
)+
T1∫
0
dGλ(η1(σ,Γn(2s − 1, u)))
dσ
dσ
Gλ
(
Γn(2s − 1, u)
)−
T1∫
0
9δ2
4(1 + 3δ)ζ
(
η1
(
σ,Γn(2s − 1, u)
))
dσ
(
by (2.49))
= Gλ
(
Γn(2s − 1, u)
)− 9δ2
4(1 + 3δ)T1
(
by (2.46))
 c0(λ)+
(
c′0(λ)+ 2
)
(λn − λ)− 9δ
2
4(1 + 3δ)T1
(
by (2.7) and (2.56))
 c0(λ)− 5δ
2
4(1 + 3δ)T1,
(
by (2.39))
which implies that η1(T1,Γn(2s − 1, u)) /∈ B since c0(λ) = b0(λ).
Case 2. If there exists t0 ∈ [0, T1] such that η1(t0,Γn(2s − 1, u)) /∈ Q6, then one of the
following alternatives holds:
∥∥η1(t0,Γn(2s − 1, u))∥∥> k0 + 2 + dA; (2.57)∣∣Gλ(η1(t0,Γn(2s − 1, u)))− c0(λ)∣∣> ε1; (2.58)
dist
(
η1
(
t0,Γn(2s − 1, u)
)
,S)> 2T1. (2.59)
Assume that (2.57) holds. We show that η1(T1,Γn(2s − 1, u)) /∈ B. Otherwise, if
η1(T1,Γn(2s − 1, u)) ∈ B, then
b0(λ) = c0(λ)Gλ
(
η1
(
T1,Γn(2s − 1, u)
))
Gλ
(
Γn(2s − 1, u)
)
. (2.60)
By (2.56), (2.60) and Step 1, ‖Γn(2s − 1, u)‖ k0. Furthermore, since
∥∥η1(t0,Γn(2s − 1, u))− η1(0,Γn(2s − 1, u))∥∥ t0,
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∥∥η1(t0,Γn(2s − 1, u))∥∥ k0 + t0  k0 + 1,
which contradicts (2.57). Hence, η1(T1,Γn(2s − 1, u)) /∈ B.
Assume that (2.58) holds, we show that η1(T1,Γn(2s−1, u)) /∈ B. Note, by (2.7), (2.56)
and (2.40), that
Gλ
(
η1
(
t0,Γn(2s − 1, u)
))
Gλ
(
η1
(
0,Γn(2s − 1, u)
))= Gλ(Γn(2s − 1, u))
 c0(λ)+ ε1.
Therefore, (2.49) and (2.58) imply that
Gλ
(
η1
(
T1,Γn(2s − 1, u)
))
Gλ
(
η1
(
t0,Γn(2s − 1, u)
))
 c0(λ)− ε1.
It follows that η1(T1,Γn(2s − 1, u)) /∈ B since c0(λ) = b0(λ).
Assume that (2.59) holds. Note that ‖η1(t, u)−η1(t ′, u)‖ |t − t ′|. It therefore follows
that
∥∥η1(t,Γn(2s − 1, u))−w∥∥ ∥∥η1(t0,Γn(2s − 1, u))−w∥∥− |t − t0|,
for all w ∈ B, t ∈ [0, T1]. Hence, dist(η1(t,Γn(2s − 1, u)),B)  T1 for all t ∈ [0, T1]. In
particular,
η1
(
T1,Γn(2s − 1, u)
)
/∈ B. (2.61)
That is, each case of (2.57)–(2.59) implies (2.61).
Cases 1, 2 complete the proof of the claim in Step 10.
Step 11. In order to get the final contradiction, we define
Γ ∗1 (s, u) :=
{
η1(2sT1, u), 0 s  1/2,
η1(T1,Γn(2s − 1, u)), 1/2 s  1.
Then Γ ∗1 ∈ Φ∗ (in view of Step 8). However, by Steps 9, 10, Γ ∗1 (s,A) ∩ B = ∅ for all
s ∈ [0,1], which contradicts the fact that A links B . We get the final contradiction. This
justifies (2.36) in Step 7 which implies the conclusion (ii) of the theorem. 
Proof of Theorem 2.2. Define  ∈ C∞(R) such that  = 0 in (−∞,1/2) and  = 1 in
(1,∞),0  1. Write u ∈ E as u = v +w, v ∈ N , w ∈ M. Let
Gλ,n(u) = Gλ(u)−
(
C0 + 1
)

(‖u‖2)
, n = 1,2, . . . .n n
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G′λ,n = G′λ(u)− 2
(
C0 + 1
n
)
′
(‖u‖2
n
)
u
n
= λu− J ′(u)− 2
(
C0 + 1
n
)
′
(‖u‖2
n
)
u
n
:= λu− J˜ ′(u) (2.62)
and ∥∥G′λ(u)−G′λ,n(u)∥∥ C1n−1/2. (2.63)
Moreover, Gλ,n(v) δλ for all v ∈ N. For any w ∈ M , if ‖w‖ = ρλ, then (‖w‖2/n) = 0
for n > 2ρ2λ and consequently Gλ,n(w) = Gλ(w) δλ. Choose ‖sw0 + v‖ := n1/2 := Rn.
Then Rn > ρλ if n large enough, and
Gλ,n(sw0 + v) = Gλ(sw0 + v)− (C0 + 1/n)
(‖sw0 + v‖2
n
)
−1
n
.
Let
B := {w ∈ M: ‖w‖ = ρλ},
and
An :=
{
v ∈ N : ‖v‖Rn
}∪ {sw0 + v: s  0, v ∈ N, ‖sw0 + v‖ = Rn}.
Then An links B (cf. [42, p. 38]). Moreover,
B ⊂ S (by condition (ii)); sup
An
Gλ,n  inf
B
Gλ,n, ∀λ ∈ Λ.
Furthermore, for any u ∈ E with dist(u,P ) < µ0, by (H1) and (2.62), we have
dist
(
J˜ ′(u),P
)
 dist
(
J ′(u),P
)+ dist(2(C0 + 1
n
)
′
(‖u‖2
n
)
u
n
,P
)
 dist
(
J ′(u),P
)+ 2(C0 + 1
n
)
′
(‖u‖2
n
)
1
n
dist(u,P )
 1
4
dist(u,P )
for n large enough. Combining Remark 2.1, Gλ,n satisfies all the conditions of Theo-
rem 2.1. Since J ′ is compact, by standard argument, the bounded (PS) sequence has a
convergent subsequence. Therefore, for almost all λ ∈ Λ, there exists un ∈ S such that
G′λ,n(un) = 0, Gλ,n(un) ∈
[
δλ, sup Gλ,n
(
(1 − t)u)].(t,u)∈[0,1]×An
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∥∥G′λ(un)−G′λ,n(un)∥∥= ∥∥G′λ(un)∥∥ C1n−1/2 → 0, (by (2.63))
δλ Gλ,n(un)Gλ(un)Gλ,n(un)+C0 + 1/n,
sup
(t,u)∈[0,1]×An
Gλ,n
(
(1 − t)u) C0.
Therefore, Gλ(un) → c ∈ [δ,2C0] as n → ∞. Finally,
G′λ(un) = G′λ(un)−G′λ,n(un) = 2
(
C0 + 1
n
)
′
(‖un‖2
n
)
un
n
= Cn
n
un → 0,
where {Cn} is a bounded sequence. That is, for almost all λ ∈ (1/2,1), we find un ∈ S such
that
G′λ−Cn/n(un) = 0,
which implies the conclusion of the theorem. 
3. Bounded and sign-changing (PS) sequence of an even functional
In this section, assume that E =⊕j∈N Xj with dimXj < ∞ for any j ∈ N, where N
denotes the set of all positive integers. Set Ek =⊕kj=1 Xj , Zk =⊕∞j=k Xj and
Bk =
{
u ∈ Ek: ‖u‖ ρk
}
, Nk =
{
u ∈ Zk: ‖u‖ = rk
}
for ρk > rk > 0.
Let, for k  2,
Γk :=
{
γ ∈ C([0,1] ×Bk,E): γ (t, u) is odd in u and γ (t, ·)|∂Bk = id for each t ∈ [0,1];
γ (t,D) ⊂D for all t ∈ [0,1]}
then γ = id ∈ Γk. Define
ak(λ) := max
∂Bk
Gλ, bk(λ) := inf
Nk
Gλ, ck(λ) := inf
γ∈Γk
max
γ ([0,1],Bk)∩S
Gλ.
In this section, we make the following assumption.
(H3) Assume ak(λ) < bk(λ) for any λ ∈ Λ; Nk ⊂ S .
The main result of this section is the following theorem.
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almost all λ ∈ Λ, there is a sequence {um} depending on λ such that
sup
m
‖um‖ < ∞, um ∈ S, G′λ(um) → 0,
Gλ(um) → ck(λ) ∈
[
bk(λ), max
u∈Bk
G1(u)
]
.
In particular, if J ′ is compact, then for almost all λ ∈ [1/2,1], Gλ has a sign-changing
critical point in S with critical value in [bk(λ),maxu∈Bk G1(u)].
In practice, we may show that bk(λ) → ∞ as k → ∞. By this way, we can obtain
infinitely many sign-changing solutions. A classical theorem for the existence of critical
points of an even functional is the so-called symmetric mountain pass theorem (cf. [1,38])
by which we may get infinitely many critical points without a nodal structure. A related
result to Theorem 3.1 is the “fountain theorem” established in [2] (see also [13,53]). A
variant version of which is given in [56]. In all these papers, the sign of the critical point
cannot be decided. The existence of sign-changing critical points for an even functional of
C2 class also studied in [3,33] via (PS) compactness condition.
Proof. By the Intersection lemma (cf. [53, Lemma 3.4]), for any γ ∈ Γk, we have that
γ ([0,1],Bk)∩Nk = ∅, then γ ([0,1],Bk)∩ S = ∅ by (H3). Therefore,
sup
γ ([0,1],Bk)∩S
Gλ  sup
γ ([0,1],Bk)∩Nk
Gλ  inf
γ ([0,1],Bk)∩Nk
Gλ  inf
Nk
Gλ = bk(λ).
Then ck(λ) bk(λ). Evidently, ck(λ) supu∈Bk Gλ(u)maxu∈Bk G1(u)= a constant in-
dependent of λ.
Similar to the proof of Theorem 2.1, c′k(λ) := dck(λ)/dλ exists for almost every λ ∈
(1/2,1). From now on, we consider those λ where c′k(λ) exists. For a fixed λ ∈ Λ, let
λn ∈ (λ, 2λ) ∩ Λ be a non-increasing sequence so that λn → λ as n → ∞. Then there
exists n¯(λ), which depends on λ only, such that
c′k(λ)− 1
ck(λn)− ck(λ)
λn − λ  c
′
k(λ)+ 1 for n n¯(λ). (3.1)
We will prove the theorem step by step.
Step 1. We show that there exist γn ∈ Γk and d0 := d0(λ) > 0 such that
‖u‖ d0 whenever u ∈ γn([0,1],Bk)∩ S with Gλ(u) ck(λ)− (λn − λ),
where d0 is depending on λ and independent of n.
In fact, by the definition of ck(λ), there exists γn ∈ Γk such that
sup Gλ(u) sup Gλn(u) ck(λn)+ (λn − λ). (3.2)u∈γn([0,1],Bk)∩S u∈γn([0,1],Bk)∩S
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have that
1
2
‖u‖2 = Gλn(u)−Gλ(u)
λn − λ  c
′
k(λ)+ 3. (3.3)
It follows that
‖u‖ (2c′k(λ)+ 6)1/2 := d0(λ) := d0, (3.4)
here d0 is depending on λ only.
Step 2. By the choice of γn and (3.1), (3.2), we see that
Gλ(u)Gλn(u) ck(λ)+
(
c′k(λ)+ 2
)
(λn − λ) (3.5)
for all u ∈ γn([0,1],Bk)∩ S.
Step 3. For ε > 0, we define
Hε(n,λ) :=
{
u ∈ E: ‖u‖ d0 + 2, ck(λ)− 2(λn − λ)Gλ(u) ck(λ)+ 2ε
}
.
Choose n∗(λ) > n¯(λ) (n¯(λ) comes from (3.1)) such that
(
c′k(λ)+ 2
)
(λn − λ) < ε, λn − λ ε, 2(λn − λ) < ck(λ)− ak(λ) (3.6)
for all n n∗(λ). Then, Hε(n∗(λ), λ)∩ S = ∅ for all n n∗(λ). Indeed, by the definition
of ck(λ), there exists at least one u ∈ γn([0,1],Bk)∩S such that Gλ(u) > ck(λ)−(λn−λ),
it follows that ‖u‖  d0. Further, (3.5), (3.6) imply Gλ(u)  ck(λ) + ε. Therefore, u ∈
Hε(n,λ)∩ S = ∅ for all n n∗(λ). Evidently,
Hε(n,λ) ⊂Hε
(
n∗(λ), λ
)
for all n n∗(λ). (3.7)
We are going to show that
inf
u∈Hε(n∗(λ),λ)∩S
∥∥G′λ(u)∥∥= 0. (3.8)
Then the conclusion of the theorem follows from (3.8).
To prove (3.8) by negation, we assume that there exists ε∗ > 0 such that
∥∥G′λ(u)∥∥ ε∗ for all u ∈Hε(n∗(λ), λ)∩ S, (3.9)
here ε∗ only depends on n∗(λ), λ and ε, not on n. Therefore, by (3.7),
∥∥G′ (u)∥∥ ε∗ for all u ∈Hε(n,λ)∩ S, ∀n n∗(λ). (3.10)λ
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Ω1 :=
{
u ∈ E: ‖u‖ d0 + 1
}
, Ω2 :=
{
u ∈ E: ‖u‖ d0 + 2
};
Ω3 :=
{
u ∈ E: either Gλ(u) ck(λ)− 2(λn − λ) or Gλ(u) > ck(λ)+ 2ε
};
Ω4 :=
{
u ∈ E: ck(λ)− (λn − λ)Gλ(u) ck(λ)+ ε
}
.
Define
e(u) := dist(u,Ω2)
dist(u,Ω1)+ dist(u,Ω2) , (3.11)
l(u) := dist(u,Ω3)
dist(u,Ω3)+ dist(u,Ω4) . (3.12)
Recall the definition of S in (2.1), let
Q(α) := {u ∈ E: dist(u,P ) < α}∪ {u ∈ E: dist(u,−P) < α}, α > 0.
Then Q(α) is an open neighborhood of the positive and negative cones −P ∪P . Let S∗ :=
E \Q(µ0/2), which is an open neighborhood of S, where µ0 comes from (2.1). Define
π(u) := dist(u,Q(µ0/4))
dist(u,Q(µ0/4))+ dist(u,S∗) . (3.13)
Recall condition (H3) and Lemma 2.1, we have a locally Lipschitz continuous map Oλ :
E˜λ → E such that Oλ(±D0 ∩ E˜λ) ⊂ ±D0 and that Vλ(u) := λu − Oλ(u) is a pseudo-
gradient vector field of Gλ. In particular, we may choose Oλ, hence Vλ, to be odd since
Gλ is even for all λ.
By (H1), ∂Kλ ⊂ (−P)∪ P ∪ S for all λ ∈ Λ. Then for any u ∈ ∂Kλ, if
‖u‖ d0 + 2, ck(λ)− 2(λn − λ)Gλ(u) ck(λ)+ 2ε and u /∈ ±P, (3.14)
then u ∈ Hε(n,λ) ∩ S . By (3.10), there exists a neighborhood Uu of u such that
‖G′λ(w)‖|Uu  ε∗/2. This is impossible since u ∈ ∂Kλ. This means that at least one of
the inequalities of (3.14) is not true. It follows that there exists a neighborhood Uu of u
such that either Uu ⊂ Ω2 or Uu ⊂ Ω3 or Uu ⊂ Q(µ0/4). Therefore, e(u)l(u)π(u) = 0 for
all u ∈ Uu. Consequently,
W ∗λ (u) :=


e(u)l(u)π(u)
1 + ‖Vλ(u)‖ Vλ(u) for u ∈ E˜λ,
0 for u ∈Kλ,
is a locally Lipschitz continuous vector field from E to E and ‖W ∗λ (u)‖ 1 on E. More-
over, note that Ω1–Ω4 and Q(α) are symmetric sets, we see that e(u), l(u),π(u) are even.
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of the following Cauchy initial value problem
dη(t, u)
dt
= −W ∗λ
(
η(t, u)
)
, η(0, u) = u ∈ E.
Step 4. By the same arguments as that in Step 4 of the proof of Theorem 2.1,
η
([0,+∞), D¯)⊂ D¯, η([0,+∞),D)⊂D. (3.15)
Step 5. Choose n∗∗(λ) > n∗(λ) such that
λn − λ < (ε
∗)2
4(c′k(λ)+ 3)(1 + ε∗)
for all n n∗∗(λ). (3.16)
For each n > n∗∗(λ), we define
γ ∗n (s, u) := η
(
1, γn(s, u)
)
, 0 s  1. (3.17)
Then by (3.6), (3.12) and (3.15), γ ∗n ∈ Γk .
Take any u ∈ γ ∗n ([0,1],Bk) ∩ S , we write u = γ ∗n (s1, u1) ∈ S for some s1 ∈ [0,1] and
u1 ∈ Bk. Then u = η(1, γn(s1, u1)) ∈ S.
If Gλ(γn(s1, u1)) ck(λ)− (λn − λ), then
Gλ(u) = Gλ
(
η
(
1, γn(s1, u1)
))
Gλ
((
0, γn(s1, u1)
))= Gλ(γn(s1, u1))
 ck(λ)− (λn − λ). (3.18)
If Gλ(γn(s1, u1)) > ck(λ)− (λn − λ), we shall show that (3.18) still holds. We first ob-
serve that γn(s1, u1) ∈ S . Otherwise, γn(s1, u1) ∈D implies u = η1(1, γn(s1, u1)) ∈D by
(3.15), which is a contradiction since u ∈ S . Recall Step 1, we have ‖γn(s1, u1)‖ d0. Fur-
ther, by (3.5), (3.6), γn(s1, u1) ∈Hε(n,λ)∩ S ⊂Hε(n∗(λ), λ)∩ S. Therefore, by (3.10),∥∥G′λ(γn(s1, u1))∥∥ ε∗. (3.19)
On the other hand, since ‖W ∗λ (u)‖ 1 for all u ∈ E, we have that∥∥η(t, γn(s1, u1))− η(0, γn(s1, u1))∥∥ t
and that ∥∥η(t, γn(s1, u1))∥∥ t + ∥∥γn(s1, u1)∥∥ d0 + 1 for all t ∈ [0,1]. (3.20)
If Gλ(η(t, γn(s1, u1))) ck(λ)− (λn − λ) for some t ∈ [0,1], then
Gλ(u) = Gλ
(
η
(
1, γn(s1, u1)
))
 ck(λ)− (λn − λ), (3.21)
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Now we assume Gλ(η(t, γn(s1, u1) > ck(λ)− (λn −λ) for all t ∈ [0,1]. By (3.5)–(3.7),
Gλ
(
η
(
t, γn(s1, u1)
))
Gλ
(
γn(s1, u1)
)
 ck(λ)+ ε. (3.22)
By (3.15), η(1, γn(s1, u1)) ∈ S implies that η(t, γn(s1, u1)) ∈ S for all t ∈ [0,1]. Combin-
ing (3.7), (3.20) and (3.22), we have that
η
(
t, γn(1, u1)
) ∈Hε(n,λ)∩ S ⊂Hε(n∗(λ), λ)∩ S (3.23)
for all t ∈ [0,1]. By (3.10),
∥∥G′λ(η(t, γn(s1, u1)))∥∥ ε∗ for all t ∈ [0,1]. (3.24)
Moreover, by (3.11), (3.12), (3.20) and (3.22),
e
(
η
(
t, γn(1, u1)
))= l(η(t, γn(1, u1)))= π(η(t, γn(1, u1)))= 1 (3.25)
for all t ∈ [0,1]. Combining the definition of the pseudo-gradient vector field and (3.24),
(3.25), it follows that
Gλ
(
η
(
t, γn(s1, u1)
))−Gλ(γn(s1, u1))

t∫
0
dGλ(η(s, γn(s1, u1)))
ds
ds

t∫
0
−
〈
G′λ
(
η
(
s, γn(s1, u1)
))
,
Vλ(η(s, γn(s1, u1)))
1 + ‖Vλ(η(s, γn(s1, u1)))‖
〉
ds
−1
2
t∫
0
‖G′λ(η(s, γn(s1, u1)))‖2
1 + ‖Vλ(η(s, γn(s1, u1)))‖ ds −
1
4
t∫
0
‖G′λ(η(s, γn(s1, u1)‖2
1 + ‖G′λ(η(s, γn(s1, u1))‖
ds
−1
4
(ε∗)2
1 + ε∗ t.
It follows that
G(u) = Gλ
(
η
(
1, γn(s1, u1)
))
Gλ
(
γn(s1, u1)
)− 1
4
(ε∗)2
1 + ε∗
 ck(λ)+
(
c′k(λ)+ 2
)
(λn − λ)− 14
(ε∗)2
1 + ε∗
(
by (3.5)
)
 ck(λ)− (λn − λ)
(
by (3.16)
)
. (3.26)
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G(u) ck(λ)− (λn − λ) for all u ∈ γ ∗n
([0,1],Bk)∩ S and all n > n∗∗(λ).
This contradicts the definition of ck(λ) because γ ∗n ∈ Γk. The contradiction guarantees the
truth of (3.8) from which the conclusion of Theorem 3.1 follows. 
4. A remark on the positive and negative solutions
In this section, we establish a parameter-depending mountain pass theorem inside the
cones, by which we may get positive and negative solutions directly. Assume e±0 ∈ ±P.
Let
Ψ± := {φ ∈ C([0,1],±D0): φ(0) = 0, φ(1) = e±0 }.
We introduce the following assumption.
(H4) c±(λ) := inf
φ∈Ψ±
sup
φ([0,1])
Gλ > max
{
Gλ(0),Gλ(e±0 )
} := ρ± for all λ ∈ Λ.
Theorem 4.1. Assume that (H1) and (H4) hold. Then for almost all λ ∈ Λ, there are two
sequences {um(±)} ⊂ ±D0 depending on λ such that
sup
m
∥∥um(±)∥∥< ∞, G′λ(um(±))→ 0, Gλ(um(±))→ c±(λ) as m → ∞,
where c±(λ) ∈ [ρ±,D±(λ)],D±(λ) := maxt∈[0,1] Gλ(te±0 ). Furthermore, if both {um(±)}
have convergent subsequences (for instance, J ′ is compact), then, for almost all λ ∈
(1/2,1), Gλ have two critical points u± ∈ ±P.
Remark 4.1. The classical mountain pass theorem can be found in [38]. A version of
parameter-depending mountain pass theorem on whole space was established in [31] which
also produces bounded (PS) sequence. But the sign of the limits was not decided there. In
general, to get positive or negative solutions, more techniques and theory (for example, the
truncating trick and maximum principle) are needed. Here, we may get both positive and
negative solutions directly.
Proof. We only consider the case of “+”. As before, c′+(λ) exists for almost all λ ∈ Λ.
For this kind of λ, choose λn ∈ (λ,2λ)∩ (1/2,1) such that λn → λ and
c′+(λ)− 1
c+(λn)− c+(λ)
λn − λ  c
′+(λ)+ 1, as n large enough. (4.1)
By the definition of c+(λ), there exists φn ∈ Ψ+ such that
sup Gλ  sup Gλn  c+(λn)+ (λn − λ). (4.2)φn([0,1]) φn([0,1])
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Gλ(u)Gλn(u) sup
φn([0,1])
Gλn  c+(λ)+
(
c′+(λ)+ 2
)
(λn − λ) (4.3)
for all u ∈ φn([0,1]). By (4.2), it is easy to check that
‖u‖ k0 := (2c′+(λ)+ 6)
1
2 if Gλ(u) c+(λ)− (λn − λ) and u ∈ φn
([0,1]). (4.4)
Define
T (ε, λ) := {u ∈D0: ‖u‖ k0 + 3, ∣∣Gλ(u)− c+(λ)∣∣ ε}.
First observe that T (ε, λ) = ∅. To see this, choose n large enough such that (c′+(λ)+ 2)×
(λn − λ) < ε. By (4.3), Gλ(u)  c+(λ) + ε for all u ∈ φn([0,1]). Evidently, by the
definition of c+(λ), we cannot have Gλ(u) < c+(λ)− (λn − λ) for all u ∈ φn([0,1]). That
is, there exists at least one u ∈ φn([0,1]) such that Gλ(u) c+(λ)− (λn −λ) c+(λ)− ε,
hence, ‖u‖ k0, u ∈ T (ε, λ) = ∅.
We just need to prove that
inf
{∥∥G′λ(u)∥∥: u ∈ T (ε, λ)}= 0. (4.5)
By way of negation, assume that there exists ε0 > 0 such that ‖G′λ(u)‖  ε0 for u ∈
T (ε0, λ). Without loss of generality, we may assume ε0 < (c+(λ) − ρ+)/3. Choose n
large enough such that
(λn − λ) ε0/5,
(
c′+(λ)+ 2
)
(λn − λ) < ε0/5,
λn − λ < 2
(
c+(λ)− ρ+
)
, λn − λ < ε
2
0
4(1 + ε0)(c′+(λ)+ 3)
.
Then by (4.3),
Gλ(u) c+(λ)+
(
c′+(λ)+ 2
)
(λn − λ) < c+(λ)+ ε0/5, ∀u ∈ φn
([0,1]). (4.6)
Define
T ∗(ε0, λ) :=
{
u ∈ E: ‖u‖ k0 + 3, c+(λ)− (λn − λ)Gλ(u) c+(λ)+ ε0
}
. (4.7)
Then, by a similar argument, T ∗(ε0, λ) = ∅ and T ∗(ε0, λ) ⊂ T (ε0, λ).
Define
M1 :=
{
u ∈ E: ‖u‖ k0 + 2, c+(λ)− λn − λ2 Gλ(u) c+(λ)+
ε0
2
}
,
M2 :=
{
u ∈ E: ‖u‖ k0 + 1, c+(λ)− λn − λ Gλ(u) c+(λ)+ ε0
}
.4 4
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κ(u) := dist(u,E \M1)
dist(u,M2)+ dist(u,E \M1) , V
∗
λ (u) =
{
κ(u)
Vλ(u)
1+‖Vλ(u)‖ , u ∈ E˜λ,
0, u ∈Kλ,
where Vλ comes from Lemma 2.1. Then V ∗λ (u) is a locally Lipschitz continuous vector
field on E. Consider the following initial value problem:
dσ(t, u)
dt
= −V ∗λ
(
σ(t, u)
)
, σ (0, u) = u, u ∈ E.
Its unique solution σ(t, u)(t  0) satisfies
∥∥σ(t, u)− u∥∥ t; (4.8)
dGλ(σ (t, u))
dt
−1
4
κ
(
σ(t, u)
) ‖G′λ(σ (t, u))‖2
1 + ‖G′λ(σ (t, u))‖
 0. (4.9)
Therefore, by (4.6) and (4.9),
Gλ
(
σ(t, u)
)
Gλ(u) c+(λ)+ ε0/5, ∀u ∈ φn
([0,1]),∀t  0. (4.10)
If u ∈ φn([0,1]) such that Gλ(u) > c+(λ)− (λn −λ)/4, then by (4.4), ‖u‖ k0, hence,
u ∈ M2. Therefore, by (4.9), (4.10), we must have
Gλ
(
σ(t, u)
)
Gλ(u) c+(λ)− (λn − λ)/4, (4.11)
for all u ∈ φn([0,1]) and u /∈ M2, ∀t  0.
If u ∈ φn([0,1])∩M2, we shall show that (4.11) is still true for t = 1.
Suppose that t1 is the largest number (may equal to ∞) such that σ(t, u) ∈ M2 for
0 t  t1. If t1 < 1, since σ(t1 + s, u) /∈ M2 for s > 0 small enough and in view of (4.10),
we have either∥∥σ(t1 + s, u)∥∥> k0 + 1 or Gλ(σ(t1 + s, u))< c+(λ)− (λn − λ)/4. (4.12)
We claim that the second conclusion of (4.12) is true. Otherwise,
Gλ(u)Gλ
(
σ(t1 + s, u)
)
 c+(λ)− (λn − λ)/4 c+(λ)− (λn − λ),
which implies by (4.2) that ‖u‖  k0. By (4.8), ‖σ(t1 + s, u)‖  ‖u‖ + t1 + s  k0 + 1,
that is, the first alternative of (4.12) fails too. Now, use (4.9) again, we must have
Gλ
(
σ(1, u)
)
Gλ
(
σ(t1 + s, u)
)
 c+(λ)− (λn − λ)/4. (4.13)
If t1  1, then σ(t, u) ∈ M2 for 0 t  1. If
Gλ
(
σ(1, u)
)
> c+(λ)− (λn − λ)/4, (4.14)
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‖σ(t, u)‖  k0 + 1 for all t ∈ [0,1]. Combining (4.9), (4.10) and (4.14), we observe that
σ(t, u) ∈ M2 ⊂ T (ε0, λ) for all t ∈ [0,1]. Hence, κ(σ (t, u)) = 1 for all t ∈ [0,1]. It follows
that
Gλ
(
σ(1, u)
)−Gλ(u) =
1∫
0
dGλ(σ (s, u))
ds
ds −1
4
1∫
0
κ
(
σ(s,u)
) ‖G′λ(σ (s, u))‖2
1 + ‖G′λ(σ (s, u))‖
ds
− ε
2
0
4(1 + ε0) .
Consequently, by (4.6),
Gλ
(
σ(1, u)
)
− ε
2
0
4(1 + ε0) + c+(λ)+ (λn − λ)
(
c′+(λ)+ 2
)
 c+(λ)− (λn − λ)4 , (4.15)
by the way we have chosen n. Anyway, (4.14) cannot be true. Recall (4.11), (4.13) and
(4.15), we have that
Gλ
(
σ(1, u)
)
 c+(λ)− (λn − λ)/4, ∀u ∈ φn
([0,1]). (4.16)
Similar to the proof of Step 4 of Theorem 2.1, we have
σ
([0,+∞),D0)⊂D0. (4.17)
If we define
φ∗(t) := σ (1, φn(t)),
then φ∗(0) = σ(1, φn(0)) = σ(1,0) = 0, φ∗(e+0 ) = σ(1, φn(e+0 )) = σ(1, e+0 ) = e+0 ,
since 0, e+0 /∈ M1. This and (4.17) mean φ∗ ∈ Ψ+. But (4.16) contradicts the definition
of c+(λ). Then we get the first part of Theorem 4.1. As for the second part, we just note
that (H1) implies that Kλ ∩D0 ⊂ P. 
5. Applications to Schrödinger equations
Consider the existence of sign-changing solutions to the Schrödinger equation:
−u+ V (x)u = β|u|2∗−2u+ f (x,u), x ∈ RN, β  0, (5.1)β
where N  3,2∗ = 2N/(N − 2) is the critical Sobolev exponent; f (x, t) : RN × R → R is
a Carathéodory function with subcritical growth. We study the cases of β = 0 (subcritical
growth) and of β > 0 (critical growth).
Throughout this section, we always assume the following geometric condition and
growth hypothesis:
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meas
({
x ∈ Br(y): V (x)M
})→ 0 as |y| → ∞,
where Br(y) denotes the ball centered at y with radius r .
(S2) f : RN × R → R is a Carathéodory function with subcritical growth:
∣∣f (x,u)∣∣ c(1 + |u|s−1) for all u ∈ R and x ∈ RN,
where s ∈ (2,2∗); f (x,u)u  0 for all (x,u) and f (x,u) = o(|u|) as |u| → 0 uni-
formly for x ∈ RN.
Let E be the Hilbert space
E :=
{
u ∈ H 1(RN):
∫
RN
V (x)u2dx < ∞
}
endowed with the inner product 〈u,v〉 := ∫RN (∇u∇v+V (x)uv)dx for u,v ∈ E and norm
‖u‖ := 〈u,u〉1/2. We have the following proposition.
Proposition 5.1. (Cf. [8]) Assume (S1), then the embedding E ↪→ Lc(RN) is continuous if
c ∈ [2,2∗] and compact if c ∈ [2,2∗).
Condition (S1) can be replaced by one of the following simpler conditions:
• meas({x ∈ Rn: V (x)M}) < ∞ for any M > 0 (cf. [9]),
• V (x) → ∞ as |x| → ∞ (cf. [39]).
The standard elliptic theory implies that the eigenvalue problem
−u+ V (x)u = λu, x ∈ RN,
possesses a sequence of positive eigenvalues: 0 < λ1 < λ2 < · · · < λk < · · · → ∞. The
principal eigenvalue λ1 is simple with positive eigenfunction ϕ1, and eigenfunction ϕk
corresponding to λk(k  2) is sign-changing. Let Xk denote the eigenspace of λk , then
dimXk < ∞. Let Ek := X1 ⊕ · · · ⊕Xk and
P := {u ∈ E: u(x) 0 for a.e. x ∈ RN}.
Then P (−P ) is the positive (negative) cone of E.
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In this subsection, we consider an asymptotically linear equation (5.1)β with β = 0. We
introduce the following assumptions.
(A0) There are constants F0 > 0,F∞ > 0 such that
2F(x, t) F0t2 for all x ∈ RN, t ∈ R, (5.2)
and that
lim inf|t |→∞
2F(x, t)
t2
= F∞ > λk uniformly for x ∈ RN, (5.3)
where λk (k  2) is a fixed eigenvalue of −+ V (x) and F is the primitive of f .
Choose λl such that
λl >
(32F0)2
λk − λk−1 . (5.4)
Since dimEl−1 < ∞, we may find a constant Cl−1 > 0 such that
1
Cl−1
‖u‖2  ‖u‖∞ := sup
RN
|u| Cl−1‖u‖, ∀u ∈ El−1. (5.5)
(A1) 2F(x, t) λk−1t2 for all x ∈ RN , |t | 1.
(A2) 2F(x, t)  λk+λk−12 t2 for all x ∈ RN and |t |  r0, where r0 is a constant and r0 
10λkCl−1(λk − λk−1)−1/2.
(A3) H(x, t) := f (x, t)t − 2F(x, t) > 0 for all x ∈ RN, t = 0; H(x, t) is convex in t .
Remark 5.1. In (A2), it is required that r0 is bounded below by a constant that depends on
F0, λk and λk−1 hence on the global behavior of F and the potential V . Viewing from this
point, it is a very strict assumption. However, at the expense of (A0)–(A3), the equation
permits it having the jumping nonlinearities. Noting that there is no Fucˇík spectrum of the
Schrödinger equation can be applied to this situation, the expense is still worthy. Basically,
(A2) will be used to check the condition (H2).
Finally, for given constants F0, F∞, λk and λk−1, it is possible to construct a function
satisfying (S2) and (A0)–(A3) though it is not so easy. Here we have the following simpli-
fied example. For the simplicity of calculating, we choose F0 = 5, F∞ = 4, λk−1 = 1/3,
λk = 11/3 and assume that Cl−1 = 4. Let r0 = 100 and define
f (x, t) =


t2, t ∈ [0,1],
2t − t1/2, t ∈ [1,100],
5t − 31t1/2, t ∈ [100,900],
1/24t − t , t  900.
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function. We have
F(x, t) =


t3/3, t ∈ [0,1],
t2 − 2t3/2/3, t ∈ [1,100],
5t2/2 − 62t3/2/3 + 5000, t ∈ [100,900],
2t2 − 2t3/2/3 − 130000, t  900.
Then it is easily seen that (S2) and (A0)–(A3) are satisfied.
Remark 5.2. The above assumptions include the following case which is well known as
problems with jumping nonlinearities.
{
f (x, t)/t → a as t → −∞,
f (x, t)/t → b as t → ∞, (5.6)
here a, b are allowed to be any (different) numbers greater than λk . In other words, the
jump may cross an arbitrarily finite number of eigenvalues. Recall the Dirichlet boundary
value problem
{−u = f (x,u), in Ω ,
u = 0, on ∂Ω , (5.7)
where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω and f (x, t) jumps at ±∞
in the sense of (5.6). The existence of solutions of (5.7) is closely related to the equation
−u = bu+ − au−, where u± = max{±u,0}.
Conventionally, the set
Σ := {(a, b) ∈ R2: −u = bu+ − au−, u|∂Ω = 0 has nontrivial solutions}
is called the Fucˇík spectrum of − (cf. [29,41]). It plays a key role in most papers of this
aspect. However, so far no complete description of Σ has been found. The Fucˇík spec-
trum corresponding to the Schrödinger equation (5.1)β has not been studied and nothing
is known. It is an interesting open question. Fortunately, the results of this paper do not
need to involve the idea of the Fucˇík spectrum. The main result of this subsection is the
following theorem.
Theorem 5.1. Assume (A0)–(A3). Then Eq. (5.1)β (β = 0) has three nontrivial solutions:
one of which is sign-changing, one is positive, another one is negative.
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In this subsection, we consider a superlinear equation (5.1)β with subcritical growth
(i.e., β = 0). We are interested in the existence of infinitely many sign-changing solutions.
Assume
(1) lim inf|t |→∞ f (x,t)t = ∞ uniformly for x ∈ RN .
(2) f (x, t) is odd in t .
(3) f (x,t)t is nondecreasing in t > 0.
The main results of this subsection are the following theorems.
Theorem 5.2. Assume (1)–(3). Then Eq. (5.1)β (β = 0) has one positive solution, one
negative solution and infinitely many sign-changing solutions.
Condition (3) can be replaced by
(4) H(x, t) := f (x, t)t − 2F(x, t) 0 for all x ∈ RN ; H(x, t) is convex in t > 0.
Remark 5.3. If f (x, t) is differentiable in t , it is easy to check that (4) implies (3).
Although it is a special case of Theorem 5.2, we would like to state the following result.
Theorem 5.3. Assume (1), (2) and (4). Then Eq. (5.1)β (β = 0) has one positive
solution, one negative solution and infinitely many sign-changing solutions.
Remark 5.4. We recall a paper [25] where V (x) and f (x, t) is periodic for each x variables
and infinitely many sign-changing solutions obtained by totally different theory. A recent
paper [7] obtained a similar result for superlinear and subcritical case, where a global (PS)
compactness condition is imposed in order to apply the genus. Hence, the Ambrosetti–
Rabinowitz’s super-quadratic (ARS, for short) condition is demanded there. The conditions
(1) and (3) above are essentially different from (ARS) condition. Both asymptotically
linear and critical cases are not studied there. After this paper was finished, we learned that
in paper [36] the authors tried to weaken (ARS). First, for the bounded domain case, they
introduced the assumptions that
lim|t |→∞
F(x, t)
t2
= ∞
uniformly for x ∈ Ω and that f (x, t)t − 2F(x, t) is nondecreasing in |t | and increasing
in |t | > 0 small. In particular, if f is odd in t , in paper [36] the authors imposed more
regularity on f , i.e., f is of C1 in t . Secondly, on entire spaces, the x dependence is
radially symmetric, is V (x) = V (|x|), f (x, t) = f (|x|, t). We also refer the readers to
[45,55] for existence results without (ARS).
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Consider the Schrödinger equation (5.1)β (β > 0) with critical Sobolev exponent
growth:
−u+ V (x)u = β|u|2∗−2u+ f (x,u), x ∈ RN.
It is well known that the equation
−u+ u = |u|2∗−2u, x ∈ RN,
has no positive solution. This is a consequence of the Pohozaev type identity (cf. [16]). The
equation
−u+ V (x)u = |u|2∗−2u, x ∈ RN, (5.8)
has a positive solution provided V (x)  0 and its Ln/2-norm is small (see [14,15]). If
V (x) ≡ 0 on RN , this equation has the positive solution
[N(N − 2)](N−2)/4
(1 + |x|2)(N−2)/2 .
Particularly, all positive solutions of (5.8) can be obtained from this solution by dilations
and translations. If V (x) → ∞ as |x| → ∞ and f (x,u) ≡ 0, [23] obtained one nontrivial
solution to (5.1)β , where β can be a function.
We mention a Dirichlet boundary value problem:
−u = µu+ |u|2∗−2u in Ω, u = 0 on ∂Ω, (5.9)
where Ω is a bounded smooth domain of RN . The existence of solutions of (5.9) had been
studied extensively after the celebrated paper of Brezis and Nirenberg [19]. It seems the
first result of sign-changing solution of (5.9) was obtained by Cerami, Solimini and Struwe
in [21], where the domain is needed to be a ball and the dimension N  7. The methods
and ideas in [21] (see also [28,30] for dual methods) are totally different from those in this
paper and do not appear to be applicable directly to the problems here. We assume
(5) f (x, t)t − 2F(x, t) 0 for all x, t.
Theorem 5.4. Assume (1), (2) and (5). Then there exists β0 > 0 such that, for any β ∈
(0, β0), Eq. (5.1)β has one sign-changing solution, one positive solution and one negative
solution.
The following theorem concerns the sign-changing solution u of (5.1)β with respect
to parameter β > 0. We call that {(βk, uk)} are sign-changing and unbounded if {uk} are
sign-changing and unbounded.
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solutions (βk, vk), a sequence of negative solutions (βk,wk) and an unbounded sequence
of sign-changing solutions {(βk, uk)} satisfying
1
2
∫
RN
(|∇uk|2 + V (x)|uk|2)dx − βk2∗
∫
RN
|uk|2∗ dx −
∫
RN
F (x,uk) dx → ∞ as k → ∞.
5.4. The proofs of the results of Section 5.1
Consider
Gλ(u) = λ2‖u‖
2 −
∫
RN
F (x,u)dx, λ ∈ (1/2,1) := Λ. (5.10)
Then Gλ ∈ C1(E,R) and G′λ = λid − J ′, where J ′ := (−+V )−1f. We seek the critical
points of G1 := G.
Lemma 5.1. Assume (A1). Then
Gλ(u) 2λk−1C2k−1, ∀u ∈ Ek−1, ∀λ ∈ (1/2,1).
Proof. We first observe that Gλ(u)G(u) for all u ∈ E. Then for u ∈ Ek−1,
G(u) = 1
2
‖u‖2 −
∫
|u|1
F(x,u)dx −
∫
|u|<1
F(x,u)dx
 1
2
‖u‖2 − 1
2
∫
|u|1
λk−1u2 dx −
∫
|u|<1
F(x,u)dx  1
2
∫
|u|1
λk−1u2 dx
 1
2
λk−1 sup
u∈Ek−1, sup |u|2
‖u‖22 
1
2
λk−1 sup
u∈Ek−1, sup |u|2
(
Ck−1‖u‖∞
)2
 2λk−1C2k−1. 
Lemma 5.2. Under the assumption of (5.3), Gλ(u) → −∞ for u ∈ Ek as ‖u‖ → ∞ uni-
formly for λ ∈ (1/2,1).
Proof. First, we observe that
‖u‖2 −
∫
N
F∞u2 dx −δ‖u‖2, ∀u ∈ Ek, (5.11)
R
402 W. Zou / Journal of Functional Analysis 234 (2006) 364–419where δ = (F∞ − λk)/λk. Further, note that dimEk < ∞, we may find a R > 0 such that
∫
RN\BR(0)
F∞u2
‖u‖2 dx 
δ
4
,
∫
RN\BR(0)
∣∣F(x,u)∣∣dx  δ
8
‖u‖2 (5.12)
for all u ∈ Ek. Here and in the sequel, BR(0) := {x ∈ RN : |x|R}. It follows from (5.11),
(5.12) that
‖u‖2 −
∫
BR(0)
F∞u2 dx −3δ4 ‖u‖
2 for all u ∈ Ek. (5.13)
Furthermore, by (5.3), for ε < λ1δ/10, there exists Cε > 0 such that 12F∞t2 − F(x, t) 
1
2εt
2 +Cε for all x ∈ BR(0), t ∈ R. Therefore, combining (5.11)–(5.13),
Gλ(u)
1
2
‖u‖2 − 1
2
∫
BR(0)
F∞u2 dx +
∫
BR(0)
(
1
2
F∞u2 − F(x,u)
)
dx
−
∫
RN\BR(0)
F (x,u)dx
−3δ
8
‖u‖2 + δ
8
‖u‖2 +
∫
BR(0)
(
1
2
εu2 +Cε
)
dx
− δ
5
‖u‖2 +
∫
BR(0)
Cε dx.
The lemma follows immediately. 
Lemma 5.3. Assume (A2). Then there exists ρ0 > 0 independent of λ such that
Gλ(u) 2λk−1C2k−1
for all u ∈ E⊥k−1 with ‖u‖ = ρ0 and all
λ ∈
(
5λk + 3λk−1
6λk + 2λk−1 ,1
)
.
Proof. Since
2F(x, t) 2F0t2 − F0r2 for |t | r0, x ∈ RN, (5.14)0
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· · · ⊕Xl−1 and w ∈ E⊥l−1, where l is given in (5.4). Let λ¯ = λk+λk−12 and
ξ1 := λ(2F0 + λl)4 w
2 + λ(λk + λ¯)
4
v2 − F(x, v +w). (5.15)
If |v +w| r0, then by condition (A2) and the choice of λl , we see that
ξ1 
λ(2F0 + λl)
4
w2 + λ(λk + λ¯)
4
v2 − 1
2
λ¯(v +w)2
 λ(2F0 + λl)− 2λ¯
4
w2 + λ(λk + λ¯)− 2λ¯
4
v2 − λ¯|vw|

(
((2λF0 + λλl − 2λ¯)(λλk + λλ¯− 2λ¯))1/2
2
− λ¯
)
|vw|
 0. (5.16)
If |v +w| > r0, then by (5.14), we conclude that
ξ1 
λ(λl + 2F0)− 4F0
4
w2 + λ(λk + λ¯)− 4F0
4
v2 − 2F0vw + F0r
2
0
2
:= ξ2 + ξ3, (5.17)
where
ξ2 := λλl + 2λF0 − 4F08 w
2 + (λλk − λλ¯)
4
v2 − λ¯vw,
ξ3 := λλl + 2λF0 − 4F08 w
2 − 2F0 − λλ¯
2
v2 − (2F0 − λ¯)vw + F0r
2
0
2
. (5.18)
Next, we estimate ξ2 and ξ3. If
λ(λk − λ¯)
4
|v| − λ¯|w| 0,
then
ξ2 
λλl + 2λF0 − 4F0
8
w2 +
(
λλk − λλ¯
4
|v| − λ¯|w|
)
|v| 0. (5.19)
If
λ(λk − λ¯) |v| − λ¯|w| 0,
4
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ξ2 
(
λλl + 2λF0 − 4F0
8
− 4λ¯
2
λλk − λλ¯
)
w2 + λλk − λλ¯
4
v2  0. (5.20)
On the other hand,
ξ3 
λ(λl + 2F0)− 4F0
8
w2 − (2F0 − λ¯)v2 − (2F0 − λλ¯)2 vw +
F0r20
2
 λ(λl + 2F0)− 12F0 + 4λ¯
8
w2 − 4F0 − λλ¯− λ¯
2
v2 + F0r
2
0
2
−4F0 − λλ¯− λ¯
2
v2 + F0r
2
0
2
. (5.21)
Choose
ρ0 := 2
Cl−1
(
F0r20
4F0 − 3/2λ¯
)1/2
.
If ‖u‖ = ρ0, then ‖v‖∞  Cl−1‖v‖  Cl−1‖u‖  Cl−1ρ0. Hence, ξ3  0. Therefore, by
(5.15)–(5.21), ξ1  0. Finally,
Gλ(u) = Gλ(v +w) = λ2
(‖v‖2 + ‖w‖2)− ∫
RN
F (x, v +w)dx
 λ
4
‖v‖2 + λ
4
‖w‖2 + λ
4
λk‖v‖22 +
λ
4
λl‖w‖22 −
∫
RN
F (x,u)dx
 1
4
(
1 − λλ¯
λk
)
‖v‖2 + 1
4
(
1 − 2λF0
λl
)
‖w‖2 +
∫
RN
ξ1 dx
 1
4
min
{(
1 − λλ¯
λk
)
,
(
1 − 2λF0
λl
)}
‖u‖2  1
4
(
1 − λ¯
λk
)
ρ20
 2λk−1C2k−1. 
In general, the sphere of Ek−1 is not a subset of S . Therefore, we have to choose an
approximation of finite-dimensional subspace of E. Consider Em with m > k + 2. Then
Em ⊂ Em+1 ⊂ Em+2 ⊂ · · · → E forms an approximation of E. Define
Bm := (Xk ⊕Xk+1 ⊕ · · · ⊕Xm)∩ ∂Bρ0(0), (5.22)
where ρ0 comes from Lemma 5.3, and let
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y0 ∈ Xk, ‖y0‖ = 1, (5.23)
where R > ρ0 is chosen by Lemma 5.2 such that Gλ(u)  0 for u ∈ Ek with ‖u‖  R
uniformly for λ ∈ (1/2,1). Then A links Bm (cf. [42]) and each element of Bm is sign-
changing. Obviously, by Lemmas 5.1–5.3,
a0(λ) = sup
A
Gλ  2λk−1C2k−1  inf
Bm
Gλ for λ ∈
(
5λk + 3λk−1
6λk + 2λk−1 ,1
)
. (5.24)
Let Pm = P ∩ Em be the positive cone in Em. Then it is easy to check that
dist(Bm,−Pm ∪ Pm) = δm > 0 since Bm is compact.
For µ0 < δm, we define
D0(m,µ0) :=
{
u ∈ Em: dist(u,Pm) < µ0
}
,
D1(m,µ0) :=
{
u ∈ Em: dist(u,Pm) < µ0/2
}
.
D(m) := −D0(m,µ0)∪D0(m,µ0), Sm := Em \D(m). (5.25)
Then Bm ⊂ Sm. Now we consider Gλ,m := Gλ|Em . Then
G′λ,m(u) = λu− ProjmJ ′(u) := λu− J ′m(u), u ∈ Em, (5.26)
where Projm denotes the projection of E onto Em. We have to show that (H1) of Theo-
rem 2.1 is satisfied for Gλ,m and J ′m.
Lemma 5.4. There exists µ0 ∈ (0, δm), µ0 < 1/2 such that
dist
(
J ′m(u),±Pm
)
 1
5
dist(u,±Pm)
for all u ∈ Em with dist(u,±Pm) < µ0. That is, (H1) is satisfied for Gλ,m.
Proof. We modify an argument of [7]. Write u+ = max{u,0}, u− = min{u,0}. For any
u ∈ Em,
‖u±‖t  C′t min
w∈(∓Pm)
‖u−w‖t  Ct min
w∈(∓Pm)
‖u−w‖ = Ctdist(u,∓Pm) (5.27)
where t ∈ [2,2∗], C′t ,Ct > 0 are constants (depending on m only). By assumptions (S2),
for each ε′ > 0, there exists Cε′ > 0 such that f (x,u)u  ε′u2 + Cε′ |u|s , for x ∈ RN
and all u ∈ R. Let v = ProjmJ ′(u) = J ′m(u). Since Em is finite-dimensional, there exists a
constant C˜m (depending on m only) such that
1
˜ ‖z‖
2
2  ‖z‖2  C˜m‖z‖22, ∀z ∈ Em.Cm
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dist(z,∓Pm) (C˜m)‖z±‖, ∀z ∈ Em.
Note (5.26) and (5.27) and recall that f (x, t)t  0, for all t ∈ R and x ∈ RN , for ε′ > 0
small enough, we have
dist(v,∓Pm)‖v±‖ (C˜m)‖v±‖2 = (C˜m)〈v, v±〉
= (C˜m)
∫
RN
f (x,u±)v± dx  (C˜m)
∫
RN
(
ε′|u±| +Cε′ |u±|s−1
)|v±|dx

(
1
6
dist(u,∓Pm)+Cdist(u,∓Pm)s−1
)
‖v±‖,
that is, dist(J ′m(u),∓Pm)  ( 16 )dist(u,∓Pm) + Cdist(u,∓Pm)s−1. So there exists µ0 <
δm, µ0 < 1/2 such that dist(J ′m(u),∓Pm) 15 dist(u,∓Pm) for every u with dist(u,∓Pm) <
µ0. 
Proof of Theorem 5.1. Lemma 5.4 and (5.24) say that conditions of Theorem 2.1 are
satisfied for Gλ,m and J ′m. Therefore, by Corollary 2.1, for almost all
λ ∈
(
5λk + 3λk−1
6λk + 2λk−1 ,1
)
,
there exists um(λ) ∈ Sm (a sign-changing critical point) such that
G′λ,m
(
um(λ)
)= 0, Gλ,m(um(λ)) ∈ [b0, sup
(t,u)∈[0,1]×A
G
(
(1 − t)u)], (5.28)
where b0 := 2λk−1C2k−1 and sup(t,u)∈[0,1]×AG((1 − t)u) are independent of λ,m, since A
is a set independent of λ, m.
We first show that Gλ has a sign-changing critical point. This subjects to prove that
{um(λ)}∞m has a convergent subsequence with sign-changing limit. We have to prove that
{um(λ)}∞m is bounded first. Once this is known, the existence of a convergent subsequence
follows immediately from Proposition 5.1, since the equation is of subcritical growth. Next,
we insert a lemma on the boundedness of {um(λ)}∞m=1.
Lemma 5.5. {um(λ)}∞m=1 is bounded. Moreover, the limit of the convergent subsequence is
sign-changing.
Proof. Assume that ‖um(λ)‖ → ∞ as m → ∞. We consider wm := um(λ)/‖um(λ)‖.
Then, up to a subsequence, we get that
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wm → w in Lt(RN) for 2 t < 2∗,
wm(x) → w(x) a.e. x ∈ RN.
Case 1. w = 0 in E. Since G′λ,m(um(λ)) = 0,∫
RN
H
(
um(λ)
)
dx =
∫
RN
(
1
2
f
(
x,um(λ)
)
um(λ)− F
(
x,um(λ)
))
dx
= Gλ,m
(
um(λ)
)− 1
2
〈
G′λ,m
(
um(λ)
)
, um(λ)
〉
= Gλ,m
(
um(λ)
) ∈ [b0, sup
(t,u)∈[0,1]×A
G
(
(1 − t)u)].
However, by (A3), H(x, t) → ∞ as |t | → ∞ for each x ∈ RN. Therefore∫
RN
H
(
um(λ)
)
dx 
∫
{w(x) =0}
H
(
um(λ)
)
dx → ∞ as m → ∞.
a contradiction.
Case 2. w = 0 in E. We define
Gλ,m
(
tmum(λ)
) := max
t∈[0,1]
Gλ,m
(
tum(λ)
)
.
For any c > 0 and w¯m := (4c)1/2wm, we have, for m large enough, that
Gλ,m
(
tmum(λ)
)
Gλ,m(w¯m) = 2cλ−
∫
RN
F (x, w¯m)dx 
c
2
,
which implies that limm→∞ Gλ,m(tmum(λ)) = ∞. Evidently, tm ∈ (0,1), hence, we have
〈G′λ,m(tmum(λ)), tmum(λ)〉 = 0. It follows that∫
RN
(
1
2
f
(
x, tmum(λ)
)
tmum(λ)− F
(
x, tmum(λ)
))
dx → ∞.
By the convexity of H(x, t) in condition (A3), we have that∫
RN
(
1
2
f
(
x,um(λ)
)
um(λ)− F
(
x,um(λ)
))
dx

∫
N
(
1
2
f
(
x, tmum(λ)
)
tmum(λ)− F
(
x, tmum(λ)
))
dx → ∞,R
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∫
RN
(
1
2
f
(
x,um(λ)
)
um(λ)− F
(
x,um(λ)
))
dx
= Gλ,m
(
um(λ)
) ∈ [b0, sup
(t,u)∈[0,1]×A
G
(
(1 − t)u)].
To prove that the limit of the convergent subsequence of {um(λ)}∞m is sign-changing,
we let u±m := max{±um(λ),0}. Then
λ‖u±m‖2 =
∫
RN
f (x,u±m)u±m dx. (5.29)
By (S2), there exists C > 0 such that
f (x,u)u λ1
3
|u|2 +C|u|s , x ∈ RN, u ∈ R.
It follows that
1
2
‖u±m‖2 
1
3
‖u±m‖2 +C‖u±m‖ss . (5.30)
Hence, ‖u±m‖  s0 > 0, where s0 is a constant independent of m,λ. This implies that the
limit of the convergent subsequence of {um(λ)}∞m is sign-changing. 
We continue to finish the proof of Theorem 5.1. Lemma 5.5 implies that, for almost all
λ ∈
(
5λk + 3λk−1
6λk + 2λk−1 ,1
)
,
Gλ has a sign-changing critical point, say uλ, with
G′λ(uλ) = 0, Gλ(uλ) ∈
[
b0, sup
(t,u)∈[0,1]×A
G
(
(1 − t)u)] (by (5.28)).
Next we just have to show that {uλ}λ∈Λ is bounded and let λ → 1 . The proof of bounded-
ness of {uλ} for
λ ∈
(
5λk + 3λk−1
6λk + 2λk−1 ,1
)
is the same as that of Lemma 5.5. By the same arguments as (5.29), (5.30), the limit is also
sign-changing with critical value in[
b0 , sup
(t,u)∈[0,1]×A
G
(
(1 − t)u)].
This finishes the proof of the existence of sign-changing critical point of G.
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Theorem 4.1, this is trivial. By Lemma 5.2, since E1 ⊂ P , we may choose e+0 ∈ P such that
Gλ(e
+
0 ) Gλ(0) = 0. Obviously, by (S2), all the conditions of Theorem 4.1 are satisfied
and therefore, Gλ has a critical point vλ ∈ P :
G′λ(vλ) = 0, Gλ(vλ) = c+(λ) c∗ > 0,
here we may choose c∗ > 0 independent of λ (by (S2)). Similarly, we may show that
{vλ}λ∈Λ is bounded and has a convergent subsequence whose limits v∗ ∈ P satisfying
G′(v∗) = 0,G(v∗) c∗ > 0. Analogously, we may get a negative critical point of G. 
5.5. The proofs of the results of Section 5.2
We are going to prove Theorems 5.2, 5.3 by applying Theorem 3.1. Given k  2 and
m > k + 2. Set Ek = ⊕kj=1 Xj , Zk = ⊕∞j=k Xj and Zk,m = ⊕mj=k Xj . Then Em =
Ek−1 ⊕Zk,m. Let
Bk :=
{
u ∈ Ek: ‖u‖ ρk
}
, Nk :=
{
u ∈ Zk: ‖u‖ = rk
}
,
Nk,m :=
{
u ∈ Zk,m: ‖u‖ = rk
}
,
where ρk > rk > 0 are constants to be determined.
Lemma 5.6. Under the assumptions of Theorems 5.2 and 5.3, there exist constants ρk >
rk > 0 independent of λ,m such that
max
∂Bk
Gλ  ak  0 < bk  inf
Nk
Gλ (5.31)
for all λ ∈ (1/2,1). Here ak and bk are independent of λ,m. Moreover, bk → ∞ as
k → ∞.
Proof. By (S2), there exist C1 > 0, s ∈ (2,2∗) such that |F(x,u)|  λ18 u2 + C1|u|s for
x ∈ RN,u ∈ R. Recall the Gagliardo–Nirenberg inequality [37]:
‖u‖s  c0‖∇u‖α2‖u‖1−α2 for all u ∈ H 1(RN),
where α = N(1/2 − 1/s), c0 is a constant depending on s,N . Note λk‖u‖22  ‖u‖2 for all
u ∈ E⊥k−1, we have the following estimates:
Gλ(u)
1
4
‖u‖2 − λ1
8
∫
RN
|u|2 dx −C1
∫
RN
|u|s dx  1
8
‖u‖2 −C1c0‖∇u‖sα2 ‖u‖s(1−α)2
 1
8
‖u‖2 −C1c0‖u‖sλ−s(1−α)/2k 
1
16
r2k := bk
for u ∈ E⊥ with ‖u‖ = rk := λs(1−α)/(2(s−2))/(16c0C1)1/(s−2).k−1 k
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Gλ(u)
‖u‖2 
1
2
−
∫
RN
F (x,u)
‖u‖2 dx → −∞
as ‖u‖ → ∞, u ∈ Ek uniformly for λ ∈ (1/2,1). Then there exists ρk > 0 such that
max∂Bk Gλ  ak  0, where ρk > rk are independent of λ,m. 
Note that Lemma 5.4 is still true and Nk,m ⊂ Sm, we may use Theorem 3.1 to Gλ,m
on Em. Then Gλ,m has a sign-changing critical point um(λ) in Sm with critical value
in [bk,maxBk G(u)], an interval independent of λ and m. Next we have to show that{um(λ)}∞m has a convergent subsequence whose limit denoted by uλ is a sign-changing
critical point of Gλ. Finally, we show that {uλ} has a convergent subsequence as λ → 1
whose limit is a sign-changing critical point of G.
Lemma 5.7. Under the assumptions of Theorems 5.2 and 5.3, for almost all λ ∈ (1/2,1),
{um(λ)}∞m=1 is bounded.
Proof. Assume that ‖um(λ)‖ → ∞ as m → ∞. We consider
wm := um(λ)‖um(λ)‖ .
Then, up to a subsequence, we get that
wm ⇀w in E,
wm → w in Lt(RN) for 2 t < 2∗,
wm(x) → w(x) a.e. x ∈ RN.
Case 1. w = 0 in E. Since G′λ,m(um(λ)) = 0, we have that∫
RN
f (x,um(λ))um(λ)
‖um(λ)‖2 dx  c.
On the other hand, by Fatou’s lemma and conditions (1) and (S2),∫
RN
f (x,um(λ))um(λ)
‖um(λ)‖2 dx =
∫
{w(x) =0}
∣∣wm(x)∣∣2 f (x,um(λ))um(λ)|um(λ)|2 dx → ∞,
a contradiction.
Case 2. w = 0 in E. Define
G′λ,m
(
tmum(λ)
) := max Gλ,m(tum(λ)).
t∈[0,1]
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Gλ,m
(
tmum(λ)
)
Gλ,m(w¯m) = c −
∫
RN
F (x, w¯m)dx  c/2,
which implies that limm→∞ Gλ,m(tmum(λ)) = ∞. Evidently, tm ∈ (0,1), hence, we have
〈G′λ,m(tmum(λ)), tmum(λ)〉 = 0. It follows that∫
RN
(
1
2
f
(
x, tmum(λ)
)
tmum(λ)− F
(
x, tmum(λ)
))
dx → ∞.
If condition (3) holds, h(t) = 12 t2f (x, s)s − F(x, ts) is increasing in t ∈ [0,1], hence
1
2f (x, s)s − F(x, s) is increasing in s > 0. Combining the oddness of f , we have that∫
RN
(
1
2
f
(
x,um(λ)
)
um(λ)− F
(
x,um(λ)
))
dx

∫
RN
(
1
2
f
(
x, tmum(λ)
)
tmum(λ)− F
(
x, tmum(λ)
))
dx → ∞, (5.32)
If condition (4) holds, then (5.32) is still true. Therefore, we get a contradiction since
∫
RN
(
1
2
f
(
x,um(λ)
)
um(λ)− F
(
x,um(λ)
))
dx = Gλ,m(um(λ)) ∈
[
bk, max
Bk
G
]
. 
Once we have proved the boundedness of {um(λ)}∞m=1, similar to step (5.29), (5.30),
we get a sign-changing critical point uλ of Gλ with critical value in [bk,maxBk G(u)]
(independent of λ). Repeating the same procedure, we may prove that {uλ} is bounded
and similar to the argument of (5.29), (5.30) again, its limit, the critical point of G with
critical value in [bk,maxBk G(u)], is also sign-changing. Since bk → ∞ as k → ∞, we get
infinitely many sign-changing critical point of G.
The proof of the existence of positive and negative solutions are the same as that in the
end of the proof Theorem 5.2 since, for this case, Gλ still has mountain pass geometry in
cones. This finishes the proof of Theorems 5.2, 5.3. 
5.6. The proofs of the results of Section 5.3
We use the same notations Ek , Zk , Zk,m, Nk , Bk , Nk,m as that in preceding subsection.
Let
S := inf
1 N
‖∇u‖2
‖u‖2u =0, u∈H (R ) 2∗
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SE := inf
u =0,u∈E
‖u‖2
‖u‖22∗
. (5.33)
Then SE  S. Define
Gλ,β(u) = λ2‖u‖
2 − β
2∗
∫
RN
|u|2∗ dx −
∫
RN
F (x,u)dx, λ ∈
(
1
2
,1
)
, β > 0. (5.34)
Then Gλ,β ∈ C1(E,R) and G′λ,β = λ id − Jβ , where
Jβ(u) := (−+ V )−1
[
β|u|2∗−2u+ f (x,u)].
Lemma 5.8. There exist constants C1, c0 > 0, α ∈ (0,1) such that
Gλ(u)
1
32
r2k := bk
for all u ∈ E⊥k−1 with
‖u‖ = rk := λ
s(1−α)/(2(s−2))
k
(16c0C1)1/(s−2)
and all λ ∈ (1/2,1), β ∈ (0,2∗S2∗/2E /(32r2
∗−2
k )). Particularly, bk → ∞ as k → ∞.
Proof. By (S2), there exists C1 > 0 such that |F(x,u)|  λ18 u2 + C1|u|s for x ∈ RN ,
u ∈ R. By Gagliardo–Nirenberg inequality:
‖u‖s  c0‖∇u‖α2‖u‖1−α2 for all u ∈ H 1(RN),
where α = N(1/2 − 1/s), c0 is a constant depending on s,N . Note λk‖u‖22  ‖u‖2 for all
u ∈ E⊥k−1, we have the following estimates:
Gλ,β(u)
1
4
‖u‖2 − β
2∗
∫
Rn
|u|2∗ dx − λ1
8
∫
RN
|u|2 dx −C1
∫
RN
|u|s dx
 1
8
‖u‖2 − β
2∗
∫
RN
|u|2∗ dx −C1c0‖∇u‖sα2 ‖u‖s(1−α)2
 1
8
‖u‖2 −C1c0‖u‖sλ−s(1−α)/2k −
β
2∗
S
−2∗/2
E ‖u‖2
∗
 1 r2k32
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‖u‖ = rk := λ
s(1−α)/(2(s−2))
k
(16c0C1)1/(s−2)
and β 
2∗S2
∗/2
E
32r2∗−2k
. 
Lemma 5.9. There is a constant ρk depending on k, independent of λ, β , such that
ρk > rk, Gλ(u) 0,
for all u ∈ Ek with ‖u‖ = ρk uniformly for λ ∈ (1/2,1) and β > 0.
Proof. Since dimEk < ∞, then by (1),
Gλ,β(u)
‖u‖2 
1
2
−
∫
RN
F (x,u)
‖u‖2 dx → −∞
as ‖u‖ → ∞, u ∈ Ek uniformly for λ ∈ (1/2,1) and β > 0. The lemma follows immedi-
ately. 
Now we consider Gλ,β,m := Gλ,β |Em , then
G′λ,β,m(u) = λu− ProjmJ ′β(u) = λu− J ′β,mu, u ∈ Em,
where Projm denotes the projection of E onto Em. Lemma 5.4 is still valid for J ′β,m.
By Theorem 3.1, since dimEm < ∞, for almost all λ ∈ (1/2,1), Gλ,β,m has a sign-
changing critical point um(λ,β) such that
G′λ,β,m
(
um(λ,β)
)= 0, Gλ,β,m(um(λ,β)) ∈ [bk, max
Bk
G1,0
]
, (5.35)
here bk (defined in Lemma 5.8) and maxBk G1,0 are two constants depending on k only.
Lemma 5.10. Assume (1)–(3). If
β ∈
(
0,
S
2∗/2
E
22∗/2(N maxBk G1,0)(2
∗−2)/2
)
,
then {um(λ,β)}∞m=1 has a convergent subsequence.
Proof. Since
G′λ,β,m
(
um(λ,β)
)= 0, Gλ,β,m(um(λ,β)) ∈ [bk, maxG1,0], (5.36)
Bk
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simplicity, we denote um := um(λ,β). We observe that
∫
RN
2β
2∗ |um|2
∗
‖um‖2 dx 
∫
RN
2β
2∗ |um|2
∗ + 2F(x,um)
‖um‖2 dx → 1 as m → ∞. (5.37)
Let wm = um/‖um‖, then wm → w∗ weakly in E, strongly in L2(RN) and a.e. x in RN.
Denote Ω1 = {x ∈ RN : w∗(x) = 0}. Then
|um|2∗
u2m
w2m → ∞ for x ∈ Ω1.
If Ω1 has a positive measure, then
∫
RN
|um|2∗
‖um‖2 dx =
∫
RN
|um|2∗
u2m
w2m dx 
∫
Ω1
|um|2∗
u2m
w2m dx → ∞,
this contradicts (5.37). Thus, the measure of Ω1 must be zero, i.e., w∗ ≡ 0 a.e. x ∈ RN. On
the other hand, choose ω ∈ (2,2∗), then
∫
RN
(
(ω/2∗ − 1)β|u|2∗ +ωF(x,um)− umf (x,um)
u2m
)
w2m dx → λ
(
ω
2
− 1
)
. (5.38)
However,
lim sup
m→∞
(ω/2∗ − 1)β|um|2∗ +ωF(x,um)− umf (x,um)
u2m
w2m
 lim sup
m→∞
c(1 + |um|2)
u2m
w2m = 0. (5.39)
We observe that (5.38), (5.39) imply ω−2 0, a contradiction. Therefore, {um} is bounded
and we may assume that um → u(λ,β) := u weakly in E, strongly in L2(RN) and a.e. x
in RN. Using Brezis–Lieb’s lemma [18], we get∫
RN
(|um|2∗ − |u|2∗ − |u− um|2∗)dx → 0.
Furthermore, by a standard argument (cf., e.g. [22]),∫
N
(
F(x,um)− F(x,u)− F(x,um − u)
)
dx → 0.R
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λ‖u‖2 + λ‖um − u‖2 −
∫
RN
(
β|u|2∗ + β|u− um|2∗ + f (x,um)um
)
dx
= 〈um,um〉 −
∫
RN
(
β|um|2∗ + f (x,um)um
)
dx + o(1)
= 〈G′λ,β,m(um),um〉+ o(1) = o(1).
Noting that G′λ,β,m(u) = 0, we have
λ‖um − u‖2 = β
∫
RN
|u− um|2∗ dx +
∫
RN
(
f (x,um)um − f (x,u)u
)
dx + o(1). (5.40)
Next, we have to estimate
∫
RN (f (x,um)um − f (x,u)u)dx. We first estimate∫
|x|R(f (x,um)um − f (x,u)u)dx for any R > 0. This is standard (cf., e.g. [22,56]).
Note {‖um‖} is bounded, we have
meas
{
x ∈ RN : |x|R, ∣∣f (x,um)um∣∣ k}
 k−1
∫
{x∈RN : |x|R, |f (x,um)um|R}
∣∣f (x,um)um∣∣dx
 k−1c
(
measBR(0)
)→ 0
as k → ∞. That is, {f (x,um)um} is uniformly integrable. Hence,∫
|x|R
(
f (x,um)um − f (x,u)u
)
dx → 0 as m → ∞ for any R > 0. (5.41)
On the other hand, by Hölder inequality,∫
|x|>R
(
f (x,um)um − f (x,u)u
)
dx

∫
|x|>R
∣∣f (x,um)um − f (x,um)u+ f (x,um)u− f (x,u)u∣∣dx
 c‖um − u‖2 + c
∫
|x|>R
(|u|s−1|um − u|)dx + c
( ∫
|x|>R
|u|2 dx
)1/2
+ c
∫
|um|s−1|u|dx +
∫
|u|2 dx +
∫
|u|s dx. (5.42)
|x|>R |x|>R |x|>R
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∫
|x|>R
(|u|s−1|um − u|)dx 
∫
|x|>R
|u|s dx + ‖um‖
( ∫
|x|>R
|u|2∗ dx
)(s−1)/2∗
(5.43)
and ∫
|x|>R
|um|s−1|u|dx  c‖um‖s−1
( ∫
|x|>R
|u|2∗/(2∗−s+1) dx
)(2∗−s+1)/2∗
, (5.44)
then (5.41)–(5.44) imply that∫
|x|>R
(
f (x,um)um − f (x,u)u
)
dx → 0 as R → ∞. (5.45)
By combining (5.41) and (5.45), ∫RN (f (x,um)um − f (x,u)u)dx → 0 as m → ∞. Re-
calling (5.40), we have
λ‖um − u‖2 = β
∫
RN
|um − u|2∗ dx + o(1) βS−2
∗/2
E ‖um − u‖2
∗ + o(1). (5.46)
If, up to a subsequence, limm→∞ ‖um − u‖2 = t > 0, then (5.46) implies t  λ2/(2∗−2) ×
β−2/(2∗−2)S2
∗/(2∗−2)
E . Note G
′
λ,β,m(u) = 0 and (5), we see that Gλ,β,m(u) 0. It follows
from (5.46) that
max
Bk
G1,0 + o(1)Gλ,β,m(um) = Gλ,β,m(u)+Gλ,β,m(um − u)+ o(1)
Gλ,β,m(um − u)+ o(1)
= λ
2
‖um − u‖2 − β2∗
∫
RN
|um − u|2∗ dx −
∫
RN
F (x,um − u)dx + o(1)
= λ
N
‖um − u‖2 + o(1).
Therefore,
max
Bk
G1,0 
λ
N
λ2/(2
∗−2)β−
2
2∗−2 S
2∗
2∗−2
E ,
that is,
β  λ2∗/2
S
2∗/2
E
(N maxBk G1,0)
(2∗−2)/2 ,
a contradiction. This means that limm→∞ ‖um − u‖ = 0. 
W. Zou / Journal of Functional Analysis 234 (2006) 364–419 417By Lemmas 5.8 and 5.10, we now assume that
0 < β < min
{
S
2∗/2
E
22∗/2(N maxBk G1,0)(2
∗−2)/2 ,
2∗S2
∗/2
E
32r2∗−2k
}
:= β0.
Then, for any β ∈ (0, β0), there exists a sign-changing critical point u(λ,β) such that (see
(5.35))
G′λ,β
(
u(λ,β)
)= 0, Gλ,β(u(λ,β)) ∈ [bk, max
Bk
G1,0
]
. (5.47)
Totally analogous, we may show that {u(λ,β)}λ∈Λ has a convergent subsequence whose
limit u(β) is also sign-changing and
G′1,β
(
u(β)
)= 0, G1,β(u(β)) ∈ [bk, max
Bk
G1,0
]
. (5.48)
That is, u(β) is a sign-changing solution of (5.1)β . The proofs of the existence of positive
and negative solutions is trivial. It is similar to that in the proof of Theorem 5.1. Since this
is the case of critical exponent, we have to adopt the methods of Lemma 5.10 to prove the
positive (negative) (PS)-sequence has a convergent subsequence. Condition (S2) guarantees
that the limit is nontrivial. We omit the details.
Theorem 5.5 is a straightforward consequence of Theorem 5.4 and Lemma 5.8. 
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