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Abstract
Indirect detection is the search for the particle nature of dark matter with astro-
physical probes. Manifestly, it exists right at the intersection of particle physics and
astrophysics, and the discovery potential for dark matter can be greatly extended
using insights from both disciplines. This thesis provides an exploration of this phi-
losophy. On the one hand, I will show how astrophysical observations of dark matter,
through its gravitational interaction, can be exploited to determine the most promis-
ing locations on the sky to observe a particle dark matter signal. On the other, I
demonstrate that refined theoretical calculations of the expected dark matter inter-
actions can be used disentangle signals from astrophysical backgrounds. Both of these
approaches will be discussed in the context of general searches, but also applied to the
case of an excess of photons observed at the center of the Milky Way. This galactic
center excess represents both the challenges and joys of indirect detection. Initially
thought to be a signal of annihilating dark matter at the center of our own galaxy,
it now appears more likely to be associated with a population of millisecond pulsars.
Yet these pulsars were completely unanticipated, and highlight that indirect detection
can lead to many new insights about the universe, hopefully one day including the
particle nature of dark matter.
Thesis Supervisor: Tracy R. Slatyer
Title: Assistant Professor of Physics
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Chapter 1
Introduction
There is an enormous body of evidence pointing to the existence of dark matter all
around us,1 and this evidence is entirely consistent with dark matter being a new fun-
damental particle. Yet we are almost completely in the dark as to the basic properties
of this particle if it exists. For example, the mass of the dark matter particle and
whether it experiences interactions with itself or the standard model beyond gravity
are completely unknown, although limits exist. Answering these questions, beyond
resolving the question of what makes up 85% of the mass in our universe, would
have profound implications for both particle physics and astrophysics. Famously, the
standard model of particle physics does not contain a dark matter candidate.2 In
this sense, any insight as to the particle nature of dark matter would open a window
into physics beyond the standard model. In addition, insights into dark matter self-
interactions, as well as the interactions between dark matter and the standard model
could prove important ingredients towards a deeper understanding of how structure
1The evidence for dark matter is due to a body of theoretical, numerical, and experimental work
conducted over decades by large fractions of the physics and astronomy community. The range of
scales over which dark matter’s influence has been observed is staggering. The effects of dark matter
stretch from its influence on our local region in the Milky Way, to the role it played in creating
structures in the early universe, the imprints of which are left in the cosmic microwave background.
A recent review of the history of dark matter and the different threads of evidence pointing to its
existence can be found in [1].
2The neutrino, being electrically neutral and having only feeble interactions with the rest of the
standard model, is the only possible candidate. Yet as neutrinos obey Fermi-Dirac statistics, there is
a limit on the number density that can be packed into a given structure like a dark matter halo [2].
This, combined with existing constraints on the smallness of the neutrino mass, forbid neutrinos
from making up an 𝒪(1) fraction of the observed dark matter.
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formed in the universe, both at the cosmological and galactic scales.
In short there are plenty of reasons to want a deeper understanding of dark matter.
In pursuit of this goal, three detection paradigms have emerged, all of which require
the dark matter to have some coupling to the standard model.3 One strategy is to
look for the production of dark matter at a collider. At the Large Hadron Collider,
for example, dark matter could be produced in a proton-proton collision, which we
depict schematically as 𝑝𝑝 → DMDM. Of course, dark matter is famously hard to
detect, so this would not result in an event we could actually see at the experiment.
If, however, one of the initial state protons emitted an observable particle such as a
jet, weak boson, or photon, that we collectively denote 𝑋, then the process would
become 𝑝𝑝 → DMDM + 𝑋. By looking for this single 𝑋 particle, and a large
amount of missing energy associated with the fact we cannot see the dark matter
particles, one can effectively search for various dark matter candidates. This strategy
is generically referred to as a mono-𝑋 search, and for a recent review of the collider
approach, see e.g. [4]. The second strategy is to search for the signatures of a dark
matter particle scattering with the standard model, through an interaction of the
form SMDM→ SMDM. Such a scattering would cause the standard model particle
to recoil, and if such an effect were detected it would be a direct indication of the
influence of dark matter particles. This approach, referred to as direct detection, has
developed into a small industry, setting incredibly strong limits on the rate at which
such scattering can occur. A review of this approach can be found in, e.g. [5].
The final paradigm, which represents the focus of this thesis, is referred to as
indirect detection, and will be introduced in the following section. Before proceeding,
we note that often when referring to dark matter as a particle in this thesis, there
will be an implicit assumption that it is a particle with a mass not too different
to the particles in the standard model, the canonical example being an electroweak
scale, 𝒪(100 GeV), supersymmetric weakly interactive massive particle (WIMP), see
e.g. [6,7]. Nevertheless, we mention in passing that it is possible the dark matter could
3Another possibility is to search for dark matter self-interactions, which could leave fingerprints on
structures throughout the universe, as many of these are dark matter dominated. A comprehensive
discussion of this approach can be found in [3].
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be an extremely light boson, potentially as light as 10−22 eV [8]. This mass range
includes theoretically well motivated particles such as the QCD axion [9–12], which in
addition to solving the strong CP problem is a viable dark matter candidate [13–15].
For such particles it is often more useful to think of the dark matter as a coherent field,
rather than individual particles, just as how it is convenient to move from photons
to waves when describing the electromagnetic field at lower energies. This leads to a
modification for the search strategies. In recent years there has been a resurgence of
efforts to search for the axion, and during grad school I contributed to this effort by
introducing an analysis framework for the direct detection of axions [16], although it
will not be discussed further here.
1.1 Introduction to Indirect Detection
If dark matter is a particle that has a fundamental interaction with the standard
model, then it is possible that it could annihilate or decay into standard model final
states. This possibility, first suggested in 1978 [17, 18], is the dark matter analogue
of familiar processes in the standard model, such as electron-positron annihilation to
photons 𝑒+𝑒− → 𝛾𝛾 or muon decay 𝜇− → 𝑒−𝜈𝑒𝜈𝜇. We can represent the dark sector
analogues schematically as
DM DM −→ SM particles ,
DM −→ SM particles .
(1.1)
In both cases the identity of the standard model (SM) particles in the final state
depends on the model and the mass of the dark matter (DM), as if it is too light
certain states become kinematically inaccessible. For annihilations, the standard
WIMP picture is that the dark matter is its own antiparticle, allowing this process
to occur, although if this is not the case, then the process above represents a dark
matter particle antiparticle annihilation. A schematic depiction of the annihilation
case is presented in Fig. 1-1.
Such interactions appear generically in a large class of dark matter models. The
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Figure 1-1: A schematic depiction of dark matter annihilation to standard model final
states.
same interactions that can give rise to dark matter annihilations can play an important
role in the early universe, as at temperatures well above the dark matter mass they
can keep the dark matter and standard model in thermal equilibrium. Then, using
our detailed understanding of the thermal history of the universe, this process leads
to a prediction for the resultant dark matter mass fraction in the universe, which
is a well measured observable. Famously, if the dark matter mass and cross section
both occur at the electroweak scale, we can exactly explain the observed dark matter
density, a phenomena known as the WIMP miracle. In fact for a wide range of masses,
an electroweak cross section of ⟨𝜎𝑣⟩ ≈ 3× 10−26 cm3/s is required in order to obtain
the observed abundance of dark matter. We refer elsewhere for a detailed review of
these points, see e.g. [19], however for our purposes this indicates a particular cross
section value as an important target for indirect detection searches. For the case of
dark matter decay, for this particle to make up the dark matter of our universe, we
expect its lifetime to be much larger than the age of the universe, which is ∼1017 s.
Considering the type of particle interactions that could induce such a decay, values
for the dark matter lifetime of 1026 s or larger are well motivated, although we put
the details aside for now as this will be discussed in detail in Chapter 4 of this thesis.
The important point at this stage, is that these values provide a benchmark for
experimental searches for these effects.
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The central idea of indirect detection is that if these processes are occurring
throughout the universe, then the standard model final states could be detectable.
As a simple example, if the final states are photons, then the universe should be
illuminated by these processes in regions of high dark matter density. Already at
this stage, the two challenges of indirect detection can be identified. On the one hand
astrophysical inputs are required to determine what these regions of high dark matter
density are, essentially identifying where we should look on the sky. On the other,
particle physics dictates the result of the processes in (1.1); in particular it sets what
types of final states we should see in a detector, and at what energies they will be
observed. In the next section we will make this precise and derive some basic results
for indirect detection that will be used throughout this thesis.
1.2 Deriving the Fundamental Observables
The goal of this section is to calculate carefully what flux of particles from dark mat-
ter annihilations and decays would be predicted to arrive at a detector on Earth.
To simplify the calculation we will imagine that the standard model final states are
photons, which will effectively free stream directly from the site of their production
to the detector. This should be contrasted with charged final states, such as electrons
and positrons, that due to the magnetic fields that permeate the Milky Way and uni-
verse more generally take a much more complicated path to a detector. Although this
diffusion of charged final states can be approximately accounted for, within this thesis
we will focus almost exclusively on photon detectors and so the current discussion
will suffice.
To begin with let us consider the case of dark matter annihilation to photons.
The ultimate goal is to derive the flux of photons deposited on a detector at Earth
due to these annihilations, but as a starting point we will derive the rate at which
annihilations are occurring in some arbitrary volume in the universe. To this end,
imagine we had the configuration shown in Fig. 1-2: a box of volume 𝑉 uniformly
filled with a large number 𝑁 of identical dark matter particles, which are their own
19
Figure 1-2: A cartoon depiction of the framework used to derive the expected flux at
an experiment due to dark matter annihilation. The starting point to this argument
is to consider 𝑁 dark matter particles in a box of volume 𝑉 , and consider the rate at
which annihilations occur in this box. Here we are considering the dark matter as its
own antiparticle, and thus any of these particles can annihilate with any other. The
background image is of the Andromeda galaxy, and is taken from [20].
antiparticle. This last condition means any particle can annihilate with any other, and
is chosen as it is a common feature in dark matter models, although the case where
the particle and antiparticle are distinguishable is a straightforward generalisation.
Now consider one of these particles and let us move to a frame where it is at rest. We
will consider this particle to be a target for the interaction leading to the annihilation.
The size of the target is set by the cross sectional area, 𝜎. In this frame the remaining
𝑁−1 particles will form an incident flux, and if one intersects the target’s cross section
it will initiate the annihilation. The number density of the particles contributing to
the flux is
𝑛DM ≡ (𝑁 − 1)/𝑉 ≈ 𝑁/𝑉 , (1.2)
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where we assumed the number of dark matter particles is large. In terms of this
the incident flux density of particles is 𝑣𝑛DM, where 𝑣 represents the relative velocity
between the particles as we are in the target’s rest frame. For the time being we
imagine this velocity is fixed for all particles, but we will consider the more realistic
case where it is drawn from a distribution shortly. Combining this with the target
area, 𝜎, the rate at which an annihilation with this one particle would occur is simply
the target area combined with the incident flux, or 𝜎𝑣𝑛DM. To determine the rate of
annihilations in the whole box, we repeat this exercise but letting each particle take
a turn as the target, which enhances the rate by 𝑁 . But this enhancement includes
a double counting. To see this, if two of the particles were labelled 𝑎 and 𝑏, we have
counted the case where 𝑎 is a target hit by 𝑏, and where 𝑏 is a target hit by 𝑎. More
generally the number of pairs we can make from 𝑁 particles is 𝑁(𝑁 − 1)/2, not
𝑁(𝑁 − 1) as our naive initial counting suggested. Consequently the rate at which
annihilations occur in this box is given by 1
2
𝑁𝜎𝑣𝑛DM. Then to remove any reference
to the box, which was just a calculational tool, we instead re-express this as the
rate of annihilations per unit volume, 1
2
𝜎𝑣𝑛2DM. As a final step, we address the fact
that realistically the relative velocities will be drawn from a distribution which we
should average over. This then allows us to write the number of annihilations per
unit volume per unit time as
𝑑𝑁ann.
𝑑𝑉 𝑑𝑡
=
1
2
⟨𝜎𝑣⟩𝑛2DM . (1.3)
In this expression the ⟨ · ⟩ indicates an averaging over the velocity distribution, and
we have also accounted for the fact that the cross section can in general depend on
the relative velocity.
The above expression contains the intuitive fact that the higher the number den-
sity of dark matter particles, the more often the particles will find each other, and
therefore the larger the annihilation rate will be. Nevertheless, the rate depends on
the number density of dark matter particles at a specific location in the universe,
which is not something we can experimentally observe at present. Instead our best
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tool is gravitational probes of dark matter, and gravitational effects are sensitive to
the mass density 𝜌DM = 𝑚DM𝑛DM. Here the dark matter mass, 𝑚DM, has to be viewed
as an input from the particle physics side. To account for this, it is convenient to
rewrite the above expression as
𝑑𝑁ann.
𝑑𝑉 𝑑𝑡
=
⟨𝜎𝑣⟩
2𝑚2DM
𝜌2DM . (1.4)
The expression in (1.4) achieves our goal of giving the rate of annihilations per
volume at some point in the universe. Next we want to determine the incident flux
and spectrum of photons resulting from these annihilations. For this we need a
particle physics input, which is the spectrum of photons per annihilation describing
the schematic process in (1.1), denoted 𝑑𝑁𝛾/𝑑𝐸.4 The spectrum is a function of
energy itself, and can be defined as 𝑑𝑁𝛾/𝑑𝐸(𝐸) giving the number of photons in the
energy range [𝐸,𝐸+𝑑𝐸]. Further, the total number of dark matter particles expected
from an annihilation can be readily determined from the spectrum as
𝑁𝛾 =
∫︁ 𝐸max
0
𝑑𝐸
𝑑𝑁𝛾
𝑑𝐸
, (1.5)
where 𝐸max is the maximum photon energy allowed by the kinematics of the process,
so 𝐸max = 𝑚DM for annihilation and 𝑚DM/2 for decay. Note 𝑁𝛾 need not be an
integer, as the annihilation process is dictated by quantum mechanics and hence is
intrinsically probabilistic. Instead the actual number of particles emerging from a
given annihilation will be a draw from a Poisson distribution with mean 𝑁𝛾. The
shape of the spectrum is dictated by at what energies it is most probable to emit a
photon, and this probability is determined by quantum field theory. Accordingly, it
4We note another common convention is to consider the annihilation spectrum per dark matter
particle rather than per annihilation, which will reduce spectra by a factor of two compared to those
presented in this thesis.
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can be extracted from the cross section using5
1
𝑁𝛾
𝑑𝑁𝛾
𝑑𝐸
=
1
⟨𝜎𝑣⟩
𝑑⟨𝜎𝑣⟩
𝑑𝐸
. (1.6)
The spectrum is highly model dependent and will be discussed extensively in this
thesis, but to provide a concrete example, consider the particularly simple case where
dark matter annihilates to two photons, DMDM→ 𝛾𝛾. In the center of mass frame
for the collision, this spectrum takes the form
𝑑𝑁𝛾
𝑑𝐸
= 2𝛿 (𝐸 −𝑚DM) , (1.7)
such that there are two photons produced, and their energy is fixed to be the dark
matter mass by the simple 2 → 2 kinematics. Returning to the case of a general
spectrum, combining this with the annihilation rate in (1.4), the number of photons
per unit volume and per unit energy produced by annihilations is then
𝑑𝑁𝛾
𝑑𝐸𝑑𝑉 𝑑𝑡
=
⟨𝜎𝑣⟩
2𝑚2DM
𝑑𝑁𝛾
𝑑𝐸
𝜌2DM . (1.8)
At this stage we just know the rate at which photons are being injected into the
universe. If we want to detect this effect, the quantity of interest is the number of
these photons incident on a detector at Earth.6 On average, the photons produced will
disperse isotropically out over a sphere. If the proper distance between the volume
element under consideration and the telescope is 𝑠, then by the time the photons reach
the Earth they are spread over an area 4𝜋𝑠2. Imagining that we have a detector with
a differential effective area 𝑑𝐴,7 then only 𝑑𝐴/(4𝜋𝑠2) of the photons produced will
5A similar result for decays holds if the cross section is replaced by the decay rate, ⟨𝜎𝑣⟩ → Γ.
This point is expanded upon in App. D.
6We note that detection at Earth is not the only way to determine the impact of these processes.
If they have been occurring throughout the history of the universe, then their impact can be seen
elsewhere, for example through perturbations to the cosmic microwave background. This is a pow-
erful probe and can be used to constrain annihilation [21,22], decay [23], and even contributions to
processes such as reionization [24].
7The effective area is an efficiency corrected notion of detector area. The larger the collection area
of the telescope, the more photons will be detected following the argument in the text. Nevertheless
any realistic experiment will not perfectly detect every incident photon, and instead will only do so
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be detected, and we have to downweight the number of photons produced as given
in (1.8) by this factor. Doing so, we arrive at8
𝑑𝑁𝛾
𝑑𝐸𝑑𝑉 𝑑𝐴𝑑𝑡
=
⟨𝜎𝑣⟩
8𝜋𝑚2DM
𝑑𝑁𝛾
𝑑𝐸
𝜌2DM
𝑠2
. (1.9)
It is convenient at this point to define the notion of differential photon flux incident
on the detector, as
𝑑Φ𝛾 ≡ 𝑑𝑁𝛾
𝑑𝐴𝑑𝑡
, (1.10)
which has units of photons per effective area per time.9 It includes all the experimental
quantities, such as telescope size, efficiency, and observation time; increasing any of
these leads to more collected photons. This definition allows us to rewrite (1.9) as
𝑑Φ𝛾
𝑑𝐸
=
⟨𝜎𝑣⟩
8𝜋𝑚2DM
𝑑𝑁𝛾
𝑑𝐸
𝜌2DM
𝑠2
𝑑𝑉 . (1.11)
This last expression represents the differential energy flux produced by dark matter
annihilations from a differential volume element 𝑑𝑉 a distance 𝑠 away. But of course
there is a lot of dark matter out there in the universe, all of which can contribute
photons at the detector. To account for this we will want to integrate over some
volume of dark matter, accounting for the fact that dark matter is not distributed
with some efficiency. The effective area is a way of quantifying this, and operates such that if you
have a telescope of area 2 m2 with a 50% efficiency, then the effective area is 1 m2. In general the
efficiency and hence effective area will vary with energy, and additional details such as the incident
angle of the photon on the detector and where it hit, although we will put these complications aside
for the present discussion.
8By writing the same energy on both sides of this expression we have implicitly assumed the
emitted photon energy is equal to the detected value. In general this will not be true. For one
example, a photon emitted a cosmological distance from the detector will be redshifted during its
propagation. Another example would be if the center of mass frame of the annihilation differs from
the detector rest frame, the energy will be shifted. This effect would cause an initial 𝛿 function line
to be smeared out by the velocity dispersion of the dark matter. We put these caveats aside for now,
but where relevant will address them in the main body of this thesis.
9There are two common variants of flux used in indirect detection: 1. particles per unit effective
area per unit time; and 2. particles per unit effective area per unit time per unit solid angle on the
sky. Our definition here corresponds to the former, and note that the difference between them is
that the first definition is the integrated version of the second over the full sky. We will not address
this issue further, although we emphasize caution is required as the two naively differ by a factor
𝒪(4𝜋), and errors due to confusing the two exist in the literature. A careful description of the units
appeared in one of the works I completed during grad school, see App. A of [25].
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homogeneously, but rather often collapsed into objects like the Milky Way halo. We
achieve this by making 𝜌DM position dependent. It is then convenient to perform this
integral in a spherical coordinate system centered on the Earth, so that we can write
𝑑𝑉 = 𝑠2𝑑𝑠𝑑Ω. From here note that by observing different regions of the celestial
sphere, we can restrict the patch of solid angle we look at, but we cannot isolate a
specific radial scale in general. Incident photons could have come from a dark matter
annihilation 1 mm or 1 Gpc from the detector and we could not distinguish them.
As such we need to integrate over all distances. With this in mind, let us say we
observe a region of solid angle Σ, which could be the full sky or a one degree circle
around the galactic center for example, then the total detected energy flux is simply
the integrated version of (1.11), and is given by
𝑑Φ𝛾
𝑑𝐸
=
⟨𝜎𝑣⟩
8𝜋𝑚2DM
𝑑𝑁𝛾
𝑑𝐸
∫︁ ∞
0
𝑑𝑠
∫︁
Σ
𝑑Ω 𝜌2DM(𝑠,Ω) . (1.12)
This expression achieves our goal of expressing the photon flux arriving at an
experiment on Earth due to dark matter annihilations. Integrated over the energy
range of the telescope, we can determine the expected flux, which we can turn into an
expected number of observed photons when combined with the experimental param-
eters, specified via the detector effective area and observation time. Yet predicting
this flux is entirely dependent upon our ability to determine the various quantities
appearing on the right hand side of (1.12). This is the central challenge of indirect
detection and the focus of the work in this thesis.
Observe that the various terms appearing in (1.12) have factorized into quantities
dictated by particle physics—the cross section, mass, and spectrum—and those fixed
by astrophysics—the dark matter density.10 Motivated by this, it is common to
10In some models of dark matter, this factorization is not always exact. For example, if the cross
section has a large velocity dependence, which can happen in models with Sommerfeld enhancement
of the annihilation [26–30], then the result is dependent on the velocity distribution of dark matter
within Σ, which is also determined by astrophysics. We will not consider such cases in this thesis,
although see [31,32], for some recent work in this direction.
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rewrite the expression in the following manifestly factorized form
𝑑Φ𝛾
𝑑𝐸
=
𝑑ΦPP𝛾
𝑑𝐸
× 𝐽Σ ,
𝑑ΦPP𝛾
𝑑𝐸
≡ ⟨𝜎𝑣⟩
8𝜋𝑚2DM
𝑑𝑁𝛾
𝑑𝐸
,
𝐽Σ ≡
∫︁ ∞
0
𝑑𝑠
∫︁
Σ
𝑑Ω 𝜌2DM(𝑠,Ω) .
(1.13)
The quantities on the final two lines are referred to as the particle physics factor, and
the 𝐽-factor respectively.
For the case of decaying dark matter, an analogous argument holds, which we
sketch out below. Consider again 𝑁 particles in a box of volume 𝑉 , and assume
now these particles have a lifetime 𝜏 . The probability that one of these particles
has decayed after a time 𝑡 is given by the cumulative distribution function 1− 𝑒−𝑡/𝜏 .
Accordingly if we have 𝑁 particles undergoing the same process, then the expected
number remaining after a time 𝑡 is 𝑁(1− 𝑒−𝑡/𝜏 ), and rate of these decays is then the
time derivative of this quantity. Thus the rate of decays per unit volume is given by
𝑑𝑁dec.
𝑑𝑉 𝑑𝑡
=
𝑒−𝑡/𝜏
𝜏
𝑛DM . (1.14)
Recall for the dark matter to still be around, we require 𝜏 ≫ 𝑡universe, and indeed
many models predict the lifetime to be many orders of magnitude longer than the age
of the universe. As such, 𝑒−𝑡/𝜏 ≈ 1 is a very good approximation, and again moving
to the more convenient mass density, we have
𝑑𝑁dec.
𝑑𝑉 𝑑𝑡
=
1
𝑚DM𝜏
𝜌DM . (1.15)
From here the argument is completely analogous to the annihilation case, and we
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arrive at the factorized expression
𝑑Φ𝛾
𝑑𝐸
=
𝑑ΦPP𝛾
𝑑𝐸
×𝐷Σ ,
𝑑ΦPP𝛾
𝑑𝐸
≡ 1
4𝜋𝑚DM𝜏
𝑑𝑁𝛾
𝑑𝐸
,
𝐷Σ ≡
∫︁ ∞
0
𝑑𝑠
∫︁
Σ
𝑑Ω 𝜌DM(𝑠,Ω) .
(1.16)
Both the particle physics and astrophysical factors are different in this case, with
arguably the most striking distinction occurring in the astrophysical dependence. For
annihilation we have 𝐽 , which depends on 𝜌2DM, whereas 𝐷 is related to 𝜌DM. Due to
this, at first order the 𝐷-factor is just sensitive to the total dark matter mass of the
object being observed, whereas the 𝐽-factor has a more complicated dependence on
the substructure of the dark matter within an object, and in particular contributions
from locally overdense regions can be strongly enhanced due to the 𝜌2DM scaling. This
implies immediately that the optimal targets of observation could well differ between
annihilation and decay, and this is a topic explored in this thesis.
1.3 Simple Scaling Estimates
In the main work presented in this thesis we will consider very explicit forms of the
various indirect detection quantities derived in the previous section. Before going into
this however, here we consider simplified versions of these expressions and consider
their scaling with the various parameters. Further, we will consider how to use these
scalings to estimate the reach of indirect detection experiments.
To facilitate this estimate, consider the particularly simple case of annihilation or
decay to two photons, as then we can use the simplified form of the spectrum provided
in (1.7) to simplify the results in (1.13) and (1.16). Doing so, we have
𝑑Φann.𝛾
𝑑𝐸
=
⟨𝜎𝑣⟩𝐽Σ
4𝜋𝑚2DM
𝛿 (𝐸 −𝑚DM) ,
𝑑Φdec.𝛾
𝑑𝐸
=
𝐷Σ
2𝜋𝑚DM𝜏
𝛿 (𝐸 −𝑚DM) .
(1.17)
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Further, if we assume that the detector effective area ℰ and the observation time 𝑇
are independent of energy and Σ, we can determine the expected number of photons
from the above as
𝑁ann.𝛾
⃒⃒
𝐸=𝑚DM
=
⟨𝜎𝑣⟩𝐽Σℰ𝑇
4𝜋𝑚2DM
,
𝑁dec.𝛾
⃒⃒
𝐸=𝑚DM
=
𝐷Σℰ𝑇
2𝜋𝑚DM𝜏
,
(1.18)
where we have noted that this only holds for 𝐸 = 𝑚DM, otherwise the detector will
see zero photons.
At this point we can already estimate what type of experiment we might need
to observe these effects. To this end, consider the case of a 100 GeV dark matter
candidate, which annihilates with the canonical thermal relic cross section ⟨𝜎𝑣⟩ =
3 × 10−26 cm3/s. For our observation, we take the Andromeda galaxy, which is
expected to be the brightest extragalactic source of dark matter annihilation, with
𝐽Σ ≈ 5× 1019 GeV2/cm5 · sr [33]. To detect this, we clearly need to see at least one
photon in our detector, and to have a better chance imagine we wanted to observe
40. Then inverting the relation in (1.18), we obtain
ℰ𝑇 ≈ 𝜋 × 1012 cm2 · s . (1.19)
The photons produced from this annihilation will be exactly at 100 GeV. This is
a particularly challenging energy to observe gamma-rays, as they interact strongly
with the Earth’s atmosphere, initiating a shower of particles. At TeV and higher
energies these showers become large enough that they can be observed on the planet’s
surface. Yet at 100 GeV this is challenging, and to obtain a significant flux a satellite
based experiment is required. Given the costs and challenges associated with getting
experiments into orbit, a telescope with a collection area of ∼1 m2, or 104 cm2, is
close to as large as we could expect the effective area of such an instrument to be.
Such an experiment would then have to observe Andromeda for
𝑇 ≈ 𝜋 × 108 s ≈ 10 years . (1.20)
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Figure 1-3: The gamma-ray sky as observed by the Fermi Space Telescope. Much
of the work in this thesis is devoted to searching for the imprints of dark matter
in this dataset. In detail, the data represents photons collected from 200 MeV – 2
TeV between August 4, 2008 through July 7, 2016. In addition we are only showing
the photons with the highest quality angular reconstruction. The image represents a
Mollweide projection of the celestial sphere in galactic coordinates, with the center
of the Milky Way in the middle of the image.
This is a significant, although not unimaginable time scale. Further, by combining
observations of different targets with comparable values for 𝐽Σ, one could hope to
build up a similar amount of dark matter flux. Excitingly, the Fermi gamma-ray
space telescope exactly fits the criteria described above. Launched on June 11, 2008,
it has almost exactly 10 years of data, and has a collection area of approximately
1 m2. This indicates that the ideal dataset for detecting electroweak scale dark
matter annihilation has already been collected, and explains why data from the Fermi
satellite will feature heavily in this thesis. The dataset collected by Fermi is shown
in Fig. 1-3, which is a picture of the sky in gamma-rays.
Returning to our estimate for the scalings of indirect detection, we need to address
the reality that the universe emits photons at almost all energies due to non-dark mat-
ter related phenomena. The challenge then is to find a hint for a dark matter signal
on top of this background, and for this we need an estimate for its contribution. The
background contribution will vary with energy, however generically follows a power
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law (𝑑𝑁/𝑑𝐸 ∼ 𝐸−𝑛), with various breaks corresponding to different physical phenom-
ena. Depending on the energy range of interest, the physical processes responsible
for generating these photons varies. In this thesis we will be primarily focussed on
gamma-rays, which are photons with energy higher than ∼MeV. At these energies,
astrophysical photons emerge from non-thermal processes. The dominant contribu-
tion arises from cosmic-ray proton collisions with interstellar hydrogen, which leads
to a 𝑝− 𝑝 collision, much like the Large Hadron Collider. In such processes, neutral
pions are produced copiously, which leads to photon production through their decay
𝜋0 → 𝛾𝛾. Generically, we expect the initial cosmic-ray protons to have an energy
spectrum which is a power law, scaling as 𝐸−2, as a result of Fermi shock acceler-
ation [34], one of the dominant astrophysical mechanisms for accelerating charged
particles to high energies. The photons produced from the subsequent 𝑝− 𝑝 collisons
will be expected to have a softer spectrum than the initial protons, but as a first order
estimate, we can take the gamma-ray spectrum to also have a generic 𝐸−2 scaling.11
Accordingly around these energies we expect the approximate scaling
Φbkg.𝛾
𝑑𝐸
= 𝐴
(︂
𝐸
1 GeV
)︂−2
, (1.21)
where 𝐴 is an energy independent constant that determines the flux received at 1 GeV.
Assuming we can look away from the plane of the Milky Way, then a large contribution
to the background comes from the position independent isotropic emission, and Fermi
measurements [35] estimate this to have amplitude
𝐴 ≈ ΩΣ 10−6 photons/cm2/s/GeV . (1.22)
The amount of flux arriving from isotropic emission is of course dependent upon the
11More realistically, the spectra associated with various astrophysical sources are not perfectly
described by a power law, and where they are the index can deviate from −2. For example, the
Fermi gamma-ray telescope has estimated the isotropic gamma-ray spectrum to scale as ∼𝐸−2.3,
but with an exponential cutoff on the spectrum at several hundred GeV [35]. Further, the dominant
𝑝 − 𝑝 galactic contribution, has an even softer spectrum of ∼𝐸−2.7, although sources with harder
spectra exist, such as the Fermi bubbles [36]. As such, the background model used here is only a
rough approximation, but is sufficient for the simple scaling arguments presented.
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size of the region considered, which we denote ΩΣ in the above expression. Now to
compare to our line search, we are interested in the background flux near a particular
dark matter mass. For the sake of estimating the sensitivity to GeV scale dark matter,
if we approximate the energy resolution as ≈1 GeV, then we can estimate the number
of photons via
𝑁bkg.𝛾 =
10−6ΩΣℰ𝑇
𝑚2DM
. (1.23)
where we now require 𝑚DM is measured in GeV. Of course we emphasize that this
is a crude estimate of the actual gamma-ray background, for at least two reasons.
Firstly, as suggested above the background emission is often softer than 𝐸−2, although
not dramatically. Secondly, generically the highly non-isotropic gamma-ray emission
associated with sources within the Milky Way has a significant contribution, so this
usually must be accounted for. This second point is evident in Fig. 1-3, where the
Fermi dataset is brightest along the plane of the Milky Way. Nevertheless these
complications should not significantly impact the simple estimates we are seeking
here.
So now from (1.18) and (1.23) we have a model for the expected signal and back-
ground contributions to the photon flux at an experiment. We want to combine the
two of these, which we will refer to as the signal counts 𝑆 and background counts
𝐵, to determine the scaling of the indirect detection sensitivity. To this end we need
a statistical, and more specifically a likelihood, framework. Focussing on higher en-
ergies, say X-ray and above, the experiments are effectively counting the number of
incident photons. This implies the correct likelihood framework is the Poisson like-
lihood, where we have a predicted mean 𝑆 + 𝐵. When performing analyses in the
remainder of this thesis, this is the approach we will use, but for the following simple
estimate we will assume we have a large enough number of photons that the Gaus-
sian likelihood with mean 𝑆 + 𝐵 and standard deviation
√
𝑆 +𝐵 provides a good
approximation. In detail, if we observe 𝑑 photons, then we can write the likelihood
as
ℒ(𝑑|𝑆,𝐵) = 1√︀
2𝜋(𝑆 +𝐵)
exp
[︃
−(𝑑− 𝑆 −𝐵)
2
2(𝑆 +𝐵)
]︃
. (1.24)
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To test for the discovery of dark matter, a convenient test statistic to define is twice
the log ratio of a hypothesis with and without dark matter, specifically
TS = 2 [lnℒ(𝑑|𝑆,𝐵)− lnℒ(𝑑|0, 𝐵)] . (1.25)
Substituting in the Gaussian form of the likelihood, we have
TS = −(𝑑− 𝑆 −𝐵)
2
𝑆 +𝐵
+
(𝑑−𝐵)2
𝐵
− ln
(︂
1 +
𝑆
𝐵
)︂
, (1.26)
which is of course again a function of the signal and background models, as well as
the data. To calibrate our expectations, imagine that the data is actually perfectly
described by a model with the background and signal, i.e. 𝑑 is a Poisson draw
from 𝑆 + 𝐵. To determine our expected reach in this scenario, we can use the
Asimov analysis framework [37], where we obtain the asymptotic expectation for TS
under many experimental realisations by using 𝑑 = 𝑆 + 𝐵. If so, then denoting the
asymptotic TS as ̃︁TS, we have
̃︁TS = 𝑆2
𝐵
− ln
(︂
1 +
𝑆
𝐵
)︂
≈ 𝑆(𝑆 − 1)
𝐵
≈ 𝑆
2
𝐵
. (1.27)
In the second step above, we assumed that 𝑆 +𝐵 ≈ 𝐵, namely that the background
will always be much larger than the signal. Given that we have not discovered dark
matter using these techniques, this is often a good approximation.12 In the third
step, we used the fact that even though 𝐵 ≫ 𝑆, we still want significantly more than
one photons from dark matter to have a chance of discovering it, so 𝑆 ≫ 1. Now in
the case where we can ignore the look elsewhere effect, we can relate the TS to the
local significance for discovery, 𝜎, according to
√︀̃︁TS = 𝜎. Requiring a 5𝜎 significance
discovery then fixes
𝑆 = 5
√
𝐵 . (1.28)
12An exception to this can occur for line searches, where the entire dark matter flux is very
localised in energy, whereas the background is not. As such, if the energy resolution of the detector
is good enough one can potentially achieve 𝑆 > 𝐵. This point will not impact the thrust of our
main scaling arguments, however, so we put it aside.
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Taking this result and returning to our expected signal and background counts
from (1.18) and (1.23), our expected reach for the cross section and lifetime of dark
matter will scale as
⟨𝜎𝑣⟩ ∼ 𝑚DM
𝐽Σ
√︂
ΩΣ
ℰ𝑇 ,
𝜏−1 ∼ 1
𝐷Σ
√︂
ΩΣ
ℰ𝑇 .
(1.29)
A number of basic scalings for indirect detection can be seen in these results. As
would be expected, increasing the 𝐽 or 𝐷-factor, or similarly the effective area or
observation time, allow us to reach smaller cross sections and inverse lifetimes, as
does reducing the background. Interestingly, we see that finding better targets for
observation, namely finding objects with better astrophysics factors, has a larger
impact than improvements on the other parameters. Note also that sensitivity to the
annihilation cross section degrades with increasing dark matter mass, as highlighted
by the presence of 𝑚DM in the above expression, whilst the lifetime sensitivity is
mass independent. This basic scaling is common in indirect detection results, and
is usually described as originating from the following heuristic argument. Due to
gravitational probes, we can determine the amount of dark matter mass in an object.
As we increase the mass of the individual dark matter particles, we must reduce
their number density 𝑛DM. As annihilation is dependent upon 𝑛2DM and decay 𝑛DM,
this alone leads to a reduction of sensitivity in the two cases as 1/𝑚2DM and 1/𝑚DM
respectively. Yet in both cases, the higher mass increases the power injected per event
by 𝑚DM. The combination of the two effects reproduces the scaling in (1.29). Yet
from the derivation of that result, we can see that alternative assumptions about the
shape of the signal spectrum or the background can lead to variations in the scaling
with mass.
We have reached the limit of what we can achieve with the rough scaling arguments
presented above. Within this thesis we will not only refine such arguments, but more
importantly go beyond them to extend the discovery potential for dark matter in
indirect detection through novel analysis strategies and refined theoretical predictions.
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1.4 Organization of this Thesis
As we have seen, the indirect detection flux factorizes into a contribution from astro-
physics and particle physics. In the same fashion, this thesis and much of my work
during grad school approximately factorize down the same line. The first half of the
thesis, Chapters 2, 3, and 4, will focus on how we can search for evidence of dark
matter, or set limits in its absence, by considering promising astrophysical targets.
The second half, Chapters 5, 6, and 7, will turn to refining the particle physics pre-
dictions, and demonstrating how these can enhance our understanding of how dark
matter might first appear in the sky. Note that for each of the substantive chapters
in the main text there is an associated appendix where many of the technical details
appear.
In more detail, the first half will be further subdivided into three parts. In the
first of these, presented in Chapter 2 we provide a taste of what is considered the
ultimate aim of indirect detection, analysis of a putative dark matter signal. This
signal is an excess of gamma-rays observed by the Fermi telescope near the galactic
center, and as such is commonly referred to as the galactic center excess (GCE). The
excess was observed almost as soon as the Fermi data became publicly available [38],
and then was followed up in a number of studies [39–44]. That it was seen so quickly
is consistent with a dark matter interpretation, as the galactic center is the location
on the sky with the largest 𝐽Σ. My first contribution to the GCE anomaly came
in [45] and this represents the contents of Chapter 2. In that work we demonstrated
that the excess satisfies many properties you would expect for dark matter, such as
being far more spherically symmetric than the expected background contributions.
This work generated a lot of excitement, as it gave further indication that this excess
was due to dark matter. Nevertheless it was later realised, due to the application of
a novel statistical framework [46] and a wavelet based technique [47], that in fact the
excess looks to be coming from a population of point sources. The novel statistical
technique is known as the non-Poissonian template fit, and my work has included
applying this method to further study the GCE and in particular its spectrum at
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high energies [48], and also in making the method into a publicly available code [49].
Dark matter is not expected to have point-source-like spatial morphology, and thus
the leading hypothesis is that GCE is due to an unresolved population of point sources,
which are most likely millisecond pulsars, see e.g. [50], although there is much ongoing
work to fully understand this excess, examples of which include [51–54]. Attempts
have been made to find evidence for the existence of these millisecond pulsars amongst
the resolved point sources Fermi has seen [55], although as my collaborators and I
have demonstrated such searches are at present unable to say anything definitive [56].
Another basic challenge is presented by the fact that if the excess was due to dark
matter, then we may have expected to see a signal from other regions with a large 𝐽Σ,
such as the Milky Way dwarf spheroidal galaxies. Searches in the dwarfs, however,
have not seen a similar excess [57, 58], and in [59] my collaborators and I quantified
the existing tension between these two measurements. As such, it is unlikely the
GCE is associated with dark matter, but Chapter 2 represents a study of the sort one
would perform in the presence of an excess.
In Chapter 3 we look beyond the galactic center, and indeed beyond our own Milky
Way, in search of extragalactic signals of dark matter annihilation. As mentioned
above, the largest expected regions of 𝐽Σ beyond the galactic center are associated
with structures within the Milky Way, in particular dwarf spheroidal galaxies. Non-
observation of a dark matter signal in these objects leads to some of the strongest
constraints on the annihilation cross section [57,58]. The question explored in Chap-
ter 3, is whether extragalactic observations can compete with the dwarf searches,
and indeed we will demonstrate that they can. The intuition is that even though
extragalactic objects are much further away, they can be significantly more massive.
For example, the mass of the Milky Way is ≈ 1012 𝑀⊙, whereas the Virgo galaxy
group has a substantially larger mass of ≈ 4 × 1014 𝑀⊙. The aim is to exploit this
additional mass, combined with the fact there are an extraordinarily large number
of galaxies and galaxy clusters outside the Milky Way, to compensate for the ad-
ditional distance. This Chapter represents work published in [33], which appeared
with a companion paper [25], where my collaborators and I extensively validated our
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methods on 𝑁 -body simulations.
Moving beyond annihilation, in Chapter 4 we consider how to search for dark
matter decay. In this chapter, based on [60], my collaborators and I used data from
the Fermi telescope to set the strongest constraints on the dark matter lifetime over
almost six orders of magnitude from a GeV to almost a PeV. That we set limits is
an indication that no clear signs of an excess was observed, although the methods
we introduce allow for some of the deepest searches ever performed. Further these
methods have application beyond Fermi, and as an example I worked with the HAWC
collaboration to apply our methods to their instrument [61].
Starting in Chapter 5 we pivot to the particle physics side of indirect detection.
This chapter, based on work appearing in [62], should be considered as the particle
physics side of exploring a potential excess, again in the context of the GCE. As men-
tioned, the GCE was for a time considered a very promising candidate for a signal
from annihilating dark matter, and as such generated a great deal of excitement and
work in the particle physics community. The central idea was to try and determine
what type of particle physics interaction could give rise to the specific spectrum Fermi
was seeing, basically trying to determine exactly what was going on in Fig. 1-1. An
enormous number of proposals were put forward, and the work presented in Chapter 5
focussed on trying to organize the space of models in a convenient way. In that work
we demonstrated that many complicated dark matter models, where there can be a
lot of structure in the blob of Fig. 1-1, can be well approximated using relativistic
kinematics. For example, if instead of having DMDM → SMSM, the dark matter
annihilated to an intermediate state particle 𝜑, then the process is now a cascade
annihilation: DMDM → 𝜑𝜑, followed by two copies of 𝜑 → SMSM. The spectrum
obtained in this more complicated case can actually be derived form the earlier spec-
trum by use of relativistic kinematics, and in this way starting from simple models
we can generate the expectation for more complicated scenarios straightforwardly,
even when many cascades occur in the dark sector. This formed a framework that
allowed for a broad consideration of the type of models that could explain the GCE,
and represents the contents of this chapter.
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Chapter 6 builds off the insights of cascade annihilations derived in Chapter 5 to
consider how this general framework can be turned to set more model-independent
constraints on dark matter. In this chapter, based on work appearing in [63], we
demonstrated how the usual constraints on dark matter annihilation arising from
measurements of photons from Fermi, electrons, positrons, and antiprotons at AMS-
02, and observations of the cosmic microwave background by Planck, are modified
when a more complicated dark sector is considered. This work significantly extends
the use of the standard published limits, and allows theorists to more easily convert
those results into ones applicable to more complicated dark matter models.
Chapter 7 represents the final substantive topic of the thesis, and is devoted to
a detailed study of the physics involved in a specific dark matter annihilation. For
this purpose we focus on a particular model for dark matter, the supersymmetric
wino, and perform a full one-loop calculation for DMDM→ 𝛾𝛾 cross section in this
theory. The calculation demonstrates many of the complications that can arise when
a given model is considered in detail, for example the Sommerfeld enhancement and
the resummation of large logarithms are both relevant and included. This chapter
represents the work that appeared in [64]. This work was recently followed up by
my collaborators and I in [65], where we showed that contributions from other final
states such as 𝑊+𝑊−𝛾 can play an important role in the photon spectrum near the
dark matter mass. For any realistic instrument with imperfect energy resolution,
such effects are impossible to disentangle from the pure 𝛾𝛾 contribution and thus we
showed they can significantly modify the experimental expectation.
The focus of my research at grad school has been on the two faces of indirect
detection as described above. Nevertheless there are two projects I have completed
that fall outside this general program. The first of these related to exploiting novel
jet algorithms on data collected at LHCb to uncover the splitting functions of heavy
quarks, in particular the charm 𝑐 and bottom 𝑏 quarks [66]. The second, which was
mentioned above, related to an analysis framework for axion direct detection [16],
which is a method for searching for dark matter that is much lighter than what we
consider in the remainder of this thesis.
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Chapter 2
The Characterization of the
Gamma-Ray Signal from the Central
Milky Way: A Case for Annihilating
Dark Matter
2.1 Introduction
Weakly interacting massive particles (WIMPs) are a leading class of candidates for
the dark matter of our universe. If the dark matter consists of such particles, then
their annihilations are predicted to produce potentially observable fluxes of energetic
particles, including gamma rays, cosmic rays, and neutrinos. Of particular interest
are gamma rays from the region of the Galactic Center which, due to its proximity
and high dark matter density, is expected to be the brightest source of dark matter
annihilation products on the sky, hundreds of times brighter than the most promising
dwarf spheroidal galaxies.
Over the past few years, several groups analyzing data from the Fermi Gamma-
Ray Space Telescope have reported the detection of a gamma-ray signal from the
inner few degrees around the Galactic Center (corresponding to a region several hun-
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dred parsecs in radius), with a spectrum and angular distribution compatible with
that anticipated from annihilating dark matter particles [38–44]. More recently, this
signal was shown to also be present throughout the larger Inner Galaxy region, ex-
tending kiloparsecs from the center of the Milky Way [67, 68]. While the spectrum
and morphology of the Galactic Center and Inner Galaxy signals have been shown to
be compatible with that predicted from the annihilations of an approximately 30-40
GeV WIMP annihilating to quarks (or a ∼7-10 GeV WIMP annihilating significantly
to tau leptons), other explanations have also been proposed. In particular, it has been
argued that if our galaxy’s central stellar cluster contains several thousand unresolved
millisecond pulsars, they might be able to account for the emission observed from the
Galactic Center [39, 41–44, 69]. The realization that this signal extends well beyond
the boundaries of the central stellar cluster [67, 68] disfavors such interpretations,
however. In particular, pulsar population models capable of producing the observed
emission from the Inner Galaxy invariably predict that Fermi should have resolved
a much greater number of such objects. Accounting for this constraint, Ref. [70]
concluded that no more than ∼5-10% of the anomalous gamma-ray emission from
the Inner Galaxy can originate from pulsars. Furthermore, while it has been sug-
gested that the Galactic Center signal might result from cosmic-ray interactions with
gas [39,41–43], the analyses of Refs. [71] and [72] find that measured distributions of
gas provide a poor fit to the morphology of the observed signal. It also appears im-
plausible that such processes could account for the more spatially extended emission
observed from throughout the Inner Galaxy.
In this study, we revisit the anomalous gamma-ray emission from the Galactic
Center and the Inner Galaxy regions and scrutinize the Fermi data in an effort to
constrain and characterize this signal more definitively, with the ultimate goal being
to confidently determine its origin. One way in which we expand upon previous work
is by selecting photons based on the value of the Fermi event parameter CTBCORE.
Through the application of this cut, we select only those events with more reliable
directional reconstruction, allowing us to better separate the various gamma-ray com-
ponents, and to better limit the degree to which emission from the Galactic Disk leaks
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into the regions studied in our Inner Galaxy analysis. We produce a new and robust
determination of the spectrum and morphology of the Inner Galaxy and the Galactic
Center signals. We go on to apply a number of tests to this data, and determine
that the anomalous emission in question agrees well with that predicted from the
annihilations of a 36-51 GeV WIMP annihilating mostly to 𝑏 quarks (or a somewhat
lower mass WIMP if its annihilations proceed to first or second generation quarks).
Our results now appear to disfavor the previously considered 7-10 GeV mass window
in which the dark matter annihilates significantly to tau leptons [39,41,43,44,67] (the
analysis of Ref. [43] also disfavored this scenario). The morphology of the signal is
consistent with spherical symmetry, and strongly disfavors any significant elongation
along the Galactic Plane. The emission decreases with the distance to the Galactic
Center at a rate consistent with a dark matter halo profile which scales as 𝜌 ∝ 𝑟−𝛾,
with 𝛾 ≈ 1.1 − 1.3. The signal can be identified out to angles of ≃ 10∘ from the
Galactic Center, beyond which systematic uncertainties related to the Galactic dif-
fuse model become significant. The annihilation cross section required to normalize
the observed signal is 𝜎𝑣 ∼ 10−26 cm3/s, in good agreement with that predicted for
dark matter in the form of a simple thermal relic.
The remainder of this chapter is structured as follows. In the following section,
we review the calculation of the spectrum and angular distribution of gamma rays
predicted from annihilating dark matter. In Sec. 2.3, we describe the event selection
used in our analysis, including the application of cuts on the Fermi event parameter
CTBCORE. In Secs. 2.4 and 2.5, we describe our analyses of the Inner Galaxy and
Galactic Center regions, respectively. In each of these analyses, we observe a signif-
icant gamma-ray excess, with a spectrum and morphology in good agreement with
that predicted from annihilating dark matter. We further investigate the angular
distribution of this emission in Sec. 2.6, and discuss the dark matter interpretation of
this signal in Sec. 2.7. In Sec. 2.8 we discuss the implications of these observations,
and offer predictions for other upcoming observations. Finally, we summarize our
results and conclusions in Sec. 2.9. In the associated appendix of this chapter, we
include supplemental material intended for those interested in further details of our
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Figure 2-1: Left frame: The dark matter density as a function of the distance to
the Galactic Center, for several halo profiles, each normalized such that 𝜌 = 0.4
GeV/cm3 at 𝑟 = 8.5 kpc. Right frame: The line-of-sight integral of the density
squared, as defined in Eq. 2.3, for the same set of halo profiles, as a function of the
angular distance from the Galactic Center, 𝜓.
analysis.
2.2 Gamma Rays From Dark Matter Annihilations
in the Halo of the Milky Way
Dark matter searches using gamma-ray telescopes have a number of advantages over
other indirect detection strategies. Unlike signals associated with cosmic rays (elec-
trons, positrons, antiprotons, etc), gamma rays are not deflected by magnetic fields.
Furthermore, gamma-ray energy losses are negligible on galactic scales. As a result,
gamma-ray telescopes can potentially acquire both spectral and spatial information,
unmolested by astrophysical effects.
The flux of gamma rays generated by annihilating dark matter particles, as a
function of the direction observed, 𝜓, is given by:
Φ(𝐸𝛾, 𝜓) =
𝜎𝑣
8𝜋𝑚2𝑋
d𝑁𝛾
d𝐸𝛾
∫︁
los
𝜌2(𝑟) d𝑙, (2.1)
where 𝑚𝑋 is the mass of the dark matter particle, 𝜎𝑣 is the annihilation cross section
(times the relative velocity of the particles), 𝑑𝑁𝛾/𝑑𝐸𝛾 is the gamma-ray spectrum
produced per annihilation, and the integral of the density squared is performed over
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Figure 2-2: Left frame: The spectrum of gamma rays produced per dark matter
annihilation for a 30 GeV WIMP mass and a variety of annihilation channels. Right
frame: An estimate for the bremsstrahlung emission from the electrons produced in
dark matter annihilations taking place near the Galactic Center, for the case of a 30
GeV WIMP annihilating to 𝑏?¯?. At |𝑧| . 0.3 kpc (|𝑏| . 2∘) and at energies below ∼1-2
GeV, bremsstrahlung could potentially contribute non-negligibly. See text for details.
the line-of-sight (los). Although N-body simulations lead us to expect dark matter
halos to exhibit some degree of triaxiality (see [73] and references therein), the Milky
Way’s dark matter distribution is generally assumed to be approximately spherically
symmetric, allowing us to describe the density as a function of only the distance
from the Galactic Center, 𝑟. Throughout this study, we will consider dark matter
distributions described by a generalized Navarro-Frenk-White (NFW) halo profile [74,
75]:
𝜌(𝑟) = 𝜌0
(𝑟/𝑟𝑠)
−𝛾
(1 + 𝑟/𝑟𝑠)3−𝛾
. (2.2)
Throughout this chapter, we adopt a scale radius of 𝑟𝑠 = 20 kpc, and select 𝜌0
such that the local dark matter density (at 8.5 kpc from the Galactic Center) is 0.4
GeV/cm3, consistent with dynamical constraints [76, 77]. Although dark matter-
only simulations generally favor inner slopes near the canonical NFW value (𝛾 =
1) [78, 79], baryonic effects are expected to have a non-negligible impact on the dark
matter distribution within the inner ∼10 kiloparsecs of the Milky Way [80–90]. The
magnitude and direction of such baryonic effects, however, are currently a topic of
debate. With this in mind, we remain agnostic as to the value of the inner slope, and
take 𝛾 to be a free parameter.
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In the left frame of Fig. 2-1, we plot the density of dark matter as a function of
𝑟 for several choices of the halo profile. Along with generalized NFW profiles using
three values of the inner slope (𝛾=1.0, 1.2, 1.4), we also show for comparison the
results for an Einasto profile (with 𝛼 = 0.17) [91]. In the right frame, we plot the
value of the integral in Eq. 2.1 for the same halo profiles, denoted by the quantity,
𝐽(𝜓):
𝐽(𝜓) =
∫︁
los
𝜌2(𝑟) 𝑑𝑙, (2.3)
where 𝜓 is the angle observed away from the Galactic Center. In the NFW case
(with 𝛾 = 1), for example, the value of 𝐽 averaged over the inner degree around the
Galactic Center exceeds that of the most promising dwarf spheroidal galaxies by a
factor of ∼50 [92]. If the Milky Way’s dark matter halo is contracted by baryons or is
otherwise steeper than predicted by NFW, this ratio could easily be ∼103 or greater.
The spectrum of gamma rays produced per dark matter annihilation, 𝑑𝑁𝛾/𝑑𝐸𝛾,
depends on the mass of the dark matter particle and on the types of particles pro-
duced in this process. In the left frame of Fig. 2-2, we plot 𝑑𝑁𝛾/𝑑𝐸𝛾 for the case
of a 30 GeV WIMP mass, and for a variety of annihilation channels (as calculated
using PYTHIA [93], except for the 𝑒+𝑒− case, for which the final state radiation was
calculated analytically [94,95]). In each case, a distinctive bump-like feature appears,
although at different energies and with different widths, depending on the final state.
In addition to prompt gamma rays, dark matter annihilations can produce elec-
trons and positrons which subsequently generate gamma rays via inverse Compton
and bremsstrahlung processes. For dark matter annihilations taking place near the
Galactic Plane, the low-energy gamma-ray spectrum can receive a non-negligible con-
tribution from bremsstrahlung. In the right frame of Fig. 2-2, we plot the gamma-
ray spectrum from dark matter (per annihilation), including an estimate for the
bremsstrahlung contribution. In estimating the contribution from bremsstrahlung,
we neglect diffusion, but otherwise follow the calculation of Ref. [96]. In particu-
lar, we consider representative values of ⟨𝐵⟩ = 10𝜇G for the magnetic field, and 10
eV/cm3 for the radiation density throughout the region of the Galactic Center. For
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the distribution of gas, we adopt a density of 10 particles per cm3 near the Galactic
Plane (𝑧 = 0), with a dependence on 𝑧 given by exp(−|𝑧|/0.15 kpc). Within ∼1∘–
2∘ of the Galactic Plane, we find that bremsstrahlung could potentially contribute
non-negligibly to the low energy (. 1–2 GeV) gamma-ray spectrum from annihilating
dark matter.
2.3 Making Higher Resolution Gamma-Ray Maps
with CTBCORE
In most analyses of Fermi data, one makes use of all of the events within a given
class (Transient, Source, Clean, or Ultraclean). Each of these event classes reflects a
different trade-off between the effective area and the efficiency of cosmic-ray rejection.
Higher quality event classes also allow for somewhat greater angular resolution (as
quantified by the point spread function, PSF). The optimal choice of event class for
a given analysis depends on the nature of the signal and background in question.
The Ultraclean event class, for example, is well suited to the study of large angular
regions, and to situations where the analysis is sensitive to spectral features that
might be caused by cosmic ray backgrounds. The Transient event class, in contrast,
is best suited for analyses of short duration events, with little background. Searches
for dark matter annihilation products from the Milky Way’s halo significantly benefit
from the high background rejection and angular resolution of the Ultraclean class and
thus can potentially fall into the former category.
As a part of event reconstruction, the Fermi Collaboration estimates the accuracy
of the reconstructed direction of each event. Inefficiencies and inactive regions within
the detector reduce the quality of the information available for certain events. Fac-
tors such as whether an event is front-converting or back-converting, whether there
are multiple tracks that can be combined into a vertex, and the amount of energy
deposited into the calorimeter each impact the reliability of the reconstructed direc-
tion [97].
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Figure 2-3: The point spread function (PSF) of the Fermi Gamma-Ray Space Tele-
scope, for front-converting, Ultraclean class events. The solid lines represent the PSF
for the full dataset, using the Fermi Collaboration’s default cuts on the parameter
CTBCORE. The dotted and dashed lines, in contrast, denote the PSFs for the top
two quartiles (Q2) and top quartile (Q1) of these events, respectively, as ranked by
CTBCORE. See text for details.
In their most recent public data releases, the Fermi Collaboration has begun to
include a greater body of information about each event, including a value for the pa-
rameter CTBCORE, which quantifies the reliability of the directional reconstruction.
By selecting only events with a high value of CTBCORE, one can reduce the tails of
the PSF, although at the expense of effective area [97].
For this study, we have created a set of new event classes by increasing the CTB-
CORE cut from the default values used by the Fermi Collaboration. To accomplish
this, we divided all front-converting, Ultraclean events (Pass 7, Reprocessed) into
quartiles, ranked by CTBCORE. Those events in the top quartile make up the event
class Q1, while those in the top two quartiles make up Q2, etc. For each new event
class, we calibrate the on-orbit PSF [98, 99] using the Geminga pulsar. Taking ad-
vantage of Geminga’s pulsation, we remove the background by taking the difference
between the on-phase and off-phase images. We fit the PSF in each energy bin by
a single King function, and smooth the overall PSF with energy. We also rescale
Fermi ’s effective area according to the fraction of events that are removed by the
CTBCORE cut, as a function of energy and incidence angle.
These cuts on CTBCORE have a substantial impact on Fermi ’s PSF, especially
at low energies. In Fig. 2-3, we show the PSF for front-converting, Ultraclean events,
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at three representative energies, for different cuts on CTBCORE (all events, Q2, and
Q1).
Such a cut can be used to mitigate the leakage of astrophysical emission from the
Galactic Plane and point sources into our regions of interest. This leakage is most
problematic at low energies, where the PSF is quite broad and where the CTBCORE
cut has the greatest impact. These new event classes and their characterization are
further detailed in [100], and accompanied by a data release of all-sky maps for each
class, and the instrument response function files necessary for use with the Fermi
Science Tools.
Throughout the remainder of this study, we will employ the Q2 event class by
default, corresponding to the top 50% (by CTBCORE) of Fermi ’s front-converting,
Ultraclean photons, to maximize event quality. We select Q2 rather than Q1 to
improve statistics, since as demonstrated in Fig. 2-3, the angular resolution improve-
ment in moving from Q2 to Q1 is minimal. In Appendix F.2 we demonstrate that
our results are stable upon removing the CTBCORE cut (thus doubling the dataset),
or expanding the dataset to include lower-quality events.1
2.4 The Inner Galaxy
In this section, we follow the procedure previously pursued in Ref. [67] (see also
Refs. [36,101]) to study the gamma-ray emission from the Inner Galaxy. We use the
term “Inner Galaxy” to denote the region of the sky that lies within several tens of
degrees around the Galactic Center, excepting the Galactic Plane itself (|𝑏| < 1∘),
which we mask in this portion of our analysis.
Throughout our analysis, we make use of the Pass 7 (V15) reprocessed data taken
between August 4, 2008 and December 5, 2013, using only front-converting, Ultra-
1An earlier version of this work found a number of apparent peculiarities in the results without
the CTBCORE cut that were removed on applying the cut. However, we now attribute those
peculiarities to an incorrect smoothing of the diffuse background model. When the background model
is smoothed correctly, we find results that are much more stable to the choice of CTBCORE cut,
and closely resemble the results previously obtained with Q2 events. Accordingly, the CTBCORE
cut appears to be effective at separating signal from poorly-modeled background emission, but is
less necessary when the background is well-modeled.
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Figure 2-4: The spatial templates (in galactic coordinates) for the Galactic diffuse
model (upper left), the Fermi bubbles (upper right), and dark matter annihilation
products (lower), as used in our Inner Galaxy analysis. The scale is logarithmic
(base 10), normalized to the brightest point in each map. The diffuse model template
is shown as evaluated at 1 GeV, and the dark matter template corresponds to a
generalized NFW profile with an inner slope of 𝛾 = 1.18. Red dashed lines indicate
the boundaries of our standard Region of Interest (we also mask bright point sources
and the region of the Galactic plane with |𝑏| < 1∘).
clean class events which pass the Q2 CTBCORE cut as described in Sec. 2.3. We
also apply standard cuts to ensure data quality (zenith angle < 100∘, instrumental
rocking angle < 52∘, DATA_QUAL = 1, LAT_CONFIG=1). Using this data set, we have
generated a series of maps of the gamma-ray sky binned in energy, with 30 logarith-
mically spaced energy bins spanning the range from 0.3-300 GeV. For the analyses
presented in this chapter, by default we restrict to energies 50 GeV and lower to
ensure numerical stability of the fit. We apply the point source subtraction method
described in Ref. [36], updated to employ the 2FGL catalogue, and masking out the
300 brightest and most variable sources at a mask radius corresponding to 95% con-
tainment. We then perform a pixel-based maximum likelihood analysis on the map,
fitting the data in each energy bin to a sum of spatial templates. These templates
consist of: 1) the Fermi Collaboration p6v11 Galactic diffuse model (which we refer
to as the p6v11 diffuse model),2 2) an isotropic map, intended to account for the ex-
2Unlike more recently released Galactic diffuse models, the p6v11 diffuse model does not implicitly
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tragalactic gamma-ray background and residual cosmic-ray contamination, and 3) a
uniform-brightness spatial template coincident with the features known as the Fermi
Bubbles, as described in Ref. [36]. In addition to these three background templates,
we include an additional dark matter template, motivated by the hypothesis that the
previously reported gamma-ray excess originates from annihilating dark matter. In
particular, our dark matter template is taken to be proportional to the line-of-sight
integral of the dark matter density squared, 𝐽(𝜓), for a generalized NFW density
profile (see Eqs. 2.2–2.3). The spatial morphology of the Galactic diffuse model (as
evaluated at 1 GeV), Fermi Bubbles, and dark matter templates are each shown in
Fig. 2-4.
We smooth the Galactic diffuse model template to match the data using the
gtsrcmaps routine in the Fermi Science Tools, to ensure that the tails of the PSF are
properly taken into account.3 Because the Galactic diffuse model template is much
brighter than the other contributions in the region of interest, relatively small errors
in its smoothing could potentially bias our results. However, the other templates
are much fainter, and so we simply perform a Gaussian smoothing, with a FWHM
matched to the FWHM of the Fermi PSF at the minimum energy for the bin (since
most of the counts are close to this minimum energy). In all cases, when using
CTBCORE data, we employ the appropriate (narrower) PSF, as derived in [100].
By default, we employ a Region of Interest (ROI) of |ℓ| < 20∘, 1∘ < |𝑏| < 20∘. An
earlier version of this work used the full sky (with the plane masked at 1 degree) as the
default ROI; we find that restricting to a smaller ROI alleviates oversubtraction in the
inner Galaxy and improves the stability of our results.4 Thus we present “baseline”
results for the smaller region, but show the impact of changing the ROI in Appendix
F.2, and in selected figures in the main text. Where we refer to the “full sky” analysis
the Galactic plane is masked for |𝑏| < 1∘ unless noted otherwise.
include a component corresponding to the Fermi Bubbles. By using this model, we are free to fit
the Fermi Bubbles component independently. See Appendix A.2 for a discussion of the impact of
varying the diffuse model.
3We checked the impact of smoothing the diffuse model with a Gaussian and found no significant
impact on our results.
4This approach was in part inspired by the work presented in Ref. [102].
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Figure 2-5: The variation in the quantity −2Δ lnℒ (referred to as TS) extracted from
the likelihood fit, as a function of the inner slope of the dark matter halo profile, 𝛾.
All values are relative to the result for the best-fit (highest TS) template, and positive
values thus indicate a reduction in TS. Results are shown using gamma-ray data from
the full sky (solid line) and only the southern sky (dashed line). Unlike in the analysis
of Ref. [67], we do not find any large north-south asymmetry in the preferred value
of 𝛾.
As found in previous studies [67, 68], the inclusion of the dark matter template
dramatically improves the quality of the fit to the Fermi data. For the best-fit spec-
trum and halo profile, we find that the inclusion of the dark matter template improves
the formal fit by TS≡ −2Δ lnℒ ≃ 1100 (here TS stands for “test statistic”). This
dark matter template has 22 degrees of freedom, corresponding to its normalization
in each of the 22 energy bins below 50 GeV. A naive translation from TS to 𝑝-value
results in an apparent statistical preference greater than 30𝜎; however, when consid-
ering this enormous statistical significance, one should keep in mind that in addition
to statistical errors there is a degree of unavoidable and unaccounted-for systematic
error. Neither model (with or without a dark matter component) is a “good fit” in
the sense of describing the sky to the level of Poisson noise. That being said, the data
do very strongly prefer the presence of a gamma-ray component with a morphology
similar to that predicted from annihilating dark matter (see Appendices F.2-A.5 for
further details).
As in Ref. [67], we vary the value of the inner slope of the generalized NFW profile,
𝛾, and compare the change in the log-likelihood, Δ lnℒ, between the resulting fits
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Figure 2-6: Left frame: The spectrum of the dark matter component, extracted from
a fit in our standard ROI (1∘ < |𝑏| < 20∘, |𝑙| < 20∘) for a template corresponding to a
generalized NFW halo profile with an inner slope of 𝛾 = 1.18 (normalized to the flux
at an angle of 5∘ from the Galactic Center). Shown for comparison (solid line) is the
spectrum predicted from a 43.0 GeV dark matter particle annihilating to 𝑏?¯? with a
cross section of 𝜎𝑣 = 2.25 × 10−26 cm3/s × [(0.4GeV/cm3)/𝜌local]2. Right frame: as
left frame, but for a full-sky ROI (|𝑏| > 1∘), with 𝛾 = 1.28; shown for comparison (solid
line) is the spectrum predicted from a 36. 6 GeV dark matter particle annihilating to
𝑏?¯? with a cross section of 𝜎𝑣 = 0.75× 10−26 cm3/s × [(0.4GeV/cm3)/𝜌local]2.
in order to determine the preferred range for the value of 𝛾.5 The results of this
exercise are shown in Fig. 2-5. We find that our default ROI has a best-fit value of
𝛾 = 1.18, consistent with previous studies of the inner Galaxy (which did not employ
any additional cuts on CTBCORE) that preferred an inner slope of 𝛾 ≃ 1.2 [67].
Fitting over the full sky, we find a preference for a slightly steeper value of 𝛾 ≃ 1.28.
These results are quite stable to our mask of the Galactic plane; masking the region
with |𝑏| < 2∘ changes the preferred value to 𝛾 = 1.25 in our default ROI, and 𝛾 = 1.29
over the whole sky. In contrast to Ref. [67], we find no significant difference in the
slope preferred by the fit over the standard ROI, and by a fit only over the southern
half (𝑏 < 0) of the ROI (we also find no significant difference between the fit over
the full sky and the southern half of the full sky). This can be seen directly from
Fig. 2-5, where the full-sky and southern-sky fits for the same level of masking are
found to favor quite similar values of 𝛾 (the southern sky distribution is broader than
that for the full sky simply due to the difference in the number of photons). The
5Throughout, we describe the improvement in−2Δ lnℒ induced by inclusion of a specific template
as the “test statistic” or TS for that template.
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Figure 2-7: Intensity maps (in galactic coordinates) after subtracting the point source
model and best-fit Galactic diffuse model, Fermi bubbles, and isotropic templates.
Template coefficients are obtained from the fit including these three templates and
a 𝛾 = 1.3 DM-like template. Masked pixels are indicated in black. All maps have
been smoothed to a common PSF of 2 degrees for display, before masking (the cor-
responding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between ∼0.5-10 GeV (i.e. in the first three frames), the
dark-matter-like emission is clearly visible around the Galactic Center.
best-fit values for gamma, from fits in the southern half of the standard ROI and the
southern half of the full sky, are 1.13 and 1.26 respectively.
In Fig. 2-6, we show the spectrum of the emission correlated with the dark matter
template in the default ROI and full-sky analysis, for their respective best-fit values
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of 𝛾 = 1.18 and 1.28.6 While no significant emission is absorbed by this template at
energies above ∼10 GeV, a bright and robust component is present at lower energies,
peaking near ∼1-3 GeV. Relative to the analysis of Ref. [67] (which used an incorrectly
smoothed diffuse model), our spectrum is in both cases significantly harder at energies
below 1 GeV, rendering it more consistent with that extracted at higher latitudes (see
Appendix A).7 Shown for comparison (as a solid line) is the spectrum predicted from
(left panel) a 43.0 GeV dark matter particle annihilating to 𝑏?¯? with a cross section
of 𝜎𝑣 = 2.25 × 10−26 cm3/s × [(0.4GeV/cm3)/𝜌local]2, and (right panel) a 36.6 GeV
dark matter particle annihilating to 𝑏?¯? with a cross section of 𝜎𝑣 = 0.75 × 10−26
cm3/s × [(0.4GeV/cm3)/𝜌local]2. The spectra extracted for this component are in
moderately good agreement with the predictions of the dark matter models, yielding
fits of 𝜒2 = 44 and 64 over the 22 error bars between 0.3 and 50 GeV. We emphasize
that these uncertainties (and the resulting 𝜒2 values) are purely statistical, and there
are significant systematic uncertainties which are not accounted for here (see the
discussion in the appendices). We also note that the spectral shape of the dark
matter template is quite robust to variations in 𝛾, within the range where good fits
are obtained (see Appendix F.2).
In Fig. 2-7, we plot the maps of the gamma-ray sky in four energy ranges after
subtracting the best-fit diffuse model, Fermi Bubbles, and isotropic templates. In
the 0.5-1 GeV, 1-3 GeV, and 3-10 GeV maps, the dark-matter-like emission is clearly
visible in the region surrounding the Galactic Center. Much less central emission
is visible at 10-50 GeV, where the dark matter component is absent, or at least
significantly less bright.
We note that the p6v11 diffuse model, like all other diffuse models created by the
Fermi Collaboration, was designed for point source subtraction rather than study of
extended sources or large-scale diffuse excesses. Accordingly, the Fermi Collaboration
does not recommend any standard background model for extended diffuse analyses,
stating that the approach for such studies should be determined and tested on a case-
6A comparison between the two ROIs with 𝛾 held constant is presented in Appendix F.2.
7An earlier version of this work found this improvement only in the presence of the CTBCORE
cut; we now find this hardening independent of the CTBCORE cut.
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by-case basis.8 The model also inherits fundamental limitations from the GALPROP
code9 [103–105] used to compute the distribution of cosmic rays (for example, this
code treats the Galaxy as axisymmetric). Finally, the p6v11 diffuse model was created
based on a much earlier Fermi dataset than the one employed in this work, with a
different event selection. It was fitted to the data assuming (a) no dark matter
component, and (b) a set of instrument response functions that have since been
superseded. The p6v11 diffuse model itself is a physical model for the gamma-ray
emission, and is not convolved with those original instrument response functions.
However, there is no guarantee that it would still yield the best fit to our updated
and modified dataset if the same analysis to be repeated, due to both increased
statistics, and low-level systematic errors in the instrument response functions (that
differ between our analysis and the original fit of the p6v11 diffuse model to the
data). More fundamentally, in the absence of an accurate model for the cosmic ray
distribution in the inner Galaxy, any diffuse model we construct will have difficult-to-
gauge systematic differences from the data. It is not unexpected that – as mentioned
above – none of our models provide formally good fits to the data, to the level of
Poisson noise.
Acknowledging these caveats, we proceed using the p6v11 diffuse model, motivated
by the results of Ref. [67], that demonstrated that (in a study of the inner Galaxy)
consistent results were obtained using the p6v11 diffuse model and a data-driven
model for the diffuse emission based on the 0.5-1 GeV energy band (where the excess
appears to be relatively faint). By letting the model components float independently
in each energy bin, as was done in Ref. [67], we remove any systematic effect from a
mismodeled energy-dependent effective area in the original construction of the p6v11
diffuse model.
Our approach in this work is to test the robustness of the excess to variations
in the background modeling, rather than trying to construct the best possible back-
ground model. In Appendix A.2 we explore the effects of changing to a later Fermi
8http://fermi.gsfc.nasa.gov/ssc/data/analysis/LAT_caveats.html.
9GALPROP is publicly available at http://galprop.stanford.edu.
54
Collaboration diffuse model, and the impact of adding an additional template tracing
the interstellar dust. The dust map serves as a template for the gas distribution, and
by allowing it to float freely we allow for mismodeling of the gas-correlated compo-
nent in the p6v11 diffuse model. Both of these modifications can change the details
of the extracted spectrum for the excess, but its presence and general shape (peaked
at 1-3 GeV) appear fairly robust. Only when a template sculpted to be near-spherical
and sharply peaked toward the Galactic Center is added to the “background” model
do we find substantial degeneracy with the excess at low energies, and a resulting
shift in the peak of its spectrum to higher energies.10 We also perform the tests of
fitting in different sub-regions (Appendix F.2), as one would expect the systematics
due to mis-subtraction of the diffuse background to differ over the sky. Finally, as
we will show in the next section, the features of the excess discussed in this work are
also reproduced in the Galactic Center, where we would again expect the systematic
errors due to mismodeled diffuse emission to be different from those present at higher
latitudes.
2.5 The Galactic Center
In this section, we describe our analysis of the Fermi data from the region of the
Galactic Center, defined as |𝑏| < 5∘, |𝑙| < 5∘. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the previous section. We performed
a binned likelihood analysis to this data set using the Fermi tool gtlike, dividing
the region into 200×200 spatial bins (each 0.05∘ × 0.05∘), and 12 logarithmically-
spaced energy bins between 0.316-10.0 GeV. Included in the fit is a model for the
Galactic diffuse emission, supplemented by a model spatially tracing the observed 20
cm emission [106], a model for the isotropic gamma-ray background, and all gamma-
ray sources listed in the 2FGL catalog [107], as well as the two additional point sources
described in Ref. [108]. We allow the flux and spectral shape of all high-significance
10After the original appearance of this work, an independent study demonstrated that considering
a wide range of GALPROP-based models also does not significantly alter the qualitative features of
the excess [102].
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Figure 2-8: The spectrum of the dark matter component derived in our Galactic
Center analysis, for a template corresponding to an NFW halo profile with an inner
slope of 𝛾 = 1.2 (left) or 1.3 (right), normalized to the flux at an angle of 5∘ from
the Galactic Center. We caution that significant and difficult to estimate system-
atic uncertainties exist in this determination, especially at energies below ∼1 GeV.
Shown for comparison (solid line) is the spectrum predicted from a 35.25 GeV dark
matter particle annihilating to 𝑏?¯? with a cross section of 𝜎𝑣 = 1.21 × 10−26 cm3/s
× [(0.4GeV/cm3)/𝜌local]2 (left) or 𝜎𝑣 = 0.56× 10−26 cm3/s × [(0.4GeV/cm3)/𝜌local]2
(right). The dot-dash and dotted curves include an estimated contribution from
bremsstrahlung, as shown in the right frame of Fig. 2-2.
(
√
TS > 25) 2FGL sources located within 7∘ of the Galactic Center to vary. For
somewhat more distant or lower significance sources (𝜓 = 7∘ − 8∘ and √TS > 25,
𝜓 = 2∘−7∘ and √TS = 10−25, or 𝜓 < 2∘ and any TS), we adopt the best-fit spectral
shape as presented in the 2FGL catalog, but allow the overall normalization to float.
We additionally allow the spectrum and normalization of the two new sources from
Ref. [108], the 20 cm template, and the extended sources W28 and W30 [107] to float.
We fix the emission from all other sources to the best-fit 2FGL values.
For the Galactic diffuse emission, we adopt the model gal_2yearp7v6_v0. Al-
though an updated Galactic diffuse model has recently been released by the Fermi
Collaboration, that model includes additional empirically fitted features at scales
greater than 2∘, and therefore is not recommended for studies of extended gamma-
ray emission. We use this “p7v6 model” in preference to the p6v11 diffuse model for
the Galactic Center analysis because of its finer binning and improved treatment of
the Galactic plane and point sources.11 These factors are much more important in
11http://fermi.gsfc.nasa.gov/ssc/data/access/lat/Model_details/Pass7_galactic.
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Figure 2-9: The change in TS for the dark matter template as a function of the inner
slope of the dark matter halo profile, 𝛾, as found in our Galactic Center likelihood
analysis. All values are relative to the result for the best-fit (highest TS) template,
and positive values thus indicate a reduction in TS. The best-fit value is very similar
to that found in our analysis of the larger Inner Galaxy region (in the default ROI),
favoring 𝛾 ∼ 1.17 (compared to 𝛾 ≃ 1.18 in the Inner Galaxy analysis).
this region than in the inner Galaxy. The disadvantage of the p7v6 model for diffuse
emission analyses, relative to its p6v11 counterpart, is its inclusion of fixed, non-
physical templates for large-scale residuals. However, the impact of these templates
is small in the bright Galactic Center region.
For the isotropic component, we adopt the model of Ref. [109]. We allow the
overall normalization of the Galactic diffuse and isotropic emission to freely vary.
In our fits, we found that the isotropic component prefers a normalization that is
considerably brighter than the extragalactic gamma-ray background. In order to
account for this additional isotropic emission in our region of interest, we attempted
simulations in which we allowed the spectrum of the isotropic component to vary, but
found this to have a negligible impact on the fit.
In addition to these astrophysical components, we include a spatially extended
model in our fits motivated by the possibility of annihilating dark matter. The
morphology of this component is again taken to follow the line-of-sight integral
of the square of the dark matter density, as described in Sec. 2.2. We adopt a
generalized NFW profile centered around the location of Sgr A* (𝑏 = −0.04608∘,
html
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Figure 2-10: The raw gamma-ray maps (left) and the residual maps after subtract-
ing the best-fit Galactic diffuse model, 20 cm template, point sources, and isotropic
template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ∼1-3 GeV. Results are
shown in galactic coordinates, and all maps have been smoothed by a 0.25∘ Gaussian.
𝑙 = −0.05578∘ [110]), and allow the inner slope (𝛾) and overall normalization (set by
the annihilation cross section) to freely float.
In Figs. 2-8 and 2-9, we show the main results of our Galactic Center likelihood
analysis. In Fig. 2-9, we plot the change of the log-likelihood of our fit as a function
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of the inner slope of the halo profile, 𝛾. For our best-fit value of 𝛾 = 1.17, the
inclusion of the dark matter component (with two degrees of freedom corresponding
to the normalization of spectrum based on the best-fit dark matter mass) can improve
the overall fit with TS ≃ 300, corresponding to a statistical preference for such a
component at the level of ∼17𝜎. In Fig. 2-8, we show the spectrum of the dark-
matter-like component, for values of 𝛾 = 1.2 (left frame) and 𝛾 = 1.3 (right frame).
Shown for comparison is the spectrum predicted from a 35.25 GeVWIMP annihilating
to 𝑏?¯?. The solid line represents the contribution from prompt emission, whereas
the dot-dashed and dotted lines also include an estimate for the contribution from
bremsstrahlung (for the 𝑧 = 0.15 and 0.3 kpc cases, as shown in the right frame of
Fig. 2-2, respectively). The normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 2-6 and 2-8), although the details of this comparison
depend on the precise morphology that is adopted.
We note that the Fermi tool gtlike determines the quality of the fit assuming a
given spectral shape for the dark matter template, but does not generally provide a
model-independent spectrum for this or other components. In order to make a model-
independent determination of the dark matter component’s spectrum, we adopt the
following procedure. First, assuming a seed spectrum for the dark matter component,
the normalization and spectral shape of the various astrophysical components are each
varied and set to their best-fit values. Then, the fit is performed again, allowing the
spectrum of the dark matter component to vary in each energy bin. The resultant
dark matter spectrum is then taken to be the new seed, and this procedure is repeated
iteratively until convergence is reached.
In Fig. 2-10, we plot the gamma-ray count maps of the Galactic Center region. In
the left frames, we show the raw maps, while in the right frames we have subtracted
the best-fit contributions from each component in the fit except for that correspond-
ing to the dark matter template (the Galactic diffuse model, 20 cm template, point
sources, and isotropic template). In each frame, the map has been smoothed by
a 0.25∘ Gaussian (0.59∘ full-width-half-maximum). The excess emission is clearly
present in the right frames, and most evidently in the 1.0-3.16 GeV range, where the
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signal is most significant.
The slope favored by our Galactic Center analysis (𝛾 ≃ 1.04–1.24) is very similar to
that found in the Inner Galaxy analysis (𝛾 ≃ 1.15-1.22). Our results are also broadly
consistent with those of the recent analysis of Ref. [44], which studied a smaller region
of the sky (|𝑏| < 3.5∘, |𝑙| < 3.5∘), and found a preference for 𝛾 ≃ 1.12 ± 0.05. We
discuss this question further in Sec. 2.6.
As mentioned above, in addition to the Galactic diffuse model, we include a spatial
template in our Galactic Center fit with a morphology tracing the 20 cm (1.5 GHz)
map of Ref. [106]. This map is dominated by synchrotron emission, and thus traces
a convolution of the distribution of cosmic-ray electrons and magnetic fields in the
region. As cosmic-ray electrons also generate gamma rays via bremsstrahlung and
inverse Compton processes, the inclusion of the 20 cm template in our fit is intended
to better account for these sources of gamma rays. And although the Galactic dif-
fuse model already includes contributions from bremsstrahlung and inverse Compton
emission, the inclusion of this additional template allows for more flexibility in the
fit. In actuality, however, we find that this template has only a marginal impact on
the results of our fit, absorbing some of the low energy emission that (without the 20
cm template) would have been associated with our dark matter template.
2.6 Further Constraining the Morphology of the
Anomalous Gamma-Ray Emission
In the previous two sections, we showed that the gamma-ray emission observed from
the regions of the Inner Galaxy and Galactic Center is significantly better fit when
we include an additional component with an angular distribution that follows that
predicted from annihilating dark matter. In particular, our fits favor a morphology
for this component that follows the square of a generalized NFW halo profile with
an inner slope of 𝛾 ≃ 1.1 − 1.3. Implicit in those fits, however, was the assumption
that the angular distribution of the anomalous emission is spherically symmetric with
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Figure 2-11: The variation in TS for the dark matter template, as performed in
Sec. 2.4’s Inner Galaxy analysis (left frame) and Sec. 2.5’s Galactic Center analysis
(right frame), when breaking our assumption of spherical symmetry for the dark mat-
ter template. All values shown are relative to the choice of axis ratio with the highest
TS; positive values thus indicate a reduction in TS. The axis ratio is defined such that
values less than one are elongated along the Galactic Plane, whereas values greater
than one are elongated with Galactic latitude. The fit strongly prefers a morphology
for the anomalous component that is approximately spherically symmetric, with an
axis ratio near unity.
respect to the dynamical center of the Milky Way. In this section, we challenge this
assumption and test whether other morphologies might provide a better fit to the
observed emission.
We begin by considering templates which are elongated either along or perpen-
dicular to the direction of the Galactic Plane. In Fig. 2-11, we plot the change in
the TS of the Inner Galaxy (left) and Galactic Center (right) fits with such an asym-
metric template, relative to the case of spherical symmetry. The axis ratio is defined
such that values less than unity are elongated in the direction of the Galactic Plane,
while values greater than one are preferentially extended perpendicular to the plane.
The profile slope averaged over all orientations is taken to be 𝛾 = 1.2 in both cases.
From this figure, it is clear that the gamma-ray excess in the Galactic Center prefers
to be fit by an approximately spherically symmetric distribution, and disfavors any
axis ratio which departs from unity by more than approximately 20%. In the Inner
Galaxy there is a preference for a stretch perpendicular to the plane, with an axis
ratio of ∼ 1.3. As we will discuss in Appendix F.2, however, there are reasons to
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Figure 2-12: The change in the quality of the fit in our Galactic Center analysis, for
a dark matter template that is elongated along an arbitrary orientation (x-axis) and
with an arbitrary axis ratio (y-axis). As shown in Fig. 2-11, the fit worsens if the
this template is significantly stretched either along or perpendicular to the direction
of the Galactic Plane (corresponding to 0∘ or 90∘ on the x-axis, respectively). A
mild statistical preference, however, is found for a morphology with an axis ratio of
∼1.3-1.4 elongated along an axis rotated ∼35∘ clockwise from the Galactic Plane.
Figure 2-13: To test whether the excess emission is centered around the dynamical
center of the Milky Way (Sgr A*), we plot the change in the TS associated with
the dark matter template found in our Galactic Center analysis, as a function of the
center of the template. Positive values correspond to a worse fit (lower TS). The fit
clearly prefers this template to be centered within ∼0.05∘ of the location of Sgr A*.
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believe this may be due to the oversubtraction of the diffuse model along the plane,
and this result is especially sensitive to the choice of ROI.
In Fig. 2-12, we generalize this approach within our Galactic Center analysis to
test morphologies that are not only elongated along or perpendicular to the Galactic
Plane, but along any arbitrary orientation. Again, we find that that the quality of the
fit worsens if the the template is significantly elongated either along or perpendicular
to the direction of the Galactic Plane. A mild statistical preference is found, however,
for a morphology with an axis ratio of ∼1.3-1.4 elongated along an axis rotated ∼35∘
clockwise from the Galactic Plane in galactic coordinates.12 While this may be a
statistical fluctuation, or the product of imperfect background templates, it could also
potentially reflect a degree of triaxiality in the underlying dark matter distribution.
We have also tested whether the excess emission is, in fact, centered around the
dynamical center of the Milky Way (Sgr A*), as we have thus far assumed. In Fig. 2-
13, we plot the change in TS of the dark-matter-motivated template, as found in our
Galactic Center analysis, when we vary the center of the template. The fit clearly
prefers this template to be centered within ∼0.05∘ of the location of Sgr A*.
We smooth the ring templates to a 1∘ Gaussian (full-width-half-max), and fit the
normalization of each ring template independently. Instead of allowing the spectrum
of the ring templates to each vary freely (which would have introduced an untenable
number of free parameters), we fix their spectral shape to that found for the dark
matter component in the single template fit. We also break the template associated
with the Fermi Bubbles into five templates, in 10∘ latitude slices (each with the same
spectrum, but with independent normalizations).
The dark-matter-like emission is clearly and consistently present in each ring tem-
plate out to ∼10∘, beyond which systematic and statistical limitations make such de-
terminations difficult. For comparison, we also show the predictions for a generalized
NFW profile with 𝛾 = 1.4 (after appropriate smoothing). While this value for the
profile slope is steeper that that found in Secs 2.4 and 2.5, we caution that systematic
uncertainties associated with the diffuse model template may be biasing this fit to-
12We define a “clockwise” rotation such that a 90∘ rotation turns +l into +b.
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Figure 2-14: To constrain the degree to which the gamma-ray excess is spatially
extended, we have repeated our Inner Galaxy analysis, replacing the dark matter
template with a series of concentric ring templates centered around the Galactic
Center. The dark-matter-like emission is clearly and consistently present in each
ring template out to ∼10∘, beyond which systematic and statistical limitations make
such determinations difficult. For comparison, we also show the predictions for a
generalized NFW profile with 𝛾 = 1.3. The spectrum of the rings is held fixed at that
of Fig.2-6, and the fluxes displayed in the plot correspond to an energy of 2.67 GeV.
ward somewhat steeper values of 𝛾 (we discuss this question further in Appendix F.2,
in the context of the increased values of 𝛾 found for larger ROIs). It is also plausible
that the dark matter slope could vary with distance from the Galactic Center, for
example as exhibited by an Einasto profile [91].
An important question to address is to what degree the gamma-ray excess is
spatially extended, and over what range of angles from the Galactic Center can it be
detected? To address this issue, we have repeated our Inner Galaxy analysis, replacing
the dark matter template with 8 concentric, rotationally symmetric ring templates,
each 1∘ wide, and centered around the Galactic Center. However instead of allowing
the spectrum of the ring templates to each vary freely (which would have introduced
an untenable number of free parameters), we fix their spectral shape between 0.3
GeV - 30 GeV to that found for the dark matter component in the single template
fit. By floating the ring coefficients with a fixed spectral dependence, we obtain
another handle on the spatial extent and morphology of the excess. In order to be
64
self-consistent we inherit the background modeling and ROI from the Inner Galaxy
analysis (except that we mask the plane for |𝑏| < 2∘ rather than |𝑏| < 1∘) and fix
the spectra of all the other templates to the best fit values from the Inner Galaxy
fit. We also break the template associated with the Fermi Bubbles into two sub-
templates, in 10∘ latitude slices (each with the same spectrum, but with independent
normalizations). We smooth the templates to the Fermi PSF.
The results of this fit are shown in Fig. 2-14. The dark-matter-like emission is
clearly and consistently present in each ring template out to ∼ 10∘, beyond which
systematic and statistical limitations make such determinations difficult. In order to
compare the radial dependence with that expected from a generalized NFW profile,
we weight the properly smoothed NFW squared/projected template with each ring
to obtain ring coefficients expected from an ideal NFW distribution. We then per-
form a minimum 𝜒2 fit on the data-driven ring coefficients taking as the template
the coefficients obtained from an NFW profile with 𝛾 = 1.3. We exclude the two
outermost outlier ring coefficients from this fit in order to avoid systematic bias on
the preferred 𝛾 value. Since the ring templates spatially overlap upon smoothing, we
take into account the correlated errors of the maximum likelihood fit, which add to
the spectral errors in quadrature. We show an interpolation of the best fit NFW ring
coefficients with the solid line on the same figure.
We caution that systematic uncertainties associated with the diffuse model tem-
plate may be biasing this fit toward somewhat steeper values of 𝛾 (we discuss this
question further in Appendix F.2, in the context of the increased values of 𝛾 found for
larger ROIs). It is also plausible that the dark matter slope could vary with distance
from the Galactic Center, for example as exhibited by an Einasto profile [91].
To address the same question within the context of our Galactic Center analysis,
we have re-performed our fit using dark matter templates which are based on density
profiles which are set to zero beyond a given radius. We find that templates corre-
sponding to density profiles set to zero outside of 800 pc (600 pc, 400 pc) provide a
fit that is worse relative to that found using an untruncated template at the level of
Δ TS=10.7 (57.6, 108, respectively).
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We have also tested our Galactic Center fit to see if a cored dark matter profile
could also provide a good fit to the data. We find, however, that the inclusion of
even a fairly small core is disfavored. Marginalizing over the inner slope of the dark
matter profile, we find that flattening the density profile within a radius of 10 pc
(30 pc, 50 pc, 70 pc, 90 pc) worsens the overall fit by Δ TS=3.6 (12.2, 22.4, 30.6,
39.2, respectively). The fit thus strongly disfavors any dark matter profile with a core
larger than a few tens of parsecs.
Lastly, we confirm that the morphology of the anomalous emission does not signif-
icantly vary with energy. If we fit the inner slope of the dark matter template in our
Inner Galaxy analysis one energy bin at a time, we find a similar value of 𝛾 ∼1.1-1.3
for all bins between 0.7 and 13 GeV. At energies ∼ 0.5 GeV and lower, the fit prefers
somewhat steeper slopes (𝛾 ∼ 1.6 or higher) and a corresponding spectrum with a
very soft spectral index, probably reflecting contamination from the Galactic Plane.
At energies above ∼ 13 GeV, the fit again tends to prefers a steeper profile.
The results of this section indicate that the gamma-ray excess exhibits a mor-
phology which is both approximately spherically symmetric and steeply falling (yet
detectable) over two orders of magnitude in galactocentric distance (between ∼20
pc and ∼2 kpc from Sgr A*). This result is to be expected if the emission is pro-
duced by annihilating dark matter particles, but is not anticipated for any proposed
astrophysical mechanisms or sources of this emission.
2.7 Implications for Dark Matter
In this section, we use the results of the previous sections to constrain the charac-
teristics of the dark matter particle species potentially responsible for the observed
gamma-ray excess.
We begin by fitting various dark matter models to the spectrum of the gamma-ray
excess as found in our Inner Galaxy analysis (as shown in the left frame of Fig. 2-6).
In Fig. 2-15, we plot the quality of this fit (𝜒2) as a function of the WIMP mass,
for a number of dark matter annihilation channels (or combination of channels),
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Figure 2-15: The quality of the fit (𝜒2, over 25-1 degrees-of-freedom) for various an-
nihilating dark matter models to the spectrum of the anomalous gamma-ray emission
from the Inner Galaxy (as shown in the left frame of Fig. 2-6) as a function of mass,
and marginalized over the value of the annihilation cross section. In the left frame,
we show results for dark matter particles which annihilate uniquely to 𝑏?¯?, 𝑐𝑐, 𝑠𝑠, light
quarks (𝑢?¯? and/or 𝑑𝑑), or 𝜏+𝜏−. In the right frame, we consider models in which the
dark matter annihilates to a combination of channels, with cross sections proportional
to the square of the mass of the final state particles, the square of the charge of the
final state particles, democratically to all kinematically accessible Standard Model
fermions, or 80% to 𝜏+𝜏− and 20% to 𝑏?¯?. The best fits are found for dark matter
particles with masses in the range of ∼20-60 GeV and which annihilate mostly to
quarks.
marginalized over the value of the annihilation cross section. Given that this fit is
performed over 22-1 degrees-of-freedom, a goodness-of-fit with a 𝑝-value of 0.05 (95%
CL) corresponds to a 𝜒2 of approximately 36.8. Given the systematic uncertainties
associated with the choice of background templates, we take any value of 𝜒2 . 50
to constitute a reasonably “good fit” to the Inner Galaxy spectrum. Good fits are
found for dark matter that annihilates to bottom, strange, or charm quarks. The fits
are slightly worse for annihilations to light quarks, or to combinations of fermions
proportional to the square of the mass of the final state, the square of the charge of
the final state, or equally to all fermionic degrees of freedom (democratic). In the light
mass region (𝑚𝑋∼7-10 GeV) motivated by various direct detection anomalies [111–
116], the best fit we find is for annihilations which proceed mostly to 𝜏+𝜏−, with an
additional small fraction to quarks, such as 𝑏?¯?. Even this scenario, however, provides
a somewhat poor fit, significantly worse that that found for heavier (𝑚𝑋 ∼ 20 − 60
GeV) dark matter particles annihilating mostly to quarks.
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Figure 2-16: The range of the dark matter mass and annihilation cross section required
to fit the gamma-ray spectrum observed from the Inner Galaxy, for a variety of
annihilation channels or combination of channels (see Fig. 2-15). We show results for
our standard ROI (black) and as fit over the full sky (blue). The observed gamma-ray
spectrum is generally best fit by dark matter particles with a mass of ∼20-50 GeV
and that annihilate to quarks with a cross section of 𝜎𝑣 ∼ 10−26 cm3/s. Note that
the cross-section for each model is computed for the best-fit slope 𝛾 in that ROI and
the assumed dark matter densities at 5∘ from the Galactic Center (where the signal is
normalized) are different for different values of 𝛾. This is responsible for roughly half
of the variation between the best-fit cross-sections. Figures A-1 and A-2 show the
impact of changing the ROI when holding the assumed DM density profile constant.
In Fig. 2-16, we show the regions of the dark matter mass-annihilation cross
section plane that are best fit by the gamma-ray spectrum shown in Fig. 2-6. For
each annihilation channel (or combination of channels), the 1, 2 and 3𝜎 contours
are shown around the best-fit point (corresponding to Δ𝜒2 = 2.30, 6.18, and 11.83,
respectively). Again, in the left frame we show results for dark matter particles which
annihilate entirely to a single final state, while the right frame considers instead
combinations of final states. Generally speaking, the best-fit models are those in
which the dark matter annihilates to second or third generation quarks with a cross
section of 𝜎𝑣 ∼ 10−26 cm3/s.13
This range of values favored for the dark matter’s annihilation cross section is
13The cross sections shown in Fig. 2-16 were normalized assuming a local dark matter density
of 0.4 GeV/cm3. Although this value is near the center of the range preferred by the combination
of dynamical and microlensing data (for 𝛾 = 1.18), there are non-negligible uncertainties in this
quantity. The analysis of Ref. [76], for example, finds a range of 𝜌local = 0.26 − 0.49 GeV/cm3 at
the 2𝜎 level. This range of densities corresponds to a potential rescaling of the y-axis of Fig. 2-16
by up to a factor of 0.7-2.4.
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Figure 2-17: A comparison of the dark matter mass determination using the spectrum
derived from our Inner Galaxy analysis (solid line) and using the spectrum derived
from our Galactic Center analysis (dashed and dotted lines). For each case shown,
we have considered a profile with an inner slope of 𝛾 =1.2 and annihilations to 𝑏?¯?.
quite interesting from the perspective of early universe cosmology. For the mass
range being considered here, a WIMP with an annihilation cross section of 𝜎𝑣 ≃
2.2 × 10−26 cm3/s (as evaluated at the temperature of freeze-out) will freeze-out
in the early universe with a relic abundance equal to the measured cosmological
dark matter density (assuming the standard thermal history) [117]. The dark matter
annihilation cross section evaluated in the low-velocity limit (as is relevant for indirect
searches), however, is slightly lower than the value at freeze-out in many models. For
a generic 𝑠-wave annihilation process, for example, one generally expects dark matter
in the form of a thermal relic to annihilate at low-velocities with a cross section near
𝜎𝑣𝑣=0 ≃ (1 − 2) × 10−26 cm3/s, in good agreement with the range of values favored
by the observed gamma-ray excess.
Thus far in this section, we have fit the predictions of various dark matter models
to the gamma-ray spectrum derived from our Inner Galaxy analysis. In Fig. 2-17,
we compare the mass range best fit to the Inner Galaxy spectrum to that favored
by our Galactic Center analysis. Overall, these two analyses favor a similar range of
dark matter masses and annihilation channels, although the Galactic Center spectrum
does appear to be slightly softer, and thus prefers WIMP masses that are a few GeV
lower than favored by the Inner Galaxy analysis. This could, however, be the result
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of bremsstrahlung, which can soften the gamma-ray spectrum from dark matter in
regions near the Galactic Plane (see Fig. 2-8 and the right frame of Fig. 2-2). Such
emission could plausibly cause a ∼40-45 GeV WIMP, for example, to produce a
gamma-ray spectrum along the Galactic Plane that resembles the prompt emission
predicted from a ∼35-40 GeV WIMP.
2.8 Discussion
In this chapter (and in previous studies [38, 39, 41–44, 67, 68]), it has been shown
that the gamma-ray excess observed from the Inner Galaxy and Galactic Center
is compatible with that anticipated from annihilating dark matter particles. This
is not, however, the first time that an observational anomaly has been attributed to
dark matter. Signals observed by numerous experiments, including INTEGRAL [118],
PAMELA [119], ATIC [120], Fermi [121,122],WMAP [123,124], DAMA/LIBRA [115,
116], CoGeNT [111, 112], CDMS [113], and CRESST [114], among others, have re-
ceived a great deal of attention as possible detections of dark matter particles. Most,
if not all, of these signals, have nothing to do with dark matter, but instead result from
some combination of astrophysical, environmental, and instrumental backgrounds (see
e.g. [125–132]). Given the frequency of such false alarms, we would be wise to apply
a very high standard before concluding that any new signal is, in fact, the result of
annihilating dark matter.
There are significant reasons to conclude, however, that the gamma-ray signal
described in this chapter is more likely to be a detection of dark matter than any
of the previously reported anomalies. Firstly, this signal consists of a very large
number of events, and has been detected with overwhelming statistical significance.
The excess consists of ∼104 gamma rays per square meter per year above 1 GeV (from
within 10∘ of the Galactic Center). Not only does this large number of events enable
us to conclude with confidence that the signal is present, but it also allows us to
determine its spectrum and morphology in some detail. And as shown, the measured
spectrum, angular distribution, and normalization of this emission does indeed match
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well with that expected from annihilating dark matter particles.
It is possible that a systematic mismodeling of the background could bias the
extracted properties of the signal. However, if this mismodeling is not itself fairly
symmetric about the Galactic Center, it would be peculiar that the properties of
the signal seem fairly consistent in different sub-regions of the ROI, and between the
Galactic Center and the more extended inner Galaxy region. Further, a mismodeling
that is symmetric about the Galactic Center would be unexpected, as neither the
data nor the background model possess this symmetry. While it is possible that the
true “source of the excess” and a background mismodeling could combine to yield
an apparently spherically symmetric excess with a spectrum that does not appear
to change significantly with position, even if neither component has such properties
on its own, it would require a coincidence. Accordingly, it seems likely that these
observed properties reflect the actual nature of the signal. (However, it is certainly
possible that background mismodeling could induce subtle changes in the extracted
spectrum or morphology or the signal.)
Secondly, the gamma-ray signal from annihilating dark matter can be calculated
straightforwardly, and generally depends on only a few unknown parameters. The
morphology of this signal, in particular, depends only on the distribution of dark
matter in the Inner Galaxy (as parameterized in our study by the inner slope, 𝛾).
The spectral shape of the signal depends only on the mass of the dark matter particle
and on what Standard Model particles are produced in its annihilations. The Galac-
tic gamma-ray signal from dark matter can thus be predicted relatively simply, in
contrast to, e.g., dark matter searches using cosmic rays, where putative signals are
affected by poorly constrained diffusion and energy-loss processes. In other words,
for the gamma-ray signal at hand, there are relatively few “knobs to turn”, making
it less likely that one would be able to mistakenly fit a well-measured astrophysical
signal with that of an annihilating dark matter model. (However, it is true that the
spectrum of gamma-rays from measured millisecond pulsars closely resembles that
arising from light DM annihilating into simple final states; we discuss this possible
explanation below.)
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Thirdly, we once again note that the signal described in this study can be ex-
plained by a very simple dark matter candidate, without any baroque or otherwise
unexpected features. After accounting for uncertainties in the overall mass of the
Milky Way’s dark matter halo profile [76], our results favor dark matter particles
with an annihilation cross section of 𝜎𝑣 = (0.4−6.6)×10−26 cm3/s (for annihilations
to 𝑏?¯?, see Fig. 2-16). This range covers the long predicted value that is required of
a thermal relic that freezes-out in the early universe with an abundance equal to
the measured cosmological dark matter density (2.2 × 10−26 cm3/s). No substruc-
ture boost factors, Sommerfeld enhancements, or non-thermal histories are required.
Furthermore, it is not difficult to construct simple models in which a ∼30-50 GeV
particle annihilates to quarks with the required cross section without violating con-
straints from direct detection experiments, colliders, or other indirect searches (for
work related to particle physics models capable of accommodating this signal, see
Refs. [133–146]).
And lastly, the dark matter interpretation of this signal is strengthened by the
absence of well motivated alternatives. There is no a priori reason to expect that
any diffuse astrophysical emission processes would exhibit either the spectrum or
the morphology of the observed signal. In particular, the spherical symmetry of the
observed emission with respect to the Galactic Center does not trace any combination
of astrophysical components (i.e. radiation, gas, dust, star formation, etc.). An
energetic event at the Galactic Center might conceivably give rise to a spherically
symmetric flux of cosmic rays, but the targets on which they scatter to produce
gamma rays (gas, starlight) would not share this symmetry. Furthermore, the lack of
any indication for a change in the spectrum with spatial position may argue against
models where the signal photons are produced by scattering of electrons and positrons
(whether originating from DM or astrophysical sources), as electrons lose energy
rapidly as they diffuse through the Galactic halo. In contrast, both the spherical
symmetry and uniform spectrum of the signal are natural in the context of photons
arising directly from DM annihilation, as the dark matter halo is inferred to be much
more spherical than the disk (see e.g. [147, 148] for discussions of general DM halos,
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and e.g. [149,150] for studies of the Milky Way halo specifically).
The astrophysical interpretation most often discussed within the context of this
signal is that it might originate from a large population of unresolved millisecond
pulsars. The millisecond pulsars observed within the Milky Way are largely located
either within globular clusters or in or around the Galactic Disk (with an exponential
scale height of 𝑧𝑠 ∼ 1 kpc [70, 151]). This pulsar population would lead to a diffuse
gamma-ray signal that is highly elongated along the disk, and would be highly incom-
patible with the constraints described in Sec. 2.6. For example, the best-fit model of
Ref. [151], which is based on the population of presently resolved gamma-ray millisec-
ond pulsars, predicts a morphology for the diffuse gamma-ray emission exhibiting an
axis ratio of ∼1-to-6. Within 10∘ of the Galactic Center, this model predicts that
millisecond pulsars should account for ∼1% of the observed diffuse emission, and less
than ∼5-10% of the signal described in this chapter.
To evade this conclusion, however, one could contemplate an additional (and less
constrained) millisecond pulsar population associated with the Milky Way’s central
stellar cluster. This scenario can be motivated by the fact that globular clusters are
known to contain large numbers of millisecond pulsars, presumably as a consequence
of their very high stellar densities. If our galaxy’s central stellar cluster contains
a large number of millisecond pulsars with an extremely concentrated distribution
(with a number density that scales approximately as 𝑛MSP ∝ 𝑟−2.4), those sources
could plausibly account for much of the gamma-ray excess observed within the inner
∼1∘ around the Galactic Center [39, 41–44, 69]. However, it is more challenging to
imagine that such a concentrated population could account for the more extended
component of this excess, which we have shown to be present out to at least ∼10∘
from the Galactic Center.
If the number of faint millisecond pulsars required to generate the signal are
present ∼10∘ (∼1.5 kpc) north or south of the Galactic Center, and if they possess a
similar luminosity function to other observed millisecond pulsars, a significant number
of such sources should already have been resolved by Fermi and appeared within the
2FGL catalog [70, 107, 151]. The lack of such resolved sources strongly limits the
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Figure 2-18: A comparison of the spectral shape of the gamma-ray excess described in
this chapter (error bars) to that measured from a number of high-significance globular
clusters (NGC 6266, 47 Tuc, and Terzan 5), and from the sum of all millisecond pulsars
detected as individual point sources by Fermi. The gamma-ray spectrum measured
from millisecond pulsars and from globular clusters (whose emission is believed to
be dominated by millisecond pulsars) is consistently softer than that of the observed
excess at energies below ∼1 GeV. See text for details.
abundance of millisecond pulsars in the region of the Inner Galaxy – unless the signal
originates from a novel population with an intrinsically faint luminosity function.14
Furthermore, the shape of the gamma-ray spectrum observed from resolved mil-
lisecond pulsars and from globular clusters (whose emission is believed to be domi-
nated by millisecond pulsars) appears to be somewhat softer than that of the gamma-
ray excess observed from the Inner Galaxy. n Fig. 2-18, we compare the spectral shape
of the gamma-ray excess to that measured from a number of globular clusters, and
from the sum of all resolved millisecond pulsars. Here, we have selected the three
highest significance globular clusters (NGC 6266, 47 Tuc, and Terzan 5), and plotted
their best fit spectra as reported by the Fermi Collaboration [152]. For the emission
from resolved millisecond pulsars, we include the 37 sources as described in Ref. [70].
Although each of these spectral shapes provides a reasonably good fit to the high-
energy spectrum, they also each significantly exceed the amount of emission that is
14Since this work was posted to the arXiv, a toy model for a spherically symmetric pulsar popula-
tion extending to high latitudes has been put forward [50]; some evidence has also been presented in
favor of a point source origin for the excess [46,47]. Our arguments here cannot rule out a point source
population with a different luminosity function and spatial distribution than the known/predicted
pulsar populations we initially considered.
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observed at energies below ∼1 GeV. This comparison further disfavors millisecond
pulsars as the source of the observed gamma-ray excess. However, it is true that
the low-energy spectrum is particularly prone to systematic errors in the background
modeling, as the excess is faint at low energies; this is demonstrated in the appen-
dices of this work (a similar effect was discussed in the context of the Galactic Center
by [44]). Thus, while the millisecond pulsar explanation may be disfavored by our
preferred spectrum, it cannot be ruled out at high confidence on spectral grounds
alone.
The near future offers encouraging prospects for detecting further evidence in sup-
port of a dark matter interpretation of this signal. The dark matter mass and annihi-
lation cross section implied by the gamma-ray excess is similar to Fermi ’s sensitivity
from observations of dwarf spheroidal galaxies. In fact, the Fermi Collaboration has
reported a modestly statistically significant excess (∼2-3𝜎) in their search for anni-
hilating dark matter particles in dwarf galaxies. If interpreted as a detection of dark
matter, this observation would imply a similar mass and cross section to that favored
by our analysis [92]. A similar (∼3𝜎) excess has also been reported from the direction
of the Virgo Cluster [153,154]. With the full dataset anticipated from Fermi ’s 10 year
mission, it may be possible to make statistically significant detections of dark mat-
ter annihilation products from a few of the brightest dwarf galaxies, galaxy clusters,
and perhaps nearby dark matter subhalos [155]. Anticipated measurements of the
cosmic-ray antiproton-to-proton ratio by AMS may also be sensitive to annihilating
dark matter with the characteristics implied by our analysis [156,157].
2.9 Summary and Conclusions
In this study, we have revisited and scrutinized the gamma-ray emission from the
central regions of the Milky Way, as measured by the Fermi Gamma-Ray Space Tele-
scope. In doing so, we have confirmed a robust and highly statistically significant
excess, with a spectrum and angular distribution that is in excellent agreement with
that expected from annihilating dark matter. The signal is distributed with approx-
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imate spherical symmetry around the Galactic Center, with a flux that falls off as
𝐹𝛾 ∝ 𝑟−(2.2−2.6), implying a dark matter distribution of 𝜌 ∝ 𝑟−𝛾, with 𝛾 ≃ 1.1 − 1.3.
The spectrum of the excess peaks at ∼1-3 GeV, and is well fit by 36-51 GeV dark
matter particles annihilating to 𝑏?¯?. The annihilation cross section required to nor-
malize this signal is 𝜎𝑣 = (1.9 − 2.8) × 10−26 cm3/s (for a local dark matter density
of 0.4 GeV/cm3), in good agreement with the value predicted for a simple thermal
relic. Consequently, a dark matter particle with this cross section will freeze-out of
thermal equilibrium in the early universe to yield an abundance approximately equal
to the measured cosmological dark matter density (for the range of masses and cross
sections favored for other annihilation channels, see Sec. 2.7).
In addition to carrying out two different analyses (as described in Secs. 2.4 and 2.5),
subject to different systematic uncertainties, we have applied a number of tests to
our results in order to more stringently determine whether the characteristics of the
observed excess are in fact robust and consistent with the signal predicted from an-
nihilating dark matter. These tests uniformly confirm that the signal is present
throughout the Galactic Center and Inner Galaxy (extending out to angles of at least
10∘ from the Galactic Center), without discernible spectral variation or significant
departures from spherical symmetry.
At present, no known or proposed astrophysical diffuse emission mechanism nat-
urally gives rise to these properties of the excess. A population of several thousand
millisecond pulsars could have plausibly been responsible for much of the anomalous
emission observed from within the innermost ∼ 1∘ − 2∘ around the Galactic Center,
but the extension of this signal into regions well beyond the confines of the central
stellar cluster disfavors such objects as the primary source of this signal, unless the
inner Galaxy hosts a new dense and approximately spherical pulsar population with
an intrinsically fainter luminosity function than observed elsewhere in the Galaxy.
In light of these considerations, we consider annihilating dark matter particles to
be the leading explanation for the origin of this signal, with potentially profound
implications for cosmology and particle physics.
Note added: Since the completion of the work in this chapter, several analyses
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have demonstrated that the photon statistics of the excess are more consistent with a
point source like population than smooth emission [46, 47]. This poses a significant
challenge for dark matter explanations of the excess, and the leading hypothesis at the
time of writing is that the excess originates from a population of unresolved millisecond
pulsars. It remains true that such a population of pulsars would need to take on
several surprising characteristics, although examples of how to generate these have
been proposed, see e.g. [50].
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Chapter 3
A Search for Dark Matter
Annihilation in Galaxy Groups
3.1 Introduction
Weakly-interacting massive particles, which acquire their cosmological abundance
through thermal freeze-out in the early universe, are leading candidates for dark
matter (DM). Such particles can annihilate into Standard Model states in the late
universe, leading to striking gamma-ray signatures that can be detected with obser-
vatories such as the Fermi Large Area Telescope. Some of the strongest limits on the
annihilation cross section have been set by searching for excess gamma-rays in the
Milky Way’s dwarf spheroidal satellite galaxies (dSphs) [57, 58]. In this chapter, we
present competitive constraints that are obtained using hundreds of galaxy groups
within 𝑧 . 0.03.
This work is complemented by a companion publication in which we describe the
procedure for utilizing galaxy group catalogs in searches for extragalactic DM [25].
Previous attempts to search for DM outside the Local Group were broad in scope, but
yielded weaker constraints than the dSph studies. For example, limits on the annihila-
tion rate were set by requiring that the DM-induced flux not overproduce the isotropic
gamma-ray background [158]. These bounds could be improved by further resolving
the contribution of sub-threshold point sources to the isotropic background [159,160],
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or by looking at the auto-correlation spectrum [161,161–163]. A separate approach in-
volves cross-correlating [164–170] the Fermi data with galaxy-count maps constructed
from, e.g., the Two Micron All-Sky Survey (2MASS) [171, 172]. A positive cross-
correlation was detected with 2MASS galaxy counts [167], which could arise from
annihilating DM with mass ∼10–100 GeV and a near-thermal annihilation rate [168].
However, other source classes, such as misaligned Active Galactic Nuclei, could also
explain the signal [169].
An alternative to studying the full-sky imprint of extragalactic DM annihilation is
to use individual galaxy clusters [173–182]. Previous analyses along these lines have
looked at a small number of ∼1014–1015 M⊙ X-ray–selected clusters. Like the dSph
searches, the cluster studies have the advantage that the expected signal is localized
in the sky, which reduces the systematic uncertainties associated with modeling the
foregrounds and unresolved extragalactic sources. As we will show, however, the sen-
sitivity to DM annihilation is enhanced—and is more robust—when a larger number
of targets are included compared to previous studies.
Our work aims to combine the best attributes of the cross-correlation and cluster
studies to improve the search for extragalactic DM annihilation. We use the galaxy
group catalogs in Refs. [183] and [184] (hereby T15 and T17, respectively), which
contain accurate mass estimates for halos with mass greater than ∼1012 M⊙ and
𝑧 . 0.03, to systematically determine the galaxy groups that are expected to yield
the best limits on the annihilation rate. The T15 catalog provides reliable redshift
estimates in the range 0.01 . 𝑧 . 0.03, while the T17 catalog provides measured
distances for nearby galaxies, 𝑧 . 0.01, based on Ref. [185]. The T15 catalog was
previously used for a gamma-ray line search [181], but our focus here is on the broader,
and more challenging, class of continuum signatures. We search for gamma-ray flux
from these galaxy groups and interpret the null results as bounds on the annihilation
cross section.
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3.2 Galaxy Group Selection
The observed gamma-ray flux from DM annihilation in an extragalactic halo is pro-
portional to both the particle physics properties of the DM, as well as its astrophysical
distribution:
𝑑Φ
𝑑𝐸𝛾
= 𝐽 × ⟨𝜎𝑣⟩
8𝜋𝑚2𝜒
∑︁
𝑖
Br𝑖
𝑑𝑁𝑖
𝑑𝐸 ′𝛾
⃒⃒⃒⃒
⃒
𝐸′𝛾=(1+𝑧)𝐸𝛾
, (3.1)
with units of [counts cm−2 s−1GeV−1]. Here, 𝐸𝛾 is the gamma-ray energy, ⟨𝜎𝑣⟩ is
the annihilation cross section, 𝑚𝜒 is the DM mass, Br𝑖 is the branching fraction to
the 𝑖th annihilation channel, and 𝑧 is the cosmological redshift. The energy spec-
trum for each channel is described the function 𝑑𝑁𝑖/𝑑𝐸𝛾, which is modeled using
PPPC4DMID [186]. The 𝐽-factor that appears in Eq. 3.1 encodes the astrophysical
properties of the halo. It is proportional to the line-of-sight integral of the squared
DM density distribution, 𝜌DM, and is written in full as
𝐽 = (1 + 𝑏sh[𝑀vir])
∫︁
𝑑𝑠 𝑑Ω 𝜌2DM(𝑠,Ω) , (3.2)
where 𝑏sh[𝑀vir] is the boost factor, which accounts for the enhancement due to sub-
structure. For an extragalactic halo, where the angular diameter distance 𝑑𝐴[𝑧] is
much greater than the virial radius 𝑟vir, the integral in Eq. 5.3 scales as𝑀vir𝑐3vir𝜌𝑐/𝑑2𝐴[𝑧]
for the Navarro-Frenk-White (NFW) density profile [75]. Here,𝑀vir is the virial mass,
𝜌𝑐 is the critical density, and 𝑐vir = 𝑟vir/𝑟𝑠 is the virial concentration, with 𝑟𝑠 the scale
radius. We infer 𝑐vir using the concentration-mass relation from Ref. [187], which
we update with the Planck 2015 cosmology [188]. For a given mass and redshift,
the concentration is modeled as a log-normal distribution with mean given by the
concentration-mass relation. We estimate the dispersion by matching to that observed
in the DarkSky-400 simulation for an equivalent𝑀vir [189]. Typical dispersions range
from ∼0.14–0.19 over the halo masses considered.
The halo mass and redshift also determine the boost factor enhancement that
arises from annihilation in DM substructure. Accurately modeling the boost factor is
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challenging as it involves extrapolating the halo-mass function and concentration to
masses smaller than can be resolved with current simulations. Some previous analyses
of extragalactic DM annihilation have estimated boost factors ∼102–103 for cluster-
size halos (see, for example, Ref. [190]) based on phenomenological extrapolations of
the subhalo mass and concentration relations. However, more recent studies indi-
cate that the concentration-mass relation likely flattens at low masses [187,191,192],
suppressing the enhancement. We use the model of Ref. [193]—specifically, the “self-
consistent” model with𝑀min = 10−6 M⊙—which accounts for tidal stripping of bound
subhalos and yields a modest boost ∼5 for ∼1015 M⊙ halos. Additionally, we model
the boost factor as a multiplicative enhancement to the rate in our main analysis,
though we consider the effect of possible spatial extension from the subhalo annihila-
tion in the Supplementary Material. In particular, we find that modeling the boost
component of the signal as tracing a subhalo population distributed as 𝜌NFW rather
than 𝜌2NFW degrades the upper limits obtained by almost an order of magnitude at
higher masses 𝑚𝜒 & 500 GeV while strengthening the limit by a small 𝒪(1) factor at
lower masses 𝑚𝜒 . 200 GeV.
The halo masses and redshifts are taken from the galaxy group catalog T15 [183],
which is based on the 2MASS Redshift Survey (2MRS) [194], and T17 [184], which
compiles an inventory of nearby galaxies and distances from several sources. The
catalogs provide group associations for these galaxies as well as mass estimates and
uncertainties of the host halos, constructed from a luminosity-to-mass relation. The
mass distribution is assumed to follow a log-normal distribution with uncertainty
fixed at 1% in log-space [25], which translates to typical absolute uncertainties of 25-
40%.1 This is conservative compared to the 20% uncertainty estimate given in T15
due to their inference procedure. The halo centers are assumed to coincide with the
locations of the brightest galaxy in the group. We infer the 𝐽-factor using Eq. 5.3 and
calculate its uncertainty by propagating the errors on 𝑀vir and 𝑐vir, which we take to
be uncorrelated. Note that we neglect the distance uncertainties, which are expected
1To translate, approximately, between log- and linear-space uncertainties for the mass, we may
write 𝑥 = log10𝑀vir, which implies that the linear-space fractional uncertainties are 𝛿𝑀vir/𝑀vir ∼
(𝛿𝑥/𝑥) log𝑀vir.
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Name log10 𝐽 log10𝑀vir 𝑧 × 103 ℓ 𝑏 log10 𝑐vir 𝜃s 𝑏sh
[GeV2 cm−5 sr] [𝑀⊙] [deg] [deg] [deg]
NGC4472 19.11±0.35 14.6±0.14 3.58 283.94 74.52 0.80±0.18 1.16 4.53
NGC0253 18.76±0.37 12.7±0.12 0.79 98.24 -87.89 1.00±0.17 0.77 2.90
NGC3031 18.58±0.36 12.6±0.12 0.83 141.88 40.87 1.02±0.17 0.64 2.76
NGC4696 18.34±0.35 14.6±0.14 8.44 302.22 21.65 0.80±0.18 0.48 4.50
NGC1399 18.31±0.37 13.8±0.13 4.11 236.62 -53.88 0.89±0.17 0.45 3.87
Table 3.1: The top five halos included in the analysis, as ranked by inferred 𝐽-
factor, including the boost factor. For each group, we show the brightest central
galaxy, as well as the virial mass, cosmological redshift, Galactic longitude ℓ, Galactic
latitude 𝑏, inferred virial concentration [187], angular extent, and boost factor [193].
The angular extent is defined as 𝜃s ≡ tan−1(𝑟s/𝑑𝐴[𝑧]), where 𝑑𝐴[𝑧] is the angular
diameter distance and 𝑟s is the NFW scale radius. Common names for NGC4472
and NGC4696 are Virgo and Centaurus, respectively. A complete table of the galaxy
groups used in this analysis, as well as their associated properties, are provided at
https://github.com/bsafdi/DMCat.
to be ∼5% [184, 185], as they are subdominant compared to the uncertainties on
mass and concentration. We compile an initial list of nearby targets using the T17
catalog, supplementing these with the T15 catalog. We exclude from T15 all groups
with Local Sheet velocity 𝑉LS < 3000 km s−1 (𝑧 . 0.01) and 𝑉LS > 10, 000 km
s−1 (𝑧 & 0.03), the former because of peculiar velocity contamination and the latter
because of large uncertainties in halo mass estimation due to less luminous satellites.
When groups overlap between the two catalogs, we preferentially choose distance and
mass measurements from T17.
The galaxy groups are ranked by their inferred 𝐽-factors, excluding any groups
that lie within |𝑏| ≤ 20∘ to mitigate contamination from Galactic diffuse emission. We
require that halos do not overlap to within 2∘ of each other, which is approximately
the scale radius of the largest halos. The exclusion procedure is applied sequentially
starting with a halo list ranked by 𝐽-factor. We manually exclude Andromeda, the
brightest halo in the catalog, because its large angular size is not ideally suited to our
analysis pipeline and requires careful individual study [195]. As discussed later in this
chapter, halos are also excluded if they show large residuals that are inconsistent with
DM annihilation in the other groups in the sample. Starting with the top 1000 halos,
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we end up with 495 halos that pass all these requirements. Of the excluded halos, 276
are removed because they fall too close to the Galactic plane, 134 are removed by the
2∘ proximity requirement, and 95 are removed because of the cut on large residuals.
Table 3.1 lists the top five galaxy groups included in the analysis, labeled by
their central galaxy or common name, if one exists. We provide the inferred 𝐽-factor
including the boost factor, the halo mass, redshift, position in Galactic coordinates,
inferred concentration, and boost factor. Additionally, we show 𝜃s ≡ tan−1(𝑟s/𝑑𝐴[𝑧])
to indicate the spatial extension of the halo. We find that 𝜃s is typically between
the 68% and 95% containment radius for emission associated with annihilation in
the halos, without accounting for spread from the point-spread function (PSF). For
reference, Andromeda has 𝜃s ∼ 2.57∘.
3.3 Data Analaysis
We analyze 413 weeks of Pass 8 Fermi data in the UltracleanVeto event class, from
August 4, 2008 through July 7, 2016. The data is binned in 26 logarithmically-
spaced energy bins between 502 MeV and 251 GeV and spatially with a HEALPix
pixelation [196] with nside=128.2 The recommended set of quality cuts are ap-
plied to the data corresponding to zenith angle less than 90∘, LAT_CONFIG = 1, and
DATA_QUAL > 0.3 We also mask known large-scale structures [25].
The template analysis that we perform using NPTFit [49] is similar to that of
previous dSph studies [57, 58] and is detailed in our companion paper [25]. We sum-
marize the relevant points here. Each region-of-interest (ROI), defined as the 10∘
area surrounding each halo center, has its own likelihood. In each energy bin, this
likelihood is the product, over all pixels, of the Poisson probability for the observed
photon counts per pixel. This probability depends on the mean expected counts per
pixel, which depends on contributions from known astrophysical emission as well as
2Our energy binning is constructed by taking 40 log-spaced bins between 200 MeV and 2 TeV
and then removing the lowest four and highest ten bins, for reasons discussed in the companion
paper [25].
3https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone_
Data_Exploration/Data_preparation.html.
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a potential DM signal. Note that the likelihood is also multiplied by the appropriate
log-normal distribution for 𝐽 , which we treat as a single nuisance parameter for each
halo and account for through the profile likelihood method.
To model the expected counts per pixel, we include several templates in the anal-
ysis that trace the emission associated with: (i) the projected NFW-squared pro-
file modeling the putative DM signal, (ii) the diffuse background, as described by
the Fermi gll_iem_v06 (p8r2) model, (iii) isotropic emission, (iv) the Fermi bub-
bles [36], (v) 3FGL sources within 10∘ to 18∘ of the halo center, floated together
after fixing their individual fluxes to the values predicted by the 3FGL catalog [197],
and (vi) all individual 3FGL point sources within 10∘ of the halo center. Note that
we do not model the contributions from annihilation in the smooth Milky Way halo
because the brightest groups have peak flux significantly (approximately an order
of magnitude for the groups in Tab. 3.1) over the foreground emission from Galac-
tic annihilation and because we expect Galactic annihilation to be subsumed by the
isotropic component.
We assume that the best-fit normalizations (i.e., profiled values) of the astrophysi-
cal components, which we treat as nuisance parameters, do not vary appreciably with
DM template normalization. This allows us to obtain the likelihood profile in a given
ROI and energy bin by profiling over them in the presence of the DM template, then
fixing the normalizations of the background components to the best-fit values and
scanning over the DM intensity. We then obtain the total likelihood by taking the
product of the individual likelihoods from each energy bin. In order to avoid degen-
eracies at low energies due to the large PSF, we only include the DM template when
obtaining the best-fit background normalizations at energies above ∼1 GeV. At the
end of this procedure, the likelihood is only a function of the DM template intensity,
which can then be mapped onto a mass and cross section for a given annihilation
channel. We emphasize that the assumptions described above have been thoroughly
vetted in our companion paper [25], where we show that this procedure is robust in
the presence of a potential signal.
The final step of the analysis involves stacking the likelihoods from each ROI. The
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stacked log-likelihood, logℒ, is simply the sum of the log-likelihoods for each ROI. It
follows that the test statistic for data 𝑑 is defined as
TS(ℳ, ⟨𝜎𝑣⟩,𝑚𝜒) ≡ 2 [logℒ(𝑑|ℳ, ⟨𝜎𝑣⟩,𝑚𝜒)
− logℒ(𝑑|ℳ, ̂︂⟨𝜎𝑣⟩,𝑚𝜒)]︁ , (3.3)
where ̂︂⟨𝜎𝑣⟩ is the cross section that maximizes the likelihood for DM modelℳ. The
95% upper limit on the annihilation cross section is given by the value of ⟨𝜎𝑣⟩ > ̂︂⟨𝜎𝑣⟩
where TS = −2.71.
Galaxy groups are expected to emit gamma-rays from standard cosmic-ray pro-
cesses. Using group catalogs to study gamma-ray emission from cosmic rays in these
objects is an interesting study in its own right (see, e.g., Ref. [176, 178, 198, 199]),
which we leave to future work. For the purpose of the present analysis, however, we
would like a way to remove groups with large residuals, likely arising from standard
astrophysical processes in the clusters, to maintain maximum sensitivity to DM an-
nihilation. This requires care, however, as we must guarantee that the procedure for
removing halos does not remove a real signal, if one were present.
We adopt the following algorithm to remove halos with large residuals that are
inconsistent with DM annihilation in the other groups in the sample. A group is
excluded if it meets two conditions. First, to ensure it is a statistically significant
excess, we require twice the difference between the maximum log likelihood and the log
likelihood with ⟨𝜎𝑣⟩ = 0 to be greater than 9 at any DM mass. This selects sources
with large residuals at a given DM mass. Second, the residuals must be strongly
inconsistent with limits set by other galaxy groups. Specifically, the halo must satisfy
⟨𝜎𝑣⟩best > 10× ⟨𝜎𝑣⟩*lim, where ⟨𝜎𝑣⟩best is the halo’s best-fit cross section at any mass
and ⟨𝜎𝑣⟩*lim is the strongest limit out of all halos at the specified𝑚𝜒. These conditions
are designed to exclude galaxy groups where the gamma-ray emission is inconsistent
with a DM origin. This prescription has been extensively tested on mock data and,
crucially, does not exclude injected signals [25].
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Figure 3-1: (Left) The solid black line shows the 95% confidence limit on the DM
annihilation cross section, ⟨𝜎𝑣⟩, as a function of the DM mass, 𝑚𝜒, for the 𝑏?¯? final
state, assuming the fiducial boost factor [193]. The containment regions are computed
by performing the data analysis multiple times for random sky locations of the halos.
For comparison, the dashed black line shows the limit assuming no boost factor. The
Fermi dwarf limit is also shown, as well as the 2𝜎 regions where DM may contribute
to the Galactic Center Excess (see text for details). The thermal relic cross section
for a generic weakly interacting massive particle [117] is indicated by the thin dotted
line. (Right) The change in the limit for𝑚𝜒 = 100 GeV as a function of the number of
halos that are included in the analysis, which are ranked in order of largest 𝐽-factor.
The result is compared to the expectation from random sky locations; the 68 and
95% expectations from 200 random sky locations are indicated by the red bands.
3.4 Results
The left panel of Fig. 3-1 illustrates the main results of the stacked analysis. The
solid black line represents the limit obtained for DM annihilating to a 𝑏?¯? final state
using the fiducial boost factor model [193], while the dashed line shows the limit
without the boost factor enhancement. To estimate the expected limit under the null
hypothesis, we repeat the analysis by randomizing the locations of the halos on the
sky 200 times, though still requiring they pass the selection cuts described above. The
colored bands indicate the 68 and 95% containment regions for the expected limit.
The limit is consistent with the expectation under the null hypothesis.
The right panel of Fig. 3-1 illustrates how the limits evolve for the 𝑏?¯? final state
with 𝑚𝜒 = 100 GeV as an increasing number of halos are stacked. We also show the
expected 68% and 95% containment regions, which are obtained from the random
sky locations. As can be seen, no single halo dominates the bounds. For example,
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removing Virgo, the brightest halo in the catalog, from the stacking has no significant
effect on the limit. Indeed, the inclusion of all 495 halos buys one an additional order
of magnitude in the sensitivity reach.
The limit derived in this work is complementary to the published dSph bound [57,
58], shown as the solid gray line in the left panel of Fig. 3-1. Given the large systematic
uncertainties associated with the dwarf analyses (see e.g., Ref. [200]), we stress the
importance of using complementary targets and detection strategies to probe the
same region of parameter space. Our limit also probes the parameter space that
may explain the Galactic Center excess (GCE); the best-fit models are marked by
the orange cross [44], blue [43], red [45], and orange [102] 2𝜎 regions. The GCE
is a spherically symmetric excess of ∼GeV gamma-rays observed to arise from the
center of the Milky Way [38, 39, 201, 202]. The GCE has received a considerable
amount of attention because it can be explained by annihilating DM. However, it
can also be explained by more standard astrophysical sources; indeed, recent analyses
have shown that the distribution of photons in this region of sky is more consistent
with a population of unresolved point sources, such as millisecond pulsars, compared
to smooth emission from DM [46–48, 55]. Because systematic uncertainties can be
significant and hard to quantify in indirect searches for DM, it is crucial to have
independent probes of the parameter space where DM can explain the GCE. While
our null findings do not exclude the DM interpretation of the GCE, their consistency
with the dwarf bounds put it further in tension. This does not, however, account for
the fact that the systematics on the modeling of the Milky Way’s density distribution
can potentially alleviate the tension by changing the best-fit cross section for the
GCE.
3.5 Conclusions
This chapter presents the results of the first systematic search for annihilating DM in
nearby galaxy groups. We introduced and validated a prescription to infer properties
of DM halos associated with these groups, thereby allowing us to build a map of DM
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annihilation in the local universe. Using this map, we performed a stacked analysis
of several hundred galaxy groups and obtained bounds that exclude thermal cross
sections for DM annihilating to 𝑏?¯? with mass below ∼30 GeV, assuming a conservative
boost factor model. These limits are competitive with those obtained from the Fermi
dSph analyses and are in tension with the range of parameter space that can explain
the GCE. Moving forward, we plan to investigate the objects with gamma-ray excesses
to see if they can be interpreted in the context of astrophysical emission. In so doing,
we can also develop more refined metrics for selecting the optimal galaxy groups for
DM studies.
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Chapter 4
Gamma-ray Constraints on Decaying
Dark Matter and Implications for
IceCube
4.1 Introduction
A primary goal of the particle physics program is to discover the connection between
dark matter (DM) and the Standard Model (SM). While the DM is known to be stable
over cosmological timescales, rare DM decays may give rise to observable signals in
the spectrum of high-energy cosmic rays. Such decays would be induced through
operators involving both the dark sector and the SM. In this chapter, we derive some
of the strongest constraints to date on decaying DM for masses from ∼400 MeV to
∼107GeV by performing a dedicated analysis of Fermi gamma-ray data from 200MeV
to 2TeV.
The solid red line in Fig. 4-1 gives an example of our constraint on the DM (𝜒)
lifetime, 𝜏 , as a function of its mass, 𝑚𝜒, assuming the DM decays exclusively to
a pair of bottom quarks. Our analysis includes three contributions to the photon
spectrum: (1) prompt emission, (2) gamma-rays that are up-scattered by primary
electrons/positrons through inverse Compton (IC) within the Galaxy, and (3) extra-
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Figure 4-1: Limits on DM decays to 𝑏 ?¯?, as compared to previously computed lim-
its using data from Fermi (2,3,5), AMS-02 (1,4), and PAO/KASCADE/CASA-MIA
(6). The hashed green (blue) region suggests parameter space where DM decay may
provide a ∼3𝜎 improvement to the description of the combined maximum likelihood
(MESE) IceCube neutrino flux. The best-fit points, marked as stars, are in strong
tension with our gamma-ray results. The red dotted line provides a limit if we as-
sume a combination of DM decay and astrophysical sources are responsible for the
spectrum.
galactic contributions.
In addition to deriving some of the strongest limits on the DM lifetime across
many DM decay channels, our results provide the first dedicated constraints on DM
using the latest Fermi data for 𝑚𝜒 & 10TeV. To emphasize this point, we provide
a comparison with other limits in Fig. 4-1. The dashed red curve indicates our
new estimate of the limits set by high-energy neutrino observations at the IceCube
experiment [203–206]. Our IceCube constraint dominates in the range from ∼107 to
109GeV.
Constraints from previous studies are plotted as solid grey lines labeled from 1-6.
Curve 6 shows that for masses above ∼109 GeV, limits from null observations of ultra-
high-energy gamma-rays at air shower experiments [207], such as the Pierre Auger Ob-
servatory (PAO) [208], KASCADE [209], and CASA-MIA [210], surpass our IceCube
limits. Curves 2, 5, and 3 are from previous analyses of the extragalactic [211,212] and
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Galactic [213] Fermi gamma-ray flux (for related work see [214–216]). Our results are
less sensitive to astrophysical modeling than [211], which makes assumptions about
the classes of sources and their spectra that contribute to the unresolved component of
the extragalactic gamma-ray background. We improve and extend beyond [212, 213]
in a number of ways: by including state-of-the-art modeling for cosmic-ray-induced
gamma-ray emission in the Milky Way, a larger and cleaner data set, and a novel
analysis technique that allows us to search for a combination of Galactic and extra-
galactic flux arising from DM decay. The limits labeled 1 and 4 in Fig. 4-1 are from
the AMS-02 antiproton [217,218] and positron [219,220] measurements, respectively;
these constraints are subject to considerable astrophysical uncertainties, due to the
propagation of charged cosmic rays from their source to Earth.
An additional motivation for this chapter is the measurement of the so far un-
explained high-energy neutrinos observed by the IceCube experiment [203–206]. If
the DM has both a mass 𝑚𝜒 ∼ PeV and a long lifetime 𝜏 ∼ 1028 seconds, its decays
could contribute to the upper end of the IceCube spectrum. These DM candidates
would produce correlated cosmic-ray signals, yielding a broad spectrum of gamma
rays with energies extending well into Fermi ’s energy range. Taking this correlation
between neutrino and photon spectra into account enables us to constrain the DM
interpretation of these neutrinos using the Fermi data.
Figure 4-1 illustrates regions of parameter space where we fit a decaying DM
spectrum to the high-energy neutrino flux at IceCube in hashed green. The corre-
sponding region for the analysis of Ref. [221] using lower-energy neutrinos is shown
in blue. Clearly, much of the parameter space relevant for IceCube is disfavored by
the gamma-ray limits; the best fit points (indicated by stars) are in strong tension
with the Fermi observations. We conclude that models where decaying DM could
account for the entire astrophysical neutrino flux observed by IceCube are disfavored.
Furthermore, models where the neutrino flux results from a mix of decaying DM and
astrophysical sources are strongly constrained.
The rest of this chapter is organized as follows. First, we discuss the various
contributions to the gamma-ray flux resulting from DM decay. Then, we give an
93
overview of the data set and analysis techniques used in this chapter. Next, we
provide context for these limits by interpreting them as constraints on a concrete
model (glueball DM), before concluding.
4.2 The Gamma-ray flux
Decaying DM contributes both a Galactic and extragalactic flux. The Galactic con-
tribution results primarily from prompt gamma-ray emission due to the decay itself,
which is simulated with Pythia 8.219 [93, 222, 223] including electroweak shower-
ing [224] (see e.g. [225–235]).
These effects can be the only source of photons for channels such as 𝜒→ 𝜈𝜈.
In addition, the electrons and positrons from these decays IC scatter off of cosmic
background radiation (CBR), producing gamma-rays (see e.g. [236,237]). The prompt
contribution follows the spatial morphology obtained from the line-of-sight (LOS)
integral of the DM density, which we model with a Navarro-Frenk-White (NFW)
profile [74, 75], setting the local DM density 𝜌 = 0.3 GeV/cm3, and the scale ra-
dius 𝑟𝑠 = 20 kpc (variations to the profile lead to similar results, see the associ-
ated appendix). We only consider IC scattering off of the cosmic microwave back-
ground (CMB), as scattering from integrated stellar radiation and the infrared back-
ground is expected to be sub-dominant, see the associated appendix. For scattering
off of the CMB, the resulting gamma-ray morphology also follows the LOS integral
of the DM density. Importantly, as scattering off of the other radiation fields only
increases the gamma-ray flux, neglecting these effects is conservative. In the same
spirit, we conservatively assume that the electrons and positrons lose energy due to
synchrotron emission in a rather strong, uniform 𝐵 = 2.0 𝜇G magnetic field (see
e.g. [238–240]) and show variations in the associated appendix.
In addition to the Galactic fluxes, there is an essentially isotropic extragalactic
contribution, arising from DM decays throughout the broader universe [241]. The ex-
tragalactic flux receives three important contributions: (1) attenuated prompt emis-
sion; (2) attenuated emission from IC of primary electrons and positrons; and (3)
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emission from gamma-ray cascades. The cascade emission arises when an electron-
positron pair is created by high-energy gamma rays scattering off of the CBR, in-
ducing IC emission along with adiabatic energy loss. We account for these effects
following [212,236].
4.3 Data Analysis
We assess how well predicted Galactic (NFW-correlated) and extragalactic (isotropic)
fluxes describe the data using the profile-likelihood method (see e.g. [242]), described
in more detail in the associated appendix. To this end, we perform a template fit-
ting analysis (using NPTFit [49]) with 413 weeks of Fermi Pass 8 data collected from
August 4, 2008 to July 7, 2016. We restrict to the UltracleanVeto event class; further-
more, we only use the top quartile of events as ranked by point-spread function (PSF).
The UltracleanVeto event class is used to minimize contamination from cosmic rays,
while the PSF cut is imposed to mitigate effects from mis-modeling bright regions.
We bin the data in 40 logarithmically-spaced energy bins between 200 MeV and 2
TeV, and we apply the recommended quality cuts DATA_QUAL>0 && LAT_CONFIG==1
and zenith angle less than 90∘.1 The data is binned spatially using a HEALPix [196]
pixelation with nside=128.
We constrain this data to a region of interest (ROI) defined by Galactic latitude
|𝑏| ≥ 20∘ within 45∘ of the Galactic Center (GC). The Galactic plane is masked in
order to avoid issues related to mismodeling of diffuse emission in that region. Simi-
larly, we do not extend our region out further from the GC to avoid over-subtraction
issues that may arise when fitting diffuse templates over large regions of the sky (see
e.g. [45,48,243]). Finally we mask all point sources (PSs) in the 3FGL PS catalog [197]
at their 95% containment radius.
Using this restricted dataset, we then independently fit templates in each energy
bin in order to construct a likelihood profile as a function of the extragalactic and
Galactic flux. We separate our model parameters into those of interest 𝜓 and the
1See http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone.
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nuisance parameters 𝜆. The 𝜓 include parameters for an isotropic template to account
for the extragalactic emission, along with a template following a LOS-integrated NFW
profile to model the Galactic emission. Note that both the prompt and IC contribute
to the same template, see the associated appendix for justification. The 𝜆 include
parameters for the flux from diffuse emission within the Milky Way, flux from the
Fermi bubbles, flux from isotropic emission that does not arise from DM decay (e.g.
emission from blazars and other extragalactic sources, along with misidentified cosmic
rays), and flux from PSs, both Galactic and extragalactic, in the 3FGL PS catalog.
Importantly, each spatial template is given a separate, uncorrelated degree of freedom
in the northern and southern hemispheres, further alleviating over-subtraction.
In our main analysis, we use the Pass 7 diffuse model gal_2yearp7v6_v0 (p7v6)
to account for diffuse emission in the Milky Way, coming from gas-correlated emission
(mostly pion decay and bremsstrahlung from high-energy electrons), IC emission, and
emission from large-scale structures such as the Fermi bubbles [36] and Loop 1 [244].
Additionally, even though the Fermi bubbles are included to some extent in the p7v6
model, we add an additional degree of freedom for the bubbles, following the uniform
spatial template given in [36]. We add a single template for all 3FGL PSs based
on the spectra in [197], though we emphasize again that all PSs are masked at 95%
containment. See the associated appendix for variations of these choices.
Given the templates described above, we are able to construct 2-d log-likelihood
profiles log 𝑝𝑖(𝑑𝑖|{𝐼 𝑖iso, 𝐼 𝑖NFW}) as functions of the isotropic and NFW-correlated DM-
induced emission 𝐼 𝑖iso and 𝐼 𝑖NFW, respectively, in each of the energy bins 𝑖. Here, 𝑑𝑖 is
the data in that energy bin, which simply consists of the number of counts in each
pixel. The likelihood profiles are given by maximizing the Poisson likelihood functions
over the 𝜆 parameters.
Any decaying DM model may be constrained from the set of likelihood profiles in
each energy bin, which are provided as Supplementary Data [245]. Concretely, given
a DM model ℳ, the total log-likelihood log 𝑝(𝑑|ℳ, {𝜏,𝑚𝜒}) is simply the sum of
the log 𝑝𝑖, where the intensities in each energy bin are functions of the DM mass and
lifetime. The test-statistics (TS) used to constrain the model is twice the difference
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between the log-likelihood at a given 𝜏 and the value at 𝜏 = ∞, where the DM
contributes no flux. The 95% limit is given by TS = −2.71.
In order to compare our gamma-ray results to potential signals from IceCube, we
determine the region of parameter space where DM may contribute to the observed
high-energy neutrino flux. We use the recent high-energy astrophysical neutrino spec-
trum measurement by the IceCube collaboration [205]. In that work, neutrino flux
measurements from a combination of muon-track and shower data are given in 9
logarithmically-spaced energy bins between 10 TeV and 10 PeV, under the assump-
tion of equal flavor ratios and an isotropic flux.2 We assume that DM decays are
the only source of high-energy neutrino flux. In Fig. 4-1 (assuming the DM decays
exclusively to 𝑏?¯?) we show the region where the DM model provides at least a 3𝜎
improvement over the null hypothesis of no high-energy flux at all. The best-fit point
is marked with a star. The blue region in Fig. 4-1 is the best-fit region [221] for
explaining an apparent excess in the 2-year medium energy starting event (MESE)
IceCube data, which extends down to energies ∼1 TeV [247].
The dashed red curve, on other other hand, shows the 95% limit that we obtain
on this DM channel under the assumption that astrophysical sources also contribute
to the high-energy flux. We parameterize the astrophysical flux by a power-law with
an exponential cut-off, and we marginalize over the slope of the power-law, the nor-
malization, and the cut-off in order to obtain a likelihood profile for the DM model,
as a function of 𝜏 and 𝑚𝜒. We emphasize that we allow the spectral index to float,
as opposed to the analysis of [221], which fixes the index equal to two.
4.4 Interpretations
In Fig. 4-1, we show our total constraint on the DM lifetime for a model where
𝜒 → 𝑏 ?¯?. This result demonstrates tension in models where decaying DM explains
or contributes to the astrophysical neutrino flux observed by IceCube. PeV-scale
2Constraints at high masses may be improved by incorporating recent results from [246], which
focused on neutrino events with energies greater than 10 PeV.
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decaying DM models have received attention recently (see e.g. [207, 236, 248–268]).
In particular, while conventional astrophysical models such as those involving star-
forming galaxies and galaxy clusters provide viable explanations for the neutrino data
above 100TeV (see [269] for a summary of recent ideas), the MESE data have been
difficult to explain with conventional models [270, 271]. Moreover, it is natural to
expect heavy DM to slowly decay to the SM in a wide class of scenarios where, for
example, the DM is stabilized through global symmetries in a hidden sector that are
expected to be violated at the Planck scale or perhaps the scale of grand unification
(the GUT scale).
From a purely data-driven point of view it is worthwhile to ask whether any set
of SM final states may contribute significantly to or explain the IceCube data while
being consistent with the gamma-ray constraints. In the associated appendix we
provide limits on a variety of two-body SM final states.
It is also important to interpret the bounds as constraints on the parameter space
of UV models or gauge-invariant effective field theory (EFT) realizations. If the decay
is mediated by irrelevant operators, and given the long lifetimes we are probing, it
is natural to assume very high cut-off scales Λ, such as the GUT scale ∼1016GeV
or the Planck scale 𝑚Pl ≃ 2.4 × 1018GeV. We expect all gauge invariant operators
connecting the dark sector to the SM to appear in the EFT suppressed by a scale
𝑚Pl or less (assuming no accidentally small coefficients and, perhaps, discrete global
symmetries).
It is also interesting to consider models that could yield signals relevant for this
analysis. Many cases are explored in the associated appendix, and here we highlight
one simple option: a hidden sector that consists of a confining gauge theory, at scale
Λ𝐷 [272], without additional light matter. Hidden gauge sectors that decouple from
the SM at high scales appear to be generic in many string constructions (see [273] for a
recent discussion). Denoting the hidden-sector field strength as 𝐺𝐷𝜇𝜈 , then the lowest
dimensional operator connecting the hidden sector to the SM appears at dimension-
6: ℒ ⊃ 𝜆𝐷𝐺𝐷𝜇𝜈 𝐺𝜇𝜈𝐷 |𝐻|2/Λ2, where 𝜆𝐷 is a dimensionless coupling constant, Λ
is the scale where this operator is generated, and 𝐻 the SM Higgs doublet. The
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Figure 4-2: Limits on decaying glueball DM (see text for detals). We show limits
obtained from prompt, IC, and EG emission only, along with the 95% confidence
window for the expectation of each limit from MC simulations. Furthermore, the
parameter space where the IceCube data may be interpreted as a ∼3𝜎 hint for DM
is shown in shaded green, with the best fit point represented by the star. (inset) The
dominant glueball DM branching ratios.
lightest 0++ glueball state in the hidden gauge theory is a simple DM candidate 𝜒,
with 𝑚𝜒 ∼ Λ𝐷, though heavier, long-lived states may also play important roles (see
e.g. [274]). The lowest dimension EFT operator connecting 𝜒 to the SM is then
∼ 𝜒 |𝐻|2 Λ3𝐷/Λ2. Furthermore, Λ𝐷 & 100MeV in order to avoid constraints on DM
self-interactions [275].
At masses comparable to and lower than the electroweak scale, the glueball decays
primary to 𝑏 quarks through mixing with the SM Higgs, while at high masses the
glueball decays predominantly to 𝑊±, 𝑍0, and Higgs boson pairs (see the inset of
Fig. 4-2 for the dominant branching ratios). In the high-mass limit, the lifetime is
approximately
𝜏 ≃ 5 · 1027 s
(︂
3
𝑁𝐷
1
4𝜋𝜆𝐷
)︂2(︂
Λ
𝑚Pl
)︂4(︂
0.1PeV
Λ𝐷
)︂5
, (4.1)
with 𝑁𝐷 the number of colors. This is roughly the right lifetime to be relevant for
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the IceCube neutrino flux.
In Fig. 4-2, we show our constraint on this glueball model. Using Eq. (4.1), these
results suggest that models with Λ𝐷 & 0.1 PeV, 𝜆𝐷 & 1/(4𝜋), and Λ = 𝑚Pl are
excluded. As in Fig. 4-1, the shaded green is the region of parameter space where the
model may contribute significantly to IceCube, and the dashed red line provides the
limit we obtain from IceCube allowing for an astrophysical contribution to the flux.
As in the case of the 𝑏 ?¯? final state, the gamma-ray limits derived in this chapter are
in tension with the decaying-DM origin of the signal.
Figure 4-2 also illustrates the relative contribution of prompt, IC and extragalactic
emissions to the total limit. The 95% confidence interval is shown for each source,
assuming background templates only, where the normalizations are fit to the data.
Across almost all of the mass range, and particularly at the highest masses, the limits
obtained on the real data align with the expectations from MC. In the statistics-
dominated regime, we would expect the real-data limits to be consistent with those
from MC, while in the systematics dominated regime the limits on real data may
differ from those obtained from MC. This is because the real data can have residuals
coming from mis-modeling the background templates, and the overall goodness of fit
may increase with flux from the NFW-correlated template, for example, even in the
absence of DM. Alternatively, the background templates may overpredict the flux
at certain regions of the sky, leading to over-subtraction issues that could make the
limits artificially strong.
4.5 Discussion
In this chapter, we presented some of the strongest limits to date on decaying DM
from a dedicated analysis of Fermi gamma-ray data incorporating spectral and spatial
information, along with up-to-date modeling of diffuse emission in the Milky Way.
Our results disfavor a decaying DM explanation of the IceCube high-energy neutrino
data.
There are several ways that our analysis could be expanded upon. We have not at-
100
tempted to characterize the spectral composition of the astrophysical contributions to
the isotropic emission, which may strengthen our limits. On the other hand, ideally,
for a given, fixed decaying DM flux in the profile likelihood, we should marginal-
ize not just over the normalization of the diffuse template but also over all of the
individual components that go into making this template, such as IC emission and
bremsstrahlung.
A variety of strategies beyond those described here have been used to constrain
DM lifetimes (see e.g. [276] for a review). These include gamma-ray line searches,
such as those performed in [129,277–279], which are complementary to the constraints
on broader energy emission given in this chapter. Limits from direct decay into neu-
trinos have also been considered [280]. Less competitive limits have been set on DM
decays resulting in broad energy deposition and nearby galaxies and galaxy clus-
ters [182, 281], large scale Galactic and extragalactic emission [213, 282–285], Milky
Way Dwarfs [286, 287], and the CMB [23]. The upcoming Cherenkov Telescope Ar-
ray (CTA) experiment [288] may have similar sensitivity as our results to DM masses
∼10 TeV [289]. However, more work needs to be done in order to assess the potential
for CTA to constrain or detect heavier, ∼PeV decaying DM. On the other hand, the
High-Altitude Walter Cherenkov Observatory (HAWC) [290] and air-shower experi-
ments such as Tibet AS+MD [291] will provide meaningful constraints on the Galactic
diffuse gamma-ray emission. The constraints on DM lifetimes might be as stringent
as 1027 − 1028 s for PeV masses and hadronic channels, assuming no astrophysical
emission is seen [236,237,292].
Finally, we mention that our results also have implications for possible decaying
DM interpretations (see e.g. [293]) of the positron [219,294] and antiproton fluxes [217]
measured by AMS-02. Recent measurements of the positron flux appear to exhibit a
break at high masses that could indicate evidence for decaying DM to, for example,
𝑒+ 𝑒− with 𝑚𝜒 ∼ 1 TeV and 𝜏 ∼ 1027 s. However, our results appear to rule out the
decaying DM interpretation of the positron flux for this and other final states. For
example, in the 𝑒+ 𝑒− case our limit for 𝑚𝜒 ∼ 1 TeV DM is 𝜏 & 5× 1028 s.
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Chapter 5
Multi-Step Cascade Annihilations of
Dark Matter and the Galactic Center
Excess
5.1 Introduction
Over the past five years, numerous independent studies have confirmed a flux of
few-GeV gamma rays from the inner Milky Way, steeply peaked toward the Galactic
Center, that is not captured by models for the known diffuse backgrounds [38–45,67,
68, 102]. This “Galactic Center excess” (GCE), detected using public data from the
Fermi Gamma-Ray Space Telescope, has a spatial morphology well described by the
square of a generalized Navarro-Frenk-White (NFW) profile, projected along the line
of sight. Furthermore, it is highly spherically symmetric, centered on the Galactic
Center (GC), and extends at least 10 degrees from the GC [45];1 these conclusions
remain unchanged when accounting for systematic uncertainties in the modeling of
the diffuse backgrounds [102]. These spatial properties suggest the excess emission
could arise from the annihilation of dark matter (DM) with an NFW-like density
profile. Competing interpretations include a transient event at the GC producing
1This analysis exploited improvements to the Fermi point spread function as described in [100].
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high-energy cosmic rays that subsequently yield few-GeV gamma rays by scattering
processes [295, 296], or a population of many unresolved millisecond pulsars (MSPs)
(e.g. [43,69]). However, these interpretations face significant challenges: it is unclear
whether the proposed outflow models can match the spectrum and morphology of the
excess [297] (see also [72,298]), and estimates of the MSP population in the region of
interest consistently underpredict the signal by an order of magnitude [70,299].
Models where DM annihilates with a roughly thermal cross-section and has a
mass of order several tens of GeV can readily account for the spectrum and size of
the excess. However, when embedded in even a simplified DM model, there are often
powerful constraints on these scenarios from direct detection and collider bounds (e.g.
[300,301]). While UV-complete models where the DM annihilates directly to Standard
Model (SM) particles do exist (e.g. [302–304]), the constraints are much more easily
evaded if the DM produces gamma-rays via a cascade process [305–309]. In such
scenarios, the DM is secluded in its own hidden dark sector, and first annihilates to
other dark sector particles; these mediators subsequently decay into SM particles that
produce gamma-rays.2
The presence of an intermediate step between DM annihilation and the production
of SM particles broadens the spectrum of SM particles produced, and consequently
also broadens the resulting gamma-ray spectrum, unless the mediator is degenerate
in mass with either the DM or the total mass of the SM decay products. The gamma-
ray multiplicity is increased by a factor of two, if each mediator decays into two SM
particles, and the typical energy of the gamma-rays is reduced accordingly. Thus
cascade models for the excess generically tend to accommodate:
∙ Higher DM masses,
∙ Decays of the mediator to SM final states whose decays produce a more sharply
peaked gamma-ray spectrum than favored by direct annihilation.
In general, there may be more than one decay step within the dark sector; the
dominant annihilation of the DM need not be to the lightest dark sector particle
2Annihilation into the dark sector can also lead to a novel spatial distribution for the signal [310],
but the GCE favors a cuspy morphology, so in this chapter we assume all decays are prompt.
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(e.g. [311, 312]). If couplings within the dark sector are stronger than couplings
between the sectors, dark sector particles will preferentially decay within the dark
sector, with decays to the SM only occurring when no other states are available.
Regardless of the model under consideration, in the absence of a mass degeneracy,
each decay will increase the final gamma-ray multiplicity, decrease the typical gamma-
ray energy, and broaden the spectrum (in the presence of a mass degeneracy only the
first two effects will occur). Accordingly, long decay chains could potentially permit
much heavier DM to explain the GCE, or favor decays to different SM states. In
a sense, this description also characterizes the known decays of SM particles; final
states whose decays produce gamma-rays through a lengthy cascade will generate a
broader spectrum with a lower-energy peak, compared to final states that generate
gamma-rays via a short cascade (we discuss this further in Sec. 5.3).
It is this possibility of multi-step dark sector cascades that we explore in this
chapter. For simplicity, we consider the case where all dark-sector particles involved
in the cascade (except possibly the DM itself) are scalars - we briefly discuss the case of
non-scalar mediators in Sec. 5.4. In this case, the results are largely independent of the
details of the dark sector. The DM pair-annihilates into two scalar mediators which
subsequently undergo a multi-step cascade in the dark sector, eventually producing
a dark-sector state (with high multiplicity) that decays to the SM:
𝜒𝜒→ 𝜑𝑛𝜑𝑛 → 2× 𝜑𝑛−1𝜑𝑛−1 → ...
→ 2𝑛−1 × 𝜑1𝜑1 → 2𝑛 × 𝑓𝑓 .
(5.1)
Here 𝑓𝑓 are SM lepton or quark pairs, which can subsequently decay; the decays
shown above may also produce photons in the final step via final state radiation
(FSR). By fitting the resulting photon spectrum to the GCE, we determine the allowed
values of cross-section and DM mass for cascades with one to six steps, for a variety
of SM final states. Provided that the masses of the particles at each step in the
cascade are not near-degenerate, the final spectrum of gamma-rays becomes nearly
independent of the exact masses at each step. This assumption is not limiting, as
105
results for the quality of fit for the more general case of non-hierarchical cascades
(with nearly-degenerate steps) can be simply extracted from results derived assuming
a large hierarchy.
In Sec. 5.2 we outline the determination of the photon spectrum for an 𝑛-step
cascade with specified SM final state, and discuss the procedure used to compare
such a spectrum to the GCE. We present sample results of these fits in Sec. 5.3 under
certain assumptions. Section 5.4 extends our results for general cascades, and contains
our complete fit results. In Sec. 5.5 we outline the existing experimental constraints
a complete model for the GCE via cascade decays would need to satisfy. We present
our conclusions in Sec. 7.5. In the appendices we provide additional details of our
methodology and discuss some further model-dependent considerations.
5.2 Methodology
The photon flux generated by the annihilations of self-conjugate DM3 as a function
of the direction observed in the sky, is given by:
Φ (𝐸𝛾, 𝑙, 𝑏) =
⟨𝜎𝑣⟩
8𝜋𝑚2𝜒
𝑑𝑁𝛾
𝑑𝐸𝛾
𝐽 (𝑙, 𝑏) , (5.2)
where ⟨𝜎𝑣⟩ is the thermally averaged annihilation cross-section, 𝑚𝜒 is the DM mass,
and 𝑑𝑁𝛾/𝑑𝐸𝛾 is the photon spectrum per DM annihilation, which has contributions
from FSR and from the decay of the leptons or quarks and their subsequent hadroniza-
tion products. The 𝐽-factor, the integral of DM density squared along the line-of-
sight, is a function of the observed direction in the sky expressed in terms of Galactic
coordinates 𝑙 and 𝑏:
𝐽 (𝑙, 𝑏) =
∫︁ ∞
0
𝜌2
(︂√︁
𝑠2 + 2𝑟⊙𝑠 cos 𝑙 cos 𝑏+ 𝑟2⊙
)︂
𝑑𝑠 , (5.3)
3As discussed in Appendix D.1, our results can be readily translated to the case of decays,
although the steeply peaked morphology of the GCE disfavors this interpretation.
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where 𝑟⊙ ≈ 8.5 kpc is the distance from the Sun to the Galactic Center, and 𝑠
parametrizes the integral along the line-of-sight. We parameterize the DM density by
a generalized NFW halo profile [74,75]:
𝜌 (𝑟, 𝛾) = 𝜌0
(𝑟/𝑟𝑠)
−𝛾
(1 + 𝑟/𝑟𝑠)
3−𝛾 . (5.4)
Here we use 𝑟𝑠 = 20 kpc, 𝜌0 = 0.4 GeV/cm3 and 𝛾 = 1.2, following [102], as we will
compare our models to the data using the spectrum and covariance matrix determined
by that work.
We focus on 𝑛-step cascades ending in 𝜑1 → 𝑓𝑓 , where 𝑓𝑓 is a pair of electrons,
muons, taus or 𝑏-quarks. Other SM final states are possible, of course, but these cases
span the range from steeply peaked photon spectra close to the DM mass through
to the lower-energy and broader spectra characteristic of annihilation to hadrons. In
order to generate the cascade spectrum, we first start with the result from direct DM
annihilation, which is equivalent to the spectrum from 𝜑1 decay (in the 𝜑1 rest frame)
if the DM mass is half the 𝜑1 mass. For the case of electrons or muons we determine
this spectrum analytically using the results of [313], whilst for taus and 𝑏-quarks the
results are simulated in Pythia8 [222]. We have relegated the details of calculating
these spectra to Appendix D.1.
We denote the spectrum obtained at this “0th step” by 𝑑𝑁𝛾/𝑑𝑥0, where 𝑥0 =
2𝐸0/𝑚1, 𝑚1 is the mass of 𝜑1 and 𝐸0 is the energy of the photon in the 𝜑1 rest frame.
The shape of the photon spectrum is determined by the identity of the final state
particle 𝑓 and also the ratio 𝜖𝑓 = 2𝑚𝑓/𝑚1. In the limit where the decay of 𝜑1 is
dominated by a two-body final state (at least for the purposes of photon production),
the photon spectrum converges to a constant shape (as a function of 𝑥0) as 𝜖𝑓 → 0
and the 𝑓𝑓 become highly relativistic. However, final state radiation (FSR) and
hadronization depend on the energy of the 𝑓𝑓 products of the 𝜑1 decay in the 𝜑1
rest frame, so in cases where these effects dominate, the dependence of the photon
spectrum on 𝜖𝑓 is more complex.
In Fig. 5-1 we show 𝑑𝑁𝛾/𝑑𝑥0 per annihilation for the four different final states
107
10010-110-20.
0.1
0.2
x
x2
dN
γ/dx
�-���� �������� × ��μ × ��τ� ϵ�=���ϵ�=���
Figure 5-1: 0th step (direct annihilation) photon spectra 𝑑𝑁𝛾/𝑑𝑥0 for 𝜑1 decaying to (𝑒, 𝜇, 𝜏, 𝑏)
in (blue, red, green, orange). Solid curves correspond to 𝜖𝑓 = 0.1, and dashed to 𝜖𝑓 = 0.3. The
electron and muon spectra have been magnified by a factor of ten to appear comparable to the taus
and 𝑏s.
we considered, for 𝜖𝑓 = 0.1 and 𝜖𝑓 = 0.3. The photon spectra from electron and
muon production are dominated by FSR, whereas for 𝑏-quarks fragmentation and
hadronization are important. In the photon spectrum from taus, these effects are
subdominant and so the impact of varying 𝜖𝑓 is minimal. Note that the spectrum for
𝑏-quarks is peaked at a significantly lower 𝑥, highlighting why models with this final
state tend to accommodate higher DM masses.
Given the 0-step spectrum, determining the photon spectrum from an 𝑛-step
cascade is particularly simple in the case of scalar mediators,4 where the calculation
essentially reduces to Lorentz-boosting the photon spectrum up the ladder of particles
appearing in the cascade. We review this calculation in Appendix D.2. As observed
in [313], in the case of large mass hierarchies between the steps in the cascade, the
final photon spectrum can be simplified even further, as we now outline.
Consider the 𝑖th step in the cascade, where the decay is 𝜑𝑖+1 → 𝜑𝑖𝜑𝑖. Let us
define 𝜖𝑖 = 2𝑚𝑖/𝑚𝑖+1, and assume 𝜖𝑖 ≪ 1.5 Suppose the photon spectrum from decay
of a single 𝜑𝑖 (and the subsequent cascade), in the rest frame of the 𝜑𝑖 particle, is
4We discuss the case of vector mediators in Sec. 5.4.
5Note that the earlier-defined 𝜖𝑓 parameter does not function in exactly the same way as these
𝜖𝑖 parameters: 𝜖𝑓 fully parameterizes the photon spectrum associated with production and decay of
the SM particles, whereas the 𝜖𝑖 only describe Lorentz boosts.
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Figure 5-2: An example photon spectrum from direct annihilation to taus (grey) and hierarchical
cascades with 𝑛 = (1,2,3,4,5,6) steps, corresponding to (purple, blue, green, pink, orange, red) curves.
The presence of each additional step in the cascade acts to broaden and soften the spectrum, and
shift the peak to lower masses. All spectra are per annihilation.
known and denoted by 𝑑𝑁𝛾/𝑑𝑥𝑖−1. Then, in the presence of a large mass hierarchy,
the decay of 𝜑𝑖+1 produces two highly relativistic 𝜑𝑖 particles, each (in the rest frame
of the 𝜑𝑖+1) carrying energy equal to 𝑚𝑖+1/2 = 𝑚𝑖/𝜖𝑖. The photon spectrum in the
rest frame of the 𝜑𝑖+1 is then given by a Lorentz boost (see Appendix D.2), and in
the limit 𝜖𝑖 ≪ 1 takes the simple form [313]:
𝑑𝑁𝛾
𝑑𝑥𝑖
= 2
∫︁ 1
𝑥𝑖
𝑑𝑥𝑖−1
𝑥𝑖−1
𝑑𝑁𝛾
𝑑𝑥𝑖−1
+𝒪(𝜖2𝑖 ) . (5.5)
Here we have introduced the dimensionless variable 𝑥𝑖 = 2𝐸𝑖/𝑚𝑖+1, where 𝐸𝑖 is
the photon energy in the 𝜑𝑖+1 rest frame. Following this, once we know the 0-step
spectrum we can iteratively derive the 𝑛-step result. The error introduced by this
assumption is 𝒪(𝜖2𝑖 ), as we quantify in Appendix D.2.
Beyond simplifying calculations, the large hierarchy approximation is also conve-
nient for the following two reasons. Firstly in this limit, we can specify the shape of
the spectrum simply by the identity of the final state 𝑓 , the value of 𝜖𝑓 , and finally
the number of steps 𝑛. This is in contrast to the many possible parameters that could
be present in a generic cascade. Secondly, as we will elaborate further in Sec. 5.4, it is
also possible to read off the results for a generic hierarchy once we know the small 𝜖𝑖
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result, making the assumption less limiting than it would initially appear. In partic-
ular in the limit when the masses become degenerate (𝜖𝑖 → 1), the 𝜑𝑖’s are produced
at rest. When they subsequently decay, there is no boost to the 𝜑𝑖+1 rest frame, and
so an 𝑛-step cascade effectively reduces to a hierarchical (𝑛− 1)-step cascade, except
for the additional final state multiplicity.
The Galactic frame is approximately the rest frame of the (cold) DM; consequently,
to determine the measured photon spectrum, we need to calculate the photon spec-
trum in the rest frame of the original DM particles. For an 𝑛-step cascade, this
will involve 𝑛 such convolutions, starting from the 𝑑𝑁𝛾/𝑑𝑥0 0-step spectrum, where
the highest mass scale in the cascade will be 𝑚𝑖=𝑛 = 2𝑚𝜒. Thus 𝑥𝑖=𝑛 = 𝐸𝑛/𝑚𝜒,
and the Galactic-frame photon spectrum will be 𝑑𝑁𝛾/𝑑𝑥𝑛 = 𝑚𝜒𝑑𝑁𝛾/𝑑𝐸𝑛. Fig. 5-2
shows the resulting spectrum for a 0-6 step cascade in the case of final state taus
with 𝜖𝜏 = 0.1. Each step in the cascade broadens out and softens the spectrum, and
similar behaviour is seen for other final states.
In order to determine the favored parameter space, for a given choice of 𝑓 , 𝜖𝑓 , and
number of steps in the cascade 𝑛, we vary 𝑚𝜒 and an overall normalization parameter
𝜂 (proportional to ⟨𝜎𝑣⟩/𝑚2𝜒, as we will see below) and compare the model to the data
using the spectrum and covariance matrix of [102]. In detail we calculate 𝜒2 according
to:
𝜒2 =
∑︁
𝑖𝑗
(𝒩𝑖,model −𝒩𝑖,data)𝐶−1𝑖𝑗 (𝒩𝑗,model −𝒩𝑗,data) , (5.6)
where
𝒩𝑖,model =
(︂
𝜂
𝑚𝜒
𝐸2𝑛
𝑑𝑁
𝑑𝑥𝑛
)︂
𝑖,model
(5.7)
𝒩𝑖,data =
(︂
𝐸2
𝑑𝑁
𝑑𝐸
)︂
𝑖,data
(5.8)
and both model and data are expressed in units of GeV/cm2/s/sr averaged over
the region of interest. Here the 𝐶−1𝑖𝑗 are elements of the inverse covariance matrix,
which together with the data points are taken from [102]. By Eq. 5.2, the fitted
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normalization 𝜂 is related to the DM mass and the J-factor by:
⟨𝜎𝑣⟩ = 8𝜋𝑚
2
𝜒𝜂
𝐽norm
. (5.9)
For consistency with the spectrum normalization of [102] the J-factor is averaged over
the ROI |𝑙| ≤ 20∘ and 2∘ ≤ |𝑏| ≤ 20∘, so that:
𝐽norm =
∫︁
ROI
𝑑Ω𝐽 (𝑙, 𝑏) /
∫︁
ROI
𝑑Ω
∼ 2.0618× 1023 GeV2cm−5.
(5.10)
(Note that 𝑑Ω = 𝑑𝑙𝑑 sin 𝑏, not 𝑑𝑙𝑑 cos 𝑏, since 𝑏 measures the angle from the Galactic
equator, not the north pole.)
Self-Consistency Requirements: The procedure outlined above treats 𝑚𝜒 as a free
parameter that can be adjusted to modify the 0-step spectrum; the fit only uses the
shape of the spectrum provided by the 0-step result and the boost of Eq. 5.5. However,
there is an additional condition required for a cascade scenario to be physically self-
consistent: the mass hierarchy between the DM mass and the particles produced in
the final state must be sufficiently large to accommodate the specified number of
steps. Equivalently, there is a hard upper limit on the number of steps allowed, for a
given DM mass and final state.
Recall that for an 𝑛-step cascade ending in a final state 𝑓 , we defined 𝜖𝑓 = 2𝑚𝑓/𝑚1,
𝜖1 = 2𝑚1/𝑚2, 𝜖2 = 2𝑚2/𝑚3 all the way up to 𝜖𝑛 = 𝑚𝑛/𝑚𝜒. Combining these, the
DM mass is given in terms of 𝑚𝑓 and the 𝜖 factors by:
𝑚𝜒 = 2
𝑛 𝑚𝑓
𝜖𝑓𝜖1𝜖2...𝜖𝑛
, (5.11)
If the 𝜖𝑖 factors are allowed to float, we can still say that 0 < 𝜖𝑖 ≤ 1 in all cases (since
each decaying particle must have enough mass to provide the rest masses of the decay
products), setting a strict lower bound on the DM mass of:
𝑚𝜒 ≥ 2𝑛𝑚𝑓/𝜖𝑓 . (5.12)
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In the remainder of this article we refer to this bound as a “self-consistency” condition
or defining “kinematically allowed” masses. For consistency with the assumption of
hierarchical decays (i.e. 𝜖𝑖 ≪ 1), the true bound on 𝑚𝜒 will in general be somewhat
stronger than this conservative estimate (although as we will discuss in Sec. 5.4, 𝜖𝑖
can become quite close to 1 before significantly modifying the fit relative to the 𝜖𝑖 → 0
case).
5.3 Results With the Assumption of Large Hierar-
chies
Here we present the results from the fits performed using the procedure outlined
in the previous section. Assuming hierarchical cascades, we perform fits for four
different final states – electrons, muons, taus, and 𝑏-quarks – and fit over the photon
energy range 0.5 GeV ≤ 𝐸𝛾 ≤ 300 GeV.6 Later in this section we discuss the effects
of cutting out high energy data points, and how the fits would change if we only
considered statistical uncertainties.
In Fig. 5-3 we show a sample result, in which we plot Δ𝜒2 1, 2 and 3𝜎 contours in
(𝑚𝜒, ⟨𝜎𝑣⟩) space for 1-6 step cascades ending in muons with 𝜖𝜇 = 0.3. The trend in
the best fit point for each step is as expected. Recall the generic behavior illustrated
in Fig. 5-2; each progressive step in the cascade acts to reduce the height of the peak
and shift it to lower masses. Therefore higher steps in the cascades will be better fit by
larger DM mass and cross-section as is indeed the case in Fig. 5-3. The larger cross-
section results from an interplay of effects as can be seen from Eq. 5.9: an increased
DM mass leads to a lower number density and hence a higher cross-section (scaling
as 𝑚2𝜒), but the increased power per annihilation implies a lower 𝜂 (adding a factor
of 𝑚−1𝜒 ), and finally the reduced height of the peak in the dimensionless spectrum for
higher steps (as shown in Fig. 5-2) requires a larger 𝜂.
6By default, we omit the low energy data points with 0.3 GeV ≤ 𝐸𝛾 ≤ 0.5 GeV, as in this
region the spectrum suffers larger uncertainties under variations of the background modeling, and
the preferred value of the NFW 𝛾 parameter is not robust [45]. We have confirmed that including
these low-energy data points has little impact on our results.
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Figure 5-3: Contours of Δ𝜒2 from the best-
fit point (for a given step number 𝑛) corre-
sponding to 1, 2 and 3𝜎 for final state 𝜇’s,
with 𝜖𝜇 = 0.3. The purple, blue, green, pink,
orange and red colors correspond to 𝑛 = 1,
2, 3, 4, 5 and 6 steps in the cascades to final
state 𝜇’s. Here we have fixed 𝜖𝜇 = 0.3 and fit
over the range 0.5 GeV ≤ 𝐸𝛾 ≤ 300 GeV.
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Figure 5-4: Contours of Δ𝜒2 correspond-
ing to 1, 2 and 3𝜎 for 𝑛 = 1 − 6 steps for 𝑒,
𝜇, 𝜏 and 𝑏 final states with 𝜖𝑓 = 0.3. The fit
is performed over the range 0.5 GeV ≤ 𝐸𝛾 ≤
300 GeV. The best fit point of each step for
all four final states follows a power law rela-
tion between 𝑚𝜒 and ⟨𝜎𝑣⟩, with index ∼ 1.3.
Only the darker regions are kinematically al-
lowed. See text for details.
In Fig. 5-4 we show the corresponding Δ𝜒2 contours for electron, muon, tau, and
𝑏-quark final states, again fixing 𝜖𝑓 = 0.3. The best-fit mass and cross-section for
each of the final states are empirically found to follow an approximate power law
with ⟨𝜎𝑣⟩ ∝ 𝑚1.3𝜒 . As discussed above we would expect ⟨𝜎𝑣⟩ ∝ 𝑚𝜒 if the spectrum
did not change in shape (simply being rescaled proportionally to 𝑚𝜒 to ensure energy
conservation); the additional 𝑚0.3𝜒 scaling factor reflects the change in shape of the
spectrum.
As discussed above, for a given DM mass and final-state fermion with mass 𝑚𝑓 ,
there is an absolute upper limit on the number of steps allowed in a cascade, since
every step corresponds to a change in mass scale of at least a factor of 2. In Fig.
5-4, we show the contours if the limitation of Eq. 6.5 is ignored, since this conveys
information on the mass scale and number of steps at which the broadness of the
spectrum best matches the data; however, the mass values that violate this condition
and so do not represent a self-consistent physical scenario are shown in lighter shading.
This issue is relevant for the heavier final-state fermions, taus and 𝑏-quarks, and
particularly acute for taus. Finally note that the irregular shape of the contours for
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Figure 5-5: Clockwise panels show the overall best fit for DM annihilating through an 𝑛-step
cascade to electron, muon, 𝑏-quark and tau final states. The grey solid, dashed (and dotted) lines
correspond to the Δ𝜒2 between the best fit at that step, and the best fit for all 𝑛, for 𝜖𝑓 = 0.3, 0.1
(and 0.01) respectively. In the case of tau and 𝑏-quark final states, the blue dotted curves, de-
noted ‘physical,’ correspond to the case where only kinematically allowed (self-consistent) masses
are considered as per the discussion in Sec. 5.2 (we set 𝜖𝑓 = 0.3 for these curves). Note that in
the case of taus, the “physical” best-fit points for 0 and 1 steps have the same 𝜒2 as the best-fit
points when “unphysical” scenarios are allowed, but as the overall best fit is different (with higher
𝜒2) their Δ𝜒2 is lower. The shaded bands correspond to the quality of fit. 0-step results are not
included for electrons and muons, as these fits are poor and have Δ𝜒2 values well above the plotted
𝑦-axis. Electrons, muons and taus prefer longer 3-5 step cascades, whilst annihilations to 𝑏-quarks
prefer shorter 0-2 step cascades. This is not surprising, since as has been already pointed out in the
literature, 𝑏-quark final states are preferred for direct annihilations. Non-integer values of 𝑛 can be
associated with cascades containing steps with one or more large 𝜖𝑖, as discussed in Sec. 5.4.
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Figure 5-6: The blue, red, green and orange curves correspond to the overall best fit spectrum
for e, 𝜇, 𝜏 and 𝑏-quarks as determined from Fig. 5-5. Overlaid are the data points and systematic
errors from [102]. Note that due to correlations between energies, the best fit curves are not what
would be naively expected if only statistical errors were present.
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Final State 𝑛-step 𝑚𝜒 (GeV) 𝜎𝑣 (cm3/sec) 𝜒2
e 5 67.2 2.9× 10−24 26.82
𝜇 4 53.0 9.9× 10−25 26.94
𝜏unphysical 4 59.4 4.6× 10−26 24.13
𝜏physical 2 24.1 1.4× 10−26 25.59
𝑏 2 91.2 3.9× 10−26 22.42
Table 5.1: Best fit to DM annihilations to various final states with 𝜖𝑓 = 0.3. For the
case of taus we show a best fit point if we include kinematically disallowed masses
(unphysical) and also if we restrict ourselves to physical masses as discussed in Sec. 5.2.
Fits were performed over 20 degrees of freedom.
Final State 𝑛-step 𝑚𝜒 (GeV) 𝜎𝑣 (cm3/sec)
e 3-6 28-107 10−24.0-10−23.3
𝜇 2-5 22-89 10−24.5-10−23.7
𝜏unphysical 3-5 37-94 10−25.6-10−25.1
𝜏physical 2 24.1 10−25.8
𝑏 0-3 40-150 10−25.8-10−25.2
Table 5.2: Range of parameters within 1𝜎 of the best fit step for 𝜖𝑓 = 0.3 for electrons,
muons, taus and 𝑏-quarks. As in Table 5.1 we show both physical and unphysical tau
results.
the one-step electrons and muons can be traced to the fact the 0-step FSR spectrum
is both sharply peaked and has a kinematic edge, leading to a poor fit.
In Fig. 5-5 we show the Δ𝜒2 values between the best fit at a given step number
𝑛 and the best fit overall, for each final state. We show results for both 𝜖𝑓 = 0.3 and
0.1 in all cases, and also include 𝜖𝑓 = 0.01 for electrons. As expected the results do
not depend strongly on 𝜖𝑓 , especially in the case of taus, which is in accord with the
results of Fig. 5-1. Note that the nominal overall best fit for the taus (𝑛 = 4) falls
into the kinematically disallowed (inconsistent) region; 𝑛 = 4 cannot be physically
accommodated within 3𝜎 of its preferred DM mass. For this reason the results for
taus and 𝑏-quarks were rerun allowing only self-consistent scenarios (in the sense of
Eq. 6.5); in these cases we obtain the results shown by the blue dotted curves in
Fig. 5-5. We summarize the best fit results for 𝜖𝑓 = 0.3 in Table 5.1 and the 1𝜎 range
as determined from Fig. 5-5 on these parameters in Table 5.2.
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Figure 5-7: The 0-step spectra for e, 𝜇, 𝜏 and 𝑏-quarks with 𝜖𝑓 = 0.3 are shown as the blue, red,
green and orange curves. The dashed curves show the spectrum of a hierarchical 𝑛-step cascade that
ends in 𝜑1 → 𝛾𝛾 (a 𝛿-function in the 𝜑1 rest frame) for 𝑛 = 1− 7, with lighter curves corresponding
to progressively longer cascades. In order to compare the shape of the spectra we have magnified
the 0-step spectra by a factor of 470, 190, 6.2 and 3.1 for e, 𝜇, 𝜏 and 𝑏-quarks respectively. We see
the electron spectrum is closest to a 2-3 step cascade ending in a 𝛿-function, muons and taus are
closest to a 3-4 step cascade, whilst 𝑏-quarks most resemble 6-7.
In Fig. 5-6 we show the overall best fit spectrum for electron, muons, taus, and
𝑏-quarks with 𝜖𝑓 = 0.3. Although the spectra for direct annihilation to these final
states are quite different, after introducing the freedom to have multi-step cascades, a
similar best fit spectrum is picked out in each case. To expand on this, we can compare
the various 0-step spectra - as displayed in Fig. 5-1 - to the result of a hierarchical
𝑛-step cascade that ends in 𝜑1 → 𝛾𝛾. This comparison is shown in Fig. 5-7. The
spectrum of photons from this process is just a 𝛿-function in the 𝜑1 rest frame, and is
in a sense the simplest possible photon spectrum. We find that the photon spectrum
from direct annihilation to electrons is similar to that obtained by a 2-3 step cascade
terminating in 𝜑1 → 𝛾𝛾; for muons and taus the closest match is a 3-4 step cascade;
and for 𝑏-quarks 6-7. Of course these correspondences are not exact – for example,
the 𝑏-quark spectrum is more complex than just applying Eq. 5.5 to a 𝛿-function – but
they allow us to regard these 0-step spectra as arising approximately from a common
(𝛿-function) spectrum convolved with differing numbers of cascade steps. We can
then intuit how many additional steps are required in each case, to bring the spectra
to a similar shape. Combining these numbers with the preferred number of steps seen
in Table 5.1, we find the GCE prefers a spectrum that can be roughly modeled as a
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𝛿-function occurring at the endpoint of 7-9 cascade decays. In this sense it seems fits
to the GCE prefer a cascade with a large number of steps, and that these can occur
in the SM or dark sector.
Likewise, this general picture can approximately describe showers in the dark
sector [309]. Such showers will effectively contain decay cascades of different lengths,
but we find that the spectrum of [309] can be well described by a 𝛿-function 𝜑1 → 𝛾𝛾
broadened by ∼ 3 decay steps. The best-fit scenario found in that paper corresponds
to a DM mass of ∼ 10 GeV; this is consistent with the preferred mass for our 1-step
electron case, which also corresponds to a 𝛿-function at the endpoint of a ∼ 3-step
cascade. A better fit to the data might therefore be obtained by combining such dark
showering with a short dark-sector cascade. In Sec. 5.4 we will return to this point,
and discuss the sense in which our results may be used to estimate the parameter
space for dark shower models.
5.3.1 Different Final States
A few comments about the various final states are in order.
Electrons: The photon spectrum from direct annihilations 𝜒𝜒→ 𝑒+𝑒− is sharply
peaked. This tends to produce a worse fit to the GCE. As such we need several
steps in the cascade in order to broaden the spectrum sufficiently to allow for a
parameter space where a significantly improved fit is possible, and this is shown by
the substantial decrease in the quality of fit at low 𝑛 in Fig. 5-5. It should be noted
that any model for the GCE with direct annihilation into electrons will likely be in
severe tension with the data from AMS [314]. This tension is likely to persist for at
least the 𝑛 = 1 cascade, and possibly higher steps as well.7 As we go to higher-step
cascades the spectrum broadens and the AMS bounds are expected to weaken, but
the exact bounds should be worked out for any cascade scenario with a branching
fraction to electrons. For the purposes of this chapter, we use the electron case as
an example of a sharply peaked photon spectrum to demonstrate the impact of the
spectral broadening, not necessarily as a realistic explanation for the excess. Similarly,
7Private communication, Wei Xue.
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constraints on DM annihilation from the cosmic microwave background (CMB) [188]
are likely to rule out both the electron and muon favored regions shown in Fig. 5-
4, while leaving the 𝑏 and tau regions largely unconstrained. The figure of merit
for CMB constraints is ⟨𝜎𝑣⟩/𝑚𝜒 [315, 316], up to an 𝒪(1) factor which is channel-
and spectrum-dependent [317, 318]. As discussed above, for the best-fit regions (for
hierarchical decays), this quantity scales as ∼ 𝑚0.3𝜒 as the number of steps increases;
thus, we expect the constraint to become slightly stronger for longer cascades.
Muons: In Fig. 5-5 we see that the muon final state spectrum has the same
qualitative behavior as the electrons, and will be subject to similar constraints. This
is unsurprising as the muon spectrum is quite similar to that from electrons, albeit
with a less pronounced peak (see Fig. 5-1).
Taus: As with other leptonic final states, taus also prefer multi-step cascades for
the best fit. Note that the best fit point at 4 steps is in fact kinematically disallowed
(inconsistent) as can be seen in Fig. 5-4 and as discussed in Sec. 5.2. However, the
best fit point after imposing the consistency condition, at 2 steps, is still a better fit
than the high-step cases with electron and muon final states.
𝑏-quarks: DM annihilation to 𝑏-quarks is the preferred channel for direct annihi-
lation identified in [45, 102], where it already provides a good fit. Accordingly there
is no need to broaden the spectrum with a large number of cascades – however, as
we will discuss in Sec. 5.5, even a short cascade can greatly alleviate constraints from
colliders and direct searches (see also [306, 307] and references therein). A cascade
with several steps can still give an equally good or slightly better fit, and of course
accommodates higher masses than for the case of direct annihilation. However, since
the spectrum is already fairly broad, adding too many additional steps makes the fit
worse, as shown in Fig. 5-5. Accordingly, the DM mass cannot be pushed far above
100 GeV without significantly worsening the fit, at least in the context of hierarchical
cascades.
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Figure 5-8: The 3𝜎 contours for 1-6 step cascade annihilations to final state electrons with 𝜖𝑒 = 0.1.
Red contours correspond to fitting over the entire energy range 0.5 GeV ≤ 𝐸𝛾 ≤ 300 GeV with the
full covariance matrix of [102]. Orange contours correspond to fitting with a cut on high energies
𝐸𝛾 ≤ 10 GeV. Green contours correspond to a fit over the full energy range but with only the
statistical errors of [102].
5.3.2 Sensitivity to Systematics and Energy Cuts
In the results presented above we have fit the data of [102] to the photon spectrum
from DM annihilations through multi-step cascades to various final states. The fit was
performed over the energy range 0.5 GeV ≤ 𝐸𝛾 ≤ 300 GeV. There is some evidence
that the emission detected above 10 GeV may not share the same spatial profile as
the main excess, suggesting a possible independent origin (for example, these high-
energy data appear to prefer a morphology centered at negative ℓ and with a shallow
spatial slope [102]), so we also test the impact of omitting the data above 10 GeV.
Finally, we explore the impact of including only the statistical uncertainties of [102],
omitting systematic errors, to test the degree to which the constraints could improve
with reduction in the systematic uncertainties.
We display the results of this study in Fig. 5-8-5-9, for the case of 𝑛-step cascade
annihilations to final state electrons with 𝜖𝑒 = 0.1. Annihilations to other final states
generically display the same behavior as the energy range and error estimates are
varied. Cutting out the high energy data points generically shifts the fit to prefer lower
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Figure 5-9: Top Panels: We show the impact on the preferred number of steps when changing the
energy range and error types considered. Each curve is for final state electrons with 𝜖𝑒 = 0.1. The left
figure shows the use of systematic errors over the full and a restricted energy range (𝐸𝛾 ≤ 10 GeV)
in red and orange respectively. The right figure is the equivalent for statistical errors, with the full
energy range shown in green and the restricted in blue. Bottom panels: Here the best fit curves as
determined from the top panels are shown with the appropriate data and errors from [102] overlaid,
for the example case of the electron final state. The left panel shows the results for systematic errors,
where the best fit point was 𝑛 = 5 for the full range (red curve) and 𝑛 = 3 for the restricted range
(orange curve). The right panel shows the equivalent for statistical errors, where for the full range
the 𝑛 = 6 curve is shown in green and for the restricted range the 𝑛 = 2 curve is in blue.
masses and narrower spectra, and therefore corresponds to cascades with fewer steps
– resembling a 𝛿-function at the endpoint of a 5-7 step cascade, rather than a 7-9 step
cascade. At a fixed number of steps, the main impact of omitting the high-energy data
points is to raise the preferred cross-section and shrink the contours. Understanding
the high-energy data will thus be important in distinguishing quantitative models for
the GeV excess.
Fitting over statistical errors increases the actual 𝜒2 values, and the rate at which
𝜒2 increases away from its minimum (as expected), as demonstrated by the shrinking
green contours of Fig. 5-8. The overall preferred step in the cascade however is not
dramatically affected, only changing by 0-1 steps, as shown in the top panels of Fig. 5-
9 - we display the corresponding best fit spectra in the bottom panels. At a fixed
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number of steps, the preferred cross-section increases, becoming more similar to what
we find when omitting the high energy points.
5.4 Interpretation for General Cascades
5.4.1 Relaxing the Assumption of Large Hierarchies
The results displayed in the previous section were obtained assuming large mass
hierarchies between each cascade step. It is possible to recast these results to gain
insight into the case of general 𝜖𝑖 values. To see this, consider the decay 𝜑𝑖+1 → 𝜑𝑖𝜑𝑖.
As previously discussed, in the limit when two mass scales become degenerate (𝜖𝑖 →
1), an 𝑛-step cascade effectively reduces to an (𝑛 − 1)-step cascade, except for the
additional final state multiplicity. Thus adding a degenerate step to a cascade is much
simpler than adding one with a large hierarchy: we need only multiply the spectrum
by two to account for the increased multiplicity, and halve the photon energy scale
to account for the initial energy being spread between twice as many particles. (For
completeness, we check analytically that the limit of 𝜖𝑖 → 1 has this behavior in
Appendix D.2.)
In light of this, an 𝑛-step cascade with one degenerate step and an (𝑛 − 1)-
step hierarchical cascade must provide equally good fits to the GCE, with the former
preferring twice the annihilation cross-section and DMmass relative to the latter. The
increased DM mass results from the halving of the energy scale, whilst to understand
the cross-section we look back to Eq. 5.9: adding the degenerate step doubles the
photon multiplicity, which halves 𝜂 to compensate, but the doubling of the DM mass
means overall the cross-section is increased by a factor of two. As such the results in
Fig. 5-4 can be readily extended for additional degenerate steps. For each additional
degenerate step on top of an initial hierarchical cascade (the degenerate step may
occur anywhere in the cascade), the shape of the 𝜒2 contours remains the same, but
shifted upward by a factor of two in mass and cross-section. With a sufficiently large
number of degenerate decays, the DM mass required to fit the GCE could be made
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Figure 5-10: The transition of the spectra between 𝜖2 = 0 and 𝜖2 = 1, calculated using Eq. D.9.
The example case is a 2-step cascade with final state taus and 𝜖𝜏 = 0.1. The dark blue is for
𝜖 = 0 and is what would result from the large hierarchies approximation. The 𝜖 = 1 case shown in
light blue corresponds to a completely degenerate spectrum, and as such is equivalent to a shifted
1-step curve. In between these two, we show intermediate 𝜖 values as the dashed curves, specifically
𝜖 = {0.3, 0.5, 0.7, 0.9, 0.99}. Note the rate of transition between the two cases is in keeping with the
error in the large hierarchies case being of order 𝒪(𝜖2𝑖 ).
arbitrarily high, although this would seem to require considerable fine-tuning. (A
natural scenario in which one degenerate step arises due to a symmetry is discussed
in [319].)
Cascades with general values of 𝜖𝑖 in turn interpolate between the two simpler cases
already considered, with small and large 𝜖𝑖. We give the general convolution formula
in Appendix D.2, and an example of how spectra evolve as a single 𝜖𝑖 shifts from 0
to 1 is shown in Fig. 5-10. This interpolation provides an alternate interpretation
for Fig. 5-5: the 𝑛 on the 𝑥-axis of these plots can be thought of as representing the
number of steps with a large hierarchy, rather than the total number of steps. If one
of these steps becomes degenerate (while holding the total number of steps fixed), as
previously discussed, we will move from 𝑛 to 𝑛−1 steps in terms of the spectral shape
and hence quality of fit. Intermediate 𝜖𝑖 values will interpolate smoothly between these
two cases. Thus for any arbitrary collection of hierarchical and degenerate steps, the
quality of the fit and the location of the best-fit region in 𝑚𝜒−⟨𝜎𝑣⟩ parameter space
can already be estimated from Figs. 5-4-5-5. A concrete example of the transition
in preferred DM mass and cross-section is shown in Fig. 5-11, which corresponds to
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Figure 5-11: The transition of the best fit point and 1𝜎 contours between 𝜖2 = 0 and 𝜖2 = 1,
calculated using Eq. D.9. The example case is a 2-step cascade with final state taus and 𝜖𝜏 = 0.1.
The transition is between the 𝜖 = 0 case in dark blue and 𝜖 = 1 in light blue. The dashed curves
map out the transition with intermediate values, specifically 𝜖 = {0.3, 0.5, 0.7, 0.9, 0.99}.
the variation of the spectrum shown in Fig. 5-10. The curve plotted out by the best
fit point for intermediate values of 𝜖 is not a straight line between the two extreme
values, but does not deviate far from this. Similar behavior was seen for other final
states and choice of degenerate step.
At a fixed DM mass, the perturbation to the 𝜖𝑖 = 0 photon spectrum evolves
roughly as 𝜖2𝑖 as 𝜖𝑖 varies from 0 to 1 (as discussed in Appendix D.2); this behavior
is shown in Fig. 5-10, where the 𝜖2 = 0.3 spectrum is almost indistinguishable from
the 𝜖2 = 0 spectrum, and 𝜖2 = 0.5, 𝜖2 = 0.7 and 𝜖2 = 0.9 give spectra intermediate
between the 𝜖2 = 0 and 𝜖2 = 1 cases. The perturbation to the best-fit 𝜒2 will tend to
increase even more slowly than 𝜖2𝑖 , in the case where 𝜖𝑖 = 0 is a better fit than 𝜖𝑖 = 1,
since the DM mass and cross-section can float to absorb changes in the spectrum and
reduce the increase in 𝜒2. In all examples tested the best-fit 𝜒2 remains essentially
unchanged from the 𝜖𝑖 = 0 case out to 𝜖𝑖 = 0.7.
In general a cascade with 𝑛 total steps, 𝑛𝑑 of which are degenerate (𝑛𝑑 values of
𝜖𝑖 → 1) will have the same spectrum as a cascade with (𝑛−𝑛𝑑) hierarchical steps with
a factor of 2𝑛𝑑 enhancement in mass and cross-section. This is illustrated in Fig. 5-
12 for the case of decays to final state 𝜏 ’s with 1-6 total cascade steps. Relaxing
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Figure 5-12: The purple, blue, green, pink, orange and red points correspond to the best fit
(𝑚𝜒, 𝜎𝑣) point for a total number of cascade steps (degenerate + hierarchical) 𝑛 = 1, 2, 3, 4, 5, 6
respectively; for annihilations to final state taus with 𝜖𝜏 = 0.3. Points living on the same line have the
same number of hierarchical steps and therefore result in equally good fits to the data. Points of the
same color, but with progressively greater values of (𝑚𝜒, 𝜎𝑣), correspond to successively replacing
hierarchical steps with degenerate steps, holding the number of total steps fixed. For the above case
of taus only the one and two step hierarchical cascades are kinematically allowed as indicated in
Fig. 5-4 (note that the kinematic constraint applies to lines as a whole, not individual points; see
text), thus only points living on the solid lines are allowed as these lines correspond to cascades with
one and two hierarchical steps respectively.
the assumption of large hierarchies therefore results in a preferred triangular slice of
parameter space, bounded by curves with ⟨𝜎𝑣⟩ ∝ 𝑚𝜒 and ⟨𝜎𝑣⟩ ∝ 𝑚1.3𝜒 . We can now
understand the results of Fig. 5-5 as mapping out the variation in 𝜒2 when moving
between classes of scenarios, each defined by a fixed number of hierarchical steps
but containing scenarios with varying numbers of degenerate steps (each of these
classes is represented by a line in Fig. 5-12). Note also that the kinematic constraint
Eq. 5.11 acts on classes rather than individual scenarios (since adding a degenerate
step doubles the DM mass but increases the number of steps by 1, strengthening the
constraint on DM mass by a factor of 2); if one scenario is disallowed the entire class
is disallowed.
Fig. 5-13 summarizes our combined results. There, the top panels display the
regions mapped out in the ⟨𝜎𝑣⟩ −𝑚𝜒 plane by the best fit points involving 1-6 steps
(either hierarchical or degenerate) cascades to final state electrons, muons, taus and
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Figure 5-13: Combined results of fits with 𝜖𝑓 = 0.3 over the full energy range (left) or with
a restriction 𝐸𝛾 ≤ 10 GeV (right). Top panels: Best fit (𝑚𝜒, 𝜎𝑣) for a cascade with 1-6 total
(degenerate + hierarchical) steps ending in electrons, muons, taus of 𝑏-quarks. Points on the same
line have the same number of hierarchical steps and therefore result in equally good fits to the data,
following the discussion in Sec. 5.4. Points of the same color, but with sequentially greater values of
(𝑚𝜒, 𝜎𝑣), correspond to progressively replacing hierarchical steps with degenerate steps, holding the
total number of steps fixed. The color of the lines indicate goodness of fit and only solid lines are
kinematically allowed (as explained in see Sec. 5.2). Bottom panels: Show the overall best fit for DM
annihilation through an 𝑛-step hierarchical cascade to electron, muon, tau and 𝑏-quark final states.
The curves show the Δ𝜒2 of the best fit at that step and final state, as compared with best fit over
all steps and final states. No restriction to physical kinematics is imposed, but where restrictions
would apply can be inferred from the top panels. The shaded bands correspond to the quality of fit.
For fits over the full energy range a fairly short cascade terminating in decay to 𝑏-quarks gives the
preferred spectrum, whilst over the restricted energy range each final state can potentially provide
approximately equally good fits.
𝑏-quarks. In the bottom panels, we indicate which hierarchical step and final state
yield the best fit, and the comparative quality of fit for other combinations. We
show all these results for fits over the full (left panels) and restricted (right panels)
energy ranges. Additionally as shown in the top panels, electrons (taus) and muons
(𝑏-quarks) have some degree of overlap, especially once degenerate steps are included.
The overlap of these regions is reduced when the high energy data points are excluded,
as is clear by comparing the right and left panels.
The positions of the triangular regions in Fig. 5-13 largely reflect the differing
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Figure 5-14: Colored points indicate the best fits for different numbers of hierarchical and de-
generate cascade steps, and different final states, as in Fig. 5-13. However, here we rescale the
cross-section by the fraction of power into photons 𝑘 for each final state (3.0×10−3, 7.0×10−3, 0.14
and 0.26 for electrons, muons, taus and 𝑏-quarks respectively). All final states then pick out the
same region of (𝑚𝜒, 𝑘𝜎𝑣) parameter space. The dashed lines indicate curves with 𝑘⟨𝜎𝑣⟩ ∝ 𝑚𝜒 and
𝑘⟨𝜎𝑣⟩ ∝ 𝑚1.3𝜒 , chosen to originate from the lowest-mass point studied; these curves approximately
bound the full parameter space of interest (see text).
branching ratios to photons (rather than other stable SM particles) for the different
final states. For each of the direct annihilation (0-step) spectra, we can compute a
factor 𝑘, defined as the total energy in photons (per annihilation) as a fraction of
𝑚1 = 2𝑚𝜒. For example, direct annihilation/decay to 𝛾𝛾 would have 𝑘 = 1. For
the final states we consider, we find 𝑘 = 3.0 × 10−3, 7.0 × 10−3, 0.14 and 0.26 for
electrons, muons, taus and 𝑏-quarks respectively. Final states with smaller 𝑘 will
naturally require higher cross-sections in order to fit the signal. In Fig. 5-14 we show
the results of Fig. 5-13 replotted in terms of 𝑘⟨𝜎𝑣⟩ and 𝑚𝜒: we see that once this
factor is taken into account, all channels pick out essentially the same triangular
region of parameter space, bounded by curves with 𝑘⟨𝜎𝑣⟩ ∝ 𝑚𝜒 and 𝑘⟨𝜎𝑣⟩ ∝ 𝑚1.3𝜒 .
Incorporating dark showers: This concordance between the different final states
suggests that dark shower models may be expected to also inhabit this region. For
instance, the authors of [309] find a preferred cross-section of 8×10−27 cm3/s for their
𝑆𝑈(2)𝑉 model, with a roughly 35% branching ratio into stable dark sector baryons
(with other decay channels ending in photons), and a preferred mass of ∼ 10 GeV. At
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first glance this suggests a somewhat higher value for 𝑘⟨𝜎𝑣⟩ than the lower tip of the
triangular region identified in Fig. 5-14. However, [309] fits to a different spectrum
for the GCE excess (taken from [45]), without a systematic uncertainty estimate,
and assumes a lower local DM density (0.3 GeV/cm3 rather than 0.4 GeV/cm3).8 In
our analysis, omitting systematic errors (or removing high-energy data points) raises
the preferred cross-section by a factor of ∼ 2 (Fig. 5-8), and likewise lowering the
local DM density from 0.4 to 0.3 GeV/cm3 would raise the required cross-section by
a factor of ∼ 2; the lower tip of our triangular region would then reside at 𝑚𝜒 ∼ 10
GeV and 𝑘⟨𝜎𝑣⟩ ∼ 3× 10−27 cm3/s, which seems roughly consistent with [309].
5.4.2 Models with Vector Mediators
Thus far we have considered models of multi-step cascades through scalar mediators.
However models in which the hidden sector mediators include vector, fermion or
pseudo-scalar particles are at least as equally well motivated (e.g. [305] or the dark
shower example discussed above [309]). In the case of vector or fermionic mediators
the simple recursion formula Eq. 5.5 will in general no longer hold, since the photon
spectrum from the decay of mediators with spin need not in general be isotropic. The
standard recursion formula will also break down if a decay is more than two-body,
or if the decay is two-body but the decay products have different masses (although
if the decay is strongly hierarchical the impact will be tiny), since these possibilities
modify the Lorentz boost from the 𝜑𝑖 frame to the 𝜑𝑖+1 frame. Note this is different
to having several possible decay chains with different branching ratios; in this case
our analysis does apply, and the final spectrum will simply be a linear combination
of the spectra produced by the different decay chains.
Anisotropy of the photon spectrum is not in itself a sufficient condition for the
recursion formula to break down. To modify the recursion, for some step 𝑖, the
differential decay rate of 𝜑𝑖 must be a function of the angle 𝜃 between (1) the momenta
of the decay products in the 𝜑𝑖 rest frame and (2) the boost direction from the 𝜑𝑖
rest frame to the 𝜑𝑖−1 rest frame. (Here we use 𝜑𝑖 to denote arbitrary mediators,
8Private communication, Dean Robinson.
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independent of their spin.) Since the decays in the 𝜑𝑖 rest frame do not “know” about
the 𝜑𝑖+1 frame, this sort of correlation is only possible if (1) the direction of the
spin/polarization vector of the 𝜑𝑖 in its rest frame depends on the momentum with
which it was produced in the 𝜑𝑖−1 rest frame, and (2) the spectrum of the decay
products of 𝜑𝑖 is a function of the angle between their momentum and the rest-frame
spin/polarization vector of 𝜑𝑖. If only one of the two applies, averaging over the
spin/polarization of 𝜑𝑖 will leave no 𝜃-dependence. However, both these properties
will generically hold if 𝜑𝑖 is a vector: typically the decay of 𝜑𝑖−1 will prefer either
longitudinally or transversely polarized vectors 𝜑𝑖, which will in turn decay with
different angular distributions.
Let us consider the potential impact of such a 𝜃-dependence. For illustrative
purposes, let us suppose that the photons produced in the decays of 𝜑1 (whether
directly or by subsequent decays of the fermions) have essentially the same energy
spectrum as in the pure-scalar case, in the rest frame of the 𝜑1. This assumption
might fail if the spin of 𝜑1 affects the correlations (if any) between the fermion spins,
fermion momenta and photon momenta, but by making it we can isolate the impact
of angular dependence in a single step of the cascade.
Consider a one step cascade 𝜒𝜒 → 𝜑1𝜑1, 𝜑1 → 𝑓𝑓 , where 𝜑1 is a vector boson.
Suppose the full spectrum of photons in the 𝜑1 rest frame can be written as 𝑑𝑁𝑑𝑥0 =
𝑓0 (𝑦0) 𝑑𝑁/𝑑𝑥0, where 𝑦0 = cos 𝜃0 and 𝑑𝑁/𝑑𝑥0 is the spectrum for the scalar mediator
case 𝑓0 = 1. Then the now familiar formula for the energy spectrum in the 𝜒𝜒 center
of mass frame is:
𝑑𝑁𝛾
𝑑𝑥1
= 2
∫︁ 1
−1
𝑑𝑦0
∫︁ 1
0
𝑑𝑥0𝑓0 (𝑦0)
𝑑𝑁𝛾
𝑑𝑥0
𝛿
(︂
2𝑥1 − 𝑥0 − 𝑦0𝑥0
√︁
1− 𝜖21
)︂
= 2
∫︁ 1
𝑥1
𝑑𝑥0
𝑥0
𝑓0
(︂
2𝑥1
𝑥0
− 1
)︂
𝑑𝑁𝛾
𝑑𝑥0
+𝒪(𝜖21) .
(5.13)
where we calculated the 𝑦0 integral assuming 𝜖1 ≪ 1. Again we could extend this
expression to an 𝑛-step cascade using the same formalism as in Appendix D.2. The
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Figure 5-15: Spectrum for a 1-3 step cascade with a vector mediator in the final step of the
cascade 𝜑2 → 𝑉 𝑉 , 𝑉 → 𝑓𝑓 . We consider three separate cases: 𝑓(𝜃) = 1, (3/4)(1 + cos2 𝜃), and
(3/2) sin2 𝜃. The first of these is equivalent to a cascade with only intermediate scalars (and hence
isotropic decays), the others correspond to common angular dependences (see text).
angular dependence at each step will in general be different depending on the model;
we can parameterize this by specifying different functions 𝑓𝑖 (𝑦𝑖) at each step. In the
limit of small 𝜖𝑖 we find:
𝑑𝑁𝛾
𝑑𝑥𝑖
= 2
∫︁ 1
𝑥𝑖
𝑑𝑥𝑖−1
𝑥𝑖−1
𝑓𝑖−1
(︂
2𝑥𝑖
𝑥𝑖−1
− 1
)︂
𝑑𝑁
𝑑𝑥𝑖−1
+𝒪(𝜖2𝑖 ) . (5.14)
A detailed study of the impact of vector or fermionic mediators is beyond the
scope of this chapter; we leave it to future work. However, we can work out an explicit
example motivated by the case where at the end of the cascade, a scalar/pseudoscalar
resonance decays to two vectors which subsequently each decay into two fermions.
This scenario has been studied in the context of Higgs decays [320], furnishing results
for a general resonance 𝑋 decaying to two identical vectors 𝑉 𝑉 , which each in turn
subsequently decay to 𝑓𝑓 . (In our notation, the 𝑉 here would correspond to 𝜑1 and
𝑋 to 𝜑2.) The differential decay rate to fermions in this case is a linear combination
of terms proportional to sin2 𝜃, 1+cos2 𝜃 and cos 𝜃 (where 𝜃 is the angle defined above
and in Appendix D.2), with coefficients depending on the axial and vector couplings
of the fermions to the 𝑉 , and the parity of the initial state 𝑋 [320]. In hierarchical
decays of a scalar or pseudoscalar resonance to 𝑉 𝑉 , where 𝑉 has vector (rather than
axial vector) couplings to 𝑓𝑓 , the dominant angular dependence is either 1+cos2 𝜃 or
sin2 𝜃. For these specific (but common) angular dependences in the 𝜑1 decay, we show
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the resulting changes to the photon spectrum in Fig. 5-15. The impact is modest,
and so we expect our qualitative results should hold for more general cascades.
5.5 Signals and Constraints
While we have remained agnostic regarding the choice of an actual model, we point
out that any model with new light states in a dark sector that explains the GCE must
also be consistent with the following experimental constraints:
∙ Direct Detection: The coupling controlling 𝜎𝐷𝐷 must not be so large as to be
in conflict with bounds from DM direct detection experiments [306].
∙ Big Bang Nucleosynthesis (BBN): New light states must decay fast enough such
that they do not spoil the predictions of BBN.
∙ Collider constraints.
These experimental constraints on a multi-step cascade will be very similar to those
on a one-step cascade, with the key parameter being the coupling of the dark sector
to the SM in both cases.
The simplest models that explain the GCE by direct DM annihilations to SM
states are generally in conflict with direct detection bounds: the same coupling that
must be small enough to avoid the LUX bound [132], must also be large enough
to explain the GCE with a thermal WIMP (note however that this conclusion is not
inevitable; there are effective DM-SM couplings and simplified models that generically
evade the bounds, e.g. [300,301]). As pointed out in [305–307], the addition of a dark
sector with a single mediator allows for an explanation of the GCE while alleviating
direct detection constraints. The reason is straightforward: any direct detection signal
will be controlled by the coupling of the mediator to the SM, whereas the annihilation
rate is independent of this quantity, so the two can be tuned largely independently.
We make this point more explicit in Appendix D.3. Exactly the same property holds
in models with expanded cascades, where the direct detection signal is controlled
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by the coupling between the dark sector and the SM; indeed, the direct detection
signal may be suppressed even further if the coupling between the DM and the SM
requires multiple mediators. If the couplings within the dark sector are not highly
suppressed, decays within the dark sector should in general proceed promptly (on
timescales ≪ 1 s), and so the constraint from BBN will primarily limit the coupling
of the final mediator in the cascade to the SM. Accordingly, since it has been shown
that for one-step cascades the constraint from BBN can be consistent with a null
signal in direct detection experiments [306], the same should hold true for multi-step
cascades (since in the multi-step case, the final step controls the coupling to the SM
and hence provides the only relevant parameter for both BBN and direct detection).
Collider bounds and limits from invisible decays of SM particles are also controlled
by this final coupling, so can accordingly be dialled down in the same way as for one-
step cascades, consistent with BBN bounds on the final coupling [306]. A complex
dark sector with multiple mediators could potentially give rise to interesting collider
signatures (e.g. [311, 321, 322]), but a detailed discussion is beyond the scope of this
chapter.
5.6 Conclusion
We have laid out a general framework for characterizing the photon spectrum from
multi-step decays within a secluded dark sector terminating in a decay to SM particles,
and explored the ability of such a framework to produce the GeV gamma-ray excess
observed in the central Milky Way.
For any given SM final state, allowing multi-step decays expands the preferred
region of𝑚𝜒−⟨𝜎𝑣⟩ to a triangular region of parameter space, probed by cascades with
different numbers of degenerate and hierarchical decays (where the decay products are
slow-moving or relativistic, respectively), and bounded by curves with ⟨𝜎𝑣⟩ ∝ 𝑚𝜒 and
⟨𝜎𝑣⟩ ∝ 𝑚1.3𝜒 . Decays to different Standard model final steps correspond to different
triangular regions in parameters space as shown in Fig. 5-13. Large numbers of
degenerate decays can raise the mass scale for the DM without bound, albeit at the
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cost of requiring a cross-section much higher than the thermal relic value and some
degree of fine-tuning. Hierarchical decays broaden the photon spectrum, permitting
a better fit to the data for SM final states that produce a sharply peaked photon
spectrum; however, more than 4-5 hierarchical decays begin to reduce the quality
of the fit even if the initial spectrum is very sharply peaked. In the absence of
degenerate decays, the preferred mass range for the DM can then be constrained, and
is consistently ∼ 20 − 150 GeV across all channels; the corresponding cross-sections
are close to the thermal relic value for tau and 𝑏-quark final states, and 1-2 orders
of magnitude higher for 𝑒 and 𝜇 final states. Regardless of the final state, with the
additional freedom of hierarchical decays the preferred spectrum tends to a similar
shape, which can be approximated as the result of a cascade of 7-9 hierarchical decays
terminating in a two-body 𝛾𝛾 decay. We find that the best overall fits are still attained
by DM annihilating to 𝑏-quarks (or other hadronic channels) with 0-2 hierarchical
steps.
Our preferred ⟨𝜎𝑣⟩ −𝑚𝜒 regions are fairly insensitive to the details of the uncer-
tainty analysis or the range of data points included. However, omitting high-energy
data (above 10 GeV) substantially reduces the preferred number of hierarchical decay
steps (from 4-5 to 2) for channels where the photon spectrum from direct annihilation
is sharply peaked. There is currently disagreement between different analyses as to
the high-energy photon spectrum associated with the excess; we do not take a posi-
tion on this question, but note that its resolution may affect the range of dark-sector
models that can provide viable explanations of the excess.
In this chapter we assumed that the directions of decay products in the rest frame
of their progenitor are uncorrelated with the direction of the Lorentz boost to the
rest frame of the previous progenitor particle in the sequence. Whilst always true
for scalars, this may not hold for vector and fermionic mediators. We leave a more
detailed discussion of concrete multi-step cascade models exploring these issues for
future work.
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Chapter 6
Model-Independent Indirect
Detection Constraints on Hidden
Sector Dark Matter
6.1 Introduction
Indirect searches provide one of the best ways to probe the nature of dark matter
(DM) beyond gravitational interactions. Through the observation of gamma rays, cos-
mic rays, and the anisotropies of the Cosmic Microwave Background (CMB), we may
find a hint of DM annihilations to Standard Model (SM) particles. Many models have
been proposed in which DM annihilates directly to a pair of SM particles through, for
example, a Higgs [323, 324], gauge boson [325], axion [312], or neutrino [326]. Going
beyond these simple models, we can consider scenarios in which DM is secluded in
its own rich dark sector; such a setup is well motivated from top-down considera-
tions (e.g. [327] and references therein). In such scenarios, the DM does not couple
directly to SM particles (or such couplings are highly suppressed), but instead an-
nihilates to unstable dark sector particles. These states may decay to SM particles
or to other dark sector states, but eventually mediator particles that couple to the
SM are produced. The mediators subsequently decay into SM particles, which in
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Figure 6-1: Left: Schematic diagram of a generic hidden sector cascade. The DM, secluded in
its own hidden sector, first annihilates to a pair of hidden sector particles. These 𝜑𝑛 mediators
subsequently decay to lighter particles in the hidden sector and finally to SM particles. Here we
consider SM = {𝛾, 𝑒, 𝜇, 𝜏, 𝑏,𝐻,𝑊, 𝑔} and 𝑛 = 0-6 step cascades (where 𝑛 = 0 refers to the usual case
of direct annihilations). Right: An equivalent diagram depicting the case where the DM annihilates
through an off-shell heavy mediator; effectively decaying to an 𝑛-body state in the hidden sector
which then decays to SM particles.
turn decay to stable and detectable photons, neutrinos, electrons, positrons, protons
and/or antiprotons. We refer to this pattern as a “cascade annihilation” or simply
“cascade”, with a number of steps given by the number of distinct on-shell dark-sector
states between the initial DM annihilation and the production of SM particles. We
illustrate this setup schematically in Fig. 6-1.
Hidden Sector DM scenarios encompass a broad class of models. For instance
models containing one light dark photon mediator [29, 305, 328], generically give rise
to one-step cascades decays; DM annihilates to two dark photons which decay to SM
particles. Multi-step cascades can occur naturally in hidden valley models [329,330].
In such models, production of the DM at terrestrial colliders and scattering in direct
detection experiments can be generically suppressed by the small coupling between
the dark and visible sectors. In contrast, indirect detection signals depend primarily
on the annihilation rate of the dark matter to particles within the dark sector; the
small coupling between the sectors only suppresses the decay rate of the mediators to
SM particles, which does not affect indirect searches provided the decay rate is small
on astrophysical timescales (as in e.g. [310]). Thus cascade annihilations scenarios are
often invoked to explain anomalies and suggest new DM signals. For instance in [62,
306–308,331–335] multi-step cascades were used to explain the apparent excess GeV
gamma-rays identified in the central Milky Way [38–45,67,68,102,201], while evading
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bounds from dark matter direct detection experiments.1 In general the injection
of photons and other high energy secondary particles produced is constrained by a
number of indirect searches. In particular we focus on:
∙ Measurements of the CMB by Planck [188]
∙ Bounds set by Fermi from DM searches in the Dwarf Spheroidal Galaxies of the
Milky Way [57]
∙ Measurements of the 𝑒+ flux by AMS-02 [336,337]
Constraints from the above three experiments can be parametrized model-independently
for the case of direct DM annihilations (see for instance [338]), by classifying annihi-
lations to all possible two-body SM final states, DM+DM→ SM+ SM. For a given
DM mass and final state, the spectra of secondary particles, is fixed independently of
the form of the DM interaction and spin. Therefore constraints on DM annihilation
rates are usually quoted in terms of the parameters relevant to the direct annihilation
scenario, and do not encompass DM models embedded in a hidden sector.2 Given the
broad space of Hidden Sector DM models, it is essential to provide model-independent
methods that cover the majority of model space.
In the present chapter, we present DM mass dependent bounds on the DM cross
section from the above three indirect detection experiments for DM annihilations via
0-6 step cascades to eight SM final states: 𝛾𝛾, 𝑒+𝑒−, 𝜇+𝜇−, 𝜏+𝜏−, 𝑏?¯?, 𝑔𝑔, 𝑊+𝑊−,
and ℎℎ¯. We remain agnostic about the details of the hidden sector, thus making our
statements robust and model-independent. Limits from the Fermi dwarfs and AMS-
02 generally provide the strongest constraints on channels that are rich in photons
and those that are not, respectively (although at sufficiently high masses, limits from
H.E.S.S. [340] and VERITAS [341] overtake those from Fermi). While there may
be arguably stronger photon bounds from the Galactic Center (e.g. [342]) or galaxy
clusters (e.g. [343]), these limits depend strongly on the assumed dark matter density
1There is recent evidence this excess may originate from a population of point-like objects, rather
than DM [46,47].
2Signals and constraints for a class of 1-step hidden sector models were studied in [339].
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profile and/or the degree of substructure. We include the CMB limits because they
are robust and almost independent of the spectrum of the annihilation products; thus
we expect them to be nearly unaffected by the transition from 2-body to multi-body
SM final states.
Our results are presented in Fig. 6-5 - Fig. 6-8, and our findings can be summarized
as follows:
∙ The Planck CMB bounds are robust and nearly model-independent varying by
at most a factor of 1.5 over cascades with up to 6 steps for all final states.
∙ For photon-rich final states (all states considered except electrons and muons),
we find the dwarf limits yield the most sensitive robust constraint, and can be
weakened or strengthened by about an order of magnitude or more as compared
to the direct annihilation case. For high (low) DM masses and small (large) step
number the dwarf bounds can be overtaken by the robust CMB bounds as the
most limiting constraints.
∙ For final states with few photons (electrons and muons), constraints from AMS-
02 generally dominate the limits for low number of cascade steps. The limits can
change by several orders of magnitude as compared to the direct case. As these
weaken for higher DM masses and larger number of steps, CMB constraints
become more important.
∙ Taking the above three points into account we find that for a fixed DM mass
and final state, the presence of a hidden sector can change the overall cross
section constraints by up to an order of magnitude in either direction (although
the effect can be much smaller).
In addition to these constraints we also discuss how the bounds from multi-step
cascades can be generalized to include the case of decays to 𝑛-body states in the
dark sector. Finally as a supplement to this chapter we release code to generate the
cascade spectrum.
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In Sec. 6.2 we review the procedure used in [62] to calculate the photon, electron
and positron spectra from a multi-step cascade. Section 6.3 contains a description
of the SM final state spectra used. Then in Sec. 6.4 we describe how results for
multi-body decays can be estimated from our cascade results. Our main results are
presented in Sec. 6.5-6.7 where we show the model-independent bounds extracted
from the CMB, dwarfs, and AMS-02 respectively. We discuss the interplay of the
various experimental limit in Sec. 6.8 and conclude in Sec. 7.5. In the Appendices we
describe the contents of the publicly available code, as well as additional details and
cross-checks.
6.2 Multi-Step Cascade Annihilations
The multi-step cascade annihilation scenario is illustrated schematically in the left
panel of Fig. 6-1. In this setup the DM pair annihilates into two scalar mediators (the
case of non-scalar mediators was discussed in [62] where the conclusions proved to
be relatively insensitive to choice of vector or scalar mediator3) which subsequently
decay through a (possibly) multi-step cascade in the dark sector, eventually producing
a dark-sector state (with high multiplicity) that decays to the SM. Schematically we
have:
𝜒𝜒→ 𝜑𝑛𝜑𝑛 → 2× 𝜑𝑛−1𝜑𝑛−1 → ...
→ 2𝑛−1 × 𝜑1𝜑1 → 2𝑛 × (SM final state) .
(6.1)
Here 𝑛 is the number of steps as defined above.
A variation on this picture occurs when any of the heavy hidden sector mediators
goes off-shell and can therefore be integrated out yielding an effective vertex, now
with a multi-body decay in the hidden sector of the form 𝜑𝑛 → 𝑚𝜑𝑛−1, with 𝑚 > 2.
This possibility is illustrated schematically in the right panel of Fig. 6-1 and for a
1-step cascade the analogue to Eq. 6.1 would be:
𝜒𝜒→ 𝑛× 𝜑→ 2𝑛× (SM final state) , (6.2)
3A thorough investigation of possible exceptions to this result is left to future work.
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from which the extension to higher step cascades should be clear. Naively this frame-
work seems like it could give quite different results to iterated 2-body decays. Yet
in both cases, the main effect is to distribute the energy of the annihilation among
a larger number of particles, thus increasing the multiplicity of the SM final state,
lowering the average energy of the annihilation products, and broadening their spec-
trum. Consequently, limits on such scenarios can be broadly understood in terms of
the 𝑛-step cascade results. This again highlights the point emphasized in [62] that
the simple framework of 𝑛-step 2-body scalar cascades can describe a wide class of
models and in this sense provide a relatively model-independent framework.
In Eq. 6.1 and Eq. 6.2 “(SM final state)” denotes the SM particles produced by
a single decay of 𝜑1, which in turn will (in general) subsequently decay to produce
observable photons, neutrinos and charged stable particles. For example a SM fi-
nal state may produce additional photons due to final state radiation (FSR) or the
decay of neutral pions produced during hadronization. The mass ratio between 𝜑1
and the sum of the masses of the SM particles in this state, which we denote 𝜖𝑓
(𝜖𝑓 ≡ (
∑︀
𝑚SM)/𝑚1), controls the level of FSR and hadronization, and so is a useful
parameters for describing these decays; the details are discussed in [62]. When the
SM particles are massless, the relevant parameter is instead just the mass of the 𝜑1,
which we denote interchangeably as 𝑚1 or 𝑚𝜑.
The spectrum of particles in an intermediate step of a cascade may be obtained
using the method discussed in [62], which we briefly review in this section. Consider
the “ith step” decay 𝜑𝑖+1 → 𝜑𝑖𝜑𝑖. In the rest frame of 𝜑𝑖+1 we will denote the spectrum
of the subsequent photons, electrons or positrons as 𝑑𝑁/𝑑𝑥𝑖, where 𝑥𝑖 = 2𝐸𝑖/𝑚𝑖+1,
𝑚𝑖+1 is the mass of 𝜑𝑖+1 and 𝐸𝑖 is the energy of the photon, electron or positron in
the 𝜑𝑖+1 rest frame. We define 𝜖𝑖 = 2𝑚𝑖/𝑚𝑖+1, and will (by default) assume a large
mass hierarchy between cascades steps such that 𝜖𝑖 ≪ 1. Assume that the spectrum
in the rest frame of the 𝜑𝑖 particle is known and denoted by 𝑑𝑁/𝑑𝑥𝑖−1. In the limit of
a large mass hierarchy the decay of 𝜑𝑖+1 produces two highly relativistic 𝜑𝑖 particles,
each (in the rest frame of the 𝜑𝑖+1) carrying energy equal to 𝑚𝑖+1/2 = 𝑚𝑖/𝜖𝑖. The
photon, electron, or positron spectrum per annihilation in the rest frame of the 𝜑𝑖+1
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is then given by a Lorentz boost, and takes the simple form
𝑑𝑁
𝑑𝑥𝑖
= 2
∫︁ 1
𝑥𝑖
𝑑𝑥𝑖−1
𝑥𝑖−1
𝑑𝑁
𝑑𝑥𝑖−1
+𝒪(𝜖2𝑖 ) . (6.3)
In this way, we can begin with a direct spectrum of 𝑑𝑁/𝑑𝑥0 from 𝜑1 → SM final state
– the details of which are described in the next section – and generate a cascade spec-
trum inductively. By repeated application of this formula we can see that the presence
of each additional step in a cascade acts to broaden and soften the spectrum, and
shift the peak to lower masses. Importantly the shapes of these cascade spectra are
very simple, being characterized by just three pieces of information: the number of
steps 𝑛, the SM final state (often denoted 𝑓), and the value of 𝜖𝑓 . Such cascades are
independent of the details of each of the intermediate steps, within the large-hierarchy
(𝜖𝑖 ≪ 1) approximation, and as such are independent of the various 𝜖𝑖.4
As pointed out in [62], although the large-hierarchy approximation seems to dis-
card information, the more general case can be recovered quite easily. To see this,
consider the opposite limit where 𝜖𝑖 → 1, so that 2𝑚𝑖 ≈ 𝑚𝑖+1. In this case, the rest
frames of the 𝜑𝑖+1 and 𝜑𝑖 are the same, so no boost needs to be applied. As such,
in this “degenerate limit”, the final spectrum of annihilation products is the same as
that for a hierarchical cascade with one fewer step, with half the initial dark matter
mass and half the annihilation cross-section. The intermediate regime, where neither
𝜖𝑖 nor 1 − 𝜖𝑖 are particularly small, smoothly interpolates between these two cases.
Thus by studying the parameter space of (𝑚𝜒, ⟨𝜎𝑣⟩, no. of steps) in the hierarchical
limit, it is possible to quickly estimate results for a general cascade.
Again this framework is more general than it might initially appear. For exam-
ple, simple extensions where a 𝜑𝑖 decays to two 𝜑𝑖−1 with different masses will not
change our results in the large-hierarchy limit, as those results are independent of
the intermediate masses. Additionally, as pointed out in [62], for larger 𝑛 our cas-
cade scenarios can approximate models with hadronization in the dark sector (see
e.g. [309, 344]), and additionally as we will show in Sec. 6.4, multi-body decays can
4The order of the error in the large-hierarchy approximation is 𝜖2𝑖 ; see [62] for more details.
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also be approximately captured within this framework.
Note that the cascade scenario must be physically self-consistent: the mass hierar-
chy between the DM mass and the SM particles in the final state must be sufficiently
large to accommodate the specified number of steps. In other words, there is a hard
upper limit on the number of steps allowed, for a given DM mass and final state. In
detail, for an 𝑛-step cascade ending in a final state consisting of two particles each
with mass 𝑚𝑓 , we defined 𝜖𝑓 = 2𝑚𝑓/𝑚1, 𝜖1 = 2𝑚1/𝑚2, 𝜖2 = 2𝑚2/𝑚3 and so on
until 𝜖𝑛 = 𝑚𝑛/𝑚𝜒. Combining these, the DM mass is given in terms of 𝑚𝑓 and the 𝜖
factors by:
𝑚𝜒 = 2
𝑛 𝑚𝑓
𝜖𝑓𝜖1𝜖2...𝜖𝑛
. (6.4)
If the 𝜖𝑖 factors are allowed to float, we can still say that 0 < 𝜖𝑖 ≤ 1 in all cases (since
each decaying particle must have enough mass to provide the rest masses of the decay
products), setting a strict lower bound on the DM mass of:
𝑚𝜒 ≥ 2𝑛𝑚𝑓/𝜖𝑓 . (6.5)
Where this limit is not satisfied, the spectra should not be thought of as potentially
representing a physical dark-sector scenario, but only as a parameterization for gen-
eral spectral broadening. For the massless final states considered here (photons and
gluons) 𝑚𝑓 = 0, but we can still derive a condition from the value of 𝑚𝜑, specifically:
𝑚𝜒 ≥ 2𝑛−1𝑚𝜑 . (6.6)
6.3 Direct Spectra
Using the formalism outlined in the previous section, from a given “direct” spectrum
we can straightforwardly generate an 𝑛-step cascade spectrum, to compare with var-
ious indirect searches. We outline the different SM final states considered for the
direct (0-step) spectra in this section. To obtain limits using bounds from the dwarfs,
CMB and AMS-02 we need the spectrum of photons, electrons and positrons, and
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Figure 6-2: The 0-step or direct photon (left), positron (center) or antiproton (right) spectrum
for the various final states considered in this chapter. We have left out the 𝛾𝛾 spectrum in the
photon case and the electron spectrum in the positron case as both of these are 𝛿-functions. Where
applicable spectra are plotted with 𝜖𝑓 = 0.3 or 𝑚𝜑 = 20 GeV in the case of gluons.
so we determine the spectrum for these particles arising from the boosted decays of
the following eight SM states: 𝛾𝛾, 𝑒+𝑒−, 𝜇+𝜇−, 𝜏+𝜏−, ?¯?𝑏, 𝑊+𝑊−, ℎℎ¯, and 𝑔𝑔.5 We
choose these states as a representative sample of possible spectra. For example decays
of light quarks generally give signals similar to those of 𝑏-quarks and the 𝑍𝑍 final
state is similar to 𝑊+𝑊−.
As discussed in the previous section, many of the cascade spectra depend on
the parameter 𝜖𝑓 =
∑︀
𝑚SM/𝑚1 = 2𝑚𝑓/𝑚1 (the final equality holds for all the
processes we consider here). In the context of generating the direct (0-step) spec-
trum, we can imagine two analogous processes: either the direct annihilation 𝜒𝜒 →
SM final state, in which case 𝜖𝑓 = 𝑚𝑓/𝑚𝜒, or the final step in a cascade annihilation,
𝜑1 → SM final state, so that 𝜖𝑓 = 2𝑚𝑓/𝑚1 as stated. If the (SM final state) is a
photon or a gluon, then clearly 𝜖𝑓 is no longer a useful parameter; instead 𝑚𝜑 = 𝑚1
(equivalent to 2𝑚𝜒 in the case of direct annihilation) plays this role. For many spec-
tra no such parameter is needed. For example the 𝛾𝛾 photon spectrum, as well as
the positron spectra from 𝑒+𝑒− or 𝜇+𝜇− final states, are independent of any such
parameter, since they are either just 𝛿-functions or arise from decay rather than FSR
or hadronization.
In all but five cases, we use the results of the PPPC4DMID package [186] to
produce the direct spectra (hereafter referred to simply as PPPC). The exceptions to
this are:
5In our publicly released code we also provide the antiproton spectrum for 𝑏-quarks, 𝑊 -bosons,
Higgs and gluons.
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∙ the 𝛾𝛾 photon and 𝑒+𝑒− electron or positron spectra, which are just 𝛿-functions,
to a good approximation (we neglect the effect of FSR on the 𝑒+𝑒− spectra in
the case of annihilation/decay to 𝑒+𝑒−),
∙ the spectra of photons produced in conjunction with the 𝑒+𝑒− and 𝜇+𝜇− fi-
nal states, for which we use the analytic results of [62, 313] and [62, 313, 345]
respectively,
∙ the spectrum of electrons or positrons from muon decay, where we use the
analytic Michel spectrum [313,346].
Finally we briefly comment on the 𝜖𝑓 or 𝑚𝜑 dependence of the various direct
spectra as it is often useful in interpreting results, noting that [62] has a more detailed
discussion of several cases for photon spectra. For photons produced from 𝑒+𝑒− and
𝜇+𝜇− final states, the spectra arise entirely from FSR and so are strongly dependent
on 𝜖𝑓 , increasing in flux and becoming more sharply peaked near the maximum energy
as 𝜖𝑓 decreases. Similarly the photon spectrum produced from the 𝑊 -boson final
state, in addition to a broad continuum peaked at low 𝑥, acquires a sharp spike
at high 𝑥 due to FSR when 𝜖𝑓 becomes small. The photon spectrum from the 𝑏-
quarks final state broadens and moves its peak to smaller 𝑥 as 𝜖𝑓 decreases; the gluon
spectrum behaves similarly as 𝑚𝜑 increases. Finally the photon spectra from 𝜏+𝜏−
and ℎ¯ℎ final states are largely independent of 𝜖𝑓 .
The positron spectra produced from the Higgs and tau final states again show no
real variation with 𝜖𝑓 . For positrons the spectrum from the 𝑊+𝑊− final state is also
quite independent of 𝜖𝑓 , whilst the 𝑏-quark and gluon spectra behave much as they
did in the photon case. Lastly, for antiprotons, once more the spectra from Higgs and
𝑊 -boson final states are independent of 𝜖𝑓 , whilst now for decreasing 𝜖𝑓 (increasing
𝑚𝜑) the 𝑏-quark (gluon) spectrum increases in height without substantially changing
the position of its peak.
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6.4 Multi-Body Cascades
So far we have focused on cascades comprised of 2-body scalar decays. In this section
we discuss the extension of this framework to the case of 𝑛-body cascades, schemat-
ically illustrated on the right of Fig. 6-1. As we will see, in the large hierarchies
regime the 𝑛-body decays can be understood in terms of our existing 2-body results,
again emphasizing the model-independence of our results. The explicit calculations
and examples to help build intuition are provided in App. E.1.
As explained in the introduction, a multi-body decay can arise if there is a heavy
mediator in the cascade that has been integrated out. This can happen anywhere
in a cascade, but here we restrict to a 1-step cascade of the form 𝜒𝜒 → 𝑛 × 𝜑 →
2𝑛× (SM final state) (c.f. Eq. 6.1). From here the extension to higher step cascades
is intuitively clear, and in practice can be calculated using Eq. 6.3. As shown in the
appendix, an analogue of this equation can be derived for the multi-body case:
𝑑𝑁
𝑑𝑥1
= 𝑛(𝑛− 1)(𝑛− 2)
∫︁ 1
0
𝑑𝜉(1− 𝜉)𝑛−3
∫︁ 1
𝑥1/𝜉
𝑑𝑥0
𝑥0
𝑑𝑁
𝑑𝑥0
+𝒪(𝜖21) (6.7)
where again 𝑑𝑁/𝑑𝑥0 represents the direct spectrum. Intuitively, the 𝑑𝑥0 integral
accounts for the boosting of the decay products, just as in Eq. 6.3, whilst the 𝜉
integral samples from the 𝑛-body phase space to give the correct degree of boosting.
At first glance it appears that this formula could produce marked differences to
our standard cascade framework, but as we show in Fig. 6-3, this is not the case.
There we show the 1-step spectrum for an 𝑛-body cascade ending in annihilation into
the SM state 𝑏?¯? with 𝜖𝑏 = 0.1, for 𝑛 = 2-10. Overlaid is the 𝑚-step 2-body cascade
for 𝑚 = 1,3,5. Of course when 𝑛 = 2 and 𝑚 = 1 these two are the same by definition.
But increasing 𝑛 and increasing 𝑚 perturb the spectra in quite similar ways (albeit
to different degrees, as expected since the multiplicities of final-state particles are not
equal for 𝑚 = 𝑛 with 𝑛 > 2), and so we expect the observational signatures of multi-
body decays to lie within the space mapped out by the simple cascade annihilations.
An example of the constraints on multi-body decays, and how they lie within the
band of cascade constraints, is given in Fig. E-3, in App. E.1.
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Figure 6-3: The 1-step spectrum for an 𝑛-body cascade from a direct annihilation to 𝑏?¯? with
𝜖𝑏 = 0.1 is shown as the dashed gray curves for 𝑛 = 2-10, where lighter curves correspond to
larger 𝑛. In purple, green and orange we show a 2-body 1-step, 3-step and 5-step cascade spectrum
respectively, for the same direct spectrum. These three curves outline the 𝑛-body results and show
that the result of 1-step multi-body spectra should be encapsulated in the multi-step 2-body results.
6.5 CMB Bounds from Planck
Dark matter annihilation during the cosmic dark ages can inject ionizing particles
into the universe, modify the ionization history of the hydrogen and helium gas,
and consequently perturb the anisotropies of the CMB. Sensitive measurements of
the CMB by Planck [188] (and previously WMAP and other experiments) can place
quite model-independent limits on such energy injections, which when applied to dark
matter annihilation are competitive with other indirect searches.
The figure of merit for CMB limits on dark matter annihilation is the parameter
𝑝ann = 𝑓eff⟨𝜎𝑣⟩/𝑚𝜒, where 𝑓eff is an efficiency factor that depends on the spectrum of
injected electrons and photons, and the other factors describe the total power injected
by dark matter annihilation per unit time. In principle, different dark matter models
could give rise to different patterns of anisotropies in the CMB – but for WIMP models
of dark matter that annihilate through 𝑠-wave processes, it has been shown [347] that
the impact on the CMB is identical at the sub-percent level up to an overall rescaling
by 𝑝ann (related studies [348–350] independently found that the signal was largely
controlled by a single parameter). In [21]- [22] this result was generalized to include
any class of DM models for which ⟨𝜎𝑣⟩ can be treated as a constant during the
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cosmic dark ages, which is generically true for the models considered in the present
chapter. We use the results of [21] to compute 𝑓eff as a function of dark matter mass
and annihilation channel. In particular, we compute positron and photon spectra for
the case of direct annihilations using PPPC, and then convolve to find the resulting
spectrum for an 𝑛-step cascade as discussed above. The spectrum of electrons is
equal to that of positrons by the assumption of charge symmetry. We then integrate
the resulting spectra over the 𝑓eff(𝐸) curves provided in [21] to obtain the weighted
𝑓eff(𝑚𝜒) for 𝑛 = 0-6 step cascades for dark matter annihilations to various final states:
𝑓eff(𝑚𝜒) =
∫︀ 𝑚𝜒
0
𝐸𝑑𝐸
[︁
2𝑓 𝑒
+𝑒−
eff
(︀
𝑑𝑁
𝑑𝐸
)︀
𝑒+
+ 𝑓𝛾eff
(︀
𝑑𝑁
𝑑𝐸
)︀
𝛾
]︁
2𝑚𝜒
.
(6.8)
We neglect the contribution from protons and antiprotons, as for all the channels we
consider, the fraction of power proceeding into these channels is rather small, and
consequently including them should only slightly increase 𝑓eff [351]. The constraints
we present are therefore somewhat conservative (they could be strengthened slightly
by a careful treatment of protons and antiprotons). As discussed in [22], we use
the best-estimate curves suited for the “3 keV” baseline prescription, which are most
appropriate for applying constraints derived by Planck.
The bound set on the annihilation parameter, 𝑝ann, from Planck temperature and
polarization data is taken to be [188]:
𝑓eff⟨𝜎𝑣⟩
𝑚𝜒
< 4.1× 10−28 cm3/s/GeV . (6.9)
In Fig. 6-5 we present our results for the bound on DM cross-section as a function
of 𝑚𝜒 for various numbers of cascade steps and SM final states. We note that the
number of steps does not affect the total power deposited by dark matter annihilation
per unit time (at least in the simple scenario where all that power eventually goes
into SM particles). Each additional step reduces the average energy of the final-
state photons/positrons/electrons by a factor of 2, but simultaneously increases their
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multiplicity by a factor of 2. Thus the only possible impact on the constraints comes
from the energy dependence of 𝑓eff , combined with the softening and broadening of
the spectrum.
In accordance with our expectations, we find that the effect of the spectral broad-
ening and softening is rather mild, typically changing the constraints by no more
then 0.1-0.15 decades (corresponding to a factor of ∼ 1.5). There is no general trend,
in that constraints on these high-multiplicity final states may be either weaker or
stronger than those pertaining to direct annihilation; this arises from the fact that
𝑓eff is not a monotonic function of energy, so lowering the average energy of the in-
jected particles may either increase or decrease the deposition efficiency. In general,
𝑓eff and hence the upper bound on the ratio ⟨𝜎𝑣⟩/𝑚𝜒 varies less as a function of mass
for higher-multiplicity final states (as expected, from the broader resulting spectrum),
but this effect is very small. The choice of 𝜖 parameters, again, does not perturb the
constraints outside this ∼ 0.15-decade band. We refer the reader to the App. E.2 for
additional details regarding the behavior of 𝑓eff.
6.6 Dwarf Limits from Fermi
The dwarf spheroidal galaxies of the Milky Way are expected to produce some of the
brightest signals of DM annihilation on the sky. Whilst less intense than the emis-
sion expected from the galactic center, the dwarfs have the distinct advantage of an
enormous reduction in the expected astrophysical background. These features make
them ideal candidates for analysis with the data available from the Fermi Gamma-
Ray Space Telescope. Indeed the Fermi Collaboration has set stringent limits on
the dark matter annihilation cross-section using the dwarfs [57], and together with
the DES Collaboration have used 8 newly discovered dwarf satellites [352,353] to set
independent limits [354]. We note in passing that several groups have pointed out
an apparent gamma-ray excess in the direction of one of the new dwarfs, Reticulum
II [354–356], albeit with considerable variation as to its significance (with estimates
ranging from ∼ 3𝜎 to completely insignificant). We will not discuss this tentative
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excess here, other than to note as it appears roughly consistent with the emission
coming from the GCE, the implications for dark sector cascades will be analogous to
those discussed in [62].
Here we focus on understanding how the presence of cascade annihilations can
modify the limits obtained from these dwarf galaxies. In order to do this we use the
publicly released bin-by-bin likelihoods provided for each of the dwarfs considered
in [57].6 This analysis made use of 6 years of Pass 8 data and found no evidence for
an excess over the expected background. Note the Fermi collaboration produced an
earlier analysis of the same dwarfs using 4 years of Pass 7 data in [92]. In App. E.3
we show that the results are similar between the two, but that the limits set using
the newer analysis are usually about half an order of magnitude stronger.
Although [57] considered 25 dwarf galaxies, when setting limits they restricted this
to 15, choosing a non-overlapping subset of dwarfs with kinematically determined 𝐽-
factors. Specifically the 15 dwarfs considered were: Bootes I, Canes Venatici II,
Carina, Coma Berenices, Draco, Fornax, Hercules, Leo II, Leo IV, Sculptor, Segue 1,
Sextans, Ursa Major II, Ursa Minor, and Willman 1.
For a given dwarf Fermi provides the likelihood curves as a function of the inte-
grated energy flux in each of the energy bins considered in their analysis, covering the
energy range from 500 MeV to 500 GeV. Thus to obtain the likelihood curves for our
cascade models we need to firstly determine the integrated energy flux per bin. This
will be a function of the DM mass 𝑚𝜒, annihilation cross-section ⟨𝜎𝑣⟩, and shape of
the cascade spectrum 𝑑𝑁/𝑑𝑥 – which itself depends on the number of cascade steps,
the identity of the final state particle and possibly either 𝜖𝑓 or 𝑚𝜑. For an energy bin
running from 𝐸min to 𝐸max, the energy flux in GeV/cm2/s is:
Φ𝐸 =
⟨𝜎𝑣⟩
8𝜋𝑚2𝜒
[︂∫︁ 𝐸max
𝐸min
𝐸
𝑑𝑁
𝑑𝐸
𝑑𝐸
]︂
𝐽𝑖 , (6.10)
where 𝐽𝑖 is the 𝐽-factor appropriate for the individual dwarf 𝑖. Treating the energy
bins as independent, we can simply multiply the likelihoods for the various bins to
6These results are available for download from
http://www-glast.stanford.edu/pub_data/1048/
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obtain the full likelihood for a given dwarf 𝑖: ℒ𝑖 (𝜇|𝒟𝑖), which is a function of both the
model parameters 𝜇 and the data 𝒟𝑖. At a given mass and for a given channel (final
state and number of cascade steps), 𝜇 just describes the annihilation cross-section
⟨𝜎𝑣⟩. There is, however, one additional source of error that should be accounted
for: the uncertainty in the 𝐽-factor. Following [57] we incorporate this as a nuisance
parameter on the global likelihood, modifying the likelihood as follows:
ℒ˜𝑖 (𝜇, 𝐽𝑖|𝒟𝑖) = ℒ𝑖 (𝜇|𝒟𝑖)
× 1
ln(10)𝐽𝑖
√
2𝜋𝜎𝑖
𝑒−(log10(𝐽𝑖)−log10(𝐽𝑖))
2
/2𝜎2𝑖 ,
(6.11)
where for log10(𝐽𝑖) and 𝜎𝑖 we use the values provided in [57] for a Navarro-Frenk-
White profile [75]. This approach allows us to account for the 𝐽-factor uncertainties
using the profile likelihood method [242]. We obtain the full likelihood function by
multiplying the likelihoods for each of the 15 dwarfs together.
Using this likelihood function, for a given DM mass and cascade spectrum we can
then determine the 95% confidence bound on the annihilation cross-section. We follow
this procedure for cascade annihilations with 0-6 steps, for final state electrons, muons,
taus, 𝑏-quarks, 𝑊 -bosons, Higgses, photons and gluons, considering two different
values of 𝜖𝑓 or 𝑚𝜑 where appropriate.
Results are shown in Fig. 6-6. For the final states considered in [57], our direct/0-
step results are in agreement. Recall that there is a physical limitation on realizing
a given cascade scenario set by 𝑚𝜒 ≥ 2𝑛𝑚𝑓/𝜖𝑓 , as mentioned in Sec. 6.2. The con-
straints corresponding to scenarios that satisfy this condition are indicated by darker
lines, but we also show the limits for cases that do not satisfy this condition (and so
cannot be physically realized as a cascade annihilation of the type we have consid-
ered), to demonstrate the effect of spectral broadening.
Before discussing results for each final state independently, there are a few generic
features worth pointing out. Recall that higher-step cascades have a spectrum peaked
at lower 𝑥 = 𝐸𝛾/𝑚𝜒. Thus in order to produce emission at an equivalent energy,
higher-step cascades require a larger DM mass, which in turn requires a larger cross-
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section to inject the same amount of power (as the DM number density scales inversely
with the mass). Equivalently, at a fixed mass and cross-section, larger numbers of
cascade steps will tend to produce a larger number of lower-energy photons; at low
masses, some of these photons may lie outside the energy range of the Fermi analysis,
and the astrophysical backgrounds will also generally be larger at low energies. These
factors tend to weaken the constraints, and indeed we see a systematic trend for
weaker bounds with increasing 𝑛 for low-mass dark matter, for all channels.
Nevertheless this conclusion is not inevitable. Specific energy bins may allow
stronger constraints than neighboring bins, purely due to statistical accidents; adding
cascade steps smooths out such effects. The total number of emitted photons is
increased with larger 𝑛 (albeit while preserving the total injected power).
Most generically, if the DM mass is large, much of the spectrum may be above the
500 GeV cutoff of this analysis in the case of direct annihilation. In this case, adding
cascade steps can strengthen the constraints by moving the photons into the range
of sensitivity for the search. This effect is most pronounced, and occurs at the lowest
DM masses, for final states with spectra peaked at large 𝑥 (electrons, muons, taus and
photons): for softer direct-annihilation spectra, even at the heaviest masses tested,
the peak of the spectrum does not move past 500 GeV. Inclusion of higher-energy
data, e.g. from studies of the dwarf galaxies with VERITAS [341], would potentially
strengthen the constraints at high DM masses, but for this reason we expect the
improvement to be smaller for higher-step cascades.
Thus in general we see a weakening in the cascade constraints relative to the
direct-annihilation case at low DM masses, and a strengthening at high DM masses,
with the crossover point and the width of the band varying based on the SM final
state. For some final states, the cascade constraints can be weaker or stronger than
those for the direct-annihilation case by more than an order of magnitude. Let us
now discuss the detailed results for each SM final state (shown in Fig. 6-6) separately:
Electrons: the generic behaviors discussed above are clearly demonstrated in these
results. There is also a striking difference between the results for direct and cascade
annihilations. The photon spectrum in the direct case originates from FSR and is
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very sharply peaked (especially for small 𝜖𝑓 ); even a single cascade step will smooth
out the spectrum and considerably change its shape. Further, the bounds are strongly
dependent on the value of 𝜖𝑓 , as the FSR photon spectrum diverges as 𝜖𝑓 → 0. As
such, for smaller 𝜖𝑓 we expect stronger limits, and this is exactly what we observe.
Nonetheless note that the position of the peak of the spectrum in 𝑥 is not strongly
dependent on 𝜖𝑓 , so we should expect the crossover behavior between different spectra
mentioned above should happen at a similar location for different 𝜖𝑓 values and this
is exactly what we observe. Finally note that the bumps in the direct spectrum are a
result of the sharply peaked 0-step spectrum moving between energy bins. The width
of these bumps is exactly the width of the energy bins in the data. As we move to
cascade scenarios, the spectrum is smoothed out and the majority of the emission is
no longer in a single bin, meaning these bumps vanish.
𝛾𝛾: the most noticeable feature here is the jagged direct spectrum. As the direct
spectrum of 𝛾𝛾 is just a 𝛿-function at the mass considered, these jumps are an extreme
realization of the issue mentioned for the 0-step electron limits: we get a jump as
the emission moves from one of the energy bins considered to the next. Of course
physically the Fermi instrument has a finite energy resolution, which will act to
smooth out such a sharp feature. To approximate this we smooth the 0-step by a
Gaussian with a width set to 10% of the energy value, yet this ultimately had little
impact on the extracted limit. Note also that once the spike moves beyond 500 GeV,
which occurs at roughly log10𝑚𝜒 = 2.7, the Fermi data can no longer constrain this
scenario so the limit completely drops off.
Muons: the photon spectrum for the muon final state is very similar to that for
the electron final state, except that it is slightly less dependent on 𝜖𝑓 . The results
here are accordingly very similar to those for the electron final state, except that the
variations with 𝜖𝑓 are less pronounced.
Taus: the fact that the tau spectrum is only weakly dependent on 𝜖𝑓 is clearly
visible; otherwise only the generic behavior is apparent.
𝑏-quarks: There is a modest dependence on 𝜖𝑓 , which does not change the qual-
itative results. The crossover where the direct constraints become weaker than the
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cascade constraints occurs at a DM mass around 100 GeV. Due to the kinematic
bounds, over the physically allowed region the variation in the band width is fairly
modest varying by at most 0.4 decades.
Gluons: the gluon spectrum behaves very similarly to the 𝑏-quark spectrum, if
we swap decreasing 𝜖𝑓 for increasing 𝑚𝜑. As such the results are similar to those for
𝑏-quarks.
𝑊 -bosons: firstly note that the kinematic edge in these results appears from the
threshold requirement to have enough energy to create on-shell 𝑊 ’s. Other than this
we see that the limits are somewhat stronger for smaller values of 𝜖𝑓 , which is because
the 𝑊 spectrum includes a small FSR component which is larger for smaller 𝜖𝑓 . The
width of the band of possible results is at most 0.7 decades. Again we also see a
crossover where the direct constraints become weaker than the cascade constraints,
here at roughly 500 GeV.
Higgs: as with the 𝑊 -bosons, our results again have a kinematic edge. Further-
more, like final state taus, the Higgs spectrum is only weakly dependent on 𝜖𝑓 and
thus so are the results. As for the 𝑊 case, the width again has a maximum around
0.7 decades, whilst this time the direct crossover first happens at about a TeV.
6.7 Positron bounds from AMS-02
AMS-02 has recently released a precise measurement of cosmic ray electrons and
positrons in the energy range of ∼ 1 GeV to ∼ 500 GeV [336, 337]. The measured
positron ratio exceeds the prediction of the standard cosmic ray propagation models
at energies larger than ∼ 10 GeV. There are many possible explanations for this rise
in the positron ratio, including DM physics (although the annihilation scenario seems
challenged by a range of other null results, e.g. [188]), nearby pulsars [125, 126] or
supernovae [357].
The presence of an apparent large positron excess of unknown origin makes it
challenging to set stringent limits on general DM annihilation scenarios. The situation
is further complicated by the effects of solar modulation at energies below ∼ 10
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GeV [358–360], which modifies the cosmic ray flux in a charge-dependent manner
and adds significant astrophysical uncertainties. However, the data do indicate that
both the positron ratio (flux of 𝑒+ divided by the flux of 𝑒+ + 𝑒−) and the fluxes of
cosmic ray electrons and positrons are fairly smooth; there is no clear structure in
the spectrum within the energy resolution of AMS-02. Accordingly, it is possible to
set quite strong constraints on DM models that predict a sharp spectral feature in
the positron spectrum (e.g. [220,314,361]).
As discussed in the previous sections, DM annihilation through multi-step cascades
usually gives rise to a softer and broader spectrum than direct annihilation to the SM
states, generally leading to weaker bounds from AMS-02. In this section, we study
this effect quantitatively. We note that our goal here is to study the impact of these
spectral changes, not to explore possible explanations for the rise in the positron
fraction or systematic uncertainties in the modeling of the background or signal.
To set bounds on annihilating DM, we first need to parametrize or model the
backgrounds. Here the backgrounds that we refer to are the astrophysical cosmic ray
flux, plus some new smooth ingredient to account for the observed rise in the positron
flux. Since we do not know the source of the new ingredient, polynomial functions
of degree 6 are introduced to fit the AMS-02 positron flux data (the 6 degrees are
employed to obtain a good 𝜒2 fit to the data). To derive the limits, we float the
6 parameters from the polynomial functions within 30% of the best fit values from
the fit without DM, together with the DM annihilation cross-section. We check that
increasing the range of allowed values for the background parameters does not weaken
the constraints.
We derive limits from only the positron flux, as both the positron and electron
backgrounds are required to float in the fit to the positron ratio. Such an analysis
would require many additional free parameters, and is beyond the scope of the current
chapter. As a cross-check we attempted a simplified fit to the positron ratio data
(using AMS-02 measurements of the total 𝑒+ + 𝑒− spectrum) and found constraints
of comparable strength to those we present here.
The positron flux from DM annihilation is obtained by propagating the injected
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positron spectrum using the public code DRAGON [362, 363]. There are substantial
systematic uncertainties in the propagation of electrons and positrons in the galaxy,
affecting diffusion, energy loss, convection, and solar modulation. In particular, ac-
counting for uncertainties in the modeling of energy loss and solar modulation can
significantly weaken the constraints on DM annihilation.
Once electrons and positrons are injected into the halo, they will diffuse and lose
energy. Their number density 𝑁𝑖 evolves according to the following diffusion equation,
𝜕𝑁𝑖
𝜕𝑡
= ∇⃗ ·
(︁
𝐷∇⃗ − ?⃗?𝑐
)︁
𝑁𝑖 +
𝜕
𝜕𝑝
(︁
?˙?− 𝑝
3
∇⃗ · 𝑣𝑐
)︁
𝑁𝑖
+
𝜕
𝜕𝑝
𝑝2𝐷𝑝𝑝
𝜕
𝜕𝑝
𝑁𝑖
𝑝2
+𝑄𝑖(𝑝, 𝑟, 𝑧)
+
∑︁
𝑗>𝑖
𝛽𝑛gas(𝑟, 𝑧)𝜎𝑗𝑖𝑁𝑗 − 𝛽𝑛gas𝜎𝑖𝑛𝑖 (𝐸𝑘)𝑁𝑖 , (6.12)
where 𝐷 is the spatial diffusion coefficient, depending on the spatial position and
energy. It is parametrized by the following form
𝐷(𝜌, 𝑟, 𝑧) = 𝐷0e
|𝑧|/𝑧𝑡
(︂
𝜌
𝜌0
)︂𝛿
, (6.13)
where we assume the diffusion zone is axisymmetric, and use the cylindrical coordinate
system (𝑟, 𝑧). Most of the electrons and positrons are trapped in the diffusion zone
with thickness 2𝑧𝑡. Here 𝜌 = 𝑝/(𝑍𝑒) is the rigidity of the charged particle with 𝑍 = 1
for electron and positron. 𝐷0 normalizes the diffusion at the rigidity 𝜌0 = 4 GV. In
Eq. 6.12, 𝑣𝑐 is the velocity of the convection winds; ?˙? accounts for the energy loss;
𝑄𝑖 is the source of the cosmic ray, where DM is one kind of the source; 𝐷𝑝𝑝 accounts
for the diffusion in the momentum space; the last two terms in Eq. 6.12 parameterize
how the nuclei inelastic scattering with the gas to affects the number density of the
cosmic rays. Although there are many parameters in the diffusion equation, we do
not simulate the backgrounds (instead modeling them with a polynomial function),
which decreases the systematic uncertainties of the limit substantially.
We use a specific model to propagate the electrons and positrons injected by DM
annihilation [364]. In this model, 𝐷0 = 2.7 × 1028 cm2/s, 𝑧𝑡 = 4 kpc, 𝛿 = 0.6 and
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Figure 6-4: Constraints on ⟨𝜎𝑣⟩ for the case of direct annihilations to photons, electrons, muons,
taus, 𝑏-quarks, gluons, 𝑊 ’s and Higgs final states derived from CMB (top left), dwarfs (top right)
and AMS-02 (bottom left). In the bottom right panel we overlay the constraints from all three
experiments for the case of direct annihilations to final state photons, electrons and 𝑏-quarks.
we take the local density of DM to be 0.4 GeV/cm3. We set the convection and
diffusion in momentum space equal to zero, since they do not change the spectrum
significantly in the energy range of interest [105]. There are other propagation models
with different diffusion terms or diffusion zone heights that can be employed here.
However, since the energy loss effect is dominant for the propagation of high energy
leptons, we choose only one propagation model to derive the limits. While there
may be remaining systematic effects due to the choice of propagation model, we
reiterate that the purpose of this analysis is not to explore all the uncertainties in
these constraints.
Cosmic-ray propagation is affected by the magnetic field, which determines both
how the cosmic rays diffuse and their energy losses due to synchrotron radiation.
The magnetic field is modeled by two components, one regular and one turbulent
(irregular) [365,366]. [367] gives the constraints on these components. To be conser-
vative, here we set the value of the magnetic field at the Sun to 𝐵⊙ ∼ 8.9 𝜇G. With
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this magnetic field, the local radiation field and magnetic field energy density is 3.1
eV/cm3, which is close to (but somewhat higher than) the 2.6 eV/cm3 value used for
conservative constraints in [314]. For this reason, the constraint we obtain for the
direct annihilation is slightly weaker than even the conservative case studied in [314],
as the energy loss rate for the positrons is higher. The main effect of changing the
local energy density is to rescale all the constraint curves, with lesser effects on the
variation of the constraint with DM mass and number of cascade steps.
For cosmic rays with energy smaller than 10 GeV, although there are many other
parameters in the propagation model, we only consider the uncertainty from the solar
modulation, which is modeled by the modulation potential. The modulation potential
𝜑 in the range of (0, 1) GeV is fixed by minimizing the 𝜒2 to fit the AMS-02 data.
In summary, we derive the limits on DM annihilation by using AMS-02 positron
flux starting from 1GeV. The background is parametrized by a polynomial function
of 6 degree, and to derive the bounds we let the 6 parameters float within 30% of their
best fit values. The diffusion model is employed here to propagate the DM positron
flux, and the solar modulation potential is allowed to float in the range (0, 1) GeV
when minimizing the likelihood function. The limits are summarized in Fig. 6-7.
In general, similar to the dwarf galaxies, the constraints on cascade models can
be substantially weaker than those on the direct-annihilation case for low DM masses
(below ∼ 100 GeV), by up to several orders of magnitude depending on the channel.
This weakening likely arises from a combination of (a) positrons falling below the
minimum energy of the search, and (b) broadening of the spectrum making it easier
for the background model to compensate for a DM component. The effect can be up
to two orders of magnitude in most channels at sufficiently low masses (the exceptions
are the 𝑊 , Higgs and 𝑏-quark final states where low DM masses are kinematically
forbidden). At high masses, the bands of possible constraints are narrower, of order
half an order of magnitude or less; for the electron, muon, tau and gamma final states
the direct-annihilation constraints are systematically weaker than those for cascade
scenarios. This is likely due to the cascade scenarios producing greater numbers of
positrons in the energy range of the search, but may also be due to the hardening of
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the positron flux at high energies mimicking a hard signal from DM annihilation.
6.8 General Discussion
We summarize our main results in Fig. 6-8, where we overlay the combined constraints
from the three experiments as a function of DM mass for an 𝑛 = 0-6 step hidden
sector cascade. Furthermore in Fig. 6-4 we show results just for the direct, or 0-
step, annihilation, in order to highlight the interplay between the experiments. As
discussed above the CMB constraint is fairly insensitive to the SM final state and
number of cascade steps. The AMS-02 bounds, which are most constraining for direct
annihilation for electron and muon final states, weaken rapidly at low masses as the
positron spectrum broadens with increasing cascade steps, but for masses above a few
hundred GeV are also fairly robust. The dwarfs are generally most constraining for
final states with a high multiplicity of photons. However, for lepton-rich or photon-
rich final states respectively, the CMB bounds can become more constraining than
the AMS-02 or Fermi limits for large numbers of cascade steps at low masses, or
small numbers of cascade steps at high masses. We summarize the results the various
SM final states below.
Electrons: The spectrum of positron and photon spectrum is very sharply peaked
in the case of direct DM annihilations to 𝑒+𝑒−. Thus AMS-02 places the most con-
straining bound for 𝑛 = 0-4 step cascades at low masses 𝑚𝜒 . 400GeV. As the
number of steps increases, 𝑛 > 3, the spectrum smooths and broadens thereby weak-
ening the AMS-02 bound so that the CMB bound becomes the most constraining.
The CMB bounds are generically stronger at high DM masses, above a few hundred
GeV. The dwarf limits are, in all cases, 1-2 orders of magnitude less constraining
than the AMS-02 and CMB bounds. This is unsurprising given the dwarfs are only
sensitive to the photon spectrum from the final state electrons, which represents only
a small fraction of the available power per annihilation.
𝛾𝛾: The strongest constraints almost always arise from the Fermi dwarfs, although
at high DM masses and for small numbers of steps, the CMB bounds may be more
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stringent. However, in this case VERITAS or H.E.S.S dwarf searches may actually
provide a stronger limit. For AMS-02 the positron spectrum is similar in shape to
that of the electron channel; the photon generates a hard electron spectrum via Drell-
Yan. Nonetheless this process is suppressed by a factor of 𝛼𝑒 as well as phase space.
Combining these, approximately two order magnitude suppression relative to electron
case would be expected and is in fact observed.
Muons: Recall that the spectrum of positrons and photons from DM annihilations
to muons is similar to the corresponding spectra for the electron final state, except
the photon spectrum is less dependent on 𝜖𝑓 and the positron spectrum is somewhat
broader. For 0-2 cascade steps, the most stringent constraints are from AMS-02 at
low masses, below a few hundred GeV. At higher step numbers (for all masses) and
higher masses (for all cascade scenarios), the CMB limit becomes more restrictive.
Taus: The tau final state is richer in photons than the other leptonic final states,
and yields smoother and broader photon and positron spectra even in case of direct
annihilation. Thus the bound from the dwarfs is more sensitive and constraining than
AMS-02, and generally also stronger than the CMB limits. The exceptions are at low
mass and large number of steps, or inversely high mass and a small number of steps,
as in both cases the CMB bounds dominate the constraint.
𝑏-quarks: The direct spectrum for DM annihilations to 𝑏?¯? is much softer then the
previously discussed channels. So the Fermi dwarf limits almost always provide the
strongest constraint; for low masses and 𝑛 = 3-6 steps there is a region of parameter
space where the CMB bounds appear to be more stringent, however this region is
kinematically disallowed.
Gluons: As previously discussed the gluon spectrum behaves very similarly to the
𝑏-quark spectrum, if we swap the decreasing 𝜖𝑓 for increasing 𝑚𝜑. As such the results
are similar to those for 𝑏?¯?.
𝑊 -bosons: For annihilation to 𝑊 final states the bounds are quite robust, with
the dwarfs always setting the strongest limits.
Higgs: Annihilations to final state Higgses is similar to the 𝑊 case; the results
are almost identical aside from the difference in the kinematic edge between the H
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and 𝑊 mass.
6.9 Conclusion
We have shown that results from current DM indirect searches can be extended to
constrain a broad space of dark sector models. We summarize our main points below:
∙ Photon rich final states are generally most constrained by bounds from the
Fermi dwarfs.
∙ Electron and muon final states are generally most constrained by AMS-02 (albeit
subject to uncertainties in the propagation and background modeling).
∙ The CMB bounds from Planck are robust and insensitive to number of dark
sector steps. As a result the CMB bounds may become the most limiting in
certain cases where the AMS-02 or dwarf bounds weaken as a result of large 𝑚𝜒
or increasing number of dark sector steps.
∙ We find that for a fixed DM mass and final state, the presence of a hidden sector
can change the overall cross section constraints by up to an order of magnitude
in either direction (although the effect can be much smaller).
For hadronic SM final states (𝑏-quarks, gluons, gauge bosons, Higgses), constraints
from gamma-ray studies of dwarf galaxies generally remain the most limiting, and –
within the kinematically allowed region – are generally fairly robust, although they
can weaken at low masses and strengthen at high masses. More specifically for small
but kinematically allowed masses the bound for final state gauge bosons, Higgses and
𝑏-quarks can weaken by about 0.1 decades. For the gluon final state, where very low
DM masses are in principle possible, this bound can weaken by up to 1.1 decade;
however a careful consideration of this regime would require taking into account the
mass of the mediators, which may be comparable to ΛQCD. At high masses the bounds
will strengthen by about 0.3-0.5 decades for the hadronic final states.
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The photon-rich tau and photon final states behave similarly, with the dwarf
limits dominating the constraints except perhaps at very high masses (where it may
be important to take constraints from VERITAS and H.E.S.S. into account). Adding
extra cascade steps has little effect on the dwarf constraints on the photon final state
at low masses (after the addition of the first cascade step, which weakens the limit by
up to 0.8 decades), whereas for the tau final state it can weaken the bound by about
0.1 decades within the kinematically allowed regime.
For leptonic final states with few photons (electrons and muons), constraints from
AMS-02 often appear to dominate the limits, but are quite sensitive to the number
of cascade steps (as well as assumptions on the cosmic-ray propagation and local
magnetic field; our limits are more conservative than others in the literature). At
low masses (below a few hundred GeV), increasing the number of cascade steps can
weaken the constraints by up to 2 orders of magnitude, at which point bounds from
the CMB become more constraining. Above a few hundred GeV, however, adding
more cascade steps tends to strengthen the constraints, so using results quoted for
direct annihilation gives conservative bounds; the CMB limits are also generically
stronger than the AMS-02 limits in this mass range.
If a quick estimate of constraints is needed, the CMB limits almost always appear
to be within an order of magnitude of the strongest limit, for the cases we have tested,
and vary by at most a factor of 1.3 to 1.5 over cascades with up to 6 steps.
The details of our code for 𝑛-step cascades which were used to produced our
results are described in App. E.4 and are available at: http://web.mit.edu/lns/
research/CascadeSpectra.html.
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Figure 6-5: The bound on DM cross-section Eq. 6.9 for 𝑛 = 1-6 step cascade for various final
states, with 𝜖𝑓 = 0.3 (solid) and 𝜖𝑓 = 0.01 (dashed). The shaded out portions of the plot correspond
to values of 𝑚𝜒 that are kinematically forbidden. As discussed above the number of steps does not
affect the total power deposited by the DM annihilation per unit time. Therefore the constraints
are insensitive to the number of steps as the only impact comes from the energy dependence of 𝑓eff
and the broadening of the spectrum.
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Figure 6-6: 95% confidence limits on dark matter cross-section for cascade models using the data
from 15 dwarf spheroidal galaxies. Results are shown for the photon spectrum obtained from eight
different final states: electrons, photons, muons, taus, 𝑏-quarks, gluons, 𝑊 -bosons, and Higgs. In
each case we show the results of a 0 (direct), or 1-6 step cascade. Additionally where it makes sense
we show results for two different 𝜖𝑓 values, solid lines representing 0.3 and dashed 0.01. Note the 𝛾𝛾
spectrum is independent of 𝜖𝑓 , so we only show one set of limits there, and for the gluon spectrum
the relevant parameter is instead 𝑚𝜑 and we show results for 10 GeV in solid and 1 TeV as dashed.
Only the darker regions are kinematically allowed. See text for a discussion of the results.
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Figure 6-7: 95% confidence limits on DM cross-section for cascade models. Details are similar to
the previous two plots. The limits obtained are strongest for electron and muon final states, and
generically we find that the addition of cascades steps can change the limits by up to several orders
of magnitude.
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Figure 6-8: Overlaid constraints from the CMB (green), AMS-02 (red) and the Fermi Dwarfs
(blue) for 𝑛 = 0-6 step cascades (lighter to darker shading) for various SM final states. The CMB
bounds are very weakly dependent on the number of cascade steps, while the AMS-02 and dwarf
results change noticeably. The AMS-02 bounds are most constraining for electron and muon final
states, and weaken rapidly as the positron spectrum broadens with increasing cascades steps. The
dwarfs are generally most constraining for final states with a high multiplicity of photons.
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Chapter 7
The One-Loop Correction to Heavy
Dark Matter Annihilation
7.1 Introduction
It is now well established that if dark matter (DM) is composed of TeV scale Weakly
Interacting Massive Particles (WIMPs) then its present day annihilation rate is poorly
described by the tree-level amplitude. Correcting this shortcoming is important for
determining accurate theoretical predictions for existing and future indirect detection
experiments focussing on the TeV mass range, such as H.E.S.S [368, 369], HAWC
[370–372], CTA [288], VERITAS [373–375], and MAGIC [376,377].
The origin of the breakdown in the lowest order approximation can be traced to
two independent effects. The first of these is the so called Sommerfeld enhancement:
the large enhancement in the annihilation cross section when the initial states are
subject to a long-range potential. In the case of WIMPs this potential is due to
the exchange of electroweak gauge bosons and photons. This effect has been widely
studied (see for example [26–30]) and can alter the cross section by as much as several
orders of magnitude. The Sommerfeld enhancement is particularly important when
the relative velocity of the annihilating DM particles is low, as it is thought to be in
the present day Milky Way halo.
The second effect is due to large electroweak Sudakov logarithms of the heavy
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DM mass, 𝑚𝜒, over the electroweak scale, which enhance loop-level diagrams and
cause a breakdown in the usual perturbative expansion. The origin of these large
corrections can be traced to the fact that the initial state in the annihilation is not
an electroweak gauge singlet, and that a particular 𝛾 or 𝑍 final state is selected,
implying that the KLN theorem does not apply [378–381]. While the importance
of this effect for indirect detection has only been appreciated more recently (see
for example [382–387]), it must be accounted for, as it can induce 𝒪(1) changes
to the cross section. Hryczuk and Iengo [382] (hereafter HI) calculated the one-
loop correction to the annihilation rate of heavy winos to 𝛾𝛾 and 𝛾𝑍, and found
large corrections to the tree-level result, even after including a prescription for the
Sommerfeld enhancement. These large corrections are symptomatic of the presence
of large logarithms ln(2𝑚𝜒/𝑚𝑍) and ln(2𝑚𝜒/𝑚𝑊 ), which can generally be resummed
using effective field theory (EFT) techniques. This observation has been made by
a number of authors who introduced EFTs to study a variety of models and final
states. The list includes the case of exclusive annihilation into 𝛾 or 𝑍 final states for
the standard fermionic wino [385] and also a scalar version of the wino [384], as well as
semi-inclusive annihilation into 𝛾 +𝑋 for the wino [383,386,387] and higgsino [387].
In principle the EFT calculations are systematically improvable to higher order
and in a manner where the perturbative expansion is now under control. In order
to fully demonstrate perturbative control has been regained, however, it is important
to extend these works to higher order. To this end, in this chapter we extend the
calculation of exclusive annihilation of the wino, which has already been calculated to
next-to-leading logarithmic (NLL) accuracy [385]. Doing so includes determining the
one-loop correction in the full theory, as already considered in HI. Nonetheless the
results in that reference were calculated numerically and are not in the form needed to
extend the EFT calculation to higher order. As such, here we revisit that calculation
and analytically determine high or DM-scale one-loop matching coefficients. We
further calculate the low or electroweak-scale matching at one loop, thereby including
the effects of finite gauge boson masses. Taken together these two effects extend the
calculation to NLL′ = NLL + 𝒪(𝛼2) one-loop corrections, where 𝛼2 = 𝑔22/4𝜋 and
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𝑔2 is the SU(2)L coupling. We estimate that our result reduces the perturbative
uncertainty from Sudakov effects to 𝒪(1%), improving on the NLL result where the
uncertainty was 𝒪(5%). Our calculation is complementary to the NLL′ calculation
for the scalar wino considered in [384], and where relevant we have cross checked our
work against that reference. In Sec. 7.2 we outline the EFT setup and review the NLL
calculation. Then in Sec. 7.3 we state the main results of this chapter, the one-loop
high and low-scale matching, leaving the details of their calculation to App. F.1 and
App. F.3 respectively. Detailed cross checks on the results are provided in App. F.2
and App. F.4, whilst lengthy formulae are delayed till App. F.5. We compare our
analytic results to the numerical ones of HI in Sec. 7.4 and then conclude in Sec. 7.5.
7.2 The EFT Framework
We begin by outlining the EFT framework for our calculation, and in doing so re-
view the calculation of heavy DM annihilation to NLL, focussing on the treatment of
the large logarithms that were partly responsible for the breakdown in the tree-level
approximation. We choose the concrete model of pure wino DM – the same as used
in HI and [385] – to study these effects. Nevertheless we emphasize the point that
the central aim is to quantify the effect of large logarithms which can occur in many
models of heavy DM, rather than to better understand this particular model. Ulti-
mately it would be satisfying to extend these results to DM with arbitrary charges
under a general gauge group to make the analysis less model specific. This is possible
for GeV scale DM indirect detection where the tree-level approximation is generally
accurate (see for example [62, 63]). However, understanding the effects in a simple
model is an important step towards this goal.
The model considered takes the DM to be a wino: an SU(2)L triplet of Majorana
fermions. As already highlighted, this is a simple example where both the Sommer-
feld enhancement and large logarithms are important. Furthermore this model is of
interest in its own right. Neutralino DM is generic in supersymmetric theories [6, 7];
models of “split supersymmetry” naturally accommodate wino-like DM close to the
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weak scale, while the scalar superpartners can be much heavier [388–390]. DM trans-
forming as an SU(2)L triplet has been studied extensively in the literature, both
within split-SUSY scenarios [391–393] and more generally [28, 394, 395]. The model
augments the Standard Model (SM) Lagrangian with
ℒDM = 1
2
Tr?¯?
(︀
𝑖 /𝐷 −𝑀𝜒
)︀
𝜒 . (7.1)
We take 𝑀𝜒 = 𝑚𝜒I, such that in the unbroken theory all the DM fermions have the
same mass. After electroweak symmetry breaking, the three states 𝜒1,2,3 break into a
Majorana fermion 𝜒0 and a Dirac fermion 𝜒+. A small mass difference, 𝛿𝑚, between
these states is then generated radiatively, ensuring that 𝜒0 makes up the observed
stable DM. Note, however, that both the charged and neutral states will be included
in the EFT.
An effective field theory for this model, NRDM-SCET, was introduced in [385]
and used to calculate the rates for the annihilation processes 𝜒𝜒 → 𝑍𝑍,𝑍𝛾, 𝛾𝛾.
Specifically the EFT generalizes soft-collinear effective theory (SCET) [396–399] to
include non-relativistic dark matter (NRDM) in the initial state. Schematically the
calculation involves several steps. Firstly the full theory has to be matched onto the
relevant NRDM-SCETEW operators at the high scale of 𝜇 ≃ 2𝑚𝜒. The qualifier EW
indicates that this is a theory where electroweak degrees of freedom – the 𝑊 and 𝑍
bosons, top quark, and the Higgs – are dynamical, as introduced in [381, 400–403].
These operators then need to be run down to the electroweak scale, 𝜇 ≃ 𝑚𝑍 . At
this low scale, we then match NRDM-SCETEW onto a theory where the electroweak
degrees of freedom are no longer dynamical, NRDM-SCET𝛾. This matching accounts
for the effects of electroweak symmetry breaking, such as the finite gauge boson
masses. At this stage we can now calculate the low scale matrix elements which
provide the Sommerfeld enhancement. We now briefly review each of these steps.
The first requirement is to match NRDM-SCETEW and the full theory at the high
scale 𝜇𝑚𝜒 . The relevant operators in the EFT to describe DM annihilation have the
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following form:
𝑂𝑟 =
1
2
(︀
𝜒𝑎𝑇𝑣 𝑖𝜎2𝜒
𝑏
𝑣
)︀ (︁
𝑆𝑎𝑏𝑐𝑑𝑟 ℬ𝑖𝑐𝑛⊥ℬ𝑗𝑑?¯?⊥
)︁
𝑖𝜖𝑖𝑗𝑘(𝑛− ?¯?)𝑘 , (7.2)
which is written in terms of the basic building blocks of the effective theory, and in the
center of momentum frame we can define 𝑣 = (1, 0, 0, 0), 𝑛 = (1, ?^?), and ?¯? = (1,−?^?)
where ?^? is the direction of an outgoing gauge boson. In more detail 𝜒𝑎𝑣 is a non-
relativistic two-component fermionic field of gauge index 𝑎 corresponding to the DM
and ℬ?¯?,𝑛 contain the outgoing (anti-)collinear gauge bosons 𝐴𝜇?¯?,𝑛, which can be seen
as
ℬ𝜇𝑛⊥ = 𝐴𝜇𝑛⊥ −
𝑘𝜇⊥
?¯? · 𝑘 ?¯? · 𝐴
𝜇
𝑛 + . . . , (7.3)
where the higher order terms in this expression involve two or more collinear gauge
fields. For ℬ𝜇?¯?⊥ we simply interchange 𝑛 ↔ ?¯?. The full form of ℬ𝜇𝑛⊥ can be found in
[404], and is collinear gauge invariant on its own. Finally the gauge index connection
is encoded in 𝑆𝑎𝑏𝑐𝑑𝑟 :
𝑆𝑎𝑏𝑐𝑑1 = 𝛿
𝑎𝑏(𝒮𝑐𝑒𝑛 𝒮𝑑𝑒?¯? ) ,
𝑆𝑎𝑏𝑐𝑑2 = (𝒮𝑎𝑒𝑣 𝒮𝑐𝑒𝑛 )(𝒮𝑏𝑓𝑣 𝒮𝑑𝑓?¯? ) .
(7.4)
These expressions are written in terms of adjoint Wilson lines of soft gauge bosons
along some direction 𝑛, ?¯?, or 𝑣; in position space the incoming Wilson line is
𝒮𝑣(𝑥) = 𝑃 exp
[︂
𝑖𝑔
∫︁ 0
−∞
𝑑𝑠𝑣 · 𝐴𝑣(𝑥+ 𝑛𝑠)
]︂
, (7.5)
where the matrix 𝐴𝑏𝑐𝑣 = −𝑖𝑓𝑎𝑏𝑐𝐴𝑎𝑣 and for outgoing Wilson lines the integral runs
from 0 to ∞.
The fact there are only two possible forms of 𝑆𝑎𝑏𝑐𝑑𝑟 means there are only two
relevant NRDM-SCET operators. An important requirement of the operators is that
the incoming DM fields must be in an 𝑠-wave configuration. Then being a two-particle
state of identical fermions, the initial state must be a spin singlet. If the annihilation
was 𝑝-wave or higher, it would be suppressed by powers of the low DM velocity
relative to these operators. The Wilson coefficients associated with these operators
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are determined by the matching. Calculating to NLL simply requires the tree-level
result where 𝐶1(𝜇𝑚𝜒) = −𝐶2(𝜇𝑚𝜒) = −𝜋𝛼2(𝜇𝑚𝜒)/𝑚𝜒, where again 𝛼2 is the SU(2)L
fine structure constant. We extend this result to one loop in Sec. 7.3.
After matching, the next step is to evolve these operators down to the low scale,
effectively resumming the large logarithms that caused a breakdown in the perturba-
tive expansion of the coupling. This is done using the anomalous dimension matrix
𝛾 of the two operators (a matrix as the operators will in general mix during the run-
ning). In general the matrix can be broken into a diagonal collinear piece 𝛾𝑊𝑇 , and
a non-diagonal soft contribution 𝛾𝑆, as
𝛾 = 2𝛾𝑊𝑇 I+ 𝛾𝑆 . (7.6)
To NLL these results are given by [385]:
𝛾𝑊𝑇 =
𝛼2
4𝜋
Γ𝑔0 ln
2𝑚𝜒
𝜇
− 𝛼2
4𝜋
𝑏0 +
(︁𝛼2
4𝜋
)︁2
Γ𝑔1 ln
2𝑚𝜒
𝜇
,
𝛾𝑆 =
𝛼2
𝜋
(1− 𝑖𝜋)
⎛⎝2 1
0 −1
⎞⎠− 2𝛼2
𝜋
⎛⎝1 0
0 1
⎞⎠ . (7.7)
Here the collinear anomalous dimension has been written in terms of the SU(2)L one-
loop 𝛽-function, 𝑏0 = 19/6, as well as the cusp anomalous dimensions, Γ𝑔0 = 8 and
Γ𝑔1 = 8
(︀
70
9
− 2
3
𝜋2
)︀
. Below the matching scale, the spin of the DM is no longer impor-
tant. As such the anomalous dimension determined in [385] for the fermionic wino
should resum the same logarithms as those that appear in the scalar case considered
in [384], and we have confirmed they agree.
We can then explicitly use the full anomalous dimension to evolve the operators
as follows: ⎡⎣𝐶𝑋± ({𝑚𝑖})
𝐶𝑋0 ({𝑚𝑖})
⎤⎦ = 𝑒?^?𝑋(𝜇𝑍 ,{𝑚𝑖}))𝑃 exp(︃∫︁ 𝜇𝑍
𝜇𝑚𝜒
𝑑𝜇
𝜇
𝛾(𝜇,𝑚𝜒)
)︃
×
⎡⎣𝐶1(𝜇𝑚𝜒 ,𝑚𝜒)
𝐶2(𝜇𝑚𝜒 ,𝑚𝜒)
⎤⎦ , (7.8)
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Let us carefully explain the origin and dependence of each of these terms. Starting
from the right, 𝐶1 and 𝐶2 are the high-scale Wilson coefficients of the operators stated
in Eq. (7.2), resulting from a matching of the full theory onto NRDM-SCETEW.
These only depend on the high scales, specifically 𝜇𝑚𝜒 and 𝑚𝜒. Next the anomalous
dimension 𝛾 is also a high scale object, and so only depends on 𝑚𝜒 and now 𝜇 as it
runs between the relevant scales. ?^?𝑋 is a factor accounting for the low-scale matching
from NRDM-SCETEW onto NRDM-SCET𝛾 – a theory where the electroweak modes
have been integrated out, see [381, 400–403]. It is a matrix as soft gauge boson
exchanges can mix the operators. Furthermore ?^?𝑋 is labelled by 𝑋 to denote its
dependence on the specific final state considered, 𝛾𝛾, 𝛾𝑍 or 𝑍𝑍. This object depends
on the low-scale physics and so depends on 𝜇𝑍 and all the masses in the problem,
which we denote as {𝑚𝑖}. Finally on the left we have our final coefficients 𝐶𝑋± and 𝐶𝑋0 ,
which as explained below can be associated with the charged and neutral annihilation
processes. In an all orders calculation of all terms in Eq. (7.8), the scale dependence
would completely cancel on the right hand side, implying that 𝐶𝑋± and 𝐶𝑋0 depend
only on the mass scales in the problem and not 𝜇𝑚𝜒 or 𝜇𝑍 . Nevertheless at any
finite perturbative order, the scale dependence does not cancel completely and so a
residual dependence is induced in these coefficients. We will exploit this to estimate
the uncertainty in our results associated with missing higher order terms.
As we are performing a resummed calculation, the order to which we calculate is
defined in terms of the large electroweak logarithms we can resum. In general the
structure of the logarithms can be written schematically as:
ln
𝐶
𝐶tree
∼
∞∑︁
𝑘=1
[︀
𝛼𝑘2 ln
𝑘+1⏟  ⏞  
LL
+𝛼𝑘2 ln
𝑘⏟  ⏞  
NLL
+𝛼𝑘2 ln
𝑘−1⏟  ⏞  
NNLL
+ . . .
]︀
, (7.9)
where since Sudakov logarithms exponentiate, we have defined the counting in terms
of the log of the result. Furthermore all corrections are defined with respect to the
tree level result 𝐶tree ∼ 𝒪(𝛼2), which is a convention we will follow throughout. With
this definition of the counting, to perform the running in Eq. (7.8) to NLL order, there
are three effects that must be accounted for: 1. high-scale matching at tree level; 2.
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two-loop cusp and one-loop non-cusp anomalous dimensions; and 3. the low-scale
matching at tree level, together with the rapidity renormalization group ( [405,406])
at NLL. To extend this to NNLL all three of these need to be calculated to one
order higher. In between these two is the NLL′ result we present here, which involves
determining both the high and low-scale matching at one loop. In terms Eq. (7.9),
this amounts to determining the leading 𝑘 = 1 piece of the NNLL result. To the
extent that 𝒪(𝛼2) corrections are larger than those at 𝒪(𝛼22 ln(𝜇2𝑚𝜒/𝜇2𝑍)), the NLL′
result is an improvement over NLL and more important than NNLL.
Before presenting the result of that calculation, however, it is worth emphasizing
another advantage gained from the effective theory. In addition to allowing us to
resum the Sudakov logarithms, the effective theory also allows this problem to be
cleanly separated from the issue of low velocity Sommerfeld enhancement in the am-
plitude – in NRDM-SCET there is a Sommerfeld-Sudakov factorization. At leading
power the relevant SCET Lagrangian contains no interaction with the DM field. On
the other hand NRDM does contain soft modes, which are responsible for running
the couplings, however these modes do not couple the Sommerfeld potential to the
hard interaction at leading power. Consequently matrix elements for the DM fac-
torize from the elements of the states annihilated into. This allows for an all orders
factorized formula for the DM annihilation amplitude in this theory:
ℳ𝜒0𝜒0→𝑋 = 4
√
2𝑚𝜒𝑃𝑋
[︁
𝑠00
(︀
Σ𝑋1 − Σ𝑋2
)︀
+
√
2𝑠0±Σ𝑋1
]︁
,
ℳ𝜒+𝜒−→𝑋 = 4𝑚𝜒𝑃𝑋
[︁
𝑠±0
(︀
Σ𝑋1 − Σ𝑋2
)︀
+
√
2𝑠±±Σ𝑋1
]︁
.
(7.10)
Here 𝑋 can be 𝛾𝛾, 𝛾𝑍 or 𝑍𝑍 and 𝑃𝛾𝛾 = −𝑒2𝜖𝑖𝑛⊥𝜖𝑗?¯?⊥𝜖𝑖𝑗𝑘?^?𝑘/(2𝑚𝜒), whilst 𝑃𝛾𝑍 =
cot 𝜃𝑊𝑃𝛾𝛾 and 𝑃𝑍𝑍 = cot2 𝜃𝑊𝑃𝛾𝛾, with 𝜃𝑊 the MS Weinberg angle. The key physics
in this equation is that the contribution from Sommerfeld enhancement is captured
in the terms 𝑠𝑖𝑗, whilst the contribution from electroweak logarithms is in Σ𝑋𝑖 ; the
two are manifestly factorized and can be calculated independently.
The focus of the present chapter is to extend the calculation of the Sudakov effects.
In terms of the factorized result stated in Eq. (7.10) this amounts to a modification
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of Σ𝑋𝑖 . Explicitly, from there we can see that:
⃒⃒
Σ𝑋1
⃒⃒2
=
𝜎SE𝜒+𝜒−→𝑋
𝜎tree𝜒+𝜒−→𝑋
,
⃒⃒
Σ𝑋1 − Σ𝑋2
⃒⃒2
=
𝜎SE𝜒0𝜒0→𝑋
𝜎tree𝜒+𝜒−→𝑋
,
(7.11)
where SE denotes a calculation where Sommerfeld Enhancement is intentionally left
out. To be even more explicit, we can write these Sudakov effects in terms of the
Wilson coefficients in Eq. (7.8). Specifically we have:
Σ𝑋1 =
𝐶𝑋±
𝐶tree1
,
Σ𝑋1 − Σ𝑋2 =
𝐶𝑋0
𝐶tree1
,
(7.12)
where as stated above 𝐶tree1 = −𝜋𝛼2/𝑚𝜒.
7.3 The One-Loop Correction
In terms of the formalism described in the previous section, we now state one of the
main results of this chapter: the high-scale Wilson coefficients 𝐶𝑟 calculated to one
loop as shown in Eq. (7.13). The details have been eschewed to App. F.1. In short
this calculation involves enumerating and evaluating the 25 one-loop diagrams that
mediate 𝜒𝑎𝜒𝑏 → 𝑊 𝑐𝑊 𝑑 in the unbroken full theory and then matching this result
onto the NRDM-SCETEW operators. For example, we evaluate diagrams such as
and provide the analytic expression graph by graph. In addition we account for the
counter term contribution, the change in the running of the coupling through the
matching, and also ensure that the calculation maintains the Sudakov-Sommerfeld
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factorization. Combining all of these we find
𝐶1(𝜇) = −𝜋𝛼2(𝜇)
𝑚𝜒
+
𝛼2(𝜇)
2
4𝑚𝜒
[︂
2 ln2
𝜇2
4𝑚2𝜒
+2 ln
𝜇2
4𝑚2𝜒
+ 2𝑖𝜋 ln
𝜇2
4𝑚2𝜒
+ 8− 11𝜋
2
6
]︂
,
𝐶2(𝜇) =
𝜋𝛼2(𝜇)
𝑚𝜒
− 𝛼2(𝜇)
2
2𝑚𝜒
[︂
ln2
𝜇2
4𝑚2𝜒
+3 ln
𝜇2
4𝑚2𝜒
− 𝑖𝜋 ln 𝜇
2
4𝑚2𝜒
− 5𝜋
2
12
]︂
,
(7.13)
where here and throughout this section 𝛼2(𝜇) is the coupling defined below the scale
of the DM mass, 𝑚𝜒. We explain this distinction carefully in App. F.1. For each
coefficient in Eq. (7.13) the first term represents the tree-level contribution. A cross
check on this result is provided in App. F.2, where we check that the 𝜇 dependence
of this result properly cancels with that of the NLL resummation for the 𝒪(𝛼2)
corrections. The cancellation occurs between our result in Eq. (7.13) and the running
induced by the anomalous dimension stated in Eqs. (7.6) and (7.7); this can be seen
clearly in Eq. (7.8) as these are the only two objects that depend on 𝜇𝑚𝜒 . As the
anomalous dimension is independent of the DM spin, the logarithms appearing in our
high-scale matching coefficients should also be, and indeed ours match those in the
scalar calculation of [384]. Of course the finite terms should not be, and are not, the
same.
We next state the contribution from the low-scale matching. Unsurprisingly, as
this effect accounts for electroweak symmetry breaking effects such as the gauge boson
masses, it is in general dependent upon the identity of the final states. Again this
is a matching calculation and involves evaluating diagrams that appear in SCETEW,
but not SCET𝛾, and we provide three examples below.
W/Z
W/Z
W/Z
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A central difficulty in the calculation is accounting for the effects of electroweak
symmetry breaking, see for example [407] for a recent discussion. In order to simplify
this we make use of the general formalism for electroweak SCET of [381, 400–403],
which we have extended to include the case of non-relativistic external states.1 We
postpone the details to App. F.3. The approach breaks the full low-scale matching into
a soft and collinear component, which are the labels associated with the non-diagonal
and diagonal contributions respectively, rather than the effective theory modes that
give rise to them. This distinction is explained in detail in App. F.3. In our case,
?^?𝑋(𝜇) in Eq. (7.8) can be specified through
exp
[︁
?^?𝑋(𝜇)
]︁
=
[︁
?^?𝑠(𝜇)
]︁ [︁
𝐷𝜒𝑐 (𝜇)I
]︁
exp
[︃∑︁
𝑖∈𝑋
𝐷𝑖𝑐(𝜇)I
]︃
, (7.14)
where again 𝑋 can be 𝛾𝛾, 𝛾𝑍 or 𝑍𝑍, ?^?𝑠(𝜇) is the non-diagonal soft contribution
and a matrix as it mixes the operators, whilst 𝐷𝜒𝑐 (𝜇) and 𝐷𝑖𝑐(𝜇) are the initial and
final state diagonal contributions respectively. Note both ?^?𝑠(𝜇) and the identity
matrix I are 2 × 2 matrices. The terms that are not exponentiated in Eq. (7.14)
are only determined to 𝒪(𝛼2), whereas the final state collinear contribution has its
largest contribution resummed to all orders. Using this definition we find that the
components of the soft matrix are (see App. F.3):
[?^?𝑠]11 = 1 +
𝛼2(𝜇)
2𝜋
[︂
ln
𝑚2𝑊
𝜇2
(1− 2𝑖𝜋) + 𝑐2𝑊 ln
𝑚2𝑍
𝜇2
]︂
,
[?^?𝑠]12 =
𝛼2(𝜇)
2𝜋
ln
𝑚2𝑊
𝜇2
(1− 𝑖𝜋) , (7.15)
[?^?𝑠]21 = 1 +
𝛼2(𝜇)
2𝜋
ln
𝑚2𝑊
𝜇2
(2− 2𝑖𝜋) ,
[?^?𝑠]22 = 1 .
Here and throughout we use the shorthand 𝑐𝑊 = cos 𝜃𝑊 and 𝑠𝑊 = sin 𝜃𝑊 . Further,
1This calculation can also be performed using the rapidity renormalization group [405,406], but
we will not use that formalism here.
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the collinear contributions can be written as:
𝐷𝜒𝑐 (𝜇) =1−
𝛼2(𝜇)
2𝜋
[︂
ln
𝑚2𝑊
𝜇2
+ 𝑐2𝑊 ln
𝑚2𝑍
𝜇2
]︂
,
𝐷𝑖𝑐(𝜇) =
𝛼2(𝜇)
2𝜋
[︂
ln
𝑚2𝑊
𝜇2
ln
4𝑚2𝜒
𝜇2
− 1
2
ln2
𝑚2𝑊
𝜇2
− ln 𝑚
2
𝑊
𝜇2
+ 𝑐𝑖1 ln
𝑚2𝑍
𝜇2
+ 𝑐𝑖2
]︂
,
(7.16)
where 𝑖 = 𝑍 or 𝛾 and we have:
𝑐𝑍1 =
5− 24𝑠2𝑊 − 22𝑠4𝑊
24𝑐2𝑊
,
𝑐𝛾1 = 1−
47
36
𝑠2𝑊 ,
(7.17)
and
𝑐𝑍2 = −1.5534− 3.0892𝑖 ,
𝑐𝛾2 = −0.812092 .
(7.18)
Analytic expressions for these last results are provided in App. F.3 and App. F.5, and
we give numerical values here as the expressions are lengthy.
The 𝜇 dependence of the low-scale matching is demonstrated to cancel with that in
our high-scale matching result when the running is turned off, the details being shown
in App. F.4. We emphasize that this cross check involves not only the 𝜇 dependence
of the objects in Eq. (7.14), but also the 𝜇 dependence of the high-scale coefficients
stated in Eq. (7.13) and further the SM SU(2)L and U(1)𝑌 𝛽-functions. The full 𝜇
cancellation is non-trivial – it requires the interplay between each of these objects.
This ultimately provides us with confidence in the results as stated. As a further
check, our low-scale matching result does not depend on the spin of the DM. As such
we should be again able to compare our result to the scalar case calculated in [384].
In that work they only considered the 𝛾𝛾 final state, and also neglected the impact of
SM fermions. Restricting our calculation to the same assumptions, we confirm that
the 𝜇 dependence in our result matches theirs.
Taking our results in combination, we can extend the NLL calculation to NLL′.
176
0 1 2 3 4
0.2
0.4
0.6
0.8
1.
mχ [TeV]
|Σ 12
������� ������������ ��χ+χ-→��� �γ� γγ
��������′
0 1 2 3 4
0.
0.05
0.1
mχ [TeV]
|Σ 1-Σ 2
2
������� ������������ ��χ�χ�→��� �γ� γγ
��������′
Figure 7-1: Here we show the NLL′ electroweak corrections to the charged (left) and neutral
(right) DM annihilations obtained by adding the one-loop high and low-scale corrections to the NLL
result. The correction is in good agreement with the NLL calculation, whilst the scale uncertainties
have been reduced. Bands are derived by varying the high scale between 𝑚𝜒 and 4𝑚𝜒.
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Figure 7-2: As for Fig. 7-1, but showing a variation in the low-scale matching between 𝑚𝑍/2 and
2𝑚𝑍 , rather than a variation of the high-scale matching as shown there. As can be seen the NLL′
contribution has reduced the low scale dependence in both cases, but is again consistent with the
NLL result.
Of course we cannot show full NNLL results in the absence of the higher order anoma-
lous dimension calculation, nevertheless the results we state here determine the cross
section with perturbative uncertainties on the Sudakov effects reduced to the percent
level. At 𝒪(𝛼22),2 our calculation accounts for all terms of the form 𝛼22 ln4(𝜇2𝑚𝜒/𝜇2𝑍),
𝛼22 ln
3(𝜇2𝑚𝜒/𝜇
2
𝑍), and 𝛼22 ln
2(𝜇2𝑚𝜒/𝜇
2
𝑍). The first perturbative term we are missing at
this order is 𝛼22 ln(𝜇2𝑚𝜒/𝜇
2
𝑍). Taking 𝜇𝑍 = 𝑚𝑍 and 𝑚𝜒 anywhere from 𝑚𝑍 to 20
TeV, we find the absence of these terms induces an uncertainty that is less than 1%,
demonstrating the claimed accuracy.
2Again note that all counting here is relative to the lowest order contribution, which occurs at
𝐶tree ∼ 𝒪(𝛼2). As such the absolute order of the terms in this sentence is 𝒪(𝛼32).
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Figure 7-3: The impact of the NLL′ result on the full cross section, which includes the Sommerfeld
Enhancement (SE), is shown to be consistent with the lower orders result, suggesting the electroweak
corrections are under control. Also shown is the rate for the semi-inclusive process 𝛾+𝑋 calculated
to LL′ in [387]. In addition on this plot we show current bounds from H.E.S.S. and projected ones
from CTA, determined assuming 5 hours of observation time. See text for details.
To combine the various results stated above into the cross section we take the
factorized results in Eq. (7.10), and note that as the higher order Wilson coefficients
have nothing to do with the Sommerfeld enhancement, their contribution is included
in the Σ terms as given explicitly in Eq. (7.12). We know that at tree level 𝑠00 =
𝑠±± = 1 and 𝑠0± = 𝑠±0 = 0, implying that when the Sommerfeld enhancement can be
ignored we can associate |Σ1|2 with the Sudakov contribution to 𝜒+𝜒− annihilation
and |Σ1 − Σ2|2 with 𝜒0𝜒0.
For this reason, in Fig. 7-1 and Fig. 7-2 we show the contributions to |Σ1|2 and
|Σ1 − Σ2|2 for LL, NLL and NLL′. In both cases we see the addition of the one-
loop corrections is completely consistent with the NLL results, suggesting that this
approach has the Sudakov logarithms under control. In these plots we take a central
value of 𝜇𝑚𝜒 = 2𝑚𝜒 and 𝜇𝑍 = 𝑚𝑍 . In Fig. 7-1 the bands are derived from varying the
high-scale matching between 𝑚𝜒 and 4𝑚𝜒. Recall that if we were able to calculate
these quantities to all orders, they would be independent of 𝜇, and so varying these
scales estimates the impact of missing higher order terms. For the |Σ1|2 NLL result,
taking 𝜇𝑚𝜒 = 2𝑚𝜒 is a minimum in the range varied over, so we symmetrise the
uncertainties in order to indicate the range of uncertainty. Similarly in Fig. 7-2 we
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show the equivalent plot, but here the bands are derived by varying the low scale 𝜇𝑍
from 𝑚𝑍/2 to 2𝑚𝑍 . Improving on the high and low-scale matching, as we have done
here, should lead to a reduction in the scale uncertainty. In all four cases shown this
is clearly visible and furthermore all results are still consistent with the NLL result
within the uncertainty bands.
We can also take this result and determine the impact on the full DM annihilation
cross section into line photons from 𝛾𝛾 and 𝛾𝑍 in this model, as we show in Fig. 7-3.
We take the uncertainty on our final result to include the high and low-scale variations
added in quadrature. For H.E.S.S. limits we use [369], whilst for the CTA projection
we assume 5 hours of observation time and use [394, 408]. For both we assume an
NFW profile with a local DM density of 0.4 GeV/cm3. We see again that our partial
NLL′ results are consistent with the NLL conclusions.3 In this figure we also include
the LL′ result for the semi-inclusive process 𝛾+𝑋 taken from Fig. 7 of [387], denoted
by (BV). The semi-inclusive result is above our line photon result, except at low
DM masses. Note that this work does not show scale uncertainties, so the precise
difference is hard to quantify numerically.
7.4 Comparison to Earlier Work
In addition to using our results from the previous section in conjunction with the
running due to the anomalous dimension, we can also consider the case where we
take our one-loop result in isolation. In this sense we should be able to reproduce the
initial problem of large logarithms seen by HI. We show this in Fig. 7-4, compared
to the LL and NLL result. For Σ1 our one-loop result is consistent with that from
NLL, indicating the importance of the 𝛼2 ln2(𝜇2𝑚𝜒/𝜇
2
𝑍) and 𝛼2 ln(𝜇2𝑚𝜒/𝜇
2
𝑍) corrections
to 𝐶tree. For Σ1−Σ2, which starts at NLL, our one-loop result is only consistent with
the NLL expression in the small 𝑚𝜒 region.
For the |Σ1|2 case we also show on that plot the equivalent curve for HI as extracted
from Fig. 11 of their paper. From here it is clear that the qualitative shape of our
3A digitized version of our cross section is available with the arXiv submission or upon request.
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Figure 7-4: Similar to Fig. 7-1, but instead of the NLL′ results we show our high and low-scale one-
loop results including no running from the anomalous dimension. For the case of 𝜒+𝜒− annihilation
we further show the equivalent result of HI, taken from Fig. 11 of their work (which only extends up
to 3 TeV and is the origin of the cutoff). There is evidently some discrepancy between the results.
Note that at low masses where the Sudakov logarithms are not too large, our result is consistent
with the NLL result as would be expected. See text for details.
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Figure 7-5: We show the result of HI for |Σ1|2 compared to two variations of our result. Firstly
in the left panel we show our result with the high only or high and low-scale calculations compared
to the result of HI, taken from Fig. 11 of their paper. In the right panel we take our results and
shift them by a constant factor. The shifted results show that above around 1 TeV the shape of our
result is in good agreement with HI, but the constant offset highlights there is tension.
results agrees with theirs but that there is some tension. This tension is already clear
in Fig. 7-3, but in Fig. 7-5 we explore this difference in more detail. In the left panel
we show the difference between their result and ours, showing our calculation with
and without the low-scale matching included. Given the low-scale matching accounts
for the electroweak masses, which were included in HI, we would expect including
it to improve the agreement. This is seen, but it does not substantially relieve the
tension.
To further explore the difference, in the right panel of Fig. 7-5 we take our results
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and shift them down by a constant: 0.175 for the high only result and 0.137 for the
high and low combination. Such a constant offset could originate from a difference in
𝑚𝜒 independent terms between our result and HI. Unfortunately, however, a difference
in such terms could originate from almost any of the graphs contributing to the result.
Comparing our analytic expressions to the numerical results of HI we have been unable
to pinpoint the exact location of the disagreement, although it is clear that we agree
on the shape of the higher order corrections.
Despite the discrepancy between our result and that of HI, we emphasize that we
have confidence in our result as stated. This confidence is derived from the non-trivial
cross checks we have performed on our result. In detail, these are
∙ The cancellation in the 𝒪(𝛼2) corrections of the 𝜇𝑚𝜒 dependence in our high-
scale matching coefficients, stated in Eq. (7.13), with the high-scale dependence
entering from the anomalous dimension, as stated in Eqs. (7.6) and (7.7). This
cancellation is demonstrated in App. F.2;
∙ In the absence of running, the cancellation in the 𝒪(𝛼2) corrections of the 𝜇
dependence between our high and low-scale results, where the latter is stated
in Eqs. (7.14), (7.15), (7.16), (7.17), and (7.18). This cancellation also depends
on the SM SU(2)L and U(1)𝑌 𝛽-functions and is shown in App. F.4;
∙ We have confirmed that the 𝜇 dependence in our low-scale result matches that
in [384], when we reduce our calculation to make the same assumptions used in
that work;
∙ The form of the dominant 𝜇 independent terms in the low-scale matching are
in agreement with the results of [381,400–403], as discussed in App. F.3; and
∙ We have confirmed that the framework used to calculate the low-scale match-
ing for our non-relativistic initial state kinematics, reproduces the results of
[381, 400–403] when we instead consider massless initial states as used in those
references.
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7.5 Conclusion
In this chapter we provide analytic expressions for the full one-loop corrections to
heavy wino dark matter annihilation, allowing the systematic resummation of elec-
troweak Sudakov logarithms to NLL′ for the line cross section. We have compared
our result to earlier numerical calculations of such effects, finding results similar in
behaviour but quantitatively different. Our result is stated in a manner that can
be straightforwardly extended to higher order, with our result already reducing the
perturbative uncertainty from Sudakov effects on this process to 𝒪(1%).
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Chapter 8
Conclusions
In this thesis I have shown just a taste of how insights from astrophysics and particle
physics can help uncover the fingerprints of dark matter through indirect detection.
Yet in a very real sense there is work left to be done, as we remain in the dark as to the
particle nature of dark matter. Many of the techniques presented in this thesis can be
further refined, and indeed in ongoing work I am already pursuing these directions.
Beyond this the data from recent and upcoming experiments like IceCube, HAWC,
and CTA will provide new avenues for exploration. Taken together I believe there is
reason to be optimistic that a combination of improved techniques and experiments
could in the near future uncover the first hints of dark matter shining back at us, and
finally revealing its true nature.
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Appendix A
A Gamma-Ray Signal in the Central
Milky Way
A.1 Stability Under Modifications to the Analysis
A.1.1 Changing the Region of Interest
In Fig. A-1, we compare the spectrum correlated with the dark matter template (with
𝛾 = 1.2) for variations of the ROI. In the left panel, we study different degrees of
masking the Galactic Plane (|𝑏| > 1∘ and |𝑏| > 4∘), and the impact of performing
the fit only in the southern sky (where the diffuse backgrounds are somewhat fainter)
rather than in the full ROI. In the right panel, we show the impact of expanding or
shrinking the ROI.
There is no evidence of asymmetry between the southern sky and the overall signal.
Masking at 4∘ gives rise to a similar spectral shape but a lower overall normalization
than obtained with the 1∘ mask, albeit with large error bars. As discussed in Sec. 2.6,
this may reflect a steepening of the spatial profile at larger distances from the Galactic
Center, although the fainter emission at these larger radii is likely also more sensitive
to mismodeling of the diffuse gamma-ray background.
Shrinking or expanding the size of the ROI also changes the height of the peak,
while preserving a “bump”-like spectrum that rises steeply at low energies and peaks
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Figure A-1: The spectrum of the dark matter template found in our Inner Galaxy
analysis when performing the fit over different regions of the sky. Using our standard
ROI as a baseline, in the left panel we show variations of the Galactic plane mask
and fits restricted to the southern sky, where backgrounds are typically somewhat
lower, i.e. |𝑏| > 1∘, 𝑏 < −1∘, |𝑏| > 4∘, and 𝑏 < −4∘. All fits employ a single template
for the Bubbles, the p6v11 Fermi diffuse model, and a dark matter motivated signal
template with an inner profile slope of 𝛾 = 1.2. In the right frame, we show the
impact of varying the region over which the fit is performed. All ROIs have |𝑏| > 1∘;
aside from this Galactic plane mask, the ROIs are |𝑏| < 15∘, |𝑙| < 15∘ (“30 × 30”),
|𝑏| < 20∘, |𝑙| < 20∘ (“40× 40”, standard ROI), |𝑏| < 40∘, |𝑙| < 40∘ (“80× 80”), and the
full sky.
Figure A-2: A comparison of the regions of the dark matter mass-annihilation cross
section plane (for annihilations to 𝑏?¯? and an inner slope of 1.18) best fit by the
spectrum found in our default Inner Galaxy analysis (fit over the central 40∘ × 40∘
region), to that found for fits to other ROIs. See text for details.
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around ∼ 2 GeV. In general, larger ROIs give rise to lower normalizations for the
signal. This effect appears to be driven by a higher normalization of the diffuse
background model for larger ROIs; when the fit is confined to the inner Galaxy, the
diffuse model prefers a lower coefficient than when fitted over the full sky, suggesting
that the p6v11 model has a tendency to overpredict the data in this region. This
may also explain why larger ROIs prefer a somewhat steeper slope for the profile
(higher 𝛾); subtracting a larger background will lead to a greater relative decrease
in the signal at large radii, where it is fainter. We also find evidence for substantial
oversubtraction of the Galactic plane in larger ROIs, consistent with this hypothesis,
as we will discuss in Appendix A.1.3.
In Fig. A-2, we show the regions of the dark matter mass-annihilation cross section
plane favored by our fit, for several choices of the ROI (for annihilations to 𝑏?¯? and an
inner slope of 1.18). The degree of variation shown in this figure provides a measure
of the systematic uncertainties involved in this determination; we see that the cross
section is always very close to the thermal relic value, but the best-fit mass can
shift substantially (from ∼ 35 − 60 GeV). As previously, the contours are based on
statistical errors only.
A.1.2 Varying the Event Selection
By default, we employ cuts on the CTBCORE parameter to improve angular res-
olution and minimize cross-leakage between the background and the signal. In an
earlier version of this work, this resulted in a pronounced improvement in the con-
sistency of the spectrum between different regions (in particular, in the hardness of
the low-energy spectrum); however, this appears to have been due to a mismodeling
of the background emission.1 We now find that when the backgrounds are treated
correctly, the spectrum has a consistent shape independent of the CTBCORE cut,
and the significant changes in the tails of the point spread function (PSF) associated
1We suggested in that earlier work that the soft low-energy spectrum observed in the absence of
a CTBCORE cut was likely due to contamination by mismodeled diffuse emission from the Galactic
plane; our current results support that interpretation.
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Figure A-3: The spectrum of emission associated with the dark matter template, cor-
responding to a generalized NFW profile with an inner slope of 𝛾 = 1.2, as performed
for four different event selections. Black diamonds indicate the spectrum extracted
from the usual fit. The blue stars, red crosses and green triangles represent the spectra
extracted from repeating our analysis on datasets without a CTBCORE cut, for (re-
spectively) ULTRACLEAN front-converting events, all ULTRACLEAN events, and
all CLEAN events.
with a CTBCORE cut do not materially affect our results. Similarly, we find that our
results are robust to the choice of ULTRACLEAN or CLEAN event selection, and to
the inclusion or exclusion of back-converting events. We show the spectra extracted
for several different event selections in Fig. A-3. Systematics associated with these
choices are therefore unlikely to affect the observed excess.
A.1.3 A Simplified Test of Elongation
Probing the morphology of the Inner Galaxy excess is complicated by the bright
emission correlated with the Galactic Plane. In Ref. [67], it proved difficult to ro-
bustly determine whether any signal was present outside of the regions occupied by
the Fermi Bubbles, as the regions both close to the Galactic Center and outside of
the Bubbles were dominated by the bright emission from the Galactic Plane. The
improved analysis presented in this work mitigates this issue.
In addition to the detailed study of morphology described in Sec. 2.6, we perform
here a fit dividing the signal template into two independent templates, one with
|𝑙| > |𝑏| and the other with |𝑏| > |𝑙|. The former template favors the Galactic Plane,
while the latter contains the Fermi Bubbles. As previously, the fit also includes
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Figure A-4: In the upper frame, we show the spectra of the emission associated with
the dark matter template, corresponding to a generalized NFW profile with an inner
slope of 𝛾 = 1.2, as performed over three regions of the sky. Black diamonds indicate
the spectrum extracted from the usual fit, whereas the blue stars and red crosses
represent the spectra correlated with the parts of the template in which |𝑏| > |𝑙|
and |𝑏| < |𝑙|, respectively (when the two are allowed to vary independently). The
corresponding spatial templates are shown in the lower row, in logarithmic (base 10)
units, normalized to the brightest point in each map. Red dashed lines indicate the
boundaries of our standard ROI.
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Figure A-5: As the upper panel of Fig. A-4, but for ROIs given by (upper left frame)
|𝑏|, |𝑙| < 15∘, (upper right frame) |𝑏|, |𝑙| < 20∘, (lower left frame) |𝑏|, |𝑙| < 40∘, (lower
right frame) full sky. In all cases the Galactic plane is masked for |𝑏| < 1∘. We at-
tribute the lower emission in the East/West quadrants in the larger ROIs to oversub-
traction by the Galactic diffuse model along the Galactic plane. The slope parameter
for the dark matter template is set to 𝛾 = 1.2 in all cases.
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a single template for the Bubbles in addition to the Fermi diffuse model and an
isotropic offset. The extracted spectra of the signal templates are shown in Fig. A-
4. Both regions exhibit a clear spectral feature with broadly consistent shape and
normalization, although the best-fit spectrum for the region with |𝑙| > |𝑏| is generally
slightly lower and has larger uncertainties. A lower normalization in these quadrants
is expected, from the preference for a slight stretch perpendicular to the Galactic
plane noted for the inner Galaxy in Sec. 2.6.
As shown in Appendix A.1.1, the impact of the choice of ROI on the overall shape
of the spectrum is modest. However, upon repeating this analysis in each of the ROIs,
we find that the spectrum extracted from the quadrants lying along the Galactic plane
(|𝑙| > |𝑏|) is much more sensitive to this choice. While a spectral “bump” peaked at
∼ 2 GeV is always present, it appears to be superimposed on a negative offset which
grows larger as the size of the ROI is increased. As discussed above, we believe this is
due to oversubtraction along the plane by the Galactic diffuse model, which is most
acute when the diffuse model normalization is determined by regions outside the inner
Galaxy. We display this progression explicitly in Fig. A-5.
The relative heights of the spectra in the |𝑙| > |𝑏| and |𝑏| > |𝑙| regions are a
reasonable proxy for sphericity of the signal; the former will be higher if the signal
is elongated along the plane, and lower if the signal has perpendicular extension.
Increased oversubtraction along the plane thus induces an apparent elongation of the
signal perpendicular to the plane; we suspect this may be the origin of the apparent
stretch perpendicular to the plane shown in Fig. 2-11.
One might wonder whether this oversubtraction might give rise to apparent spheric-
ity even if the true signal were elongated perpendicular to the plane. We argue that
this is unlikely, as our results appear to converge to sphericity as the size of the ROI is
reduced and the constraint on the normalization of the diffuse background is relaxed;
the Galactic Center analysis, which includes the peak of the excess and the region
where the signal-to-background ratio is largest, also prefers a spherical excess.
We also performed the additional test of not including any model for the point
sources in the fit, allowing their flux to be absorbed by the NFW template. Since
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Figure A-6: The central values of the spectra of the dark matter templates for different
values of the dark matter profile’s inner slope, 𝛾. To better facilitate comparison,
each curve has been rescaled to match the 𝛾 = 1.0 curve at 1 GeV. All fits have
been performed with the p6v11 Fermi diffuse model, a single flat template for the
Bubbles, and the dark matter signal template. The region between the 𝛾 = 1.1
and 𝛾 = 1.3 lines, preferred by the fit, is cross-hatched. Error bars are not shown
to avoid cluttering the plot. In this preferred range, the spectra are remarkably
consistent. Allowing very high values of 𝛾 seems to pick up a much softer spectrum,
likely due to contamination by the Galactic plane, but these high values of 𝛾 provide
commensurately worse fits to the data.
many point sources are clustered along the plane, over-subtracting them could bias the
extracted morphology of the signal and hide an elongation along the plane. However,
we found that even when no sources were subtracted, there was no ROI in which
the spectrum extracted from the |𝑙| > |𝑏| quadrants exceeded that for the |𝑏| > |𝑙|
quadrants.
A.1.4 Sensitivity of the Spectral Shape to the Assumed Mor-
phology
In our main analyses, we have derived spectra for the component associated with
the dark matter template assuming a dark matter density profile with a given inner
slope, 𝛾. One might ask, however, to what degree uncertainties in the morphology of
the template might bias the spectral shape extracted from our analysis. In Fig. A-6,
we plot the (central values of the) spectrum found for the dark matter template in
our Inner Galaxy analysis, for a number of values of 𝛾. The shapes of the spectra
are quite consistent, within the range of slopes favored by our fits (𝛾 = 1.1 − 1.3);
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Figure A-7: The spectrum of the emission correlated with a dark matter template,
corresponding to a generalized NFW profile with an inner slope of 𝛾 = 1.2, obtained
by a fit containing either a single template for the Fermi Bubbles (black diamonds)
or two templates for 10-degree-wide slices in Galactic latitude through the Bubbles
(blue stars). The latter allows the spectrum of the Fermi Bubbles to vary somewhat
with Galactic latitude (there are only two templates, in contrast to the five employed
in [67], because the ROI only extends to ±20 degrees).
the extracted spectrum is not highly sensitive to the specified signal morphology.
However, for 𝛾 & 1.5 this statement is no longer true: higher values of 𝛾 pick up a
much softer spectrum, which we ascribe to contamination from the Galactic plane at
the edge of the mask. Of course, such high values of 𝛾 also have much worse TS.
A.2 Modeling of Background Diffuse Emission in the
Inner Galaxy
A.2.1 The Fermi Bubbles
The fit described in Sec. 2.4 is a simplified version of the analysis performed in
Ref. [67], where the spectrum of the Bubbles was allowed to vary with latitude. From
the results in Ref. [67], it appears that this freedom is not necessary – the spectrum
and normalization of the Bubbles varies only slightly with Galactic latitude.
It is straightforward to reintroduce this freedom, and we show in Fig. A-7 the
spectrum correlated with the dark matter template if this is done. Above 0.5 GeV, the
spectrum of the excess is not significantly altered by fixing the Bubbles to have a single
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Figure A-8: The spectra of the emission correlated with a dark matter template,
corresponding to a generalized NFW profile with an inner slope of 𝛾 = 1.2, with
the background modeled by the p6v11 diffuse model (black diamonds) or the p7v6
diffuse model (blue stars). In both cases, the fit also contains an isotropic offset and
a template for the Fermi Bubbles.
spectrum; at low energies, reintroducing this freedom slightly raises the extracted
spectrum for the dark matter template.
A.2.2 The Choice of Diffuse Model
Throughout our Inner Galaxy analysis, we employed the p6v11 diffuse model released
by the Fermi Collaboration, rather than the more up-to-date p7v6 model. As noted
earlier, this choice was made because the p7v6 model contains artificial templates for
the Fermi Bubbles and other large-scale features (with fixed spectra), making it more
difficult to interpret any residuals.
Having shown that a single flat-luminosity template for the Bubbles is sufficient
to capture their contribution without biasing the spectrum of the signal template,
one might also employ the p7v6 model in addition to an independent template for
the Bubbles, in order to absorb any deviations between the true spectrum of the
Bubbles and their description in the model. Unfortunately, the template for the
Fermi Bubbles employed in constructing the p7v6 diffuse model (which is not sepa-
rately characterized from the overall Galactic diffuse emission) is different to the one
employed in our analysis, especially in the regions close to the Galactic plane. Con-
sequently, this approach gives rise to residuals correlated with the spatial differences
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Figure A-9: A comparison of the regions of the dark matter mass-annihilation cross
section plane (for annihilations to 𝑏?¯?) best fit by the spectrum found in our default
Inner Galaxy analysis (using the p6v11 Galactic diffuse model, and fit over the stan-
dard ROI), to that found for the spectra shown in Figs. A-4 and A-8. See text for
details.
between these templates. For this reason, we employ the p6v11 diffuse model for our
principal analysis. However, using the p7v6 model does not quantitatively change our
results, although the peak of the spectrum is somewhat lower (yielding results more
comparable to that obtained from the full-sky ROI with the p6v11 model). A direct
comparison of these two results is shown in Fig. A-8.
In Fig. A-9, we compare the regions of the dark matter mass-annihilation cross
section plane (for annihilations to 𝑏?¯?) that are best fit by the spectrum found in our
default Inner Galaxy analysis (using the p6v11 Galactic diffuse model, and fit over the
|𝑙| < 20∘, 20∘ > |𝑏| > 1∘ ROI), to that found for the spectra shown in Figs. A-4 and A-
8. The excess is still clearly present and consistent with a dark matter interpretation,
and the qualitative results do not change with choice of diffuse model.
A.2.3 Variation in the 𝜋0 Contribution to the Galactic Diffuse
Emission
Although the spectrum of the observed excess does not appear to be consistent with
gamma rays produced by interactions of proton cosmic rays with gas, one might won-
der whether the difference between the true spectrum and the model might give rise
to an artificially peaked spectrum. While we fit the spectrum of emission correlated
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Figure A-10: In the left frame, we show the spectra correlated with the various
templates, from a fit with the usual backgrounds as well as the Schlegel-Finkbeiner-
Davis (SFD) dust map, with the standard ROI. The right frame shows the results of
the same fit, but also including a dark matter template with 𝛾 = 1.2. The spectra
for the dust map and diffuse model represent the average flux correlated with those
templates outside the |𝑏| < 1∘ mask and within 5∘ of the Galactic Center.
with the Fermi diffuse model from the data, the model contains at least two principal
emission components with quite different spectra (the gamma rays from the inverse
Compton scattering of cosmic-ray electrons, and those from the interactions between
cosmic-ray protons and gas), and their ratio is essentially fixed by our choice to use
a single template for the diffuse Galactic emission (although we do allow for an ar-
bitrary isotropic offset). Mismodeling of the cosmic-ray spectrum or density in the
inner Galaxy could also give rise to residual differences between the data and model.
As a first step in exploring such issues, we consider relaxing the constraints on
the background model by adding the Schlegel-Finkbeiner-Davis (SFD) map of in-
terstellar dust [409] as an additional template. This dust map has previously been
used effectively as a template for the gas-correlated gamma-ray emission [36,101]. By
allowing its spectrum to vary independently of the Fermi diffuse model, we hope to
absorb systematic differences between the model and the data correlated with the gas.
While the approximately spherical nature of the observed excess (see Sec. 2.6) makes
the dust template unlikely to absorb the majority of this signal, if the spectrum of
the excess were to change drastically as a result of this new component, that could
indicate a systematic uncertainty associated with the background modeling.
In Fig. A-10, we show the results of a template fit using the three background
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templates described in Sec. 2.4, as well as the SFD dust map. The additional template
improves the fit markedly, and absorbs significant emission across a broad range of
energies. However, when the dark matter template is added, the fit still strongly
prefers its presence and recovers the familiar spectrum with power peaked at ∼1-3
GeV.
A.2.4 Modulating the 𝜋0 Contribution
The use of the SFD dust map as a tracer for the emission from cosmic-ray proton
interactions with gas (producing neutral pions) is predicated on the assumption that
the distribution of cosmic-ray protons is approximately spatially uniform. In this
appendix, we demonstrate the robustness of the observed signal against the relaxation
of this assumption. Specifically we consider an otherwise unmotivated modulation of
the gas-correlated emission that seems most likely to be capable of mimicking the
signal: the proton density at energies of a few tens of GeV increasing toward the
Galactic Center in such a way as to produce the spatially concentrated spectral feature
found in the data. Since the gas density is strongly correlated with the Galactic Disk
while the signal appears to be quite spherically symmetric (see Sec. 2.6), this would
require the modulation from varying the cosmic-ray proton density to be aligned
perpendicular to the Galactic Plane.
To this end we created additional templates of the form:
Modulation = (SFD dust map)× 𝑓(𝑟)
𝑔(𝑟)
, (A.1)
where 𝑓(𝑟) is a projected squared NFW template and 𝑔(𝑟) is a simple data-driven
characterization of how the SFD dust map falls off with increasing galactic latitude
and longitude. In this sense we have factored out how the dust map itself increases
towards the Galactic Center and replaced this with a slope that matches a generalized
NFW profile. Different modulations were generated by varying 𝑓(𝑟), which was done
by choosing various values of the NFW inner slope, 𝛾, from 0.5 to 2.0 in 0.1 increments.
In order to determine 𝑔(𝑟), the dust map was binned in longitude and latitude and
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Figure A-11: Left frame: The Schlegel-Finkbeiner-Davis dust map, used as a tracer for
emission from proton-gas interactions. Right frame: An example of a dust-modulation
template, created by multiplying the dust map by 𝑓(𝑟)/𝑔(𝑟), in the case where 𝑓(𝑟)
is a projected squared NFW with 𝛾 = 0.8. Red dashed lines indicate the boundaries
of our standard ROI. All maps are given in logarithmic (base 10) units, normalized
to the brightest point in each map. The modulated-dust template is artificially set
to zero for |𝑏| > 45∘ and |𝑙| > 70∘, to avoid errors due to the denominator factor
becoming small; as these bounds lie outside our ROI, they will not affect our results.
See text for details.
a rough functional form was chosen for each. For longitude, we analyzed the region
with |𝑙| < 70∘, and fit the profile of the dust map with a Gaussian. For latitude, we
considered |𝑏| < 45∘ and determined a best-fit using a combination of an exponential
and linear function. These two best-fits were then multiplied to give 𝑔(𝑟). Each of
the new templates were normalized such that the average value of all pixels with an
angle between 4.9 and 5.1 degrees from the Galactic Center was set to unity. This
was done in order to aid a comparison with the projected squared NFW template,
which is normalized similarly. An example of the final template is shown in Fig. A-11,
which was created using an 𝑓(𝑟) with 𝛾 = 0.8.
Note that there is no particular physics motivation behind this choice of modu-
lating function; we are attempting to create a dust-correlated map that mimics the
observed signal as closely as possible, even if it is not physically reasonable. Since
the dust map is integrated along the line of sight, the modulation we have performed
is also not precisely equivalent to the effect of changing the cosmic ray density in
the inner Galaxy – this analysis serves as a test of correlation with the gas, but the
modulation should not be interpreted as a cosmic-ray density map.
Each of the modulated-dust templates was combined with the three background
templates described in Sec. 2.4 and run through the maximum likelihood analysis.
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Figure A-12: In the left frame, we plot the improvement in TS between the template
fit performed using known backgrounds and a modulated Schlegel-Finkbeiner-Davis
dust map (22 degrees of freedom, corresponding to the 22 energy bins), and the fit
using only the known backgrounds, as a function of the inner profile slope 𝛾 of the
𝑓(𝑟) template used in constructing the modulation. In the right frame, we show the
improvement in TS when a 𝛾 = 1.18 dark matter template is added to the previous
fit, as a function of the inner profile slope 𝛾 of the 𝑓(𝑟) template.
The results can be seen in the left frame of Fig. A-12. Generically, the modulated-dust
template acquires an appreciable coefficient in a similar energy range to the observed
excess. (This should not be surprising, as the modulated-dust templates have been
designed to absorb the excess to the greatest degree possible.) The spectrum associ-
ated with the template fit using an 𝑓(𝑟) of 𝛾 = 0.8, near where the 𝜒2 was improved
most, is shown in the left frame of Fig. A-13. Nevertheless, when a dark matter
template was added to the analysis, there was always a substantial improvement in
quality of the fit, as shown in the right frame of Fig. A-12 for a dark matter template
with an inner slope of 𝛾 = 1.18.
When the dark matter template and modulated dust map are added to the fit to-
gether, both acquire non-negligible coefficients, as shown in the right frame of Fig. A-
13. The modulated dust map is correlated with a soft spectrum, similar to that of
the diffuse model, while the dark matter template acquires power in the ∼ 1− 5 GeV
range around the peak of the excess. The presence of the modulated dust map does
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Figure A-13: The left frame shows the spectra obtained from a template fit employing
the standard backgrounds and a modulated dust template, choosing 𝑓(𝑟) with 𝛾 = 0.8
(see text), in the standard ROI. In the right frame, we plot the coefficients from the
same template fit, but with an additional 𝛾 = 1.18 dark matter template included.
The normalization of the spectrum for the modulated dust template is described in
the text; the normalization of the diffuse model spectrum is as in Fig. A-10. Due
to the large variation in the amplitudes of the different spectra, we use a log scale;
where the central values are negative, we instead plot the 3𝜎 upper limit in that bin.
in this case substantially bias the extracted spectrum for the dark matter template
– this is not greatly surprising, as by construction the two templates are very similar
in shape.
The observant reader may note that the TS of the best-fit modulated dust map is
actually greater than the TS for the dark matter template. However, it appears this
may be due to the modulated dust map doing a better job of picking up unmodeled
emission correlated with the dust, rather than with the few-GeV excess. If the SFD
dust map is added to the fit to provide an additional degree of freedom to the diffuse
model, as described in App. A.2.3, the TS for the best fit dark matter template
becomes 1748, compared to 1302 for the best fit modulated dust.
The above conclusions were checked to be robust against the choice of ROI and
diffuse model; very similar results were found when the analysis was repeated using
the full sky or the p7v6 model.
It thus appears that a spatial modulation of the gas-correlated emission with
coincidental similarities to a dark matter signal could significantly bias the extracted
spectrum, but it is difficult (at least within the tests we have performed) to absorb the
excess completely. The Galactic Center analysis also finds no evidence for correlation
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between the excess and known gas structures. Thus even if the 𝜋0 background has
been modeled incorrectly, this deficiency seems unlikely to provide an explanation for
the observed signal.
A.3 Modifications to the Point Source Modeling and
Masking for the Inner Galaxy
As the point sources are concentrated along the Galactic disk and toward the Galac-
tic Center, mismodeling of point sources might plausibly affect the extraction of the
signal. To study the potential impact of mismodeling, and check the validity of our
point source model, in the Inner Galaxy analysis, we perform the following indepen-
dent tests:
∙ We allow the overall normalization of the point source model to float indepen-
dently in each energy bin (the relative normalizations of different sources at the
same energy are held fixed).
∙ We halve or double the flux of all sources in the point source model, relative to
the values given in the 2FGL catalog.
∙ We omit the point source model from the fit entirely.
∙ We furthermore investigate the impact of our (fairly arbitrary) choice of mask
radius, which is set at the 95% containment radius of the (energy-dependent)
PSF by default.
Plots showing the results of these various checks are found in Fig. A-14. We
find that the impact on the spectrum of even quite severe errors in the point source
modeling (such as omitting it entirely or multiplying all source fluxes by a factor of
two) is negligible, with the standard mask. Reducing the mask to a very small value
has a greater effect, but is still only substantial at the lowest energies; we attribute the
extra emission here to leakage from unmasked and poorly-subtracted bright sources.
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Figure A-14: Upper panel: Here we show the impact of changing the point source
mask radius, shrinking its original size from 1.0 to 0.6 and 0.2. We see that only at
the lower energies is there any impact. Lower panel, left frame: We show the result
of subtracting the point sources multiplied by a several values: 0, 0.5, 1 and 2. Lower
panel, right frame: We show the difference of allowing the point source model to float
at each energy as opposed to keeping it fixed. In the floating case we only perform
the fit up to 10 GeV; beyond this point it becomes numerically unstable. Our NFW
template has 𝛾 = 1.2 for all fits.
A.4 Shifting the Dark Matter Contribution Along
the Plane
The maps of Fig. 6 show residual bright structure along the Galactic plane. The
presence of other bright excesses with the same spectrum along the disk, not simply
in the Galactic Center, could favor astrophysical explanations for the signal. To test
this possibility, we shift the DM-annihilation-like spatial template along the Galactic
plane in 30∘ increments; as usual, the other templates in the fit are the Fermi Bubbles,
the diffuse model and an isotropic offset. For numerical stability and consistency of
the background modeling, we perform these fits over the full sky rather than the
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Figure A-15: Red stars indicate the Galactic Center spectrum, whereas blue diamonds
indicate the spectrum correlated with a DM-annihilation-like template (corresponding
to an NFW profile with an inner slope 𝛾 = 1.3) centered at 𝑏 = 0∘, 𝑙 = 30∘, instead of
at the Galactic Center. The band of horizontal lines indicates the spread of the best-
fit spectra correlated with DM-annihilation-like templates shifted in 30∘ increments
along the Galactic plane: for the ten other cases sampled (𝑙 = 60∘, 90∘, ..., 330∘), the
emission correlated with the DM-annihilation-like template was nearly an order of
magnitude below the Galactic Center excess at its peak, with no evidence of spectral
similarity. In this case we perform the fit over the full-sky ROI (with an appropriate
best-fit 𝛾), rather than our standard ROI, to ensure stability of the fit and keep the
fitted normalizations of the background templates similar over the different runs.
standard ROI. All templates are normalized so that their spectra reflect the flux
five degrees from their centers. For ten of the twelve points sampled, the emission
correlated with this template is very small; the cross-hatched band in Fig. A-15
shows the full range of the central values for these ten cases. For the point centered
at 𝑙 = 30∘, there is substantial emission correlated with the template at energies
below 1 GeV, but its spectrum is very soft, resembling the Galactic plane more than
the excess at the Galactic Center. The last point is the Galactic Center.
We have performed the same test shifting the center of the DM-annihilation-like
template in 5∘ increments from 𝑙 = −30∘ to 𝑙 = 30∘. The templates centered at
𝑙 = ±5∘ absorb emission associated with the Galactic Center excess, albeit with
lower amplitude; none of the other cases detect any excess of comparable size with a
similar spectrum.
202
A.5 Variations to the Galactic Center Analysis
In the default set of templates used in our Galactic Center analysis, we have employed
astrophysical emission models which include several additional components that are
not included within the official Fermi diffuse models or source catalogs. These in-
clude the two point sources described in Ref. [108] and a model tracing the 20 cm
synchrotron emission. In models without a dark matter contribution, these struc-
tures are extremely significant; the addition of the 20 cm template is preferred with
TS=130 (when fit with a broken power-law slope with 4 d.o.f), and the inclusion of
the additional two point sources is favored with TS=15.9 and 59.3 (when the first is
fit with a broken power-law with 4 d.o.f. the second with a simple power-law with 2
d.o.f).
Upon including the dark matter template in the fit, however, the significance of
these additional components is lessened substantially. In this fit, the addition of the
20 cm template and the two new point sources is preferred at only TS=12.2, 21.8, and
14.6, respectively. Additionally, our best-fit models attribute extremely soft spectra
to each of these sources. The 20 cm component has a hard spectrum at low energies
but breaks to a spectral index of -3.3 above 0.6 GeV. The spectral indices of the two
point sources are -3.1 and -2.8, respectively. The total improvement in TS for the
addition of these combined sources is 47.6.
In the upper frame of Fig. A-16, we compare the spectrum of the dark matter
template found in our default analysis to that found when the 20 cm template and
two additional point sources are not included (for 𝛾 = 1.3). The exclusion of these
additional components from the fit leads to a softer spectrum at energies below ∼1
GeV, but does not influence the spectrum or intensity of the dark matter residual at
higher energies.
In our default Galactic Center analysis, the isotropic emission is taken to follow
a power-law form, while the emission associated with the 20 cm template is allowed
to follow a broken power-law, and the Galactic diffuse model adopts a spectrum as
given by the model provided by the Fermi Collaboration. As a test of the robustness
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Figure A-16: Left frame: A comparison of the spectrum of the dark matter template
found in our default Galactic Center analysis to that found when the 20 cm template
and two additional point sources are not included in the fit (for 𝛾 = 1.3). The
exclusion of these additional components from the fit leads to a softer spectrum at
energies below ∼1 GeV, but does not influence the spectrum or intensity of the dark
matter residual at higher energies. Right frame: The spectrum of the dark matter
template found in our Galactic Center analysis under our default assumptions, and
when the flux in each energy bin is allowed to float freely for each of the isotropic, 20
cm, and Galactic diffuse components. Although the error bars become larger when
this additional freedom is allowed, the residual excess remains and is robust across a
wide range of energies. See text for details.
of our results to these assumptions, we perform our fit once again, allowing the flux
in each energy bin to float freely for each of the isotropic, 20 cm, and Galactic diffuse
components. In the lower frame of Fig. A-16, we compare the spectrum extracted
in this exercise to that found using our default assumptions. Although the error
bars become larger, the residual excess is found to be robust across a wide range of
energies.
Lastly, to explore the possibility that the gas distribution as implicitly described
by the diffuse model has a systematically biased radial distribution, we performed our
fits after distorting the morphology of the diffuse model template such that it becomes
brighter at a higher or lower rate as one approaches the center of the Galaxy. However,
we found this variation to yield no significant improvement in our fits.
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Appendix B
Dark Matter in Galaxy Groups
This appendix is organized as follows. First, we provide an extended description
of the main analysis results presented in chapter 3, including limits for different
annihilation channels, injected signal tests, individual bounds on the top ten galaxy
groups studied, and sky maps of the extragalactic DM halos. Secondly, we show how
the results are affected by variations in the analysis procedure, focusing specifically
on the halo selection criteria, data set type, foreground models, halo density and
concentration, substructure boost, and the galaxy group catalog.
B.1 Extended results
The bb¯ Channel. In the main Letter, the right panel of Fig. 3-1 demonstrates
how the limit on the 𝑏?¯? annihilation cross section depends on the number of halos
included in the stacking, for the case where 𝑚𝜒 = 100 GeV. In Fig. B-1, we show the
corresponding plot for 𝑚𝜒 = 10 GeV (left) and 10 TeV (right). As in the 100 GeV
case, we see that no single halo dominates the bound and that stacking a large number
of halos considerably improves the sensitivity.
The left panel of Fig. B-2 shows the maximum test statistic, TSmax, recovered for
the stacked analysis in the 𝑏?¯? channel. For a given data set 𝑑, we define the maximum
test-statistic in preference for the DM model, relative to the null hypothesis without
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Figure B-1: The change in the limit on the 𝑏?¯? annihilation channel as a function of
the number of halos included in the stacking, for 𝑚𝜒 = 10 GeV (left) and 10 TeV
(right). The 68 and 95% expectations from 200 random sky locations are indicated
by the red bands.
DM, as
TSmax(ℳ,𝑚𝜒) ≡ 2
[︁
logℒ(𝑑|ℳ, ̂︂⟨𝜎𝑣⟩,𝑚𝜒)− logℒ(𝑑|ℳ, ⟨𝜎𝑣⟩ = 0,𝑚𝜒)]︁ , (B.1)
where ̂︂⟨𝜎𝑣⟩ is the cross section that maximizes the likelihood for DM model ℳ.
The observed TSmax is negligible at all masses and well-within the null expectation
(green/yellow bands), consistent with the conclusion that we find no evidence for DM
annihilation.
Other Annihilation Channels. In general, DM may annihilate to a variety of
Standard Model final states. Figure B-2 (right) interprets the results of the analysis
in terms of limits on additional final states that also lead to continuum gamma-ray
emission. Final states that predominantly decay hadronically (𝑊+𝑊−, 𝑍𝑍, 𝑞𝑞, 𝑐𝑐,
𝑏?¯?, 𝑡𝑡) give similar limits because their energy spectra are mostly set by boosted pion
decay. The leptonic channels (𝑒+𝑒−, 𝜇+𝜇−) give weaker limits because gamma-rays
predominantly arise from final-state radiation or, in the case of the muon, radiative
decays. The 𝜏+𝜏− limit is intermediate because roughly 35% of the 𝜏 decays are
leptonic, while the remaining are hadronic. Of course, the DM could annihilate
into even more complicated final states than the two-body cases considered here
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Figure B-2: (Left) Maximum test statistic, TSmax, for the stacked analysis comparing
the model with and without DM annihilating to 𝑏?¯?. The green (yellow) bands show
the 68% (95%) containment over multiple random sky locations. (Right) The 95%
confidence limits on the DM annihilation cross section, as a function of the DM mass,
for the Standard Model final states indicated in the legend. These limits assume the
fiducial boost factor taken from Ref. [193]. Note that we neglect Inverse Compton
emission and electromagnetic cascades, which can be relevant for the leptonic decay
channels at high energies.
and the results can be extended to these cases [62, 63]. Note that the limits we
present for the leptonic final states are conservative, as they neglect Inverse Compton
(IC) emission and electromagnetic cascades, which are likely important at high DM
masses—see e.g., Ref. [212,282]. A more careful treatment of these final states requires
modeling the magnetic field strength and energy loss mechanisms within the galaxy
groups.
Injected Signal. An important consistency requirement is to ensure that the limit-
setting procedure does not exclude a putative DM signal. The likelihood procedure
employed here was extensively vetted in our companion paper [25], where we demon-
strated that the limit never excludes an injected signal. In Fig. B-3, we demonstrate
a data-driven version of this test. In detail, we inject a DM signal on top of the actual
data set used in the main analysis, focusing on the case of DM annihilation to 𝑏?¯? for
a variety of cross sections and masses. We then apply the analysis pipeline to these
maps. The top panel of Fig. B-3 shows the recovered cross sections, as a function
of the injected values. The green line corresponds to the 95% cross section limit,
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Figure B-3: (Top) Recovered cross section at maxiumum test statistic, TSmax, (blue
line) and limit (green line) obtained for various signals injected on top of the data.
(Bottom) The maximum test statistic obtained at various injected cross section values.
while the blue line shows the best-fit cross section. Note that statistical uncertainties
arising from DM annihilation photon counts are not significant here, as the dominant
source of counts arises from the data itself. The columns correspond to 10, 100, and
104 GeV DM annihilating to 𝑏?¯? (left, center, right, respectively). The bottom row
shows the maximum test statistic in favor of the model with DM as a function of
the injected cross section. The best-fit cross sections are only meaningful when the
maximum test statistic is & 1, implying evidence for DM annihilation. We see that
across all masses, the cross section limit (green line) is always weaker than the in-
jected value. Additionally, the recovered cross section (blue line) closely approaches
that of the injected signal as the significance of the DM excess increases.
Results for Individual Halos. Here, we explore the properties of the individual
galaxy groups that are included in the stacked analysis. These galaxy groups are
taken from the catalogs in Ref. [183] and [184], which we refer to as T15 and T17,
respectively. Table B.1 lists the top thirty galaxy groups, ordered by the relative
brightness of their inferred 𝐽-factor. Not all groups in this table are included in the
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stacking, as some of them satisfy one or more of the following conditions:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|𝑏| ≤ 20∘ ,
overlaps another halo to within 2∘ of its center ,
TSmax > 9 and (𝜎𝑣)best > 10× (𝜎𝑣)*lim .
(B.2)
Note that the overlap criteria is applied sequentially in order of increasing 𝐽-factor.
These selection criteria have been extensively studied on mock data in our companion
paper [25] and have been verified to not exclude a potential DM signal, even on data
as discussed above. Of the five halos with the largest 𝐽-factors that are excluded,
Andromeda is removed because of its large angular extent, and the rest fail the latitude
cut.
The exclusion of Andromeda is not a result of the criteria in Eq. B.2, so some
more justification is warranted. As can be seen in Table B.1, the angular extent of
Andromeda’s scale radius, 𝜃𝑠, is significantly larger than that of any other halo. To
justify 𝜃𝑠 as a proxy for angular extent of the emission, we calculate the 68% (95%)
containment angle of the expected DM annihilation flux, without accounting for the
PSF, and find 1.2∘ (4.4∘). This can be contrasted with the equivalent numbers for the
next most important halo, Virgo, where the corresponding 68% (95%) containment
angles are 0.5∘ (2.0∘). Because Andromeda is noticeably more extended beyond the
Fermi PSF, one must carefully model the spatial distribution of both the smooth
DM component and the substructure. Such a dedicated analysis of Andromeda was
recently performed by the Fermi collaboration [195]. Out of an abundance of caution,
we remove Andromeda from the main joint analysis, but we do show how the limits
change when Andromeda is included further below.
Figure B-4 shows the individual limits on the 𝑏?¯? annihilation cross section for
the top ten halos that pass the selection cuts and Fig. B-5 shows the maximum test
statistic (TSmax), as a function of 𝑚𝜒, for these same halos. The green and yellow
bands in Fig. B-4 and B-5 represent the 68% and 95% containment regions obtained
by randomly changing the sky location of each individual halo 200 times (subject to
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the selection criteria listed above). As is evident, the individual limits for the halos
are consistent with expectation under the null hypothesis—i.e., the black line falls
within the green/yellow bands for each of these halos. Some of these groups have been
analyzed in previous cluster studies. For example, the Fermi Collaboration provided
DM bounds for Virgo [176]; our limit is roughly consistent with theirs, and possibly
a bit stronger, though an exact comparison is difficult to make due to differences in
the data set and DM model assumptions.1
Figure B-6 provides the 95% upper limits on the gamma-ray flux associated with
the DM template for each of the top ten halos. The upper limits are provided for
26 energy bins and compared to the expectations under the null hypothesis. The
upper limits are generally consistent with the expectations under the null hypothesis,
though small systematic discrepancies do exist for a few halos, such as NGC3031,
at high energies. This could be due to subtle differences in the sky locations and
angular extents between the objects of interest and the set of representative halos
used to create the null hypothesis expectations.
To demonstrate the case of a galaxy group with an excess, we show the TSmax
distribution and the limit for NGC6822 in Fig. B-7. This object fails the selection
criteria because it is too close to the Galactic plane. However, it also exhibits a
TSmax excess and, as expected, the limit is weaker than the expectation under the
null hypothesis.
Sky maps. Fig. B-8 shows a Mollweide projection of all the 𝐽-factors inferred using
the T15 and T17 catalogs, smoothed at 2∘ with a Gaussian kernel. The map is shown
in Galactic coordinates with the Galactic Center at the origin. Looking beyond
astrophysical sources, this is how an extragalactic DM signal might show up in the
sky. Although this map has no masks added to it, a clear extinction is still visible
along the Galactic plane. This originates from the incompleteness of the catalogs
along the Galactic plane.
In Fig. B-9, we show the counts map in 20∘ × 20∘ square regions around each of
the top nine halos that pass the selection cuts. For each map, we show all photons
1Note that the 𝐽-factor in Ref. [176] is a factor of 4𝜋 too large.
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with energies above ∼500 MeV, indicate all Fermi 3FGL point sources with orange
stars, and show the extent of 𝜃𝑠 with a dashed orange circle. Given a DM signal, we
would expect to see emission extend out to 𝜃𝑠 at the center of these images.
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Name log10 𝐽 log10𝑀vir 𝑧 × 103 ℓ 𝑏 log10 𝑐vir 𝜃s 𝑏sh TSmax
Andromeda 19.8±0.4 12.4±0.1 0.17 121.5 -21.8 1.04±0.17 2.6 2.6 2.9
NGC4472
Virgo 19.1±0.4 14.6±0.1 3.58 283.9 74.5 0.80±0.18 1.2 4.5 1.0
NGC5128 18.9±0.4 12.9±0.1 0.82 307.9 17.1 0.99±0.17 0.9 3.1 0.0
NGC0253 18.8±0.4 12.7±0.1 0.79 98.2 -87.9 1.00±0.17 0.8 2.9 0.6
Maffei 1 18.7±0.4 12.6±0.1 0.78 136.2 -0.4 1.01±0.17 0.7 2.8 7.3
NGC6822 18.6±0.4 10.7±0.1 0.11 25.3 -18.4 1.17±0.17 0.8 1.7 16.7
NGC3031 18.6±0.4 12.6±0.1 0.83 141.9 40.9 1.02±0.17 0.7 2.8 0.0
NGC4696
Centaurus 18.3±0.4 14.6±0.1 8.44 302.2 21.7 0.80±0.18 0.5 4.5 6.6
NGC1399 18.3±0.4 13.8±0.1 4.11 236.6 -53.9 0.89±0.17 0.5 3.9 0.7
IC0356 18.3±0.4 13.5±0.1 3.14 138.1 12.7 0.92±0.17 0.4 3.5 0.0
NGC4594 18.3±0.4 13.3±0.1 2.56 299.0 51.3 0.94±0.17 0.4 3.4 0.0
Norma 18.2±0.3 15.1±0.2 17.07 325.3 -7.2 0.74±0.18 0.4 5.2 1.7
IC 1613 18.2±0.4 10.6±0.1 0.17 129.7 -60.6 1.18±0.17 0.5 1.7 0.0
NGC1275
Perseus 18.1±0.3 15.0±0.2 17.62 150.6 -13.3 0.75±0.18 0.4 5.2 0.0
NGC4736 18.1±0.4 12.2±0.1 1.00 124.8 75.8 1.05±0.17 0.4 2.6 0.9
NGC3627 18.1±0.4 13.0±0.1 2.20 241.5 64.4 0.98±0.17 0.4 3.2 27.2
NGC1316
Fornax 18.0±0.4 13.5±0.1 4.17 240.0 -56.7 0.92±0.17 0.3 3.5 2.3
NGC5236 18.0±0.4 12.2±0.1 1.09 314.6 32.0 1.05±0.17 0.3 2.6 22.1
IC0342 18.0±0.4 11.8±0.1 0.73 138.5 10.7 1.09±0.17 0.3 2.3 1.9
Coma 18.0±0.3 15.2±0.2 24.45 57.2 87.9 0.73±0.18 0.3 5.2 41.2
NGC4565 18.0±0.4 13.1±0.1 2.98 229.9 86.1 0.96±0.17 0.3 3.3 2.4
NGC3311
Hydra 18.0±0.3 14.4±0.1 10.87 269.6 26.4 0.82±0.17 0.3 4.3 0.1
NGC1553
Dorado 17.9±0.4 13.4±0.1 4.02 265.6 -43.5 0.94±0.17 0.3 3.4 0.0
NGC3379 17.9±0.4 12.9±0.1 2.42 233.6 57.8 0.99±0.17 0.3 3.1 0.0
NGC5194 17.9±0.4 12.6±0.1 1.84 104.9 68.5 1.01±0.17 0.3 2.8 4.9
ESO097-013 17.9±0.4 11.6±0.1 0.60 311.3 -3.8 1.11±0.17 0.3 2.1 13.5
NGC4258 17.9±0.4 12.5±0.1 1.64 139.0 68.9 1.03±0.17 0.3 2.7 0.5
NGC1068 17.9±0.4 13.3±0.1 3.60 172.0 -51.9 0.95±0.17 0.3 3.3 7.0
NGC4261 17.9±0.4 13.9±0.1 7.16 281.9 67.5 0.88±0.17 0.3 4.0 12.6
NGC4826 17.9±0.4 12.1±0.1 1.16 315.7 84.4 1.06±0.17 0.3 2.5 3.3
Table B.1: The top thirty halos included from the T15 [183] and T17 [184] catalogs,
as ranked by inferred 𝐽-factor, which includes the boost factor. For each group, we
show the brightest central galaxy and the common name, if one exists, as well as the
virial mass, cosmological redshift, Galactic coordinates, inferred concentration using
Ref. [187], angular extension, boost factor using the fiducial model from Ref. [193],
and the maximum test statistic (TSmax) over all 𝑚𝜒 between the model with and
without DM annihilating to 𝑏?¯?. A complete listing of all the halos used in this study
is provided as Supplementary Data.
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Figure B-4: The 95% confidence limit on the DM annihilation cross section to the 𝑏?¯?
final state for each of the top ten halos listed in Tab. B.1 that pass the selection cuts.
For each halo, we show the 68% and 95% containment regions (green and yellow,
respectively), which are obtained by placing the halo at 200 random sky locations.
The inferred 𝐽-factors, assuming the fiducial boost factor model [193], are provided
for each object.
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Figure B-5: Same as Fig. B-4, except showing the maximum test statistic (TSmax)
for each individual halo, as a function of DM mass. These results correspond to the
𝑏?¯? annihilation channel.
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Figure B-6: Same as Fig. B-4, except showing the 95% upper limit on the gamma-ray
flux correlated with the DM annihilation profile in each halo. We use 26 logarithmi-
cally spaced energy bins between 502 MeV and 251 GeV.
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Figure B-7: NGC6822 has one of the largest 𝐽-factors of the objects in the catalog,
but it fails the selection requirements because of its proximity to the Galactic plane.
We show the analog of Fig. B-5 (left) and Fig. B-4 (right). We see that this object
has a broad TSmax excess over many masses and a weaker limit than expected from
random sky locations.
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Figure B-8: Mollweide projection of all the 𝐽-factors inferred using the T15 and T17
catalogs, smoothed at 2∘ with a Gaussian kernel. If we could see beyond conventional
astrophysics to an extragalactic DM signal, this is how it would appear on the sky.
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Figure B-9: The Fermi -LAT data centered on the top nine halos that are included in
the stacked sample. We show the photon counts (for the energies analyzed) within a
20∘×20∘ square centered on the region of interest. The dotted circle shows the scale
radius 𝜃s, which is a proxy for the scale of DM annihilation, and the orange stars
indicate the Fermi 3FGL point sources.
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B.2 Variations on the Analysis
We have performed a variety of systematic tests to understand the robustness of the
results presented in chapter 3. Several of these uncertainties are discussed in detail
in our companion paper [25]; here, we focus specifically on how they affect the results
of the data analysis.
Halo Selection Criteria. Here, we demonstrate how variations on the halo selection
conditions listed above affect the baseline results of Fig. 3-1. In the left panel of
Fig. B-10, the red line shows the limit that is obtained when starting with 10,000
halos instead of 1000, but requiring the same selection conditions. Despite the modest
improvement in the limit, we choose to use 1000 halos in the baseline study because
systematically testing the robustness of the analysis procedure, as done in Ref. [25],
becomes computationally prohibitive otherwise. In order to calibrate the analysis for
higher halo numbers, it would be useful to use semi-analytic methods to project the
sensitivity, such as those discussed in Ref. [37, 410], although we leave the details to
future work.
Virgo is the object with the highest 𝐽-factor in the stacked sample. As made
clear in the dedicated study of this object by the Fermi Collaboration [176], there are
challenges associated with modeling the diffuse emission in Virgo’s vicinity. However,
we emphasize that the baseline limit is not highly sensitive to any one halo, including
the brightest in the sample. For example, the dotted line in the left panel of Fig. B-10
shows the impact on the limit after removing Virgo from the stacking. Critically, we
see that the limit is almost unchanged, highlighting that the stacked result is not
solely driven by the object with the largest 𝐽-factor.
The effect of including Andromeda (M31) is shown as the gray solid line. We
exclude Andromeda from the baseline analysis because of its large angular size, as
discussed in detail above. Our analysis relies on the assumption that the DM halos
are approximately point-like on the sky, which fails for Andromeda, and we therefore
deem it to fall outside the scope of the systematic studies performed here.
The dashed line shows the effect of tightening the condition on overlapping halos
218
101 102 103 104
mχ [GeV]
10−27
10−26
10−25
10−24
10−23
10−22
〈σ
v
〉[
cm
3
s−
1
]
Thermal relic cross section
Stacked Galaxy Groups
Halo selection criteria
Baseline
No overlap within 5◦
|b| ≥ 15◦
Excluding Virgo
Including M31
10k halos
101 102 103 104
mχ [GeV]
10−27
10−26
10−25
10−24
10−23
10−22
〈σ
v
〉[
cm
3
s−
1
]
Thermal relic cross section
Stacked Galaxy Groups
Effect of TSmax and 〈̂σv〉 cuts
Baseline
〈̂σv〉 > 20× 〈σv〉∗lim(mχ)
TSmax = 4
No cuts
Figure B-10: The same as the baseline analysis shown in the left panel of Fig. 3-1
of chapter 3, except varying several assumptions made in the analysis. (Left) We
show the effect of relaxing the overlapping halo criterion to 5∘ (dashed), reducing
the latitude cut to |𝑏| ≥ 15∘ (dot-dashed), excluding Virgo (dotted), and including
Andromeda (gray). The limit obtained when starting from an initial 10,000 halos is
shown as the red line. (Right) We show the effect of strengthening the cross section
(dashed) or weakening the TSmax (dot-dashed) selection criteria, as well as completely
removing the TSmax and cross section cuts (dotted).
from 2∘ to 5∘. Predictably, the limit is slightly weakened due to the smaller pool
of available targets. We also show the effect of decreasing the latitude cut to 𝑏 ≥
15∘ (dot-dashed line). In this case, the number of halos included in the stacked
analysis increases, but the limit is weaker—considerably so below 𝑚𝜒 ∼ 103 GeV.
The weakened limits are likely due to enhanced diffuse emission along the plane as
well as contributions from unresolved point sources, both of which are difficult to
accurately model. In cases with such mismodeling, the addition of a DM template
can generically improve the quality of the fit, which leads to excesses at low energies,
in particular. The baseline latitude cut ameliorates precisely these concerns.
The right panel of Fig. B-10 illustrates the effects of changing, or removing com-
pletely, the cross section and TSmax cuts on the halos. Specifically, the dashed black
line shows what happens when we require that a halo’s excess be even more in-
consistent with the limits set by other galaxy groups; specifically, requiring that
(𝜎𝑣)best > 20 × (𝜎𝑣)*lim. The dot-dashed line shows the limit when we decrease the
statistical significance requirement to TSmax > 4. Note that the two changes have
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Figure B-11: The results of the baseline analysis with the default cuts, as shown in
the left of Fig. 3-1, compared to the corresponding result when no cuts are placed on
the TSmax or cross section of the halos in the catalog. The significant offset between
the limit obtained with no cuts (dotted line) and the corresponding expectation from
random sky locations (red/blue band) demonstrates that many of the objects that
are removed by the TSmax and cross section cuts are legitimately associated with
astrophysical emission. See text for details.
opposite effects on the limits. This is expected because more halos with excesses are
included in the stacking procedure with the more stringent cross section requirement,
which weakens the limit, whereas fewer are included if we reduce the TSmax cut,
strengthening the limit.
The dotted line in the right panel of Fig. B-10 shows what happens when no
requirement at all is placed on the TSmax and cross section; in this case, the limit is
dramatically weakened by several orders of magnitude. We show the same result in
Fig. B-11 (dotted line), but with a comparison to the null hypothesis corresponding to
no TSmax and cross section cuts, which is shown as the 68% (95%) red (blue) bands.2
In the baseline case, the limit is consistent with the random sky locations—i.e., the
solid black line falls within the green/yellow bands. However, with no TSmax and cross
section cuts, this is no longer true—i.e., the dotted black line falls outside the red/blue
bands. Clear excesses are observed above the background expectation in this case, but
they are inconsistent with a DM interpretation as they are strongly excluded by other
halos in the stack. When deciding on the TSmax and cross section requirements that
2We thank A. Drlica-Wagner for suggesting this test.
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Figure B-12: The same as the baseline analysis shown in the left panel of Fig. 3-1
of chapter 3, except varying several assumptions made in the analysis. (Left) We
show the effect of using the top PSF quartile of the UltracleanVeto data set (dot-
dashed) and the p7v6 diffuse model (dashed). (Right) We show the effect of using the
cored Burkert profile [411] (dot-dashed) and the Diemer and Kravtsov concentration
model [412] (dotted). The “𝜌NFW-boosted profile” (dashed) shows what happens when
the annihilation flux from the subhalo boost is assumed to follow the NFW profile
(as opposed to a squared-NFW profile).
we used for the baseline analysis in Fig. 3-1, our goal was to maximize the sensitivity
reach while simultaneously ensuring that an actual DM signal would not be excluded.
We verified the selection criteria thoroughly by performing injected signal tests on
the data (discussed above) as well as on mock data (discussed in Ref. [25]). Ideally,
galaxy groups would be excluded from the stacking based on the specific properties
of the astrophysical excesses that they exhibit, as opposed to the TSmax and cross
section requirements used here. For example, one can imagine excluding groups that
are known to host AGN or galaxies with high amounts of star-formation activity. We
plan to study such possibilities in future work.
Data Set and Foreground Models. In the results presented thus far, we have used
all quartiles of the UltracleanVeto event class of the Fermi data. Alternatively, we can
restrict ourselves to the top quartile of events, as ranked by PSF. Using this subset
of data has the advantage of improved angular resolution, but the disadvantage of a
∼75% reduction in statistics. The left panel of Fig. B-12 shows the limit (dot-dashed
line) obtained by repeating the analysis with the top quartile of UltracleanVeto data;
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the bounds are weaker than in the all-quartile case, as would be expected. However,
the amount by which the limit weakens is not completely consistent with the decrease
in statistics. Rather, it appears that when we lower the photon statistics, more halos
that were previously excluded by the cross section and TSmax criteria in the baseline
analysis are allowed into the stacking and collectively weaken the limit.
Another choice that we made for the baseline analysis was to use the p8r2 fore-
ground model for gamma-ray emission from cosmic-ray processes in the Milky Way.
In this model, the bremsstrahlung and boosted pion emission are traced with gas
column-density maps and the IC emission is modeled using Galprop [105]. After
fitting the data with these three components, any ‘extended emission excesses’ are
identified and added back into the foreground model [413]. To study the dependence
of the results on the choice of foreground model, we repeat the analysis using the
Pass 7 gal_2yearp7v6_v0.fits (p7v6) model, which includes large-scale structures like
Loop 1 and the Fermi bubbles—in addition to the bremsstrahlung, pion, and IC
emission—but does not account for any data-driven excesses as is done in p8r2. The
results of the stacked analysis using the p7v6 model are shown in the left panel of
Fig. B-12 (dashed line). The limit is somewhat weaker to that obtained using p8r2,
though it is broadly similar to the latter. This is to be expected for stacked anal-
yses, where the dependence on mismodeling of the foreground emission is reduced
because the fits are done on small, independent regions of the sky, so that offsets in
the point-to-point normalizations of the diffuse model can have less impact. For more
discussion of this point, see Ref. [45,48,60,243].
Halo Density Profile and Concentration. Our baseline analysis makes two as-
sumptions about the profiles of gamma-ray emission from the extragalactic halos.
The first assumption is that the DM profile of the smooth halo is described by an
NFW profile:
𝜌NFW(𝑟) =
𝜌𝑠
𝑟/𝑟𝑠 (1 + 𝑟/𝑟𝑠)2
, (B.3)
where 𝜌𝑠 is the normalization and 𝑟𝑠 the scale radius [75]. The NFW profile suc-
cessfully describes the shape of cluster-size DM halos in 𝑁 -body simulations with
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and without baryons (see, e.g., Ref. [91, 414]). However, some evidence exists point-
ing to cored density profiles on smaller scales (e.g., dwarf galaxies), and the density
profiles in these systems may be better described by the phenomenological Burkert
profile [411]:
𝜌Burkert(𝑟) =
𝜌𝐵
(1 + 𝑟/𝑟𝐵)(1 + (𝑟/𝑟𝐵)2)
, (B.4)
where 𝜌𝐵 and 𝑟𝐵 are the Burkert corollaries to the NFW 𝜌𝑠 and 𝑟𝑠, but have numer-
ically different values. While it appears unlikely that the Burkert profile is a good
description of the DM profiles of the cluster-scale halos considered here, using this
profile provides a useful systematic variation because it predicts less annihilation flux
than the NFW profile does. The right panel of Fig. B-12 shows the effect of using the
Burkert profile to describe the halos in the T15 and T17 catalogs (dot-dashed line);
the limit is slightly weaker, as expected.
The second assumption we made is that the shape of the gamma-ray emission
from DM annihilation follows the projected integral of the DM-distribution squared.
This is likely incorrect because the contribution from the boost factor, which can be
substantial, should have the spatial morphology of the distribution of DM subhalos.
Neglecting tidal effects, we expect the subhalos to follow the DM distribution (instead
of the squared distribution). Including tidal effects is complicated, as subhalos closer
to the halo center are more likely to be tidally stripped, which both increases their
concentration and decreases their number density. We do not attempt to model the
change in the spatial morphology of the subhalo distribution from tidal stripping and
instead consider the limit where the annihilation flux from the subhalo boost follows
the NFW distribution. This gives a much wider angular profile for the annihilation
flux for large clusters, compared to the case where the boost is simply a multiplicative
factor. The dashed line in the right panel of Fig. B-12 shows the effect on the limit
of modeling the gamma-ray emission in this way (labeled “𝜌NFW-boosted profile”).
The extended spatial profile leads to a minimal change in the limit over most of the
mass range, which is to be expected given that most of the galaxy groups can be
well-approximated as point sources.
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A halo’s virial concentration is an indicator of its overall density and is defined as
𝑐vir ≡ 𝑟vir/𝑟𝑠, where 𝑟vir is the virial radius and 𝑟𝑠 the NFW scale radius of the halo.
A variety of models exist in the literature that map from halo mass to concentration.
Our fiducial case is the Correa et al. model from Ref. [187]. Here we show how the
limit (dotted line) changes when we use the model of Diemer and Kravtsov [412],
updated with the Planck 2015 cosmology [188]. The change to the limit is minimal,
which is perhaps a reflection of the fact that the change in the mean concentrations
between the concentration-mass models is small compared to the statistical spread
predicted in these models, which is incorporated into the 𝐽-factor uncertainties. We
have also verified that increasing the dispersion on the concentration for the Correa et
al. model to 0.24 [415], which is above the 0.14–0.19 range used in the baseline study,
worsens the limit by a 𝒪(1) factor.
Substructure Boost. Hierarchical structure formation implies that larger struc-
tures can host smaller substructures, the presence of which can significantly en-
hance signatures of DM annihilation in host halos. Although several models exist
in the literature to characterize this effect, the precise enhancement sensitively de-
pends on the methods used as well as the astrophysical and particle physics proper-
ties that are assumed. Phenomenological extrapolation of subhalo properties (e.g.,
the concentration-mass relation) over many orders of magnitude down to very small
masses 𝒪(10−6) M⊙ lead to large enhancements of 𝒪(102) and 𝒪(103) for galaxy-
and cluster-sized halos, respectively [190]. Recent numerical simulations and analytic
studies [187,191,192] suggest that the concentration-mass relation flattens at smaller
masses, yielding boosts that are much more modest, about an order-of-magnitude be-
low phenomenological extrapolations [416, 417]. In addition, the concentration-mass
relation for field halos cannot simply be applied to subhalos, because the latter un-
dergo tidal stripping as they fall into and orbit their host. Such effects tend to make
the subhalos more concentrated—and therefore more luminous—than their field-halo
counterparts, though the number-density of such subhalos is also reduced [193].
When taken together, the details of the halo formation process shape the subhalo
mass function 𝑑𝑛/𝑑𝑀sh ∝ 𝑀−𝛼sh , where 𝛼 ∈ [1.9, 2.0]. The mass function does not
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Figure B-13: (Left) Examples of substructure boost models commonly used in the
literature, reproduced from [25]. Our fiducial model, based on Ref. [193] using𝑀min =
10−6 M⊙ and self-consistently computing 𝛼, is shown as the thick green solid line.
Variations on 𝑀min and 𝛼 are shown with the dotted and dashed lines, respectively.
Also plotted are the boost models of Moliné [418] (red) and Gao [190] (grey). (Right)
The same as the baseline analysis shown in the left panel of Fig. 3-1 of chapter 3,
except varying the boost model.
follow a power-law to arbitrarily low masses, however, because the underlying particle
physics model for the DM can place a minimum cutoff on the subhalo mass, 𝑀min.
For example, DM models with longer free-streaming lengths wash out smaller-scale
structures, resulting in higher cutoffs.
The left panel of Fig. B-13 shows a variety of boost models commonly used in
DM studies. The fiducial boost model used here [193] is shown as the thick green
solid line and variations on 𝑀min and 𝛼 are also plotted. The right panel of Fig. B-13
shows that the expected limit when 𝑀min = 104 M⊙ instead of 𝑀min = 10−6 M⊙
(dot-dashed) is weaker across all masses. While a minimum subhalo mass of 104 M⊙
is likely inconsistent with bounds on the kinetic decoupling temperature of thermal
DM, this example illustrates the importance played by 𝑀min in the sensitivity reach.
Additionally, Fig. B-13 demonstrates the case where 𝛼 = 2.0 (dashed line). Increasing
the inner slope of the subhalo mass function leads to a correspondingly stronger limit,
however observations tend to favor a slope closer to 𝛼 = 1.9 (which is what the most
massive halos correspond to in our fiducial case).
Ref. [417] derived a boost factor model that accounts for the flattening of the
225
concentration-mass relation at low masses, but does not include the effect of tidal
stripping. They assume a minimum sub-halo mass of 10−6 M⊙ and a halo-mass
function 𝑑𝑁/𝑑𝑀 ∼ 𝑀−2. This was updated by Ref. [418] to account for the effect
of tidal disruption. This updated boost factor model, which takes 𝛼 = 1.9, gives
the constraint shown in Fig. B-13 labeled “Moliné” (dotted). This model is to be
contrasted with the boost factor model of Ref. [190], labeled “Gao” in Fig. B-13 (grey-
dashed), which uses a phenomenological power-law extrapolation of the concentration-
mass relation to low sub-halo masses. Because the annihilation rate increases with
increasing concentration parameter, the model in Ref. [190] predicts substantially
larger boosts than other scenarios that take into account a more realistic flattening
of the concentration-mass relation at low subhalo masses.
Galaxy Group Catalog. We now explore the dependence of the results on the
group catalog that is used to select the halos. In this way, we can better understand
how the DM bounds are affected by uncertainties on galaxy clustering algorithms
and the inference of the virial mass of the halos. The baseline limits are based on
the T15 and T17 catalogs, but here we repeat the analysis using the Lu et al. cat-
alog [419], which solely relies on 2MRS observations. The group-finding algorithm
used by Ref. [419] is different to that of T15 and T17 in many ways, relying on a
friends-of-friends algorithm as opposed to one based on matching group properties
at different scales to 𝑁 -body simulations. Lu et al. also use a different halo mass
determination. For these reasons, it provides a good counterpoint to T15 and T17
for estimating systematic uncertainties associated with the identification of galaxy
groups. While T17 includes measured distances for nearby groups, the Lu catalog
corrects for the effect of peculiar velocities following the prescription in Ref. [420]
and the effect of Virgo infall as in Ref. [421]. Figure B-14 is a repeat of Fig. 3-1 in
chapter 3, except using the Lu et al. catalog. Despite important differences between
the group catalogs used, the Lu et al. results are very similar to the baseline case.
There are a variety of sources of systematic uncertainty beyond those described here
that deserve further study. For example, a systematic bias in the 𝐽-factor determi-
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Figure B-14: The same as Fig. 3-1 of chapter 3, except using the Lu et al. galaxy
group catalog [419] (dashed) instead of the T15 and T17 catalogs in the baseline
analysis.
nation due to offsets in either the mass inference or the concentration-mass relation
can be a potential source of uncertainty. A better understanding of the galaxy-halo
connection and the small-scale structure of halos is required to mitigate this. Further-
more, we assumed distance uncertainties to be subdominant in our analysis. While
this is certainly a good assumption over the redshift range of interest—nearby groups
have measured distances, while groups further away come with spectroscopic redshift
measurements with small expected peculiar velocity contamination—uncertainties on
these do exist. We have also assumed that our targets consist of virialized halos and
have not accounted for possible out-of-equilibrium effects in modeling these [422].
227
228
Appendix C
Dark Matter Decay
The appendix is organized as follows. In Sec. C.1, we provide more detail regarding the
methods used in chapter 4. In particular, we discuss the calculations of the gamma-
ray spectra and the data analysis. In Sec. C.2, we give extended results beyond those
given in chapter 4. Then, in Sec. C.3, we characterize and test sources of systematic
uncertainty that could affect our results. Lastly, in Sec. C.4, we describe additional
theory considerations for our analysis, including additional final states, extending
our results to higher masses, and also additional models beyond those discussed in
chapter 4.
C.1 Methods
We begin this section by detailing the calculations of the prompt and secondary
spectra from DM decay. Then, we discuss in detail the likelihood profile technique
used in this paper.
C.1.1 Spectra
This section provides a more detailed description of the gamma-ray spectra that re-
sult from heavy DM decay. There is a natural decomposition into three components:
(1) prompt Galactic gamma-ray emission, (2) Galactic inverse Compton (IC) emis-
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sion from high-energy electrons and positrons up-scattering background photons, and
(3) extragalactic flux from DM decay outside of our Galaxy. As mentioned in chap-
ter 4, when calculating the prompt spectrum (and the primary electron and positron
flux) it is crucial, for certain final states, to included electroweak radiative processes,
as these may be the only source of gamma-ray emission. To illustrate this point,
in Tab. C.1 we show the average number of primary gamma-rays, neutrinos, and
electrons coming from DM decay to 𝑏 ?¯? and 𝜈 𝜈 for various DM masses. We note
that for 𝑚𝜒 = 100GeV there are in average 3 (0) hadrons in the final state, while
for 𝑚𝜒 = 1PeV there are 77 (1) hadrons for the 𝑏?¯? (𝜈𝑒𝜈𝑒) decay mode. The energy
fraction of these hadrons is 13 (0)% and 16 (0.5)% for 𝑏?¯? (𝜈𝑒𝜈𝑒) modes with a DM
mass of 100GeV and 1PeV, respectively. In addition, the energy fractions of pho-
tons, neutrinos and electrons are almost independent of the DM mass for the 𝑏?¯? decay
mode. This can be understood as the majority of these final states originate from
pion decays.
𝜒→ 𝑏 ?¯? 𝜒→ 𝜈𝑒 𝜈𝑒
𝑚𝜒 𝛾 𝜈 𝑒
−/𝑒+ All 𝛾 𝜈 𝑒−/𝑒+ All
100 GeV 26 66 23 120 0 2 0 2
1 TeV 58 150 51 270 0.37 3 0.36 3.8
10 TeV 120 320 110 570 2.0 7.4 1.9 12
100 TeV 250 660 230 1200 5.1 15 4.8 26
1 PeV 490 1300 440 2300 9.2 27 8.7 46
Table C.1: Average number of final state particles for DM decay to bottom quarks or
electron neutrinos. For the neutrino case, the presence of electroweak corrections has
a large impact on the resulting spectrum for higher masses, whereas for the hadronic
final state the effect is less important.
Additionally, we show the typical number of radiated 𝑊 and 𝑍 bosons. In the 𝑏?¯?
case, electroweak corrections are not significant even for 1PeV DM. However, in the
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Figure C-1: Gamma-ray and neutrino spectra for DM decaying to 𝑏 ?¯? (left) and a
model of gravitino DM (right) as detailed in Sec. C.4 below, with 𝑚𝜒 = 10 PeV and
𝜏 = 1027 s. All fluxes are normalized within the ROI used in our main analysis. Fermi
can detect photons in the range ∼ 0.2 − 2000GeV. For heavy DM decays, the flux
in the Fermi energy range is dominated by the IC and extragalactic contributions,
rather than the prompt Galactic emission.
𝜈𝜈 case the radiated 𝑊 and 𝑍 bosons are responsible for the majority of the primary
particles (and all of the gamma-rays and electrons) at masses above the electroweak
scale. The importance of these electroweak corrections on dark matter annihila-
tion/decay spectra have been previously noted (see e.g. [225–235]). For DM masses
above 10PeV, the large number of final states implies that generation of the spectra
through showering in Pythia is no longer practical. We discuss in Appendix C.4.2
how we extend our spectra beyond these masses.1
As was shown in Fig. 4-2 in chapter 4, the prompt flux tends to be most important
for lower DM masses near the Fermi energy range, while the IC emission may play a
leading role for DM masses near the PeV scale. The extragalactic flux is important
over the whole mass range, but at very high masses – well above the PeV scale –
the extragalactic flux may be the only source of gamma-rays in the Fermi energy
range. To illustrate these points, Fig. C-1 shows the gamma-ray and neutrino spectra
1Publicly available DM spectra, such as those in [62, 63, 186], do not extend up to these high
masses, which is why we have recalculated them. While there are certainly modeling errors associated
with running Pythia at these very high energies, they are expected to be subdominant to the
astrophysical uncertainties inherent in this analysis. We extend the spectra above 10 PeV by rescaling
the appropriately normalized spectrum, as described and validated in this appendix.
231
10-1 100 101 102 103 104 105 106 10710-9
10-8
10-7
10-6
� [���]
�� �
Φ/��[
���
/��� /
�/��]
��→���χ=��� ���� τ=���� �
������ γ������������� γ�������� + �� ν
100 102 104 106 108 1010 1012
10-9
10-8
10-7
10-6
� [���]
�� �
Φ/��[
���
/��� /
�/��]
��→���χ=� ���� τ=���� �
Figure C-2: Gamma-ray and neutrino spectra for DM decaying to 𝑏 ?¯? for two differ-
ent DM masses: 100 GeV (left) and 1012 GeV (right). These should be compared
to the Fermi energy range of ∼ 0.2 − 2000 GeV. For the lighter DM case, prompt
emission dominates, whilst at higher masses the dominant contribution is from the
extragalactic flux. In neither of these cases is IC emission relevant, this only con-
tributes meaningfully for intermediate 𝒪(PeV − EeV) masses, as seen on the left of
Fig. C-1.
at Earth, normalized to within the ROI used in our main analysis, for 10PeV DM
decay with 𝜏 = 1027 s. We consider two final states, 𝑏 ?¯? (left) and the gravitino model
(right), which is described in more detail later in this appendix.
Importantly, for DM masses &1TeV, the gravitino decays roughly 50% of the time
into 𝑊± ℓ∓, where ℓ∓ are SM leptons, and 50% of the time into 𝑍0 𝜈 and ℎ 𝜈. These
latter two final states are responsible for the sharp rise in the Galactic and extragalac-
tic neutrino spectrum in the gravitino model at energies approaching the DM mass
(10PeV in this case). In both cases, however, the prompt gamma-ray spectra are seen
to be sub-dominant within the Fermi energy range, which extends up to ∼2TeV. At
the upper end of the Fermi energy range, the IC emission is the dominant source of
flux, while the extragalactic emission extends to much lower energies.
To illustrate this point further, we show in Fig. C-2 the 𝑏 ?¯? final-state spectra for
𝑚𝜒 = 100GeV and 1ZeV
(︀
= 1012 GeV
)︀
. In the low-mass case, the IC emission
is produced in the Thomson regime and peaks well below the Fermi energy range.
Furthermore, in this case the extragalactic spectrum is generally sub-dominant to
the prompt Galactic emission. In the high-mass case, the extragalactic flux is the
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only source of emission within the Fermi energy range. Indeed, it is well known that
the extragalactic spectrum approaches a universal form, regardless of the primary
spectra (e.g. see [212]; also as plotted in Fig. C-12). This can be seen by comparing
the extragalactic spectrum on the right of Fig. C-2 to that on the left on Fig. C-1, and
this is explored in more detail in Sec. C.4.2. Finally for the ZeV DM decays, the IC
emission is still largely peaked in the Fermi energy range, but has now transitioned
completely to the Klein-Nishina regime, where the cross section is greatly reduced. As
such its contribution is several orders of magnitude sub-dominat to the extragalactic
flux. Note that in Fig. C-2, and in subsequent spectral plots, we have used a galactic
𝐽-factor that is averaged over our ROI. In detail, if we define 𝜌(𝑠, 𝑙, 𝑏) to be the DM
density as a function of distance from Earth 𝑠, as well as galactic longitude 𝑙 and
latitude 𝑏, then we used:
𝐽 =
∫︁
ROI
dΩ
∫︁
d𝑠 𝜌(𝑠, 𝑙, 𝑏)/
∫︁
ROI
dΩ ≃ 4.108× 1022 GeV cm−2 . (C.1)
This is larger than the all-sky averaged value by a factor of 2.6.
In chapter 4, we assumed that for the energies relevant for Fermi, the IC morphol-
ogy will be effectively identical to that of the prompt DM decay flux. This justified
the combination of the prompt and IC flux into a single spatial template which fol-
lowed the above 𝐽-factor. In principle there are at least three places additional spatial
dependence could enter, beyond the prompt 𝑒± spatial distribution injected by DM
decays: 1. the distribution of the seed photon fields; 2. the distribution of the mag-
netic fields under which the electrons cool; and 3. the diffusion of the 𝑒±. Referring
to the first of these, there are three fields available to up-scatter off: the CMB, the
integrated stellar radiation, and the infrared background due to the irradiated stellar
radiation. These last two are position dependent and tend to decrease rapidly off
the plane. So as long as we look off the plane, as we do, the CMB dominates and
is position independent. Importantly, neglecting the other contributions is conserva-
tive, as they would only contribute additional flux. Regarding the second point, the
regular and halo magnetic fields play an important role in the 𝑒± cooling. The former
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Figure C-3: A comparison between the 1 PeV 𝑏 ?¯? DM spectrum and that from our
background models, for the largest lifetime we can constrain using only either Galactic
(𝜏 = 8.4× 1027 s) or extragalactic (𝜏 = 1.7× 1027 s) DM flux. Spectra are averaged
over the ROI used in our analysis. Left: Here we show the diffuse Galactic spectrum,
compared to the smallest Galactic (prompt and IC) flux we can constrain. For the
diffuse model we show the 68% confidence interval determined from the posterior of
our fit in each energy bin. Diffuse emission is responsible for the vast majority of
the photons seen in our analysis, and it sits several orders of magnitude above the
DM flux we can constrain in most energy bins. Right: The 68% confidence intervals
on the spectrum of our isotropic and point source models, compared to the weakest
extragalactic DM flux we can constrain. We also show in this plot the bin-by-bin 95%
limit we set on extragalactic flux, homogenious across the northern and southern sub-
regions. Further, we illustrate the IGRB as measured by Fermi [35], which is in good
agreement with our isotropic spectrum across most of the energy range. See text for
details.
component highly depends on the Galactic latitude and decays off the plane; it is
subdominant to the halo magnetic field in our ROI, so we ignore it. Finally, for the
energies of interest, the diffusion of the 𝑒± can be neglected to a good approximation
on the scales of interest, as discussed in [237]. The halo field is expected to be strong
enough for electrons and positrons to lose their energy in the halo.
Finally, Fig. C-3 shows the spectrum of the weakest Galactic and extragalactic DM
fluxes we can constrain for 1PeV DM decaying to bottom quarks, directly compared
to the background contributions. In these figures, the three background components
from our fits – diffuse, isotropic, and point source emission – are shown via a band
between the 16 and 84 percentiles on these parameters extracted from the posterior,
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where the values are given directly in each of our 40 energy bins. Between these fig-
ures we see that diffuse emission dominates over essentially the entire energy range.
We also see that the value of the isotropic flux is not particularly well constrained
within our small ROI, especially at higher energy. It is is important to note that our
isotropic spectrum is found by averaging the spectra in the north and south, which
are fit independently. As a comparison, we also show the 95% limit on homogenous
extragalactic emission, which is by definition the same in the northern and southern
hemispheres. Reassuringly, our limit on extragalactic emission tends to be weaker
than the isotropic gamma-ray background (IGRB) as measured by Fermi [35], which
is also shown in that figure. The IGRB was determined from a dedicated analysis at
high-latitudes using a data set with very low cosmic-ray contamination. Even though
our ROI and data set are far from ideal for determining the IGRB, we see that our
isotropic spectrum is generally in very good agreement with the Fermi IGRB up to
energies of around a few hundred GeV; at higher energies, our isotropic spectrum ap-
pears higher than the IGRB, perhaps because of cosmic ray contamination. However,
this should only make our high-energy extragalactic results conservative.
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C.1.2 Data analysis
In this section, we expand upon the profile-likelihood analysis technique used in this
work (see [242] for comments on this method). The starting point for this is the data
itself, which we show in Fig. C-4. There we show our ROI in the context of the full
dataset. Recall this ROI is defined by |𝑏| > 20∘ and 𝑟 < 45∘, with 3FGL PSs masked;
this particular choice is discussed in detail in Sec. C.3. The raw Fermi data is a list
of photons with associated energies and positions on the sky. We bin these photons
into 40 energy bins, indexed by 𝑖, that are equally log spaced from 200 MeV and 2
TeV. In each energy bin we then take the resulting data 𝑑𝑖, and spatially bin it using
a HEALPix [196] pixelation with nside=128. This divides our ROI into 12,474 pixels
(before the application of a point source mask), which we index with 𝑝. The result of
this energy and spatial binning reduces the raw data into a list of integers 𝑛𝑝𝑖 for the
number of photons in pixel 𝑝 in the 𝑖th energy bin.
To determine the allowable DM decay contribution to this data, we need to de-
scribe it with a set of model parameters 𝜃 = {𝜓, 𝜆}. As discussed in chapter 4, 𝜓
are the parameters of interest which describe the DM flux, while 𝜆 are the set of nui-
sance parameters. In detail 𝜓 accounts for the Galactic and separately extragalactic
Figure C-4: The data within our Region of Interest (ROI), defined by |𝑏| > 20∘ and
𝑟 < 45∘, where 𝑟 is the angular distance from the GC. This ROI is shown in the
context of the full data, shown with a lower opacity, for two different energy ranges:
0.6-1.6 GeV (left) and 20-63 GeV (right). In both cases the data has been smoothed
to 2∘, and all 3FGL point sources within our ROI have been masked at their 95%
containment radius. These are shown in blue, and are much larger on the left than
the right as the Fermi PSF increases with decreasing energy. In our lowest energy
bin (not shown), the point source mask covers most of our ROI. In both figures, red
shades indicate increased photon counts, while in the left (right) orange (blue) shades
illustrate regions of low photon counts.
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DM decay flux, and 𝜆 models the Galactic diffuse emission, Fermi bubbles, isotropic
flux, and emission from PSs. Recall that each of the nuisance parameters is given a
separate degree of freedom in the northern and southern Galactic hemispheres.
In terms of these model parameters, we can then build up a likelihood function
in terms of the binned data. In doing so, we treat each energy bin independently, so
that in the 𝑖th bin we have:
𝑝𝑖
(︀
𝑑𝑖
⃒⃒
𝜃𝑖
)︀
=
∏︁
𝑝
𝜇𝑝𝑖 (𝜃𝑖)
𝑛𝑝𝑖 𝑒−𝜇
𝑝
𝑖 (𝜃𝑖)
𝑛𝑝𝑖 !
, (C.2)
where 𝜇𝑝𝑖 (𝜃𝑖) is the mean predicted number of photon counts in that pixel as a func-
tion of the model parameters 𝜃𝑖 = {𝜓𝑖, 𝜆𝑖}. The 𝜇𝑝𝑖 (𝜃𝑖) are calculated from the set
of templates used in the fit, which describe the spatial distribution of the various
contributions described above. More specifically, if the 𝑗th template in energy bin
𝑖 predicts 𝑇 𝑗,𝑝𝑖 counts in the pixel 𝑝, then 𝜇
𝑝
𝑖 (𝜃𝑖) =
∑︀
𝑗 𝐴
𝑗
𝑖 (𝜃𝑖)𝑇
𝑗,𝑝
𝑖 , where 𝐴
𝑗
𝑖 (𝜃𝑖) is
the normalization of the 𝑗th template as a function of the model parameters. In our
analysis, all of the normalization functions are linear in the model parameters, and in
particular there is a model parameter that simply rescales the normalization of each
template in each energy bin.
The likelihood profile in the single energy bin, as a function of the parameters of
interest 𝜓𝑖, is then given by maximizing the log likelihood over the nuisance parame-
ters 𝜆𝑖:
log 𝑝𝑖
(︀
𝑑𝑖
⃒⃒
𝜓𝑖
)︀
= max
𝜆𝑖
log 𝑝𝑖
(︀
𝑑𝑖
⃒⃒
𝜃𝑖
)︀
. (C.3)
This choice to remove the nuisance parameters by taking their maximum is what
defines the profile-likelihood method. After doing so we have reduced the likelihood
to a function of just the DM parameters, which are equivalent to the isotropic and
LOS integrated NFW correlated flux coming from DM decay. As such, we can write
log 𝑝𝑖
(︀
𝑑𝑖
⃒⃒
𝜓𝑖
)︀
= log 𝑝𝑖
(︁
𝑑𝑖
⃒⃒⃒{︁
𝐼 𝑖iso, 𝐼
𝑖
NFW
}︁)︁
. (C.4)
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For a given DM decay model,ℳ, there will be a certain set of values for {𝐼 𝑖iso, 𝐼 𝑖NFW}
in each energy bin. Given these, the likelihood associated with that model is given
by:
log 𝑝
(︀
𝑑
⃒⃒ℳ, {𝜏,𝑚𝜒})︀ = 39∑︁
𝑖=0
log 𝑝𝑖
(︁
𝑑𝑖
⃒⃒⃒{︁
𝐼 𝑖iso, 𝐼
𝑖
NFW
}︁)︁
, (C.5)
where we have made explicit the fact that in most models the lifetime 𝜏 and mass
𝑚𝜒 are free parameters. We then define the test statistic (TS) used to constrain the
model ℳ by2
TS
(︀ℳ, {𝜏,𝑚𝜒})︀ = 2× [︁ log 𝑝(︀𝑑⃒⃒ℳ, {𝜏,𝑚𝜒})︀− log 𝑝(︀𝑑⃒⃒ℳ, {𝜏 =∞,𝑚𝜒})︀]︁ . (C.6)
Note that fundamentally it is the list of values {𝐼 𝑖iso, 𝐼 𝑖NFW} that determine the TS.
This means we can build a 2-d table of TS values in each energy bin as a function
of the extragalactic and Galactic DM flux. This table only needs to be computed
once; afterwards a given model can be mapped onto a set of flux values, which has
an associated TS in the tables. This is the approach we have followed, and we show
these DM flux versus TS functions in Sec. C.2. The table of TS values is also available
as Supplementary Data [245].
C.2 Likelihood Profiles
As described in chapter 4, our limits on specific DM final states and models are
obtained from 2-d likelihood profiles, where the two dimensions encompass LOS inte-
grated NFW correlated Galactic gamma-ray flux and extragalactic gamma-ray flux.
In Figs. C-5 and C-6 we show slices of these log-likelihood profiles when the extragalac-
tic DM-induced flux is set to zero. The bands indicate the 68% and 95% confidence
intervals for the expected profiles obtained from background-only MC simulations.
2Note that this TS stands in contrast to that used in [213]; in that work, the TS was similarly
defined, except that instead of using 𝜏 = ∞ as a reference the 𝜏 of maximal likelihood was used.
The definition of TS used here is more conservative than that in [213], though formally, with Wilk’s
theorem in mind, our limits do not have the interpretation of 95% constraints.
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Figure C-5: The change in log-likelihood, TS ≡ 𝑝𝑖(𝑑𝑖|{𝐼 𝑖NFW})−𝑝𝑖(𝑑𝑖|{𝐼 𝑖NFW = 0}), as
a function of the intensity 𝐼 𝑖NFW of NFW-correlated emission in the first 20 energy bins.
The measurement is given by the dashed red line, and the 68% and 95% confidence
regions as derived from MC are given by the purple and pink bands respectively. In
most energy bins, the likelihood curves from the analysis of the data is seen to agree,
within statistical uncertainties, with the expectation from the background templates
only, as indicated by the MC bands.
The simulations use the set of background (“nuisance”) templates normalized to the
best-fit values obtained from a template analysis of the data in the given energy bin.
In most energy bins, the results obtained on the real data are consistent with the
MC expectations, showing that – for the most part – we are in a statistics-dominated
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Figure C-6: As in C-5, except for the later 20 energy bins.
regime. In some energy bins, such as that from 15.9–20.0 GeV, the data shows a small
excess in the TS compared to the MC expectation. While such an excess is perhaps
not surprising since we are looking at multiple independent energy bins, it could also
arise from a systematic discrepancy between the background templates and the real
data. More of a concern are energy bins where the limits set from the real data are
more constraining than the MC expectation, such as the energy bin from 0.5–0.63
GeV. It is possible that this discrepancy, in part, arises from an over-subtraction of
diffuse emission in certain regions of sky since the diffuse template is not a perfect
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Figure C-7: As in C-5, except for a selection of energy bins for the extragalactic only
flux.
match for the real cosmic-ray induced emission in our Galaxy. This possibility – and
the efforts that we have taken to minimize its impact—is discussed further in Sec. C.3.
In Fig. C-7, we show a selection of the log-likelihood profiles found for vanishing
Galactic DM-induced gamma-ray flux and shown instead as functions of the extra-
galactic DM-induced flux. It is important to remember that in the template fit we
marginalize over isotropic emission. As a result, it is impossible with our method to
find a positive change in the TS as we increase the DM-induced isotropic flux 𝐼iso. In
words, we remain completely agnostic towards the origin of the IGRB in our analysis.
That is, we do not assume the IGRB is due to standard astrophysical emission but
we also do not assume it is due to DM decay. The 1-d likelihood profiles as functions
of 𝐼iso instead show the limits obtained for the isotropic flux coming simply from the
requirement that they do not overproduce the observed data.
In some energy bins, particularly at high energies (such as the energy bin from
632-796 GeV in Fig. C-7), the data is seen to be more constraining than the MC
expectation. However, we stress that the isotropic flux is not well determined, espe-
cially at these high energies, in our small region. With that said, the isotropic flux
determined in this small region tends to be larger than the IGRB determined from
a dedicated analysis at high latitudes (see Fig. C-3). As a result, our limits on the
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extragalactic flux are likely conservative.
The full 2-d likelihood profiles are available as Supplementary Data [245]. These
are given as a function of the average Galactic and extragalactic DM flux in our ROI,
without including any point source mask. The absence of the point source mask is
chosen to simplify the use of our flux-TS tables.
C.3 Systematics Tests
We have performed a variety of systematic tests to understand the robustness of our
analysis. Figure C-8 summarizes the results of some of the more important tests.
In Fig. C-8, we show limits on the 𝑏 ?¯? final state with a variety of different variations
on the analysis method. Certain variations are shown to cause very little difference,
such as not including an extra Fermi bubbles template, taking 𝐵 = 0.0 𝜇G when
computing the IC flux, and using the more up-to-date Pass 8 model gll_iem_v06
(p8r2) diffuse model instead of the p7v6 model. As the p8r2 model identifies regions
of extended excess emission in the data and adds these back to the model, it is unclear
if such a model would absorb a potential DM signal. Due to this concern, we used
the p7v6 model as our default in the main analyses.
Assuming 𝐵 = 5.0 𝜇G when computing the IC flux leads to slightly weaker con-
straints at higher masses due to the decrease in the IC contribution, as would be
expected. However, we emphasize that Faraday rotation measurements suggest that
𝐵 ≤ 2.0 𝜇G across most of our ROI [238], so 5.0 𝜇G is likely overly conservative.
We also note that the limit 𝐵 → 0.0 𝜇G must be taken with care. Without any
magnetic field, the energy loss rate of high energy electrons and positrons from IC
emission alone is not sufficient to keep the leptons confined to the halo. However,
even taking 𝐵 ∼ 0.1−1 nG, which is a typical value quoted for intergalactic magnetic
fields, the Larmor radius ∼0.1 (𝐸𝑒/100 TeV)(1 nG/𝐵) kpc, with 𝐸𝑒 the lepton energy,
is sufficiently small to confine the 𝑒± in our ROI. Larger values of circumgalactic
magnetic fields in the halo are more likely.
An additional systematic is the assumption of the DM profile, as direct obser-
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Figure C-8: Left: The limit derived for DM decay to 𝑏?¯? for ten systematic variations
on our analysis, as compared to our default analysis. Right: A purely data driven
systematic cross check, where we have moved the position of our default ROI to five
non-overlapping locations around the Galactic plane (𝑏 = 0) and show the band of
the limits derived from these regions is consistent with what we found for an ROI
centered at the GC. See text for details.
vations do not sufficiently constrain the profile over our ROI and we must rely on
models. In this work, we have assumed the NFW profile. Another well-motivated
profile is the Burkert profile [411], which is similar to the NFW at large distances but
has an inner core that results in less DM towards the center of the Galaxy. In Fig. C-8
we show the limit we obtain using the Burkert profile with scale radius 𝑟0 = 13.33
kpc. From this analysis we conclude that the systematic uncertainty from the DM
profile is less significant than other sources of uncertainty associated with the data
analysis.
Masking the top 300 brightest and most variable PSs across the full sky, instead
of masking all PSs, and masking the Galactic plane at |𝑏| > 15∘, instead of 20∘, both
lead to stronger constraints at low energies. This is not surprising considering that
the PS mask at low energies significantly reduces the ROI, and so any increase to the
size of the ROI helps strengthen the limit. Going out to distances within 60∘ of the
GC, on the other hand, slightly strengthens the limit at low masses, gives a similar
limit at high masses, but weakens the limit at intermediate masses. This is due to
the fact that the diffuse templates often provide poor fits to the data when fit over
too large of regions. As a result, it becomes more probable that the added NFW-
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correlated template can provide an improved fit to the data, which is the case at a
few intermediate energies. This is also the reason why the limit is found to be slightly
worse when the templates are not floated separately in the North and South, but
rather floated together across the entire ROI (North=South in Fig. C-8). As a result,
we find that the addition of the NFW-correlated template often slightly improves the
overall fit to the data in this case. Since it is hard to imagine a scenario where a DM
signal would show up in the North=South fit and not in the fit where the North and
South are floated independently, and since the latter analysis provides a better fit
to the data, we float the templates independently above and below the plane in our
main analysis. Reassuringly, most of the systematics do not have significant effects
at high masses, where we are generally in the statistics dominated regime.
Many of the variations discussed above are associated with minimizing the impact
of over-subtraction as discussed in chapter 4. Fundamentally, we do not possess a
background model that describes the gamma-ray sky to the level of Poisson noise, and
the choice of ROI can exacerbate the issues associated with having a poor background
model. To determine our default ROI we considered a large number of possibilities
and chose the one where we had the best agreement between data and MC, which
ultimately led us to the relatively small ROI shown in Fig. C-4 used for our default
analysis. We emphasize that we did not choose the ROI where we obtained the
strongest limits, as is clear from Fig. C-8, and as such we do not need to impose a
trials factor from considering many different limits.
A further important systematic is our choice of data set. In our main analysis, we
used the top quartile of events, as ranked by the PSF, from the UltracleanVeto class.
Roughly four times as much data is available, within the same event class, if we take
all photons regardless of their PSF ranking. Naively using all of the available data
would strengthen our bound. However, as we show in Fig. C-8, this is not the case—in
fact, the limit we obtain using all photons is weaker than the limit we obtain using
the top quartile of events. There are two reasons for this, both of which are illustrated
in Fig. C-9. The first reason is simply that since we mask PSs at 95% containment,
as determined by the PSF, there is less area in our ROI in the analysis that uses all
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Figure C-9: Top left: the number of photons in our ROI as a function of energy for the
top-quartile and all-quartiles. We show both the result in data and MC, where for the
MC we indicate the 68% and 95% confidence intervals constructed from multiple MC
realizations in each energy bin. Top right: the size of the ROI, in sr, as a function
of energy. The variation with energy is due to the changing size of the PS mask.
Bottom left: As in the top left plot, but here we show the quality of fit (the negative
of the log-likelihood) as a function of energy. Bottom right: At intermediate energies
there are residuals in the all-quartile data that can be absorbed by our Galactic DM
template, leading to large excesses such as the one shown here. Such excesses play
a role in the all-quartile limit being weaker than the top-quartile limit, as shown in
Fig. C-8. However, the all-quartile limits are also weaker in part due to the reduced
ROI at low energies.
quartiles of events relative to the analysis using the top quartile. Indeed, in Fig. C-9
we show the number of counts 𝑁𝛾 in the different energy bins in our ROI for the top-
quartile and all-quartile analyses. At high energies, the top-quartile analysis has fewer
photons than the all-quartile analysis, as would be expected. However, since the PSF
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becomes increasingly broad at low energies, we find that at energies less than around
1 GeV, the top-quartile data has a larger 𝑁𝛾. Since both the IC and extragalactic
emission tends to be quite soft, the data at low energies has an important impact on
the limits. We further emphasize this by showing the size of the ROI as a function
of energy in Fig. C-9.
The second difference between the two data sets is that with the top-quartile
only we find that the data is generally consistent with the background models, up
to statistical uncertainties, while with the full data set there are systematic differ-
ences between the data and background models across almost all energies. This is
illustrated in the bottom left panel of Fig. C-9, where we compare the data result
to expectations from MC (68% and 95% statistical confidence intervals) from the
background templates only for the maximum log-likelihood. There we see that in the
top quartile case the data is consistent with MC up to energies ∼100 GeV. In the
all-quartile case, on the other hand, the data appears to systematically have a larger
log-likelihood than the MC at energies less than around 50 GeV. This difference could
again be due to the increased PSF in the all quartile case, which smears out small
errors in background mis-modeling onto larger scales. The addition of a Galactic
DM template can then be used to improve this mis-modeling, which can lead to a
strong preference for the DM decay flux in isolated energy bins, an example of which
is shown in the bottom right panel of Fig. C-9. Such excesses weaken the limit that
can be set and ultimately play a central role in the all-quartile limit being weaker
than naively expected.
We note that even in the top-quartile case there does appear to be some sys-
tematic difference between the MC expectation and the data at energies greater than
around 100 GeV. In particular, the data appears to generally have fewer photons than
expected from MC. With that said, this is a low-statistics regime where some energy
bins have 𝑁𝛾 = 0. This difference is also not too surprising, considering that the PS
model and diffuse model were calibrated at lower energies and simply extrapolated to
such high energies. Part of this difference could also be due to cosmic ray contamina-
tion. Thus, systematic discrepancies between data and MC at energies greater than
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around 100 GeV should be expected. To illustrate the importance of this high energy
data on our results, we show in Fig. C-8 the limit obtained when only including data
with photon energies less than 100 GeV; at 10 PeV, the limit is around 5 times weaker
without the high-energy data. We also show in that plot the impact of removing the
data below 2 GeV, which has a large impact at lower masses but a minimal impact
at higher masses.
In addition to the numerous variations of our modeling discussed above, we have
also performed a purely data driven systematic cross check on our analysis shown
on the right of Fig. C-8, similar to that used in [102]. In the absence of any DM
decay flux in the Fermi data, there should be nothing particularly special about the
ROI near the Inner Galaxy that we have used—shown in Fig. C-4—and we should
be able to set similar limits in other regions of the sky. This is exactly what we
confirm in Fig. C-8, where in addition to our default limit we show the band of limits
derived from moving our ROI to five non-overlapping regions around the Galactic
plane (𝑏 = 0). As shown in the figure, even allowing for this data driven variation,
the best fit IceCube points always remain in tension with the limit we would derive.
As a final note, we emphasize the importance of modeling non-DM contributions
to the gamma-ray data in addition to the spatial morphology of the signal. The limits
on the DM lifetime would be weaker if we used a more simplistic analysis that did
not incorporate background modeling and spatial dependence into the likelihood. For
example, we may set a conservative limit on the DM lifetime by using a likelihood
function
log 𝑝𝑖(𝑑|𝜓) =
∑︁
𝑖
max
𝜆𝑖
⎡⎢⎣−
(︁∑︀
𝑝 𝜇
𝑝
𝑖 (𝜓, 𝜆𝑖)−
∑︀
𝑝 𝑛
𝑝
𝑖
)︁2
2
∑︀
𝑝 𝜇
𝑝
𝑖 (𝜓, 𝜆𝑖)
− 1
2
log
(︃
2𝜋
∑︁
𝑝
𝜇𝑝𝑖 (𝜓, 𝜆𝑖)
)︃⎤⎥⎦ .
(C.7)
The likelihood function depends on
∑︀
𝑝 𝜇
𝑝
𝑖 (𝜓, 𝜆𝑖) ≡
∑︀
𝑝 𝜇
𝑝
𝑖 (𝜓)+𝜆𝑖, which is a function
of the DM model parameters 𝜓. The 𝜆𝑖 are nuisance parameters that allow us to
add an arbitrary (positive) amount of emission in each energy bin. These nuisance
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parameters account for the fact that we are assuming no knowledge of the mechanisms
that would yield the gamma-rays recorded in this data set—the data may arise from
DM decay or from something else. As a corollary to this point, we may only determine
limits with this likelihood function; by construction, we cannot find evidence for
decaying DM. Using (C.7) within our ROI, we estimate a limit 𝜏 ≈ 1 × 1027 s for
DM decay to 𝑏 ?¯? with 𝑚𝜒 = 1PeV. This should be contrasted with the limit 𝜏 ≈
1 × 1028 s that we obtain with the full likelihood function, as given in Eq. (C.2).
This emphasizes the importance of including spatial dependence and background
modeling in the likelihood analysis, as this knowledge increases the limit by around
an order of magnitude in this example. Even more important is the inclusion of energy
dependence in (C.7). Were we to modify (C.7) to only use one large energy bin from
200 MeV to 2 TeV, then the limit would drop to ∼1025 s in this example. However,
it is important to emphasize that the DM-induced flux is orders of magnitude larger
than the data at high energies for this lifetime.
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C.4 Extended Theory Interpretation
In this section, we expand upon the decaying DM interpretation of our results in the
context of additional final states and also specific simplified models. We begin by
giving limits on a variety of two-body final states. Then, we comment on how we
may use universal scaling relations to extend our result to high DM masses, beyond
where it is possible to generate the spectra in Pythia. Finally, we illustrate this
point by providing two example models. The limits on all final states and models
considered in this work are provided as part of the Supplementary Data [245].
C.4.1 Additional Final States
In addition to DM decays directly to bottom quarks, the benchmark final state used
extensively in this work, we also determine the Fermi limits on DM decay into a
number of two-body final states. In detail we consider all flavor conserving decays
to charged leptons, neutrinos, quarks, electroweak bosons, and Higgs bosons. Due
to our emphasis on modes that yield high energy neutrinos, we also include three
mixed final states, 𝑍𝜈, 𝑊ℓ and ℎ𝜈. For these last three cases we consider an equal
admixture of lepton and neutrino flavors. These limits are all shown in Fig. C-10.
Figure C-10 has some interesting features. Channels which produce more electrons
and positrons tend to have stronger limits at high masses due to the associated
Galactic IC flux. This is clear for DM decays to 𝑒+𝑒− and also to 𝜈𝑒 𝜈𝑒. Most of
the quark final states lead to nearly identical limits; these channels produce a large
number of pions regardless of flavor yielding a similar final state spectrum. The
only difference is for the top quark, which first decays to 𝑏𝑊 , thereby generating
a prompt spectrum which differs from the lighter quarks. Note that for the lighter
quarks, the threshold is still always set at 20 GeV; Pythia does not operate below
this energy since they do not simulate the full spectrum of QCD resonances. We leave
the extension of our results to lower masses for colored final states to future work.
In addition to the limits, we also show the best fit point for a fit to the IceCube
data as a star for each channel. The best fit point is always in tension with the limits
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Figure C-10: Limits on all final states considered in this work. For each final state
we show both the limit on the decay lifetime as a function of the DM mass, and also
the best fit point for an interpretation of the IceCube flux with this channel as a star.
Except for decay directly into neutrinos, for every other final state this best fit point
is in tension with the limit we derive from Fermi.
we derive from Fermi, except for decays directly into neutrinos. However, as we show
in the next subsection, when modeling the DM interactions in a consistent theory
context, one must rely on a very restricted setup to manifest exclusive decays into
neutrino pairs.
The quality of fit for the different stars represented in Fig. C-10 are not identical.
This point is highlighted in Fig. C-11 where we show the quality of fit (for DM only)
for three two-body final states, 𝑏, 𝑒, and 𝜈𝑒, as well as two models, glueball and
gravitino dark matter. The quality of fit is shown with respect to the best fit power
law multiplied by an exponential cutoff, chosen to represent an astrophysical fit to the
data. The astrophysical model always gives the best fit, with the 𝑏 ?¯? DM-only model
a worse fit to the data by a TS ∼ 1.9. A number of the other final states and models
also give a comparable quality of fit to the 𝑏 ?¯? final state, as their neutrino spectra
are all broad enough to fit the data in a number of energy bins. This is not the case
for 𝜈𝑒 𝜈𝑒—the only final state not in tension with our limits from Fermi—where the
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Figure C-11: Quality of the best fit to the combined IceCube data for a selection of
final states and models. The quality of the fit is represented as a TS for the DM-only
model defined with respect to the best fit power law with an exponential cutoff; this
simple model is meant to represent an astrophysical fit to the data. Among the DM-
only models, 𝑏 ?¯? provides the best fit to the data, which motivated our choice to focus
on it in chapter 4. Other final states and models give a comparative goodness of fit,
except for the case of decay directly to neutrinos which gives a sharp spectrum and
consequently a poor fit.
sharp neutrino spectrum can at most meaningfully contribute to a single energy bin.
C.4.2 Extending Fermi limits beyond 10 PeV
As discussed above, generating the prompt spectra much above 10PeV in Pythia is
not feasible. The issue is already clear in Tab. C.1: as the DM mass is increased, so is
the energy injected into the final state decays which leads to a large number of final
states resulting from the showering and hadronization processes. At some point this
process simply takes too long to generate directly. Nevertheless, this section provides
the details of the spectrum generation for 𝑏 ?¯?, and then how these are utilized to
extend our Fermi limits up to energies ∼1012 GeV.
The key observation is that when the prompt photon, electron/positron, or neu-
trino spectra are considered in terms of 𝑑𝑁/𝑑𝑥 where 𝑥 = 𝐸/𝑚𝜒, for 𝑏 ?¯?, and likely
many other channels though we have not fully characterized this for all final states,
they approach a universal form independent of mass. This is shown for the case of
photons on the left of Fig. C-12. There we show Pythia generated spectra up to 100
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Figure C-12: Left: The prompt photon DM decay 𝑏 ?¯? spectrum approaches a universal
form in 𝑑𝑁/𝑑𝑥, where 𝑥 = 𝐸/𝑚. All spectra except for the one at 1016 GeV were
determined using Pythia; the spectrum at the GUT scale is taken from [207] and
labelled as KK. The prompt 𝑒± and neutrino spectra also approach universal forms.
Taken together this allows us to determine the 𝑏?¯? spectrum up to masses ∼1012
GeV. Right: At very high masses the Galactic flux from DM decay expected in
the Fermi energy range is negligible. Nevertheless due to cascade processes, the
extragalactic flux, shown here here for DM with 𝜏 = 1027 s, approaches a universal
form. This implies Fermi can set an essentially mass independent limit on very heavy
dark matter, as shown in Fig. C-13.
PeV, and compare them to a spectrum at the GUT scale determined in [207]. The
computation in [207] takes the fragmentation function for bottom quarks at lower en-
ergies, and then runs them to the GUT scale using the DGLAP evolution equations.
This universality allows us to determine the prompt spectra for DM → 𝑏 ?¯? with 𝑚𝜒
well above the PeV scale.
Given these spectra, the next consideration is whether a meaningful flux from
these decays populates the Fermi energy range. For prompt and IC flux from the
Milky Way the answer is no, as is evident already in Fig. C-2. The synchrotron flux
from electrons and positrons is expected in the Fermi range or even higher energies for
DM mass of & 109 GeV, which can improve the lifetime limits by a factor of 2-3 [212].
However, the results depend on halo magnetic fields that are uncertain. Thus, we
here consider conservative constraints without the Galactic synchrotron component.
Nevertheless the situation is different for the extragalactic flux, as shown on the right
of Fig. C-12. There we see that the amount of flux approaches a universal form,
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Figure C-13: Using the universal form of the spectra shown in Fig. C-12, Fermi can
set limits on DM decays up to masses well above the PeV scale. At higher masses
this limit comes only from the extragalactic contribution, such that after about 1010
GeV, the limit set becomes essentially independent of mass. Note that at these high
masses, the Fermi limits are noticeably weaker than those obtained by direct searches
for prompt Galactic photons from the decay of these heavy particles, as determined
in [207]. Note that the labeling is the same as in Fig. 4-2 of chapter 4.
essentially independent of the DM mass. The intuition for how this is possible is as
follows. The total DM energy injected in decays is independent of mass: as we increase
the mass of each DM particle, the number density decreases as 1/𝑚𝜒, but at the same
time the power injected per decay increases as 𝑚𝜒, keeping the total injected power
constant. Extragalactic cascades reprocess this power into the universal spectrum
shown, and this implies that above a certain mass the extragalactic flux seen in the
Fermi energy range becomes a constant.
Using this, we extend our limits on the 𝑏 ?¯? final state up to the masses ∼1012 GeV
in Fig. C-13. There we see that above ∼1010 GeV, the limit becomes independent
of mass and is coming only from the extragalactic contribution, exactly because of
the universal form of the extragalactic flux. The same is not true for the neutrino
spectrum—there is no significant reprocessing of the Galactic or extragalactic neutrino
flux—and as such the limits IceCube would be able to set decrease with increasing
mass. Despite this, limits determined from direct searches for prompt Galactic pho-
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tons, which at these high energies are not significantly attenuated, set considerably
stronger limits as shown in [207]. Nevertheless, given that Fermi cannot see photons
much above 2 TeV, we find it impressive that the instrument can set limits up to
these masses.
We have cut Fig. C-13 off at masses ∼1012 GeV because at higher energies pro-
cesses such as double pair-production may become important (see [423] for a review
and references therein). The neutrino limits may also be affected by scattering off
the cosmic neutrino background at very high masses. We leave such discussions to
future work.
C.4.3 Additional Models
In this section, we give limits on two additional DM models of interest beyond the
example of a hidden sector glueball decaying via the operator 𝜆𝐷𝐺𝐷𝜇𝜈 𝐺𝜇𝜈𝐷 |𝐻|2/Λ2
discussed in chapter 4.
Gravitino DM whose decay is due to the presence of bi-linear 𝑅-parity viola-
tion (via the super-potential coupling 𝑊 ⊃ 𝐻𝑢 𝐿) is a well studied scenario. If the
gravitino, denoted by 𝜓3/2, is very heavy, it will decay via the following four chan-
nels: 𝜓3/2 → 𝜈 𝛾, 𝜈 𝑍0, 𝜈 ℎ, ℓ±𝑊∓ [424, 425]. For 𝑚3/2 near the weak scale, the
branching ratios are somewhat sensitive to the details of the SUSY breaking masses.
However, once 𝑚3/2 ≫ 𝑣, the decay pattern quickly asymptotes to 1 : 1 : 2 for the
𝜈 𝑍0, 𝜈 ℎ, ℓ±𝑊∓ channels respectively, as expected from the Goldstone equivalence
theorem.
In Fig. C-14 we show the constraints on decaying gravitino DM assuming the above
decay modes, with branching ratios given as functions of mass in the inset, using the
benchmark parameters of [424]. At masses below the electroweak scale, the 𝛾𝜈 final
state dominates. This channel is best searched for using a gamma-ray line search,
which is beyond the scope of this work. For this reason, we only show our constraints
for masses above 𝑚𝑊 . Note that the region where decaying DM could provide a
∼3𝜎 improvement over the null hypothesis for the IceCube, the ultra-high-energy
neutrino flux (green hashed region) is almost completely excluded by our gamma-ray
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Figure C-14: Constraints on decaying gravitino DM (left) and DM decaying via the
operator 𝜒 (𝐿𝐻)2 (right). Notation and labeling is as in Fig. 4-2 in chapter 4.
constraints. The IceCube constraints, determined using the same methods discussed
in chapter 4, begin to dominate at scales above ∼100TeV.
In Fig. C-14, we also show limits obtained on the lifetime of the DM 𝜒 under
the assumption that 𝜒 interacts with the SM through the operator in Eq. (??)—this
model was discussed in detail in the previous subsection, see Tab. ??. The inset plot
shows the branching ratios as a function of energy, and illustrates the transition from
two- to three- to four-body decays dominating as the mass is increased. In this case
as well, almost the entire range of parameter space relevant for IceCube is disfavored
by our gamma-ray limits.
We use FeynRules 2.0 [426] to generate the UFO model files, which are then fed
toMadGraph5_aMC@NLO [427,428] to compute the parton-level decay interfaced
with Pythia for the showering/hadronization of the decays 𝜒 → 𝜈 𝜈 ℎ ℎ, 𝜈 𝜈 𝑍0 ℎ,
𝜈 𝜈 𝑍0 𝑍0, 𝜈 𝑒− ℎ𝑊+, 𝜈 𝑒− 𝑍0𝑊+, 𝑒− 𝑒−𝑊+𝑊+ and 𝜒→ 𝜈 𝜈 ℎ, 𝜈 𝜈 𝑍0, 𝜈 𝑒−𝑊+.
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Appendix D
Cascade Spectra and the GCE
D.1 0-step Spectra
In order to calculate the photon spectrum, it is more straightforward to first determine
the density of states according to:
annihilations :
1
𝑁𝛾
𝑑𝑁𝛾
𝑑𝐸𝛾
=
1
⟨𝜎𝑣⟩
𝑑⟨𝜎𝑣⟩
𝑑𝐸𝛾
decays :
1
𝑁𝛾
𝑑𝑁𝛾
𝑑𝐸𝛾
=
1
Γ
𝑑Γ
𝑑𝐸𝛾
(D.1)
from which the spectrum can be easily backed out. Note that as pointed out in [429],
the case of decays as a zeroth step in a cascade of 𝜒 → 𝜑𝑛𝜑𝑛 will give an identical
photon spectrum to the annihilation scenario for a DM particle with twice the mass
as for annihilations. This is the sense in which our results are readily transferred
to the case of decaying DM. The key difference for the decaying case is the spatial
morphology of the signal will generically require a line of sight integral over the
DM density, rather than density squared as appears in the 𝐽-factor in Eq. 5.3. The
observed spatial morphology of the GCE appears to disfavour decaying scenarios,
which is why we do not mention them further here, although see [430] for a novel
decay scenario that is distributed like density squared.
The result of Eq. D.1 is that in some circumstances it is possible to calculate
various step cascades analytically. This approach is shown for several cases in [429].
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Yet in many cases - most notably those involving hadronic processes in their final
states - analytic calculations are not feasible. For the present analysis we used a
combination of analytic and numeric results depending on the final state employed.
The details for each case is outlined below.
D.1.1 Annihilations to 𝑒+𝑒−
The only contribution to the photon spectrum arises from FSR via the decay 𝜑1 →
𝑒+𝑒−𝛾. The spectrum in this case can be calculated analytically using Eq. D.1, which
was done in [313] for the generic case of 𝜑1 → 𝑓+𝑓−𝛾. As pointed out there, when
using the simple convolution formula Eq. 6.3, consistency requires throwing away
terms 𝒪(𝜖2𝑓 ) and higher, where 𝜖𝑓 = 2𝑚𝑓/𝑚1. Doing so they obtained the following
expression for the spectrum that we include for completeness:
𝑑𝑁FSR𝛾
𝑑𝑥0
=
𝛼EM
𝜋
1 + (1− 𝑥0)2
𝑥0
[︃
ln
(︃
4(1− 𝑥0)
𝜖2𝑓
)︃
− 1
]︃
. (D.2)
Note the ln term will dominate for small 𝜖𝑓 , and the −1 is simply included to en-
sure consistency with the large hierarchies approximation. We confirmed that this
spectrum is in agreement with the output from Pythia8 in the case of final state
electrons. From here, by repeated use of the convolution formula it is possible to
obtain completely analytic formula for the 𝑛-step cascade, which were used in our
fits. For example, the first two steps are shown in [313].
D.1.2 Annihilations to 𝜇+𝜇−
For final state muons, in addition to FSR, as pointed out in [313] the radiative decay
of the muon 𝜇→ 𝑒𝜈𝑒𝜈𝜇𝛾 will meaningfully contribute to the photon spectrum. This
decay was calculated in [345], and again for completeness we include it here as it was
presented in [313]:
𝑑𝑁𝜇→𝛾
𝑑𝑥−1
=
𝛼EM
3𝜋
1
𝑥−1
(︂
𝑇−1(𝑥−1) ln
1
𝑟
+ 𝑈−1(𝑥−1)
)︂
, (D.3)
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where 𝑟 = 𝑚2𝑒/𝑚2𝜇 and
𝑇−1(𝑥) =(1− 𝑥)(3− 2𝑥+ 4𝑥2 − 2𝑥3)
𝑈−1(𝑥) =(1− 𝑥)
(︂
−17
2
+
23
6
𝑥− 101
12
𝑥2 +
55
12
𝑥3
+(3− 2𝑥+ 4𝑥2 − 2𝑥3) ln(1− 𝑥))︀
(D.4)
Note the subscript −1 here is used to remind us this is the spectrum calculated in
the rest frame of the muon. To then obtain the 0-step cascade we would have to
apply Eq. 6.3 once, assuming 𝜖𝜇 = 2𝑚𝜇/𝑚1 ≪ 1, and then combine this with the
FSR spectrum in Eq. D.2.
D.1.3 Annihilations to 𝜏+𝜏−
For the case of final state taus, FSR will now be a subdominant contribution. Instead
the spectrum will have a much larger contribution from leptonic and semi-leptonic
tau decays: 𝜏− → 𝜈𝜏 𝑙−𝜈𝑙 and 𝜈𝜏𝑑?¯?. The quarks will then hadronize (dominantly to
pions) which will result in large contributions to the photon spectrum. We simulated
this final state in Pythia8 to generate an initial spectrum, to which we could then
apply the convolution formula.
D.1.4 Annihilations to 𝑏?¯?
Much like for taus, in the case of final state 𝑏-quarks FSR is a subdominant contribu-
tion, and instead the spectrum is largely determined by hadronic processes. As such
we again utilize Pythia8 to obtain the initial spectrum.
D.2 Kinematics of a Multi-step Cascade
As already emphasized the utility of the small 𝜖𝑖 = 2𝑚𝑖/𝑚𝑖+1 - or large hierarchies -
approximation is threefold:
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1. It simplifies calculations in that we can use Eq. 6.3, rather than the general
formula we display below;
2. More importantly it allows us to describe a cascade using just the identity of
the final state 𝑓 , the value of 𝜖𝑓 , and the number of steps 𝑛, in contrast to the
many possible parameters of the generic case;
3. Despite the simplifications afforded, results in this framework can be used to
estimate the results even for general 𝜖𝑖, as described in Sec. 5.4.
In this appendix we show how the kinematics of scalar cascade decays lead to an
expression for the 𝑛-step spectrum in terms of the (𝑛− 1)-step result. In addition we
outline how Eq. 6.3 emerges in the small 𝜖 limit, with error 𝒪(𝜖2𝑖 ), as well as how the
transition to the degenerate case as 𝜖→ 1 occurs.
Our starting point is the 0-step spectrum 𝑑𝑁𝛾/𝑑𝑥0 where 𝑥0 = 2𝐸0/𝑚1 and 𝐸0 is
the photon energy in the rest frame of 𝜑1. This results from the process 𝜑1 → 𝛾𝑋,
where the identity of 𝑋 depends on the final state considered. From here we want
to calculate 𝑑𝑁𝛾/𝑑𝑥1 - the spectrum from a cascade that includes 𝜑2 → 𝜑1𝜑1 and
so is one step longer - where 𝑥1 = 2𝐸1/𝑚2 and 𝐸1 is the photon energy in the 𝜑2
rest frame. If we assume isotropic scalar decays, then we can obtain this by simply
integrating the 0-step result over all allowed energies and emission angles:
𝑑𝑁𝛾
𝑑𝑥1
=2
∫︁ 1
−1
𝑑 cos 𝜃
∫︁ 1
0
𝑑𝑥0
𝑑𝑁𝛾
𝑑𝑥0
𝛿
(︂
2𝑥1 − 𝑥0 − cos 𝜃𝑥0
√︁
1− 𝜖21
)︂
,
(D.5)
where 𝜃 is defined as the angle between the photon momentum and the 𝜑1 boost
axis as it is measured in the 𝜑1 rest frame. The limits of integration 0 ≤ 𝑥0 ≤ 1
reflect the fact that the photon energy in the 𝜑1 rest frame can be arbitrarily soft on
the one side, and on the other it can have an energy at most half the mass of the
initial particle, 𝑚1/2 here. The 𝛿 function is simply enforcing how the photon energy
changes when we move from the 𝜑1 to the 𝜑2 rest frame, i.e. from 𝐸0 to 𝐸1. It also
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sets the kinematic range for 𝑥1, which is:
0 ≤ 𝑥1 ≤ 1
2
(︂
1 +
√︁
1− 𝜖21
)︂
. (D.6)
Now if we then use the 𝛿 function to perform the angular integral, the one step
spectrum reduces to:
𝑑𝑁𝛾
𝑑𝑥1
= 2
∫︁ 𝑡1,max
𝑡1,min
𝑑𝑥0
𝑥0
√︀
1− 𝜖21
𝑑𝑁𝛾
𝑑𝑥0
, (D.7)
where we have introduced:
𝑡1,max = min
[︂
1,
2𝑥1
𝜖21
(︂
1 +
√︁
1− 𝜖21
)︂]︂
𝑡1,min =
2𝑥1
𝜖21
(︂
1−
√︁
1− 𝜖21
)︂ (D.8)
The maximum here is either set by the maximum physical value of 𝑥0, which is 1, or
alternatively by where the 𝛿 function loses support. We can then repeat this process
to recursively obtain the 𝑖th order spectrum from the (𝑖−1)th order result. Explicitly
we find:
𝑑𝑁𝛾
𝑑𝑥𝑖
= 2
∫︁ 𝑡𝑖,max
𝑡𝑖,min
𝑑𝑥𝑖−1
𝑥𝑖−1
√︀
1− 𝜖2𝑖
𝑑𝑁𝛾
𝑑𝑥𝑖−1
, (D.9)
where we have defined:
𝑡𝑖,max = min
[︃
1
2𝑖−1
𝑖−1∏︁
𝑘=1
(︂
1 +
√︁
1− 𝜖2𝑘
)︂
,
2𝑥𝑖
𝜖2𝑖
(︂
1 +
√︁
1− 𝜖2𝑖
)︂]︂
𝑡𝑖,min =
2𝑥𝑖
𝜖2𝑖
(︂
1−
√︁
1− 𝜖2𝑖
)︂ (D.10)
and now the kinematic range of 𝑥𝑖 is
0 ≤ 𝑥𝑖 ≤ 1
2𝑖
𝑖∏︁
𝑘=1
(︂
1 +
√︁
1− 𝜖2𝑘
)︂
. (D.11)
With the exact result of Eq. D.9, we can now see that in the small 𝜖 limit the result
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reduces to Eq. 6.3 with corrections at most of order 𝜖2, as claimed. The exact result
also captures an additional feature that the large hierarchies result does not: the
emergence of a degenerate step in the cascade as 𝜖𝑖 → 1 for some 𝑖. As discussed in
Sec. 5.4, when this occurs, just from the kinematics we can see that the (𝑖 + 1)-step
result will reduce to the 𝑖-step spectrum, but shifted in energy and normalisation.
Starting with Eq. D.9, setting 1− 𝜖2𝑖 ≡ 𝑧 and then taking 𝑧 → 0 it is straightforward
to confirm that the exact result also reproduces this behaviour.
As discussed in Sec. 5.4, there should be a smooth interpolation between the two
extreme cases of 𝜖𝑖 = 0 and 𝜖𝑖 = 1, and using Eq. D.9 we can demonstrate that indeed
there is. This is shown in Fig. 5-10, where we take the case of a 1-step cascade for final
state taus with 𝜖𝜏 = 0.1. We plot the two extreme cases and show how intermediate 𝜖
transition between these by plotting five values: 0.3, 0.5, 0.7, 0.9 and 0.99. Note that
as claimed earlier, the transition is roughly quadratic in 𝜖; for small and intermediate
values of 𝜖, the result is well approximated by the 𝜖 = 0 result, again highlighting the
utility of the large hierarchies approximation.
D.3 Model-Building Considerations
D.3.1 A Simple Model
Let us extend the usual Higgs Portal [323,324] model to include a rich dark sector with
𝑛 scalar mediators and a set of 𝑛 Z2 symmetries.1 This will serve as an illustrative
example of how different observable signatures depend on different model parameters,
as discussed in the main text.
Consider the potential:
𝑉 (𝜒, 𝜑1, 𝐻) = 𝑉𝜒 + 𝑉𝐻 + 𝑐𝑘𝜑
2
1|𝐻|2
+
𝑛∑︁
𝑖=1
(︂
𝜆4,𝑖
2
𝜒2𝜑2𝑖 −
1
2
𝑚2𝑖𝜑
2
𝑖
)︂
+
𝑛∑︁
𝑖,𝑗=1
𝜆𝑖𝑗
4!
𝜑2𝑖𝜑
2
𝑗 ,
(D.12)
1A more complex symmetry structure could allow off-diagonal couplings between the scalars
and the Higgs, with potentially rich observational signatures. We thank Jessie Shelton for this
observation.
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Here 𝑉𝜒 and 𝑉𝐻 contain the usual mass and quartic terms for the DM and Higgs fields.
As discussed previously it is reasonable that the dark sector is secluded such that the
dominant portal coupling is 𝑐𝑘𝜑21|𝐻|2. Upon electroweak and Z2 symmetry breaking
the 𝜆4,𝑖 couplings allow annihilations 𝜒𝜒 → 𝜑𝑖𝜑𝑖. We assume that DM annihilates
preferentially to the heaviest mediator through 𝜆4,𝑛𝜒2𝜑2𝑛. So it is 𝜆4,𝑛 that dominantly
controls the thermal annihilation cross-section and therefore the DM relic abundance
Ω𝜒ℎ
2 ∼ 0.11. The dark sector quartic term will generate interactions of the form
𝜆𝑖𝑗⟨𝜑𝑖⟩𝜑𝑖𝜑2𝑗 , allowing the mediators to cascade decay in the dark sector. Additionally
the Higgs Portal interaction will generate a mixing between 𝜑1 and the Higgs. The
end result will be a dark cascade ending in the 𝑐𝑘 suppressed decay 𝜑1 → 𝑓𝑓 , with a
subsequent photon spectrum that can be fit to the GCE.
While the thermal relic cross-section depends on 𝜆4,𝑛, the direct detection cross-
section will also depend on the portal coupling 𝑐𝑘. This additional small parameter
gives us the needed freedom to explain the GCE while alleviating constraints from
direct detection. Additionally we point out that the size of the couplings 𝜆𝑖𝑗 will need
to be large enough such that decays of the new light states occur before BBN. Given
the number of new free parameters, this setup should not be difficult to construct.
Finally we point out that the Higgs Portal interaction also contains a coupling which
leads to the decay ℎ→ 𝜑1𝜑1. Invisible Higgs decay is constrained by collider searches
which impose an upper bound of about 𝑐𝑘 . 10−2 [306].
D.3.2 The Sommerfeld Enhancement
We have seen that the preferred cross-section steadily increases with the number of
steps in the cascade, moving away from the thermal relic value that is favored for the
direct case. This increased cross-section is also accompanied by an increase in the
preferred mass scale for the DM (indeed, the requirement for a larger cross-section
is largely driven by the reduced number density of heavier DM). In the presence of
a mediator much lighter than the DM, exchange of such a mediator could enhance
the present-day annihilation cross-section via the Sommerfeld enhancement (e.g. [26,
27,29,431,432]), naturally leading to an apparently larger-than-thermal annihilation
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signal.
However, there are some obstacles to such an interpretation, at least in the simple
case we have studied where the particles involved in the cascade are all scalars. For the
case of fermionic DM coupled to a light scalar or vector of mass 𝑚𝜑 with coupling 𝛼𝐷,
the Sommerfeld enhancement at low velocity is parametrically given by 𝑚𝜑/𝛼𝐷𝑚𝜒.
A large enhancement thus requires 𝛼𝐷 & 𝑚𝜑/𝑚𝜒. In order to obtain the correct
relic density, we typically require 𝛼𝐷 to be 𝒪(0.01), and so a significant Sommerfeld
enhancement would require the first step in the cascade to involve a mass gap of two
orders of magnitude. This may be plausible for the electron and even muon channels,
but is challenging for final states involving heavier particles such as taus and 𝑏-quarks;
if the mediator is heavy enough to decay to these particles, the required DM mass
becomes much too large to fit the GCE even for a one-step cascade, and adding
more hierarchical steps only exacerbates the self-consistency issue (as discussed in
Secs. 5.2-5.3).
Furthermore, if the DM is a fermion, its annihilation into scalars is generically 𝑝-
wave suppressed, making it difficult to obtain a large enough cross-section to obtain
the GCE. If instead the DM is a heavy (singlet) scalar, the simplest way to couple
it to the light scalar to which it annihilates is an interaction of the form ℒquartic =
𝜆4
2
𝜒2𝜑2𝑛. When the light scalar obtains a vacuum expectation value, this gives rise to
an interaction of the form 𝜆4⟨𝜑𝑛⟩𝜑𝑛𝜒2, and repeated exchanges of the light scalar 𝜑𝑛
can give rise to enhanced annihilation. However, assuming ⟨𝜑𝑛⟩ ∼ 𝑚𝑛, the size of
the coupling is suppressed by the small mass of the light scalar, even as its range is
enhanced. Accordingly, a large enhancement to annihilation is not expected, at least
in this simple scenario.
As discussed in Sec. 5.4, our results can be extended to cascades including parti-
cles other than scalars, in which these later issues do not arise; for example, in the
axion portal [312], two-step cascades occur through 𝜒𝜒 → 𝑠𝑎, 𝑠 → 𝑎𝑎, 𝑎 → 𝑓𝑓 ,
where 𝑠 is a dark scalar and 𝑎 a dark pseudoscalar. This annihilation channel is
𝑠-wave and can be Sommerfeld-enhanced by exchange of the 𝑠. However, the first
difficulty described above may still apply, with the large hierarchy between the 𝜒 and
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𝑠 potentially implying a DM mass too large to easily fit the GCE.
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Appendix E
Limits on Cascade Spectra
E.1 Details of 𝑛-body Cascades
In this appendix we will derive Eq. 6.7 and provide some additional intuition for this
case as well as pointing out that for a small number of steps, the cascade setup can
provide an excellent approximation (albeit with some dependence on the channel).
To set up this problem, firstly recall that the key physics encapsulated in Eq. 6.3
is that when we add in a cascade step we need to boost the spectrum to the new
rest frame. In the case of 2-body decays this is particularly simple, because we know
exactly how much to boost by. Explicitly, if we have added in a step of the form
𝜑𝑖 → 𝜑𝑖−1𝜑𝑖−1, then in the 𝜑𝑖 rest frame we know the 𝜑𝑖−1 particles must be emitted
back to back, meaning we know their energy and hence their boost. If instead we
introduce a step via 𝜑𝑖 → 𝜑𝑖−1𝜑𝑖−1𝜑𝑖−1, we no longer know the boost exactly, instead
we can only associate a probability with any boost which we can determine from
the energy distribution for a given 𝜑𝑖−1. Accordingly what we need to calculate is
the energy spectrum of a particular 𝜑 in the decay 𝜒𝜒 → 𝑛 × 𝜑, and then combine
this with a version of Eq. 6.3 suitable for a general boost. Below we will firstly do
this exactly for the case of a 3-body decay, show what this becomes after applying
the large hierarchies approximation, and then we will show the general 𝑛-body result
assuming hierarchical decays.
As discussed, our starting point is the energy spectrum of a particular 𝜑 in the
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decay 𝜒𝜒 → 3 × 𝜑, which can be determined from the three body phase space. For
this purpose we make use of the analytic formula for the 𝑛-body phase space outlined
in [433,434]. In the case where our three final state scalars have mass 𝑚, we can write
the 3-body phase space as:
Φ3 = (4𝜋)
2
∫︁ (𝑀3−𝑚)2
4𝑚2
𝑑𝑀22
√︀
𝜆(𝑀23 ,𝑀
2
2 ,𝑚
2)
8𝑀23
×
√︀
𝜆(𝑀22 ,𝑚
2,𝑚2)
8𝑀22
,
(E.1)
where 𝜆(𝑥, 𝑦, 𝑧) = 𝑥2 + 𝑦2 + 𝑧2 − 2𝑥𝑦 − 2𝑦𝑧 − 2𝑧𝑥 and if we say the mass of the
dark matter is 𝑚𝜒 and the energy of one 𝜑 particle is 𝐸, then 𝑀23 = 4𝑚2𝜒 and
𝑀22 = 4𝑚
2
𝜒 +𝑚
2 − 4𝑚𝜒𝐸. Using this, the energy spectrum of the scalars is simply:
𝑑𝑁𝜑
𝑑𝐸
∝ 𝑑Φ3
𝑑𝐸
, (E.2)
where the constant of proportionality can be determined by normalising the spectrum.
Before proceeding, it is useful to introduce a set of dimensionless variables to work
with as we did in the 2-body case. As there, we firstly define 𝜖1 = 𝑚/𝑚𝜒, but note
here that 𝜖1 ∈ [0, 2/3], rather than [0, 1] as in the 2-body case. To play a similar role
to 𝑥, we also introduce 𝜉 = 𝐸/𝑚𝜒 ∈ [𝜖1, 1 − 3𝜖21/4], where the limits here are fixed
by Eq. E.1 and can also be seen from the kinematics. In terms of these variables, we
can use Eq. E.2 and Eq. E.1 to arrive at:
𝑑𝑁𝜑
𝑑𝜉
= 𝐶
√︃
(𝜉2 − 𝜖21)(4− 3𝜖21 − 4𝜉)
4 + 𝜖21 − 4𝜉
, (E.3)
where 𝐶 is a constant that normalises the spectrum and can be determined numeri-
cally. Note that when 𝜖1 → 2/3, this distribution approaches a 𝛿 function, as expected
when the particles are all produced at rest. We will return to the limit of small 𝜖1
shortly.
Using this result, we can then revisit the derivation of the boost formula given
in [62], a hierarchical version of which is given in Eq. 6.3, and derive the analogue
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for an arbitrary boost. Doing so, if we label the spectrum of the decay of 𝜑 →
2× (SM final state) as 𝑑𝑁/𝑑𝑥0, we can write the spectrum of the same particle from
the decay 𝜒𝜒→ 3× 𝜑→ 6× (SM final state) as:
𝑑𝑁
𝑑𝑥1
= 3
∫︁ 1−(3/4)𝜖21
𝜖1
𝑑𝜉𝐶
√︃
(𝜉2 − 𝜖21)(4− 3𝜖21 − 4𝜉)
4 + 𝜖21 − 4𝜉
×
∫︁ 𝑡max
𝑡min
𝑑𝑥0
𝑥0
√︀
𝜉2 − 𝜖21
𝑑𝑁
𝑑𝑥0
,
(E.4)
where we have defined:
𝑡max ≡ min
[︂
1,
2𝑥1
𝜖21
(︂
𝜉 +
√︁
𝜉2 − 𝜖21
)︂]︂
𝑡min ≡ 2𝑥1
𝜖21
(︂
𝜉 −
√︁
𝜉2 − 𝜖21
)︂ (E.5)
There are two directions the above result can be generalised. For one, we could extend
this to a longer cascade of 3-body decays, although the logic here is identical to the
general 2-body case discussed in [62], so we will not repeat that here. Secondly we
can look to extend this to 4-body decays and higher. The difficulty with this is that
the 𝑛-body phase space quickly becomes analytically intractable. Nevertheless as
observed in [334], in the large hierarchies regime (𝜖1 ≪ 1) we regain analytic control
as we will now outline.
Returning to Eq. E.3, taking the 𝜖1 → 0 limit we find that:
𝑑𝑁𝜑
𝑑𝜉
= 2𝜉 +𝒪(𝜖21) , (E.6)
where now 𝜉 ∈ [0, 1]. Following [334], this can then be generalised to the 𝑛-body case,
where we find:
𝑑𝑁𝜑
𝑑𝜉
= (𝑛− 1)(𝑛− 2)(1− 𝜉)𝑛−3𝜉 +𝒪(𝜖21) , (E.7)
where again 𝜉 ∈ [0, 1]. Using this we can finally give the equivalent expression of
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Figure E-1: Spectra for a cascades contain-
ing 𝑛-step 2-body decay and a 1-step 2𝑛-body
decay, both to 𝛾𝛾, are shown as the solid and
dashed curves respectively, for the case of 𝑛 =
(1,2,3,4) in (purple, blue, green, pink). We
see that for 𝑛 = 1 and 2 we can approximate
one of these types of spectra by the other
(with the 𝑛 = 1 case being exact by defini-
tion).
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Figure E-2: The same as Fig. E-1, but for a
final state 𝑏?¯? with 𝜖𝑏 = 0.1. Note that again
we get close agreement in the 𝑛 = 1 and 2
case.
Eq. 6.3 for the 𝑛-body case:
𝑑𝑁
𝑑𝑥1
= 𝑛(𝑛− 1)(𝑛− 2)
∫︁ 1
0
𝑑𝜉(1− 𝜉)𝑛−3
∫︁ 1
𝑥1/𝜉
𝑑𝑥0
𝑥0
𝑑𝑁
𝑑𝑥0
+𝒪(𝜖21) (E.8)
thereby demonstrating Eq. 6.7.
As a simple example of how this can be used, consider the decay 𝜑 → 𝛾𝛾 which
has the spectrum 𝑑𝑁𝛾/𝑑𝑥0 = 2𝛿(𝑥0−1). If we substitute this in, we find the spectrum
for 𝜒𝜒→ 𝑛× 𝜑→ 2𝑛× 𝛾 is just
𝑑𝑁𝛾
𝑑𝑥1
= 2𝑛(𝑛− 1)(1− 𝑥1)𝑛−2 . (E.9)
Integrating this over 𝑥1 ∈ [0, 1], we find 𝑁𝛾 = 2𝑛, as expected.
To follow on from this, consider the spectrum derived by repeated application of
the boost formula in Eq. 6.3 to the same 𝜑 → 𝛾𝛾 spectrum, 𝑑𝑁𝛾/𝑑𝑥0 = 2𝛿(𝑥0 − 1).
Doing so we obtain:
𝑑𝑁𝛾
𝑑𝑥𝑛
=
(−2)𝑛+1
(𝑛− 1)! ln
𝑛−1 𝑥𝑛 . (E.10)
Note that if we integrate this over 𝑥𝑛 ∈ [0, 1], we find 𝑁𝛾 = 2𝑛+1. Now by definition
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Figure E-3: Dwarf limits for n-body vs m-step cascades for the 𝛾𝛾 final state. We show the
multi-body case for 𝑛 = 2-10 in gray, with lighter gray corresponding to larger 𝑛. In orange, green
and purple we also show the 1, 3 and 5-step 2-body cascade for the same final state. As discussed
in the text, for the multi-body case the spectrum sits in between the cascade spectra, and thus we
expect the limits to do the same. The figure makes this clear and emphasizes how the multi-body
framework is captured within the cascade setup.
Eq. E.9 with 𝑛 = 2 is identical Eq. E.10 with 𝑛 = 1, as in this case they both represent
a 2-body 1-step cascade. Note also though that if we take Eq. E.9 with 𝑛 = 4 and
Eq. E.10 with 𝑛 = 2, then both situations have the same number of final state photons
from different kinematic setups. In Fig. E-1 we compare an 𝑛-step 2-body decay and
a 1-step 2𝑛-body decay for final state photons, for 𝑛 = (1,2,3,4). We see that whilst
they agree for 𝑛 = 1 (by definition), and are quite similar to each other for 𝑛 = 2,
this similarity breaks down rapidly. This is not entirely surprising as a 6-body 1-step
cascade has a different number of final state photons to a 2-body 3-step cascade, but
one can also check that this latter spectrum also does not agree well with an 8-body
1-step result which would have the same number of photons. In Fig. E-2 we show
the same comparison for final state 𝑏?¯? with 𝜖𝑏 = 0.1. Here we see the agreement is
better although still beginning to break down for larger 𝑛. We also tested this for
several other final states, with the common theme that the spectrum of a 4-body
1-step decay is often well approximated by that of a 2-step 2-body decay.
Lastly let us confirm the claim from the main text that the results for multi-body
decays sit in between our multi-step cascade results. For this purpose consider again
the photon spectrum obtained from 𝜑 decaying into 𝑏?¯? with 𝜖𝑏 = 0.1. In this case
we plot the 𝑛-body spectrum for 𝑛 = 2 to 10 in Fig. 6-3, which we presented in the
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Figure E-4: 𝑓eff for 𝑛 = 0-6 step cas-
cades to final state electrons and muons, with
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electrons and higher step cascades can be un-
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Figure E-5: The bound on ⟨𝜎𝑣⟩ for 𝑛 =
0-6 step cascades to final state electrons and
muons, with 𝜖𝑓 = 0.3.
main text. In the figure we also plot the case of a 1-step, 3-step and 5-step 2-body
cascade. Clearly the 𝑛-body results sit in between these multi step cascade cases,
which indicates that the constraints on an 𝑛-body 1-step cascade will be largely
contained within the limits on a 2-body 𝑛-step cascade. To demonstrate this, in
Fig. E-3 we show that for the case of the 𝛾𝛾 limits extracted from the dwarfs, the
𝑛 = 2-10 multi-body decays sit exactly in between the 1, 3 and 5-step cascades as
claimed.
E.2 Details of the CMB Results
In this appendix we present additional results from the CMB analysis. For many of the
final states considered in the main text, the kinematic threshold on their production
means that it is not sensible to go to lower masses than we presented. This is not the
case, however, for electrons and muons, where we can take our results to much lower
masses.
In Fig. E-4 we present the value of 𝑓eff for cascades ending in final state electrons
and muons with 𝜖𝑓 = 0.3. Here we consider DM with mass as low 𝒪(keV) which is
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relevant to various CMB studies, which should be compared with our general results
for 𝑓eff in Fig. E-7 for DM annihilations into the eight final states considered in the
main text. As expected 𝑓eff is largest for annihilations to final state electrons.
The corresponding bound ⟨𝜎𝑣⟩ for a given 𝑚𝜒 for light DM annihilating to final
state electrons and muons is displayed in Fig E-5, and more generally in Fig 6-5. As
this bound is fairly insensitive to the final state and number of steps it is interesting
to examine the rescaled bound on ⟨𝜎𝑣⟩/𝑚𝜒 which we display in Fig. E-8 for 𝑛 = 0-6
step cascades to various final states. We find that generically the re-scaled bound
for all SM final states, 𝜖𝑓 values, and cascade step falls within the narrow range
⟨𝜎𝑣⟩/𝑚𝜒 = 10−27.3 − 10−26.6 cm3/s/GeV.
E.3 Pass 7 versus Pass 8 for the Dwarfs
As discussed in the main body, the limits displayed in Fig. 6-6 were derived using 6
years of Pass 8 data collected using the Fermi Gamma-Ray Space Telescope; more
specifically using the publicly available results of [57] made from analysing this data.
This work was an updated version of the analysis that appeared in [92], which set
limits using the same 15 dwarf spheroidal galaxies, but only with 4 years of Pass
7 data. These results are also publicly available,1 meaning we can cross check how
much our results change when between datasets. We did this for each of the final
states considered in Fig. 6-6 and found generically the shape of the limit curves
were unchanged, but that the limits themselves improved by roughly half an order
of magnitude when using the updated analysis. We show an example of this for
the case of electrons in Fig. E-6, and we see that the generic features of the limits
are unchanged but the results strengthen as we move from the Pass 7 to the Pass 8
dataset.
1Both can be obtained from
http://www-glast.stanford.edu/pub_data/
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Figure E-6: Here we recreate the results shown in Fig. 6-6 for the case of final state 𝑒+𝑒−, for the
case of the 4 years of Pass 7 data analysed in [92] (left) and for the 6 years of Pass 8 data considered
in [57] (right). We see that the updated dataset essentially just strengthens the limits by roughly
half an order of magnitude, without noticeably changing other basic features.
E.4 Description of Cascade Spectra Files
All of the spectra used in this work are publicly available in .dat format at:
http://web.mit.edu/lns/research/CascadeSpectra.html.
The details of how these spectra were generated from the direct spectra mentioned in
Sec. 6.3 is discussed in Sec. 6.2 and more comprehensively in [62]. The format of the
spectra files has been modeled after those made available by [186], in the hope that
anyone who has used the results of that paper should have no difficulty using ours.
In addition to the files themselves we have also included two example files showing
how to load the spectra in Mathematica and Python.
There are four basic file types included, which we describe briefly in turn.
∙ AtProduction_{gammas,positrons,antiprotons}.dat: these are the files provided
by [186] and contain the 0-step or direct annihilation spectrum of {photons,
positrons, antiprotons} for various final states;
∙ Cascade_{Gam,E,Mu,Tau,B,W,H,G}_gammas.dat: photon spectrum from fi-
nal state {photons, electrons, muons, taus, 𝑏-quarks, Ws, Higgs, gluons};
∙ Cascade_{Gam,E,Mu,Tau,B,W,H,G}_positrons.dat - positron spectrum from
final state {photons, electrons, muons, taus, 𝑏-quarks, 𝑊 s, Higgs, gluons}; and
∙ Cascade_{B,W,H,G}_antiprotons.dat - antiproton spectrum from final state
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{𝑏-quarks, 𝑊 s, Higgs, gluons}.
Again we emphasize that the AtProduction files were created by the authors of [186],
we only include them in our results as it is convenient to store the 0-step spectra in
separate files from the cascade results, yet having them in the same place is useful.
The contents of the three AtProduction_{gammas,positrons,antiprotons}.dat have
the following format:
∙ Each file has 30 columns and 11099 rows, where the first row contains column
labels and all others contain numerical values.
∙ The first column contains the dark matter mass in GeV, running from 5 GeV
up to 100 TeV. Note using these direct spectra below 5 GeV is not advised as
the extrapolation is often unreliable.
∙ The second column contains log10(𝑥) values, where 𝑥 = 𝐸/𝑚𝜒. This ranges
from -8.9 to 0 in steps of 0.05.
∙ Finally the columns 3-30 contain the value of the spectrum in 𝑑𝑁/𝑑 log10(𝑥) =
ln(10)𝑥𝑑𝑁/𝑑𝑥 of the spectrum at that value of 𝑚𝜒 and 𝑥. The columns of
relevance for us are 5 (electrons), 8 (muons), 11 (taus), 14 (𝑏-quarks), 18 (𝑊 -
bosons), 22 (gluons), 23 (photons) and 24 (Higgs).
The contents of the 19 Cascade_{Final State}_{Spectrum Type}.dat has been
modeled on these files. To be explicit we have:
∙ Each file has 8 columns and 1612 rows, where the first row contains column
labels and all others contain numerical values.
∙ The first column contains the value of 𝜖𝑓 . We include the spectra for the values
0.01, 0.03, 0.05, 0.07, 0.1, 0.2, 0.3, 0.4 and 0.5. The only exception to this is for
gluons or the positron spectrum from photons, where the first column contains
𝑚𝜑 values instead, and we include values of 10, 20, 40, 50, 80, 100, 500, 1000
and 2000 GeV. Within these parameter ranges the interpolation is quite reliable,
but outside these ranges linear interpolation is recommended. Note that several
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spectra, such as the 𝛾𝛾 photons spectrum or the electron positron spectrum have
no dependence on 𝜖𝑓 or 𝑚𝜑. Nevertheless we still include an 𝜖𝑓 column in those
files for consistency, and note picking any value of this parameter will result in
an identical spectrum.
∙ The second column contains log10(𝑥) values, where 𝑥 = 𝐸/𝑚𝜒. This ranges
from -8.9 to 0 in steps of 0.05.
∙ Finally the columns 3-8 contain the value of the spectrum in 𝑑𝑁/𝑑 log10(𝑥) =
ln(10)𝑥𝑑𝑁/𝑑𝑥 of the spectrum at that value of 𝑚𝜒 and 𝜖𝑓 or 𝑚𝜑. The columns
represent an 𝑛 = 1 cascade (column 3) up to an 𝑛 = 6 one (column 8).
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Figure E-7: 𝑓eff for 𝑛 = 1-6 step cascade for various final states, with 𝜖𝑓 = 0.3 (solid) and 𝜖𝑓 = 0.01
(dashed). The shaded out portions of the plot correspond to values of 𝑚𝜒 that are kinematically
forbidden. For the case of direct annihilation (gray line) only the spectrum for 𝑚𝜒 > 10GeV is
displayed, since for lower values of 𝑚𝜒 the PPPC is unreliable. For direct annihilations to photons
the spectrum is simply a delta function so in this case we plot 𝑓eff down to lower masses as well.
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Figure E-8: Values of the bound on ⟨𝜎𝑣⟩/𝑚𝜒 for various final states. The bound in very robust
and we find of order roughly 10−27.3 − 10−26.6 cm3/s/GeV, independent of final state (although the
bound is slightly higher for electrons and photons), number of steps, or 𝜖𝑓 .
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Appendix F
Dark Matter Annihilation at
One-Loop
F.1 One-loop Calculation of 𝜒𝑎𝜒𝑏 → 𝑊 𝑐𝑊 𝑑 in the Full
Theory
In this appendix we outline the details of the high-scale matching calculation, which
gives rise to the Wilson coefficients stated in Eq. (7.13). These coefficients are deter-
mined solely by the ultraviolet (UV) physics, allowing us to simplify the calculation
by working in the unbroken theory with 𝑚𝑊 = 𝑚𝑍 = 𝛿𝑚 = 0. Combining this with
the heavy Majorana fermion DM being non-relativistic, there are only two possible
Dirac structures that can appear in the result:
ℳ𝐴 = 𝜖*𝜇(𝑝3)𝜖*𝜈(𝑝4)𝜖𝜎𝜇𝜈𝛼𝑝3𝛼𝑖𝑣(𝑝2)𝛾𝜎𝛾5𝑢(𝑝1) ,
ℳ𝐵 = 𝜖*𝜇(𝑝3)𝜖*𝜈(𝑝4)𝑔𝜇𝜈𝑣(𝑝2)/𝑝3𝑢(𝑝1) , (F.1)
where 𝑝1 and 𝑝2 are the momenta of the incoming fermions, whilst 𝑝3 and 𝑝4 corre-
spond to the outgoing bosons. The symmetry properties of these structures under
the interchange of initial and final state particles allow us to write our full amplitude
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as:
ℳ𝑎𝑏𝑐𝑑 = 4𝜋𝛼2
𝑚2𝜒
{[𝐵1𝛿𝑎𝑏𝛿𝑐𝑑 +𝐵2 (𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐)]ℳ𝐴
+𝐵3 (𝛿𝑎𝑐𝛿𝑏𝑑 − 𝛿𝑎𝑑𝛿𝑏𝑐)ℳ𝐵} . (F.2)
The above equation serves to define the Wilson coefficients 𝐵𝑟 in a convenient form.
These coefficients are related to the EFT coefficients of the operators defined in
Eq. (7.2) and (7.4) via:
𝐶1 = (−𝜋𝛼2/𝑚𝜒)𝐵1 , 𝐶2 = (−2𝜋𝛼2/𝑚𝜒)𝐵2 . (F.3)
For NLL accuracy we only need the tree-level value of these coefficients, which receive
a contribution from 𝑠, 𝑡 and 𝑢-channel type graphs and were calculated in [385]. For
completeness we state their values here:
𝐵
(0)
1 = 1 , 𝐵
(0)
2 = −
1
2
, 𝐵
(0)
3 = 0 . (F.4)
Combining these with Eq. (F.3), we see that the first terms in Eq. (7.13) are indeed
the tree-level contributions as claimed.
The operator associated with 𝐵3 was not discussed in the earlier work of [385] as it
cannot contribute to the high-scale matching calculation at any order, as we will now
argue. Firstly note that the 𝐵3 operator is skew under the interchange 𝑎↔ 𝑏. Due to
the mass splitting between the neutral and charged states, present day annihilation is
initiated purely by 𝜒0𝜒0 = 𝜒3𝜒3, a symmetric state that cannot overlap with 𝐵3. One
may worry that exchange of one or more weak bosons between the initial states – the
hallmark of the Sommerfeld enhancement – may nullify this argument. But it can
be checked that if the initial states to such an exchange have identical gauge indices,
then so will the final states. As such 𝐵3 is not relevant for calculating high-scale
matching.1
1Diagrams where a soft gauge boson is exchanged between an initial and final state particle
would in principle allow 𝐵3 to contribute. Such a contributions would however be to the low-scale
matching, which we discuss in App. F.3. As discussed there, 𝐵3 contributions to present day DM
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In spite of this there are several reasons to calculate 𝐵3 here. From a practical
point of view 𝐵3 gives us an additional handle on the consistency of our result,
which we check in App. F.2. Given that many graphs that generate 𝐵1 and 𝐵2 also
contribute to 𝐵3, the consistency of 𝐵3 provides greater confidence in the results for
the operators we are interested in. Further, from a physics point of view, although
𝐵3 is not relevant for high-scale matching when considering present day indirect
detection experiments, it could be relevant for calculating the annihilation rate in the
early universe, where all states in the DM triplet were present, to the extent that the
non-relativistic approximation is still relevant. For this reasons we state it in case it
is of interest for future work, such as expanding on calculations of the relic density
at one loop (see for example [435–437]).
Determining Matching Coefficients
Let us briefly review how matching coefficients are calculated at one loop. To begin
with we can write the general structure of the UV and infrared (IR) divergences of
the one-loop result in the full theory as:
ℳfullbare =
𝐾
𝜖2IR
+
𝐿
𝜖IR
+
𝑀
𝜖UV
+𝑁
(︂
1
𝜖UV
− 1
𝜖IR
)︂
+ 𝐶 , (F.5)
where 𝑁 is the coefficient associated with the various scaleless integrals, and 𝐶 is the
finite contribution. Now the full theory is a renormalizable gauge theory, so we know
the counter-term must be of the form:
𝛿full = −𝑀 +𝑁
𝜖UV
+𝐷 +
𝐸
𝜖2IR
+
𝐹
𝜖IR
, (F.6)
where the values of 𝐷, 𝐸 and 𝐹 are scheme dependent. Nonetheless when calculating
matching coefficients it is easiest to work in the on-shell scheme for the wave-function
renormalization factors, so below to denote this we add an “os” subscript to 𝐷, 𝐸 and
𝐹 . The reason this scheme is the most straightforward, is that in any other scheme
annihilation are power suppressed, and therefore do not contribute at any order in the leading power
effective theory.
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when we map our Feynman amplitude calculation for ℳfull onto the 𝑆-matrix ele-
ments we want via the LSZ reduction, there will be non-trivial residues correspond-
ing to the external particles. When using the on-shell scheme for the wave-function
renormalization factors, however, these residues are just unity, which simplifies the
calculation as we can then ignore them. We emphasize that whatever scheme one
uses, the final result for the Wilson coefficients in MS will be the same.
With this in mind, if we then combine 𝛿full with the bare results we obtain a UV
finite answer:
ℳfullren. =
𝐾 + 𝐸os
𝜖2IR
+
𝐿−𝑁 + 𝐹os
𝜖IR
+ 𝐶 +𝐷os . (F.7)
In our calculation we will use dimensional regularization to regulate both UV and IR
divergences, which effectively sets 𝜖UV = 𝜖IR, causing all scaleless integrals to vanish.
Naively this seems to change the above argument, but as long as we still use the
correct counter-term in Eq. (F.6) we find:
ℳfullren. =
𝐾
𝜖2
+
𝐿
𝜖
+
𝑀
𝜖
+ 𝐶 − 𝑀 +𝑁
𝜖
+𝐷os +
𝐸os
𝜖2
+
𝐹os
𝜖
=
𝐾 + 𝐸os
𝜖2
+
𝐿−𝑁 + 𝐹os
𝜖
+ 𝐶 +𝐷os .
(F.8)
Comparing this with Eq. (F.7), we see that if we interpret all of the divergences in
the final result as IR, then this method is equivalent to carefully distinguishing 𝜖UV
and 𝜖IR throughout.
In the EFT, with the above choice of zero masses and working on-shell with
dimensional regularization, all graphs are scaleless. At one loop they have the general
form:2
ℳEFTbare = 𝑂
(︂
1
𝜖2UV
− 1
𝜖2IR
)︂
+ 𝑃
(︂
1
𝜖UV
− 1
𝜖IR
)︂
. (F.9)
Importantly if we have the correct EFT description of the full theory, then the two
theories must have the same IR divergences. Comparing Eq. (F.9) to Eq. (F.7), we see
2One may worry there could also be scaleless integrals of the form
(︀
𝜖−1UV − 𝜖−1IR
)︀2
, but the use of
the zero-bin subtraction [438] ensures such contributions cannot appear.
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this requires 𝑂 = −𝐾−𝐸os and 𝑃 = 𝑁−𝐿−𝐹os. The EFT is again a renormalizable
theory, so we can cancel the UV divergences using 𝛿EFT = (𝐾 +𝐸os)𝜖−2UV+ (𝐿+𝐹os−
𝑁)𝜖−1UV. Note as all EFT graphs are scaleless there are no finite contributions that
could be absorbed into the counter-term, so in any scheme there is no finite correction
to 𝛿EFT. Using this counter-term, we conclude:
ℳEFTren. =
𝐾 + 𝐸os
𝜖2IR
+
𝐿−𝑁 + 𝐹os
𝜖IR
. (F.10)
Again note that for a similar argument to that in the full theory, if we had set
𝜖UV = 𝜖IR at the outset, then as long as we still used the correct counter-term we
would arrive at the same result.
The matching coefficient is then obtained from subtracting the renormalized EFT
from the renormalized full theory result, so taking the appropriate results above we
conclude:
ℳfullren. −ℳEFTren. = 𝐶 +𝐷os . (F.11)
Comparing this with Eq. (F.7), we see that provided we have the correct EFT, then
the matching coefficient is just the finite contribution to the renormalized full theory
amplitude in the on-shell scheme. Even though this result makes explicit reference
to a scheme in 𝐷on−shell, it is in fact scheme independent. The reason for this is that
if we worked in a different scheme, although 𝐷 would change, we would also have to
account for the now non-trivial external particle residues that enter via LSZ. Their
contribution is what ensures Eq. (F.11) is scheme independent.
Results of the Calculation
As outlined above, in order to obtain the matching coefficients we need the finite
contribution to the renormalized full theory amplitude. Now to compute this in the
particular theory we consider in this work, we need to calculate the 25 diagrams that
contribute to the one-loop correction to 𝜒𝑎𝜒𝑏 → 𝑊 𝑐𝑊 𝑑. The diagrams are identical
to those considered in [439], where they defined a numbering scheme for the diagrams,
283
grouping them by topology and labelling them as 𝑇𝑖 for various 𝑖. We follow that
numbering scheme here, but cannot use their results as they considered massless initial
state fermions whilst ours are massive and non-relativistic. In general we calculate
the diagrams using dimensional regularization with 𝑑 = 4 − 2𝜖 to regulate the UV
and IR, and work in ‘t Hooft-Feynman gauge. Loop integrals are determined using
Passarino-Veltman reduction [440], and we further make use of the results in [441–444]
as well as FeynCalc [445,446] and Package-X [447].
In the EFT description of the full theory outlined in Sec. 7.2, the factorization of
the matrix elements ensured a separation between the Sommerfeld and Sudakov con-
tributions. Yet for the full theory no clear separation exists and there will be graphs
that contribute to both effects – in particular the graph 𝑇1𝑐 considered below. The
purpose of the Wilson coefficients we are calculating here is to provide corrections to
the Sudakov contribution – we do not want to spoil the EFT distinction by including
Sommerfeld effects in these coefficients. In order to cleanly separate the contribu-
tions we take the relative velocity of our non-relativistic initial states to be zero. This
ensures that any contribution of the form 1/𝑣, characteristic of Sommerfeld enhance-
ment, become power divergences and therefore vanish in dimensional regularization.
This is different to the treatment in HI, where they calculated the diagram without
sending 𝑣 → 0 and subtracted the Sommerfeld contribution by hand.
In our calculation the DM is a Majorana fermion. It turns out that for almost all
the graphs below the result is identical regardless of whether we think of the fermion as
Majorana or Dirac – a result that is also true at tree-level. The additional symmetry
factors in the Majorana case are exactly cancelled by the factors of 1/2 entering
from the Majorana Lagrangian. The exceptions to this are for graphs containing a
closed loop of fermions, specifically 𝑇2𝑑 and 𝑇6𝑑 below, as well as closed fermion loop
contributions to the counter-terms.
Using the approach outlined above we now state the contribution to 𝐵𝑟 as defined
in Eq. (F.2) graph by graph. Throughout we define 𝐿 ≡ ln𝜇/2𝑚𝜒.
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𝑇1𝑎
The result for this graph and its cross term is:
𝐵
[1𝑎]
1 =
𝛼2
4𝜋
[︂
− 2
𝜖2
− 1
𝜖
(4𝐿+ 2𝑖𝜋 + 2)− 4𝐿2
−4𝐿− 4𝑖𝜋𝐿− 4 + 7𝜋
2
6
+ 4 ln 2
]︂
,
𝐵
[1𝑎]
2 =
1
2
𝐵
[1𝑎]
1 ,
𝐵
[1𝑎]
3 =
𝛼2
4𝜋
[︂
1
4𝜖2
+
1
4𝜖
(2𝐿− 3𝑖𝜋 − 2) + 1
2
𝐿2
− 𝐿− 3
2
𝑖𝜋𝐿+
17𝜋2
48
−1
6
(2 + 7𝑖𝜋 − 8 ln 2)
]︂
.
(F.12)
In calculating this graph in the non-relativistic limit via Passarino-Veltman reduc-
tion there are additional spurious divergences that must be regulated. The origin of
these divergences is that Passarino-Veltman assumes the momenta appearing in the
integrals to be linearly independent. But in the center of momentum frame if we take
𝑣 = 0, then 𝑝1 and 𝑝2 are identical and this assumption breaks down, leading to the
divergences of the form (𝑠− 4𝑚2𝜒)−1, where 𝑠 = (𝑝1 + 𝑝2)2. A simple way to regulate
them is to give the initial states a small relative velocity. This does not lead to a
violation of our separation of Sommerfeld and Sudakov effects as this graph does not
contribute to the Sommerfeld enhancement. As such this procedure introduces no
1/𝑣 contributions to the final result and the regulator can be safely removed at the
end. This is the only diagram where this issue appears – if it occurred in a graph that
did contribute to the Sommerfeld effect we would need to use a different regulator.
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𝑇1𝑏
This graph has a single crossed term and combining the two yields:
𝐵
[1𝑏]
1 = 𝐵
[1𝑏]
3 = 0 ,
𝐵
[1𝑏]
2 =
𝛼2
4𝜋
[︂
2
𝜖2
+
4𝐿+ 2
𝜖
+ 4𝐿(𝐿+ 1)
−2𝜋
2
3
+ 4− 8 ln 2
]︂
.
(F.13)
𝑇1𝑐
The combination of this graph and its crossed term is:
𝐵
[1𝑐]
1 =
𝛼2
4𝜋
[︂
2
𝜖
− 4 + 4𝐿+ 4 ln 2
]︂
,
𝐵
[1𝑐]
2 =
1
2
𝐵
[1𝑐]
1 ,
𝐵
[1𝑐]
3 =
𝛼2
4𝜋
[︂
1
𝜖
− 2 + 2𝐿+ 𝜋
2
4
− 2 ln 2
]︂
.
(F.14)
Formally this graph also gives a contribution to the Sommerfeld enhancement in the
full theory. Nevertheless as we take 𝑣 = 0 at the outset, the contribution here is
purely to the Sudakov terms.
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𝑇1𝑑
The contribution from this diagram vanishes in the non-relativistic limit, i.e.
𝐵
[1𝑑]
1 = 𝐵
[1𝑑]
2 = 𝐵
[1𝑑]
3 = 0 . (F.15)
𝑇2𝑎
For the case of ghosts running in the loop of the above graph we have its contribution
and the crossed term giving
𝐵
[2𝑎]
1 = 𝐵
[2𝑎]
2 = 0 ,
𝐵
[2𝑎]
3 =
𝛼2
4𝜋
[︂
1
24𝜖
+
2𝐿+ 𝑖𝜋
24
+
11
72
]︂
.
(F.16)
𝑇2𝑏
For a scalar Higgs in the loop, the graph and its cross term contribute:
𝐵
[2𝑏]
1 = 𝐵
[2𝑏]
2 = 0 ,
𝐵
[2𝑏]
3 =
𝛼2
4𝜋
[︂
1
12𝜖
+
2𝐿+ 𝑖𝜋
12
+
11
36
]︂
.
(F.17)
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𝑇2𝑐
There is no crossed graph associated with the graph above as the gauge bosons running
in the loop are real fields. As such taking just this graph gives
𝐵
[2𝑐]
1 = 𝐵
[2𝑐]
2 = 0 ,
𝐵
[2𝑐]
3 =
𝛼2
4𝜋
[︂
3
4𝜖2
+
1
𝜖
(︂
3
4
(2𝐿+ 𝑖𝜋) +
17
8
)︂
+
3
8
(2𝐿+ 𝑖𝜋)2
+
17
8
(2𝐿+ 𝑖𝜋) +
95
24
− 𝜋
2
16
]︂
.
(F.18)
𝑇2𝑑
There are two types of fermions that can run in the loop: the Majorana triplet fermion
that make up our DM or left-handed SM doublets. As with the gauge bosons these
SM fermions are taken to be massless and for generality we say there are 𝑛𝐷 of them.3
For the SM doublets there is a crossed graph, whilst for the Majorana DM field there
is not, so that:
𝐵
[2𝑑]
1 = 𝐵
[2𝑑]
2 = 0 ,
𝐵
[2𝑑]
3 =
𝛼2
4𝜋
[︂
−
(︂
2
3𝜖
+
4
3
𝐿+
4
3
ln 2− 5
9
+
𝜋2
4
)︂
−𝑛𝐷
(︂
1
6𝜖
+
1
6
(2𝐿+ 𝑖𝜋) +
7
36
)︂]︂
.
(F.19)
3For the SM well above the electroweak scale 𝑛𝐷 = 12. In detail, for each generation there
are four doublets: the lepton doublet and due to color, three quark doublets. As such for three
generations we have twelve left-handed SM doublets.
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If the DM had been a Dirac field instead, there would have been a crossed graph and
the result would be modified such that the first line of 𝐵[2𝑑]3 gets multiplied by 2.
The factor of 7/36 we find in the last line of 𝐵[2𝑑]3 is consistent with the expression
found for this graph, but with different kinematics, in [439], but disagrees with [448].
𝑇2𝑒−ℎ
The four graphs shown above do not contribute to our one-loop result; the graphs on
the top row do not generate either ℳ𝐴 or ℳ𝐵, whilst the loops on the second line
are both scaleless and so vanish in dimensional regularization. As such we have:
𝐵
[2𝑒−𝑓 ]
1 = 𝐵
[2𝑒−𝑓 ]
2 = 𝐵
[2𝑒−𝑓 ]
3 = 0 . (F.20)
𝑇3𝑎 and 𝑇4𝑎
The two graphs shown above have identical amplitudes. For each graph indepen-
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dently, the sum of it and its crossed graph is:
𝐵
[3𝑎/4𝑎]
1 =
𝛼2
4𝜋
[︂
− 1
𝜖2
+
2− 2𝐿
𝜖
− 2𝐿2
+4𝐿− 2 ln 2 + 4 + 𝜋
2
12
]︂
,
𝐵
[3𝑎/4𝑎]
2 = −
1
2
𝐵
[3𝑎/4𝑎]
1 ,
𝐵
[3𝑎/4𝑎]
3 =
1
2
𝐵
[3𝑎/4𝑎]
1 .
(F.21)
𝑇3𝑏 and 𝑇4𝑏
As for 𝑇3𝑎 and 𝑇4𝑎, these two graphs also have equal amplitudes. Again we provide
the combination of each with its crossed graph:
𝐵
[3𝑏/4𝑏]
1 =
𝛼2
4𝜋
[︂
1
𝜖
+ 2𝐿− 2 ln 2 + 𝜋
2
4
]︂
,
𝐵
[3𝑏/4𝑏]
2 = −
1
2
𝐵
[3𝑏/4𝑏]
1 ,
𝐵
[3𝑏/4𝑏]
3 =
1
2
𝐵
[3𝑏/4𝑏]
1 .
(F.22)
𝑇5𝑎
Whether the above graph has a crossed graph associated with interchanging the initial
states depends on the identity of the initial state fermions. For Majorana fermions
there is such a crossing, whilst for Dirac there is not. Despite this, in either case the
combination of the graph and its crossing (where it exists) is the same in both cases
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and is simply:
𝐵
[5𝑎]
1 = 𝐵
[5𝑎]
2 = 0 ,
𝐵
[5𝑎]
3 =
𝛼2
4𝜋
[︂
− 3
2𝜖
− 3𝐿− 13
3
ln 2− 8
3
+
2
3
𝑖𝜋
]︂
.
(F.23)
𝑇5𝑏
As for 𝑇5𝑎 the existence of a crossed graph depends on the nature of the DM. Re-
gardless again the result is the same if we take it to be Dirac or Majorana, which
is:
𝐵
[5𝑏]
1 = 𝐵
[5𝑏]
2 = 0 ,
𝐵
[5𝑏]
3 =
𝛼2
4𝜋
[︂
3
2𝜖
+ 3𝐿+ 3 ln 2− 2
]︂
.
(F.24)
𝑇6𝑎
For a gauge boson in the loop we have:
𝐵
[6𝑎]
1 = 𝐵
[6𝑎]
2 = 0 ,
𝐵
[6𝑎]
3 =
𝛼2
4𝜋
[︂
− 19
12𝜖
− 19
6
𝐿− 29
9
− 19
12
𝑖𝜋
]︂
.
(F.25)
Note this graph and the remaining 𝑇6 type topologies have no crossed graphs.
𝑇6𝑏
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In the case of a ghost loop we have:
𝐵
[6𝑏]
1 = 𝐵
[6𝑏]
2 = 0 ,
𝐵
[6𝑏]
3 =
𝛼2
4𝜋
[︂
− 1
12𝜖
− 1
6
𝐿− 2
9
− 1
12
𝑖𝜋
]︂
.
(F.26)
𝑇6𝑐
For a scalar Higgs we have an identical contribution to 𝑇6𝑏:
𝐵
[6𝑐]
1 = 𝐵
[6𝑐]
2 = 0 ,
𝐵
[6𝑐]
3 =
𝛼2
4𝜋
[︂
− 1
12𝜖
− 1
6
𝐿− 2
9
− 1
12
𝑖𝜋
]︂
.
(F.27)
𝑇6𝑑
As for 𝑇2𝑑 the fermion in the loop could again be either DM or SM. Allowing there
to be 𝑛𝐷 left-handed SM doublets we have
𝐵
[6𝑑]
1 = 𝐵
[6𝑑]
2 = 0 ,
𝐵
[6𝑑]
3 =
𝛼2
4𝜋
[︂(︂
2
3𝜖
+
4
3
𝐿+
4
3
ln 2 +
16
9
)︂
+𝑛𝐷
(︂
1
6𝜖
+
1
3
𝐿+
5
18
+
1
6
𝑖𝜋
)︂]︂
.
(F.28)
Here there is a symmetry factor of 1/2 for the loop in the case of the Majorana DM
field. If the DM was a Dirac fermion instead, the first line of 𝐵[6𝑑]3 would get multiplied
by 2 as this symmetry factor would not be present.
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𝑇6𝑒 and 𝑇6𝑓
Both of these integrals are scaleless and vanish in dimensional regularization, so:
𝐵
[6𝑒−𝑓 ]
1 = 𝐵
[6𝑒−𝑓 ]
2 = 𝐵
[6𝑒−𝑓 ]
3 = 0 . (F.29)
𝑇7
For the final graph we again have a crossed contribution, and combining the two gives:
𝐵
[7]
1 =
𝛼2
4𝜋
[︂
−8
𝜖
− 16𝐿− 12
]︂
,
𝐵
[7]
2 = −
1
2
𝐵
[7]
1 ,
𝐵
[7]
3 =
1
2
𝐵
[7]
1 .
(F.30)
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Counter-terms
To begin with, as 𝐵3 vanishes at tree level there are no counter-term corrections to
its value at one loop. Instead we only need to consider graphs that would contribute
to 𝐵1 and 𝐵2, of which there are three:
The graph on the left corresponds to the wave-function and mass renormalization
of the DM – denoted as 𝑍𝜒 and 𝑍𝑚 – whilst the remaining two graphs account
for the renormalization of the DM and electroweak gauge boson interaction vertex
𝑔2?¯? /𝑊𝜒 – here 𝑍1. Now if we calculate the above three graphs, we find a contribution
proportional to the tree-level amplitudeℳtree, as well as a term that would contribute
to 𝐵3. As we know this latter term must be cancelled by other graphs given 𝐵
(0)
3 = 0,
we keep only the former term which gives:
(2𝛿1 − 𝛿𝜒 − 𝛿𝑚)ℳtree , (F.31)
where we have used 𝑍𝑖 = 1 + 𝛿𝑖.
Next, when determining the 𝛿𝑖 we need to pick a scheme. As explained above,
when calculating matching coefficients it is easiest to work in the on-shell scheme to
ensure we do not have to worry about residues from the LSZ reduction. The meaning
of the on-shell values of 𝛿𝜒 and 𝛿𝑚 is clear, whereas the interpretation of the on-shell
𝛿1 is ambiguous in a non-abelian theory. Here we treat this counter-term as follows.
By definition we know 𝛿1 = 𝛿𝑔2 +
1
2
𝛿𝑊 + 𝛿𝜒, where 𝛿𝑔2 and 𝛿𝑊 are the counter-terms
for the coupling and gauge boson wave-functions respectively. For the gauge-boson
wave-function we use the on-shell scheme as usual. For the coupling counter-term,
however, we define it to be purely UV, in the MS scheme and as our full theory is
defined with the DM a propagating degree of freedom, this coupling is defined above
the 𝑚𝜒. In the EFT the DM is integrated out, so the appropriate coupling for the
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matching is one defined below 𝑚𝜒. We put this issue aside for now and return to it
in the next section.
The above choices then define our scheme for 𝛿1 in a manner that ensures all
residues are still 1. With this scheme, we can then calculate the relevant counter-
terms and find:
𝛿𝜒 = −𝛼2
4𝜋
[︂
2
𝜖UV
+ 4𝐿+ 4 ln 2 + 4
]︂
, (F.32)
𝛿𝑚 = −𝛼2
4𝜋
[︂
6
𝜖UV
+ 12𝐿+ 12 ln 2 + 8
]︂
,
𝛿𝑊 = −𝛼2
4𝜋
[︂
2𝑛𝐷 − 3
6𝜖UV
+
19− 2𝑛𝑓
6𝜖IR
+
16
3
𝐿+
16
3
ln 2
]︂
,
𝛿𝑔 = − 𝛼
4𝜋
[︂
27− 2𝑛𝐷
12𝜖UV
]︂
,
𝛿1 = −𝛼2
4𝜋
[︂
4
𝜖UV
+
19− 2𝑛𝐷
12𝜖IR
+
20
3
𝐿+
20
3
ln 2 + 4
]︂
,
where 𝑛𝐷 is again the number of left-handed SM doublets. Recall that in determining
the counter-terms we cannot neglect scaleless integrals as we did for the main calcu-
lation, so their contribution has been included here and we explicitly distinguish 𝜖UV
from 𝜖IR. Subbing these results into Eq. (F.31), we find the crossed contribution is:
𝐵
[CT]
1 =
𝛼2
4𝜋
[︂
2𝑛𝐷 − 19
6𝜖IR
+
8
3
𝐿+
8
3
ln 2 + 4
]︂
,
𝐵
[CT]
2 =
𝛼2
4𝜋
[︂
19− 2𝑛𝐷
12𝜖IR
− 8
6
𝐿− 8
6
ln 2− 2
]︂
,
𝐵
[CT]
3 = 0 .
(F.33)
Interestingly the counter-term contribution is UV finite. This implies that the sum of
all one-loop graphs before adding in counter-terms must be UV finite. Given that we
used dimensional regularization to regulate both UV and IR divergences this cannot
be immediately read off from our results, but going back to the integrals and keeping
track of the UV divergences we confirmed that the sum is indeed UV finite. This
cancellation appears to be purely accidental.
Note if our DM field had instead been a Dirac fermion, there would be several
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modifications to the above. Firstly the 𝐿 and ln 2 dependence in 𝛿𝑊 and 𝛿1 would
be modified, whilst the 𝜖UV dependence in 𝛿𝑊 and 𝛿𝑔 would also change. In the
combination stated in Eq. (F.33) this only changes the 𝐿 and ln 2 dependence, but in
a way that is exactly cancelled when we account for the scale of the coupling in the
next section.
Scale of the Coupling
Throughout the above calculation we have treated the DM as a propagating degree of
freedom and included its effects in loop diagrams. This implies that the coupling used
so far throughout this appendix implicitly depends on 𝑛𝐷+1 flavors – 𝑛𝐷 left-handed
SM doublets and one Majorana DM fermion – i.e. we have used 𝛼2 = 𝛼
(𝑛𝐷+1)
2 (𝜇).
In the EFT however, the DM is no longer a propagating field and so the appropriate
coupling is 𝛼(𝑛𝐷)2 (𝜇). At order 𝛼22, which we are working to at one loop, the distinction
will lead to a finite contribution because of the matching at the scale 𝜇 = 𝑚𝜒, which
we calculate in this section.
Let us start by reviewing the treatment of the running coupling in general. This
running is captured by the 𝛽-function, which is defined by 𝛽(𝛼2) = 𝜇𝑑𝛼2/𝑑𝜇, where
here 𝛼2 is the renormalized coupling; the bare coupling is independent of 𝜇. In general
the 𝛽-function can be written as:
𝛽(𝛼2) = −2𝛼2
[︃
𝜖+
∞∑︁
𝑛=1
(︁𝛼2
4𝜋
)︁𝑛
𝑏𝑛−1
]︃
= −2𝜖𝛼2 − 𝑏0
2𝜋
𝛼22 + . . . ,
(F.34)
where we have expanded it to the order we work to in the second equality. At this
order we can solve for the running of the coupling as:
𝛼2(𝜇) =
𝛼2(𝜇0)
1 + 𝛼2(𝜇0)
𝑏0
2𝜋
ln 𝜇
𝜇0
+ . . .
. (F.35)
Now the above is completely general, so let us focus in to the specific problem we
have. At this order it suffices to demand that the couplings match at the scale 𝑚𝜒,
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and at one-loop this is captured by a difference in 𝑏0. For our problem we define
𝑏
(𝑛𝐷+1)
0 to be the value above 𝑚𝜒 and 𝑏
(𝑛𝐷)
0 the value below. Then using Eq. (F.35)
to define 𝛼(𝑛𝐷+1)2 (𝜇) and 𝛼
(𝑛𝐷)
2 (𝜇), we demand they match at a scale 𝑚𝜒, which gives:
𝛼
(𝑛𝐷+1)
2 (𝜇) = 𝛼
(𝑛𝐷)
2 (𝜇)
[︂
1
+
𝛼
(𝑛𝐷)
2 (𝜇)
2𝜋
(︁
𝑏
(𝑛𝐷+1)
0 − 𝑏(𝑛𝐷)0
)︁
ln
𝜇
𝑚𝜒
+ . . .
]︃
.
(F.36)
So now we just need to determine 𝑏(𝑛𝐷+1)0 − 𝑏(𝑛𝐷)0 . In general for a theory containing
just gauge bosons, Weyl fermions (WF), Majorana fermions (MF) and charged scalars
(CS), we can write:
𝑏0 =
11
3
𝐶𝐴 − 2
3
∑︁
𝑖∈WF
𝐶(𝑅𝑖)
− 2
3
∑︁
𝑖∈MF
𝐶(𝑅𝑖)− 1
3
∑︁
𝑖∈CS
𝐶(𝑅𝑖) .
(F.37)
Our calculation has all four of these ingredients: electroweak gauge bosons, the left-
handed SM fermions (which are Weyl because only one chirality couples to the gauge
bosons), the Majorana DM fermion and the Higgs. Then using 𝐶𝐴 = 2, 𝐶(𝑅) = 1/2
for the SM left-handed fermions and the Higgs, and 𝐶(𝑅) = 2 for the adjoint Wino,
we conclude:
𝑏
(𝑛𝐷)
0 =
43− 2𝑛𝐷
6
,
𝑏
(𝑛𝐷+1)
0 =
35− 2𝑛𝐷
6
.
(F.38)
From this Eq. (F.36) tells us that to the order we are working:
𝛼
(𝑛𝐷+1)
2 (𝜇) = 𝛼
(𝑛𝐷)
2 (𝜇)
[︃
1− 𝛼
(𝑛𝐷)
2 (𝜇)
4𝜋
(︂
8
3
𝐿+
8
3
ln 2
)︂]︃
. (F.39)
Now as there is only a difference between the couplings at next to leading order, this
only corrects the tree level result stated in Eq. (F.4). As such the impact of changing
to the coupling defined below 𝑚𝜒, which is relevant for the matching, is to add the
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following contribution:
𝐵
[Matching]
1 =
𝛼2
4𝜋
[︂
−8
3
𝐿− 8
3
ln 2
]︂
,
𝐵
[Matching]
2 = −
1
2
𝐵
[Matching]
1 ,
𝐵
[Matching]
3 = 0 ,
(F.40)
where now here and in all earlier one-loop results we can take 𝛼2 = 𝛼
(𝑛𝐷)
2 . As
alluded to above, this result is modified for a Dirac DM fermion, but in a way exactly
compensated by a change in the counter-term contribution.
Combination
Combining the 25 graphs above with the counter-terms and the matching contribu-
tions, we arrive at the following result:
𝐵
(1)
1 =
𝛼2
4𝜋
[︂
− 4
𝜖2
− 48𝐿+ 12𝑖𝜋 + 31− 2𝑛𝐷
6𝜖
− 8𝐿2 − 4𝐿− 4𝑖𝜋𝐿− 8 + 11𝜋
2
6
]︂
,
𝐵
(1)
2 =
𝛼2
4𝜋
[︂
2
𝜖2
+
48𝐿− 12𝑖𝜋 + 55− 2𝑛𝐷
12𝜖
+ 4𝐿2 + 6𝐿− 2𝑖𝜋𝐿− 5𝜋
2
12
]︂
,
𝐵
(1)
3 =
𝛼2
4𝜋
[︂
𝑛𝐷 − 72 ln 2− 71 + 3𝜋2
12
]︂
, (F.41)
where recall 𝐿 = ln𝜇/2𝑚𝜒, 𝑛𝐷 is the number of SM left-handed doublets and now all
𝜖 = 𝜖IR.
As explained in detail at the outset of the calculation, the one-loop contribution
to the matching coefficient is just the finite part of this result. Combining this with
the tree-level term in Eq. (F.4) and mapping back to 𝐶𝑟 using Eq. (F.3) then gives
us the Wilson coefficients in Eq. (7.13), which we set out to justify.
If instead we had a Dirac DM triplet rather than a Majorana, then the only impact
on the above would be for 𝐵(1)3 , and we would instead have
𝐵
(1)
3 =
𝛼2
4𝜋
[︂
𝑛𝐷 − 72 ln 2− 43
12
]︂
. (F.42)
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F.2 Consistency Check on the High-Scale Matching
As a non-trivial check on our high-scale calculation, we can calculate the ln𝜇, or 𝐿
in our case, pieces of Eq. (F.41) independently using the NLL results. To begin with,
if we define 𝐶 ≡ (𝐶1 𝐶2 𝐶3)𝑇 , then from the definition of the anomalous dimension
we have:
𝜇
𝑑
𝑑𝜇
𝐶(𝜇) = 𝛾(𝜇)𝐶(𝜇) . (F.43)
Next we expand the coefficients as a series in 𝛼2: 𝐶(𝜇) = 𝐶(0)(𝜇)+𝐶(1)(𝜇)+ ..., where
𝐶(0)(𝜇) is the tree-level contribution and 𝐶(1)(𝜇) the one-loop result. Now we want a
cross check on the one-loop contribution, so we evaluate Eq. (F.43) at 𝒪(𝛼2), giving
𝜇
𝑑𝛼2
𝑑𝜇
𝜕𝐶(0)
𝜕𝛼2
+ 𝜇
𝜕𝐶(1)(𝜇)
𝜕𝜇
= 𝛾1−loop(𝜇)𝐶(0)(𝜇) , (F.44)
and rearranging we arrive at:
𝜇
𝜕𝐶(1)(𝜇)
𝜕𝜇
= 𝛾1−loop(𝜇)𝐶(0)(𝜇)− 𝜇𝑑𝛼2
𝑑𝜇
𝜕𝐶(0)
𝜕𝛼2
. (F.45)
This equation shows that we can derive the 𝜇 and hence 𝐿 dependence of the one-
loop Wilson coefficient from the one-loop anomalous dimension and tree-level Wilson
coefficient, both of which are known from the NLL result. To be more explicit, we
can write the bare Wilson coefficient as
𝐶bare =𝜇
2𝜖
(︂
𝑎
𝜖2
+
𝑏
𝜖
+ 𝜇−independent
)︂
=
𝑎
𝜖2
+
𝑏+ 2𝑎𝐿
𝜖
+ 2𝑎𝐿2 + 2𝑏𝐿
+ 𝜇−independent ,
(F.46)
where in the second equality we swapped form ln𝜇 to 𝐿 and absorbed the additional
ln 2 factors into the 𝜇-independent term. From here we can write the renormalized
Wilson coefficient as
𝐶ren. = 2𝑎𝐿
2 + 2𝑏𝐿+ 𝜇−independent , (F.47)
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which we can then substitute into the left-hand side of Eq. (F.45) to derive 𝑎 and 𝑏
for each Wilson coefficient. Doing this and then mapping back to 𝐵𝑟 using Eq. (F.3),
we find
𝐵
(1)
1 =
𝛼2
4𝜋
[︂
−8𝐿
𝜖
− 8𝐿2 − 4𝐿− 4𝑖𝜋𝐿+ 𝜇−ind.
]︂
,
𝐵
(1)
2 =
𝛼2
4𝜋
[︂
4𝐿
𝜖
+ 4𝐿2 + 6𝐿− 2𝑖𝜋𝐿+ 𝜇−ind.
]︂
,
𝐵
(1)
3 =
𝛼2
4𝜋
[0 + 𝜇−ind.] , (F.48)
in exact agreement with Eq. (F.41). In particular, as 𝐵(0)3 = 0, we needed 𝐵
(1)
3 to be
independent of 𝐿, as we found.
F.3 Low-Scale Matching Calculation
The focus of this appendix is to derive the low-scale matching conditions stated in
Eqs. (7.14), (7.15), (7.16), (7.17), and (7.18). At this scale, the matching is from an
effective theory where the 𝑊 , 𝑍, top and Higgs are dynamical degrees of freedom –
NRDM-SCETEW – onto a theory where these electroweak modes have been integrated
out – NRDM-SCET𝛾.
In order to perform the calculation we will make use of the formalism of elec-
troweak SCET developed in [381, 400–403]. As we are working in SCET, there are
both collinear and soft gauge boson diagrams that will appear in the one-loop match-
ing. In [381] it was proven that at one-loop the total low-scale matching contribution
from these soft and collinear SCET modes can always be decomposed into a contri-
bution that is diagonal, in that it leads to no operator mixing, and another that is
non-diagonal, as it does induce mixing. In their works, they then refer to the diagonal
parts as collinear and non-diagonal ones as soft, a notation we follow.4
At one loop the matching amounts to evaluating the diagrams that appear in
4This explains the notation used in the main text, and caution is required to distinguish the two.
As an example, our initial heavy DM states can have a soft wave-function type one-loop correction.
But as this cannot mix operators, we call it a collinear contribution and label it as such in Eq. (7.14).
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NRDM-SCETEW but not NRDM-SCET𝛾. These diagrams can be broken into three
classes:
1. Wave-function diagrams correcting our initial non-relativistic states;
2. Diagrams where a soft gauge boson is exchanged between two different external
states; and
3. Final state wave-function diagrams, which are now corrections to collinear
states.
Each class will be discussed separately below. Before doing so, however, we first
define our operators and outline how the low-scale matching proceeds at tree level.
Unlike for the high-scale matching, here we only consider the two operators that
match onto ℳ𝐴 in Eq. (F.1), as opposed to the third operator coming from ℳ𝐵.
The reason for this is the additional operator does not contribute to the low-scale
matching calculation for present day DM annihilation at any order in leading power
NRDM-SCET. To understand this note that the operators coming fromℳ𝐴 andℳ𝐵
have different spin structures. In order to mix these structures we need to transfer
angular momentum between the states. The only low-scale graphs we can write down
to do this are soft gauge boson exchanges. The spin structure of the coupling of a
soft exchange to an 𝑛-collinear gauge boson is /𝑛 and the corresponding coupling to
our non-relativistic DM field is /𝑣. Neither coupling allows for a transfer of angular
momentum, demonstrating that these operators cannot mix. Unlike for the high-scale
matching, we will not make use of the operator corresponding toℳ𝐵 for our low-scale
consistency check, so we drop it from consideration at the outset.
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Operator Definition and Tree-level Matching
Prior to electroweak symmetry breaking, the two relevant operators in NRDM-SCETEW
can be written schematically as:
𝒪1 = 1
2
𝛿𝑎𝑏𝛿𝑐𝑑𝜒
𝑎𝜒𝑏𝑊 𝑐3𝑊
𝑑
4 ,
𝒪2 = 1
4
(𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐)𝜒
𝑎𝜒𝑏𝑊 𝑐3𝑊
𝑑
4 .
(F.49)
Our notation here is schematic in the sense that we have suppressed the Lorentz
structure and soft Wilson lines. The form of these is written out explicitly in Eq. (7.2)
and is left out for convenience as it appears in every operator written down in this
appendix. Further, in this equation the factor of 1/2 is introduced for convenience;
as 𝜒 is a Majorana field this factor ensures the Feynman rule associated with these
operators has no additional numerical factor. Note also that the gauge bosons are
labelled as they are associated with a collinear direction. At tree-level the low-scale
matching is effected simply by mapping the fields in these operators onto their broken
form. Explicitly we have:
𝜒1 =
1√
2
(︀
𝜒+ + 𝜒−
)︀
, 𝜒2 =
𝑖√
2
(︀
𝜒+ − 𝜒−)︀ , 𝜒3 = 𝜒0 ,
𝑊 1 =
1√
2
(︀
𝑊+ +𝑊−
)︀
, 𝑊 2 =
𝑖√
2
(︀
𝑊+ −𝑊−)︀ , 𝑊 3 = 𝑠𝑊𝐴+ 𝑐𝑊𝑍 . (F.50)
Substituting these into Eq. (F.49) yields 22 operators in the broken theory. Of these,
14 involve a 𝑊± in the final state, so we will not consider them further. We define
the remaining 8 as:
?^?1 = 1
2
𝜒0𝜒0𝐴3𝐴4 , ?^?2 = 1
2
𝜒0𝜒0𝑍3𝐴4 ,
?^?3 = 1
2
𝜒0𝜒0𝐴3𝑍4 , ?^?4 = 1
2
𝜒0𝜒0𝑍3𝑍4 ,
?^?5 = 𝜒+𝜒−𝐴3𝐴4 , ?^?6 = 𝜒+𝜒−𝑍3𝐴4 ,
?^?7 = 𝜒+𝜒−𝐴3𝑍4 , ?^?8 = 𝜒+𝜒−𝑍3𝑍4 ,
(F.51)
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where again we have used the schematic notation of Eq. (F.49), as we will for all
operators in this appendix. At tree level, the operators in Eq. (F.49) and (F.51) are
related simply by the change of variables in Eq. (F.50). This mapping is performed
by a 22× 2 matrix, but again we only state the part of this matrix we are interested
in:
?^?
(0)
𝑠,1−8 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑠2𝑊 𝑠
2
𝑊
𝑠𝑊 𝑐𝑊 𝑠𝑊 𝑐𝑊
𝑠𝑊 𝑐𝑊 𝑠𝑊 𝑐𝑊
𝑐2𝑊 𝑐
2
𝑊
𝑠2𝑊 0
𝑠𝑊 𝑐𝑊 0
𝑠𝑊 𝑐𝑊 0
𝑐2𝑊 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (F.52)
In terms of the calculation presented in the main text, what we actually want is the
mapping onto the Sudakov factors Σ, defined in Eq. (7.10), not the broken operators
in Eq. (F.51). As given there, the 𝑠𝑊 and 𝑐𝑊 factors are absorbed into 𝑃𝑋 , and
so will not contribute to the Σ factors. Then ?^?1−4 represent the contributions to
neutral annihilation 𝜒0𝜒0 → 𝑋, represented by Σ1 − Σ2, and ?^?5−8 the contributions
to charged annihilation 𝜒+𝜒− → 𝑋, represented by Σ1. Accordingly we have:
?^?(0) = ln
⎡⎣1 0
1 1
⎤⎦ . (F.53)
This provides the tree-level result we could use in Eq. (7.8), where the ln is used
to remove the exponential in that equation. Next we turn to calculating this one-
loop low-scale matching in full, considering the three classes of diagrams that can
contribute in turn.
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Initial State Wave-function Graphs
There are two graphs that fall under the category of initial state wave-function cor-
rections, and these are shown below.
Note here we follow the standard SCET conventions of drawing collinear fields as
gluons with a solid line through them, whereas soft fields are represented simply by
gluon lines. In these graphs, the soft gauge field can be either a 𝑊 or 𝑍 boson. In
either case the integral to be calculated is:
− 𝑔2
∫︁
𝑑𝑑𝑘
𝜇2𝜖
[𝑘2 −𝑚2]𝑣 · (𝑘 + 𝑝) , (F.54)
where 𝑔 is the coupling – 𝑔2 for a 𝑊 boson, 𝑐𝑊𝑔2 for a 𝑍 boson, 𝑝 is the external
momentum, 𝑘 is the loop momentum, 𝑚 the gauge boson mass, and 𝑣 is the velocity
associated with the non-relativistic 𝜒 field. Given our initial state is heavy, this is
unsurprisingly exactly the heavy quark effective theory wave-function renormalization
graph. The analytic solution can be found in e.g. [449,450], and using this we find:
= −𝑖𝑣 · 𝑝 𝛼
2𝜋
[︂
1
𝜖
+ ln
𝜇2
𝑚2
]︂
, (F.55)
where 𝛼 = 𝑔2/4𝜋. Now in addition to the one-loop graphs we drew above, at this
order there will also be a counter-term of the form 𝑖𝑣 · 𝑝(𝑍𝜒 − 1). Again working in
the on-shell scheme so that we do not need to consider the residues, we conclude:
𝑍𝜒 = 1 +
𝛼2(𝜇)
2𝜋
[︂
1
𝜖
− ln 𝑚
2
𝑊
𝜇2
− 𝑐2𝑊 ln
𝑚2𝑍
𝜇2
]︂
. (F.56)
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Now each of our initial states will contribute 𝑍1/2𝜒 , implying that the contribution to
?^?(𝜇) given in Eq. (7.14) is ln𝐷𝜒𝑐 (𝜇)I, where
𝐷𝜒𝑐 (𝜇) = 1−
𝛼2(𝜇)
2𝜋
[︂
ln
𝑚2𝑊
𝜇2
+ 𝑐2𝑊 ln
𝑚2𝑍
𝜇2
]︂
, (F.57)
and the subscript 𝑐 indicates this is a collinear contribution in the sense that it leads
to no operator mixing. This is exactly as in Eq. (7.16) and justifies this part of the
low-scale matching.
Soft Gauge Boson Exchange Graphs
In this section we calculate the contribution from the exchange of a soft𝑊 or 𝑍 gauge
boson between different external final states. As these gauge bosons carry SU(2)L
gauge indices, unsurprisingly these graphs will lead to operator mixing. Consequently,
in terms of the notation introduced above these graphs will lead to non-diagonal or
soft contributions. Nonetheless they will also induce diagonal or collinear terms, and
we will carefully separate the two below.
Once separated, we will group the collinear contribution with those we get from
the final state wave-function graphs we consider in the next subsection. The reason
for this is that these collinear contributions for photon and 𝑍 final states, as we have,
were already evaluated in [403], and we will not fully recompute them here. In that
work, however, the collinear contribution was only stated in full. The breakdown
into the soft boson exchange and final state wave-function graphs was not provided.
This raises a potential issue because in that work all external states were taken to
be collinear, not non-relativistic. As such, in this section we will explicitly calculate
the soft gauge boson exchange graphs for both kinematics and demonstrate that the
diagonal contribution is identical in the two cases.
Before calculating the graphs, we first introduce some useful notation. At one loop
the gauge bosons will have two couplings to the four external states. Each of these
couplings will have an associated gauge index structure, and in order to deal with
this it is convenient to introduce gauge index or color operators T. This notation was
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first introduced in [451,452], and it allows the gauge index structure to be organized
generally rather than case by case. Examples can be found in the original papers and
also in e.g. [381,403,453]. An example relevant for our purposes is the action of T on
an SU(2)L adjoint, which is the representation of both our initial and final states:
T𝜒𝑎 = (𝑇 𝑐𝐴)𝑎𝑎′𝜒
𝑎′ = −𝑖𝜖𝑐𝑎𝑎′𝜒𝑎′ ,
T𝑊 𝑎 = (𝑇 𝑐𝐴)𝑎𝑎′𝑊
𝑎′ = −𝑖𝜖𝑐𝑎𝑎′𝑊 𝑎′ .
(F.58)
In terms of this notation then, we can write the gauge index structure of all relevant
one-loop low-scale matching graphs as T𝑖 ·T𝑗, where 𝑖, 𝑗 label any of the four external
legs. Because of this we label the result from these soft exchange diagrams as 𝑆𝑖𝑗 for
the case of our kinematics – non-relativistic initial states and collinear final states
– and we use 𝑆 ′𝑖𝑗 to denote the kinematics of [403] – all external states collinear.
Following [381,403], we take all external momenta to be incoming and further rapidity
divergences will be regulated with theΔ-regulator [454]. Now let us turn to the graphs
one by one.
𝑆
(′)
12
In this graph the soft gauge boson exchanged between the initial state can be a 𝑊
or 𝑍 boson. In either case, the value of this graph is:
𝑆12 =
𝛼
2𝜋
T1 ·T2
[︂
1
𝜖
− ln 𝑚
2
𝜇2
]︂
, (F.59)
𝑆 ′12 =
𝛼
2𝜋
T1 ·T2
[︂
1
𝜖2
− 1
𝜖
(︂
ln
𝛿1𝛿2
𝜇2
+ 𝑖𝜋
)︂
− 1
2
ln2
𝑚2
𝜇2
+𝑖𝜋 ln
𝑚2
𝜇2
+ ln
𝑚2
𝜇2
ln
𝛿1𝛿2
𝜇2
− 𝜋
2
12
]︂
,
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where as above 𝛼 = 𝑔2/4𝜋 and the identity 𝑔 and 𝑚 depend on whether this is for a
𝑊 or 𝑍. In 𝑆 ′12, 𝛿1/2 are the Δ-regulators and unsurprisingly these only appear for
the collinear kinematics.
𝑆
(′)
13 , 𝑆
(′)
14 , 𝑆
(′)
23 , and 𝑆
(′)
24
Again the exchanged soft boson can be a 𝑊 or 𝑍. These four graphs are grouped
together as they have a common form, for example:
𝑆13 =
𝛼
2𝜋
T1 ·T3
[︂
1
2𝜖2
− 1
2𝜖
ln
𝛿23
𝜇2
− 1
4
ln2
𝑚2
𝜇2
(F.60)
+
1
2
ln
𝛿23
𝜇2
ln
𝑚2
𝜇2
− 𝜋
2
24
]︂
,
𝑆 ′13 =
𝛼
2𝜋
T1 ·T3
[︂
1
𝜖2
− 1
𝜖
ln
(︂
− 𝛿1𝛿3
𝜇2𝑤13
)︂
− 1
2
ln2
𝑚2
𝜇2
+ ln
𝑚2
𝜇2
ln
(︂
− 𝛿1𝛿3
𝜇2𝑤13
)︂
− 𝜋
2
12
]︂
.
Then 𝑆(′)14 is given by the same expressions but with 3 → 4, whilst 𝑆(′)23 and 𝑆(′)24 are
given by similar replacements. For the all collinear case we have defined the following
functions of the kinematics:
𝑤13 = 𝑤24 ≡ 1
2
𝑛1 · 𝑛3 = 1
2
𝑛2 · 𝑛4 = 𝑡
𝑠
,
𝑤14 = 𝑤23 ≡ 1
2
𝑛1 · 𝑛4 = 1
2
𝑛2 · 𝑛3 = 𝑢
𝑠
,
(F.61)
where 𝑠, 𝑡, and 𝑢 are the Mandelstam variables relevant for all incoming momenta.
307
The signs inside the logs in Eq. (F.60) can be understood by noting that as 𝑡 < 0,
𝑢 < 0, whilst 𝑠 > 0, we have 𝑤𝑖𝑗 < 0.
𝑆
(′)
34
Finally we have the graph above, which yields:
𝑆34 =
𝛼
2𝜋
T3 ·T4
[︂
1
𝜖2
− 1
𝜖
(︂
ln
𝛿3𝛿4
𝜇2
+ 𝑖𝜋
)︂
− 1
2
ln2
𝑚2
𝜇2
+𝑖𝜋 ln
𝑚2
𝜇2
+ ln
𝑚2
𝜇2
ln
𝛿3𝛿4
𝜇2
− 𝜋
2
12
]︂
,
𝑆 ′34 = 𝑆34 . (F.62)
This completes the list of graphs to evaluate. As written it appears that all graphs
are non-diagonal from their gauge index structure. However as we will now show, the
combinations of all graphs can be reduced to a diagonal and non-diagonal piece.
Firstly for the case of all collinear external states we have:
𝑆 ′12 + 𝑆
′
13 + 𝑆
′
14 + 𝑆
′
23 + 𝑆
′
24 + 𝑆
′
34 ≡
∑︁
⟨𝑖𝑗⟩
𝑆 ′𝑖𝑗 , (F.63)
which serves to define ⟨𝑖𝑗⟩. The part of this sum that involving the rapidity regulators
can be written as
𝛼
2𝜋
ln
𝑚2
𝜇2
∑︁
⟨𝑖𝑗⟩
T𝑖 ·T𝑗
(︂
ln
𝛿𝑖
𝜇
+ ln
𝛿𝑗
𝜇
)︂
. (F.64)
This can be simplified using the following identity:5
∑︁
⟨𝑖𝑗⟩
(𝑓𝑖 + 𝑓𝑗)T𝑖 ·T𝑗 = −
∑︁
𝑖
𝑓𝑖T𝑖 ·T𝑖 . (F.65)
5This and the gauge index identity stated below in Eq. (F.69) follow simply from the fact
∑︀
𝑖T𝑖 =
0 when it acts on gauge index singlet operators, see for example [381].
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If we identify 𝑓𝑖 = ln 𝛿𝑖/𝜇, then Eq. (F.64) becomes:
= − 𝛼
2𝜋
ln
𝑚2
𝜇2
∑︁
⟨𝑖𝑗⟩
T𝑖 ·T𝑖 ln 𝛿𝑖
𝜇
, (F.66)
which is now diagonal in the gauge indices. For the remaining terms that are inde-
pendent of 𝛿, we organize them as follows:
∑︁
⟨𝑖𝑗⟩
𝑆 ′𝑖𝑗 =
1
2
[𝑆 ′12 + 𝑆
′
13 + 𝑆
′
14]
+
1
2
[𝑆 ′21 + 𝑆
′
23 + 𝑆
′
24]
+
1
2
[𝑆 ′31 + 𝑆
′
32 + 𝑆
′
34]
+
1
2
[𝑆 ′41 + 𝑆
′
42 + 𝑆
′
43] ,
(F.67)
where we used the fact 𝑆 ′𝑖𝑗 = 𝑆 ′𝑗𝑖. Each of these groups can now be simplified. For
example, the first group can be written as:
𝑆 ′12 + 𝑆
′
13 + 𝑆
′
14 =
𝛼
2𝜋
(T1 ·T2 +T1 ·T3 +T1 ·T4)
×
[︂
−1
2
ln2
𝑚2
𝜇2
− 𝜋
2
12
]︂
+
𝛼
2𝜋
T1 ·T2
[︂
𝑖𝜋 ln
𝑚2
𝜇2
]︂
(F.68)
− 𝛼
2𝜋
T1 ·T3
[︂
ln
(︂
− 𝑡
𝑠
)︂
ln
𝑚2
𝜇2
]︂
− 𝛼
2𝜋
T1 ·T4
[︂
ln
(︁
−𝑢
𝑠
)︁
ln
𝑚2
𝜇2
]︂
,
If we then use ∑︁
𝑗,𝑗 ̸=𝑖
T𝑖 ·T𝑗 = −T𝑖 ·T𝑖 , (F.69)
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Eq. (F.68) can be rewritten as:
=
𝛼
2𝜋
T1 ·T1
[︂
1
2
ln2
𝑚2
𝜇2
+
𝜋2
12
]︂
+
𝛼
2𝜋
T1 ·T2
[︂
𝑖𝜋 ln
𝑚2
𝜇2
]︂
(F.70)
− 𝛼
2𝜋
T1 ·T3
[︂
ln
(︂
− 𝑡
𝑠
)︂
ln
𝑚2
𝜇2
]︂
− 𝛼
2𝜋
T1 ·T4
[︂
ln
(︁
−𝑢
𝑠
)︁
ln
𝑚2
𝜇2
]︂
.
Repeating this for the remaining three terms in Eq. (F.67) and reinserting the 𝛿
contributions, we can rewrite the combination of all terms as:
∑︁
⟨𝑖𝑗⟩
𝑆 ′𝑖𝑗 ≡
∑︁
⟨𝑖𝑗⟩
𝑆 ′𝑖𝑗 +
∑︁
𝑖
𝐶𝑖 , (F.71)
where we have defined:
𝑆 ′𝑖𝑗 ≡ −
𝛼
2𝜋
ln
𝑚2
𝜇2
T𝑖 ·T𝑗𝑈 ′𝑖𝑗 , (F.72)
𝐶𝑖 ≡ 𝛼
2𝜋
T𝑖 ·T𝑖
[︂
1
4
ln2
𝑚2
𝜇2
+
𝜋2
24
− 1
2
ln
𝑚2
𝜇2
ln
𝛿2𝑖
𝜇2
]︂
,
and from the above we can see that:
𝑈 ′12 = 𝑈
′
34 = −𝑖𝜋 ,
𝑈 ′13 = 𝑈
′
24 = ln
(︂
− 𝑡
𝑠
)︂
,
𝑈 ′14 = 𝑈
′
23 = ln
(︁
−𝑢
𝑠
)︁
.
(F.73)
Thus as claimed, we have reduced
∑︀
⟨𝑖𝑗⟩ 𝑆
′
𝑖𝑗 in Eq. (F.71) into a diagonal and non-
diagonal piece. Importantly we have explicitly isolated the collinear contribution
𝐶𝑖, and as we will now show we get exactly the same diagonal contribution for the
kinematics of interest in this work.
Before doing so, however, note that the irreducibly non-diagonal contribution
given in Eq. (F.72) and Eq. (F.73) agrees with Eq. (150) in [381], where they gave
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the general form of 𝑈 ′𝑖𝑗 for the case of all external collinear particles:
𝑈 ′𝑖𝑗 = ln
−𝑛𝑖 · 𝑛𝑗 − 𝑖0+
2
. (F.74)
Next we repeat this procedure for
∑︀
⟨𝑖𝑗⟩ 𝑆𝑖𝑗, where we have non-relativistic fields in
the initial state. As before we consider the contribution from the rapidity regulators
at the outset, which for 𝛿3 yield:
𝛼
2𝜋
(T1 ·T2 +T1 ·T3 +T1 ·T4)
[︂
1
2
ln
𝑚2
𝜇2
ln
𝛿23
𝜇2
]︂
= − 𝛼
2𝜋
T3 ·T3
[︂
1
2
ln
𝑚2
𝜇2
ln
𝛿23
𝜇2
]︂
, (F.75)
where we again used Eq. (F.69). An identical relation will hold for 𝛿4, and this time
there is no 𝛿1/2 as the non-relativistic fields do not lead to rapidity divergences. For
the remaining terms, we now organize them as follows:
∑︁
⟨𝑖𝑗⟩
𝑆𝑖𝑗 = 𝑆12+
[︂
𝑆31 + 𝑆32 +
1
2
𝑆34
]︂
+
[︂
𝑆41 + 𝑆42 +
1
2
𝑆43
]︂
.
(F.76)
Evaluating each of the terms in square brackets and simplifying the gauge index
structure as before, we arrive at the following:
∑︁
⟨𝑖𝑗⟩
𝑆𝑖𝑗 ≡
∑︁
⟨𝑖𝑗⟩
𝑆𝑖𝑗 + 𝐶3 + 𝐶4 , (F.77)
where we again have:
𝑆𝑖𝑗 ≡ − 𝛼
2𝜋
ln
𝑚2
𝜇2
T𝑖 ·T𝑗𝑈𝑖𝑗 , (F.78)
𝐶𝑖 ≡ 𝛼
2𝜋
T𝑖 ·T𝑖
[︂
1
4
ln2
𝑚2
𝜇2
+
𝜋2
24
− 1
2
ln
𝑚2
𝜇2
ln
𝛿2𝑖
𝜇2
]︂
,
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and now
𝑈12 = 1 ,
𝑈34 = −𝑖𝜋 ,
𝑈13 = 𝑈24 = 𝑈14 = 𝑈23 = 0 .
(F.79)
Critically, although the non-diagonal contribution is different to the case of all collinear
kinematics, we see that the collinear function defined in Eq. (F.78) is identical to that
in Eq. (F.72). This justifies the claim made earlier that the diagonal part of this cal-
culation is the same for both kinematics. As such we put the 𝐶𝑖 terms aside for the
moment, and return to them when we consider the final state wave-function graphs.
What remains here then is to evaluate the irreducibly non-diagonal contribution:∑︀
⟨𝑖𝑗⟩ 𝑆𝑖𝑗. This essentially amounts to calculating the gauge index structure, which
the use of gauge index operators has allowed us to put off until now. In addition
we need to recall that we have a contribution to each graph from a 𝑊 and 𝑍 boson
exchange. As above we closely follow the approach in [381, 403], except accounting
for the differences in our kinematics. To this end, we begin by observing that after
electroweak symmetry breaking the unbroken SU(2)L and U(1)𝑌 generators, t and 𝑌 ,
become
𝛼2t · t+ 𝛼1𝑌 · 𝑌 →1
2
𝛼𝑊 (𝑡+𝑡− + 𝑡−𝑡+)
+ 𝛼𝑍𝑡𝑍 · 𝑡𝑍 + 𝛼em𝑄 ·𝑄 ,
(F.80)
where 𝛼2 = 𝛼em/𝑠2𝑊 , 𝛼1 = 𝛼em/𝑐2𝑊 , 𝛼𝑊 = 𝛼2, 𝛼𝑍 = 𝛼2/𝑐2𝑊 , and 𝑡𝑍 = 𝑡3− 𝑠2𝑊𝑄. This
implies that we can write the full contribution as:
?^?(1)𝑠 =
𝛼𝑊 (𝜇)
2𝜋
ln
𝑚2𝑊
𝜇2
⎡⎣−∑︁
⟨𝑖𝑗⟩
1
2
(𝑡+𝑡− + 𝑡−𝑡+)𝑈𝑖𝑗
⎤⎦
+
𝛼𝑍(𝜇)
2𝜋
ln
𝑚2𝑍
𝜇2
⎡⎣−∑︁
⟨𝑖𝑗⟩
𝑡𝑍𝑖𝑡𝑍𝑗𝑈𝑖𝑗
⎤⎦ . (F.81)
Now the contribution on the first line is more complicated, because (𝑡+𝑡− + 𝑡−𝑡+)𝑈𝑖𝑗
is a non-diagonal 22× 22 matrix, whereas as we will see 𝑡𝑍𝑖𝑡𝑍𝑗𝑈𝑖𝑗 is diagonal. Never-
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theless we can simplify the non-diagonal part by using the following relation:
1
2
(𝑡+𝑡− + 𝑡−𝑡+) = t · t− 𝑡3 · 𝑡3 . (F.82)
Here 𝑡3 · 𝑡3 is again diagonal, and whilst t · t is non-diagonal, it is written in terms of
the unbroken operators so that we can calculate it in the unbroken theory where we
only have 2 operators not 22. Thus it is now a 2× 2 matrix. In terms of this we can
now write the non-diagonal contribution to the low-scale matching as:
?^?𝑠 = ?^?
(0)
𝑠 + ?^?
(1)
𝑠,𝑊 + ?^?
(1)
𝑠,𝑍 ,
?^?
(1)
𝑠,𝑊 =
𝛼𝑊 (𝜇)
2𝜋
ln
𝑚2𝑊
𝜇2
[︁
?^?(0)𝑠 S+D𝑊 ?^?
(0)
𝑠
]︁
,
?^?
(1)
𝑠,𝑍 =
𝛼𝑍(𝜇)
2𝜋
ln
𝑚2𝑍
𝜇2
[︁
D𝑍?^?
(0)
𝑠
]︁
,
(F.83)
where ?^?(0)𝑠 is given in Eq. (F.52) and as we will now demonstrate ?^?𝑠 is effectively
the matrix given in Eq. (7.15) that we set out to justify. In order to do this we have
to evaluate the remaining terms:
S ≡ −
∑︁
⟨𝑖𝑗⟩
t𝑖 · t𝑗𝑈𝑖𝑗 ,
D𝑊 ≡
∑︁
⟨𝑖𝑗⟩
t3𝑖 · t3𝑗𝑈𝑖𝑗 ,
D𝑍 ≡ −
∑︁
⟨𝑖𝑗⟩
t𝑍𝑖 · t𝑍𝑗𝑈𝑖𝑗 .
(F.84)
The form of each of these matrices can be evaluated by acting with them on the
operators – the unbroken operators in Eq. (F.49) for S and the broken operators
in Eq. (F.51) for D𝑊/𝑍 – where the action of the gauge index operators is given by
Eq. (F.58). Doing this, we find:
S =
⎡⎣2− 2𝑖𝜋 1− 𝑖𝜋
0 𝑖𝜋 − 1
⎤⎦ , (F.85)
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whilst
D𝑊,1−8 = diag (0, 0, 0, 0,−1,−1,−1,−1) ,
D𝑍 = −𝑐4𝑊D𝑊 .
(F.86)
Substituting these results into Eq. (F.83), we find:
?^?𝑠,1−8 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑠2𝑊 [1 +𝐺(𝜇)] 𝑠
2
𝑊
𝑠𝑊 𝑐𝑊 [1 +𝐺(𝜇)] 𝑠𝑊 𝑐𝑊
𝑠𝑊 𝑐𝑊 [1 +𝐺(𝜇)] 𝑠𝑊 𝑐𝑊
𝑐2𝑊 [1 +𝐺(𝜇)] 𝑐
2
𝑊
𝑠2𝑊 [1 +𝐻(𝜇)] 𝑠
2
𝑊 𝐼(𝜇)
𝑠𝑊 𝑐𝑊 [1 +𝐻(𝜇)] 𝑠𝑊 𝑐𝑊 𝐼(𝜇)
𝑠𝑊 𝑐𝑊 [1 +𝐻(𝜇)] 𝑠𝑊 𝑐𝑊 𝐼(𝜇)
𝑐2𝑊 [1 +𝐻(𝜇)] 𝑐
2
𝑊 𝐼(𝜇)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (F.87)
where we have defined:
𝐺(𝜇) ≡𝛼𝑊 (𝜇)
2𝜋
ln
𝑚2𝑊
𝜇2
(2− 2𝑖𝜋) ,
𝐻(𝜇) ≡𝛼𝑊 (𝜇)
2𝜋
ln
𝑚2𝑊
𝜇2
(1− 2𝑖𝜋)
+ 𝑐4𝑊
𝛼𝑍(𝜇)
2𝜋
ln
𝑚2𝑍
𝜇2
,
𝐼(𝜇) ≡𝛼𝑊
2𝜋
ln
𝑚2𝑊
𝜇2
(1− 𝑖𝜋) .
(F.88)
From the form of ?^?𝑠 given in Eq. (F.87), we can again reduce this to a 2× 2 matrix
which maps onto Σ1 and Σ1 − Σ2, exactly as we did for the tree-level low-scale
matching. Doing this, the 2× 2 matrix we obtain is exactly Eq. (7.15), which we set
out to justify.
Final State Wave-function Graphs
Finally we have the last contribution, which is the combination of final state wave-
function graphs as well as 𝐶3 + 𝐶4, as defined in Eq. (F.78). As mentioned in the
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previous subsection, this calculation has already been performed in [403], and given
that the form of 𝐶𝑖 is the same for our kinematics as it is for theirs, we take the
result from their work. In that paper they calculated this collinear contribution for
all possible weak bosons. For our calculation we are only interested in a final state
photon or 𝑍, for which they give:
𝐷𝑍𝑐 =
𝛼2
2𝜋
[︂
𝐹𝑊 + 𝑓𝑆
(︂
𝑚2𝑍
𝑚2𝑊
, 1
)︂]︂
+
1
2
𝛿R𝑍 + tan 𝜃𝑊R𝛾→𝑍 ,
𝐷𝛾𝑐 =
𝛼2
2𝜋
[𝐹𝑊 + 𝑓𝑆 (0, 1)]
+
1
2
𝛿R𝛾 + cot 𝜃𝑊R𝑍→𝛾 .
(F.89)
The various terms in these equations are outlined below. Nonetheless, once the full
expressions are written out the analytic result for the terms in Eq. (7.18) can be
extracted as the terms independent of ln𝜇2.
To begin with we have:
𝐹𝑊 ≡ ln 𝑚
2
𝑊
𝜇2
ln
𝑠
𝜇2
− 1
2
ln2
𝑚2𝑊
𝜇2
− ln 𝑚
2
𝑊
𝜇2
− 5𝜋
2
12
+ 1 ,
(F.90)
where note for our calculation 𝑠 = 4𝑚2𝜒. Next 𝑓𝑆(𝑤, 𝑧) is defined as:
𝑓𝑆(𝑤, 𝑧) ≡
∫︁ 1
0
𝑑𝑥
(2− 𝑥)
𝑥
ln
1− 𝑥+ 𝑧𝑥− 𝑤𝑥(1− 𝑥)
1− 𝑥 , (F.91)
such that an explicit calculation gives us
𝑓𝑆
(︂
𝑚2𝑍
𝑚2𝑊
, 1
)︂
= 1.08355 ,
𝑓𝑆 (0, 1) =
𝜋2
3
− 1 .
(F.92)
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Finally the R contributions are defined by:6
𝛿R𝑍 ≡ Π′𝑍𝑍(𝑚2𝑍) ,
𝛿R𝛾 ≡ Π′𝛾𝛾(0) ,
R𝛾→𝑍 ≡ 1
𝑚2𝑍
Π𝑍𝛾(𝑚
2
𝑍) ,
R𝑍→𝛾 ≡ − 1
𝑚2𝑍
Π𝛾𝑍(0) ,
(F.93)
where Π′ ≡ 𝜕Π(𝑘2)/𝜕𝑘2 and the various Π functions are defined via the inverse of the
transverse gauge boson propagator
− 𝑖
(︂
𝑔𝜇𝜈 − 𝑘𝜇𝑘𝜈
𝑘2
)︂⎡⎣𝑘2 −𝑚2𝑍 − Π𝑍𝑍(𝑘2) −Π𝑍𝛾(𝑘2)
−Π𝛾𝑍(𝑘2) 𝑘2 − Π𝛾𝛾(𝑘2)
⎤⎦ . (F.94)
The form of the Π functions is not given explicitly in [403], but can be determined
from the results of e.g. [448,455]. When doing so, there are two factors that must be
accounted for. Firstly the Π functions must be calculated inMS. This is because [403]
accounts for the residues explicitly in (F.89). If we used the on-shell scheme for
external particles, as we did for the high-scale matching, we would double count
the contribution from the residues. Secondly we need to respect that the low-scale
matching is performed above and below the electroweak scale, which means the Π
functions for the photon and 𝑍 must be treated differently. Above the matching scale
the𝑊 , 𝑍, top and Higgs are dynamical degrees of freedom, but below it they are not.
Light degrees of freedom like the photon, bottom quark or electron are dynamical
above and below. This means for the 𝑍 contributions, we need to include all degrees
of freedom – heavy and light – in the loops, as the 𝑍 itself does not propagate below
the matching. For the photon contributions, however, only the heavy degrees of
6Note there is a typo in Eq. B2 of [403], where R𝛾→𝑍 and R𝑍→𝛾 involved Π′ rather than Π. The
expressions stated here are the correct ones, and we thank Aneesh Manohar for confirming this and
for providing a numerical cross check on our results for these terms.
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freedom should be included. Accounting for these factors, we arrive at the following:
𝛿R𝑍 =
𝛼2
4𝜋
[︂
5− 10𝑠2𝑊 + 46𝑠4𝑊
6𝑐2𝑊
ln
𝑚2𝑍
𝜇2𝑍
+1.5077− 9.92036𝑖
]︂
,
𝛿R𝛾 =
𝛼2
4𝜋
[︂
−11
9
𝑠2𝑊 ln
𝑚2𝑍
𝜇2𝑍
+ 0.8257
]︂
,
R𝛾→𝑍 =
𝛼2
4𝜋
[︂
−7𝑠
2
𝑊 + 34𝑠
4
𝑊
6𝑐2𝑊 tan 𝜃𝑊
ln
𝑚2𝑍
𝜇2𝑍
+0.3678− 2.2748𝑖
]︂
,
R𝑍→𝛾 =
𝛼2
4𝜋
[︂
2𝑠𝑊 𝑐𝑊 ln
𝑚2𝑍
𝜇2𝑍
− 0.2099
]︂
. (F.95)
Analytic forms for the Π functions are provided in App. F.5, we do not provide the
full expressions here as they are lengthy. In order to determine the numerical values
above we have used the following:
𝑚𝑍 = 91.1876 GeV ,
𝑚𝑊 = 80.385 GeV ,
𝑚𝑡 = 173.21 GeV ,
𝑚𝐻 = 125 GeV ,
𝑚𝑏 = 4.18 GeV ,
𝑚𝑐 = 1.275 GeV ,
𝑚𝜏 = 1.77682 GeV ,
𝑚𝑠 = 𝑚𝑑 = 𝑚𝑢 = 𝑚𝜇 = 𝑚𝑒 = 0 GeV ,
𝑐𝑊 = 𝑚𝑊/𝑚𝑍 .
(F.96)
This completes the list of ingredients for Eq. (F.89). Substituting them into that
equation gives exactly the relevant terms in Eqs. (7.16), (7.17), and (7.18), justifying
the collinear part of the low-scale matching.
We have now justified each of the pieces making up the low-scale one-loop match-
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ing. All that remains is to cross check this result, which we turn to in the next
appendix.
F.4 Consistency Check on the Low-Scale Matching
In this appendix we provide a cross check on the low-scale one-loop matching calcula-
tion, much as we did for the high-scale result in App. F.2. Given that we already cross
checked the high-scale result, we here make use of that to determine whether the ln𝜇
contributions at the low scale are correct. In order to do this, we take Eq. (7.8) and
turn off the running, which amounts to setting 𝜇𝑚𝜒 = 𝜇𝑍 ≡ 𝜇. In detail we obtain:⎡⎣𝐶𝑋±
𝐶𝑋0
⎤⎦ = 𝑒?^?𝑋(𝜇)
⎡⎣𝐶1(𝜇)
𝐶2(𝜇)
⎤⎦ . (F.97)
Now as we have the full one-loop result, the ln𝜇 dependence between these two terms
must cancel at 𝒪(𝛼2) for any 𝑋, which we will now demonstrate.
Before doing this in general, we first consider the simpler case where electroweak
symmetry remains unbroken and we just have a 𝑊 3𝑊 3 final state. In this case, as
in general, to capture all 𝜇 dependence at 𝒪(𝛼2) we also need to account for the
𝛽-function. If SU(2)L remains unbroken, however, this is just simply captured in:
𝛼2(𝜇) = 𝛼2(𝑚𝑍) + 𝛼
2
2(𝑚𝑍)
2 𝑏0
4𝜋
ln
𝑚2𝑍
𝜇2
, (F.98)
where 𝑏0 = (43− 2𝑛𝐷)/6, with 𝑛𝐷 the number of SM doublets. This follows directly
from Eq. (F.35). In the unbroken theory we can simply set 𝑐𝑊 = 1 and 𝑠𝑊 = 0, so
if we do this and substitute our results from Eqs. (7.13), (7.14), (7.15), (7.16), (7.17)
into Eq. (F.97), then we find:
𝐶𝑊
3
± =
1
𝑚𝜒
(︂
𝑏0
4
+ 𝑐𝑊
3
1 − 1
)︂
ln𝜇2 + 𝜇−ind. ,
𝐶𝑊
3
0 = 𝜇−ind. ,
(F.99)
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Now we can calculate that 𝑐𝑊 31 = (2𝑛𝐷 − 19)/24, which taking 𝑛𝐷 = 12 exactly
agrees with 𝑐𝑍1 in Eq. (7.17) when 𝑐𝑊 = 1 and 𝑠𝑊 = 0 as it must. Then recalling
𝑏0 from above we see that both coefficients are then 𝜇 independent at this order,
demonstrating the required consistency.
We now consider the same cross check in the full broken theory. The added
complication here is that for our different final states, 𝛾𝛾, 𝛾𝑍, and 𝑍𝑍, the coupling
is actually 𝑠2𝑊𝛼2, 𝑠𝑊 𝑐𝑊𝛼2, and 𝑐2𝑊𝛼2 respectively. As we work in MS, we need to
account for the fact that 𝑠𝑊 and 𝑐𝑊 are functions 𝜇. Explicit calculation demonstrates
that the running is only relevant for the consistency of 𝐶𝑋± – the cancellation in 𝐶𝑋0
is independent of the 𝛽-function at this order – and in fact we find:
𝐶𝑋± =
1
𝑚𝜒
(︃
𝑏
(𝑋)
0
4
+
1
2
∑︁
𝑖∈𝑋
𝑐𝑖1 − 1
)︃
ln𝜇2 + 𝜇−ind. . (F.100)
To derive this we simply used Eq. (F.98), with 𝑏0 → 𝑏(𝑋)0 , leaving us to derive the
appropriate for of 𝑏(𝑋)0 for 𝑋 = 𝛾𝛾, 𝛾𝑍, 𝑍𝑍. Firstly note that
𝑠2𝑊 (𝜇) =
𝛼1(𝜇)
𝛼1(𝜇) + 𝛼2(𝜇)
,
𝑐2𝑊 (𝜇) =
𝛼2(𝜇)
𝛼1(𝜇) + 𝛼2(𝜇)
,
(F.101)
where 𝛼1 is the U(1)𝑌 coupling. We can write a similar expression to Eq. (F.98) for
𝛼1, but this time we have 𝑏
(1)
0 = −41/6. To avoid confusion we also now refer to the
SU(2)L 𝑏0 as 𝑏
(2)
0 = 19/6.
Now for the case of two 𝑍 bosons in the final state, the appropriate 𝛽-function is:
𝛽𝑍𝑍 = 𝜇
𝑑
𝑑𝜇
[︀
𝑐2𝑊𝛼2
]︀
. (F.102)
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Combining this with Eq. (F.101), we conclude that:
𝑏
(𝑍𝑍)
0 =
(︀
𝑠2𝑊 + 1
)︀
𝑏
(2)
0 −
𝑠4𝑊
𝑐2𝑊
𝑏
(1)
0
=
19 + 22𝑠4𝑊
6𝑐2𝑊
.
(F.103)
There is an additional factor of 𝑐2𝑊 in this expression than if we were just calculating
the 𝛽-function for 𝛼𝑍 . The reason for this is that 𝑏
(𝑍𝑍)
0 is the appropriate replacement
for 𝑏0 in Eq. (F.98), which represents the correction to 𝛼2 = 𝑐2𝑊𝛼𝑍 not 𝛼𝑍 . Substitut-
ing this into Eq. (F.100) along with the definition of 𝑐𝑍1 from Eq. (7.17) demonstrates
consistency for the 𝑍𝑍 case.
The case of two final state photons has to be treated differently, because of the
fact our low-scale matching integrated out the electroweak degrees of freedom, which
did not include the photon. This means we need to use a modified version of the
SU(2)L and U(1)𝑌 couplings that only include the running due to the modes being
removed. This amounts to accounting for the running from the Higgs, 𝑊 and 𝑍
bosons, and the top quark, which we treat as an SU(2)L singlet Dirac fermion to
ensure it is entirely removed through the matching. Doing so, the SM 𝛽-functions
now evaluate to 𝑏(2)′0 = 43/6 and 𝑏
(1)′
0 = −35/18. Repeating the same calculation as
we used to determine 𝑏(𝑍𝑍)0 , we find that:
𝑏
(𝛾𝛾)
0 =
(︁
𝑏
(1)′
0 + 𝑏
(2)′
0
)︁
𝑠2𝑊 =
47
9
𝑠2𝑊 . (F.104)
Again, substituting this into Eq. (F.100) shows that the two photon case is also con-
sistent. The final case 𝛾𝑍, but it is straightforward to see that in this case Eq. (F.100)
breaks into two conditions that are satisfied if the 𝑍𝑍 and 𝛾𝛾 cases are, so this is not
an independent cross check.
As such, in the absence of running, all the 𝜇 dependence in our calculation vanishes
at 𝒪(𝛼2), as it must. But we emphasize that this is a non-trivial cross check, that
involves all aspects of the calculation in the full broken theory.
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F.5 Analytic Form of Π
Here we state the analytic expressions for the MS electroweak Π functions for photon
and 𝑍 boson, appropriate for the matching from SCETEW to SCET𝛾. These results
can be determined using standard references, such as [448, 455]. As the photon is a
dynamical degree of freedom above and below the matching, we only need to con-
sider loop diagrams involving electroweak modes that are integrated out through the
matching. This simplifies the evaluation, and we have the following two functions:
Π′𝛾𝛾(0) =
𝛼2𝑠
2
𝑊
4𝜋
{︂
−16
9
ln
𝜇2
𝑚2𝑡
+ 3 ln
𝜇2
𝑚2𝑊
+
2
3
}︂
,
Π𝛾𝑍(0) =
𝛼2𝑠
2
𝑊
4𝜋
{︂
2𝑚2𝑊
𝑠𝑊 𝑐𝑊
ln
𝜇2
𝑚2𝑊
}︂
.
(F.105)
As the 𝑍 itself is being integrated out, we need to include all relevant loops when
calculating Π𝑍𝛾 and Π′𝑍𝑍 . In order to simplify the expressions, we firstly introduce
the following expressions:
𝛽 ≡
√︂
4𝑚2
𝑠
− 1 , 𝜉 ≡
√︂
1− 4𝑚
2
𝑠
, (F.106)
𝜆± ≡ 1
2𝑠
(︂
𝑠−𝑚22 +𝑚21 ±
√︁
(𝑠−𝑚22 +𝑚21)2 − 4𝑠(𝑚21 − 𝑖𝜖)
)︂
.
In terms of these we then define:
𝑎(𝑚1,𝑚2) ≡1 + 𝑚
2
1
𝑚22 −𝑚21
ln
𝑚21
𝑚22
, (F.107)
𝑏(𝑠,𝑚) ≡2 + 𝑖𝛽 ln
(︂
𝛽 + 𝑖
𝛽 − 𝑖
)︂
, 𝑏2(𝑠,𝑚) ≡ 2− 𝜉 ln 1 + 𝜉
1− 𝜉 + 𝑖𝜋𝜉 ,
𝑐(𝑠,𝑚) ≡− 2𝑚
2
𝑠2𝛽
(︂
2𝛽
1 + 𝛽2
+ 𝑖 ln
𝛽 + 𝑖
𝛽 − 𝑖
)︂
, 𝑐2(𝑠,𝑚) ≡ 2𝑚
2
𝑠2𝜉
(︂
2𝜉
𝜉2 − 1 − ln
1 + 𝜉
1− 𝜉
)︂
,
𝑑(𝑠,𝑚1,𝑚2) ≡2 + 𝜆+ ln
(︂
𝜆+ − 1
𝜆+
)︂
− ln (𝜆+ − 1) + 𝜆− ln
(︂
𝜆− − 1
𝜆−
)︂
− ln (𝜆− − 1) ,
𝑒(𝑠,𝑚1,𝑚2) ≡− 1
𝑠
+ ln
(︂
𝜆+ − 1
𝜆+
)︂
𝜕𝜆+
𝜕𝑠
+ ln
(︂
𝜆− − 1
𝜆−
)︂
𝜕𝜆−
𝜕𝑠
.
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We can now write out the full expressions:
Π𝑍𝛾(𝑚
2
𝑍) =
𝛼2𝑠
2
𝑊
4𝜋
{︂
6− 16𝑠2𝑊
9𝑐𝑊 𝑠𝑊
[︂
1
3
𝑚2𝑍 −𝑚2𝑍 ln
𝜇2
𝑚2𝑡
− (𝑚2𝑍 + 2𝑚2𝑡 )𝑏(𝑚2𝑍 ,𝑚𝑡)
]︂
+
3− 4𝑠2𝑊
9𝑐𝑊 𝑠𝑊
[︂
1
3
𝑚2𝑍 −𝑚2𝑍 ln
𝜇2
𝑚2𝑏
− (𝑚2𝑍 + 2𝑚2𝑏)𝑏2(𝑚2𝑍 ,𝑚𝑏)
]︂
+
6− 16𝑠2𝑊
9𝑐𝑊 𝑠𝑊
[︂
1
3
𝑚2𝑍 −𝑚2𝑍 ln
𝜇2
𝑚2𝑐
− (𝑚2𝑍 + 2𝑚2𝑐)𝑏2(𝑚2𝑍 ,𝑚𝑐)
]︂
+
1− 4𝑠2𝑊
3𝑐𝑊 𝑠𝑊
[︂
1
3
𝑚2𝑍 −𝑚2𝑍 ln
𝜇2
𝑚2𝜏
− (𝑚2𝑍 + 2𝑚2𝜏 )𝑏2(𝑚2𝑍 ,𝑚𝜏 )
]︂
+𝑚2𝑍
16𝑠2𝑊 − 6
3𝑐𝑊 𝑠𝑊
[︂
5
3
+ 𝑖𝜋 + ln
𝜇2
𝑚2𝑍
]︂
+
1
3𝑠𝑊 𝑐𝑊
{︂[︂(︂
9𝑐2𝑊 +
1
2
)︂
𝑚2𝑍 +
(︀
12𝑐2𝑊 + 4
)︀
𝑚2𝑊
]︂
×
(︂
ln
𝜇2
𝑚2𝑊
+ 𝑏(𝑚2𝑍 ,𝑚𝑊 )
)︂
−(12𝑐2𝑊 − 2)𝑚2𝑊 ln
𝜇2
𝑚2𝑊
+
1
3
𝑚2𝑍
}︂}︂
,
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and finally
Π′𝑍𝑍(𝑚
2
𝑍) =
𝛼2𝑠
2
𝑊
4𝜋
{︂
2
{︂
9− 24𝑠2𝑊 + 32𝑠4𝑊
36𝑐2𝑊 𝑠
2
𝑊
[︂
− ln 𝜇
2
𝑚2𝑡
− 𝑏(𝑚2𝑍 ,𝑚𝑡)
−(𝑚2𝑍 + 2𝑚2𝑡 )𝑐(𝑚2𝑍 ,𝑚𝑡) +
1
3
]︂
+
3
4𝑠2𝑊 𝑐
2
𝑊
𝑚2𝑡 𝑐(𝑚
2
𝑍 ,𝑚𝑡)
}︂
+ 2
{︂
9− 12𝑠2𝑊 + 8𝑠4𝑊
36𝑐2𝑊 𝑠
2
𝑊
[︂
− ln 𝜇
2
𝑚2𝑏
− 𝑏2(𝑚2𝑍 ,𝑚𝑏)
−(𝑚2𝑍 + 2𝑚2𝑏)𝑐2(𝑚2𝑍 ,𝑚𝑏) +
1
3
]︂
+
3
4𝑠2𝑊 𝑐
2
𝑊
𝑚2𝑏𝑐2(𝑚
2
𝑍 ,𝑚𝑏)
}︂
+ 2
{︂
9− 24𝑠2𝑊 + 32𝑠4𝑊
36𝑐2𝑊 𝑠
2
𝑊
[︂
− ln 𝜇
2
𝑚2𝑐
− 𝑏2(𝑚2𝑍 ,𝑚𝑐)
−(𝑚2𝑍 + 2𝑚2𝑐)𝑐2(𝑚2𝑍 ,𝑚𝑐) +
1
3
]︂
+
3
4𝑠2𝑊 𝑐
2
𝑊
𝑚2𝑐𝑐2(𝑚
2
𝑍 ,𝑚𝑐)
}︂
+
2
3
{︂
1− 4𝑠2𝑊 + 8𝑠4𝑊
4𝑐2𝑊 𝑠
2
𝑊
[︂
− ln 𝜇
2
𝑚2𝜏
− 𝑏2(𝑚2𝑍 ,𝑚𝜏 )
−(𝑚2𝑍 + 2𝑚2𝜏 )𝑐2(𝑚2𝑍 ,𝑚𝜏 ) +
1
3
]︂
+
3
4𝑠2𝑊 𝑐
2
𝑊
𝑚2𝜏𝑐2(𝑚
2
𝑍 ,𝑚𝜏 )
}︂
+
7− 12𝑠2𝑊 + 16𝑠4𝑊
3𝑠2𝑊 𝑐
2
𝑊
[︂
−2
3
− ln 𝜇
2
𝑚2𝑍
− 𝑖𝜋
]︂
+
1
6𝑠2𝑊 𝑐
2
𝑊
{︂(︂
18𝑐4𝑊 + 2𝑐
2
𝑊 −
1
2
)︂(︂
ln
𝜇2
𝑚2𝑊
+ 𝑏(𝑚2𝑍 ,𝑚𝑊 )
)︂
+
1
3
(︀
4𝑐2𝑊 − 1
)︀
+
[︂(︂
18𝑐4𝑊 + 2𝑐
2
𝑊 −
1
2
)︂
𝑚2𝑍
+
(︀
24𝑐4𝑊 + 16𝑐
2
𝑊 − 10
)︀
𝑚2𝑊
]︂
𝑐(𝑚2𝑍 ,𝑚𝑊 )
}︂
+
1
12𝑠2𝑊 𝑐
2
𝑊
{︂
−
(︂
ln
𝜇2
𝑚2𝑍
+ 𝑑(𝑚2𝑍 ,𝑚𝑍 ,𝑚𝐻)
)︂
+
(︀
2𝑚2𝐻 − 11𝑚2𝑍
)︀
𝑒(𝑚2𝑍 ,𝑚𝑍 ,𝑚𝐻)
− (𝑚
2
𝑍 −𝑚2𝐻)2
𝑚2𝑍
𝑒(𝑚2𝑍 ,𝑚𝑍 ,𝑚𝐻)−
2
3
+
(𝑚2𝑍 −𝑚2𝐻)2
𝑚4𝑍
(︂
ln
𝑚2𝐻
𝑚2𝑍
+ 𝑑(𝑚2𝑍 ,𝑚𝑍 ,𝑚𝐻)
− 𝑎(𝑚𝑍 ,𝑚𝐻)
)︂}︂}︂
.
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