In this work we discuss the problem of identifying sound sources from pressure measurements with a Bayesian approach. The acoustics are modelled by the Helmholtz equation and the goal is to get information about the number, strength and position of the sound sources, under the assumption that measurements of the acoustic pressure are noisy. We propose a problem specific prior distribution of the number, the amplitudes and positions of the sound sources and algorithms to compute an approximation of the associated posterior. We also discuss a finite element discretization of the Helmholtz equation for the practical computation and prove convergence rates of the resulting discretized posterior to the true posterior. The theoretical results are illustrated by numerical experiments, which indicate that the proven rates are sharp.
Introduction
in D,
The Helmholtz equation describes a stationary wave and is not elliptic, making some of the analysis atypical. It appears in the modelling of acoustics or electromagnetism (see for example [18, Chapter 2, §8, Section 7] or [21, Chapters VI, XXV] for a more physics based approach). To be more specific, ζ denotes the angular frequency and c the speed of sound. g ∈ H 1 2 (Γ N ) is a complex function which models the amplitude of a outside sound source on a part of the boundary and τ (u) is a complex linear combination, possibly even a series, of Dirac measures with support in D. The Dirac measures model sound sources, which we want to identify. ρ describes the density of the fluid and γ ζ ∈ C is the wall impedance given by
The frequency-dependent material constants α ζ > 0 and β ζ > 0 are related to the viscous and elastic response of the isolating material. However, in what follows, we will assume only that β ζ = 0. The boundary condition on Γ Z allows the modelling of an absorbing viscoelastic material covering the boundary walls. The boundary conditions on Γ N models external influence on the acoustic pressure.
Our aim is to deduce the distribution of the number, locations and amplitudes of the sound sources τ (u) from pressure measurements y := (y u (z j )) m j=1 ∈ C m at finitely many distinct points (z j ) m j=1 in D. We define the observation operator G :
where 1 κ is a suitable subset chosen from a sequence space of amplitudes α and positions x. Later in Section 3.2, we analyse under which assumptions and restrictions G is actually well-defined.
We analyse the following inverse problem
where the measurement noise is denoted by η ∈ C m . In particular, we give precise meaning to η, y and u as random variables.
We study (4) with a Bayesian approach which means that we are going to propose a problem specific prior, i.e. a distribution, which models prior knowledge of the distribution of the number, amplitudes and positions of the sound sources. We are then going to deduce the posterior distribution of those quantities, which incorporates our prior knowledge and observations from measurements. For the general principle we refer to [31] or [32] for example.
The inverse problem is challenging from various aspects. In particular we would like to note that G will be non-linear thus making this problem delicate. Apart from the non-linearity of G an additional problem will be that (ignoring boundary conditions) solutions to the Helmholtz equation only depend on the distance to the source. (See the proof of Proposition 2.8, (10).) Meaning: taking a single measurement one can infer how far the sound source is away from the measurement point, not necessarily where it is located. This work is structured as follows. In Section 2 we give a precise meaning to (1) and prove existence and regularity of solutions to (1) . We proceed to approximate (1) by finite elements and prove a priori estimates for the error between the exact acoustic pressure and its finite element approximation.
In Section 3, we specify the prior and posterior distribution of the number, amplitudes and positions of the unknown sound sources and show that the posterior distribution is well defined. Based on the theoretical stochastic framework we propose a Sequential Monte Carlo method (SMC) in Section 4 to solve (4) . In particular, we propose an algorithm to approximate the posterior distribution of the number, the amplitudes and the positions of the sources. We also present that the discretized observation operator G h is well-defined and meaningful along with a priori error estimates introduced by the finite element discretization.
Section 5 is reserved for numerical results which illustrate the theoretical framework.
Before we continue we would like to put this work into perspective. In [4, 27, 34 ], deterministic models are considered to recover number, amplitude and positions of the sound sources from measurements of the acoustic pressure. The papers rely on techniques of optimal control theory. While the cost functional in [4] is smooth, non-smooth and sparsity promoting cost functionals are considered in [27, 34] . Morover, [4] includes a discussion of finite element approximations.
Various other discretization techniques were also used in situations similar to ours. In the PDE related work of [6] , the authors considered an inverse problem, which is governed by the Navier-Stokes equation. The conditions on the Navier-Stokes equation are considered in such a way, that the solution of the PDE is representable by a Fourier series. Such a representation allows the authors to consider a spectral Galerkin method for which exponential rates in the discretization error are obtained. In case of the Helmholtz equation there exists a similar ansatz, which allows to use a spectral method as well, i.e. the Sinc-Galerkin method. The authors in [20] discuss such a Sinc-Galerkin method for the Helmholtz Equation, where exponential error rates can be shown in case of a smooth solution to the Helmholtz equation. In case of point sound sources, i.e. the forcing function is a linear combination of Dirac measures, the authors [20] can not show that an exponential error rate is obtainable. This is still an open question. Furthermore, due to the structure of the Sinc-functions, a more complex geometry, than a square or cube of the domain D, requires an overlapping-technique, which is complicated to handle, see [8, 9] .
Concerning the Bayesian inverse problem, prior distributions with similar structures as in this work can be found in computational statistics: The focus in [22] is to simulate distributions with state spaces of differing dimensions. In particular, [22] considers a measure π on the measurable space (Q, K) where
Examples where such distributions can be observed are Bayesian mixture modelling [23] or non-linear classification and regression [19] . We will work with a prior distribution which has its support in an appropriate sequence space 1 κ . This has the benefit of giving us a function space structure to work with.
In [24] and [25] the authors consider the finite dimensional problem
for n ∈ N, where x i represents the time dependent amplitude recorded by the microphone i. The function s i models the time dependent amplitude of the source and the unknown square matrix A ∈ R n×n is called the mixing matrix. The authors assume that the emitted sound is directly detected by the microphones without any delay and that the mixing is linear. The aim is to obtain an explicit representation of the posterior distribution of the mixing matrix A. Using Bayes' Theorem and several assumptions, the authors are able to show that this problem is well posed and are able to approximate the posterior distribution of the matrix A and also the distance of the sources from the microphones. Comparing the our work and [24, 25] we allow that the number of detectors is arbitrary, the sound source number is unknown and the prior w.r.t. the positions is more general. The authors in [24, 25] use the whole R d as domain for the position of the sound sources and do not take reflections or exterior influences of the pressure into account, which is possible using a PDE based approach. The focus of [24, 25] is different and is concentrating on finding the mixing matrix, which does not need the introduction of a PDE depending model.
Regarding the use of the SMC see the works of [6, 7, 14] . The observation operator in [6] is linear and the prior is a Gaussian measure on an infinite dimensional space. In this setting the authors present a standard SMC algorithm, which is based on a previous work of [14] and obtains a convergence rate of O(1/N ) with N as the number of particles that approximate the posterior measure [5] . This SMC method is also used in [7] for an elliptic inverse problem, with a non-linear observation operator and a non-Gaussian prior, which is based on a Fourier series formulation with deterministic basis multiplied by randomized scalar valued random variables of certain kind. The authors want to identify the diffusion coefficent in the elliptic partial differential equation, where fixed Dirac measures act as forcing functions in the differential equation. These Dirac measures are approximated by smoother functions.
Due to the constructed prior, the authors of [7] , obtain a bounded likelihood function, which is bounded from below by a C > 0. This allows the authors to show that the SMC method converges in a specific distance function, see [7, Theorem 3.1] . In our work, we considered a non-linear observation operator as well as a prior which is not Gaussian. Furthermore, we can not directly use the proof of [7, Theorem 3 .1] to show convergence in our setting. This is due to the likelihood function, which can obtain values that are arbitrarily near to 0 in our situation. However, we are still able to show that the SMC method converges in the mean square error with the rate O(1/N ).
More application-oriented research on the location of sound sources with a Bayesian approach can be found in [3] . Here, the Gaussian prior and the finite dimensional observation operator are based on a frequency decomposition of the signals. In particular, the authors use a Markov chain Monte Carlo method and compare the simulated results to real experiments. Due to the different structure of the observation operator in [3] , the model does not consider the Helmholtz equation or its discretization.
Further practical results are the subject of [26] , where a similar problem with a dynamically moving robot is studied.
The Helmholtz Equation

Preliminaries
For convenience of the reader we recall some basic results on Sobolev spaces and auxiliary results. We also introduce the notation for the rest of the work. Most definitions are not given in full generality, but can be easily generalized. Moreover, we define several solution concepts to the Helmholtz equation in this section.
The absolute value of a complex number is denoted by | · |. We write · for the Euclidean norm in R d . We define the distances for
x − y . 
More precisely, there exists a C > 0 such that
In general, functions in H k (D) are not well-defined on the boundary, but their boundary values can still be defined in the sense of traces (see [1, Theorem 5.22] ) for which we write ·| Γ . Definition 2.2. We define
and recall that for each f ∈ H 1 (D) one has
with a C independent of f .
In the following, we introduce different solution concepts for the Helmholtz equation. 
for all v ∈ H 1 (D). 
Both notions of weak and very weak solutions are derived from testing (1) with a test function and using integration by parts. In case of a very weak solution of the Helmholtz equation with τ (u) = ∞ =1 α δ x the first integral on the right has to be understood as (10)). This makes it complicated to estimate the norm of the very weak solution on the entire domain D. Therefore, we restrict the possible source locations x to a source domain and the given measurement points z ∈ D to a measurement domain and demand a positive distance of the domains to each other. 
With restriction to these domains we can derive estimates of the norms · H 2 (Mκ) , · W 2,∞ (Mκ) or point evaluations of the form y u (z) for z ∈ M κ with sources in D κ . We further allow for an infinite amount of sources. Definition 2.6 (Source set). The space
We denote this Banach space by 1 . We define the set 1 κ as the restriction of 1 to the source domain
Moreover, we introduce the mapping τ which maps intensities and sources to a series of dirac measures
The general assumption is now that D κ and We now study the very weak solution y u of the Helmholtz equation. We proceed as in [4, Section 3.2] to prove existence, uniqueness and norm estimates with respect to the data. Furthermore, we are interested in sensitivity properties of y u with respect to u. Later, we want u to follow some prior probability distribution. This requires that all appearing constants in this section are independent of u. After the results for the infinite dimensional problem have been established, we continue to prove similar results for solutions y u,h of a discretized problem and show convergence rates.
Homogeneous Neumann Data and a Single Sound Source
We first consider the Helmholtz equation (1) with a single source source and no outside noise, i.e. τ (u) = δ x and g = 0. Here x ∈ D κ and u = ((1, x), (0, 0), (0, 0), . . . ) ∈ 1 κ . In the following, we will repeat the main steps from [4, section 3.2] to show existence and regularity of the very weak solution. We prove both at the same time using a decomposition argument. The main reasons why we not just refer to [4, Proof. Because the Helmholtz equation, and in particular its very weak formulation, are (affine) linear in the right hand side, it is sufficient to prove that g = 0, τ (u) = 0 imply that any very weak solution satisfies y = 0. Let y be such a solution. We will use the so-called transposition method. Consider the following linear map
with the vector space
By the continuity of the trace operator this is even a Banach space by virtue of being a closed subspace of H 2 (D). By the definition of y we have for any v ∈ D:
This entails D * a y = 0 and, because adjoints of isomorphims are isomorphisms as well, finally y = 0.
Proposition 2.8. The Helmholtz equation
has a unique very weak solution
Proof. The uniqueness follows from Proposition 2.7.
We introduce the fundamental solution of the Helmholtz equation in the whole space, i.e.
This equation has to be understood in the sense of (tempered) distributions in
The space S (R d ) is introduced in [35, pp. 1058-1061] . It is not particularly important for our purposes. With this definition the solution of (9) is given by 
. We introduce p x as the weak solution of
For the exact weak formulation see [4, (3.9) ], which has additional terms compared to Definition 2.3, since the boundary condition for Γ Z is not zero. Its exact form is not important for our purposes. According to [4, Theorem 3.3] and the remarks before and after [4, (3.10) ] the solution p x exists, is unique and
This implies that G x = p x + Φ x | D is the very weak solution to (8) . By this and (6) we have for any κ > 0
Note that
Finally, |x − z| ≥ κ for z ∈ D \ B κ (x) yields the estimate
for a constant C > 0 which is independent of κ and x. Because dist(x, Γ) > κ, the right hand side in (11) can be bounded similarly using the same arguments. The estimate in the
To see the Lipschitz continuity of
by (11) and (6) . Let z ∈ M κ . Note that for each ξ in the line [x, y] we have:
and thus 1 2 κ < z − ξ . Thus for for any k ∈ N 0 we have by the mean value theorem and (13)
We conclude
This inserted into (14) yields the claim.
Inhomogeneous Neumann Data and Multiple Sound Sources
In this section we present an existence and uniqueness result for the very weak solution of the Helmholtz equation in the general setting.
with a constant C κ > 0 depending on κ but not on u. For u, v ∈ 1 κ with u − v 1 < 1 2 κ we find
is a non-linear locally Lipschitz continuous function.
2 (Γ N ) be arbitrary. First we show that the very weak formulation of (16) 
The only critical term is the one containing the series of Diracs. Since v ∈ H 2 (D) ⊆ C(D) by Theorem 2.1, this term can be bounded by
This shows well-definedness of the very weak formulation. The next step is to show existence, uniqueness and the norm bound of the very weak solution. We use linearity of equation (16) to split up the solution in the form y u = y u,0 + y 0,g where y u,0 and y 0,g shall satisfy
The unique very weak solution of the first problem is given by y u,0 = ∞ =1 α G x according to Proposition 2.8. We apply the bound in the same proposition and obtain a bound of the very weak solution of the form
where the constant C κ > 0 does not depend on u.
We apply [4, Theorem 3.3 ] to obtain existence and uniqueness of a weak solution y 0,g for the second equation of (17), which satisfies
Adding y u,0 and y 0,g concludes the existence proof.
We decompose y u and y v as in (17) to see that the difference of the solutions satisfies
This allows us to assume g = 0. Thus a straight forward computation shows
We use the assumption u − v 1 < 1 2 κ which implies that for any ∈ N
Applying these inequalities and Proposition 2.8 for every ∈ N we further estimate
which proves the claim.
Finite Element Spaces
We follow [4] and discretize the Helmholtz equation by piecewise linear finite elements. To this we end consider a family of triangulations (T h ) h>0 of D. More precisely, for each h > 0 the set T h consists of
The corners of the triangles are called nodes of D. We assume that no hanging nodes or hanging edges exist. More precisely, we suppose that for all h > 0 and any T, T ∈ T h the intersection T ∩ T is either empty, a single point, a common edge of T and T or a common facet of T and T . The last case is only relevant for d = 3. The domain D is polygonal/polyhedral which implies the existence of such a triangulation. For each triangulation T h we write h T for the diameter of a triangle T ∈ T h . The mesh size of T h is given by h := max T ∈T h h T . We denote by ρ T the diameter of the largest ball contained in T ∈ T h . We make the following assumption for the remaining part of the paper:
This or similar conditions are called shape regularity and quasi-uniformity, as this for example prevents our triangles from becoming too acute or too flat. We note that these conditions imply that
which is also sometimes called quasi-uniformity.
We associate with each triangulation T h the finite element space V h which consists of globally continuous and piecewise linear funtions: 
Galerkin Approximations
for all v h ∈ V h . This is essentially the weak formulation (2.3) with a different test function space. We prove existence and uniqueness of solutions to (19) in Theorem 2.13.
The following proposition allows us to work with L 2 (D) functions instead of diracs in the discrete setting. For such a construction also see [30, Theorem 1 and after Lemma 3] .
Furthermore we have δ x,h L 2 (D) ≤ C where C does not depend on x, but on h. The mapping x → δ x,h from D to V h is Lipschitz continuous.
Proof. Let x ∈ D and define the functional
. Because V h is finite dimensional it is a Hilbert space together with the inner product (·,·) L 2 (D) . Thus the Riesz representation theorem implies the existence of a δ x,h ∈ V h so that
By construction and the equivalence of norms on V h we have
. Note that this C depends on h, but not on x.
For the Lipschitz continuity let x 1 , x 2 ∈ D. We have that δ x1,h , δ x2,h ∈ V h and both are Lipschitz continuous with constants ∇δ x1,h L ∞ (D) and ∇δ x2,h L ∞ (D) , see for example [2, Proposition 2.13] . This yields
Again using the equivalency of norms we can use the bound from before:
where C does not depend on x, but on h. The same estimate holds for δ x2,h concluding the proof.
with C independent of f and g.
Proof.
We introduce a sesquilinear form on
which can be used to formulate Definitions 2.3 and 2.4. a satisfies Gårding's inequality by [4, Lemma 3.2], which means that there exist constants
holds for any q ∈ H 1 (D). Now one can simply use the same ideas used in the real case in [29] .
Note that we have to use Gårding's inequality as the Helmholtz equation is non-elliptic.
Theorem 2.13. There exists a h 0 > 0 such that for all h ∈ (0, h 0 ] the following holds:
Furthermore, the solution is given by
where y g,h is the discrete solution of the Helmholtz equation (19) with zero forcing term and Neumann data g. G x h is the discrete version of the Green's function and solves (19) for g = 0 and τ (u) = δ x,h . Proof. By definition we have (δ x , v h ) = (δ x,h , v h ) for any v h ∈ V h . Thus by Proposition 2.12, we see that
exists and is well defined as the series converges in
Linearity of the integral now shows that y u,h is indeed a solution to (22) .
Pointwise error estimates
The following proposition is proven in the appendix for clarity. Proposition 2.14. There exist h 0 , C κ > 0 such that the following holds: Let z ∈ M κ . Then for any h ∈ (0, h 0 ] we have
Theorem 2.15. There exist h 0 , C κ > 0 such that the following holds:
Proof. We are allowed to evaluate y u and y u,h at z because y u ∈ H 2 (M κ ) ⊆ C(M κ ) and y u,h ∈ V h . For the error estimate observe, with y g solving (17) and y g,h being the solution to (19) for τ (u) = 0,
We apply Lemma 2.14 to bound the term under the supremum uniformly in x and obtain the desired rate of | ln h|h 2 for the first term. 
h ∈ V h be the discrete solution of the Helmholtz equation with right hand side f = δ x1,h − δ x2,h and Neumann data g = 0. We use Proposition 2.12 and Proposition 2.11 to get
with C independent of x 1 and x 2 . Theorem 2.15 shows that |G x1 h (z)| ≤ C with C independent of x 1 . Hence a similar computation as in the proof of Theorem 2.9 replacing the Greens function with its discrete counterpart and replacing · H 2 (Mκ) with | · (z)| shows the result.
The Inverse Problem
Up to this point all definitions and all the analysis was carried out in a deterministic setting. Now let us recall problem (4). Our aim is to analyse the following inverse problem with a Bayesian approach:
The observed data y ⊆ C m is fixed. We also recall the definition of the observation operator, namely G :
Mind
In the Bayesian setting we assume that u follows some prior distribution µ 0 , which we will introduce in Section 3.1. We then want to incorporate the knowledge from the measured data y ∈ C m to obtain the posterior distribution µ y . Let us assume that the measurement noise η is multivariate complex normal distributed such that η has a probability density proportional to
Here, Σ ∈ C 2m×2m is a Hermitian, positive definite complex matrix of the form
We denote such a random variable with mean m, covariance Γ and relation C as N (m, Γ, C).
In Section 3.3 we will introduce the posterior distribution as
for F ∈ F, where F is a Sigma algebra on Before we continue we recall some basic definitions and tools. If two measures µ 1 and µ 2 have a Radon-Nikodym derivative with respect to a third measure ν, then we are able to define a metric between them, see [31, Section 6.7] .
Definition 3.1 (Hellinger Distance). Let µ 1 , µ 2 , ν be measures on X such that µ 1 , µ 2 have a RadonNikodym Derivative with respect to ν. Then the Hellinger distance between µ 1 and µ 2 is defined as
The Hellinger distance tells us how well two measures agree.
The Prior
Recall that the Bayesian approach needs prior knowledge in form of a probability distribution which fits to problem (4). We want to recover the number of sound sources, their amplitudes, and their positions in D κ . Let ( 
Using this notation we are able to construct a specific probability measure on ( 1 κ , F). Theorem 3.2. Let q be a probability mass function on N 0 and for every k ∈ N 0 let µ 0 k be a probability measure on (
is a well-defined probability measure on ( 
We can verify the theorem by standard arguments. We now state a proposition from which we can deduce whether u ∼ µ 0 has moments, which will later be important to show that the posterior is well-defined. 
and if the last series is finite, then µ 0 has p-th moment.
Again, we can verify the proposition by standard arguments. The motivation to choose such a measure follows from property (25) . This ensures that the forcing term for (1) consists µ 0 -almost surely of a finite number of Diracs. A practical approach to construct such a measure is to express u in terms of random variables k, α, x such that the Diracs on the right hand side of the Helmholtz equation are given by
The function q is the probability mass function of the random variable k, and given k we are able to define the probability measure µ 0 k for the intensities (α
Another reason is that we essentially consider a prior measure on (a subspace of) the Banach space of finite Radon-Measures M (D κ ), respectively a random variable τ (u) with values in M (D κ ). However, M (D κ ) is a non-separable Banach space and thus does not posses a countable basis or a natural scalar product. Therefore standard techniques based on orthogonal decomposition like the Karhunen-Loève expansion (KLE) for random fields in separable Hilbert spaces cannot be applied. Nevertheless a prior satisfying Theorem 3.2 with q > 0 and supp(µ
Elements of this set are dense in M (D κ ) w.r.t. the w * −topology of M (D κ ) (see for example [11, Remark 2.1]). Therefore the random field τ (u) is a good substitute for a classical KLE on the nonseparable Banach space M (D κ ).
Another desirable property of τ (u) is that samples can be easily generated and their support is sparse in D κ . As we already know from the field of optimal control, the use of sparse controls from the measure space M (D κ ) (i.e. the support of controls is a Lebesgue zero set, see [13] ) is often desired in application and practice. For example, in our inverse problem a point source is much more realistic than a sound source represented by a regular function, which has a support that is not a Lebesgue zero set.
Properties of the observation operator and potential
Now we investigate the non-linear observation operator G. It is important to see that the Helmholtz equation only influences the posterior through the observation operator G. Therefore, we derive suitable properties of G from the underlying PDE model. 
.
If the prior µ
Proof. Because µ 0 is a measure on ( 1 κ , F) and F is the Borel σ-Algebra we can apply Theorem 2.9 for every point z j ∈ M κ for j = 1, ..., m to show that G :
m is continuous and in particular µ 0 -measurable. Again Theorem 2.9 applied to every observation point z j ∈ M κ yields
, which shows the bound and G ∈ L p ( 1 κ ; µ 0 ) if µ 0 has p-th moment.
Definition 3.5. We define the potential Ψ as follows:
Given the regularity of the observation operator G we are able to deduce several essential properties of the potential Ψ. 
(ii) There exists a µ 0 -measurable set X ⊆ 1 κ and constants K, C > 0 such that µ 0 (X) > 0 and
(iii) For every y ∈ C m the map Ψ(·, y) :
(iv) If µ 0 has p-th moment for p ≥ 2 then for every y ∈ C m we have that
(v) For every r > 0 there exists a C > 0 such that
for all u ∈ 1 κ and for all y 1 , y 2 ∈ B r (0). Proof. Property (i) follows directly from the definition of the potential Ψ. To prove property (ii), w.l.o.g. assume E µ 0 [ · 
Thus we are able to define X as the complementary set of events
and conclude µ 0 (X) ≥ 1 2 . Using the triangle inequality, Young's inequality and Proposition 3.4, we obtain for u ∈ X, y ∈ C
which proves the claim using Proposition 3.4 to estimate G(u) Σ .
Posterior
In the following, we define the posterior by means of a Radon-Nikodym derivative:
Definition 3.7. Let the observation y ∈ C m be given. The posterior density with respect to the prior measure is defined by
For more detailed discussion on the posterior measure, we refer to [31, Section 2]. Next we prove that the posterior measure µ y is well-defined.
Theorem 3.8. Let y ∈ C m . Assume that µ 0 has second moment. Then the posterior defined by (29) is a well-defined probability measure on 1 κ . Moreover there exist constants C 1 , C 2 > 0 independent of y such that the normalization constant satisfies
Proof. We follow [31, Theorem 4.1]. First notice that the potential Ψ(·, y) is µ 0 -measurable. To prove the lower bound of Λ(y) we apply Lemma 3.6 (ii) to get an appropriate set X ⊆ 1 κ with µ 0 (X) > 0 such that
This implies Λ(y) > 0. For the upper bound we use Lemma 3.6 (i) and that µ 0 is a probability measure to immediately get
This proves well-definedness of the posterior.
Using Gaussian noise we obtain exponential terms in the Radon-Nikodym derivatives. In order to estimate those, we require a simple lemma, which immediately follows from the mean value theorem. In the next theorem we show that the posterior measure is stable with respect to small variations in y in the Hellinger distance d Hell .
Theorem 3.10. Assume that µ 0 has second moment. Then for all r > 0 there exists C > 0 such that
Proof. First let us define the function f (u, y) := exp − 1 2 Ψ(u, y) . This function satisfies
Here we used Lemma 3.9 for the first inequality, Lemma 3.6 (v) for the second inequality and that µ 0 has second moment for the last inequality. The normalization constants as functions of y are Lipschitz continuous. Applying the triangle inequality, Hölder's inequality and (30) shows this:
By Theorem 3.8 we have
With this result in mind take a look at two times the square of the Hellinger distance:
Now the desired estimate follows from the previous estimates together with f ≤ 1 and Λ(y) ≥ C.
Theorem 3.8 has shown that the posterior is in fact well-defined. Often it is desirable to show existence of moments of it.
Theorem 3.11. Assume that µ 0 has p-th moment with p ≥ 2 and let (X, · X ) be a Banach space. Furthermore, let f :
Moreover, µ y has p-th moment.
Proof. There holds
where we have used that Ψ ≥ 0. This shows f ∈ L 1 ( 1 κ ; µ y ). Observe that the posterior µ y has p-th moment since we can choose f (u) = u p 1 . Theorem 3.12. Assume that µ 0 has second moment and let (X, · X ) be a Banach space. Let r > 0. Then there exists a C > 0 such that the following holds: Let y 1 , y 2 ∈ B r (0) ⊆ C m . Let f :
In particular, computing moments is stable under small perturbations in the measurements y.
Proof. [31, Lemma 6.37] delivers
Applying Theorem 3.10 yields the desired result.
Sampling
In this section, we derive a method to sample from the posterior. First, we introduce a discretized observation operator to obtain a computable discretized posterior measure and show several properties of it. We proceed to apply a Sequential Monte Carlo method to generate samples from the discretized posterior.
Discrete Approximation of the Posterior Measure
In practice we are not able to compute the solution of the Helmholtz equation exactly. As a consequence we have to replace the observation operator G by its discrete approximation G h given by
. The next lemma states several properties of the discrete observation operator and its relation to G. Lemma 4.1. There exist h 0 , C > 0 such that for every h ∈ (0, h 0 ] and every u ∈ 1 κ the discrete observation operator satisfies
Furthermore, G h is µ 0 -measurable and if µ 0 has p-th moment then
Proof. From Theorem 2.15 we have
with a constant C > 0 independent of u and h. This estimate applied to the measurement points
shows (35) . By the triangle inequality we have
which implies (34) using the a-priori estimate, h ≤ h 0 and Proposition 3.4. G h is µ 0 -measurable because it is continuous by Corollary 2.16. In particular,
An application of (34) under the assumption that µ 0 has p-th moment shows
We further have to work with a discretized potential Ψ h . Let us fix some arbitrary measurement observation y ∈ C m in (4) and define the discrete potential
The next lemma states some essential properties of Ψ h .
Lemma 4.2. There exist C, h 0 > 0 such that for every h ∈ (0, h 0 ] the discrete potential satisfies for
Furthermore, Lemma 3.6 is valid for Ψ h instead of Ψ with constants and sets independent of h.
Proof. We compute similarly to (28)
Now the a-priori error estimate in Lemma 4.1 together with G(u) ≤ C u 1 and Young's inequality imply
. Lemma 3.6 holds with Ψ replaced by Ψ h with constants and sets independent of h. This can be shown by a straight forward computation following the proof of Lemma 3.6, which we omit for brevity.
We apply Lemma 4.1 and Lemma 4.2 to show that Lemma 3.6 holds if we replace G and Ψ by their discrete counterparts G h and Ψ h . We emphasize that all the estimates in Lemma 3.6 are valid uniformly in h as long as h ∈ (0, h 0 ] for a suitably small h 0 . Then applying Theorem 3.8 ensures that the discrete posterior µ y h is well-defined, i.e. µ y h is defined by the Radon-Nikodym derivative with respect to the prior
We summarize this result in the next theorem.
Theorem 4.3. Let y ∈ C m . Assume that µ 0 has a finite second moment. Then there exists h 0 > 0 such that for any h ∈ (0, h 0 ] the discrete posterior measure µ y h is well-defined. There exist constants C 1 , C 2 > 0 independent of h such that the normalization constants satisfy
In particular (36) yields the well-definedness of µ y h . Proof. The proof is analogous to the proof of Theorem 3.8 using the fact that Lemma 3.6 holds for the discrete potential Ψ h with constants and sets independent of h by Lemma 4.1.
The next theorem states that under certain conditions the rate of convergence in h of the observation operator carries over to the rate of convergence of µ y h to µ y in the Hellinger distance. C does not depend on h, but on y. 
We used Lemma 4.2 in the second inequality and the assumption that µ 0 has a finite fourth moment in the third inequality.
As in (31) and (32) we obtain the estimate |Λ(y)
Combining this and Theorem 4.3 yields, with the analogous computations as in (33) , the desired estimate.
Theorem 4.5. Let y ∈ C m . Assume that µ 0 has a finite fourth moment. Let (X, · X ) be a Banach space and let f : 
Proof. As Theorem 3.12 this follows from [31, Lemma 6.37] using Theorem 4.4.
Sequential Monte Carlo Method
The discussions in Section 4.2 are limited to the continuous case for comprehension's sake. The definitions and statements can be straightforwardly generalized to the discrete situation using the previous results from Section 4. Throughout Section 4.2 let y ∈ C m be a given observation. In the following section we will use the Sequential Monte Carlo Method (SMC) from [17] to draw samples from the posterior measure. We also derive an error estimate.
Let J ∈ N and for j ∈ {0, ..., J} define a sequence of measures µ j that are absolutely continuous with respect to µ 0 by
Note that µ 0 is equal to the prior µ 0 and µ J equal to the posterior measure µ y . Our goal is to approximate µ J sequentially using information of each µ j to construct the next approximation µ j+1 . One idea behind the SMC is the approximation of each measure µ j by a weighted sum of Dirac measures
κ and weights w (n) j ≥ 0 that sum up to 1. We define the sampling operator
Here P( 1 κ , F) denotes the space of probability measures on (
We also define
We remark that the operator L satisfies
We further choose P j : 
The idea of the kernel is to redraw samples in each iteration of the algorithm to better approximate µ j+1 . (See Step 4. in Algorithm 1.) This allows us to define the discrete measures according to [17, Algorithm 4] as follows
In Algorithm 1 we see the SMC as described in [17, Section 5.3.] .
Remark 4.6. Under the assumption that the potential satisfies
for constants Ψ − , Ψ + ∈ R convergence of this method is shown in [17, Theorem 23] . In our setting we do not have an upper bound Ψ + for the potential and thus we prove a slight generalization.
6. j ← j + 1 and go to 2. 
where E SMC is the expectation with respect to the randomness in the SMC algorithm.
Proof. We first prove a variant of [17, Lemma 10] using similar techniques. Define g := exp(−J −1 Ψ) and let f with f ∞ ≤ 1 be given. Then from the proof of [17, Lemma 10] and defining η j = S N P j µ N j we conclude
A quick calculation shows
Hence we obtain
We define the distance d op for probability measures ν, η on (
and from g ∞ ≤ 1, f ∞ ≤ 1 together with (40) we conclude
Now we show that [17, Theorem 23] holds in our setting. First we use (41) and the triangle inequality to conclude
A straight forward continuation similar to the proof of [17, Theorem 23] leads to the statement
Here we remark that both [17, Lemma 8] and [17, Lemma 9] needed for the proof of [17, Theorem 23] still hold. From (42) we conclude that (39) holds for f ∞ ≤ 1 and the statement for a general measurable bounded function f follows by a scaling argument.
We remark that it is possible to generalize this result if we replace the uniform tempering step J −1 in (37) by non uniform steps. Therefore let 0 = β 0 < β 2 < ... < β J = 1. We then define the tempered measures as follows
with a suitable normalization constant Λ j . The definition of L has to be changed accordingly. (In fact one now requires multiple L j 's.)
Markov kernel
The SMC as presented in Algorithm 1 requires us to choose µ j -invariant Markov kernels P j . This choice is crucial for the performance of the SMC algorithm, see [15, section 5.1.3] or [31, Remark 5.14] .
In this section we restrict ourselves to the temperature j = J, that is the posterior measure µ y , since results for other temperatures can be obtain by scaling the potential Ψ.
We use multiple steps of a standard Metropolis-Hastings algorithm to obtained a µ y -invariant Markov kernel P j . Algorithm 2 shows a single step of the Metropolis-Hastings algorithm found in [17, Algorithm 1] . Under suitable conditions on the proposal distribution q(u, ·) and for a particular 
Propose u ∼ q(u, ·).
3. Draw A from U[0, 1] independently of (u, u ).
If
A ≤ a(u, u ) accept and set v = u .
5. Otherwise reject and set v = u.
choice of the acceptance probability a it is possible to show µ y -invariance of Algorithm 2, that is if u ∼ µ y then v ∼ µ y . We later prove such a statement in Theorem 4.8 for a particular choice of q, for a general statement see [17, Theorem 21] . It is well known that the efficiency of Metropolis-Hastings methods crucially depends on the choice of the proposal distribution q and the acceptance probability a. Therefore we want to motivate the choices we make.
Every particle u ∼ µ y can be described in terms of the number of sources k, positions x and amplitudes α, hence for u we propose k , x and α . Thus we examine proposals u of the form
where γ x ≥ 0, γ α ∈ [0, 1] and m α ∈ C k . We later explain our choice of k = k in Example 4.9. Moreover, ξ ∼ N (0, Γ, C) is a multivariate complex Gaussian random variable with covariance matrix Γ and relation matrix C and η ∼ N (0, I) are standard multivariate Gaussians in R d for any . We assume independence of these random variables w.r.t. each other and u. The proposal chooses the identity proposal for the number of sources, a truncated Gaussian Random Walk for the positions such that they remain in D κ and a preconditioned Crank-Nicolson proposal for the amplitudes. The choice for such a proposal becomes apparent in the next theorem.
Theorem 4.8. Let the prior given k ∈ N 0 sources satisfy
Let q(u, ·) be the proposal distribution associated with (43) and define the acceptance probability as follows a(u, u ) = min{1, exp(Ψ(u) − Ψ(u ))}.
Then Algorithm 2 is µ y -invariant.
Proof. The proof is given in the appendix.
In the trivial case of Ψ = 0 such a proposal is always accepted and is therefore invariant with respect to the prior.
Example 4.9. Our numerical experiments show that the acceptance probability is very small if k = k. Such a behaviour is often found for dimension crossing MCMC, see [23] or [12] . We expect such behaviour since the posterior measure given the number of sources µ y (·|k) may not be close to µ y (·|k ) if k = k. We illustrate this behaviour in the next example.
For the purpose of this example assume that the acceptance probability of the proposal which removes one source is given by
Let us assume that we have a pair (α, x) ∈ C × D κ such that G(α, x, 0, 0, ...) ≈ y/3. We define u = (α, x, α, x, α, x, 0, 0, . . . ) and u = (α, x, α, x, 0, 0, . . . ) obtained by dropping the last two entries from u. A short computation using the properties of the observation operator now shows that
which may be very small. Such a result is visualized in Section 5 in Figure 2 . We conclude that a reasonable proposal for removing sources should modify the positions and amplitudes of the remaining source such that the data misfit is not too large. Such a proposal is non-trivial and out of the scope of this paper. The SMC algorithm 1 ensures sufficient mixing properties through the resampling step, which allows the particles to change the number of sources k to some other k . This of course requires that the prior with respect to the number of sources is chosen such that there are enough samples with k sources. For the stated reasons we now only consider proposals where the number of sources is fixed.
Numerical Experiments
Sharpness of the proven estimates
In this section, we present numerical results for our prior model. Let D = [0, 1] 2 be the physical domain. We want to recover two sound sources placed in x exact,1 = (0.25, 0.75) and x exact,2 = (0.75, 0.75) with amplitudes α exact,1 = 10 + 10i and α exact,2 = 10 + 10i. We also choose g = 0. The three measurement points (z ) For the parameters of the Helmholtz equation we consider the fluid density ρ = 1, frequency ζ = 30, sound speed c = 5, and coefficients α(ζ) = 1, β(ζ) = 1/30 for the isolating material on the boundary Γ Z = Γ.
We define
and y exact := G h (u exact ). We chose the prior number of sources k to be Poisson distributed with expectation 2, that is k ∼ Poi (2) . Given the number of sources k, we choose the amplitudes α T and we apply the µ j -invariant Markov kernel from Algorithm 2 ten times to every particle in each tempering step. The parameters γ α , γ x for the random proposals are chosen such that the average acceptance probability of the Markov kernel P 2 is approximately 0.30.
We triangulate the domain D uniformly with triangles of diameter h.
Source Separation Capabilities
We now present results on the source positions of samples from the posterior. We consider the SMC as introduced in Section 4 with N = 10 7 samples. We choose a uniform mesh of size h = √ 2 · 2 −7 for all experiments Section 5.1.1.
For n = 1, . . . , N Algorithm 1 delivers the particles u (n) = (α
with weights w (1) , . . . , w (N ) . The function P emp is defined as approximation to the probability that a source is located at x ∈ D in the following sense
The function K ε is a smooth cut-off function approximating the indicator function 1 Bε(0) for ε = 0.04 defined as
otherwise.
In Figure 1 (a) we can see the function P emp recovers the true source positions x exact,1 and x exact,2 quite well. 2 and (b) shows P emp (·|k = 3). We conclude that µ y (·|k = 2) differs significantly from µ y (·|k = 3). C.f. the arguments in Example 4.9.
First moment f 2 (u) := 1 {u has exactly two sources} (u)
Probability to have exactly two sources
Variance of pressure amplitude at z prediction f 5 (u) := 10 log 10 (max(1, | Re(y u (z prediction ) exp(−iζt))|))
Decibel function at z prediction Table 1 : List of functions used in the experiments in Figure 3 and Figure 5 .
We further want to analyse positions of pairs. In particular we would like to see if for a sample with two sources the positions are close to the x exact,1 and x exact,2 . Given that a sample has two sources, i.e. k = 2 and one is located in Q ⊆ D κ , we look for the probability that the second source is close to some x ∈ D but not in Q. Formally for the index set I(Q, k = 2) = {n ∈ {1, ..., N }|x We conclude that if one of the sources is located near x exact,1 then the other one is near x exact,2 and vice versa. This shows that Algorithm 1 correctly identifies pairs of sound sources.
Convergence in Mean Square Error for Functions
Theorem 4.7 states linear convergence in Mean Square Error (MSE) for bounded measurable functions f such that
We are interested in testing the convergence of the functions f 1 , ..., f 5 listed in Table 1 to extract information from the posterior measure. We choose z prediction := (1/2, 1/4) ∈ D to predict the pressure at a point distinct from the measurement points z 1 , ..., z 3 . For f 5 we choose the time t = 1. We remark that Theorem 4.7 shows Table 1 . The rate of O(1/N ) (drawn dashed) is proven only for f 2 . In the right figure we see the variance of the MSE averaged over 100 runs for each N on the x-axis.
convergence results only for f 2 . Nevertheless we observe convergence for the other functions in Figure  3 as well. For this experiment we fix the mesh size to
and only vary the number of samples. The reference measure is computed using N ref = 10 7 samples and the other measures use N = 100 · 2 k samples with k = 1, ..., 9. For the expectation integral "E SMC " we average the result over 100 SMC runs.
Convergence in the Hellinger Distance
We verify Theorem 4.4 numerically. It states convergence of the discretized to the true posterior with respect to the mesh parameter h. More specifically
The definition of the Hellinger Distance requires us to evaluate the Radon-Nikodym derivatives dµ y h /dµ 0 and dµ y /dµ 0 for the same samples from the prior. Instead we use the equivalent formulation (see Appendix A)
which allows us to approximate the integrals using samples from the SMC method. In this experiment we consider a fine mesh with
We compare this measure with µ
. We fix N = 5 · 10 5 and averaged the approximated Hellinger Distance over 50 runs. Figure 4 shows that the convergence rate O(| ln h|h 2 ) holds sharply.
Convergence in h for functions
Finally, we want to verify Theorem 4.5 which states the convergence of the error
for functions f with second moments with respect to both µ y and µ y h . We use the functions f 1 , ..., f 5 defined in Table 1 . For all experiments we choose N ref = 5 · 10 5 samples from the SMC sampler. We [f ] and E µ y [f ] over 50 runs. Figure 5 shows the values of e h and indicates that the proven convergence rates are sharp.
An example with more sources and the MAP estimator
In this section we want to demonstrate the feasibility of our method for more than two sources. Unless mentioned otherwise, in this paragraph we choose the same parameters as described in section 5.1. For this experiment we assume 5 sources x 1 , ..., x 5 and 9 measurement locations z 1 , ..., z 9 , see Figure  6 . We change the prior location of the sources to be U(D κ ) with D κ being U shaped as follows The experiment is depicted in figure 6 . The prior for the number of sources is distributed as k ∼ Poi(4) and the observational noise η 1 , ..., η 9 ∼ N (0, 0.1, 0) i.i.d.. For the Markov Kernel we choose γ α = 0.4 and γ x = 0.05 such that the acceptance ratio is roughly 0.25. We use N = 10 7 samples for the method and fix the mesh size h = √ 2 · 2 −7 . Next we address the notion of a maximum a posteriori estimator (MAP). We define the empirical MAP-index and the empirical MAP-index given k sources as follows n MAP := arg max n ∈ {1, ..., N } w (n) , n k MAP := arg max n ∈ {1, ..., N },
In our experiments both quantities are unique. Some notable quantities are depicted in table 2. We neglect samples with k < 3 and k > 7, since their probability is negligible. For this experiment the MAP estimator has the correct number of sources, but the weight w . Notice that the prior prefers 5 sources over 6 sources, which shows that the MAP estimator alone does not seem to be appropriate to infer the number of sources. For this experiment the uncertainty in the number of sources gets reduced significantly. Most notably, the posterior probability for k = 3 is less than one percent. Table 2: The table shows the prior probability density P µ 0 (k) with k ∼ Poi(4), the posterior probability for k sources P µ N J (k) and the weights for the MAP estimator. Figure 7 : The top left image shows P emp (·), the top middle P emp (·|k = 3) and the top right P emp (·|k = 4). The bottom row shows P emp (·|k) for k = 5, 6, 7 from left to right.
where x ∈ D κ denotes the position of a Dirac and z ∈ M κ an arbitrary measurement point. First weProof of Theorem 4.8
For ease of notation we drop the dependence of the measures on the fixed k. We prove µ y -invariance by verifying the detailed balance condition a(u, u )η(du, du ) = a(u , u)η(du , du),
with η(du, du ) := q(u, du )µ y (du), see [17, Section 5.2.] . We first show the reversibility of the proposal with respect to the prior q(u, du )µ 0 (du) = q(u , du)µ 0 (du ).
We use the independence of the positions and amplitudes in the proposal and the prior to obtain q(u, du )µ 0 (du) = q α (α, dα )µ The first term describes the probability of the proposal x + γ x η lying in D κ and being chosen as x . The second refers to the situation that x + γ x η does not lie in D κ and thusly x = x is chosen. The second summand is clearly symmetric due to the Dirac measure. The first summand is symmetric by using N (x, γ x I)(x ) = N (x , γ x , I)(x) and µ 0 x (dx) = |D κ | −1 1 Dκ (x)dx. For the amplitudes observe that q α (α, dα )µ 0 α (dα) is a complex Gaussian measure on
with mean (m α , m α ), covariance matrix Γ α,α matrix and relation C α,α given by
This measure is symmetric with respect to the first and last k amplitudes. Hence we conclude Thus the detailed balance (50) is satisfied with a defined as in Theorem 4.8.
Derivation of (44)
The square of the Hellinger Distance is defined as We add these equations to obtain (44).
