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定義 2.1.1 (項)変数記号の集合を V、関数記号の集合をF とする。ここで V ∩ F = ∅と
する。各関数記号 f ∈ F は固有の次数 n(n ≥ 0) を持ち、これを arity(f)で表す。このと
き項を以下のように帰納的に定義し、項の全体からなる集合を T (F, V )で表す。
• 変数 x ∈ V は項である。
• f ∈ F かつ arity(f) = nかつ t1, t2, ..., tnが項ならば f(t1, t2, ..., tn)も項である。
特に arity(f) = 0となる関数記号を定数記号と呼び、通例に従い f()を単に f で表す。




を項 tで置き換えることによって得られる項をC[t] と表す。また、t ≡ C[t′]となるような
項 t′とC[ ]が存在するとき、t′は tの部分項であるといい t D t′で表す。
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θ(x) if t ≡ x ∈ V
f(θ̂(t1), ..., θ̂(tn)) if t ≡ f(t1, ..., tn) ∧ f ∈ F
以下では通例に従い代入 θと対応する項上の代入 θ̂を同一視する。また、θ(t)を tθで
表す。
定義 2.1.4 (照合，例)項 s, tに対し、ある代入 θが存在して sθ ≡ tになるとき、sは tに
照合するといい、tは sの代入例であるという。
定義 2.1.5 (書き換え規則)書き換え規則とは項の対 (l, r)で変数条件 l 6∈ V かつV ar(l) ⊇
V ar(r)を満たすものである。以下では l → rで表す。
定義 2.1.6 (項書き換え系) 項書き換え系とは書き換え規則の集合である。項書き換え系
Rにおける書き換え関係→Rを以下で定義する。
s →R t




項 tの正規形を t ↓Rで表す。
定義 2.1.7 (最汎単一化子)項 s, t(V ar(s)∩V ar(t) = ∅)に対して、sθ ≡ tθとなる代入 θを
単一化子という。項 s, tに対する単一化子の集合をU(s, t)で表すことにする。U(s, t) 6= ∅
のとき項 s, tは単一化可能であるという。またある代入 θが以下の条件満すとき、θを項
s, tの最汎単一化子 (mgu)という。ここで、θ . θ′は ∃σ.θ′ = σ ◦ θを表す。
• θ ∈ U(s, t)
• ∀θ′ ∈ U(s, t).θ . θ′
定義 2.1.8 (根記号) 項 tの根記号 root(t) ∈ F ∪ Vは以下により定義される。
(1)root(x) = x (x ∈ V ), (2)root(f(t1, . . . , tn)) = f.
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定義 2.1.9 (基底項) V (t) = ∅となる項 tを基底項とよび、基底項全体の集合を T (F )と
記す。
定義 2.1.10 (定義記号)項書き換え系の定義集合 を以下で定義する。
D = {root(l)‖l → r ∈ R}
定義 2.1.11 (構成子記号) 集合 F\Dの要素を構成子記号とよび、構成子記号集合を C
と記す。項 t ∈ T (C, V ) を構成子項とよぶ。
定義 2.1.12 (構成子システム) 定義記号 f と構成子項 c1, . . . , cnからなる項 f(c1, . . . , cn)
を基本項と呼び、全ての書き換え規則の左辺が基本項であるときその項書き換え系は
構成子システム であるという。
定義 2.1.13 (項書き換えシステムの性質) 項書き換えシステムの基本的な性質を以下に
示す。
• →Rが整礎であるとき、すなわち無限列 s0 Â s1 Â s2 Â . . . が存在しないときRは
停止性をもつ。




定義 2.1.14 (等式) 等式とは T (F, V )上の項の対 〈l, r〉である。とくに等式 l .= rと記す
場合、〈l, r〉と 〈r, l〉を区別しないで用いる。ある文脈 C，代入 σ，等式 l .= r ∈ Eが存在
して、s ≡ C[lσ]かつ t ≡ C[rσ]となるか、t ≡ C[lσ]かつ s ≡ C[rσ]となるとき、s ↔E t
と記す。







例 2.1.16 (帰納的定理の例) 自然数の加算を項書き換えシステムRで与える。
R =
{
0 + y → y
S(x) + y → S(x + y)
このとき、等式 x + 0 .= xについて x + 0 ∗↔R xはRのもとで直接は成立しない。しかし、
任意の基底代入 σgに対して、(x + 0)σg







定義 2.2.1 (簡約化順序) 簡約化順序Âとは以下の性質を満す項上の半順序である。
• Âは整礎である。
• Âは文脈に閉じている。すなわち、s Â t ⇒ C[s] Â C[t]。
• Âは代入に閉じている。すなわち、s Â t ⇒ sθ Â tθ。
定理 2.2.2 Rを項書き換え系としÂを簡約化順序とする。このときすべての書き換え規
則 l → r ∈ Rに対して l Â rならばRは停止性を持つ。
簡約化順序の設計において重要な役割を持つ単純化順序の概念を定義する。
定義 2.2.3 (単純化順序) 単純化順序とは以下の性質を満す項上の半順序である。
• Âは部分項性を持つ。すなわち、C 6≡ ¤ならばC[t] Â t。
• Âは文脈に閉じている。すなわち、s Â t ⇒ C[s] Â C[t]。
• Âは代入に閉じている。すなわち、s Â t ⇒ sθ Â tθ。
命題 2.2.4 (3) 単純化順序は簡約化順序である。
定義 2.2.5 (辞書式順序) Âを集合A上の擬順序とする。このとき辞書式順序Âlexとは以
下で再帰的に定義されるAのリスト上の順序のことである。
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• [a1, a2, ..., an] Âlex [ ] if n＞ 0.
• [a1, a2, ..., an] Âlex [b1, b2, ..., bm] if a1 Â b1.
• [a1, a2, ..., an] Âlex [b1, b2, ..., bm] if a1 = b1 ∧ [a2, ..., an] Âlex [b2, ..., bm].
定義 2.2.6 (多重集合上の順序) Âを集合A上の擬順序とする。このとき集合の元からな
る多重集合の全体をM(A)と表すとする。このときM(A)上の順序Âmulは以下で再帰的
に定義される。
• M Âmul ∅ if M 6= ∅.
• M ∪ {a} Âmul M ′ ∪ {a} if M Âmul M ′.
• M ∪ {a} Âmul M ′ if a /∈ M ′ ∧ M %mul {a′ ∈ M ′|a 6Â a′}
定義 2.2.7 (辞書式経路順序) Âを関数記号上の整礎順序とする。このとき、辞書式経路
順序Âlpo (lexicographic path order)は以下で定義される。
s Âlpo t
def⇐⇒
• t ∈ Var(s) かつ s 6≡ t，または，
• s ≡ f(s1, ..., sn), t ≡ g(t1, ..., tm)とすると，
– ∃i.si %lpo t，または,
– f Â g かつ ∀j.s Âlpo tj，または,
– f = g かつ ∀j.s Âlpo tj かつ [s1, ..., sn] Âlexlpo [t1, ..., tm].
定義 2.2.8 (多重経路順序) Âを関数記号上の整礎順序とする。このとき、多重経路順序
Âmpo (multiset path order)は以下で定義される。
s Âmpo t
def⇐⇒
• t ∈ Var(s) かつ s 6≡ t，または，
• s ≡ f(s1, ..., sn), t ≡ g(t1, ..., tm)とすると，
– ∃i.si %mpo t，または,
– f Â g かつ ∀j.s Âmpo tj，または,
7
– f = g かつ ∀j.s Âmpo tj かつ {s1, ..., sn} Âmulmpo {t1, ..., tm}.
辞書式経路順序 (LPO)や再帰経路順序 (MPO)は再帰経路順序 (RPO)と呼ばれる。
命題 2.2.9 (3) Rを項書き換え系とし、Ârpoをある関数記号上の整礎順序Âに基づく再





定義 2.3.1 (多項式)自然数の集合をN、変数記号の集合を V とする。ここで多項式を以
下のように帰納的に定義する。
• 自然数 n ∈ N は多項式である。
• 変数 x ∈ V は多項式である。
• p1, . . . , pnが多項式ならば p1 + . . . + pnも多項式である。
• p1, . . . , pnが多項式ならば p1 ∗ . . . ∗ pnも多項式である。
以下では変数 x1, . . . , xnを持つ多項式を P [x1, . . . , xn]で表す。
定義 2.3.2 (多項式解釈) n引数関数記号 fに対して n変数多項式Pf [x1, . . . , xn]を対応さ
せる写像を多項式解釈と呼び
[f ] = Pf [x1, . . . , xn]
と記す。





x if s ≡ x ∈ V
Pf [[s1], . . . , [sn]] if s ≡ f(s1, . . . , sn)
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σ(x) if p ≡ x ∈ V
p if p ∈ N
σ(p1) + . . . + σ(p2) if p ≡ p1 + . . . + p2
σ(p1) ∗ . . . ∗ σ(p2) if p ≡ p1 ∗ . . . ∗ p2
定義 2.3.5 (多項式順序) [s]を項 sの解釈、σを付値、>を自然数上の大小関係としたと
き、多項式解釈による順序は以下のように定義される。
s Âpoly t
def⇐⇒ ∀σ : V 7→ N.σ([s]) > σ([t])
s %poly t def⇐⇒ ∀σ : V 7→ N.σ([s]) ≥ σ([t])
s ≈poly t
def⇐⇒ ∀σ : V 7→ N.σ([s]) = σ([t])
命題 2.3.6 Rを項書き換え系とし、Âpolyをある多項式解釈に基づく多項式順序とする。
このとき、すべての書き換え規則 l → rに対して l Âpoly rならばR は停止性を持つ。
例 2.3.7 (多項式順序の例)関数記号 plus に次のような解釈が与えられたとする。




plus(x, y) = plus(y, x)
plus(plus(x, y), z) = plus(x, plus(y, z))
[plus(x, y)] = 2x + 2y + 2xy + 1 = [plus(y, x)]
[plus(plus(x, y), z)] = 2[plus(x, y)] + 2[z] + 2[plus(x, y)][z] + 1
= 2(2x + 2y + 2xy + 1) + 2z
+2(2x + 2y + 2xy + 1)z + 1
= 4xy + 4yz + 4xz + 4x + 4y + 4z + 3
[plus(x, plus(y, z))] = 2[x] + 2[plus(y, z)] + 2[x][plus(y, z)] + 1
= 4xy + 4yz + 4xz + 4x + 4y + 4z + 3

















〈E ] {s .= t}, H〉
〈E ∪ {s′ .= t}, H〉
s →R∪H s′
Delete
〈E ] {s .= s}, H〉
〈E,H〉
Expand
〈E ] {s .= t}, H〉
〈E ∪ Expdu(s, t), H ∪ {s → t}〉
u ∈ B(s), s Â t
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Expdu(s, t) = {C[r]σ
.
= tσ|s ≡ C[u], σ = mgu(u, l), l → r ∈ R}
〈E,H〉にこれらの推論規則を適用した結果 〈E ′, H ′〉 が得られたとき 〈E,H〉 ` 〈E ′, H ′〉
と記す。`の反射推移閉包を `∗と記す。導出列
〈E0, H0〉 ` 〈E1, H1〉 ` 〈E2, H2〉 ` · · · ` 〈En, Hn〉 ` 〈En+1, Hn+1〉 ` · · ·
が ∪i≥0 ∩j≥i Ej = ∅をみたすとき、その導出列は公平 (fair)であるいう。このとき以下の
命題が成り立つ。
命題 3.1.2 (書き換え帰納法の健全性) Rは停止性と十分完全性をもつ構成子システムと
する。このとき、公平な導出列 〈E0, ∅〉 ` 〈E1, H1〉 ` · · · が存在するならばR |=ind E0．な
お、導出列が有限ならば、つまり 〈E0, ∅〉 `∗ 〈∅, H〉ならばR |=ind E0。
例 3.1.3 (書き換え帰納法の成功例) 次のRのもとで等式 Eを証明する。
R =
{
plus(0, y) → y
plus(s(x), y) → s(plus(x, y))
E = {plus(x, s(y)) = s(plus(x, y))
この等式に plus > s > 0のもとでのÂlpoで書き換え帰納法を実行する
〈{plus(x, s(y)) = s(plus(x, y))}, {}〉
Ãe
〈
{s(y) = s(plus(0, y)), s(plus(x, s(y))) = s(plus(s(x), y))},




{s(y) = s(y), s(s(plus(x, y))) = s(s(plus(x, y))},
{plus(x, s(y)) → s(plus(x, y))}
〉





plus(0, y) → y
plus(s(x), y) → s(plus(x, y))
E = {plus(x, y) = plus(y, x)
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この等式に対して書き換え帰納法を実行すると











〈E ] {s .= t}, H,K〉
〈E ∪ {s′ .= t}, H,K〉
s →(R∪H ∪KÂ)/K≈ s′
Simplify-C
〈E ] {s .= t}, H,K〉
〈E ∪ {s′ .= t}, H,K〉
s
∗↔K≈ ◦↔E◦
∗↔K≈ s′, s % s′ ∨ t - t′
Delete
〈E ] {s .= t}, H,K〉
〈E,H,K〉
s
∗↔K≈ ◦ ↔E ◦
∗↔K≈ t
Expand
〈E ] {s .= t}, H,K〉
〈E ∪ Expdu(s, t), H ∪ {s → t}, K〉
u ∈ B(s), s Â t
Expand2
〈E ] {s .= t}, H,K〉
〈E ∪ Expd2u,v(s, t), H,K ∪ {s
.
= t}〉




{Expdvσ(tσ, s′)|〈s′, tσ〉 ∈ Expdu(s, t)}
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このとき、以下の命題が成立する [5]。
命題 3.2.2 (拡張書き換え帰納法の健全性) Rは停止性と十分完全性をもつ構成子システ
ムとする。このとき、公平な導出列 〈E0, ∅, ∅〉 ` 〈E1, H1, K1〉 ` · · · が存在するならば
R |=ind E0．なお、導出列が有限ならば、つまり 〈E0, ∅, ∅〉 `∗ 〈∅, H,K〉ならばR |=ind E0
例 3.2.3 (拡張書き換え帰納法の成功例)次のRのもとで等式 Eを証明する。
R =
{
plus(0, y) → y
plus(s(x), y) → s(plus(x, y))
E = {plus(x, y) = plus(y, x)
この等式に plus > s > 0のもとでのÂmpoで書き換え帰納法を実行する
〈{plus(x, y) = plus(x, y)}, {}, {}〉
Ãe2
〈 {0 = 0, s(plus(x, 0)) = s(x), s(x) = s(plus(x, 0)),
s(plus(y, s(x))) = s(plus(x, s(y)))},
{}, {plus(x, y)) = plus(y, x)}
〉
∗Ãs ∗Ãs−c
〈 {0 = 0, s(x) = s(x), s(x) = s(x),
s(s(plus(y, x))) = s(s(plus(x, y)))},
{}, {plus(x, y) = plus(y, z)}
〉











1. 入力された等式をEとして、〈E0, ∅, ∅〉を初期状態とする。













ト [a1, . . . , an]単項 [xa1, . . . , xan]を表し、返り値の整数はその係数を表す。また空リスト
は定数を表現している。
[f(x, y)] = 3x2 + 2xy + y + 1
[0] = 1
は以下のように表現される。
[f(x, y)] = [([1, 1] 7→ 3), ([1, 2] 7→ 2), ([2] 7→ 1), ([] 7→ 1)]




s >poly t ⇔ [s] > [t]
⇔ [s] − [t] > 0
s %poly t ⇔ [s] ≥ [t]
⇔ [s] − [t] ≥ 0
⇔ [s] − [t] − 1 > 0
s ≈poly t ⇔ [s] = [t]
⇔ [s] ≥ [t] ∧ [t] ≥ [s]




命題 4.1.1 x1, . . . , xnを非負な変数とし以下で多項式P [x1, . . . , xn]が次のように表される
とする。
P [x1, . . . , xn] = a1x1 + a2x2 + . . . + anxn + an+1
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このとき


































[plus](x,y) =(x * 2) + (y * 2) + (x * y * 2) + (1);




































0 + y → y






x + S(y) = S(y + x)
この等式を以下の多項式解釈のもとで書き換え帰納法で証明する。
[+(x, y)] = 2x + 2xy + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{x + S(y) = S(y + x)}, {}, {}〉
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Ãe ∗Ãs ∗Ãsc ∗Ãd
〈 {S2(x + y) = S2(y + x), S(y) = S(y + 0)},
{x + S(y) → S(y + x)},
{}
〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈 {S2(x + y) = S2(y + x)},
{x + S(y) → S(y + x), S(y + 0) → S(y)},
{}
〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈 {},
{x + S(y) → S(y + x), S(y + 0) → S(y)},
{S2(x + y) = S2(y + x)}
〉
以上のように、この等式は多項式順序による書き換え帰納法で証明できた。
例 5.1.2 (交換律) 次のように表される等式を考える。
E =
{
x + y = y + x
これは加算の交換律を表したものである。この等式を以下の多項式解釈のもとで書き換え
帰納法によって証明する。
[+(x, y)] = 2x + 2xy + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{x + y = y + x}, {}, {}〉
Ãe2
〈
{0 = 0, S(x + 0) = S(x), S(x) = S(x + 0), S(x + S(y)) = S(y + S(x))},





{x + y = y + x}
〉
以上のように、交換率は多項式順序による書き換え帰納法で証明できる。
例 5.1.3 (結合律) 次のように表される等式を考える。
E =
{




[+(x, y)] = 2x + 2xy + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{(x + y) + z = x + (y + z)}, {}, {}〉
Ãe2
〈
{0 + y = 0 + y, S(x + 0) = S(x), S(x) = S(x + 0), S(x + S(y)) = S(y + S(x))},





{(x + y) + z = x + (y + z)}
〉
以上のように、結合律は多項式による書き換え帰納法で証明できる。
例 5.1.4 (交換律,結合律) 次のように表される等式を考える。
E =
{
x + y = y + x
(x + y) + z = x + (y + z)
これは加算の交換律と結合律を同時に表したものである。この等式を以下の多項式解釈の
もとで書き換え帰納法によって証明する。
[+(x, y)] = 2x + 2xy + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{x + y = y + x, (x + y) + z = x + (y + z)}, {}, {}〉
Ãe2
〈 { (x + y) + z = x + (y + z), 0 = 0, S(x + 0) = S(x),
S(x) = S(x + 0), S(x + S(y)) = S(y + S(x))
}
,




{(x + y) + z = x + (y + z)},




〈 { 0 + y = 0 + y, 0 + S(x + y) = S(x) + y,
S(x) + y = S(x + 0) + y, S(x) + S(y + z) = S(x + S(y + z))
}
,











x + S(x) = S(x + x)
この等式を以下の多項式解釈のもとで書き換え帰納法によって証明する。
[+(x, y)] = 2x + 2xy + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{x + S(x) = S(x + x)}, {}, {}〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈
{S(x + S2(x)) = S3(x + x)} , {x + S(x) → S(x + x)}, {}
〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈
{S2(x + S3(x)) = S5(x + x)} ,
{
{x + S(x) → S(x + x),




Ãe ∗Ãs ∗Ãsc ∗Ãd
〈
{S3(x + S4(x)) = S7(x + x)},

{x + S(x) → S(x + x),
S(x + S2(x)) → S3(x + x),
S2(x + S3(x)) → S5(x + x)},
 , {}
〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈
{S4(x + S5(x)) = S9(x + x)},

x + S(x) → S(x + x),
S(x + S2(x)) → S3(x + x),
S2(x + S3(x)) → S5(x + x),














0 + y → y




[+(x, y)] = 2x + 2xy + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{x + y = y + x, (x + y) + z = x + (y + z)}, {}, {}〉
Ãe2
〈 { (x + y) + z = x + (y + z), 0 = 0, S(0 + y) = S(y),
S(y) = S(0 + y), S(S(x) + y) = S(S(y) + x)
}
,




{(x + y) + z = x + (y + z)},
{}, {x + y = y + x}
〉
Ãe2
〈 { (x + y) + z = x + (y + z), 0 = 0, S(x + 0) = S(x),
S(x) = S(x + 0), S(x + S(y)) = S(y + S(x))
}
,











0 + y → y
S(x) + y → S(y + x)




[+(x, y)] = 2x + 2y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。
〈{x + y = y + x, (x + y) + z = x + (y + z)}, {}, {}〉
Ãe2
〈 
(x + y) + z = x + (y + z), 0 = 0, S(x + 0) = S(x), S(x) = S(x + 0),
S(x + S(y)) = S(y + S(x)), S(x + S2(y)) = S(S(x) + S(y)),
S(S(x) + S(y)) = S(x + S2(y)), S(x + S3(y)) = S(y + S3(x))
 ,




{(x + y) + z = x + (y + z)},
{}, {x + y = y + x}
〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈
{}, {},






0 + y → y
S(x) + y → x + S(y)
これは例 5.2.1の項書き換え系の二番目規則を変更したものである。このRのもとで結合
律を以下の多項式解釈のもとで書き換え帰納法で証明する。
[+(x, y)] = 2x + y + 1
[s(x)] = x + 1
[0] = 1
以下に証明過程を示す。




y + z = 0 + (y + z), (x + S(y)) + z = S(x) + (y + z),
}
,




{(x + S(y)) + z = S(x) + (y + z)},




x + S(y) = x + S(y), x + S(y + S(z)) = x + (y + S2(z))
}
,




{}, {(x + y) + z → x + (y + z)},
{(x + S(y)) + z = S(x) + (y + z)}
〉
以上のように、この等式は多項式による書き換え帰納法で証明できた。
例 5.2.4 例 5.2.3のRと多項式解釈のもとで交換律を証明する。以下に証明過程を示す。
〈{x + y = y + x}, {}, {}〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈
{x + S2(y) = y + S2(x), S(x) = x + S(0)} ,
{}, {x + y = y + x}
〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈
{x + S2(y) = y + S2(x), x + S2(0) = S2(x)} ,
{x + S(0) → S(x)}, {x + y = y + x}
〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈 {x + S2(y) = y + S2(x), x + S3(0) = S3(x)},{
{x + S(0) → S(x),
x + S2(0) → S2(x),
}
, {x + y = y + x}
〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈 {x + S3(0) = S3(x), x + S4(y) = y + S4(x)},{
x + S(0) → S(x),




x + y = y + x,
x + S2(y) = y + S2(x)
} 〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈 {x + S5(0) = S5(x), x + S4(y) = y + S4(x)},
x + S(0) → S(x),
x + S2(0) → S2(x),
x + S3(0) → S3(x)
 ,
{
x + y = y + x,
x + S2(y) = y + S2(x)
} 〉
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Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈 {x + S5(0) = S5(x), x + S6(y) = y + S6(x)},
x + S(0) → S(x),
x + S2(0) → S2(x),
x + S3(0) → S3(x)
 ,

x + y = y + x,
x + S2(y) = y + S2(x),















0 + y → y
S(x) + y → S(x + y)
0 ∗ y → 0
S(x) ∗ y → (x ∗ y) + y
これは 5.1で用いた加算を表す項書き換え系に乗算を表す項書き換え系を加えたものであ
る。この項書き換え系において次の等式Eを証明する。
E = x ∗ S(0) = x
このRのもとで等式Eを以下の多項式解釈のもとで証明する。
[∗(x, y)] = x + y + xy + 1
[+(x, y)] = 2x + y + 1




〈{x ∗ S(0) = x}, {}, {}〉
Ãe
〈 {
0 = 0, S(0) + (x ∗ S(0)) = S(x),
}
,














例 5.3.2 例 5.3.1の多項式解釈のもとで乗算の交換律と結合律を証明する。
〈{x ∗ y = y ∗ x, (x ∗ y) ∗ z = z ∗ (y ∗ z)}, {}, {}〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈
{(x ∗ y) ∗ z = x ∗ (y ∗ z), S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y)))},
{}, {x ∗ y = y ∗ x}
〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈 { S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y))),
(y + (x ∗ y)) + (z ∗ (y + (x ∗ y))) = y + (y ∗ (x + (z + (x ∗ z))
}
,
{}, {x ∗ y = y ∗ x, (x ∗ y) ∗ z = x ∗ (y ∗ z)}
〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈 { (y + (x ∗ y)) + (z ∗ (y + (x ∗ y))) = y + (y ∗ (x + (z + (x ∗ z)),




x + y = y + x, (x ∗ y) ∗ z = x ∗ (y ∗ z),
S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y)))
} 〉
Ãe2 ∗Ãs ∗Ãsc ∗Ãd
〈

(y + (x ∗ y)) + (z ∗ (y + (x ∗ y))) = y + (y ∗ (x + (z + (x ∗ z)),
S3(x + y + (y + (y + (x ∗ y)) = S(y + S2(x + (y + (y + (x ∗ y))),




x + y = y + x, (x ∗ y) ∗ z = x ∗ (y ∗ z),
S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y))),




Ãe2 ∗Ãs ∗Ãsc ∗Ãd


(y + (x ∗ y)) + (z ∗ (y + (x ∗ y))) = y + (y ∗ (x + (z + (x ∗ z)),
S3(x + y + (y + (y + (x ∗ y)) = S(y + S2(x + (y + (y + (x ∗ y))),




x + y = y + x, (x ∗ y) ∗ z = x ∗ (y ∗ z),
S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y))),
S(y + S(x + (y + (x ∗ y)))) = S2(x + (y + (y + (x ∗ y)))),
S2(x + (x + 0)) = S(x + S(x + 0))


Ãe2 ∗Ãs ∗Ãsc ∗Ãd


(y + (x ∗ y)) + (z ∗ (y + (x ∗ y))) = y + (y ∗ (x + (z + (x ∗ z)),
S3(x + y + (y + (y + (x ∗ y)) = S(y + S2(x + (y + (y + (x ∗ y))),




x + y = y + x, (x ∗ y) ∗ z = x ∗ (y ∗ z),
S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y))),
S(y + S(x + (y + (x ∗ y)))) = S2(x + (y + (y + (x ∗ y)))),
S2(x + (x + 0)) = S(x + S(x + 0)),
S2(x + (S2(x) + 0)) = S3(x + S(x + 0))


Ãe2 ∗Ãs ∗Ãsc ∗Ãd


(y + (x ∗ y)) + (z ∗ (y + (x ∗ y))) = y + (y ∗ (x + (z + (x ∗ z)),
S3(x + y + (y + (y + (x ∗ y)) = S(y + S2(x + (y + (y + (x ∗ y))),




x + y = y + x, (x ∗ y) ∗ z = x ∗ (y ∗ z),
S(x + (y + (x ∗ y))) = S(y + (x + (x ∗ y))),
S(y + S(x + (y + (x ∗ y)))) = S2(x + (y + (y + (x ∗ y)))),
S2(x + (x + 0)) = S(x + S(x + 0)),
S2(x + (S2(x) + 0)) = S3(x + S(x + 0)),













nth(0, xs) → xs
nth(x, nil) → nil





nth(x, nth(y, xs)) = nth(y, nth(x, zs))
nth(S(x), nth(y, zs)) = nth(x, nth(S(y), zs))
[nth(x, y)] = x + y + 1
[cons(x, y)] = x + y + 1








nth(S(x), nth(y, zs)) = nth(x, nth(S(y), zs)), nth(0, xs) = nth(0, xs),
nth(0, nil) = nth(x, nil), nth(0, nth(y, zs)) = nth(S(y), cons(z, zs)),
nth(x, nil) = nth(y, nil), nth(S(x), cons(y, zs)) = nth(0, nth(x, zs)),
nth(S(x), nth(y, zs)) = nth(S(y), nth(x, zs)), nth(x, nil) = nth(0, nil),

,




{nth(S(x), nth(y, zs)) = nth(x, nth(S(y), zs))},
{}, {nth(x, nth(y, xs)) = nth(y, nth(x, zs))}
〉
Ãe2
〈 { nth(x, nil) = nth(S(x), nil), nth(x, nth(0, ys)) = nth(S(x), cons(y, ys)),
nth(x, nil) = nth(S(x), nil), nth(x, nth(S(y), zs)) = nth(S(x), nth(y, zs))
}
,




{}, {}, {nth(S(x), nth(y, zs)) = nth(x, nth(S(y), zs)),







(x :: xs)@ys → x :: (xs@ys)
(x :: ys)@nil → x :: ys
これはリストの連結を扱う関数である。このRのもとで以下の等式を証明する。
E = {x :: (ys@nil) = x :: ys
[@(x, y)] = 2x + y + 1
[:: (x, y)] = x + y + 3




〈{x :: (ys@nil) = x :: ys}, {}, {}〉
Ãe ∗Ãs ∗Ãsc ∗Ãd
〈 {x :: (y :: (xs@nil) = x :: (y :: xs), x :: nil = x :: nil},









例 5.3.5 例 5.3.4の項書き換え系と多項式解釈のもとで以下の等式を証明する
E = {xs@(ys@zs) = xs@(ys@zs)
以下に証明過程を示す。
〈{xs@(ys@zs) = xs@(ys@zs)}, {}, {}〉
Ãe ∗Ãs ∗Ãsc ∗Ãd

















0 + y → y
S(x) + y → S(x + y)
R2 =
{
0 + y → y
S(x) + y → S(y + x)
R3 =
{
0 + y → y
S(x) + y → x + S(y)
R4 =

0 + y → y
S(x) + y → S(y + x)
S(S(x)) + S(y) → S(x + S(S(y)))
次に+に与える多項式解釈として以下の 3つを考える。
P1 = [+(x, y)] = 2x + 2y + 2xy + 1
P2 = [+(x, y)] = 2x + 2y + 1
P3 = [+(x, y)] = 2x + y + 1
これらの項書き換え系と多項式解釈のもとで結合律と交換律を証明した結果は以下のよ
うになった。
R1 R2 R3 R4
P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3
A © ∞ © © © − − − © − © −
C © © ∞ © © − − − ∞ − © −












例 6.1.1 例 5.2.1で用いたRを考える。
R =
{
0 + y → y







例 6.2.1 例 5.2.3で用いたRを考える。
R =
{
0 + y → y
S(x) + y → x + S(y)
32
この項書き換え系に多重経路順序で順序を付けることを考える。２番目の書き換え規則に
おいて、+の直接の部分項を多重集合で比較すると、S(x) Âmpo x, y ≺mpo S(y)となり、
順序が成立せず停止性の保証ができない。一方、多項式順序を用いれば扱うことができる
のは例 5.2.3で示した通りである。
例 6.2.2 例 5.2.2で用いたRを考える。
R =

0 + y → y
S(x) + y → S(y + x)
S(S(x)) + S(y) → S(x + S(S(y)))
この項書き換え系に多重経路順序で順序を付けることを考える。３番目の書き換え規則











No. L M P No. L M P No. L M P
2 © © © 82 ∞ − − 270 ∞ ∞ ∞
3 © © © 83 ∞ − ∞ 281 © © ©
4 ∞ © © 84 ∞ − ∞ 283 © © ©
5 © ∞ © 109 © ∞ © 287 © © ©
7 © © © 110 © © © 300 © © ©
22 © ∞ © 111 ∞ ∞ ∞ 301 © − ©
23 © © © 112 © © © 305 © © ©
25 ∞ ∞ − 113 ∞ ∞ ∞ 318 ∞ © ©
27 ∞ ∞ ∞ 115 © © © 319 ∞ − −
28 ∞ ∞ ∞ 116 ∞ ∞ ∞ 349 © © −
29 ∞ ∞ ∞ 158 ∞ ∞ − 370 ∞ ∞ ∞
30 ∞ ∞ ∞ 208 © © © 375 ∞ ∞ ∞
31 ∞ ∞ ∞ 216 © © © 442 © © −∞
43 ∞ ∞ − 225 © © © 502 © © ©
47 ∞ ∞ − 228 © © © 665 © © ©
55 − − © 229 © © © 694 ∞ − −
58 © © © 230 © − © 699 © © ©
60 ∞ ∞ ∞ 231 © © © 704 © © ©
63 ∞ ∞ − 232 ∞ ∞ ∞ 744 © © ©
64 ∞ ∞ − 233 © © − 1003 © © ©
79 ∞ − − 234 © © − 1018 © © ©
80 ∞ − ∞ 236 ∞ ∞ − 1052 ∞ ∞ ∞
81 ∞ − − 237 ∞ ∞ − 1107 © © −




















0 + y → y
S(x) + y → S(x + y)
[+(x, y)] = 2x + 2y + 2xy + 1




0 + y → y
S(x) + y → S(y + x)
[+(x, y)] = 2x + 2y + 2xy + 1




0 + y → y
S(x) + y → x + S(y)
[+(x, y)] = 2x + y + 1





L M P L M P L M P
結合律 (A) 52 ∞ 4 − ∞ 8 76 − 4
交換律 (C) ∞ 92 4 − 96 4 ∞ − ∞
A + C ∞ 364 12 − 352 8 ∞ − ∞
x + (y + z) = y + (z + x) (1) ∞ 644 12 − 1340 16 ∞ − ∞
(x + y) + z = x + (z + y) (2) ∞ 404 8 − 776 12 ∞ − 100
(x + y) + (z + w) = (w + z) + (y + x) (3) ∞ 312 8 − 312 16 ∞ − ∞
(x + y) + (z + w) = ((w + z) + y) + x) (4) 340 1092 12 − 1092 24 ∞ − ∞
A + (1) ∞ 1256 8 − ∞ 8 ∞ − ∞
C + (1) ∞ 380 8 − 368 12 ∞ − ∞
A + C + (1) ∞ 364 8 − 372 8 ∞ − ∞
A + (2) ∞ ∞ 12 − ∞ 12 ∞ − ∞
C + (2) ∞ 388 8 − 376 8 ∞ − 292
A + C + (2) ∞ 384 12 − 368 12 ∞ − ∞
A + (3) ∞ ∞ 16 − ∞ 40 ∞ − ∞
C + (3) ∞ 96 8 − 96 4 ∞ − ∞
A + C + (3) ∞ 348 12 − 348 8 ∞ − ∞
A + (4) ∞ ∞ 12 − ∞ 28 ∞ − ∞
C + (4) ∞ 728 24 − 728 20 ∞ − ∞
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