this paper to derive the delay in an exhaustive ALOHA system. The fact that the delay in the queue with starter can be calculated as the (independent) sum of two independent random variables makes the analysis of these systems relatively simple.
As stated above, in contrast to previous studies that analyzed M/G/I1 systems, the emphasis in this paper is on studying slotted systems with memoryless arrival streams. In Section 2, we analyze the delay in a slotted queue with starter. In this analysis we derive the z-transform of the delay in this system. For the sake of completeness, we use our approach to rederive the delay in an MIGI 1 queue with starter and find agreement with Scholl's results. in Section 3, we study a system with vacation periods. First, we show that a system with vacation periods can be considered as a special case of the queue with starter. The delay in this system can thus be easily found from the delay of the queue with starter. We then show that the delay of an M/G/ 1 with vacation periods is exactly the sum of two independent random variables: * the delay in an MIGI 1 without vacation periods; * an additional delay distributed as the residual life of the vacation period.
Lastly, we mention that some of this work (as first reported in Levy and Kleinrock 1983) has been developed, in parallel, in two independent studies. In the first, Fuhrmann (1983 Fuhrmann ( , 1984 showed that the delay in the queue with vacation periods consists of the sum of two independent random variables: * the delay in an MIGI1 without vacation periods; * an additional delay distributed as the residual life of the vacation period. Fuhrmann's (1983 Fuhrmann's ( , 1984 result is identical to ours in Subsection 3.2. Nevertheless, his method of proving this property is rather different from ours. In the second, parallel paper, Doshi (1983) addresses the decomposition property in both the queue with starter and the queue with vacations. The model he uses is a continuous time model of a GI/GI1 queue. His emphasis is on studying the queue with vacation periods, while the queue with starter is considered as a special case of the queue with vacation periods. In addition, Gelenbe and Iasnogorodski (1980) have established the decomposition property for the GI/G/1 system with vacation periods.
Notation, Definitions and System Description
In this paper, we analyze our queueing system by means of the unfinished work in the system. We define:
U(t) A unfinished work in the system at time t;
A remaining time required to empty the system of all customers present at time t.
We use the usual notation:
Cn the nth customer.
-r n arrival time of Cn. xn= service time of Cn.
In Figure la we plot the behavior of U(t) versus t in a simple queueing system. This system will be called system-A. As described in Kleinrock (1975) , U(t) can be viewed as the virtual waiting time, i.e., if the service policy is first-come-first-served, the waiting time of customer Ci is U(ri) (all the work residing in queue when Ci arrives). We also use the terms "busy period" and "idle period" to represent durations in which the server is continuously busy or idle (respectively). We denote the busy period durations by Y1, Y2, Y3, *--and the idle period durations by Xl, X2, X3, .... Note that C,, C4 and C5 initiate busy periods. Tl1 T2  T3  T4  TS T6  T7   |<   Y,  Xi  Y3   |   X3   Y2  X2 (a) System-A, a system without starter U (t)   T   T   DI   I\I2\   T1 T2  T3  T4  T5 T6  T7 (b) System-B, a system with starter Figure 1 . The unfinished work in the system (with and without starter).
U(t)
We now switch to the queue-with-starter system and call it system-B. In order to analyze the queue-withstarter system, we construct system-B from system-A for each sample path by using the same arrival times and service times, and by adding the start-up delays (note that, logically, one could view this approach as constructing system-A from system-B by removing the start-up delays). This construction makes the sets of arrival instants ({rij) and service times ({xi}) identical in both systems. In Figure lb we plot U(t) versus t in system-B. In this figure, the dashed line represents system-A and the solid line, system-B. The difference (denoted by D) represents the additional delay suffered in system-B.
In Figure lb we note that customer C, arrives to an empty system and thus suffers an additional delay DI due to an independently selected cold start. Note that C2 and C3 suffer exactly the same additional delay. When C4 arrives, he finds the system idle, and suffers the additional delay of a second independently selected cold start (D2), which is not necessarily identical in length to DI. However, we observe another behavior when C5 arrives. Since D2 > X2, C5 finds the system busy, and a cold start is not required. Nevertheless, C5 is still subjected to an additional delay, D2-X2. Again, we note that C6 and C7 suffer the same additional delay as C5.
Keeping this in mind, we now turn to the analysis of system-B.
The Analysis of System-B, a Queue with Starter
As mentioned previously, this analysis will compare the behavior of systems A and B under the same arrival pattern. In addition to the notation presented in Section 1, we define: Si = length of a cold start (if any) corresponding to the ith busy period. Di = actual additional delay suffered by the first customer of the ith busy period.
For convenience of notation, Si is defined for every i. For a busy period i that suffers a cold start, Si represents the length of the cold start. For other busy periods, Si is a dummy variable that is not used in the analysis. The reader should note that, even though we deal with system-B, we still consider busy and idle periods according to their appearance in system-A. This additional notation relates to busy (idle) periods as viewed in system-A, e.g., the ith busy period is the ith busy period in system-A.
The Basic Properties of the System
The following assumptions are required for the general analysis. The basis of the recursion DI is clearly the first cold start of the system. The first line in the recursion (1 b) represents the case in which the first customer of busy period i (from system-A) finds system-B busy, while the second line represents the case in which this customer finds system-B idle, and his additional delay is due to an independent cold start. In the following subsections, we will use this recursion to calculate the limiting distribution of Di. While the additional delay suffered by a "first customer" is an important measure, our main interest is the additional delay suffered by an arbitrary customer. In the following development, we show that the distributions of these two delays are identical. Theorem 2. Di is independent of Xi for every i.
Proof. It is clear that Di is a function only of X,, X2, . . . Xi-, and of S,, S2, . . . Si. Due to the memoryless property of the arrival process, Xi is independent of all these variables and thus it is also independent of Di.
The following theorem states that the additional delay a customer suffers in the system with starter is actually independent of the delay he suffers in the system without starter.
Theorem 3. Given that a customer is served in busy periodj, the additional delay suffered by this customer in system-B is statistically independent of the delay he would suffer in the equivalent system-A.
Proof. Let Ci be an arbitrary customer served in busy period j and let Ck (k -i) be the first customer served in this busy period. From Theorem 1, the additional delay suffered in system-B by Ci and Ck is the same. Thus, we must show that the additional delay suffered by Ck in system-B is independent of the delay Ci suffers in system-A. It is clear that the delay suffered by Ci is a function of only the interarrival times and the service times that "belong" to busy periodj, namely, the series tk+I, tk+2, . . . ti and the series Xk, Xk+i, . .. xi. On the other hand, the additional delay suffered by Ck is a function of only the system behavior prior to -k (the starting time of busy period j). Specifically, this delay is a function only of the sequence t2, t3, . . . tk, the sequence xi, x2, . .. xk-I and the sequence S,, S2, . . . Sj. Now, because the group of variables on which the delay (in system-A) depends and the group of variables on which the additional delay depends are mutually exclusive, and because of assumptions 1 and 3, these groups are statistically independent of each other. Thus, the additional delay suffered in system-B is independent of the delay suffered in system-A. This theorem directly implies (see Doshi for details) that in equilibrium the additional delay suffered by an arbitrary customer in system-B is independent of the delay he would suffer in system-A.
This result now allows us to study in three steps the total delay suffered in the system with starter: 1) Derive the delay suffered in the system without starter. 2) Derive the additional delay suffered in the system with starter. 3) Convolve the distributions of the two delays to yield the total delay in the system with starter.
The next theorem states that the additional delay suffered in system-B by the customers of a given busy period (according to system-A) is independent of the number of customers served in this busy period.
Theorem 4. Di is independent of the number of customers served in busy period i.
We omit the proof, due to its similarity to the proof of Theorem 3.
The following corollary is a direct result of Theorems 1 and 4.
Corollary 5. The limiting distribution of the additional delay suffered by an arbitrary customer in system-B is identical to the limiting distribution of Di. 
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In addition, SM')(z) and S(2)(z), will denote, respectively, the first and second derivatives of S(z), and D(')(z) will denote the first derivative of D(z). With these assumptions, it is clear that the random variables Xj, representing the lengths of the idle periods, are independent and identically distributed. Thus, the limiting distribution of Xj is identical to the distribution of Xj. Since the number of arrivals in any slot is independent from slot to slot, Xj is geometrically distributed (shifted by a slot) with parameter ao (the probability of no arrival). For the sake of simplicity, let us use x = ao; thus Xj is distributed as follows: Equation 9 relates the z-transform of the additional delay of an arbitrary customer to the probability of no arrival (x), the z-transform of a cold start (S(z)) and the expected length of a cold start (S). To calculate the z-transform of the actual delay suffered in the queue with starter, one must calculate the z-transform of the delay in the equivalent queue without starter, and multiply it by D(z) (as given in (9)). This is true since the additional delay in the queue with starter is independent of the delay in the queue without starter (see Theorem 3).
Given 
We note that the mean of the additional delay depends on the first and the second moments of the cold start and on the probability of at least one arrival (1 -x) in a slot. From Corollary 5, it is clear that (9) and (1 1) represent the additional delay and its expected value for an arbitrary customer in the system.
The Behavior of the Mean Additional Delay in the Discrete System
The purpose of this section is to examine the behavior of expression (11) for the expected additional delay suffered due to the existence of the start-up delays. The behavior of (1 1) when arrivals are rare (1 -x approaches 0) is D S. In this situation the distance (in terms of time) between consecutive busy periods is very large, and almost every busy period suffers a cold start. Therefore, almost all customers will suffer a "cold start, so D S and D(z) S(z).
When arrivals are common (1 -x 1), the length of idle periods is usually 1, and the expected value of the additional delay is _ + S2
2(1 + S)
This expression may be validated by calculating the expected value of the additional delay in a system when the length of every idle period is exactly one slot (see Levy for details). From (11), we realize that D is monotonically increasing with S when S2 is held constant. Moreover, if instead we hold the squared coefficient of variation (C2 = (S2 -(3)2)/(3)2) fixed, and let S approach infinity, D will also approach infinity.
While all the previous properties look intuitive, the following is very surprising: D is not necessarily smaller than S, i.e., the mean of the additional delay seen by a customer may be larger than the expected length of a cold start. Take, for example, the following cold start distribution: Clearly, if k> 3, thenD> 1; so D>S! Once this property is noted, it is easily explained. The reason is that a short cold start affects only a few busy periods (in this extreme case, exactly one) and, therefore, only a few customers, while long cold starts affect many busy periods; therefore, many customers may see a large additional delay. Thus, if you average over all customers, the mean of the additional delay may exceed the average length of a cold start.
From this observation we realize that, even if we hold 3 fixed, D can approach infinity when the second moment of the cold start is large enough. This result is similar to the observation made about the mean delay suffered in an MIGI1 system (see, for example, Kleinrock); this delay increases linearly with the coefficient of variation of the service time, so the delay may be unbounded even if p is kept fixed and under unity. A similar well-known observation (again, see Kleinrock) is that the mean waiting time in the MIGI1 system may exceed the mean busy period duration.
We conclude that the additional delay may grow extremely large if either the expected value of the cold start or the second moment of the cold start is extremely large.
The Eigenfunctions of the Discrete System
In this section, we are interested in how the start-up delay distribution is transformed into the additional delay distribution. Mathematically, we may view Equation 9 as a transformation from S(z) to D(z) and express it as
where T is the transformation expressed by (9).
We may now ask what the eigenfunction of this transformation is. The mathematical meaning of this eigenfunction is: find the solutions for the equation S(z) = T(S(z)). In other words, an eigenfunction of the system is an additional delay distribution (D(z)) that is identical to the cold start distribution (S(z)) causing it.
To solve for the eigenfunctions of our system, let us use (9) in (12), giving
Sf ) 1 [l -x + S(z)(x -z) S(z) = +(-)[(13)
Solving (13) 
Yes!-the memoryless geometric distribution strikes again in queueing theory! In conclusion, then, if the cold start is geometrically distributed, the distribution of the additional delay suffered by all customers is also geometrically distributed with the same parameter.
The M/G/1 System with Bulk Arrivalsa Continuous Model
For the sake of completeness, we may essentially repeat the derivations made above for an M/G/I1 system with bulk arrivals. The system is a first-comefirst-served single-server system with exponential interarrival times (with parameter X) and arbitrary service times. Now the interarrival times are continuous, whereas previously they wpre discrete. As in the discrete case, the arrivals themselves may consist of bulks of arbitrary size. The M/G/I1 system with vacation periods was first studied by Miller, who analyzed, in addition to other system properties, the delay in the system. This system and similar ones were reported and analyzed by Cooper, Gelenbe and Iasnogorodski, Heyman, Levy and Yechiali, Shanthikumar, and Van Der Duyn Schouten. Scholl, and Scholl and Kleinrock were the first to notice that the delay in an MIGI 1 system with vacations has the same distribution as a random variable that is the sum of the following two independent, random variables: * the time in system as if there were no vacation; plus * an additional delay distributed as the residual life of the vacation period.
However, Scholl and Kleinrock emphasize that this is only an observation of the expression for the delay in the system with vacations. They were not able to show these properties directly (i.e., by analyzing the system).
In this section, we show, in a direct way, that the additional delay in a system with vacations is independent of the delay in a system without vacations, and that it is distributed as the residual life of the vacation distribution. First, using the queue with starter, we calculate the additional delay directly and find it to be as observed by Scholl. Second, we make a simple, direct queueing analysis of the additional delay in the system with vacations and show that it is distributed as the residual life of the vacation.
Solving a System-with-Vacations by a System-with-Starter
Consider a customer Ck who arrives to the system with vacations (which we refer to as system-B) and who finds this system empty. Let system-A be the equivalent system without vacations and let j be the busy period (according to system-A) in which Ck is served. Upon arriving to system-B, Ck must wait until the server returns from vacation. Let us call this delay the return time and denote it by Rj. It is obvious that the return time (Rj) observed in the system with vacations plays a role similar to that played by the start-up delay in the system with starter. We now use this similarity to show that the system with vacations can be considered as a system with starter whose startup times (Sj) are the return times (Rj). It is clear that, in contrast to the cold starts, the return times are not independent of all interarrival times. This is true since the return time depends on the arrival process (for example, the return time Rj depends on the arrival epoch Tk and therefore on the interarrival time tk This theorem can be proved using arguments similar to those used in the proof of Theorem 3. In addition to Theorem 6, we next show, for systems whose arrival process possesses the memoryless property, that the return time is also independent of the system history. Proof. It is clear that the return time Rj depends on the lengths of the vacation periods taken after to and on the timing of the next arrival after to. Since the interarrival times posseses the memoryless property, the time from to to the next arrival is independent of the system history (prior to to). Since vacation lengths are also independent of the system behavior, the return time is independent of the system behavior prior to to.
From Theorems 6 and 7 it is now easy to see that, for an M/G/I1 system, Section 2's theorems (and analysis) still hold if the cold start times are replaced by the return times. Therefore, the system with vacations can be considered as a system with starter with the role of the cold starts played by the return times. For this reason, we now abandon the term "return time" and the notation Rj and denote them, as we did for the queue with starter, by "cold starts" and Si, respectively. This discussion suggests an approach for solving the M/G/I1 system with vacation periods: Corollary 8. An M/G/I1 system with vacation periods can be solved as follows. 3. The additional delay computed by this expression is the additional delay in the system with vacation periods.
To adopt this approach, we first must calculate the distribution of a cold start. Keeping our old notation, we now add the vacation variable: V = the length of a vacation period; v(t) = the probability density function of V; V*(s) = the LST of v(t).
We recall that the length of a cold start is denoted by S and that of an idle period by X. Since the arrival process is Poisson with rate X, x(t) = Xext. Moreover, due to the memoryless property of the arrival process, any time interval that starts at an arbitrary point, to, and ends with the first arrival after to, is also exponentially distributed with parameter X (like x(t)).
To calculate the length of a cold start, we begin counting from the moment the system becomes idle; let us call this moment to. At to the server goes on vacation, and the time elapsing until the server returns is V. The first arrival after to occurs X time units after to. If X -V, then the server, on returning from vacation, finds a customer in the system, and the additional delay that this customer will suffer is V-X. If, on the other hand, X> V, then the returning server will take another vacation. Again, due to the memoryless property of the arrival process, the first arrival will occur X time units after the end of the first vacation. Thus, if X > V, we can calculate the length of the cold start recursively, as before. The following recursion summarizes these observations: 
Direct Explanation for the Delay of a Queue with Vacations
In Section 3.1, we showed that the delay in a queue with vacations actually is (and not only "could be thought of as") the sum of two independent random variables:
* the delay in a queue without vacations; * an additional delay distributed as the residual life of the vacation period.
Yet we did not give a direct queueing explanation for the fact that the additional delay is distributed as the residual life of the vacation period. We do so in this section. Consider the busy and idle periods in a regular M/G/1 system (denoted as system-A), as described in Figure 2a . We denote busy periods by Y,, Y2, ... and idle periods by Xi, X2, .... Now let us impose vacations on this system (the new system is denoted as system-B). For "pedagogical" reasons, let us assume that the "vacation" is just another job the server must attend to. Thus, if we look from the server's point of view, we notice three properties: (denoted by UM,G,,(t) ). Next, we notice that the server system operates in a first-come-first-served (FCFS) fashion. This is true for the following reasons: 1) MIGI 1 customers are served according to a FCFS policy. 2) "Vacation customers" arrive only when the system is empty. 3) The service discipline is non-preemptive for all types of customers. For this reason, the total time in system for an M/G/I1 customer arriving at time t to system-B is exactly Userer(t). Clearly, the time in system for the same customer in system-A is UM,G,,(t); thus, the additional delay suffered by this customer is given by
Userver(t) -UM/G/I(t).
In Figure 3a , we plot the function difference Userver(t) 
