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Einleitung
Die moderne Teilchenphysik unterscheidet zwei fundamentale Klassen von Ele-
mentarteilchen: Die Fermionen und die Bosonen. Es werden dabei die Fermio-
nen als die Konstituenten der Materie angesehen, wa¨hrend dagegen die Bosonen
Wechselwirkungen vermitteln. Die heute bekannten Teilchenwechselwirkungen
lassen sich im Rahmen von Yang-Mills-Theorien geometrisch verstehen. Die Fer-
mionen werden dabei durch (getwistete) Spinor-Bu¨ndel modelliert, wa¨hrend die
Bosonen, mit Ausnahme des so genannten Higgs-Bosons, sich als Eichpotentiale
von auf diesem Bu¨ndel operierenden Zusammenha¨ngen auffassen lassen. Dies
la¨sst in gewissen Rahmen eine geometrische Interpretation der Wechselwirkun-
gen in der Teilchenphysik zu. Allerdings stellt sich heraus, dass die Wechselwir-
kungen fu¨r das Higgs-Boson ad hoc eingefu¨hrt werden mu¨ssen. Diese Wechsel-
wirkungen genu¨gen zwar gewissen Symmetriprinzipien, lassen sich aber nicht
direkt geometrisch interpretieren.
Ein Ansatz fu¨r ein besseres geometrisches Versta¨ndnis fu¨r Teilchenwechsel-
wirkungen bieten Dirac-Modelle (s. [Ack], [Ack,Tol], [Tol], [Tol2]). In einem
Dirac-Modell werden nun die Fermionen als die fundamentalen Objekte betrach-
tet, und man fordert, dass durch ihre Wechselwirkungen alle weiteren Wechsel-
wirkungen festgelegt werden sollen. In der Teilchenphysik werden die Fermion-
wechselwirkungen durch Gleichungen von dem Typ
(D + Φ)ψ = 0, ψ ∈ Γ(E) (1)
beschrieben. Hierbei stellt D einen Dirac-Operator dar und Φ einen vom Higgs-
Boson induzierten Endomorphismus und ψ einen Schnitt in ein geeignetes getwi-
stetes Spinor-Bu¨ndel. Unter gewissen Voraussetzungen la¨sst sich D˜ := D+Φ als
ein verallgemeinerter Dirac-Operator auffassen. Somit sind die Wechselwirkun-
gen der Fermionen durch einen verallgemeinerten Dirac-Operator D˜ bestimmt.
In einem Dirac-Modell werden nun zu einem verallgemeinerten Dirac-Operator
D˜ auf einem hermitischen getwisteten Spinor-Bu¨ndel Funktionale
IF :=< ψ, iD˜ψ >, IB := resζ((D˜)−2n+2) (2)
definiert, deren Variation die Gleichungen fu¨r die fermionischen und bosonischen
Wechselwirkungen liefern. Hier ist resζ ein so genanntes verallgemeinertes Re-
siduum auf der Menge der Dirac-Operatoren, was aus dem Wodzicki-Residuum
konstruiert ist.
Es zeigt sich nun, dass sich das Standardmodell der Elementarteilchenphy-
sik, wenn man von einer euklidischen Raumzeit ausgeht, als ein Dirac-Modell
formulieren la¨sst. Dabei zeigt dieser Zugang folgende interessante Aspekte:
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• Bei den Funktionalen tritt fu¨r im bosonischen Teil der Wirkung ein zusa¨tz-
licher Term auf, der die Einstein-Hilbert-Wirkung der Gravitation be-
schreibt. Eine Wechselwirkung, die im konventionellen Zugang zum Stan-
dardmodell nicht auftritt.
• Bei der Identifikation der Modellparameter des Dirac-Modells mit de-
nen des Standardmodells treten Beziehungen zwischen den physikalischen
Kopplungen auf, die es im Standardmodell nicht gibt. Diese Beziehungen
lassen sich unter anderem mit Hilfe von Renormierungsgruppengleichun-
gen dazu benutzen, die Masse des Higgs-Bosons zu bestimmen. Man erha¨lt
fu¨r den in dieser Arbeit verfolgten Ansatz den Wert:
mH = 188± 15 GeV. (3)
Im Rahmen des Standardmodells der Teilchenphysik ist eine deratige Aus-
sage nicht mo¨glich. Hier la¨sst sich die Higgs-Masse mittels U¨berlegungen
aus der Quantenfeldtheorie und experimenteller Untersuchungen nur auf
das Intervall
[114, 193] GeV (4)
festlegen (s. [Ro]). Der Wert der Higgs-Masse im Dirac-Modell ist somit
kompatibel mit den Schranken, die durch das Standarmodell gesetzt wer-
den.
• Schließlich la¨sst dieser Zugang eine geometrische Interpretation des Higgs-
Bosons zu. Denn es gilt, dass sich jeder verallgemeinerter Dirac-Operator
auf einem Clifford-Modulbu¨ndel wie folgt darstellen la¨sst (s. [Ack], [Ack,Tol],
[Tol2]):
D˜ = c ◦ ∇, (5)
wobei c die Clifford-Aktion und ∇ ein Zusammenhang auf dem unterlie-
genden Clifford-Modul-Bu¨ndel ist. Somit la¨sst sich zwar nicht das Higgs-
Boson direkt, aber der durch ihn induzierte Endomorphismus Φ als Teil
eines Zusammenhangs verstehen.
Ein weiterer bemerkenswerter Punkt ist, dass die Dirac-Modelle eine gewisse
Verwandtschaft mit Modellen der nichtkommutativen Geometrie aufweisen, ins-
besondere dem Connes-Lott- (s. [Co,Lo]) und dem Chamseddine-Connes-Modell
(s. [Ch,Co], [Tol2]). Auch hier gibt es Beziehungen zwischen den physikalischen
Kopplungen, die aber zu Widerspru¨chen fu¨hren (s. Kap. 7).
Die nachfolgende Arbeit gliedert sich wie folgt:
Im ersten Kapitel werden der geometrische Rahmen festgelegt und die
grundlegenden Ergebnisse der Theorie der verallgemeinerten Dirac-Operatoren
zusammengefasst. Dabei wird das Augenmerk auf den Umstand gelegt, dass
zu jedem verallgemeinerten Dirac-Operator eine Clifford-Modul-Struktur korre-
spondiert. Dabei existieren grundsa¨tzlich zwei verschiedene Typen von Clifford-
Algebren, mit denen sich diese Strukturen konstruieren lassen. Der Unterschied
liegt im Vorzeichen der erzeugenden Relation:
v2 = ±1, v ∈ V, (6)
wobei V der zugrundeliegende (pseudo) euklidische Vektorraum ist, u¨ber dem
die Clifford-Algebra konstruiert ist. Es zeigt sich, dass die Vorzeichenwahl auf
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der rechten Seite auf die spa¨teren Betrachtungen Auswirkungen hat. In diesem
Abschnitt werden beide Fa¨lle betrachtet.
Im zweiten Kapitel wird die Lichnerowicz-Zerlegung fu¨r das Quadrat eines
verallgemeinerten Dirac-Operators D˜ diskutiert. Es geht dabei um die Tatsache,
dass sich D˜2 wie folgt zerlegen la¨sst:
D˜2 = ∆∇ + V, (7)
hier ist ∆∇ ein Bochner- oder Zusammenhangs-Laplace-Operator und V ein
Differential-Operator nullter Ordnung. Fu¨r V lassen sich explizite Formeln an-
geben. Es wird V fu¨r den Fall der Clifford-Algebra vom Typ v2 = 1 diskutiert
und mit den Ergebnis aus der Literatur [Ack,Tol] fu¨r den Fall v2 = −1 vergli-
chen.
Das dritte Kapitel behandelt die Konstruktion der Wirkungsfunktiona-
le von Dirac-Modellen. Hierfu¨r werden unter anderem Dirac-Yukawa-, Pauli-
Dirac-Yukawa-Operatoren und das verallgemeinerte Residuum resζ eingefu¨hrt.
Fu¨r den Fall eines Pauli-Dirac-Yukawa-Operators D˜ wird resζ(iD˜) fu¨r den Fall
der Clifford-Algebra v2 = 1 ausgewertet und mit den Ergebnissen fu¨r den Fall
v2 = −1 verglichen (s. hierzu [Tol], [Tol2]). Es zeigt sich hierbei, dass das Ver-
wenden der Clifford-Algebra ein durch die physikalische Interpretation bedingtes
Vorzeichenproblem lo¨st (s. [Tol]).
Im vierten Kapitel werden die geometrischen Daten angegeben, die es
erlauben, das Standardmodell als ein Dirac-Modell zu beschreiben. Es werden
dabei zwei Versionen diskutiert: Einmal ohne und einmal mit rechtha¨ndigen
Neutrinos. Die letztgenannte Version erlaubt die Konstruktion einer Theorie mit
massiven Neutrinos. Fu¨r beide Modelltypen werden die Parameterbeziehungen
zwischen den physikalischen Kopplungen und den Modellparametern bestimmt.
Das fu¨nfte Kapitel bescha¨ftigt sich mit den physikalischen Konsequenzen
der Parameterbeziehungen die im Kapitel vier bestimmt wurden. Es zeigt sich,
dass die Verha¨ltnisse der Yang-Mills-Kopplungen und das Quadrat des Sinus
des elektroschwachen Winkels beschra¨nkt sind. Dieses Pha¨nomen existiert bei
der konventionellen Beschreibung des Standardmodells nicht. Des Weiteren wird
mit Hilfe von Renormierungsgruppengleichungen, die im hier betrachteten Fall
Quanten-Korrekturen in der 1-Loop-Ordnung beschreiben, die Higgs-Masse be-
stimmt und der zugeho¨rige Fehler abgescha¨tzt. Auch diese Untersuchung ist im
Rahmen des Standardmodells nicht mo¨glich.
Im sechsten Kapitel folgt ein Vergleich der Ergebnisse des fu¨nften Kapitels
mit den Ergebnissen entsprechender Untersuchungen im Rahmen des Connes-
Lott- und des Chamseddine-Connes-Modells (s. [Ca,Io,Ka,Sch], [Ca,Io,Sch]).
Hier zeigt sich, dass es im Connes-Lott- wie auch im Chamseddine-Connes-
Modell Beziehungen zwischen den Modellparametern und den physiklischen
Kopplungen gibt. Es stellt sich dabei heraus, dass diese Parameterbeziehun-
gen, wenn man das Standardmodell beschreibt, im Chamseddine-Connes- und
in Dirac-Modell sehr a¨hnlich sind. Diese A¨hnlichkeiten lassen sich durch Unter-
suchung der zur Bestimmung der Parameterbeziehungen verwendeten Funktio-
nale nachvollziehen. Beim Chamseddine-Connes-Modell wird zur Definition des









verwendet (s. [Ca,Io,Ka,Sch], [Ca,Io,Sch]). Es handelt sich hierbei um eine mo-
difizierte Operatorspur u¨ber den verallgemeinerten Dirac-Operator D. Es zeigt
sich, dass dieses Funktional nicht die Parameterbeziehungen erzeugt, die bei den
Untersuchungen in den Arbeiten [Ca,Io,Ka,Sch], [Ca,Io,Sch] verwendet wurden.
Es wird ein alternatives Funktional angeben, das die verwendeten Parameterbe-
ziehungen generiert. Allerdings stellt sich heraus, dass beide Funktionale zu nu-
merischen Inkonsistenzen fu¨hren. Im Connes-Lott-Modell findet man, dass sich
die Parameterbeziehungen und damit auch die daraus abgeleiteten Folgerungen
erheblich von denen des Dirac-Modells unterscheiden. Insbesondere ergibt sich
hier fu¨r die Higgs-Masse im allgemeinsten Zugang ein Intervall von
[284, 300) GeV. (9)
Dieses liegt aber vollsta¨ndig außerhalb der Grenzen, die Quanten-Korrekturen
der Higgs-Masse setzen (s. Gl. (4)).
Zum Abschluß folgt eine Zusammenfassung der in der vorangegangenen






In diesem Kapitel werden die grundlegenden geometrischen Begriffe fu¨r die nach-
folgenden Konstruktionen vorgestellt und deren wichtigsten Eigenschaften zu-
sammengefasst. Der geometrische Rahmen fu¨r die nachfolgenden Betrachtungen
ist dabei durch ein Clifford-Modulbu¨ndel bzw. durch den Spezialfall eines ge-
twisteten Spinor-Bu¨ndels u¨ber einer kompakten, randlosen Riemannschen Spin-
Mannigfaltigkeit gerader Dimension gegeben. Um technischen Komplikationen
aus dem Weg zu gehen, beschra¨nkt sich die hiesige Darstellung auf den Fall
eines getwisteten Spinor-Bu¨ndels. Allerdings sind die meisten Untersuchungen
auch in dem allgemeineren Rahmen von Clifford-Modulbu¨ndeln mo¨glich, wie in
[Tol] ausgefu¨hrt wird.
Nach einer kurzen Erla¨uterung des geometrischen Rahmens wird das zentrale
Objekt der nachfolgenden Untersuchungen, der Begriff des verallgemeinerten
Dirac-Operators, eingefu¨hrt. Es werden seine Beziehung zu Clifford-Zusammen-
ha¨ngen diskutiert und einige spezielle Typen von Operatoren vom Dirac-Typ
vorgestellt.
Ausfu¨hrliche Darstellungen des hier beschriebenen Themenkomplexes findet
man z.B. in [Ack], [Ack,Tol], [BGV], [Tol], [Ack,Tol], [Nak], [Su,Win].
Zur besseren Lesbarkeit der Formeln gelte in den folgenden Abschnitten die
Einsteinsche Summen-Konvention.
1.1 Vektorbu¨ndel
Bei der folgenden Darstellung werden die grundlegenden Begriffe zu Faserbu¨n-
deln vorausgesetzt, wie sie z.B. in [BGV] Kapitel 1.1. oder [Su,Win] Kapitel
II §1 behandelt werden. Des Weiteren beschra¨nkt sich die hiesige Diskussion
auf K-Vektorbu¨ndel mit K ∈ {R,C}. Um die Bezeichnungen festzulegen, sei
zuna¨chst:
Definition 1.1. Seien F und M Mannigfaltigkeiten und pi : F → M eine
glatte Surjektion. So heißt (F , pi) ein (Faser)bu¨ndel u¨ber M, wenn gilt:
Es existiert eine offene U¨berdeckung {Ui} von M, eine Mannigfaltigkeit F
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und Diffeomorphismen
φi : pi−1(Ui) −→ Ui × F, (1.1)













wobei pr1 : Ui × F → Ui die Projektion auf die erste Komponente ist. Des
Weiteren werden die folgenden Bezeichnungen verwendet:
F heißt Total-Raum, pi Projektion, M Basis, φi Trivialisierung und (Ui, φi)
(Bu¨ndel)karte. pi−1(x) ≡ Fx wird Faser u¨ber dem Fußpunkt x genannt. Daru¨ber
hinaus wollen wir eine offene U¨berdeckung von M mit den oben beschriebenen
Eigenschaften als trivialisierende U¨berdeckung bezeichnen. Γ(F) sei die Menge
der Schnitte, also die glatten Abbildungen ψ :M→ F mit (pi◦ψ)(x) = x ∀x ∈
M. Ferner heiße eine Abbildung f : F → F fasertreu, wenn gilt: (pi ◦ f)(ξ) =
pi(ξ) ∀ξ ∈ F .
Es sollte noch bemerkt werden, dass sich fu¨r Faserbu¨ndel in vollkommen ana-
loger Weise zu Mannigfaltigkeiten Atlanten, maximale Atlanten und A¨quivalenz
von Bu¨ndeln definieren lassen (s. z.B. [Nak] Kap. 9).
Definition 1.2. Sei pi : F → M ein Faser-Bu¨ndel und {Ui} eine trivialisie-
rende U¨berdeckung und Ui, Uj ∈ {Ui} mit Ui ∩Uj 6= ∅, dann sei die U¨bergangs-
funktion tji definiert durch:
tji : Ui ∩ Uj −→ Diff(F )
x 7→ (φj ◦ φ−1i )(x, ·). (1.3)
Aus der Definition folgt sofort, das die U¨bergangsfunktionen tji eines Faser-
Bu¨ndels (F , pi) die so genannte Kozykel-Bedingung erfu¨llen:
Seien Ui, Uj , Uk offene Mengen einer trivialisierenden U¨berdeckung {Ui} mit
Ui ∩ Uj ∩ Uk 6= ∅, so gilt:
∀x ∈ Ui ∩ Uj ∩ Uk tkj(x) ◦ tji(x) = tki(x). (1.4)
Definition 1.3. Seien pi : F → M, pi′ : F ′ → M′ Faser-Bu¨ndel, so heißt ein













Definition 1.4. Sei pi : E → M ein Faserbu¨ndel u¨ber M und {Ui} eine tri-
vialisierende U¨berdeckung, dessen typische Faser E ein K-Vektorraum ist und
dessen U¨bergangsfunktionen {gji} linear und invertierbar sind, so nennt man
(E , pi) ein Vektorbu¨ndel.
Existiert auf den Fasern Ex eine hermitische Struktur < ·, · >x, die glatt
vom Fußpunkt abha¨ngt, so heißt E hermitisch.
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Definition 1.5. Seien (E , pi) und (F , pi′) Vektorbu¨ndel mit typischen Fasern
E und F . Ferner sei {Ui} eine trivialisierende U¨berdeckung fu¨r beide Bu¨ndel.
(Eine solche U¨berdeckung la¨sst sich immer konstruieren.) {gij}, {hji} seien die
zugeho¨rigen U¨bergangsfunktionen.
Das (Whitney)-Summen-Bu¨ndel E ⊕F ist definiert durch die typische Faser
E⊕F und die U¨bergangsfunktionen {gij⊕hij} zur trivialisierenden U¨berdeckung
{Ui} mit
gij ⊕ hij(x) : E ⊕ F −→ E ⊕ F
v ⊕ w 7→ (gij(x)(v))⊕ (hij(x)(w)), x ∈M. (1.6)
Das Tensor-(Produkt)-Bu¨ndel E ⊗ F ist definiert durch die typische Faser
E ⊗ F und die U¨bergangsfunktionen {gij ⊗ hij} zur U¨berdeckung {Ui} mit
gij ⊗ hij(x) : E ⊗ F −→ E ⊗ F
v ⊗ w 7→ (gij(x)(v))⊗ (hij(x)(w)), x ∈M. (1.7)
Das Endomorphismen-Bu¨ndel End(E) ist definiert durch die typische Faser
End(E) und die U¨bergangsfunktionen {Gij} zur U¨berdeckung {Ui} mit
Gij(x) : End(E) −→ End(E)
ϕ 7→ gij(x) ◦ ϕ ◦ g−1ij (x), x ∈M. (1.8)
Das so genannte Rekonstruktionstheorem [Su,Win] Kapitel II. §1 stellt si-
cher, dass die in Definition 1.5 definierten Bu¨ndel existieren.
Definition 1.6. Sei (E , pi) ein Vektorbu¨ndel der Form E = E+ ⊕ E−, so heißt
E Z2-graduiert.
Hier ist anzumerken, das die obige Definition a¨quivalent zur Existenz eines
Graduierungs-Operators ist, einer Bu¨ndelabbildung (χE , idM) mit χE : E → E ;
χE ist eine glatte fasertreue Abbildung, die eingeschra¨nkt auf die Fasern eine
Involution ist.
Weiter sollte erwa¨hnt werden, dass die Schnitte Γ(E) in ein K-Vektorbu¨ndel
E in natu¨rlicher Weise ein C∞(M)-Modul bilden. Die Aktion von C∞(M) auf
Γ(E) ist definiert durch:
(fψ)(x) := f(x) · ψ(x), ∀f ∈ C∞(M), ∀ψ ∈ Γ(E), ∀x ∈M. (1.9)
Hier ist C∞(M) die Menge der glatten K-wertigen Funktionen aufM und · auf
der rechten Seite der Gleichung (1.9) die skalare Multiplikation in der Faser.
Kommen wir nun zu Differential-Operatoren auf Vektorbu¨ndeln:
Definition 1.7. Sei (E , pi) nun ein Vektorbu¨ndel mit Faser V u¨ber M. Ein
Differential-Operator der Ordnung k ist eine glatte Abbildung P : Γ(E)→ Γ(E),






aI(x)∂I , aI(x) ∈ End(E). (1.10)
I bezeichne einen Multiindex, und weiter existiere ein I mit |I| = k und aI(x) 6=
0. Das Hauptsymbol σ von P ist definiert durch die Gleichung (s. z.B. [Ack]):




mit x ∈M, ψ ∈ Γ(E) und f ∈ C∞(M), f(x) = 0.
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Fu¨r konkrete Berechnungen des Hauptsymboles ist die lokale Form nu¨tzlich:
σ(P )(x, ξ)w = aI(x)ξIw, ξI := ξi1 · · · ξik , w ∈ Ex. (1.12)
Damit la¨sst sich dann folgende wichtige Klasse von Differential-Operatoren de-
finieren:
Definition 1.8. Sei E ein Vektorbu¨ndel u¨ber einer Riemannschen Mannigfaltig-
keit (M, g). Ein Differential-Operator ∆ : Γ(E) → Γ(E) zweiter Ordnung heißt
ein verallgemeinerter Laplace-Operator, wenn fu¨r sein Hauptsymbol gilt:
σ(∆)(x, ξ) = ±gx(ξ, ξ)1Ex . (1.13)
gx sei hier die Metrik auf dem Kotangential-Bu¨ndel am Punkt x.
Eine weitere wichtige Klasse von Operatoren auf Vektorbu¨ndeln sind die
Zusammenha¨nge.
Definition 1.9. Sei E ein Vektorbu¨ndel u¨ber M, dann bezeichnet man als Zu-
sammenhang eine glatte Abbildung
∇E : Γ(E) −→ Γ(T ∗M⊗E), (1.14)
die einer Leibniz Regel der folgenden Form genu¨gt:
∇Efψ = df ⊗ ψ + f∇Eψ, ∀f ∈ C∞(M), ∀ψ ∈ Γ(E). (1.15)
Dabei bezeichne d das a¨ußere Differential. Daru¨ber hinaus sei:
A(E) := {∇E : Γ(E)→ Γ(T ∗M⊗E) | ∇E Zusammenhang }. (1.16)
Hierzu sei angemerkt, dass die Definition von Zusammenha¨ngen und der zu-
geho¨rigen Nomenklatur in der Literatur nicht einheitlich ist. So wird in [BGV]
und [Tol2] der Zusammenhang u¨ber das Spalten einer kurzen exakten Sequenz
definiert. ∇E ist dort die durch einen linearen Zusammenhang induzierte kova-
riante Ableitung (s. [BGV]) bzw. der Nabla-Operator (s. [Tol2]), wogegen ∇E
z.B. in [Ack] als Zusammenhang verwendet wird. Es ist hierzu zu sagen, dass
alle diese Definitionen von Zusammenha¨ngen a¨quivalent sind und sich aus ∇E
das Spalten der exakten Sequenz rekonstruieren la¨sst.
Definition 1.10. Sei E = E+ ⊕ E− ein Z2-graduiertes Vektorbu¨ndel, so heiße
ein Zusammenhang gerade, wenn gilt:
∇E : Γ(E±) −→ Γ(T ∗M⊗E±). (1.17)
Ferner sei:
A+(E) := {∇E ∈ A(E) | ∇E : Γ(E±)→ Γ(T ∗M⊗E±)}. (1.18)
Weiter sei:





die Menge der E-wertigen Differentialformen auf E , wobei Ω0(M, E) := C∞(M)
gesetzt wird. Ferner bezeichne Ω∗(M,End(E)) := Γ(ΛT ∗M⊗End(E)) die End(E)
-wertigen Differentialformen. Auf Ω∗(M,End(E)) la¨sst sich das ∧-Produkt von
Ω∗(M) fortsetzen durch:
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Definition 1.11. Sei (E , pi) ein Vektorbu¨ndel, dann sei ∧ die lineare Fortset-
zung der Abbildung
Ω∗(M,End(E))× Ω∗(M,End(E)) −→ Ω∗(M,End(E))
(α⊗A,α′ ⊗A′) 7→ α ∧ α′ ⊗AA′. (1.21)
Auf der rechten Seite sei das ∧-Produkt auf Ω∗(M) gemeint.
Mit der Hilfe von Zusammenha¨ngen la¨sst sich nun die folgende Klasse von
verallgemeinerten Laplace-Operatoren definieren:
Definition 1.12. Sei E ein Vektorbu¨ndel u¨ber einer Riemannschen Mannigfal-





evg bezeichnet hier die Evaluationsabbildung bezu¨glich der Metrik g, die gegeben
ist durch:
evg : T ∗M⊗ T ∗M⊗E −→ E
α⊗ β ⊗ v 7→ α(β])v. (1.23)
] ist der durch die Metrik induzierte kanonische Isomorphismus zwischen T ∗M
und TM.
Wie schon bei der Definition des verallgemeinerten Laplace-Operators sind
hier zwei Wahlen fu¨r das Vorzeichen mo¨glich, wobei in der mathematischen Lite-
ratur u¨blicherweise das negative Vorzeichen gewa¨hlt wird. In der physikalischen
Literatur wird das positive Vorzeichen bevorzugt. Um spa¨ter konsistenter For-
meln zu erhalten, werden beide Vorzeichen zugelassen. Fu¨r spa¨tere Rechnungen
ist die lokale Form eines Zusammenhangs-Laplace-Operators nu¨tzlich (s. auch
[BGV] Kap. 2.1).
Lemma 1.1. Sei E ein Vektorbu¨ndel u¨ber einer Riemannschen Mannigfaltig-
keit (M, g) und ∆∇E ein Zusammenhangs-Laplace-Operator zum Zusammen-
hang ∇E . So gilt:
∆∇
E
= ±gij(∇Ei ∇Ej − Γkij∇Ek). (1.24)
Γkij bezeichnen hier die Christoffel-Symbole des Levi-Civita Zusammenhanges
auf M und ∇Ei := ∇E∂i .
Beweis: (S. z.B. [BGV] Kap. 2.1) Sei ψ ∈ Γ(E), so gilt:
∇T∗M⊗E∇Eψ = ∇T∗M⊗Edxi ⊗∇Ei ψ
= dxi(∇LCi dxj)⊗ (∇Ej ψ) + dxi ⊗ dxj ⊗ (∇Ei ∇Ej ψ)
= (dxj ⊗ dxi ⊗∇Ej∇Ei − Γijkdxj ⊗ dxk ⊗∇Ei )ψ.
∇LC bezeichnet den auf Ω∗(M) fortgesetzten Levi-Civita-Zusammenhang von
M bezu¨glich g. Weiter ergibt sich dann:
±evg(∇T∗M⊗E∇E)ψ = ±(gjkdxi(∂k)∇Ej∇Ei − Γijkgj`dxk(∂`)∇Ei )ψ
= ±gij(∇Ei ∇Ej − Γkij∇Ek)ψ.
Dies ist die Behauptung. 2
Der Vollsta¨ndigkeit halber sei noch die Definition der Kru¨mmungsform eines
Zusammenhanges ∇E auf E gegeben:
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Definition 1.13. Sei (E , pi) ein Vektorbu¨ndel und ∇E ∈ A(E) ein Zusammen-
hang. Die Kru¨mmungs-2-Form zu ∇E ist definiert durch:
F∇
E
: Γ(E) −→ Ω2(M, E)
ψ 7→ d∇E (∇Eψ), (1.25)
wobei d∇
E
: Ω1(M, E)→ Ω2(M, E) die lineare Fortsetzung von der Abbildung
α⊗ ψ 7→ (∇LCα)⊗ ψ − α ∧ (∇Eψ), α ∈ Ω1(M), ψ ∈ Γ(E) (1.26)
ist. Dabei ist ∇LC der auf Ω∗(M) fortgesetzte Levi-Civita-Zusammenhang.
1.2 Prinzipal- & Assoziierte Bu¨ndel
Kommen wir zu den grundlegenden Tatsachen dieses Themenkomplexes.
Definition 1.14. Sei pi : P →M ein Faserbu¨ndel, dessen typische Faser durch
eine Lie-Gruppe G gegeben ist. Des Weiteren existiert eine Rechts-Aktion R von
G auf P:
R : P ×G −→ P
(p, g) 7→ R(p, g) =: Rg(p) =: pg (1.27)
mit der Eigenschaft:
pi(pg) = pi(p) ∀p ∈ P,∀g ∈ G, (1.28)
die faserweise frei und transitiv ist. Dann nennt man pi : P →M bzw. P(M, G)
ein (G)-Prinzipalbu¨ndel.
Hierzu sei angemerkt, dass die Fasern von P(M, G) mitnichten Lie-Gruppen
sind, sondern nur diffeomorph zu der Mannigfaltigkeit der Lie-GruppeG.P(M,G)
ist kein Gruppen-Bu¨ndel.
Sei nun:
Definition 1.15. Sei F eine Mannigfaltigkeit, G eine Lie-Gruppe und ρ : G→
Diff(F ) eine glatte Abbildung, so dass ρ eine Links-Aktion von G auf F ist. Das
Paar (ρ, F ) heißt dann ein Links-G-Raum.
Damit la¨sst sich nun definieren:
Definition 1.16. Sei P(M, G) ein G-Prinzipalbu¨ndel und (ρ, F ) ein Links-G-
Raum. Dann sei E := P ×ρ F die Quotientenmenge von P × F bezu¨glich der
A¨quivalenzrelation
(p, f) ∼ (p′, f ′) :⇔ ∃g ∈ G : (pg, ρ(g−1)f) = (p′, f ′). (1.29)
Seien nun {Ui} eine trivialisierende U¨berdeckung vonM bezu¨glich P(M, G) und
{φi} die zugeho¨rigen Trivialisierungen. Dann ist das zu P(M, G) assoziierte
Faserbu¨ndel piE : E →M definiert durch die Projektion
piE : E −→ M
[(p, f)] 7→ pi(p). (1.30)
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[(p, f)] sei die A¨quivalenzklasse bzgl. ∼ und pi sei die Projektion von P(M, G).
Sei nun (Ui, φi) eine Trivialisierung von P(M, G), dann ist eine Trivialisierung
von E bzgl. Ui gegeben durch:
ψi : pi−1E (Ui) −→ Ui × F
[(p, f)] 7→ (pi(x), ρ(pr2 ◦ φi(p))f), (1.31)
pr2 sei die Projektion auf die zweite Komponente.
Man kann sich u¨berzeugen, dass (E, piE) mit der obigen Definition tatsa¨chlich
ein Bu¨ndel bildet (s. [BGV] Kap. 1.1., [Tol2] Kap. 3.2). Nach Konstruktion ist
F die typische Faser von P ×ρ F .
Fu¨r assoziierte Bu¨ndel gilt folgende wichtige Eigenschaft:
Lemma 1.2. Sei P(M, G) ein G-Prinzipalbu¨ndel, (E, piE) ein hierzu assoziier-
tes Faserbu¨ndel mit typischer Faser F , so existiert eine kanonische Bijektion:
Φ : C∞a¨q (P, F ) −→ Γ(E)
f 7→ Φ(f),
Φ(f)(x) := [(p, f(p))]
∣∣
p∈pi−1(x) (1.32)
C∞a¨q (P, F ) bezeichnet hier die Menge der ρ-a¨quivarianten Abbildungen: ϕ :
P → F , fu¨r die gilt: ϕ(pg) = ρ(g−1)ϕ(p) ∀p ∈ P ∀g ∈ G. Fu¨r den Beweis sei
z.B. auf Satz 3.2.1 in [Tol2] verwiesen.
Definition 1.17. Sei P(M, G) ein G-Prinzipalbu¨ndel und (ρ, V ) ein Links-G-
Raum, wobei V ein K-Vektorraum und ρ eine lineare Darstellung von G ist.
ξV := P ×ρ V heißt dann das zu P(M, G) assoziierte Vektorbu¨ndel.
Fu¨r den Fall, dass eine Riemannsche Mannigfaltigkeit gegeben ist, existieren
die folgenden Prinzipalbu¨ndel (s. [BGV] Kap. 1.2):
Definition 1.18. Sei (M, g) eine Riemannsche Mannigfaltigkeit mit dimM =
n, so ist das orthogonale Frame-Bu¨ndel bzgl. g definiert durch:
O(M) := {(x, (e1, . . . , en)) | ei bildet eine ONB bzgl. g in TxM }; (1.33)
ist M daru¨ber hinaus noch orientiert, so la¨sst sich das spezielle orthogonale
Frame-Bu¨ndel definieren:
SO(M) := {(x, (e1, . . . , en)) | ei bildet eine orientierte ONB bzgl. g in TxM }.
(1.34)
Hier bezeichnet TxM den Tangetialraum von M am Fußpunkt x.
Wie in [BGV] Kap. 1.2 ausgefu¨hrt wird, sind O(M) bzw. SO(M) O(n)-
bzw. SO(n)-Prinzipalbu¨ndel u¨ber (M, g) und es gelten die folgenden Bu¨ndel-
isomorphien:
TM ∼= O(M)×O(n) Rn ∼= SO(M)×SO(n) Rn, (1.35)




1.3.1 Clifford-Algebren & Clifford-Module
Hier sollen die wichtigsten Eigenschaften und Begriffe zu Clifford-Algebren be-
handelt werden. Wir werden uns dabei auf Clifford-Algebren beschra¨nken, die
von einem euklidischen Vektorraum (V, g) gerader Dimension erzeugt werden,
da allein dieser Fall fu¨r die spa¨teren Betrachtungen relevant ist. Allerdings lassen
sich die hier beschriebenen Konstruktionen auch fu¨r K-Vektorra¨ume mit belie-
biger, nicht ausgearteter, symmetrischer Bilinearform und beliebiger endlicher
Dimension durchfu¨hren, gegebenenfalls mit entsprechenden Modifikationen. Ein
weiterer U¨berblick u¨ber die Eigenschaften von Clifford-Algebren findet sich u.a.
in [BGV], [Fr], [Tol2].
Definition 1.19. Sei (V, g) ein euklidischer Vektorraum gerader Dimension,
dann heißt das Paar (C±(V, g), ) Clifford-Algebra von (V, g), wenn gilt:
1. C±(V, g) ist eine assoziative R-Algebra mit 1.
2. Es existiert eine lineare Abbildung  : V → C±(V, g) fu¨r die gilt:
(v)2 = ±g(v, v), ∀v ∈ V. (1.36)
Dabei soll das Vorzeichen in der obigen Gleichung wie der Index von
C±(V, g) gewa¨hlt sein.  heißt Clifford-Abbildung.
3. Sei A eine weitere assoziative R-Algebra mit 1 und u± : V → A eine wei-
tere Clifford-Abbildung, so existiert genau ein Algebren-Homomorphismus














Dies wird auch als die universelle Eigenschaft der Clifford-Algebra C±(V, g)
bezeichnet.
Hierzu ist anzumerken, dass die Definition fu¨r Clifford-Algebren u¨ber K-
Vektorra¨umen mit beliebiger symmetrischer, nicht ausgearteter Bilinearform
vo¨llig analog zur obigen Definition ist, nur dass R-Algebren durch K-Algebren
ersetzt werden mu¨ssen. Des Weiteren wird auch die Referenz auf das Skalarpro-
dukt von C±(V, g) unterdru¨ckt, wenn keine Gefahr fu¨r Mehrdeutigkeiten besteht.
Zu der Mo¨glichkeit der Wahl des Vorzeichens in Gleichung (1.36) ist zu sagen,
dass dies auf dem Niveau von Clifford-Algebren u¨ber einem Vektorraum eine
Frage der Konvention ist. Hier verha¨lt es sich genau so wie mit den Vorzeichen
des verallgemeinerten Laplace-Operators (s. Gl. (1.8)): In der mathematischen
Literatur wird vorwiegend das negative Vorzeichen gewa¨hlt (s. z.B. [BGV]),
wa¨hrend in der physikalischen Literatur das positive Vorzeichen bevorzugt wird
(s. z.B. [Na]). Wenn man allerdings zu Clifford-(Algebren)-Bu¨ndeln u¨ber Rie-
mannschen Mannigfaltigkeiten u¨bergeht, bei denen eine Metrik g fest gegeben
ist, so liefern die beiden Vorzeichen verschiedene Clifford-Bu¨ndel u¨ber der Basis-
Mannigfaltigkeit. Dies hat zur Folge, dass auch Formeln fu¨r Zusammenha¨nge,
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Kru¨mmungen etc. auf diesen Bu¨ndeln bzw. auf Bu¨ndeln, die aus ihnen konstru-
iert werden, teilweise verschieden sind. Aus diesem Grund ist es sinnvoll, diese
beiden Fa¨lle simultan zu untersuchen. Es sollte weiter erwa¨hnt werden, dass
die Clifford-Abbildung  injektiv ist, da g positiv definit ist. Hierdurch ist eine
natu¨rliche Einbettung von V in C±(V, g) gegeben.
Es sei weiter angemerkt, dass aus Gleichung (1.36) die bekannte Relation
fu¨r Clifford-Algebren folgt:
(v)(w) + (w)(v) = ±2g(v, w)1, ∀v, w ∈ V,  : V → C±(V, g). (1.38)
Um die Existenz von Clifford-Algebren sicherzustellen, wird das folgende
Theorem zitiert (s. [Fr]):
Theorem 1.1. 1. Sei (V, g) ein euklidischer Raum gerader Dimension, so
existiert eine Clifford-Algebra (C±(V, g), ) zu (V, g).
2. Sind (C±(V, g), ), (C′±(V, g), ′) zwei Clifford-Algebren, so existiert ein
Algebren-Isomorphismus f : C±(V, g) → C′±(V, g), so dass das folgende
Diagramm kommutiert:






Beweis: Eine detaillierte Darstellung befindet sich in [Fr] Kapitel 1.2 . Aber
die Ideen sollen kurz skizziert werden:
Um die Existenz zu beweisen, betrachtet man z.B. die von V erzeugte freie
Tensor-Algebra T (V ) und bildet die Quotienten-Algebra nach dem zweiseitigen
Ideal I, das erzeugt wird von der Menge
{v ⊗ v ∓ 1 | v ∈ V }.
Die Clifford-Abbildung  erha¨lt man durch die Verkettung der kanonischen Ein-
bettung ι : V → T (V ) mit der Projektion pi auf die A¨quivalenzklassen.
Die zweite Eigenschaft ergibt sich aus der universellen Eigenschaft von C±(V ).
2
Wenn man sich an die Tatsache erinnert, dass eine Basis b1, . . . , bn von V
eine Basis der Clifford-Algebra C±(V, g) induziert, wobei die Basiselemente die
Form
(bi1) · · · (bik), ij < i`, ij ∈ {1, . . . , n}, k = 0, . . . , n (bj0) := 1 (1.40)
besitzen, ergibt sich:
Definition 1.20. Sei C±(V, g) eine Clifford-Algebra und ΛV die von V erzeugte
Grassmann-Algebra. Ferner sei e1, . . . , en eine g-Orthonormalbasis von V . Dann
ist die Quantisierungsabbildung c durch die lineare Fortsetzung der folgenden
Abbildung definiert:
c : ΛV −→ C±(V, g)
ei1 ∧ · · · ∧ eik 7→ (ei1) · · · (eik), 0 < k ≤ dimV, ij 6= i` fu¨r j 6= `,
(1.41)
wobei e0 := 1 und (e0) := 1.
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Zur Quantisierungsabbildung ist zu sagen, dass sie trotz ihrer Definition u¨ber
eine Orthonormalbasis tatsa¨chlich unabha¨ngig von der Wahl der Orthonormal-
basis ist, wie das folgende Lemma zeigt:
Lemma 1.3. Die Quantisierungsabbildung in 1.20 ist unabha¨ngig von der Wahl
der Orthonormalbasis.
Beweis: Es ist zu zeigen, das die Definition nicht von der Basis abha¨ngt,
was nichts anderes heißt, dass fu¨r Orthonormalbasen e1, . . . , en und e′1, . . . , e
′
n
von V gelten muß:
c(e′i1 ∧ · · · ∧ e′ik) = ′i1 · · · ′ik = γ i1j1 j1 · · · γ injn jn ,
wobei ij := (eij ) ist und γ
j
i sind die Koeffizienten von orthogonalen Transfor-
mationsmatrizen, so dass gilt: e′i = γ
j
i ej . Dann ergibt sich:




jj 6=j` fu¨r 6=`
γ j1i1 · · · γ jkik j1 · · · jk
= γ j1i1 i1 · · · γ jkik jk −
∑
j1,...,jk
∃j,`: j 6=` jj=j`
γ j1i1 · · · γjkik j1 · · · jk .
Untersucht man nun den zweiten Term weiter, so ergibt sich:∑
j1,...,jk
∃j,`: j 6=` jj=j`






(−1)j+`γ jjij γ j`i` jj j`Ri1...iˆj ...iˆ`...ik ,
wobei gilt:
Ri1...iˆj ...iˆ`...ik := γ
j1
i1
j1 · · · γ̂ jjij jj · · · γ̂ j`i` j` · · · γ jkik jk .
·ˆ bedeutet hier das Auslassen der entsprechenden Terme. Da jj = j` gilt, ergibt
sich: jj j` =
1
2 (jj j` + j`jj ) = δjjj` . Man erha¨lt so:∑
j1,...jk
∃j,` j 6=` jj=j`












(−1)j+`γ jjij γ j`i` δjjj`Ri1...iˆj ...iˆ`...ik .
Da δij die Komponenten der Metrik in einer Orthonormalbasis darstellt, gilt
fu¨r orthogonale Transformationen γ j1i1 γ
j2
i2








= 0, da ij 6= i`.
Damit folgt dann:
c(e′i1 ∧ · · · ∧ e′ik) = γ j1i1 j1 · · · γ jkik jk = ′i1 . . . ′jk . 2
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Zur Quantisierungsabbildung c : ΛV → C±(V, g) soll noch angemerkt wer-
den, dass sie einen Vektorraum-Isomorphismus zwischen ΛV und C±(V, g) dar-
stellt (s. [BGV] Kap. 3.1). c ist jedoch kein Algebren-Isomorphismus. Die Um-
kehrabbildung zur Quantisierungsabbildung σ := c−1 wird als Symbolabbildung
bezeichnet. Zur Quantisierungsabbildung la¨sst sich weiterhin sagen, dass sie ka-
nonisch gegeben ist, da sie nach dem obigen Lemma 1.3 unabha¨ngig von der
Wahl der Orthonormalbasis ist und Orthonormalbasen in Ra¨umen mit Biline-
arformen ausgezeichnet sind.
Die Clifford-Algebra C±(V, g) besitzt eine natu¨rliche Involution β, wie der
[Fr] entnommene Satz zeigt:
Theorem 1.2. Die Clifford-Algebra (C±(V, g), ) besitzt eine Involution β :
C±(V, g) → C±(V, g) mit der Eigenschaft :
β ist ein Algebren-Homomorphismus und eine Involution mit der Eigen-
schaft: β2 = idC±(V,g).
Beweis: Man betrachte die Abbildung u : V → C±(V, g), v 7→ −(v).  sei
hier die Clifford-Abbildung. Dann gilt:
u2(v) = (−(v))2 = (v)2 = ±g(v, v)1.
Aufgrund der universellen Eigenschaft existiert nun ein Algebren-Homomorphis-
mus β : C±(V, g)→ C±(V, g) mit
β ◦ (v) = −(v), ∀v ∈ V.
Wegen β ◦β(v) = β(−(v)) = −β((v)) = (v) ist β2 die Identita¨t auf (V ) und
damit aufgrund der universellen Eigenschaft die Identita¨t auf C±(V, g). 2
Die Involution β aus dem vorangegangenen Satz induziert eine natu¨rliche
Z2-Graduierung von C±(V, g). Sei nun:
Definition 1.21.
C0±(V, g) := {a ∈ C±(V, g) | a gerade }
C1±(V, g) := {a ∈ C±(V, g) | a ungerade }. (1.42)
Dies ist alles bezu¨glich der natu¨rliche Z2-Graduierung auf C±(V, g) zu sehen.
Fu¨r die Multiplikation in der Clifford-Algebra gilt dann:
Ci±(V, g) · Cj±(V, g) ⊂ C(i+jmod 2)± (V, g). (1.43)
Damit folgt sofort, dass C0±(V, g) eine Unter-Algebra von C±(V, g) bildet.
Die Z2-Graduierung erlaubt es, C±(V, g) die Struktur einer Lie-Superalgebra
zu geben, indem man einen Superkommutator auf C±(V, g) definiert durch:
|[a, b]| := ab− (−1)|a||b|ba, a, b ∈ C±(V, g),
|a| :=
{
1; a ∈ C1±(V, g)
0; a ∈ C0±(V, g) . (1.44)
Dies motiviert die folgende Definition:
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Definition 1.22. Sei C±(V, g) eine Clifford-Algebra, dann ist das Super-Zentrum
definiert durch:
Zs(C±(V, g)) := {a ∈ C±(V, g) | |[a, b]| = 0, ∀b ∈ C±(V, g)}. (1.45)
Fu¨r den Fall, dass die Dimension von V gerade ist, gilt folgender Satz:
Theorem 1.3. Sei C±(V, g) eine Clifford-Algebra und dimV sei gerade, dann
ist das Super-Zentrum von C±(V, g) trivial.
Beweis: Hier sei auf die Literatur verwiesen: [Gr] Kapitel 10 .
Es la¨sst sich nun fu¨r die Komplexifizierung C±(V, g) ⊗ C von C±(V, g) ein
kanonisches Element definieren (s. [BGV]):
Definition 1.23. Sei C±(V, g) ⊗ C die Komplexifizierung der Clifford-Algebra
C±(V, g), dimV sei gerade und e1, . . . , en sei eine Orthonormalbasis von V . Das
kanonische Element Γ ist dann gegeben durch:
Γ := i
n
2 (e1) · · · (en). (1.46)
Es besitzt die Eigenschaften:
Lemma 1.4. Sei Γ das kanonische Element der komplexifizierten Clifford-
Algebra C±(V, g)⊗ C, so gilt:
1. Γ(v) = −(v)Γ, v ∈ V .
2. Γ2 = 1.
Der Beweis ergibt sich durch einfaches Nachrechnen bzw. siehe [BGV] Ka-
pitel 3.2 . Zum kanonischen Element la¨sst sich weiter sagen, dass es trotz sei-
ner basisabha¨ngigen Definition kanonisch ist, da es proportional zum Bild der
Volumenform aus ΛV unter der Quantisierungsabbildung c ist. Der Vorfaktor
wird durch die Bedingung Γ2 = 1 festgelegt. Das kanonische Element la¨sst
sich auch fu¨r reelle Clifford-Algebren mit den gleichen Eigenschaften definieren,
wenn die Dimension des unterliegenden Vektorraumes V durch vier teilbar ist
(s. [BGV] Kap. 3.2). Die Definition 1.23 kann auch auf Clifford-Algebren u¨ber
Vektorra¨umen mit ungerader Dimension u¨bertragen werden, nur dass dann dort
gilt: Γ2 = −1. Des Weiteren definiert Γ den Graduierungsoperator zur natu¨rli-
chen Z2-Graduierung auf C±(V, g) fu¨r den Fall, dass dimV durch vier teilbar
ist, bzw. auf C±(V, g)⊗ C.
Kommen wir nun zu Clifford-Modulen:
Definition 1.24. Sei C±(V, g) eine Clifford-Algebra, so ist ein Clifford-Modul
(W, c±) ein Z2-graduierter K-Vektorraum mit W = W+⊕W− und einer Clifford-
Aktion:
c± : C±(V, g) −→ End(W ). (1.47)
c± ist eine Algebra-Darstellung mit der Eigenschaft:
c±(C0±(V, g))W± ⊂W±, c±(C1±(V, g))W± ⊂W∓. (1.48)
Wenn man komplexifizierte Clifford-Algebren betrachtet, so existiert ein aus-
gezeichneter Clifford-Modul, wie der hier zitierte Satz zeigt:
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Theorem 1.4. Sei C±(V, g) eine Clifford-Algebra und V ein orientierter, eu-
klidischer Vektorraum gerader Dimension, dann gilt:
Es existiert ein eindeutig bestimmter Clifford-Modul S = S+ ⊕ S−, der
Spinor-Modul, so dass gilt:
C±(V, g)⊗ C ∼= End(S). (1.49)
Es gilt ferner dimS = 2
dimV
2 , dimS± = 2
dimV
2 −1 und es existiert ein bis auf eine
Konstante eindeutiges hermitisches Produkt, so dass S ein selbstadjungierter
Clifford-Modul u¨ber C±(V, g) ist, und es gilt S+ ⊥ S−.
Ein Beweis dieser Aussage findet sich in [BGV] Kapitel 3 in den Sa¨tzen 3.19
und 3.26 . Die Elemente von S werden allgemein als Spinoren bezeichnet.
Dieser Satz liefert zusammen mit den Wedderburn-Theoremen (s. [Gr] Kap.
11) die folgende Charakterisierung komplexer Clifford-Module:
Theorem 1.5. Seien C±(V, g) eine Clifford-Algebra und (W, c±) ein komplexer
Clifford-Modul, und c± sei treu. Es existiert dann ein C-Vektorraum W˜ , so dass
gilt:
W ∼= S ⊗ W˜ , (1.50)
wobei S der Spinor-Modul zu C±(V, g) ist und C±(V, g) auf W˜ trivial operiert.
Ein Beweis zu dieser Aussage befindet sich in [BGV] Kapitel 3.2 .
Eine weitere Besonderheit ist, dass auf dem Spinor-Modul die Spin-Gruppe
operiert, die in der Clifford-Algebra enthalten ist. Man definiert:
Definition 1.25. Sei C±(V, g) eine Clifford-Algebra, dann ist die Gruppe Spin(V )
definiert durch:
Spin(V ) := {a ∈ C0±(V, g) | ∃ : b ∈ C±(V, g) ab = ba = 1}. (1.51)
Spin(V ) heißt die Spin-Gruppe von V .
Die Gruppen-Multiplikation ist hier durch die Multiplikation in der Clifford-
Algebra gegeben. Man kann Spin(V ) auch gewinnen, wenn C0±(V, g) als Lie-
Algebra betrachtet und dann zu der zugeho¨rigen Lie-Gruppe konstruiert (s.
[BGV]).
Fu¨r die Spin-Gruppe gilt die folgende Eigenschaft:
Theorem 1.6. Sei C±(V, g) eine Clifford-Algebra und Spin(V ) die zugeho¨rige
Spin-Gruppe, so gilt:
1. Ist dimV ≥ 2, so ist Spin(V ) die zweifache U¨berlagerung von SO(V ).
2. Ist dimV ≥ 3, so ist Spin(V ) die zweifache universelle U¨berlagerung von
SO(V ).
Ein Beweis dieser Aussage findet sich in [Fr] Kap. 1.4.
Mit diesem Satz ergibt sich im Fall dimV ≥ 2 eine natu¨rliche Darstellung
von Spin(V ) auf V mittels der (universellen) U¨berlagerung τ :
τ : Spin(V ) −→ SO(V ) ⊂ End(V ). (1.52)
Eine weitere natu¨rliche Darstellung von Spin(V ) ist die Spinor-Darstellung auf
dem Spinor-Modul S:
c± : Spin(V ) ⊂ C±(V ) −→ End(S). (1.53)
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1.3.2 Clifford-Bu¨ndel & Clifford-Modulbu¨ndel
In diesem Abschnitt werden die im vorangegangenen Abschnitt eingefu¨hrten
Begriffe auf Bu¨ndel u¨bertragen.
Definition 1.26. Sei (M, g) eine Riemannsche Mannigfaltigkeit mit dimM =
n, dann ist das Clifford-Bu¨ndel u¨ber M definiert als das assoziierte Algebren-
Bu¨ndel
C±(M) := O(M)×O(n) C±(Rn). (1.54)
Hierbei ist die fundamentale Darstellung von O(n) auf Rn gemeint.
Entsprechend sei:
C0±(M) := O(M)×O(n) C0±(Rn), (1.55)
C1±(M) := O(M)×O(n) C1±(Rn). (1.56)
Nach (1.35) gilt: O(M) ×O(n) Rn ∼= TM, und da M Riemannsch ist gilt
weiter: T ∗M ∼= TM. Da diese Isomorphismen alle kanonisch sind, ist die Fa-
ser C±(M)x von C±(M) kanonisch isomorph zur Clifford-Algebra C±(T ∗xM).
Sei nun ΛT ∗M das Grassmann-Bu¨ndel u¨ber M, so ist die Bu¨ndel-Abbildung
(c±, idM), wobei c± faserweise durch die Quantisierungsabbildungen c± x :
ΛT ∗xM→ C±(T ∗xM) gegeben ist, ein Vektorbu¨ndel-Isomorphismus. Analog wie
im vorhergehenden Abschnitt lassen sich T ∗M und ΛT ∗M in C±(M) einbetten,
und wir werden wieder die Elemente von T ∗M bzw. ΛT ∗M mit den eingebet-
teten Elementen identifizieren.
Weiter hat man:
Definition 1.27. Seien C±(M) ein Clifford-Bu¨ndel und E = E+ ⊕ E− ein Z2-
graduiertes K-Vektorbu¨ndel u¨ber M. E heißt ein Clifford-Modulbu¨ndel, wenn
es eine glatte Bu¨ndel-Abbildung (c±, idM) gibt mit c± : C±(M) → End(E), so
dass fu¨r die durch c± induzierte Links-Aktion
C±(M)× E −→ E
gilt:
C0±(M)E± ⊂ E±, C1±(M)E± ⊂ E∓. (1.57)
Faserweise habe c± die Eigenschaft:
c± x : C±(M) −→ End(E)x
a 7→ c± x(a) (1.58)
mit
c± x(a) ◦ c± x(a) = ±gx(a, a)idE , ∀a ∈ T ∗xM. (1.59)
c± heiße Clifford-Aktion.
Die induzierte Links-Aktion auf E Γ(C±(M))× Γ(E))→ Γ(E) mit (σ, ψ) 7→
σψ definiert durch (σψ)(x) := (c± ◦ σ(x))ψ(x) x ∈ M werde wieder mit c±
bezeichnet.
Definition 1.28. Seien (E , c±) ein Clifford-Modulbu¨ndel u¨ber M und W ein
Vektorbu¨ndel u¨ber M, so ist das getwistete Clifford-Modulbu¨ndel (E ⊗W, c˜±)
definiert durch die Clifford-Aktion:
c˜± : C±(M) −→ End(E ⊗W)
α 7→ c±(α)⊗M idW . (1.60)
23
Es la¨sst sich nun eine Entsprechung zum Spinor-Modul fu¨r Bu¨ndel definieren.
Hierzu braucht man zuna¨chst:
Definition 1.29. Eine Spin-Struktur einer Riemannschen Mannigfaltigkeit der
Dimension n ist ein Spin(n)-Prinzipalbu¨ndel u¨ber M fu¨r das gilt:
T ∗M∼= Spin(M)×Spin(n) Rn. (1.61)
Besitzt M eine Spin-Struktur, so heißt M Spin-Mannigfaltigkeit.
Zu Spin-Strukturen sei angemerkt, dass diese nicht fu¨r beliebige Mannigfal-
tigkeiten existieren. Fu¨r die Existenz gibt es topologische Obstruktionen, wie
z.B., dass M orientierbar sein muss, und das Verschwinden bestimmter cha-
rakteristischer Klassen (s. z.B. [BGV] Kap. 3.3). Auch sind Spin-Strukturen im
Allgemeinen nicht eindeutig.
Man definiert weiter:
Definition 1.30. Sei (M, g) eine Riemannsche Spin-Mannigfaltigkeit mit Spin-
Struktur Spin(M), dann ist das Spinor-Bu¨ndel S definiert durch:
S := Spin(M)×Spin(n) S. (1.62)
S ist der Spinor-Modul zur Clifford-Algebra C±(Rn), und die zur Konstruktion
beno¨tigte Darstellung ist die Spinor-Darstellung.
Fu¨r den Fall von Spin-Mannigfaltigkeit gilt ein analoger Satz zu 1.6:
Theorem 1.7. Sei E ein Clifford-Modulbu¨ndel u¨ber einer Spin-Mannigfaltigkeit
gerader Dimension mit treuer Clifford-Aktion, dann ist E ein getwistetes Clifford-
Modulbu¨ndel der Form:
E ∼= S ⊗W. (1.63)
S ist das Spinor-Bu¨ndel u¨ber M.
Zum Beweis sei wieder auf [BGV] Kapitel 3.3 verwiesen.
Aufgrund des obigen Satzes bezeichnen wir auch Clifford-Modulbu¨ndel u¨ber
Spin-Mannigfaltigkeiten gerader Dimension als getwistete Spinor-Bu¨ndel.
1.3.3 Clifford-Zusammenha¨nge
In diesem Abschnitt werden Zusammenha¨nge auf Clifford-Modulbu¨ndeln be-
trachte, wobei hier insbesondere Clifford-Zusammenha¨nge behandelt werden,
fu¨r die hier die Struktur in einer lokalen Trivialisierung hergeleitet wird. An
dieser Stelle treten zum ersten Mal von der Vorzeichenwahl in der Clifford-
Algebra abha¨ngige Unterschiede auf. Zuna¨chst sei angemerkt, dass auf dem
Clifford-Modulbu¨ndel C±(M) ein ausgezeichneter Zusammenhang existiert. Es
handelt sich hierbei um den mit Hilfe der Quantisierungsabbildung auf C±(M)
fortgesetzten Levi-Civita-Zusammenhang ∇LC von M. Des Weiteren soll sich
der Ausdruck lokal immer auf lokale Trivialisierungen beziehen.
Definition 1.31. Seien (E , c±) ein Clifford-Modulbu¨ndel u¨ber einer Riemann-
schen-Mannigfaltigkeit und ∇E ∈ A+(M) ein gerader Zusammenhang. ∇E heißt
Clifford-Zusammenhang, wenn gilt:
[∇EX , c±(a)] = c±(∇LCX a), ∀a ∈ Γ(C±(M)) ∀X ∈ Γ(TM). (1.64)
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[·, ·] sei der Kommutator auf Γ(End(E)). Weiter sei:
ACl(E) := {∇E ∈ A+(E) | ∇E Clifford-Zusammenhang }. (1.65)
Es gilt dann folgendes Lemma:
Lemma 1.5. Sei ∇E ∈ ACl(E) ein Clifford-Zusammenhang mit der lokalen
Form ∇E = dxµ ⊗∇Eµ bezu¨glich einer Trivialisierung (U, φ). So gilt:




























− = −2ηij (1.67)
mit Aµ ∈ Ω0(U,End+(E)) [Aµ(x), c±(a(x))] = 0, ∀a ∈ Γ(C±(M)). Hier seien






±]. Des Weiteren seien ωµij := ω
k
µ jηkj definiert durch
∇LCµ ei =: −ω iµ jej . (1.68)
ηij seien die Komponenten der Metrik in der Basis e1, . . . , en. Hierbei beziehen
sich die Indizes i, j, k, ` auf Orthonormalbasen, wa¨hrend sich der Index µ auf
Koordinatenbasen bezieht.
Beweis: Wenn das Clifford-Modulbu¨ndel (E , c±) einen Zusammenhang be-
sitzt, so ist seine lokale Form:
∇Eµ = ∂µ + Ωµ, Ωµ(x) ∈ End(Ex).
Da ∇Eµ ein Clifford-Zusammenhang ist, muss gelten:
−ω iµ jcj± = c±(∇LCµ ei) = [∇Eµ, ci±] = [∂µ, ci±] + [Ωµ, ci±].
Da die ci± lokal immer durch die gleichen Matrizen beschrieben werden, sind sie
lokal konstant. Damit gilt dann [∂µ, ci±] = 0 und man erha¨lt:
[Ωµ, ci±] = −ω iµ jcj±.
Betrachtet man diese Gleichung an einem festen Punkt x ∈ U und faßt die Kom-
ponenten von Ωµ als Variablen auf, so ist die Gleichung ein inhomogenes, lineares
Gleichungssystem, dessen Lo¨sungsraum sich aus einer inhomogenen Lo¨sung des
Systems und dem Lo¨sungsraum des homogenen Systems
[Ωµ, ci±] = 0
zusammensetzt.





Da ωµk` die Koeffizienten eines Riemannschen Zusammenhangs bzgl. einer
Orthonormalbasis sind, gilt: ωµk` = −ωµ`k. Es folgt:



























Mit ωµk` = −ωµ`k folgt:
[Ωµ, ci±] = ±
1
2
(∓ω iµ `c`± ∓ ω iµ `c`±) (1.69)
= −ω iµ `c`±. (1.70)
Die Lo¨sungen des homogenen Systems sind alle Aµ(x) ∈ End(Ex), die die Be-
dingung
[Aµ(x), c±(a(x))] = 0, ∀a ∈ Γ(C±(M)).
erfu¨llen. Damit folgt die Behauptung. 2
Wenn man sich nun auf den Fall von Clifford-Modulbu¨ndeln E u¨ber Spin-
Mannigfaltigkeiten gerader Dimension beschra¨nkt, so ist E nach Theorem 1.7
ein getwistetes Spinor-Modulbu¨ndel E = S ⊗ W. Des Weiteren existiert ein
Spin-Zusammenhang ∇S , der gerade die Relation
[∇Sµ , c±(a)] = c±(∇LCµ a) (1.71)
erfu¨llt. Somit ist der Produktzusammenhang ∇S ⊗ 1W + 1S ⊗∇W ein Clifford-
Zusammenhang auf E = S ⊗W, wobei ∇W ∈ A(W), so dass die Existenz eines
Clifford-Zusammenhangs fu¨r getwistete Spinor-Bu¨ndel gesichert ist. Die lokale
Form eines Spin-Zusammenhanges la¨sst sich aus Lemma 1.5 gewinnen, wenn
man Aµ ≡ 0 wa¨hlt. Ferner sollte noch festgehalten werden, dass im Fall eines
getwisteten Spinor-Bu¨ndel S⊗W , ein Clifford-Zusammenhang die Struktur eines
Produkt-Zusammenhanges hat (s. z.B. [Tol2]) :
∇E⊗W = ∇S ⊗ 1W + 1S ⊗∇W , ∇S⊗W ∈ ACl(S ⊗W). (1.72)
Des Weiteren ist auf einem getwisteten Spinor-Bu¨ndel die getwistete Kru¨mmung
gegeben durch (s. [BGV]):
F E/S := (∇S⊗W)2 − (∇S)2 ⊗ 1W = 1S ⊗ FW . (1.73)
FW ist die zu ∇W geho¨rende Kru¨mmungs-2-Form. Hierzu ist anzumerken, dass
die hier gegebene Definition nur auf getwistete Spinor-Bu¨ndel anwendbar ist.
Eine allgemeinere Definition findet sich in [BGV].
Mit dem Begriff des Clifford-Zusammenhanges la¨sst sich die kanonische 1-
Form definieren (s. [Ack,Tol], [Tol], [Ack]):
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Definition 1.32. Sei (E , c±) ein Clifford-Modulbu¨ndel zum Clifford-Bu¨ndel
C±(M) u¨ber einer Riemannschen Mannigfaltigkeit (M, g) gerader Dimension.
Dann ist die kanonische 1-Form ξ1 ∈ Ω1(M,End(E)) lokal gegeben durch:
ξ1 := ± 1
n
gijdx
i ⊗ c±(dxj), n := dimM. (1.74)
Sie besitzt die folgenden Eigenschaften:
Lemma 1.6. Seien (E , c±) ein Clifford-Modulbu¨ndel und ξ1 ∈ Ω1(M,End(E))
die kanonische 1-Form aus Definition 1.32. Dann gilt:
1. c±(ξ1) = 1E , (1.75)
2. ∇T∗M⊗End(E)ξ1 = 0, (1.76)
wobei ∇T∗M⊗End(E) der von einem Clifford-Zusammenhang ∇E induzierte Zu-
sammenhang auf dem Tensor Bu¨ndel T ∗M⊗ End(E) ist.
Fu¨r die Beweise sei auf [Ack,Tol] bzw. [Ack] verwiesen.
1.4 Dirac-Operatoren und Clifford-Modulbu¨ndel
In diesem Abschnitt wird der Begriff des verallgemeinerte Dirac-Operator, das
grundlegende Objekt fu¨r die nachfolgende Konstruktion, eingefu¨hrt. Es wer-
den seine fundamentalen Eigenschaften und Beziehungen zu Zusammenha¨ngen
dargestellt. Ausfu¨hrliche Darstellungen hierzu finden sich z.B. in [BGV].
Definition 1.33. Seien E ein Z2-graduiertes Vektorbu¨ndel und
D : Γ(E±) −→ Γ(E∓) (1.77)
ein ungerader Differential-Operator der Ordnung eins. D heißt ein (verallgemei-
nerter) Dirac-Operator, wenn D2 ein verallgemeinerter Laplace-Operator ist.
Wenn man nun den Fall eines Clifford-Modulbu¨ndels (E , c±) untersucht und
die bezu¨glich der Z2-Graduierung geraden Zusammenha¨nge betrachtet, so liefert
die Sequenz von Abbildungen
D : Γ(E) ∇
E
−→ Γ(T ∗M⊗E) ↪→ Γ(C±(M)) c±−→ Γ(E) (1.78)
mit ∇E ∈ A+(E) einen Dirac-Operator (s. [BGV]).
Diese Tatsache legt nahe, dass Verbindungen zwischen einem Dirac-Operator
D auf einem Clifford-Modulbu¨ndel und der Struktur, die durch die Clifford-
Aktion gegeben wird, bestehen. Dazu sei folgendes Lemma angegeben (s. [BGV]
Kap. 3.3 Prop. 3.38):
Lemma 1.7. Sei E ein Vektorbu¨ndel u¨ber einer Riemannschen Mannigfaltig-
keit, so existiert auf E ein Dirac-Operator genau dann, wenn E ein Clifford-
Modulbu¨ndel ist.
Beweis: Wir geben hier einen Beweis, der die explizite Konstruktion von
Clifford-Aktionen aus Dirac-Operatoren verdeutlicht.
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”⇒ “ Sei E = E
+⊗E− ein Z2-graduiertes Vektorbu¨ndel mit Dirac-Operator
D. Dann sei eine Clifford-Aktion c± : Γ(C±(M))→ Γ(End(E)) definiert durch:
c± : Γ(C±(M))× Γ(E) −→ Γ(E)
(df, ψ) 7→ c±(df)ψ := [D, f ]ψ. (1.79)
Dabei ist f ∈ C∞(M) und d das a¨ußere Differential aufM. Da sich Γ(T ∗M) c↪→
Γ(C±(M)) mittels der Quantisierungsabbildung c einbetten la¨sst, la¨sst df sich
als Element von C±(M) auffassen. Um zu zeigen, dass die obige Gleichung eine
Clifford-Aktion definiert, reicht es zu zeigen:
c±(df)2ψ = ±g(df, df)ψ, ∀f ∈ C∞(M), ψ ∈ Γ(E)
Um sich hiervon zu u¨berzeugen, u¨berlegt man sich, dass D lokal die Struktur
D = ai∂i + b, ai(x), b(x) ∈ End−(Ex),
besitzt. Damit folgt:
[D, f ] = [ai∂i, f ] + [b, f ] = ai(∂if).
Dann gilt:





Fu¨r D2 erha¨lt man lokal:
D2 = (ai∂i + b)(aj∂j + b)
= ai∂iaj∂j + Terme niedrigerer Ord. in ∂k




(aiaj + ajai)∂i∂j + Terme niedrigerer Ord. in ∂k.
Bestimmt man nun das Hauptsymbol, so erha¨lt man:
σ(D2)(x, ξ) = ±gij(x)ξiξj = 12(a




(aiaj + ajai) ⇒ c±(df)2 = ±g(df, df).
” ⇐ “ Seien nun (E , c±) ein Clifford-Modulbu¨ndel und ∇
E ∈ A+(M) ein
gerader Zusammenhang, so ist
D∇E := c± ◦ ∇E
nach den Vorbemerkungen ein verallgemeinerter Dirac-Operator. 2
Das vorangegangene Lemma zeigt, dass sich Dirac-Operatoren Clifford-Mo-
dul-Strukturen induzieren und umgekehrt. Aus diesem Grund sind Dirac-Opera-
toren interessant, die mit einer gegebenen Clifford-Modul-Struktur auf einem
Bu¨ndel vertra¨glich sind. Dies motiviert die Definition:
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Definition 1.34. Sei (E , c±) ein Clifford-Modulbu¨ndel. Ein verallgemeinerter
Dirac-Operator D heißt kompatibel mit der Clifford-Aktion c± , wenn gilt:
[D, f ]ψ = c±(df)ψ, ∀f ∈ C∞(M), ∀ψ ∈ Γ(E). (1.80)
Ferner sei:
D(E) := {D | D verallgem. Dirac-Op. & kompatibel mit (E , c±) }. (1.81)
Die Kompatibilita¨tseigenschaft (1.80) stellt gerade sicher, dass die durch
den Dirac-Operator D induzierte Clifford-Modul-Struktur gerade die Clifford-
Modul-Struktur von (E , c±) ist.
Aufgrund der Konstruktion im vorangegangenen Lemma stellt sich daru¨ber
hinaus die Frage, ob sich auf einem Clifford-Modulbu¨ndel jeder verallgemei-
nerte Dirac-Operator als Verkettung eines geraden Zusammenhanges und der
Quantisierungsabbildung darstellen la¨sst. Die Antwort hierauf gibt das folgende
Lemma (s. [Ack,Tol]), wofu¨r aufgrund seiner Wichtigkeit ein Beweis mitangeben
wird.
Lemma 1.8. Seien (E , c±) ein Clifford-Modulbu¨ndel und D ∈ D(E) ein kom-
patibler Dirac-Operator auf E, so gilt: Es gibt ein ∇E ∈ A+(M) mit
D = c± ◦ ∇E . (1.82)
Beweis: Sei zuna¨chst ∇˜E ∈ A+(M) ein beliebiger Zusammenhang. Dann
sei:
D∇˜E := c± ◦ ∇˜E .
Nach den Vorbemerkungen ist D∇˜E ein verallgemeinerter Dirac-Operator und
nach Konstruktion kompatibel mit der Clifford-Aktion. Dann gilt:
[D −D∇˜E , f ] = c±(df)− c±(df) = 0, ∀f ∈ C∞(M).
Somit muss D−D∇˜E ein ungerader Differential-Operator nullter Ordnung sein.
Also gilt:
D −D∇˜E ∈ End−(E).
Seien nun ξ1 die kanonische 1-Form aus Definition 1.32 und ω := D −D∇˜E , so
ist:
ξ1 ∧ ω ∈ Ω1(M,End+(E)),
da ξ1 bezu¨glich der Graduierung ungerade ist. Dann sei:
∇E := ∇˜E + ξ1 ∧ ω ∈ A+(E).
Damit ergibt sich:
c± ◦ ∇E = c±(∇˜E + ξ1 ∧ ω) = c± ◦ ∇˜E + c±(ξ1)ω = D∇˜E + ω = D.
2
Dieses im obigen Beweis gegebene Verfahren la¨sst sich elegant, in der Dirac-
Form zusammenfassen (s. [Tol2]).
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Definition 1.35. Seien (E , c±) ein Clifford-Modulbu¨ndel, D ∈ D(E) ein kom-
patibler Dirac-Operator, ∇E ∈ ACl(E) und ξ1 die kanonische 1-Form, so heißt
ω∇E := ξ1 ∧ (D − c± ◦ ∇E) ∈ Ω1(M,End+(E)) (1.83)
die Dirac-Form von D zum Zusammenhang ∇E .
Damit ist der Zusammenhang ∇E , der den Dirac-Operator D ∈ D(E) er-
zeugt, gegeben durch: ∇E = ∇˜E + ω∇˜E mit ∇˜E ∈ ACl(E).
Es zeigt sich allerdings, dass die Beziehung zwischen Zusammenha¨ngen und
verallgemeinerten Dirac-Operatoren nicht eineindeutig ist, da c± einen nicht
trivialen Kern besitzt. Seien ω ∈ Ω1(M,End−(E)), ξ1 die kanonische 1-Form
und αω := ω − ξ1 ∧ c±(ω), so ist αω ∈ ker(c±) aufgrund von Lemma 1.6. Es
gibt also zu jedem D ∈ D(E) eine ganze Klasse von Zusammenha¨ngen [∇E ] mit
c± ◦ ∇˜E = D, ∀ ∇˜E ∈ [∇E ], wobei die Klassen [∇E ] durch die A¨quvalenzrelation
∇′E ∼ ∇E :⇔ ∇′E −∇E ∈ ker c± (1.84)
definiert sind.
Fu¨r Details siehe [Tol], [Tol2]. Weiter zeigt sich, dass es in einigen A¨quiva-
lenzklassen kanonische Repra¨sentanten gibt. Dafu¨r definiert man (s. [Tol]):
Definition 1.36. Sei (E , c±) ein Clifford-Modulbu¨ndel, so heißt D ∈ D(E)
ein Standard-Dirac-Operator (SDO), wenn ein Clifford-Zusammenhang ∇E ∈
ACl(E) existiert mit:
D = c± ◦ ∇E . (1.85)
Wie in [Tol] gezeigt wurde, gilt:
Lemma 1.9. Sei (E , c±) ein Clifford-Modul-Bu¨ndel. Dann liegt in jeder Zusam-
menhangsklasse von Definition 1.36 ho¨chstens ein Clifford-Zusammenhang.
Allerdings liegt nicht in jeder A¨quivalenzklasse ein Clifford-Zusammenhang.
Die Klassen ohne Clifford-Zusammenhang erzeugen die nicht Standard-Dirac-
Operatoren, die eine bedeutende Rolle bei der Konstruktion von Dirac-Modellen
spielen.
Es sei noch erwa¨hnt, dass es einen alternativen Zugang zu verallgemeinerten
Dirac-Operatoren gibt, und zwar u¨ber Superzusammenha¨nge.
Definition 1.37. Sei E ein Z2-graduiertes Vektorbu¨ndel. Ein ungerader Differen-
tial-Operator erster Ordnung
AE : [Ω∗(M, E)]± −→ [Ω∗(M, E)]∓, (1.86)
der eine graduierte Derivation auf dem Ω∗(M)-Links-Modul Ω∗(M, E) ist, mit
AE(λ ∧ α) = dλ ∧ α+ (−1)|λ|λ ∧ AEα, ∀λ ∈ Ω∗(M), Ω∗(M, E), (1.87)
heißt Superzusammenhang.
Sei (E , c±) ein Clifford-Modulbu¨ndel, und es gelte:
[AE , c±(a)] = c±(∇LCa), a ∈ Γ(C±(M)), (1.88)
so heißt AE ein Clifford-Superzusammenhang (CSC).
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Fu¨r Clifford-Superzusammenha¨nge und kompatible Dirac-Operatoren auf
Clifford-Modulbu¨ndeln gilt:
Sei D ∈ D(E), so existiert genau ein CSC AE mit
D = c± ◦ AE . (1.89)
Ausfu¨hrliche Darstellungen hierzu finden sich in [BGV]. Weiter wird die Super-
kru¨mmung durch AE2 definiert (s. [BGV]), und auf getwisteten Spinor-Bu¨ndeln
ist die getwistete Superkru¨mmung RE/S gegeben durch:
RE/S := AE2 − (∇S)2 ⊗ 1W . (1.90)
Auch hier ist anzumerken, dass die obige Formel, wie im Fall der getwisteten




In diesem Kapitel sollen die Eigenschaften der so genannten Lichnerowicz-Zerle-
gung von kompatiblen Dirac-Operatoren D ∈ D(E) auf dem Clifford-Modulbu¨n-
del (E , c±) betrachtet werden. Bei der Lichnerowicz-Zerlegung geht es darum,
dass sich jeder verallgemeinerte Laplace-Operator ∆ auf folgende Weise darstel-
len la¨sst:
∆ = ∆∇ + V, (2.1)
wobei ∆∇ ein Zusammenhangs-Laplace-Operator zum Zusammenhang∇ ist und
V ∈ Γ(End+(E)) ein Potential(term). Da D2 ein verallgemeinerter Laplace-
Operator ist, existiert somit eine Zerlegung der Art
D2 = ±∆∇ + V. (2.2)
Als Referenz siehe hierzu [BGV] Kapitel 3.
Die Lichnerowicz-Zerlegung ist in der Literatur weithin bekannt (s. z.B.
[BGV], [Gi]). Allerdings werden dort die Lichnerowicz-Zerlegung nur Spezialfa¨lle
wie z.B. Standard-Dirac-Operatoren diskutiert und fu¨r den Potentialterm expli-
zite Formeln angeben, die auch allgemein als Lichnerowicz-Formeln bezeichnet
werden. Eine explizite Bestimmung des Potentialterms fu¨r nicht Standard-Dirac-
Operatoren findet sich zuerst in [Ack,Tol].
Es soll nun die Lichnerowicz-Zerlegung fu¨r nicht Standard-Dirac-Operatoren
auf Clifford-Modulbu¨ndeln des Typs (E , c+) betrachtet und eine lokale Form fu¨r
das Potential V bestimmt werden. Der Fall fu¨r Clifford-Modulbu¨ndel vom Typ
(E , c−) ist in der Literatur ausfu¨hrlich diskutiert und lokale Ausdru¨cke sind
bestimmt worden (siehe hierzu [Ack,Tol], [Ack], [Tol2]). Es stellt sich heraus,
dass die lokalen Ausdru¨cke fu¨r das Potential fu¨r beide Typen von Clifford-
Modulbu¨ndeln zwar die gleiche Struktur haben, sich aber in relativen Vor-
zeichen einzelner Summanden unterscheiden. Es wird hierfu¨r eine ausfu¨hrli-
che Rechnung angeben, damit die Vorzeichenunterschiede nachvollziehbar wer-
den. Es zeigt sich daru¨berhinaus, dass das Vorzeichen in der Zerlegung (2.2)
vor dem Zusammenhangs-Laplace-Operator einmal vom Typ der gewa¨hlten
Clifford-Algebra und von dem konventionellen Vorzeichen in der Definition des
Laplace-Operators abha¨ngt. In diesem Abschnitt wird die Definition
∆∇ := −gij(∇i∇j − Γkij∇k) (2.3)
gewa¨hlt.
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Des Weiteren werden noch Dirac-Operatoren von einfachem Typ eingefu¨hrt
und deren grundlegenden Eigenschaften dargestellt.
Zur Vorbereitung wird folgendes Lemma beno¨tigt (s. [Ack,Tol], [Gi], [Ack],
[Tol2]):
Lemma 2.1. Sei ∆∇ ein Zusammenhangs-Laplace-Operator auf einem Vek-
torbu¨ndel E zum Zusammenhang ∇. Ferner seien α ∈ Ω1(M,End(E)) mit der
lokalen Form α = dxi ⊗ αi und V ∈ Γ(End(E)). Dann existieren genau ein Zu-
sammenhang ∇ˆ = ∇+ ωˆ, ωˆ ∈ Ω1(M,End(E)) und ein Vˆ ∈ Γ(End(E)), so dass
gilt:






Vˆ = V − (gij(′∇iωˆj) + gijωˆiωˆj) (2.6)
wobei (′∇iωˆj) := [∇i, ωˆj ]− Γkijωˆk gilt.
Beweis: Nach den obigen Definitionen gilt:
−∆∇ˆ = gij((∇i + ωˆi)(∇j + ωˆj)− Γkij(∇k + ωˆk))
= gij(∇i∇j − Γkij∇k) + gij(ωˆj∇i + ωˆi∇j + [∇i, ωˆj ]− Γkijωˆk)
+gijωˆiωˆj
= −∆∇ + 2gijωˆi∇j + gij(′∇iωˆj) + gijωˆiωˆj . 2
Damit folgt:
Lemma 2.2. Sei D˜ ein kompatibler Dirac-Operator auf einem Clifford-Modulbu¨n-
del (E , γ). Hierbei ist γ die Clifford-Aktion des Clifford-Bu¨ndels C+(M). Ferner
sei eine Zerlegung von D˜ der folgenden Form gegeben:
D˜ = D + ωD˜, (2.7)
wobei D ein Standard Dirac-Operator und ωD˜ ∈ Γ(End−(E)) sind. Dann exi-
stiert ein Zusammenhang ∇ˆ auf E, so dass gilt:














[γk[ωk, γi], ωi]− 12 [γ
j(′∇iωj), γi]. (2.9)
Dabei ist ∇ ein Clifford-Zusammenhang, fu¨r den lokal gilt: D = γ(dxi ⊗∇i) =
γi ◦ ∇i =: γi∇i, ωD˜ = γ(dxi ⊗ ωi) = γi ◦ ωi =: γiωi und γi := γ(dxi),
γij := 12 [γ
i, γj ] und F Eij := [∇i,∇j ] sind die Komponenten der Kru¨mmung von
∇. Ferner ist in diesem Fall der Zusammenhangs-Laplace-Operator durch (2.3)
definiert. Die Indizes beziehen sich hier auf Koordinatenbasen. V ha¨ngt nicht
von der Zerlegung in Gleichung (2.7) ab.
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Beweis: Der Beweis la¨uft analog zu den Rechnungen fu¨r den Fall (E , c−) (s.
[Ack,Tol]).
Nach den Bemerkungen in Abschnitt 1.4 gilt:
D˜ = γi∇i + γiωi.
Weiter hat man:
D˜2 = (D + ωD˜)(D + ωD˜) = D





DωD˜ + ωDD˜ = γ
i∇iγjωj + γiωiγj∇j
= γiγj(∇iωj + ωi∇j) + γi[∇i, γj ]ωj + γi[ωi, γj ]∇j
= γiγj(∇iωj + ωi∇j)− γiγjΓkijωk + γi[ωi, γj ]∇j .
Hier wurde im letzten Schritt ausgenutzt, dass ∇ ein Clifford Zusammenhang
ist. Des Weiteren ergibt sich:
γiγj(∇iωj + ωi∇j) = γiγj∇iωj − γiγjωj∇i + 2gijωi∇j
= γiγj [∇i, ωj ] + 2gijωi∇j .
Setzt man dies nun wieder ein, so erha¨lt man:
DωD˜ + ωD˜D = γ
iγj([∇i, ωj ]− Γkijωk) + 2gijωi∇j + γi[ωi, γj ]∇j
= γiγj(′∇iωj) + 2gijωi∇j + γi[ωi, γj ]∇j .
An dieser Stelle zeigt sich als erste der Unterschied zwischen beiden Typen
von Clifford-Modulbu¨ndeln. Der zweite Summand hat aufgrund der anderen
Clifford-Relationen ein anderes Vorzeichen. Weiter ergibt sich:
ω2
D˜
≡ γiωiγjωj = γiγjωiωj + γi[ωi, γj ]ωj .
Weiter folgt:
D2 = γi∇iγj∇j = γiγj∇i∇j + γi[∇i, γj ]∇j




= −∆∇ + 1
2
γijF Eij .
Auch hier zeigt sich ein Vorzeichenunterschied vor dem Term ∆∇. Bei diesen
Umformungen wurde ausgenutzt, dass Γkij symmetrisch in i, j ist, da holonome
Basen verwendet wurden. Also erha¨lt man nun schlußendlich:




γijF Eij + γ
iγj(′∇iωj) + ω2D˜.
Wendet man nun das Lemma 2.1 an, so existiert ein Zusammenhang ∇ˆ, so dass
gilt:
D˜2 = −∆∇ˆ + Vˆ,
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wobei sich Vˆ nach Lemma 2.1 wie folgt ergibt:
Vˆ = V − gij(′∇iωˆj)− gijωˆiωˆj ,




k[ωk, γj ], (∗)
V = 1
2




Setzt man nun fu¨r ωˆi in die letzten beiden Summanden von V ein, so ergibt sich:
gij(′∇iωˆj) + gijωˆiωˆj










`′ [ω`′ , γk
′
])




















= gij(′∇iωj) + 12g










[ωk′ , γj ] + gijωiωj .
Der oben bemerkte Vorzeichenunterschied findet sich im vorletzten Summanden













[ωk′ , γj ]− 12 [ωi, γ
j [ωj , γi]].











da γij = 12 [γ
i, γj ] gilt. Nimmt man nun alles zusammen, so ergibt sich die
behauptete Form des Potentialterms.
Die Unabha¨ngigkeit von Zerlegung (2.7) erha¨lt man wie folgt (s. [Ack,Tol],
[Tol]): Seien zwei Zerlegungen gegeben:
D˜ = D + ωD˜ = γ
i∇i + γiωi, D˜ = D′ + ω′D˜ = γi∇′i + γiω′i.
Dann gilt nach dem oben Gesagten:
D˜2 = −∆∇ˆ + V = −∆∇ˆ′ + V ′ ⇒ V − V ′ = ∆∇ˆ −∆∇ˆ′ .
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Betrachtet man nun αi := ∇′i + ω′i − (∇i + ωi), so erha¨lt man mit (*):




k[ω′k − ωk, γj ]




k[∇′k −∇k + ω′k − ωk, γj ],

















gij |[γkαk, γj ]|
= 0, da γkαk = D˜ − D˜ = 0.
Also gilt:
∇ˆ′ = ∇ˆ ⇒ ∆∇ˆ′ = ∆∇ˆ ⇒ V = V ′. 2
Zum Vergleich wird noch das Ergebnis fu¨r Clifford-Modulbu¨ndel vom Typ
(E , γ−) angegeben (s. [Ack,Tol], [Tol]):















[γk[ωk, γi], ωi]− 12 [γ
j(′∇iωj), γi]. (2.10)
Man beachte hier das andere Vorzeichen vor dem Term in der mittleren Zeile
im Unterschied zu Lemma 2.2. Es a¨ndert sich auch das Vorzeichen vor dem
Zusammenhangs-Laplace-Operator aufgrund der vera¨nderten Clifford-Relation.
Daru¨ber hinaus sei noch angemerkt, dass fu¨r den Fall, dass E = S ⊗ W ein
getwistetes Spinor-Bu¨ndel ist und F E die Kru¨mmungsform zu einem Clifford-
Zusammenhang ∇E = ∇S ⊗ 1W + 1S ⊗ ∇W ist, sich der Term 12γijF Eij noch
weiter zerlegen la¨sst (s. Anhang B.3):
1
2

















iγj + γjγi = −2gij1E . (2.12)
R ist hier der Riemannsche Kru¨mmungsskalar, und FWij sind die Komponenten
der Kru¨mmung zum Zusammenhang ∇W . Auch hier zeigt sich ein Vorzeichen-
unterschied, der von der Wahl des Typs des Clifford-Modulbu¨ndels abha¨ngt.
Aufgrund der Lichnerowicz-Zerlegung existiert eine weitere ausgezeichnete
Klasse von Dirac-Operatoren (s. [Ack,Tol], [Tol2]):
Definition 2.1. Sei D ∈ D(E) ein kompatibler Dirac-Operator mit Lichnerowicz-
Zerlegung
D2 = ∆∇ + V. (2.13)
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D heißt ein Dirac-Operator vom einfachen Typ, wenn ∇ ein Clifford-Zusammen-
hang ist.
Dirac-Operatoren vom einfachen Typ lassen sich durch folgende Eigenschaft
charakterisieren (s. [Ack,Tol], [Tol2]):
Lemma 2.3. Sei D ∈ D(E) ein kompatibler Dirac-Operator auf einem Clifford-
Modulbu¨ndel, so gilt:
D ist vom einfachen Typ genau dann, wenn:
∃∇ ∈ ACl(E), φ ∈ Γ(End−Cl(E)) und D = c± ◦ ∇+ Γ⊗ φ. (2.14)
Hierbei ist
EndCl(E) := {A ∈ End(E) | |[A, c±(a)]| = 0, ∀a ∈ C±(M)} (2.15)
und Γ das kanonische Element der Clifford-Algebra.
Zum Beweis siehe [Ack,Tol], wobei id⊗ˆφ durch Γ ⊗ φ zu ersetzen ist (siehe
auch [Tol2]).
Des Weiteren hat die Lichnerowicz-Zerlegung fu¨r Dirac-Operatoren vom ein-
fachen Typ eine besonders einfache Form (s. [Ack,Tol], [Tol2]). Sei D ein Dirac-
Operator vom einfachen Typ, so gilt:




i(∇End(E)i Φ) + Φ2, ∇ ∈ ACl(E). (2.16)
Hier bezeichnen F∇ij die Komponenten der Kru¨mmung zum Zusammenhang ∇ ,
∇End(E) den auf das Endomorphismenbu¨ndel fortgesetzten Zusammenhang und
Φ := Γ⊗ φ.
Daru¨ber hinaus sind Standard-Dirac-Operatoren auch Dirac-Operatoren vom
einfachen Typ mit φ = 0. Damit erha¨lt man fu¨r die Lichnerowicz-Zerlegung:







Dieser Abschnitt behandelt die Grundlagen fu¨r Dirac-Modelle, wie sie in [Tol2]
vorgestellt werden. Hierfu¨r ist der geometrische Rahmen wesentlich, der durch
Fermion-Bu¨ndel, Higgs-Bu¨ndel und Dirac-Yukawa-Operatoren beziehungswei-
se Pauli-Dirac-Yukawa-Operatoren gegeben ist. Ein weiterer wichtiger Punkt
ist, die Konstruktion von Wirkungsfunktionalen aus verallgemeinerten Dirac-
Operatoren. Dabei wird mit Hilfe eines verallgemeinerten Residuums eine Ab-
bildung von einer Menge von Dirac-Operatoren auf eine Menge von Funktiona-
len konstruiert, so dass das Bild eines Dirac-Operators ein Funktional in den
Eichpotentialen eines Zusammenhanges ist, der diesen Dirac-Operator definiert.
Bei der Konstruktion von Dirac-Modellen zeigt sich, dass sich beim Auswerten
der Wirkungsfunktionale bei bestimmten Termen Vorzeichenunterschiede auf-
treten, die vom Typ des gewa¨hlten Clifford-Bu¨ndels C±(M) u¨ber der Basis-
Mannigfaltigkeit M abha¨ngen. Wir werden hier den Fall eines Clifford-Bu¨ndel
vom Typ C+(M) betrachten. Der Fall fu¨r den Typ C−(M) wird in [Ack,Tol],
[Tol], [Ack], [Tol2] untersucht. Des Weiteren bezeichne hier γ immer die Clifford-
Aktion. Um die Notation u¨bersichtlich zu halten wird hier stillschweigend das
Ricci-Kalku¨l und die zugeho¨rigen Regeln zum Heben und Senken von Indizes
verwendet.
3.1 Dirac-Operatoren auf Fermion-Bu¨ndeln
Kommen wir zur Vorstellung des geometrischen Rahmens:
Definition 3.1. Sei S ein Spinor-Bu¨ndel u¨ber einer kompakten, randlosen,
Riemannschen Spin-Mannigfaltigkeit (M, g) gerader Dimension und P(M, G)
ein G-Prinzipalbu¨ndel u¨ber M. Sei ferner VF = VF,L⊕VF,R ein Z2-graduierter,
hermitischer Vektorraum und
ρF = ρF,L ⊕ ρF,R : G→ SU(VF ) (3.1)
eine bezu¨glich der Z2-Graduierung gerade Darstellung. Weiter seien
E := EL ⊕ ER := P ×ρF VF (3.2)
das sich daraus ergebende assoziierte Vektorbu¨ndel und
E := EL ⊕ ER := S ⊗ E (3.3)
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das damit erzeugte getwistete Spinor-Bu¨ndel, so heißt das Tripel (E , ρF , G) ein
Fermion-Bu¨ndel bzgl. P(M, G). Weiter wird S das Bu¨ndel der a¨ußeren Frei-
heitsgrade und E das Bu¨ndel der inneren Freiheitsgrade genannt.
Wenn nun D ∈ D(E) ein kompatibler Dirac-Operator ist, so heißt das Tripel
(D, ρF , G) ein Dirac-Tripel.
Nach Konstruktion ist das Bu¨ndel E Z2-graduiert mit EL,R = P ×ρF VL,R.
Wenn χE der zugeho¨rige Graduierungs-Operator ist, so ist die totale Z2-Gra-
duierung auf dem Fermion-Bu¨ndel E gegeben durch χE = Γ ⊗ χE , wobei das
kanonische Element Γ der Graduierungs-Operator auf S ist.
Zur physikalischen Interpretation sollte bemerkt werden, dass ein Fermion
durch ein Fermion-Bu¨ndel repra¨sentiert wird und die Schnitte ψ ∈ Γ(E) die
verschiedenen Zusta¨nde des Fermions darstellen ( diese Interpretation folgt der
Sichtweise von J. Tolksdorf).
Um spa¨ter das Pha¨nomen der spontanen Symmetriebrechung ada¨quat be-
schreiben zu ko¨nnen, mu¨ssen noch geometrische Objekte eingefu¨hrt werden, die
das Higgs-Feld beschreiben. Wir folgen hierbei der Darstellung aus [Tol2].
Definition 3.2. Sei P(M, G) ein G-Prinzipalbu¨ndel. Seien VH ein hermitischer
Vektorraum und ρH : G→ SU(VH) eine Darstellung. Dann heißt das assoziierte
Vektorbu¨ndel
EH := P ×ρH VH (3.4)
das Higgs-Bu¨ndel bzgl. P(M, G).
Weiter sei:
Definition 3.3. Sei (E , ρF , G) ein Fermion-Bu¨ndel bzgl. P(M, G) und VF =
VF,L⊕VF,R sei die typische Faser des Bu¨ndels der inneren Freiheitsgrade und EH
ein Higgs-Bu¨ndel bzgl. P(M, G) mit typischer Faser VH . So heißt eine bilineare
Abbildung
GY : VH × VF,R −→ VF,L (3.5)
mit der Eigenschaft
GY (ρH(g)vH , ρF,R(g)vF,R) = ρF,L(g)GY (vH , vF,R),
∀g ∈ G, ∀vH ∈ VH , ∀vF,R ∈ VF,R (3.6)
eine Yukawa-Abbildung.
Mit Hilfe der Yukawa-Abbildung la¨sst sich eine Unterklasse von Dirac-Opera-
toren vom einfachen Typ definieren (s. [Tol2] Kap. 5.4. Def. 5.4.2.):
Definition 3.4. Seien (E , ρF , G) ein Fermion-Bu¨ndel und EH ein Higgs-Bu¨ndel
(beide bzgl. eines Prinzipalbu¨ndels P(M, G). Ein kompatibler Dirac-Operator
DY,φ ∈ D(E) vom einfachen Typ:
DY,φ = D + Γ⊗ φ, D ist SDO, (3.7)






, φ˜Y ∈ Γ(Hom(EF,R, EF,L)), (3.8)
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und φH ∈ C∞a¨q(P, VH) mit
(φ˜Y ΨF,R)(x) := [(p,GY (φH(p), ψF,R(p)))]
∣∣
p∈pi−1(x) (3.9)
wobei ΨF,R(x) = [(p, ψF,R(p))]
∣∣
p∈pi−1(x) ∈ EF,R. Weiter ist φ˜
†
Y ∈ Γ(Hom(EF,L,
EF,R)) die hermitisch konjugierte Abbildung zu φ˜Y und GY eine Yukawa-Abbil-
dung.
Aus der obigen Definition ergibt sich, dass der Dirac-Yukawa-Operator DY,φ
von der Wahl der Funktion φH ∈ C∞a¨q (P, VH) abha¨ngt. Wegen φH ∈ C∞a¨q (P, VH)∼= Γ(EH) (s. Lemma 1.2) ha¨ngt DY,φ somit von der Wahl eines Schnittes in
das Higgs-Bu¨ndel ab. Der Dirac-Yukawa-Operator spielt eine ausgezeichnete
Rolle, da sich durch ihn die physikalisch bekannten Fermion-Wechselwirkungen
beschreiben lassen. Des Weiteren induzieren Dirac-Yukawa-Operatoren eine 3-
Parameter-Schar von so genannten verallgemeinerten Pauli-Dirac-Yukawa-Opera-
toren (s. [Tol], [Tol2] Kap. 5), die fu¨r die Konstruktion des Standardmodells der
Elementarteilchenphysik als Dirac-Modell ein wichtige Rolle spielen.
Sei zuna¨chst nach [Tol] bzw. [Tol2]:
Definition 3.5. Seien (E , ρF , G) ein Fermion-Bu¨ndel und χE der zugeho¨rige
Graduierungs-Operator. Dann ist das verdoppelte Fermion-Bu¨ndel (E˜ , ρ˜F , G, χE˜ ,
I,J ) zu (E , G, ρF ) gegeben durch
E˜ := E ⊕ E ,
ρ˜F := ρF ⊕ ρF ,
χE˜ := χE ⊕ (−χE),












Hierzu sei angemerkt, dass E˜ wegen I2 = −idE˜ ein komplexe Struktur besitzt
und J eine dazu geho¨rige reelle Struktur ist, da J ◦I = −I gilt. Die Konjugation
oder reelle Struktur J zeichnet auf E˜ das reelle Unterbu¨ndel
E˜reell := {v ⊕ w ∈ E˜ | v ⊕ w = J (v ⊕ w)} (3.11)














Da E˜ beziehungsweise E˜ := E ⊕E ein komplexes Vektorbu¨ndel ist, la¨sst sich I











Damit ergibt sich eine Zerlegung von E˜ :
E˜ = S ⊗ (E ⊕ E) ∼= S ⊗ (E ⊕ E¯) ∼= S ⊗ E ⊕ S ⊗ E¯, (3.13)
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wobei E¯ das konjugiert komplexe Bu¨ndel zu E ist. Hier erha¨lt man als ausge-














Ausfu¨hrliche Darstellungen zu komplexen Strukturen auf verdoppelten Fermion-
Bu¨ndeln finden sich in [Tol2], [Tol3].
Sei E nun ein Fermion-Bu¨ndel und DY,φ ein Dirac-Yukawa-Operator auf E , so
induziert DY,φ eine 3-Parameter-Schar von verallgemeinerten Dirac-Operatoren
auf dem verdoppelten Bu¨ndel E˜ (s. [Tol] bzw. [Tol2]):
Definition 3.6. Seien (E˜ , ρ˜F , G, I,J , χE˜) ein verdoppeltes Fermion-Bu¨ndel und
DY,φ = γ ◦ ∇E + Φ, ∇E ∈ ACl(M) (3.15)
ein Dirac-Yukawa-Operator auf E, dem zugeho¨rigen Fermion-Bu¨ndel, so ist der
durch DY,φ indizierte verallgemeinerte Pauli-Dirac-Yukawa-Operator definiert
durch:
DPY := DY,φ ⊗ 12 + I(a2γ(F E/S) + a3γ(∇EndEΦ) + a0γ(Φ2)) (3.16)
F E/S bezeichne hier die relative Kru¨mmung, und ∇EndE ist der von ∇E auf
End(E) induzierte Zusammenhang. Ferner ist ai ∈ R.
Betrachtet man nun einen Dirac-Yukawa-Operator DY,φ = D + Φ mit dem
SDO D zum Clifford-Zusammenhang ∇E und der Dirac-Form ωY,φ = ξ1 ∧ Φ =
ξ1 ∧ (Γ⊗ φ) mit der kanonische 1-Form ξ1, so gilt lokal




dxi ⊗ ωijkγjk, A ∈ Ω1(U,End+(E)), U ⊂M, (3.17)
wobei U offen ist, und d ist das a¨ußere Differential. Um die Notation einfach zu
halten, werden die Identita¨ten 1· und ⊗ im Folgenden unterdru¨ckt. Untersucht
man nun die Nebendiagonalelemente γ(P ) des von DY,φ induzierten verallge-
meinerten Pauli-Dirac-Yukawa-Operators DPY
γ(P ) := γ(a2F E/S) + a3γ(∇EndEΦ) + γ(a0Φ2) (3.18)
so sind die folgenden Parameter-Wahlen ausgezeichnet (s. [Tol], [Tol2]):
1. a3 = a0 = (1− 12n )a2, 2n = dimM, dann gilt:









∇˜ ist die getwistete Kru¨mmung zum Zusammenhang ∇˜ = ∇E + ωY,φ.
Die Quantisierung von ∇˜ liefert gerade den zugrunde liegenden Dirac-
Yukawa-Operator DY,φ. Diesen Fall wollen wir als geometrischen Fall be-
zeichnen.
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2. a2 = a3 = a0, dann ist





RE/S ist die getwistete Superkru¨mmung zum Superzusammenhang A =
∇E + Φ, der quantisiert wieder DY,φ ergibt. Dieser Fall heiße supergeome-
trischer Fall.
3. a3 = a0 =: a, dann ist
γ(P ) = γ
(
a2F∇ + a(A ∧ ωY,φ + ωY,φ ∧A) + aF∇ˆ
)
(3.21)
mit den Kru¨mmungen F∇E , F∇ˆ zu den Zusammenha¨ngen ∇, ∇ˆ fu¨r die
lokal gilt: ∇ = d + A und ∇ˆ = d + ωY,φ. Diesen Fall wollen wir als
Wechselwirkungsfall bezeichnen.
Wenn man den Term
a2F∇ + aF∇ˆ + a(A ∧ ωY,φ + ωY,φ ∧A)
betrachtet, so beschreiben die Kru¨mmungsterme die Wechselwirkung in reinen
Eichtheorien, die durch den Zusammenhang ∇ bzw. ∇ˆ bestimmt werden. Der
Term A∧ωY,φ +ωY,φ ∧A la¨sst sich als Wechselwirkungsterm zwischen den von
∇ und ∇ˆ erzeugten Eichwechselwirkungen interpretieren (s. hierzu [Tol2]). Es
wird sich herausstellen, dass der Wechselwirkungsfall auf diesen ausgezeichneten
Fa¨llen der einzige Fall ist, der konsistent mit Quanten-Korrekturen ist.
3.2 Wirkungs-Funktionale & Dirac-Modelle
In diesem Abschnitt werden nun die Funktionale vorgestellt, die fu¨r die Kon-
struktion von Dirac-Modellen notwendig sind.
Definition 3.7. Sei E = P×ρV ein zum Prinzipalbu¨ndel P(M, G) assoziiertes
Vektorbu¨ndel. Die Kommutante von G ist dann definiert als:
Cρ(G) := {a ∈ End(V ) | [ρ(g), a] = 0, ∀g ∈ G}. (3.22)
Vor der Konstruktion der Funktionale, sollte noch auf die folgende Subtilita¨t
hingewiesen werden. Die hier verwendeten Ergebnisse aus der Literatur setzen
Dirac-Operatoren voraus deren Quadrat positiv ist. Hiermit ist gemeint, dass
fu¨r einen verallgemeinerten Dirac-Operator D, der auf den Schnitten in ein
hermitisches Clifford-Modul-Bu¨ndel E operiert gilt: (ψ,D2ψ) > 0, ∀ψ ∈ Γ(E),
ψ 6= 0. Fu¨r < soll entsprechend vom negativen Quadrat gesprochen werden. Es
stellt sich aber heraus, dass die Dirac-Operatoren, die mit Clifford-Bu¨ndeln von
Typ C+(M) konstruiert wurden sind, negatives Quadrat besitzen. Dies bedingt,
dass man in den Formel von D nach iD u¨bergehen muss, wobei iD wieder ein
positives Quadrat besitzt.
Beru¨cksichtigt man dies, so kann man ein verallgemeinertes Residuum defi-
nieren (s. [Tol] Def. 6):
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Definition 3.8. Seien (E , ρF , G) ein Fermion-Bu¨ndel mit E = S ⊗ W und
D−(E) die Menge der kompatiblen Dirac-Operatoren auf E, deren Quadrat ne-
gativ ist, dann ist das verallgemeinerte Residuum auf D−(E) definiert durch:
resζ : D−(E) −→ C
D 7→ Wres (ζ(iD)−2n+2) , 2n = dimM (3.23)
mit ζ = 1S ⊗ z, z ∈ Γ(End(W)), und z(x) = [(p, z˜)], z˜ ∈ CρF (G). Ferner sei
ζ positiv, und es gelte [ζ,D] = [ζ, χE ] = 0. Hierbei sei χE der Graduierungs-
Operator und Wres das Wodzicki-Residuum (s. z.B. [Tol2]).
Zu dem hier verwendeten Wodzicki-Residuum la¨sst sich sagen, dass es da-
durch ausgezeichnet ist, dass es bis auf eine multiplikative Konstante die einzige
Spur auf der Algebra der klassischen Pseudodifferentialoperatoren ΨDO(E) dar-
stellt. Somit ist das Wodzicki-Residuum auch eine Spur auf der Unteralgebra
Θ von ΨDO(E), die von den Potenzen D(−2n+2), D ∈ D(E) erzeugt wird. Al-
lerdings ist die Spur auf dieser Unteralgebra nicht mehr eindeutig. So la¨sst sich
zeigen, dass der OperatorWres(ζ·), ζ sei wie in Definition 3.8 definiert, eine Spur
bildet. (Eine Zusammenfassung u¨ber die Eigenschaften des Wodzicki-Residuums
findet sich z.B. in [Tol2] Kap. 6.1) Eine weitere bemerkenswerte Eigenschaft des
Wodzicki-Residuums ist, das es fu¨r bestimmte Potenzen von verallgemeinerten
Laplace-Operatoren durch den zweiten Seeley-DeWitt-Koeffizienten der asym-
ptotischen Entwicklung der Wa¨rmespur dieses Operators gegeben ist. Hierfu¨r
existieren explizite Formeln, so dass man die folgende Beziehung erha¨lt (s. z.B.
[Gi], [Ka,Wa]):
Sei D ∈ D(E) ein kompatibler Dirac-Operator auf einem Clifford-Modulbu¨n-
del und D2 positiv, so gilt:











Hierbei ist V das Potential der Lichnerowicz-Zerlegung von D und R der Rie-
mannsche Kru¨mmungsskalar von M und dimM = 2n.
Allerdings ist es in dem hier vorliegenden Fall bei Clifford-Modulbu¨ndeln
zum Clifford-Bu¨ndel C+(M) so, dass die Quadrate von verallgemeinerten Dirac-
Operatoren nicht positiv, sondern negativ sind. Aber der Operator iD besitzt
ein positives Quadrat. Damit erha¨lt man fu¨r Clifford-Modulbu¨ndel zum Clifford-
Bu¨ndel C+(M):
Sei D ∈ D(E) mit D2 negativ, dann gilt:











Das Vorzeichen vor dem Potentialterm la¨sst sich verstehen, wenn man die Lichner-





= −∆∇ˆ − V. (3.26)
Mit dieser Vorbemerkung erha¨lt man folgendes wichtiges Lemma zu resζ :
Lemma 3.1. Seien (E , ρF , G) ein Fermion-Bu¨ndel und D ∈ D(E) ein kompa-
















und das Spektrum von ζα ist konstant ∀α ∈ R.
Beweis: Der Beweis dieses Lemmas findet sich in [Tol], nur dass dort D
durch iD zu ersetzen ist. 2
Damit lassen sich nun Dirac-Modelle definieren (s. [Tol2]):
Definition 3.9. Sei (D,G, ρ) ein Dirac-Tripel zu einem Fermion-Bu¨ndel E. So
ist die bosonische Wirkung definiert durch:
IB := resζ(D), (3.28)
und die fermionische Wirkung ist gegeben durch:
IF := (ψ, iDψ)Γ(E). (3.29)
(·, ·)Γ(E) sei die von der hermitischen Struktur auf E induzierte hermitische
Struktur auf Γ(E). Die totale Wirkung ist dann:
IT := IF + IB (3.30)
und ((D,G, ρ), IT ) heißt Dirac-Modell.
Dies fu¨hrt zu der folgenden Unterklasse von Dirac-Modelle:
Definition 3.10. Seien (E , ρF , G) ein Fermion-Bu¨ndel und DY,φ ∈ D(E) ein
Dirac-Yukawa-Operator. Dann ist ein Dirac-Einstein-Hilbert-Yang-Mills-Higgs-
Modell (DEHYMH-Modell) definiert durch ((DPY , ρ˜F , G), I˜T ) mit einem verall-
gemeinerten Pauli-Dirac-Yukawa-Operator DPY zu DY,φ und der modifizierten
totalen Wirkung
I˜T = I˜F + IB , I˜F := IT
∣∣
Γreell(E˜). (3.31)
Aus dieser Definition folgt fu¨r die fermionische Wirkung eines DEHYMH-
Modells:






und DY,φ ist der induzierende Dirac-Yukawa-Operator zu DPY
(s. [Tol2]).
Fu¨r die bosonische Wirkung eines DEHYMH-Modells gilt das folgende Lem-
ma:
Lemma 3.2. Sei ((DPY , ρ˜, G), I˜T ) ein DEHYMH-Modell so ergibt sich:












′[∇Ei , φ][∇Ei, φ])



















Dabei ist 2n = dim(M), weiter sind R der Riemannsche Kru¨mmungsskalar und






sich diese Aussage auf Fermion-Bu¨ndel mit Clifford-Strukturen, die von dem
Algebren-Bu¨ndel C+(M) induziert werden.
Beweis: Das Vorgehen ist hier analog zu [Tol], wo der Fall fu¨r das Clifford-
























γij [ωi, ωj ]
−1
2
[γj(′∇iωj), γi] + 12 [γ




k[ωk, γi]γ`[ω`, γj ].
Unter der Spur trE˜ verschwinden aber die Kommutatorterme und
1
2γ
ijF E˜ij , so
dass nur die Terme − 14gijγk[ωk, γi]γ`[ω`, γj ] und 12γij [ωi, ωj ] zu berechnen sind.
ω la¨sst sich nun zerlegen in:





















ω3 = a3dxi ⊗ Γ⊗
(













Nach dem Lemma A.1 tragen in den nicht verschwindenden Ausdru¨cken nur
die Terme bei, in denen in beiden Faktoren die Terme ωi den gleichen Index
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besitzen. Sei nun:





































=: ζ˜d + ζ˜a
und










































Es zeigt sich nun, dass die Terme [, ][, ]ia und [, ]
i
a verschwinden, wie man durch
Einsetzen der Ausdru¨cke fu¨r ωi und nach kurzer Rechnung sieht:










[, ] [, ]2a =
a22
16










[, ] [, ]3a =
a23
4
grstrS(γk[Γ, γs]γ`[Γ, γr]) ·
(−1)trE˜
((
0 za[∇Ek , φ][∇E` , φ]
zb[∇Ek , φ][∇E` , φ] 0
))
,
[, ] [, ]4a =
a24
16n2








































0 za[∇Er , φ][∇Er , φ]













Da die Matrizen auf E˜ verschwindende Diagonalelemente haben, sind alle diese
Terme Null. Also gilt: [, ][, ]i = [, ][, ]id und [, ]
i = [, ]id. Nutzt man dies aus, so
ergibt sich nach expliziter Rechnung:











[, ] [, ]3 = 4(n− 1)a23trS(1S)trE(z′[∇Ei , φ][∇Ei, φ]),


















[, ]3 = 0






Setzt man diese Aussdru¨cke wieder in die Formel fu¨r resζ((iD˜)−2n+2) ein, so
erha¨lt man das behauptete Ergebnis. 2
Fu¨r den Fall des Algebren-Bu¨ndels C−(M) erha¨lt man:
Theorem 3.1. Seien die Voraussetzungen so gewa¨hlt wie in Lemma 3.2, nur
dass die Clifford Aktion vom Clifford-Bu¨ndel C−(M) induziert wird. Dann gilt
fu¨r die bosonische Wirkung:
resζ˜(D
−2n+2
































Dieses Theorem wird in einer leichten Verallgemeinerung in [Tol] bewiesen.
Vergleicht man die Ergebnisse aus Lemma 3.2 und Theorem 3.1, stellt sich





haben, wa¨hrend dagegen sich die Vorzeichen vor dem Koeffizienten α′3 und dem
Kru¨mmungsskalar unvera¨ndert geblieben sind. Die Umkehrung der Vorzeichen




4 ru¨hrt vom Wechsel des Clifford-Bu¨ndels
C+(M) zum Clifford-Bu¨ndel C−(M) her, da sich das Vorzeichen vor dem Po-
tentialterm V im verallgemeinerten Residuum resζ(·) umdreht (s. Gl. (3.24),
(3.25)). Dagegen ist der Grund fu¨r das Konstantbleiben des Vorzeichens vor
dem Koeffizienten α′3 in dem Vorzeichenwechsel in der Lichnerowicz-Zerlegung
(s. Lemma 2.2) und der vera¨nderten Clifford-Relation zu suchen.
Um die obigen Funktionale physikalisch zu interpretieren, fu¨hrt man vor
dem Riemannschen Kru¨mmungsskalar die konventionelle Normierung 116pi`2p (`p
bezeichnet die Planck La¨nge) ein. Des Weiteren fordert man, dass die Riemann-
schen Normalkoordinaten der Basismannigfaltigkeit M die Dimension einer
La¨nge besitzen und dass die Funktionale dimensionslos sind. Mit diesen Kon-
ventionen erha¨lt man fu¨r das bosonische Funktional im Fall eines DEHYMH-








∗(−α0trE(zφ4) + α2trE(zFEij FEij)
+α3trE(z[∇Ei , φ][∇Ei, φ])− α4trE(zφ2)) (3.37)









+α3trE(z[∇Ei , φ][∇Ei, φ]) + α4trE(zφ2)). (3.38)
































Die La¨ngenskala ` entsteht dadurch, dass die Koordinaten der Basismannig-
faltigkeit M eine La¨ngendimension bekommen, die durch ` skaliert wird. Setzt
man den Riemannschen Kru¨mmungsskalar 0, so lassen sich die beiden Modelle
durch die Substitution a3 → ia3 und durch einen globalen Vorzeichenwechsel
ineinander u¨berfu¨hren.
Wenn man den Term mit dem Riemannschen Kru¨mmungsskalar außer acht
la¨sst, so unterscheiden sich die beiden Fa¨lle im Wesentlichen durch ein rela-
tives Vorzeichen vor dem Term mit dem Koeffizienten α3. Im Folgenden Ab-
schnitt wird sich herausstellen, dass gerade dieser Vorzeichenwechsel im Falle
des Clifford-Bu¨ndels C+(M) das Problem des Vorzeichens vor dem so genannten
kinetischen Term des Higgs-Feldes lo¨st, da sich fu¨r das Algebra-Bu¨ndel C−(M)






In diesem Kapitel wird vorgestellt, wie sich das Standardmodell der Elementar-
teilchenphysik als ein DEHYMH-Modell beschreiben la¨ßt. Es werden dabei das
Standardmodell fu¨r die Fa¨lle ohne (SM) und mit rechtsha¨ndigen (R-ν-SM) Neu-
trinos diskutiert, wobei der letztere Fall die Konstruktion von Modellen mit
massiven Neutrinos zula¨ßt. Dabei beschra¨nkt sich die Diskussion auf den Fall
von Clifford-Modulbu¨ndeln zu Clifford-Bu¨ndeln vom Typ C+(M).
Es werden die Dirac-Tripel von beiden Modellen angegeben und die boso-
nischen Wirkungen bestimmt. Des Weiteren werden die Ergebnisse mit dem
Standardmodell der Elementarteilchenphysik verglichen, wobei dieses hier in
der Modifikation als ein Einstein-Hilbert-Yang-Mills-Higgs-Modell (EHYMH-
Modell) betrachtet wird (s. [Tol], [Tol2]). Daru¨berhinaus werden die Parame-
terbeziehungen zwischen den physikalischen Kopplungen und den Modellpara-
metern bestimmt. Des Weiteren wird in diesem Abschnitt, um die Notation
u¨bersichtlich zu halten, das Ricci-Kalku¨l verwendet.
Nach Definition 3.10 ist ein DEHYMH-Modell durch die Angabe eines Dirac-
Tripels (DY,φ, G, ρF ) und eines dazu passendes Higgs-Bu¨ndel bestimmt, wobei
letzteres durch das Angeben einer Darstellung ρH : G → VH von G festgelegt
ist (s. Def. 3.2).
Definition 4.1. Das Dirac-Tripel des Standardmodells (DY,φ, G, ρF ) ist gege-
ben durch:
• DY,φ := D + Γ ⊗ φ wobei D ein SDO ist und die Komponenten φ˜ von φ
(s. Definition 3.4) gegeben sind durch (s.a. [Tol], [Tol2]):
φ˜ :=








G := SU(3)× SU(2)× U(1) (4.2)
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•ρF := ρL ⊕ ρR : G −→ Aut(V ), V := VL ⊕ VR (4.3)
ρF,L(c, w, θ) :=
(
c⊗ 1N ⊗ weiyqLθ 0
0 1N ⊗ weiy`Lθ
)
(4.4)
ρF,R(c, w, θ) :=





















R ∈ Q die so genannten Hy-
perladungen, ϕ ein Schnitt in das zugeho¨rige Higgs-Bu¨ndel und ϕ¯ der






y ∈ MN (C) sind die
Yukawa-Kopplungs-Matrizen, wobei guy und g
`
y diagonal und reell sind (s.
[Tol]).
Der Darstellungsraum V von ρF ist gegeben durch:
V ∼= [(C6Nq ⊕ C2N` )]L ⊕ [(C3N ⊕ C3N )q ⊕ CN` ]R.
Das Standardmodell mit rechtsha¨ndigen Neutrinos ist durch folgende Daten
gegeben:
Definition 4.2. Das Dirac-Tripel (DY,φ, G, ρ) des Standardmodells mit rechts-
ha¨ndigen Neutrinos ist gegeben durch:
• DY,φ := D + Γ⊗ φ, wobei D ein SDO ist und die Komponenten φ˜ von φ




























G := SU(3)× SU(2)× U(1) (4.7)
•
ρF := ρL ⊕ ρR : G −→ Aut(V ), V := VL ⊕ VR
ρF,L(c, w, θ) :=
(
c⊗ 1N ⊗ weiyqLθ 0
0 1N ⊗ weiy`Lθ
)































R ∈ Q, ϕ bezeich-
net wieder einen Schnitt in das zugeho¨rige Higgs-Bu¨ndel und ϕ¯ den kom-










Der Darstellungsraum ist hier gegeben durch:
V ∼= [(C6Nq ⊕ C2N` )]L ⊕ [(C3N ⊕ C3N )q ⊕ [(CN ⊕ CN )`]R.
Analog wie im Standardmodell ohne rechtsha¨ndige Neutrinos la¨sst sich durch
bi-unita¨re Transformationen erreichen, das die Matrizen guy und g
`
y diagonal und




y im Allgemeinen komplexe
Matrizen bleiben. Beim Auffinden der Transformationen fu¨r die Matrizen guy
und g`y im Standardmodell mit rechtsha¨ndigen Neutrinos geht man genauso vor
wie bei der Konstruktion der Transformation fu¨r guy im Standardmodell ohne
rechtsha¨ndige Neutrinos. Details der Konstruktion der letztgenannten Transfor-
mation finden sich z.B. in [Na].
Das Higgs-Bu¨ndel Eh : P ×ρh Vh ist in beiden Fa¨llen gegeben durch die
Darstellung:
ρh : G = SU(3)× SU(2)× U(1) −→ End(Vh), Vh = C2
(c, w, θ) 7→ weiyhθ, (4.9)
mit θ ∈ [0, 2pi) und der Hyperladung yh ∈ Q.
Damit die Bedingungen aus Definition 3.3 fu¨r die durch die Gleichungen
(4.1), (4.6) definierte Yukawa-Abbildung erfu¨llt sind, mu¨ssen fu¨r das Standard-
modell ohne rechtsha¨ndige Neutrinos zwischen den Hyperladungen die folgenden
Beziehungen gelten (s. [Tol]):
yh = y`L − y`R,
= yqL − yd
′
R ,
= yuR − yqL. (4.10)
Fu¨r das Standardmodell mit rechtsha¨ndigen Neutrinos gilt eine entsprechen-
de Aussage:
Lemma 4.1. Im Standardmodell mit rechtsha¨ndigen Neutrinos (s. Definition
4.2) sind die Darstellungen ρF,L, ρF,R und die Darstellung des Higgs-Bu¨ndels
ρh aus Gleichung (4.9) nur dann vertra¨glich mit der Definition der Yukawa-






= yuR − yqL,
= y`L − yeR,
= yνR − y`L. (4.11)
52
Beweis: Nach Definition 3.3 muss gelten:








































ϕ′ = (ϕ′1, ϕ
′
2) := ρh(c, w, θ)ϕ, ϕ = (ϕ1, ϕ2),
(c, w, θ) ∈ SU(3)× SU(2)× U(1).
Also muss die obige Gleichung insbesondere fu¨r (13,12, θ) ∈ SU(3) × SU(2) ×
U(1) gelten. Dann ist ϕ′ = (eiyhθϕ1, eiyhθϕ2) = eiyhθϕ. Fu¨r die rechte Seite der







































































Auf der linken Seite ergibt sich:
ρL,R(13,12, θ)φ˜ =
(
13 ⊗ 1N ⊗ eiyqLθ12 0





13 ⊗ 1N ⊗ eiyqLθ12 0
0 1N ⊗ eiy`Lθ
)
.
Da Gleichheit fu¨r alle θ ∈ [0, 2pi) gelten muss, folgt die Behauptung. 2
Um den eingangs erwa¨hnten Vergleich der Parameter vornehmen zu ko¨nnen,
wird nun das Standardmodell fu¨r eine euklidische Raumzeit angegeben. Wir ge-
ben es hier als ein Einstein-Hilbert-Yang-Mills-Higgs-Modell an, bei dem noch
ein Term mit einem Riemannschen Kru¨mmungsskalar auftaucht, der nicht zum
Standardmodell der Elementarteilchenphysik geho¨rt. Fu¨r weitere Details sei auf





































∗[λ(ϕ∗ϕ)2 − µ2ϕ∗ϕ]. (4.13)
Hierbei gilt lokal:
Cµν := ∂µCν − ∂νCµ + [Cµ, Cν ],
Wµν := ∂µWµ − ∂νWν + [Wµ,Wν ],
Bµν := ∂µBν − ∂νBµ. (4.14)
Cµν , Wµν und Bµν bezeichnen hier rein imagina¨re su(3), su(2) und u(1)-wertige











∇µψ := (∂µ + Caµ1S ⊗ Fa +W bµ1S ⊗ Tb +Bµ1S ⊗ Y )ψ. (4.16)
In diesem Fall sind Fa, Tb , Y die Generatoren der Fermiondarstellung der
SU(3)×SU(2)×U(1), τb, b = 1, 2, 3 die Pauli-Matrizen. Weiter seien λ, µ2 > 0
reelle Konstanten und ϕ = (ϕ1, ϕ2).
Diese Form ermo¨glicht es, die physikalischen Parameter von (4.12) und (4.13)
durch die Modell-Parameter der Pauli-Dirac-Yukawa-Operatoren auszudru¨cken.
Bei dieser Betrachtung wird eine leichte Verallgemeinerung vorgenommen.
Man a¨ndert den Pauli-Dirac-Yukawa-Operator wie folgt:
D′PY = D + Φ + I(γ(a2F E/S + a3∇EndEΦ′ + a0Φ2
′
)),














 , Λq′ ,Λq,Λ` ∈M3×3(C)
(4.18)




























fu¨r das Standardmodell mit rechtsha¨ndigen Neutrinos, so zeigt es sich, wenn
man die Wirkungen fu¨r diesen modifizierten Pauli-Dirac-Yukawa-Operator aus-
wertet, dass sich das Ergebnis auf die Form der Gleichungen (4.13) und (4.12)
bringen la¨sst (s. [Tol]). Insbesondere bleibt die Fermionenwirkung unvera¨ndert.
Man erha¨lt den urspru¨nglichen Pauli-Dirac-Yukawa-Operator durch die Substi-
tution Λq
′,q,`′,` → gq′,q,`′,`y zuru¨ck.
Beim Auswerten des bosonischen Funktionals stellt sich des Weiteren auf-
grund von Gleichung (3.37) heraus, dass ein anderes relatives Vorzeichen zwi-
schen dem Term mit dem Riemannschen Kru¨mmungsskalar und den u¨brigen
Termen auftritt als in Gleichung (4.13).
Nach Parameteridentifikation erha¨lt man (s. [Tol]):
Lemma 4.2. Die Wirkungen des DEHYMH-Modells fu¨r den Dirac-Operator
des Standardmodells stimmen mit der Wirkung des Standardmodells u¨berein ge-
nau dann, wenn die folgenden Parameterbeziehungen gelten:
1
g21
= 4α2(3yqNλq + y`tr(λ`)),
1
g22






′q)2 + (Λq∗Λq)2) + tr(λ`(Λ`∗Λ`)2)),
1 = 2α3(3λqtr(Λ
′q∗Λ

















Des Weiteren geht hier noch u¨ber die Koeffizienten αi der Endomorphismus z



















trEz = 3(4Nλq + tr(λ`)). (4.23)
Fu¨r den Fall φ = φ′ ist λ` = diag(λ`1, . . . , λ`N ). Bei beliebigen φ′ gilt: λ` =
λ′1N . Die Komponenten von λ` und λq sind positive reelle Zahlen. Die Koef-
fizienten αi sind durch die Gleichungen (3.39) gegeben, wobei aber z fu¨r z′ zu
setzen ist.
55
Beweis: Siehe [Tol]. Es ist zu beachten, dass sich die Beziehungen fu¨r die
Eichkopplungen von denen in [Tol] um einen Faktor Zwei unterscheiden. Dies
ru¨hrt von einer unterschiedlichen Definition der Komponenten F Eij her. 2
Fu¨r das Dirac-Modell mit dem Dirac-Operator fu¨r das R − ν-SM ergeben
sich die folgenden Parameterbeziehungen:
Lemma 4.3. Die Wirkungen des Dirac-Modells fu¨r den Dirac-Operator des
Standardmodells mit rechtsha¨ndige Neutrinos fallen mit den Wirkungen des




= 4α2(3Nyqλq + y`tr(λ`)),
1
g22


















′∗ + gugu∗) + tr(λ`(g
′`g














Des Weiteren sind die Koeffizienten αi durch die Gleichungen (3.39) gegeben,








zL = zR =
(
λq13 ⊗ 1N ⊗ 12 0
0 λ` ⊗ 12
)
,
trE(z) = 4(3Nλq + tr(λ`)). (4.27)
Dabei ist λ` = λ`1N mit λ` > 0.
Beweis: Der Beweis erfolgt durch direktes Nachrechnen, das heißt, man setzt
die Terme des verallgemeinerten Dirac-Operators aus (4.2) in die Formel (3.38)
ein, bestimmt die Kommutante ζ˜ und daraus den Anteil des Endomorphismus z
und wertet dann die Spuren u¨ber die Endomorphismen summandenweise aus. Es
werden im Folgenden die wichtigsten Zwischenergebnisse angegeben. Zuna¨chst
hat das Bu¨ndel E˜ aus Theorem 3.1 die Struktur E˜ = S ⊗ E˜, wobei S ein Spinor-
Bu¨ndel ist und E˜ = E ⊕ E das verdoppelte Bu¨ndel der inneren Freiheitsgrade.
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E˜ = E ⊕ E






gilt. Weiter folgt aus den Forderungen, dass fu¨r z gelten muss:
[ρ(g), z] = 0, ∀g ∈ G,
dass z die behauptete Gestalt hat. Fu¨r die einzelnen Terme erha¨lt man dann:
trE(z + z) = 24Nλq + 8tr(λ`),
trE((z + z)(∇µφ′)(∇µφ′)) = −4(3λq(tr(Λ′qΛ′q∗)(∂µ12 +Wµ + ∆d′µ 12)ϕ
(∂µ12 +Wµ† + ∆¯d
′µ12)ϕ¯




′`∗)(∂µ12 +Wµ + ∆eµ12)ϕ ·
(∂µ12 +Wµ† + ∆¯eµ12)ϕ¯



































Cµν , Wµν , Bµν sind die Komponenten der Kru¨mmungen zu SU(3), SU(2) be-










|ϕ| := |ϕ1|2 + |ϕ2|2,
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trE((z + z)φ2) = −4(3λqtr(g′qg′q∗ + gqgq∗) + tr(λ`(g′`g′`∗ + g`g`∗)))|ϕ|2.






In diesem Abschnitt werden die physikalischen Konsequenzen aus den im voran-
gegangenen Kapitel diskutierten Parameterbeziehungen fu¨r das Standardmodell
ohne und mit rechtsha¨ndigen Neutrinos diskutiert.
5.1 Normierung und einfache Konsequenzen
Um eine bessere Vergleichbarkeit der Ergebnisse mit denen anderer Arbeiten
sowie die Kompatibilita¨t zu den spa¨ter benutzten Renormierungsgruppenglei-
chungen zu gewa¨hrleisten, ist eine Reskalierung der in der Wirkung auftretenden
Felder und Konstanten notwendig. Die im Folgenden gewa¨hlte Normierung ent-
spricht der in [Io,Sch] und ist durch die folgenden Ersetzungen gegeben:





λ −→ 4λ. (5.1)
gf bezeichnet die Yukawa-Kopplungskonstanten fu¨r die Fermionen. Des Wei-









, da sie spa¨ter mit den Yukawa-Kopplungskonstanten identifiziert

















Die u¨brigen Felder und Konstanten a¨ndern sich nicht.
Mit dieser Reskalierung erhalten die Parameterbeziehungen (4.20), (4.21) fu¨r








































)2 3tr(gd′gd′∗ + gugu∗) + tr(Xg`g`∗)
4N + trX
. (5.5)
























































































































An dieser Stelle lassen sich fu¨r das Standardmodell mit rechtsha¨ndigen Neu-
trinos schon einige einfache physikalische Folgerungen ziehen:
Mit Hilfe der Gell-Mann-Nishijima-Beziehung (s. [Na])
Q = T3 + Y, (5.14)
die einen Zusammenhang zwischen der elektrischen Ladung, hier beschrieben
durch die Eigenwerte des Ladungsgenerators Q, einem Generator T3 der SU(2)
und dem Hyperladungsgenerator Y beschreibt, lassen sich die Hyperladungen yνR
der rechtsha¨ndigen Neutrinos bestimmen. Diese Relation ist eine Konsequenz
des Pha¨nomens der spontanen Symmetriebrechung (siehe hierzu [Tol2]).
Betrachtet man nun die SU(2)-Transformationen fu¨r die rechtsha¨ndigen
Elektronen und die rechtsha¨ndigen Neutrinos, so muss der Generator T3 auf die
rechtsha¨ndigen Elektronen und Neutrinos angewendet Null ergeben, da SU(2)
hier trivial operiert (s. Def. 4.2). Fu¨r die rechtsha¨ndigen Elektronen und die
rechtsha¨ndigen Neutrinos ist die Hyperladungstransformation gegeben durch:










siehe hierzu auch Definition 4.2. Damit ergibt sich durch U¨bergang zur Algebra
der Generatoren:






Da der SU(2)-Generator auf ER trivial operiert, gilt:
QR = YR. (5.17)
Man fordert nun aus physikalischen Gru¨nden, dass die elektrische Ladung des
rechtsha¨ndigen Neutrinos verschwinden soll, da ein Neutrino nach Definition
elektrisch neutral ist, muss gelten:
yνR = 0. (5.18)
Dasselbe Resultat erha¨lt man auch, wenn man die bekannten Werte fu¨r die





























in die Hyperladungsbeziehungen (4.11) einsetzt.
Berechnet man des Weiteren das Quadrat des Sinuses des elektro-schwachen















Hierbei sind λ`, λq, yq, y` die in Lemma 4.3 definierten Parameter. Setzt man
nun fu¨r yq und y` numerische Werte ein, so erha¨lt man genau dasselbe Resultat
fu¨r sin2 θW wie fu¨r das Standardmodell ohne rechtsha¨ndige Neutrinos (s. hierzu
[Tol]).
Daraus folgt, dass sin2 θw, fu¨r die sich aus den Hyperladungen ergebenen
Werte yq = 1118 und y` =
3
2 , beschra¨nkt ist:
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5.2 Einfluss von Quanten-Korrekturen
5.2.1 Renormierungsgruppengleichungen
Im Folgenden soll nun der Einfluss von Quanten-Korrekturen auf die im Kapi-
tel 4 hergeleiteten Parameterbeziehungen fu¨r das Standardmodell mit und ohne
rechtsha¨ndige Neutrinos untersucht werden. Dazu ist zu sagen, dass die im Ka-
pitel 4 hergeleiteten Wirkungen physikalisch als ”klassisch“ anzusehen sind, was
bedeutet, dass ”Quanten-Effekte“ nicht beru¨cksichtigt werden.
Um Quanten-Effekte mit in Betracht zu ziehen, muss die Theorie quantisiert
werden, was bedeutet, dass die Heisenbergsche Unscha¨rferelation mitberu¨cksich-
tigt werden muss. Was dies im konkreten Fall heißt, ha¨ngt von dem gewa¨hlten
Quantisierungsverfahren ab.
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Die Heisenbergsche Unscha¨rferelation ist durch die Ungleichung
∆x∆k ≥ 1 (5.26)
gegeben. Hierbei wurden so genannte natu¨rliche Einheiten verwendet ( ~ = 1,
~ ist das Plancksche Wirkungsquantum dividiert durch 2pi). ∆x, ∆k sind die
Fehler, mit denen die Orts- und Impuls-Koordinaten eines Teilchens bestimmt
werden ko¨nnen.
Die Unscha¨rferelation la¨sst sich auf stochastische Weise interpretieren, na¨m-
lich dass das Teilchen innerhalb eines Phasenraumvolumenelementes ∆x∆k fluk-
tuiert.
Die nun folgenden Ausfu¨hrungen sollen dazu dienen zu erla¨utern, wie sich
die Unscha¨rferelation in Feld-Theorien beru¨cksichtigen la¨sst. Es sollen dabei
die grundlegenden Ideen und Konsequenzen vorgestellt werden. Bei diesen Aus-
fu¨hrungen kann, aufgrund des gegebenen Rahmens, weder Vollsta¨ndigkeit noch
Rigorosita¨t das Ziel sein, so dass die hier gemachten Erla¨uterungen skizzenhaft
und exemplarisch bleiben mu¨ssen. Fu¨r tiefer gehende Details bleibt nur der
Verweis auf die zu diesem Thema umfangreiche Literatur (s. u.a. [Col], [Ram],
[Sal]).
Pfadintegrale und Greensfunktionen
Ausgangspunkt fu¨r die Quantisierung einer Feld-Theorie ist das klassische Wir-
kungsfunktional in d Dimensionen:
S[A,ψ, φ, . . . ] =
∫
ddxL(A,ψ, φ, . . . ). (5.27)
A,ψ, φ bezeichnen hierbei die verschiedenen Felder, von denen die Theorie ab-
ha¨ngt, und L(A,ψ, φ, . . . ) ist die so genannte Lagrangedichte, eine Funktion,
die polynomial in den Feldern und deren Ableitungen ist. Die nun folgenden
Ausfu¨hrungen werden fu¨r einen flachen vier-dimensionalen euklidischen Raum
gemacht. Die Beschra¨nkung auf einen euklidischen Raum wird gewa¨hlt, da zum
einen die Modelle in Kapitel 4 fu¨r Riemannsche Mannigfaltigkeiten formuliert
sind, zum anderen da Feld-Theorien, die auf einem Minkowski Raum formuliert
sind, erst in Feld-Theorien in einem euklidischen Raum mittels Wick-Rotation
transformiert werden mu¨ssen, um die im Folgenden beschriebenen Pfadintegral-
Methoden anwenden zu ko¨nnen. Zur Verdeutlichung der folgenden Erla¨uterun-
gen soll die so genannte φ4-Theorie fu¨r ein skalares Feld in vier Dimensionen






(∂µφ)(∂µφ) +m2φ2 + λφ4, φ ∈ S(R4,R). (5.28)
Hier ist S(R4,R) der Schwarz-Raum der schnell abfallenden Funktionen von
R4 nach R. Die physikalischen Funktionen φ ∈ S(R4,R) sind nach Definition
durch die Minima des Funktionals S gegeben. Die Indizes µ beziehen sich auf
Koordinatenbasen und es sei ∂µ := gµν∂ν , wobei gµν die Komponenten der
flachen Metrik auf R4 sind.
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Fu¨r die Quantisierung dieser Theorie wird ein stochastischer Standpunkt
eingenommen. Im Falle eines euklidischen Raumes lassen sich dabei die Felder
als Zufallsvariablen interpretieren. Das fundamentale Objekt in diesem Zugang








Die Funktional- oder Pfadintegrale∫
Dφe−S[φ]







auffassen, dabei sind die xi die Gitter-Punkte eines kubischen Gitters, das den
4-dimensionalen euklidischen Raum diskretisiert. Sd ist die diskretisierte Wir-
kung. Der Grenzu¨bergang ist so zu verstehen, dass die Gitterkonstante gegen
Null la¨uft. Hierzu ist allerdings zu sagen, dass die angedeutete Prozedur im All-
gemeinen nicht wohldefiniert ist und divergente Ausdru¨cke liefert. Andererseits
kann man den Funktionalintegralen auf zwei Weisen doch einen Sinn geben. Zum
einem ko¨nnen sie als formale Ausdru¨cke gesehen werden, fu¨r die bestimmte for-
male Manipulationen existieren, die wiederum formale Ausdu¨rcke liefern, welche
sich physikalisch sinnvoll interpretieren lassen. Aus Gru¨nden der Bequemlich-
keit wird im Folgenden dieser Standpunkt eingenommen. Die andere, rigorosere
Sichtweise ist die, dass man diesen Ausdruck tatsa¨chlich nur auf einem Gitter
mit einer endlichen Gitterkonstante a betrachte und dort alle Manipulationen
vornimmt, wo sie wohldefiniert sind, und erst am Ende aller Rechnungen den
Grenzu¨bergang vornimmt. Eine derartige Behandlung der φ4-Theorie findet sich
zum Beispiel in [Sal]. Bei beiden Zuga¨ngen ist es allerdings so, dass sie letztend-
lich auf divergente Ausdru¨cke fu¨hren, die regularisiert werden mu¨ssen, was tief
greifende physikalische Implikationen hat.
Das erzeugende Funktional kann als ein formaler Ausdruck gesehen werden,
in dem alle zuga¨nglichen Informationen u¨ber das beschriebene physikalische Sy-
stem kodiert sind. Die Aufgabe der Quantenfeldtheorie besteht nun darin diese
Informationen, eventuell nur na¨herungsweise, aus dem erzeugenden Funktional
zu berechnen.
Die interessierenden Gro¨ßen in der Quantenfeldtheorie sind U¨bergangsampli-
tuden bzw. U¨bergangswahrscheinlichkeiten zwischen verschiedenen Zusta¨nden
des Systems bei Streuprozessen. Fu¨r deren Bestimmung sind die so genannten
n-Punkt- oder Greensfunktionen wichtig. Diese sind formal definiert:
Gn(x1, . . . , xn) :=
∫
Dφφ(x1) . . . φ(xn)e−S[φ]∫
Dφe−S[φ]
(5.30)
Hierzu sei angemerkt, dass sich Gn(x1, . . . , xn) aus Z[J ] gewinnen la¨sst, indem
man n formale Funktionalableitungsoperatoren δδJ(xi) (zur Definition s. z.B. [Zi]
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Kap. 1.5) auf Z[J ] anwendet. Man erha¨lt (s. z.B. [Ram]):
Gn(x1, . . . , xn) = (−1)n δ
δJ(x1)






so dass sich jede n-Punkt-Funktion mit Z[J ] erzeugen la¨sst. Auf die Operatoren
δ
δJ(xi)
wird nicht weiter eingegangen, da sie nicht weiter gebraucht werden.
Fu¨r die φ4-Theorie ergibt sich dann z.B. fu¨r die 2-Punkt-Funktion bis zur
Ordnung λ2:
G2(x1, x2) = ∆(x1 − x2)− 12λ
∫















d4y∆(x1 − x)∆(x− x)∆(x− y) ·
∆(y − y)∆(y − x2)
+O(λ3) +R2, (5.32)







Die hier auftretenden Ausdru¨cke ∆(x − y) sind als Distributionen zu verste-
hen. Die in R2 enthalten Ausdru¨cke sind so genannte nichtzusammenha¨ngende
Terme. Das sind Terme, wo sich mindestens ein Ausdruck in einer Variablen xi
abfaktorisieren la¨sst. Solche Terme lassen sich als Produkte von n-Punkt-Funk-
tionen in niedriger Ordnung in n auffassen. Die fu¨r die folgenden Betrachtungen
relevanten Terme stehen in den so genannten zusammenha¨ngenden n-Punkt-
Funktionen:
Gcn(x1, . . . .xn) := Gn(x1, . . . , xn)−Rn. (5.33)
Details zur Bestimmung der n-Punkt-Funktionen finden sich z.B. in [Ram], wo-
bei allerdings λ durch λ4! zu ersetzen ist.
















































































Siehe hierzu auch [Ram], wobei dort aufgrund eines anderen Normierungsfak-






Divergenzen und dimensionale Regularisierung
Betrachtet man nun die einzelnen Terme der 2-Punkt-Funktion Γ˜2(p,−p), so










Es stellt sich heraus, dass das obige Integral divergiert. Dies la¨sst sich leicht
verifizieren, wenn man zu spha¨rischen Koordinaten u¨bergeht. Das Integral u¨ber





r2+m2 . Dieses Integral ist sicher
divergent. Bei der Durchsicht der Summanden von Γ˜2 finden sich noch weite-
re divergente Terme. Das gleiche Problem tritt auch bei n-Punkt-Funktionen
ho¨herer Ordnung auf.
Die Aufgabe ist es nun, ein Regularisierungsverfahren zu finden, das es er-
laubt, den divergenten Integralen einen Wert zuzuordnen, so dass sich die daraus
entstehenden Ausdru¨cke physikalisch sinnvoll interpretieren lassen. Ein hierfu¨r
ha¨ufig verwendetes Verfahren ist die dimensionale Regularisierung. Die Idee







fu¨r d = 1 konvergiert. Die Idee ist nun, eine auf einer Umgebung D ⊂ C holo-
morphe Funktion I˜ in der Variablen d zu finden, so dass gilt: 1 ∈ D und I˜(1) = I
fu¨r d = 1. Des Weiteren soll die analytische Fortsetzung von I˜ auf ganz C bei
4 einen Pol besitzen, um das divergente Verhalten von I im Fall d = 4 wider-
zuspiegeln. Eine Methode von ’t Hooft und Veltman, die auf der analytischen
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Hier ist mit Γ die Γ-Funktion gemeint. Die Herleitung dieses Ausdruckes findet
sich in [Ram] Kapitel 4. Dieser Ausdruck hat den Vorzug, dass sich die sin-
gula¨ren Punkte mit Methoden der Funktionentheorie untersuchen lassen, denn
die Sigularita¨ten von I˜ sind die Singularita¨ten der Γ-Funktion. Man kann nun
um die singula¨ren Stellen eine Laurent-Entwicklung machen. Man erha¨lt fu¨r
d = 4n bzw. ω = 2n, n ∈ N:













+ ψ2(n+ 1)− ψ′(n+ 1)
))
+O(ε2),
ψ(n+ 1) = 1 +
1
2












γ ist hier die Euler-Mascheroni-Konstante mit γ = 0.5772 . . . . Somit ergibt sich









2− ω + ψ(2)
])
. (5.39)
Mit diesem Ausdruck gewinnt man nun eine eindeutige Aufspaltung von I˜ in
einen divergenten und einen endlichen Anteil fu¨r den Grenzu¨bergang ω → 2
bzw. d→ 4.
Fu¨r die weiteren divergenten Integrale in den n-Punkt-Funktionen lassen sich







Das weiter Vorgehen ist nun, die divergenten Ausdru¨cke T durch T˜ zu ersetzen,
da sich hier die Divergenz aufgrund von (5.39) in einem gewissen Sinn kontrol-
lieren la¨sst. Allerdings tritt hierbei folgendes Problem auf:
Da das Funktional (5.28) ein physikalisches System beschreiben soll, besit-
zen die Raumzeitkoordinaten die physikalische Dimension einer La¨nge (s. Kap.
3), andererseits ist das Wirkungsfunktional dimensionslos. Dadurch werden die
physikalischen Dimensionen des Feldes φ und der Kopplung λ festgelegt. Da
die Masse in natu¨rlichen Einheiten (d.h ~ = c = 1 wobei c die Vakuumslicht-
geschwindigkeit ist) die physikalische Dimension einer La¨ge besitzt, ist λ im
Fall der 4-dimensionalen φ4-Theorie dimensionslos. Aus Konsistenzgru¨nden ha-
ben die Impulse die Dimension einer Masse bzw. einer inversen La¨nge. Damit
ergibt sich, dass die 2-Punkt-Funktion Γ˜2 (5.34) die physikalische Dimension ei-


















Dieser Ausdruck hat die physikalische Dimension einer inversen La¨nge. Auf der
anderen Seite sollte aber Γ˜2, aufgrund des ersten Summanden in (5.34), immer
die physikalische Dimension eines inversen La¨ngenquadrates besitzen. Dieses
Problem la¨sst sich beheben, wenn man eine neue dimensionsbehaftete Kopplung
λneu und eine Massen-Skala µ einfu¨hrt, so dass gilt:
λalt = (µ)2−ωλneu. (5.41)
Es zeigt sich, dass diese Beziehung fu¨r alle regularisierten n-Punkt-Funktionen
die gleiche ist (s. [Ram]).
Betrachtet man nun den Term







Γ(1− ω), λ = λneu, (5.42)
und entwickelt um ω = 2, so erha¨lt man:
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Diese Form ist geeignet, die Divergenzen zu beheben, wie im na¨chsten Abschnitt
gezeigt werden wird. Allerdings zeigt sich hier ein Umstand, der auch bei ande-
ren Typen von Termen bei regularisierten n-Punkt-Funktionen auftritt, na¨mlich
dass der endliche Anteil an der Stelle ω = 2 von der zusa¨tzlich eingefu¨hrten
Massen-Skala µ2 abha¨ngig wird. Dieser Umstand hat weitreichende Konsequen-
zen.
Regularisierung und Renormierungsgruppengleichungen
Im vorangegangenen Abschnitt wurde skizziert, wie man dem divergenten Term


























, ε = 2− ω
zuordnen kann. T˜ ist eine meromorphe Funktion in der komplexen Variablen ε,
die mit T interpoliert, wenn die Dimension 1 gesetzt wird, und fu¨r ε = 0 bzw.
d = 2 einen Pol besitzt.
Es ergibt sich die folgende Beobachtung: Man betrachtet eine modifizierte












addiert wird. F1 ist hierbei eine beliebige Funktion, die fu¨r ε→ 0 analytisch ist.
Bestimmt man nun mit dieser modifizierten Wirkung die 2-Punkt-Funktion bis
zur ersten Ordnung in λ , so ergibt sich:















Durch eine Modifikation des φ2-Terms la¨sst sich also erreichen, dass die diver-
genten Terme der 2-Punkt-Funktion bis zur Ordnung λ eliminiert werden. Man
erha¨lt also eine bis in die erste Ordnung von λ eine divergenzenfreie 2-Punkt-
Funktion.
Die Idee zur Beseitigung der Divergenzen der n-Punkt-Funktion ist nun die
folgende:
1. Man formuliere alle divergenten Terme der n-Punkt-Funktion auf analoge
weise Weise, wie im vorherigen Abschnitt skizziert, um.
2. Man finde endlich viele Counterterme, die von der Struktur her denen
der klassischen Wirkung gleichen, also die im φ4-Fall proportional zu
1
2∂µφ∂
µφ, φ2 oder φ4 sind, so dass alle n-Punkt-Funktionen in jeder Ord-
nung der Kopplung endlich sind.
Lassen sich diese Bedingungen erfu¨llen, so heißt die Theorie renormierbar.
Die Existenz derartiger Counterterme ist im Allgemeinen nicht gegeben. Fu¨r
die Renormierbarkeit der φ4-Theorie wird dies bis in die zweite Ordnung von
λ in [Ram] explizit verifiziert. Aber im Allgemeinen sind diese Untersuchungen
aufwendig und schwierig, so dass hier nur der Verweis auf die Literatur bleibt
(Untersuchungen hierzu finden sich z.B. in [Col]).
Die φ4-Theorie ist in der Tat renormierbar (s. hierzu [‘t Hooft, Veltman,
Nucl. Phys. 448, 189 (1973)]), wie auch das Standardmodell.
Es stellt sich die Frage, welche Konsequenzen sich ergeben, wenn man zur
Funktion L aus (5.28) alle Counterterme hinzugefu¨gt hat. Der Integrand des
Wirkungsfunktionals (5.28) la¨sst sich dann wie folgt schreiben:





µφ+m2φ2 + λφ4 (5.47)
die urspru¨ngliche Lagrangedichte ist, und
Lc.t. := 12A∂µφ∂
µφ+m2Bφ2 + λµ2εCφ4 (5.48)
sind die zusammengefaßten Counterterme. Die mit Hilfe der durch Lren erzeug-
ten n-Punkt-Funktionen haben die Eigenschaft, dass sie beim U¨bergang ε → 0
endlich sind. A,B,C sind dabei allgemeine Funktionen von ε und µ, die die
Beitra¨ge der Counterterme zusammenfassen.
Durch eine Redefinition der Felder, der Massen und der Kopplungen la¨sst
























= λµ2ε(1 + C)Z−2φ . (5.50)
Von dieser Umschreibung ru¨hrt der Name Renormierung fu¨r das skizzierte Ver-
fahren her.
Die definierten Gro¨ßen φ0, m20, λ0 werden gewo¨hnlich als nackte Parameter
bezeichnet. Sie divergieren beim Grenzu¨bergang ε → 0 auf eine solche Weise,
dass die von Lren erzeugten n-Punkt-Funktionen endlich sind. Die renormierten
Parameter φ, m2, λ sind dagegen endlich, wenn auch im Allgemeinen willku¨rlich.
Denn in ihnen ko¨nnen frei wa¨hlbare Funktionen, wie die Funtionen F1 im Coun-
terterm (5.44), auftreten.
Man betrachtet nun eine von der renormierten φ4-Theorie, in der im Wir-
kungsfunktional L durch Lren ersetzt worden ist, erzeugte n-Punkt-Funktion:
Γ˜0,n(p1, . . . , pn, λ0,m0, ε). (5.51)
Wenn man φ0, m0, λ0, motiviert durch die Gleichungen (5.50), als Funktionen
von λ, m, µ und ε auffasst und beru¨cksichtigt, dass im Pfadintegral (5.29) die
Felder φ durch φ0 ersetzt wurden sind (s. Gl. (5.50)) so gilt (s. z.B. [Col] Kap.
4.5):
Γ˜0,n(p1, . . . , pn, λ0,m0, ε) = Z
−n2
φ Γ˜n(p1, . . . , pn, λ,m, µ, ε). (5.52)
Γ˜n ist dabei fu¨r ε → 0 endlich. Die rechte Seite von Gleichung (5.52) kann
aber auch so interpretiert werden, dass die Parameter λ, m, µ von den nackten
Parametern λ0, m0 abha¨ngige Gro¨ßen sind.
Die linke Seite von der Gleichung (5.52) ha¨ngt nicht von µ ab; somit ergibt
sich durch Anwenden von µ ddµ auf (5.52):(
µ∂µ + β(λ,m, µ, ε)∂λ + γm(λ,m, µ, ε)∂m − n2 γd(λ,m, µ, ε)
)
Γ˜n = 0, (5.53)
mit:















Diese partielle Differentialgleichung wird als Renormierungsgruppengleichung
bezeichnet, des Weiteren wird der Name Renormierungsgruppengleichungen auch
fu¨r die Gleichungen (5.54) verwendet. Die Funktionen β, γd, γm sind daru¨ber
hinaus fu¨r ε→ 0 analytisch (s. [Ram] Kap. 4.5).
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Die β-Funktion
In diesem Abschnitt soll es um die Interpretation der Koeffizienten der Renor-
mierungsgruppengleichung (5.53) und den Koeffizienten β so wie dessen Bestim-
mung gehen.
Um eine physikalische Interpretation der β-Funktion
β = β(λ,m, µ, ε)
gewinnen, wird eine so genannte massenlose φ4-Theorie betrachtet. Dies bedeu-
tet nichts weiter, als das der Parameterm im Funktional (5.28) Null gesetzt wird.
Dabei soll auf das Problem, dass dann die Integrale in der n-Punkt-Funktion
Γ˜n (s. z.B. (5.34)) bei p = 0 divergieren, nicht weiter eingegangen werden, da
es hier nur darum gehen soll das Prinzip der folgenden Konstruktionen zu ver-
deutlichen. Man kann die Divergenzen beispielsweise vermeiden, wenn man die
Integrale in (5.34) nur bis zu einer unteren Schranke δ > 0 fu¨r |p| ausfu¨hrt. Es
soll daru¨ber hinaus erwa¨hnt werden, dass sich die folgenden Untersuchungen
auch fu¨r den Fall m 6= 0 mit entsprechenden Aufwand durchfu¨hren lassen. Fu¨r
den euklidischen Fall siehe z.B. [Dr,Itz].
Betrachtet man die physikalische Dimension der n-Punkt-Funktion, so erha¨lt




Wenn man den Parameter der dimensionalen Regularisierung ε = 4−d einfu¨hrt,












Man kann nun von der n-Punkt-Funktion einen dimensionsbehafteten Faktor
abspalten:









wobei Γ¯n dimensionslos ist und alle Gro¨ßen mit Massen-Dimension durch die,
bei der dimensionalen Regularisierung eingefu¨hrte, Skala µ skaliert werden. Man
erha¨lt dann mit Hilfe der Renormierungsgruppengleichung:


















der Term γm fa¨llt weg, da m = 0 angenommen wird.
Als Na¨chstes fu¨hrt man eine Substitution fu¨r die Variablen pi durch:
pi → wpi. (5.59)
Hier ist w ein positiver, reeler Parameter, der als eine Skalierung der Variablen
pi aufgefasst werden kann. Mit dieser Substitution erha¨lt man durch einfaches
Nachrechnen:








Mit Hilfe von Gleichung (5.58) la¨sst sich der Term mit µ∂µ eliminieren, und
man erha¨lt:


























Damit ergibt sich durch Einsetzten in Gleichung (5.61):

























































































































β(λ′) Γ˜n(pi, λ¯, µ). (5.68)















= β(λ¯) mit λ¯(0) = λ. (5.69)
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Die Gleichungen (5.68) und (5.69) lassen sich auf folgende Weise interpre-
tieren:
(5.68) gibt an, wie sich die n-Punkt-Funktionen a¨ndern, wenn man die Va-
riablen pi a¨ndert. Diese Abha¨ngigkeit la¨sst sich mit Hilfe des von der Skalierung
w abha¨ngigen Parameters λ¯(t) mit ln(t) = w beschreiben. Physikalisch kann
man diesen Sachverhalt so interpretieren: Bei einem Streuprozess werden die
Impulse der beteiligten Teilchen durch die Variablen pi beschrieben. Die Impul-
se der Teilchen bestimmen aber derer Energie, so dass man eine A¨nderung der
Skalierung w in (5.68) auch als ein A¨nderung der Energie betrachten kann, bei
der der betrachtete Prozess abla¨uft. Der Parameter λ beschreibt physikalisch
gesehen die Sta¨rke der Wechselwirkungen bzw. der Kopplungen der Teilchen
untereinander. Die Gleichung (5.69) besagt nun, dass λ eine von der Skala t
bzw. w abha¨ngige Funktion ist, die einer Differentialgleichung genu¨gt, die durch
die β-Funktion aus (5.54) gegeben ist. Da aber w die Energie skaliert, bedeutet
die t-Abha¨ngigkeit von λ nichts anderes, als das die Kopplung energieabha¨ngig
wird.
Als na¨chstes soll skizziert werden, wie sich die β-Funktionen bestimmen las-
sen. Dies wird an Hand der φ4-Theorie erla¨utert:
Fu¨r den nicht renormierten Parameter λ0 la¨sst sich eine Laurent-Reihe in
dem Parameter ε ansetzen:
λ0 = µ2ε
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Die Koeffizientenfunktion a0(λ,m, µ, ε) ist hier analytisch in ε. Die Koeffizien-
tenfunktionen ai lassen sich nun mittels des Renormierungsverfahrens als eine
Sto¨rungsreihe in λ bestimmen. So ergibt sich z.B. bis zur Ordnung λ2 (s. [Ram]):








Setzt man nun in Gleichung (5.70) ein, wendet µ∂µ an und beru¨cksichtigt, dass
die Funktionen a0, a1 bis zur Ordnung λ2 (s. Gl. (5.71)) nicht explizit von m






































Dabei ist a′k := ∂λak. Da β in ε analytisch ist, mu¨ssen die Terme O( 1ε ) fu¨r
ε → 0 verschwinden, da β sonst fu¨r ε → 0 divergieren wu¨rde und somit nicht











Setzt man nun fu¨r a0, a′0, a1 und a
′
1 aus Gleichung (5.71) ein und entwickelt bis






In diesem Zusammenhang sollte darauf hingewiesen werden, dass im All-
gemeinen bei der Renormierung in den Gleichungen (wie (5.70)) fu¨r die nicht
renormierten Kopplungen willku¨rliche Funktionen wie F1 aus dem vorangegan-
genen Abschnitt auftreten (s. hierzu auch [Ram]). Dass diese Funktionen in
den Termen der β-Funktion von λ bis zur Ordnung λ2 nicht auftreten, ist ein
glu¨cklicher Umstand. Im Allgemeinen Fall ist es so, dass die β-Funktionen auch
von diesen Funktionen abha¨ngen, deren konkrete Form durch eine willku¨rlich
gewa¨hlte Renormierungsbedingung festgelegt wird (Details s. [Ram]).
Auch sollte erwa¨hnt werden, dass das Renormierungsverfahren fu¨r anders
geartete Theorien wie z.B. Eichtheorien, wie sie im Standardmodell auftreten,
wesentlich komplexer ist; hierzu sei auch auf die Literatur verwiesen [Ram],
[Col].
5.2.2 Einfluss der Quanten-Korrekturen auf die Parame-
terbeziehungen im Dirac-Modell
Die Frage, die es als Na¨chstes zu untersuchen gilt, ist: Wie verhalten sich die
Parameterbeziehungen (5.3), (5.4), beziehungsweise (5.10), (5.11) unter dem
Einfluss von Quanten-Korrekturen?
Die Effekte von Quanten-Korrekturen sind, wie im vorangegangenen An-
schnitt beschrieben, dass die auftretenden Kopplungen energieabha¨ngig werden.
Dabei wird das A¨nderungsverhalten der Kopplungen mit der Energie durch ent-
sprechende β-Funktionen beschrieben. Die fu¨r die nachfolgenden Untersuchun-
gen benutzten β-Funktionen wurden [Fo,Jo,St,Ei], [Ca,Io,Ka,Sch], [Ca,Io,Sch]
entnommen. Sie wurden bis zur so genannten 1-Loop-Ordnung in der Top-
Quark-Massen-Approximation nach dem MS-Renormierungsschema bestimmt.
Dabei bedeutet Top-Quark-Massen-Approximation, dass alle Massen, die kleiner
als die Top-Quark-Masse sind, vernachla¨ssigt werden. Weiter zeigt sich, dass die
hier verwendeten β-Funktionen von dem hier verwendeten Renormierungssche-
ma bis zur 1-Loop-Ordnung unabha¨ngig sind (s. [Ca,Io,Ka,Sch], [Ca,Io,Sch]).





g˙2 = − 1996pi2 g
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2 =: β2(g2)
g˙2 = − 716pi2 g
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=: βλ(g1, g2, g3, gt, λ)
(5.76)
Die in den Gleichungen (5.75) und (5.76) auftretenden Objekte g1, g2, g3, λ
sind die gleichnamigen Parameter aus den Beziehngen (5.3), (5.4) bzw. (5.10),
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(5.11). gt ist fu¨r die beide diskutierten Modelle der gro¨ßte Eigenwert der Yukawa-
Kopplungs-Matrix gu. Diese Parameter werden nun als Funktionen der Varia-
blen t aufgefasst. ·˙ bezeichne hier die Ableitung nach t. Man erha¨lt somit ein
gewo¨hnliches Differentialgleichungssystem erster Ordnung fu¨r g1, g2, g3, λ und







Λ ist hierbei eine beliebige Energieskala und E0 ein beliebiger Energiebezugs-
punkt, so dass sich der Anfangspunkt, der sich aus den Gleichungen ergebenden
Anfangswertprobleme, auf 0 normieren la¨sst. Die Variable t entspricht in die-
sem Zusammenhang genau dem Skalenparameter aus dem vorangegangenen Ab-
schnitt. Die Gleichungen (5.75), (5.76) beschreiben somit die Energieabha¨ngig-
keit der Parameter g1, g2, g3, λ und gt. Es sei noch daru¨ber hinaus erwa¨hnt,
dass auch fu¨r den Parameter µ2 eine entsprechende Gleichung existiert, die aber
nicht unabha¨ngig von gewa¨hlten Renormierungsverfahren ist und deshalb nicht
weiter betrachtet wird (s. z.B. [Ca,Io,Ka,Sch]).
Physikalisch gesehen, beschreiben die Parameter g1, g2, g3, λ und gt die
Sta¨rke von bestimmten Arten von Wechselwirkungen bzw. die Sta¨rke von Kopp-
lungen der Teilchen aneinander. Die Kopplungen g1, g2, g3 beschreiben die so ge-
nannten Eich- oder Yang-Mills-Wechselwirkungen. λ bezieht sich auf die Selbst-
wechselwirkung des Higgs-Bosons, wa¨hrend gt die Sta¨rke der Yukawa-Kopplung
des Top-Quarks beschreibt, die die Masse des Quarks erzeugt. Fu¨r Details zu
den einzelnen Wechselwirkungstypen sei wieder auf die umfangreiche Literatur
verwiesen (z.B. [Na]).
5.2.3 Stabilita¨t und kritische Punkte
Eine Frage, die sich bei der Untersuchung von Quanteneinflu¨ssen auf die Para-
meterbeziehungen stellt, ist die nach der Stablita¨t der Gleichungen (5.3), (5.4)
unter den A¨nderungen der Kopplungen, wie sie durch die Gleichungen (5.75),
(5.76) festgelegt werden. Anders ausgedru¨ckt: An welchen Punkten t der Skala
fu¨r die Kopplungen lassen sich die Modellparameter so wa¨hlen, dass die Glei-
chungen (5.3), (5.4) erfu¨llt sind? Hierfu¨r ist es gu¨nstig, zuna¨chst die Gleichungen
fu¨r die Eichkopplungen g1, g2, g3 zu untersuchen.
Die Anfangswertprobleme fu¨r die Flussgleichungen fu¨r die Eichkopplungen



















, i = 1, . . . , 3. (5.79)
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Setzt man dies in (5.3) ein, so erha¨lt man:





















Es werden Skalenpunkte t und Werte fu¨r A und x gesucht, so dass die Glei-








zu beschra¨nken, da sich diese Werte aus den Werten fu¨r die physikalischen Hy-
perladungen (s. Gl. (5.19), (5.20)) ergeben. Man erha¨lt damit folgendes Lemma:
Lemma 5.1. Das Gleichungssystem (5.80) ist fu¨r fest gewa¨hlte Parameter A1,
A2, A3 > 0 und yq = 1118 , y` =
3
2 eindeutig lo¨sbar in x, t, A, wenn 3A1 − 9A2 +
4A3 6= 0 gilt . Fu¨r die Lo¨sung xc, tc, Ac gilt dann:
xc = − 121
75A1 − 477A2 + 289A3








(3A1 − 9A2 + 4A3). (5.83)
Beweis:






























































7 (A1 − 3A2 + 34 ))− 3(A3 +A1 − 3A2 + 34A3)
A3 +A1 − 3A2 + 34A3
=
− 2521A1 + 537 A2 − 28963 A3
A1 − 3A2 + 73A3
.








































Damit ist die Behauptung bewiesen. 2
Die Eineindeutigkeit der Lo¨sung hat zur Folge, dass es bei festen Anfangsbe-
dingungen A1, A2, A3, die durch die experimentellen Werte der Eichkopplungen
gegeben sind, genau eine kritische Stelle tc auf der Skala gibt, an der die Glei-
chungen (5.3) erfu¨llt sind. Insbesondere kann es keinen weiteren Skalenpunkt
t′c 6= tc geben, an dem sich das Gleichungssystem (5.80) lo¨sen la¨ßt, da tc nur
von A1, A2, A3 abha¨ngt. Womit sich die Frage der Stabilita¨t der Parameterbe-
ziehungen bei Beru¨cksichtigung von Quanten-Effekten eindeutig mit Nein be-
antworten la¨sst, da die Parameterbeziehungen an jeden Skalenpunkt t 6= tc nicht
mehr erfu¨llt sind. Die Parameterbeziehungen (5.4) lassen sich nur am Skalen-
punkt tc erfu¨llen, da die Parameter B, C frei wa¨hlbar sind.
Macht man nun die gleiche Untersuchung fu¨r die Parameterbeziehungen des
Standardmodells mit rechtsha¨ndigen Neutrinos, so kommt man fu¨r den Fall
yq = 1118 und y` =
3
2 zu folgendem Ergebnis:
Lemma 5.2. Sei 3A1−9A2 + 4A3 6= 0, dann existieren eindeutige von A1, A2,
A3 abha¨ngige Zahlen tc, A′c, xc ∈ R mit
xc = − 121
75A1 − 477A2 + 289A3








(3A1 − 9A2 + 4A3), (5.84)
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so dass die Parameterbeziehungen fu¨r die Eichkopplungen erfu¨llt sind. Also gilt:
1
g21(tc)




















Beweis: Das behauptete Ergebnis ergibt sich wie folgt:















































−A1 + 3A2 + 4924pi2 tc
A3 + 78pi2 tc
⇔ tc = 8pi
2
21
(3A1 − 9A2 + 4A3),






4A2 − 3A3 − 2524pi2 tc
A3 + 78pi2 tc
⇔ xc = − 121
75A1 − 477A2 + 289A3
3A1 − 9A2 + 7A3 .
Dies ist das zweite behauptete Ergebnis. Setzt man nun tc in die zweite Glei-








Bringt man diesen Ausdruck auf den Hauptnenner, so erha¨lt man das dritte
behauptet Resultat. 2
Man bemerkt, dass der kritische Skalenpunkt tc und xc fu¨r das Standardmo-
dell mit und ohne rechtsha¨ndige Neutrinos identisch ist. Was die Stabilita¨t der
Parameterbeziehungen bei Quanteneinflu¨ssen angeht, so gilt das Gleiche wie fu¨r
das Modell ohne rechtsha¨ndige Neutrinos.
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5.3 Eigenschaften der Renormierungsgruppen-
flussgleichungen
Im diesem Abschnitt soll der Einfluss von Fehlerquellen auf die Lo¨sungen des
Differentialgleichungssystems
g˙t = βt(g1, g2, g3, gt),
λ˙ = βλ(g1, g2, g3, gt, λ) (5.86)
untersucht werden. Die Funktionen βt und βλ sind dabei durch die Gleichungen
(5.76) gegeben. g1, g2, g3 werden durch die Gleichungen (5.78) definiert. Dabei
soll das betrachtete Problem ein Randwertproblem der folgenden Art sein:
Seien ein Anfangswert fu¨r gt
gt(0) =: g0,t (5.87)
und ein Randwert fu¨r λ an einer Stelle tc > 0
λ(tc) = f(gt(tc)) (5.88)
gegeben, wobei f eine positive, homogene, quadratische Funktion von gt ist. Es
soll nun der Einfluß der folgenden Fehlerquellen auf die Lo¨sungen von (5.86)
untersucht werden:
• Fehler im Anfangswert gt(0),
• Fehler in den in βt und βλ auftretenden Funktionen g1, g2, g3. Sie ha¨ngen
nach den Gleichungen (5.78) explizit von den fehlerbehafteten Werten Ai
ab.
• Fehler in der Stelle tc. tc ist der kritische Skalenpunkt aus den Lemmata
5.1 und 5.85 und dieser ist nur mit endlicher Genauigkeit bekannt.
• Fehler in λ(tc), bedingt durch die Fehler, die in gt auftreten.
Ziel der nun folgenden Untersuchungen soll sein, Unter- und Ober-Funktionen
fu¨r gt und λ zu finden, die den Einfluß dieser Fehler nach unten bzw. oben
abscha¨tzen.
Dafu¨r ist es zuna¨chst einmal bequem, die folgenden Definitionen einzufu¨hren.
Definition 5.1.




, i = 1, . . . , 3. (5.90)
∆gi ist der Fehler zu g0,i. Ferner sei angenommen, dass ∆gi  1 gilt, so dass




































Damit ergibt sich sofort, dass alle gi, gi, gi fu¨r i = 1, 2, 3 auf D definiert sind.
Sicher sind ist nach Definition 5.2 gi bzw. gi, Unter- bzw. Ober-Funktion
von gi fu¨r i = 1, 2, 3.
Fu¨r die Untersuchung der Fehlereinflu¨sse ist es hilfreich auszunutzen, dass
das Differentialgleichungssystem (5.86) stufenweise entkoppelt, was heißen soll,
dass die Gleichung fu¨r gt nicht von λ abha¨ngt. Man kann also die Gleichung fu¨r










9g3t − (8g32 + 94g22 + 1712g12)gt
)
. (5.98)
Da nach den Gleichungen (5.78) die gi i = 1, . . . , 3 Funktionen von t sind,
sind βt, βt, βt Funktionen von gt, t. Somit gilt:
∀t ∈ D, gt ∈ R : βt(gt, t) ≤ βt(gt, t) ≤ βt(gt, t). Seien nun gt0 der experimen-
telle Wert fu¨r die Top-Yukawa-Kopplung am Skalen-Punkt t = 0 und ∆gt der
zugeho¨rige Meßfehler. Dann sei:
Definition 5.5.
gt Lsg. d. AWP g˙t = βt mit gt(0) = gt0 −∆gt, (5.99)
gt Lsg. d. AWP g˙t = βt mit gt(0) = gt0, (5.100)
gt Lsg. d. AWP g˙t = βt mit gt(0) = gt0 + ∆gt. (5.101)
Mit dem Satz von Picard-Lindelo¨f (s. z.B. [Heu] Kap. II) folgt: gt, gt, gt
existieren auf allen kompakten Teil-Intervallen D˜ von D und sind eindeutig
bestimmt.
Man erha¨lt dann folgendes Lemma:
Lemma 5.3. Sei D˜ ein kompaktes Teil-Intervall von D, dann gilt:
∀t ∈ D˜ gt(t) ≤ gt(t) ≤ gt(t). (5.102)
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Beweis: Dies ist ein Korollar aus den Sa¨tzen C.1 und C.2 des Anhangs. 2
Man hat somit wohldefinierte Anfangswertprobleme gefunden, die Funktio-
nen als Lo¨sungen besitzen, die den Einfluss der beschriebenen Fehler auf gt nach
oben bzw. nach unten abscha¨tzen.
Um den Einfluß der angegebenen Fehler auf λ abzuscha¨tzen, denke man
sich die Funktion gt als bekannt. In der Tat la¨sst sich gt zumindest numerisch
unabha¨ngig von λ berechnen.
Sei nun
Definition 5.6.
Tc := [tc −∆tc, tc + ∆tc], (5.103)





3∆A1 + 9∆A2 + 4∆A3
)
. (5.104)
Im Folgenden wird Tc auch als kritisches Intervall bezeichnet.
Im Folgenden sei angenommen, dass Tc ⊂ D ist. Diese Annahme stellt sicher,
dass das Intervall Tc auch im Definitionsbereich der auftretenden Funktionen
gi, gi, gi, i = 1, 2, 3 liegt. Es wird sich herausstellen, dass diese Annahme fu¨r
den spa¨ter betrachteten Fall erfu¨llt ist. Dann stellt sich der zu untersuchende
Gegenstand als ein Anfangswertproblem der folgenden Form dar:
λ˙ = βλ(g1, . . . , g3, gt, λ), λ(t∗) = f(gt(t∗)), t∗ ∈ Tc,
wobei f eine homogene, positive quadratische Funktion ist. Im Prinzip lassen
sich die Unter- und Ober-Funktionen zu λ auf analoge Weise wie die Unter- und
Ober-Funktionen von gt als Lo¨sungen von Anfangswertproblemen formulieren.
Nur ist hier nicht klar, welcher Anfangs-Punkt t∗ ∈ Tc zu nehmen ist.
Die Idee zur Lo¨sung dieses Problems ist nun die, dass man auf dem Intervall
Tc die Stellen t, t bestimmt, die folgendermaßen definiert sind:








(f ◦ gt)(t) = max
Tc
f ◦ gt. (5.106)
Diese Stellen liefern Anfangswerte fu¨r die Unter- und Ober-Funktionen λ, λ
von λ.
Zur Bestimmung der Extremstellen von gt, gt auf Tc sind die folgenden
beiden Lemmata hilfreich:
Lemma 5.4. Die Funktionen gt, gt, gt sind auf dem kritischen Intervall Tc ⊂ D
monoton fallend, wenn gilt:





α ≥ 1, (5.107)
wobei










Beweis: Die Funktionen gt, gt, gt sind auf Tc monoton fallend, wenn gilt:
g˙t(t), g˙t(t), g˙t(t) ≤ 0 ∀t ∈ Tc,
⇔ βt(t, gt(t)), βt(t, gt(t)), βt(t, gt(t)) ≤ 0, ∀t ∈ Tc (∗)
Seien nun:








































f(t), ∀t ∈ Tc. (∗∗)
Dies folgt direkt aus der Definition von βt, βt, βt. Es gilt weiter aufgrund der
Definition:
∀t ∈ Tc α ≤ f(t), f(t), f(t).
Dies ergibt sich aus den Monotonieeigenschaften von gi, gi, gi fu¨r i = 1, 2, 3 auf
Tc. Damit gilt dann:
∀g ≥ 0, t ∈ Tc 116pi2 (9g
















( αc2 − 1)(√
1 + ( αc2 − 1)e
α
8pi2
(t−tc+∆tc))3 e α8pi2 (t−tc+∆tc) ≤ 0,
gilt damit: ∀t ∈ Tc : ˙˜gt(t) ≤ 0, woraus folgt: ∀t ∈ Tc c ≤ g˜t(t). Des Weiteren
gilt nach den Satz (C.2):
∀t ∈ Tc g˜t(t) ≥ gt(t), gt(t), gt(t).
Damit gilt dann:















was nach (∗∗) die Behauptung beweist. 2
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Lemma 5.5. Die Funktionen gt, gt, gt sind auf dem kritischen Intervall Tc po-
sitiv, wenn gilt:
∃b : 0 < b ≤ gt(tc + ∆tc), gt(tc + ∆tc), gt(tc + ∆tc),
√
β, (5.109)
wobei 0 < β ≤ 8pi2 mit
β := 8g32(tc −∆tc) + 94g2
2(tc −∆tc) + 1712g1









∀t ∈ Tc βt
∼
(t, g) ≤ βt(t, g), βt(t, g), βt(t, g).
Es gilt weiter:














(t, g(t)), g(tc + ∆tc) = b.
Weiter gilt: gt
∼
(t) > 0 ∀t ∈ Tc. Des Weiteren gilt nach C.2:
∀t ∈ Tc gt
∼
(t) ≤ gt(t), gt(t), gt(t),
woraus sich die Behauptung ergibt. 2.
Die Lemmata 5.4 und 5.5 geben Bedingungen an, unter denen gt, gt, gt auf Tc
monoton fallend und positiv sind. Es zeigt sich, dass diese Bedingungen fu¨r die
spa¨ter diskutierten Fa¨lle erfu¨llt sind. Somit ist das Auffinden der Extremstellen
sehr einfach, wenn f eine positive, homogene, quadratische Funktion ist. Sie
liegen an den Ra¨ndern von Tc.





96λ2 + (24gt2 − 9g22 − 3g12)λ





96λ2 + (24gt2 − 9g22 − 3g12)λ
−6gt2 + 932g24 + 332g14 + 316g22g12). (5.112)
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Definition 5.9. Seien
λ Lsg. des AWP λ˙ = βλ mit λ(t) = f(gt(t)),
λ Lsg. des AWP λ˙ = βλ mit λ(tc) = f(gt(tc)),
λ Lsg. des AWP λ˙ = βλ mit λ(t) = f(gt(t)). (5.113)
Man beachte, dass hier die Definition der Unter- und Oberfunktionen λ, λ
mit Hilfe der β-Funktion in umgekehrter Weise erfolgt wie bei gt. Dies liegt
daran, dass die Integration der Differentialgleichungen in negative t-Richtung
erfolgt.
Um analoge Aussagen u¨ber die Monotonie der Funktionen λ, λ, λ¯ wie fu¨r gt,
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λ(t∗) = c′ (5.118)
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(t− t∗) + arcoth
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gelo¨st. Man kann dies direkt verifizieren, da (5.115), (5.114) Anfangswertpro-
bleme mit getrennten Variablen definieren.
Lemma 5.6. Es gelten die Voraussetzungen von Lemma 5.4 und 5.5 und die
Gleichungen (5.119) und (5.120). Dann sind die Funktionen λ, λ, λ¯ aus Defini-
tion 5.9 zu jedem Anfangswert λ(t∗), λ(t∗), λ¯(t∗) ∈ [f(gt(t∗), f(gt(t∗)] t∗ ∈ Tc,
mit f eine homogene, positive, quadratische Funktion, die monoton wachsend



























λ(tc + ∆tc) = f(gt(tc + ∆tc)) (5.124)
auf Tc lo¨st.
Beweis: Der folgende Beweis gliedert sich in zwei Schritte: Zuerst wird eine
untere Schranke fu¨r die Werte von λ, λ, λ¯ auf Tc bestimmt, die sicherstellt, dass
λ, λ, λ¯ auf Tc monoton wachsend sind (linke Seite von (5.123)). Danach werden
die Werte von λ, λ, λ¯ auf Tc durch
∼
λ(tc −∆tc) nach unten abgescha¨tzt.
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1. Schritt: Nach Konstruktion gilt:
βλ
∼
(λ) ≤ βλ(t, λ), βλ(t, λ), βλ(t, λ), ∀t ∈ Tc,∀λ ∈ R. (5.125)
Sicher sind λ, λ, λ¯ auf Tc monoton wachsend, wenn auf Tc gilt:
λ˙(t), λ˙(t), ˙¯λ(t) ≥ 0, ∀t ∈ Tc.
λ, λ, λ¯ genu¨gen nach ihrer Definition den Differentialgleichungen:
λ˙(t) = βλ(t, λ(t)), λ˙(t) = βλ(t, λ(t)), ˙¯λ(t) = βλ(t, λ¯(t)).

























gilt. Somit erha¨lt man also
0 ≤ βλ
∼



















≤ λ(t), λ(t), λ¯(t), ∀t ∈ Tc
erfu¨llt ist.
2. Schritt: Nach Voraussetzung sind die Funktionen gt, gt auf Tc positiv und
monoton fallend. Somit sind auch f ◦ gt und f ◦ gt auf Tc positiv und monoton
fallend. Dies heißt aber, dass das Minimum und das Maximum der Menge {x |
f(gt(t)) ≤ x ≤ f(gt(t)), t ∈ Tc} durch f(gt(tc + ∆tc)) und f(gt(tc − ∆tc))
gegeben ist. Sei nun
∼








λ(tc + ∆tc) = f(gt(tc + ∆tc))
auf Tc. Die explizite Form von
∼
λ ist durch Gleichung (5.121) gegeben. Fu¨r die

























(t− tc −∆tc) + arcoth


















λ auf Tc monoton wachsend und hat sein Minimum bei tc−∆tc.
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Seien nun λˆ ∈ {λ, λ, λ¯} und βˆλ ∈ {βλ, βλ, βλ}, und λˆ sei Lo¨sung des An-
fangswertproblems
˙ˆ




λ`(t), t < t∗
λr(t), t ≥ t∗ ,
wobei λ` Lo¨sung von λ˙` =
∼
βλ(λ`) mit λ`(t∗) = f(gt(t∗)) und λr Lo¨sung von
λ˙r =
∼
βλ(λr) mit λ`(t∗) = f(gt(t∗)) ist. Dann ist λu eine Unterfunktion von λˆ,
da ∀t ∈ Tc ∀λ ∈ R gilt:
βλ
∼
≤ βˆλ(t, λ) ≤
∼
βλ(λ), λu(t∗) ≤ λˆ(t∗);
damit folgt die Aussage aus Satz C.1.
Es bleibt noch zu zeigen dass,
∼
λ(t) ≤ λu ∀t ∈ Tc ist. Fu¨r t ≤ t∗ folgt dies
sofort aus Satz C.1, da λu(t∗) ≥ f(gt(tc + ∆tc)) ≥
∼
λ(tc + ∆tc) ≥
∼
λ(t∗) gilt
aufgrund der Monotonieeigenschaften von gt und
∼
λ.






γ f(gt(tc + ∆tc)), tc + ∆tc durch α∼, β∼
, γ
∼
c, t∗ mit c ∈ [f(gt(t∗), f(gt(t∗)] zu
ersetzen sind. Also gilt λ˙u(t) ≥ 0 fu¨r t ≥ t∗. Damit gilt also:
∀t ∈ Tc λu(t) ≥ λu(t∗) ≥ f(gt(t∗)) ≥ f(gt(tc + ∆tc)) ≥
∼
λ(tc + ∆tc).
Aber aufgrund seiner Monotonieeigenschaften hat
∼
λ bei tc+∆tc sein Maximun.
2
Lemma 5.7. Seien λ, λ, λ die durch Definition 5.9 gegebenen Funktionen, und
die Voraussetzungen der Lemmata (5.3), (5.4), (5.5), (5.6) seien erfu¨llt. So gilt:
∀t ∈ [0, tc −∆tc] λ(t) ≤ λ(t) ≤ λ(t). (5.126)
Beweis: Es reicht hierfu¨r zu zeigen:
λ(tc −∆tc) ≤ λ(tc −∆tc) ≤ λ(tc −∆tc).
Es gilt, da λ, λ, λ nach Lemma 5.6 auf Tc monoton steigend sind und nach
Definition 5.9
λ(tc −∆tc) ≤ λ(tc + ∆tc) = f(gt(tc + ∆tc)),
λ(tc −∆tc) ≤ λ(tc) = f(gt(tc)),
λ(tc −∆tc) = f(gt(tc −∆tc)).
Da gt, gt nach Lemma 5.4 und 5.5 auf Tc monoton fallend und positiv sind und
f nach Voraussetzung positiv, homogen und quadratisch ist, so sind f ◦ gt und
f ◦ gt auf Tc monoton fallend.
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Dann ergibt sich:
λ(tc −∆tc) ≤ f(gt(tc + ∆tc)) ≤ f(gt(tc −∆tc)),
λ(tc −∆tc) ≤ f(gt(tc)) ≤ f(gt(tc −∆tc)).
Nach den Definitionen von gt, gt, gt und Lemma 5.3 folgt:
gt(tc −∆tc) ≤ gt(tc −∆tc) ≤ gt(tc −∆tc).
Also gilt:
λ(tc −∆tc) ≤ f(gt(tc −∆tc)) ≤ f(gt(tc −∆tc)) = λ(tc −∆tc),
λ(tc −∆tc) ≤ f(gt(tc −∆tc)) ≤ f(gt(tc −∆tc)) = λ(tc −∆tc).
Damit folgt aus den Vergleichssa¨tzen C.1 und C.2
λ(t) ≥ λ(t), λ(t), t ∈ [0, tc −∆tc].
Analog ergibt sich:
λ(tc) ≤ λ(tc + ∆tc) ≤ f(gt(tc + ∆tc))
≤ f(gt(tc + ∆tc)) ≤ f(gt(tc))
= λ(tc).
Nach den Sa¨tzen C.1 und C.2 erha¨lt man dann:
λ(t) ≥ λ(t), t ∈ [0, tc],
woraus die Aussage folgt. Es ist bei diesen U¨berlegungen zu beachten, dass die
Integration der Gleichungen in negativer t-Richtung verla¨uft. 2
Somit sind Bedingungen gefunden worden, unter denen die Unter- und Ober-
Funktion fu¨r λ durch Definition 5.9 gegeben sind, die die eingangs genannten
Fehler beru¨cksichtigen. Hierdurch ist es mo¨glich, wenn man das Differentialglei-
chungssystem (5.86) numerisch integriert, den Einfluss aller im Anfang dieses
Abschnittes genannten Fehlerquellen nach oben und nach unten abzuscha¨tzen.
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5.4 Renormierungsgruppengleichungen und die
Higgs-Masse
Das Standardmodell der Elementarteilchenphysik liefert fu¨r die Masse des Higgs-









mW bezeichnet hier die Masse des W -Bosons. Allerdings sind die in der
obigen Gleichung vorkommenden Gro¨ßen λ, g2, mW aufgrund von Quanten-
Korrekturen Funktionen der Energieskala Λ beziehungsweise der Renormie-





, bei der die betrachteten physikalischen Prozesse ab-
laufen, abha¨ngig. E0 ist hierbei ein beliebiger Energiebezugspunkt. Um nun die
Higgs-Masse mH fu¨r einen experimentell zuga¨nglichen Energiebereich zu be-
stimmen, typischerweise E0 = mZ ≈ 91.187GeV beziehungsweise t = 0, (mZ
bezeichne hier die Masse des Z-Bosons), mu¨ssen alle Kopplungen und Massen
an diesem Skalenpunkt bekannt sein. Dies ist allerdings nicht der Fall. Insbe-
sondere ist λ am Skalenpunkt t = 0 experimentell nicht zuga¨nglich. Allerdings
genu¨gen λ und gt Differentialgleichungen, den Renormierungsgruppengleichun-
gen, die in der 1-Loop-Na¨herung bei Top-Quark-Masse-Approximation durch
die Gleichungen (5.76) gegeben sind (s. [Fo,Jo,St,Ei]). Um das Gleichungssy-
stem eindeutig zu lo¨sen, das sich aus (5.76) ergibt, mu¨ssen die Werte von gt, λ
an einem Skalenpunkt t∗ bekannt sein.
Da die Differentialgleichung fu¨r gt von der Differentialgleichung fu¨r λ entkop-
pelt und fu¨r t = 0 ein gemessener Wert gt0 vorliegt, la¨sst sich durch Integration
dieser Gleichung gt(t) an jedem geforderten Skalenpunkt t bestimmen.
Um Anfangswerte fu¨r den Parameter λ zu erhalten, liefert das DEHYMH-
Modell eine Mo¨glichkeit, indem die Parameterbeziehungen (5.4) und (5.5) aus-
genutzt werden, welche nach den Betrachtungen aus Kapitel 5.2.3 genau an
einem Skalenpunkt tc gelten. Hier lassen sich Werte fu¨r λ bestimmen. Da sich
sich auch gt(tc) bestimmen la¨sst, kann man das Differentialgleichungssystem aus
(5.76) vom Skalenpunkt tc bis 0 integrieren und somit λ an der Stelle t = 0 bzw.
Λ = E0 = mZ bestimmen.
Im Folgenden wird auf die beschriebene Weise die Higgs-Masse fu¨r das Stan-
dardmodell mit und ohne rechtsha¨ndige Neutrinos bestimmt. Dabei werden in
den Parameterbeziehungen (5.3), (5.4) bzw. (5.10), (5.11) die Λ-Matrizen durch
die Yukawa-Kopplungsmatrizen ersetzt, was der natu¨rlichen Wahl im Dirac-
Modell entspricht (s. Kap. 4). Weiterhin stellt sich heraus, dass die Parame-
terbeziehungen fu¨r das Standardmodell mit und ohne rechtsha¨ndigen Neutrinos
bei den gemachten Na¨herungen das Gleiche liefern.
5.4.1 Parameterbeziehungen
































wobei hier yq = 1118 , y` =
3
2 , N = 3 und x :=
1
3 trX gesetzt wurde.
Teilt man nun die erste Gleichung von (5.129) durch die zweite Gleichung







Hier ha¨ngt λ am kritischen Skalenpunkt tc vom Verha¨ltnis a0a3 ab, so dass λ durch
geeignete Wahl von a0 beziehungsweise a3 auf jeden beliebigen positiven Wert
fixiert werden kann. Des Weiteren ist die Wahl des Parameters a3 nicht vo¨llig
frei. Dividiert man die zweite Gleichung von (5.129) durch die dritte Gleichung







wobei gt hier fu¨r den Wert der Top-Yukawa-Kopplung an der Stelle tc steht.
Bestimmt man nun den numerischen Vorfaktor in Gleichung (5.131) mit Hilfe
der Gleichungen (5.83) und den Werten aus Tabelle 5.1, so findet man, dass die
geometrisch motivierten Parameterwahlen (s. Kap. 3)
a0 = a3 = a2,




(s. [Tol]) nicht mo¨glich sind, wie sich im Folgenden zeigt. Allerdings ist der
Wechselwirkungsfall mit a3 = a0 realisierbar. Der Parameter a2 wird durch
die Gleichung (5.131) festgelegt. Hierdurch wird die La¨ngenskala ` festgelegt,
da der numerische Wert von A durch Lemma 5.1 bzw. 5.2 festgelegt ist. Setzt
man nun die Definition fu¨r A im Standardmodell (SM) (s. Gl. (5.9) bzw. fu¨r A′
im Standardmodell mit rechtsha¨ndigen Neutrinos (R-ν) (s. Gl. (5.13)) ein, so
ergeben sich fu¨r den Fall n = 2 die Beziehungen:
a22`







Es zeigt sich damit, dass fu¨r fest gewa¨hlten Parameter a2 sich die La¨ngenskalen
` im Allgemeinen im Standardmodell mit und ohne rechtsha¨nhige Neutrinos
unterscheiden.
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Macht man nun die obige Betrachtung auch fu¨r das Standardmodell mit


























Bei der Untersuchung der Parameterbeziehungen von λ, a2, a3 und µ2 erha¨lt
















Die Parameterbeziehungen fu¨r λ und die Modellparameter ai sind in der
Top-Quark-Massen-Approximation fu¨r beide Modelltypen die Gleichen.
5.4.2 Bestimmung der Higgs-Masse mit Hilfe der Kopp-
lungen gt und λ
Im Folgenden soll mit Hilfe der Renormierungsgruppengleichungen (5.76) die
Masse fu¨r das Higgs-Boson bestimmt werden. Dabei wird, wie am Anfang von
Kapitel 5.4 beschrieben, vorgegangen.
Der kritische Skalenpunkt
Als numerische Werte fu¨r die Parameter tc aus Lemma (5.1) und ∆tc ergeben
sich mit den Daten aus Tabelle 5.1:
tc = 18.47343560, (5.137)







Eichkopplungen bei der Energie E = mZ = 91.187GeV Quelle: [Ca,Io,Ka,Sch]
Hier bezeichnet ∆tc den Fehler in linearer Ordnung von tc, was bei diesen
Fehlergro¨ßen angemessen ist. tc entspricht einer Energie von:
Ec = (0.90± 0.29) · 1010 GeV. (5.139)
Bestimmt man den Definitionsbereich D aus Definition 5.3 so erha¨lt man:
D = [0, 90.35704177). (5.140)
Hierdurch wird sichergestellt, dass das kritische Intervall Tc = [tc−∆tc, tc+∆tc]
innerhalb des Definitionsbereichs D der Funktionen g1, g2, g3 liegt.
Untersuchung der Renormierungsgruppengleichungen von gt






Renormierungsskala, so ergibt sich nach Einsetzten der Lo¨sungen fu¨r die Eich-





















gt(0) = gt0. (5.141)
Hier ist der Anfangswert gt0 durch die folgenden Beziehungen des Standard-








v bezeichnet den Vakuumerwartungswert des Higgs-Feldes im Standardmo-
dell. Mit den empirischen bestimmten Werten aus z.B. [Ca,Io,Ka,Sch] bei der
Energie E0 = mZ = 91.187GeV beziehungsweise t = 0 und
mt(0) = 175± 6 GeV
mW (0) = 80.33± 0.15 GeV (5.143)
erha¨lt man fu¨r gt0:
gt0 = 0.7087794100± 0.02638699 (5.144)
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Das Anfangswertproblem (5.141) mit dem Anfangswert (5.144) la¨sst sich
numerisch mit einen sechsstufigen Runge-Kutta-Fehlberg-Verfahren (RKF-Ver-
fahren) lo¨sen, wie es zum Beispiel in [Str,Wei] Kaplitel 2 beschrieben ist und als
Routine ,,rkf45” in MAPLE VI implementiert ist. Den Verlauf von gt(t) zeigt
die Abbildung 5.1. Des Weiteren wurden, um die Fehler in den Anfangswerten
von gt0 und in den Funktionen gi, i = 1, 2, 3 abzuscha¨tzen die Unter- und Ober-
funktionen gt, gt bestimmt und dargestellt, wie sie in den Gleichungen (5.101)
definiert sind. Diese Wahl der Unter- und Oberfunktionen, sofern man den Feh-
ler der numerischen Rechnung vernachla¨ssigt, stellt sicher, dass der wahre Wert
von gt(t) fu¨r t ∈ Tc zwischen gt(t), gt(t) liegt. Die Vernachla¨ssigung des nume-
rischen Fehlers ist gerechtfertigt, da dieser in der Routine ,,rkf45” erst in der
achten Nachkommerstelle auftritt.
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Abbildung 5.1: Verlauf der Top-Yukawa-Kopplung
Da nach Lemma 5.3 auf Tc gilt: ∀t ∈ Tc : gt(t) ≤ gt(t) ≤ gt(t), woraus folgt,
dass gt(tc −∆tc) ≤ gt(tc −∆tc) ≤ gt(tc −∆tc) =: c ist. Als numerischer Wert
von c ergibt sich:
c = 0.450873. (5.145)
Des Weiteren sei















α = 0.69678, (5.146)
womit die Voraussetzungen aus Lemma 5.4 erfu¨llt sind und somit gt, gt, gt auf
Tc monoton fallend sind. Weiter gilt fu¨r die Gro¨ße β aus Lemma 5.5:
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β := 8g32(tc −∆tc) + 94g2
2(tc −∆tc) + 1712g1
2(tc + ∆tc)
= 4.4577 ≤ 8pi2 ≈ 78.9568. (5.147)
Die Voraussetzungen von Lemma 5.5 sind damit erfu¨llt. Somit sind gt, gt, gt auf
Tc positiv.
An dieser Stelle lassen sich Aussagen u¨ber die Kompatibilita¨t der ausgezeich-
neten Parameterwahlen fu¨r a0, a2 und a3 (s. Kap. 3, Gl. (3.19), (3.20)) machen.
Fu¨r die geometrischen Fa¨lle aus Kapitel 3 muss gelten:
a2 = a0 = a3, (5.148)


























κ ist gerade der Proportionalita¨tskoeffizient zwischen a22 und a
2
3, wie er durch
Gleichung (5.131) gegeben ist. κ¯ und κ sind die obere und untere Schranken
von κ, wie sie sich aus den Renormierungsgleichungen ergeben. Als numerische
Werte erha¨lt man:
κ = 0.6882907230, (5.153)
κ = 0.8090985548, (5.154)
κ¯ = 0.9506430755. (5.155)
Allerdings mu¨ßte bei dim(M) = 4 im Fall Gleichung (5.148) gelten:
κ = 1, (5.156)





Die Werte der beiden geometrischen Fa¨lle liegen außerhalb der numerische
Schranken von κ, so dass die geometrischen Parameterwahlen nicht mo¨glich
sind. Es zeigt sich aber, dass die Parameterwahl fu¨r den so-genannten Wech-
selwirkungsfall a3 = a0 = a (s. Gl. (3.21)) mo¨glich ist. Aus diesem Grund
beschra¨nkt sich die weitere Diskussion auf diesen Fall.
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Einfluss der Renormierungsgruppengleichungen auf die Kopplung λ
Um die numerischen Werte der Kopplung λ am Skalenpunkt t = 0 zu bestim-
men, muss das Differentialgleichungssystem
g˙t = βt, (5.158)
λ˙ = βλ (5.159)
mit Anfangswerten am kritischen Skalenpunkt tc integriert werden. Der Wert
von λ ist im Wechselwirkungsfall am kritischen Skalenpunkt tc nach Abschnitt




gegeben. Dabei tritt das Problem auf, dass die Gro¨ßen tc, gt(tc) nur mit
endlicher Genauigkeit bekannt sind. Des Weiteren sind die β-Funktionen βt und
βλ aufgrund der in den Funktionen gi, i = 1, 2, 3 auftretenden fehlerbehafteten
Parameter Ai nur mit einem nicht verschwindenden Fehler bestimmbar.
Um den Einfluss dieser Fehler auf den Wert von λ an der Stelle t = 0
abzuscha¨tzen, wa¨hlt man Unter- bzw. Oberfunktionen λ, λ wie in Definition
5.9.
λ la¨sst sich bestimmen, indem man den Anfangangswert λ(tc) nach oben
abscha¨tzt und die Differentialgleichung
λ˙ = βλ (5.161)
integriert. λ erha¨lt man entsprechend.
Damit verbleibt noch das Problem, den Einfluss des Fehlers ∆tc am kriti-
schen Skalenpunkt tc auf das Ergebnis abzuscha¨tzen. Man kann nun mit Hilfe
der Lemmata aus Abschnitt 5.3 die niedrigsten mo¨glichen Anfangswerte fu¨r λ(t)
auf Tc bestimmen. Pru¨ft man nun die Voraussetzungen von Lemma 5.6, so findet
man die folgenden numerischen Werte:
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λ(tc + ∆tc) = 0.1116626791. (5.165)











λ sind in Definition 5.10 definiert. Damit sind
die Voraussetzungen von Lemma 5.6 erfu¨llt und es folgt, dass λ, λ, λ fu¨r alle






Numerische Ergebnisse fu¨r die Kopplung λ
Die numerischen Ergebnisse fu¨r λ, λ, λ bei t = 0 sind in Tabelle 5.2 zusammen-
gefaßt. Sie wurden mit der MAPLE VI-Routine ,,rkf45” ermittelt.
Der Verlauf der Kopplung λ entlang der der Renormierungsskala t findet
sind in Abbildung 5.2.
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Abbildung 5.2: Verlauf der λ-Kopplung
Bestimmung der Higgs-Masse mit Hilfe von λ
Die Higgs-Masse la¨sst sich am Skalenpunkt t = 0 mit Hilfe der Formel (5.127)
bestimmen. Die Ergebnisse sind in Tabelle 5.3 zusammengefasst.
Betrachtungen fu¨r beliebige Higgs-Kopplungen an der Stelle tc
In diesem Abschnitt soll untersucht werden, was passiert, wenn man die Pa-
rameter a0, a3 als frei wa¨hlbar annimmt. Damit erha¨lt man an der Stelle tc
Anfangswerte, fu¨r die das Differentialgleichungssystem (5.86) die Form hat:
gt(tc) = gttc ,
λ(tc) = c, c > 0. (5.166)
Das Ziel ist es, untere und obere Schranken fu¨r λ(0) und damit fu¨r die Higgs-
Masse bei t = 0 zu bestimmen.
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Fu¨r den Fall c = 0 ergibt sich mit den im Vorhergehenden beschriebenen
Methoden als untere Schranke:
λ(0) = 0.03462872. (5.167)
Der Verlauf von λ mit λ(tc) = 0 ist in Abbildung 5.3 dargestellt.
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Abbildung 5.3: Verlauf der λ-Kopplung zum Anfangswert λ(tc) = 0
Als untere Schranke fu¨r die Higgs-Masse erha¨lt man fu¨r diesen Fall:
mH = 129.5719 GeV. (5.168)
Um eine obere Schranke fu¨r die Higgs-Masse zu finden, muss man das An-
fangswertproblem (5.166) fu¨r den Fall c→∞ untersuchen:
Die Idee dieses Problem zu untersuchen, gru¨ndet sich auf die folgende U¨ber-
legung: Man scha¨tzt die β-Funktion fu¨r λ auf dem Intervall [0, tc + ∆tc] nach
oben durch eine Funktion β˜λ(t, λ) ab, so dass die Lo¨sung fu¨r das Anfangswert-
problem
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λ˙ = β˜λ, λ(tc) = c (5.169)
eine Oberfunktion zu den durch βλ, βλ und βλ definierten Anfangswertproble-
men liefert, die explizit von dem Anfangswert c abha¨ngen. Dadurch wird es
mo¨glich, den Grenzu¨bergang c→∞ explizit durchzufu¨hren.
Seien dazu:






















2(0)g12(tc + ∆tc)). (5.170)
Untersucht man weiter das Anfangswertproblem
λ˙ = `1λ2 + `2λ+ `3, λ(t∗) = c, t∗ ∈ Tc, (5.171)


























β < 0. (5.173)
Des Weiteren findet man, da sich die Monotonieeigenschaften von gt aus
Kapitel 5.3 auf das Intervall [0, tc + ∆tc] u¨bertragen lassen, dass gilt:
βλ(t, λ), βλ(t, λ), βλ(t, λ) ≤ β˜λ(t, λ), t ∈ [0, tc + ∆tc]. (5.174)
Damit ist die Lo¨sung von (5.169) bei entsprechender Wahl der Anfangswerte
Oberfunktion fu¨r λ(t).
Man kann fu¨r λ(t) mit t ∈ [0, tc −∆tc] fu¨r den Grenzfall c → ∞ eine obere
Schranke bestimmen, indem man den Grenzu¨bergang c→∞ fu¨r λ˜ durchfu¨hrt.
Als Grenzfunktion erha¨lt man:
λ˜as(t) :=
√|β| coth( `1β√|β| (tc + ∆tc))− α. (5.175)
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Betrachtet man die Stelle t = 0, so ergibt sich als numerischer Wert:
λ˜as(0) = 0.4566939695. (5.176)
Fu¨r das Higgs-Boson erha¨lt man damit die folgende Masse:
mH as = 473.3272252 GeV. (5.177)
Es sollte angemerkt werden, dass aufgrund der vorangegangenen U¨berlegun-
gen diese Betrachtungen prinzipielle Schranken fu¨r die Higgs-Masse im Stan-
dardmodell als DEHYMH-Modell ergeben, und zwar unabha¨ngig von der Pa-
rameterwahl in a0, a3. Die Masse fu¨r das Higgs-Boson muss im Rahmen des
DEHYMH-Modells in dem Intervall






In diesem Kapitel sollen die Konsequenzen des DEHYMH-Modells mit denen
anderer geometrischer Teilchenmodelle verglichen werden. Dabei beschra¨nken
sich die folgende Betrachtungen auf das Chamseddine-Connes-Modell ([Ch,Co],
[Ca,Io,Sch],[Ca,Io,Sch]) und das Connes-Lott-Modell ([Co,Lo],[Sch,Zy],[Ka,Sch],
[Io,Ka,Sch], [Io,Ka,SchII], [Ca,Io,SchII], [Ca,Io,Sch] [Io,Sch]). Diese beiden Mo-
delle besitzen eine gewisse Verwandtschaft mit dem DEHYMH-Modell, da in al-
len diesen Modellen verallgemeinerte Dirac-Operatoren eine fundamentale Rolle
spielen. Allerdings sind sowohl das Chamseddine-Connes-Modell als auch das
Connes-Lott-Modell von der nichtkommutativen Geometrie her motiviert, wo-
gegen das DEHYMH-Modell in einem rein differentialgeometrischen Rahmen
formuliert ist (s. [Ack,Tol], [Tol], [Tol2]). Es werden insbesondere die Konse-
quenzen fu¨r das Standardmodell der Teilchenphysik in diesen drei Zuga¨ngen
verglichen.
6.1 Vergleich Chamseddine-Connes/DEHYMH
Der Chamseddine-Connes Zugang zum Standardmodell ist dem des DEHYMH-
Modells sehr a¨hnlich, auch wenn die Motivation eine andere ist. Auch hier ist
der Ausgangspunkt ein Dirac-Operator DCC auf einem Z2-graduierten, hermi-
tischen, getwisteten Spinor-Bu¨ndel u¨ber einer kompakten, randlosen, Riemann-
schen Spin-Mannigfaltigkeit gerader Dimension. Des Weiteren werden Funk-
tionale, die die bosonische und die fermionische Wirkung erzeugen, definiert.
Hierbei ist das Funktional fu¨r die Fermion-Wirkung wie im DEHYMH-Modell
definiert. Das bosonische Funktional wird dagegen aus einer modifizierten asym-
ptotischen Entwicklung der Spur des Wa¨rmeleitungskernes von D2CC gewonnen.
Im Folgenden werden kurz die wichtigsten Begriffe zusammengefasst. Eine
detaillierte Beschreibung findet sich in z.B. [Ca,Io,Ka,Sch].
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6.1.1 Der Dirac-Operator des Chamseddine-Connes Mo-
dells
Der Chamseddine-Connes-Dirac-Operator ist ein ungerader Differential-Operator
1. Ordnung, der wie folgt abbildet:
DCC : Γ(E) −→ Γ(E).
Hierbei ist E das eingangs erwa¨hnte Z2-graduierte, hermitische, getwistete Spinor-
Bu¨ndel u¨ber einer kompakten, randlosen, Riemannschen Spin-Mannigfaltigkeit
der Dimension vier. Somit besitzt E die Struktur:
E = S ⊗ E .
S ist ein Spinor-Bu¨ndel mit Faser-Dimension vier und E ein Z2-graduiertes
Vektorbu¨ndel, fu¨r das gilt:
E = EL ⊕ ER,
mit den typischen Fasern:
VL = (C2 ⊗ CN ⊗ C3)⊕ (C2 ⊗ CN ), (6.1)
VR = ((C⊕ C)⊗ CN ⊗ C3)⊕ (C⊗ CN ). (6.2)
Der Dirac-Operator ist dann gegeben durch (s. [Ca,Io,Ka,Sch]):
DCC := D + γ5 ⊗ Φ, (6.3)









⊗ 1E + γµ ⊗ ρ(Aµ). (6.4)
ωµab sind die Koeffizienten des Spin-Zusammenhanges. Des Weiteren stellt man
fest, dass D ein SDO ist. Daru¨ber hinaus ist ρ : SU(3) × SU(2) × U(1) →
Aut(VL ⊕ VR) die Fermionendarstellung des Standardmodells (s. z.B. Gl. (4.4),
(4.5)). Die Tangentialabbildung zu ρ, die auf der Lie-Algebra su(3)⊕su(2)⊕u(1)
























Hierbei sind gu, gd, ge die Yukawa-Kopplungsmatrizen. Fu¨r die Clifford-Algebra
gilt im Folgenden:















, ydR = −
1
3
, yH = −12 .
Die Graduierung auf E ist gegeben durch:
χE = γ5 ⊗ χE .
χE ist der Graduierungsoperator zur L-R-Graduierung auf E.
Vergleicht man nun DCC mit dem Dirac-Operator des DEHMYH-Modells,
so stellt man fest: DCC ist ein Dirac-Yukawa-Operator ist, wa¨hrend der im
DEHYMH-Modell verwendete Dirac-Operator ein Pauli-Dirac-Yukawa-Operator
ist. Allerdings wird dieser Pauli-Dirac-Yukawa-Operator von einem Dirac-Yuka-
wa-Operator induziert (s. Kap. 3), der dem Chamseddine-Connes-Dirac-Operator
DCC sehr a¨hnlich ist. Nur die Endomorphismen Φ unterscheiden sich leicht ihrer
Struktur (vgl. (4.1)). Des Weiteren operiert der Pauli-Dirac-Yukawa-Operator
nicht auf Schnitten in das Bu¨ndel E wie DCC , sondern auf den Schnitten in das
verdoppelte Bu¨ndel E˜ = E ⊕ E (s. Kap. 3). Weitere Details hierzu finden sich in
[Tol2].
6.1.2 Wirkungen
Das fermionische Funktional ist definiert durch:
If := (ψ,DCCψ)Γ(E).
(·, ·)Γ(E) ist hier die hermitische Form auf Γ(E). Man erha¨lt hier das gleiche
Ergebnis wie im DEHYMH-Modell.
Das bosonische Funktional des Chamseddine-Connes Modells ist durch eine
modifizierte, asymptotische Entwicklung der Spur des Wa¨rmeleitungskernes von






∗(Λ4f0a0Z + Λ2f2a2Z + f4a4Z +O(Λ−2)). (6.6)
Λ ist hier eine inverse Energie, und die obige Entwicklung gilt fu¨r Λ → infty.
Physikalisch la¨sst sich diese asymptotische Entwicklung auf folgende Weise ver-
stehen: Man betrachtet hier nur Vorga¨nge, die niedrigen Energien stattfinden,
und bestimmt hierfu¨r die wesentlichen Betra¨ge der Wirkung. Allerdings entsteht
hier die Energieabha¨ngigkeit der Wirkung nicht wie in Abschnitt 5.2 durch den
Einfluss von Quanten-Korrekturen, sondern ist durch die Konstruktion der Wir-




du uf(u), f2 :=
∫ ∞
0
du f(u), f4 := f(0). (6.7)
f ist hier eine glatte Abbildung f : R+ → R+, des Weiteren bezeichnet O(Λ−2)
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hier die Terme in Λ, die ho¨chstens die Ordnung −2 besitzen. Man hat weiter:



























Hierbei ist trZ(·) := tr(Z·), wobei Z ein Element der Kommutante zu SU(3)×
SU(2)×U(1) bezu¨glich der Fermionendarstellung auf E bezeichnet. F tµν stellt die
Komponenten der totalen Kru¨mmung des zum Standardteil von DCC geho¨rene-
den Clifford-Zusammenhanges dar. V ist hier der Potentialterm der Lichnerowicz-
Zerlegung von DCC .































ϕ := (ϕ1, ϕ2),
Dµϕ := (∂µ + wµ + yHbµ)ϕ,





In der letzten Gleichung bezeichnet Gµνρσ die Komponenten des Weyl-Tensors.
Cµν , Wµν und Bµν sind wie in Kapitel 4 definiert. m′p und Λ
′
C sind die Plan-
ckmasse und die kosmologische Konstante, bei denen die Beitra¨ge des Vakuu-
merwartungswertes v2 = µ
2
4λ von ϕ noch nicht beru¨cksichtigt sind. v ist dabei
das Minimum des Terms − 12µ2|ϕ2|2 + λ|ϕ|4. Die vollsta¨ndige Planckmasse und











Offensichtlich ist hier, im Gegensatz zum Standardmodell der Teilchenphysik
(s. [Na]), dass nicht nur ein Term auftritt, der die Einstein-Hilbert-Wirkung be-
schreibt, wie auch im DEHYMH-Modell, sondern auch Terme, die quadratisch
in der Riemannschen Kru¨mmung sind, wie der Weyl-Tensor, und Kru¨mmungs-
terme, die an das Higgs-Feld ϕ koppeln.
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6.1.3 Parameterbeziehungen im Chamseddine-Connes Mo-
dell
Zur Bestimmung der Parameterbeziehungen wird als na¨chstes Z beno¨tigt. Fu¨r
Z ergibt sich nach [Ca,Io,Ka,Sch]:
Z = 1S ⊗

x
3 12 ⊗ 1N ⊗ 13 0 0 0
0 12 ⊗ y 0 0
0 0 x3 12 ⊗ 1N ⊗ 13 0
0 0 0 y
 , (6.12)
y = diag(y1, . . . , yN ).
Z hat die gleiche Struktur wie das Element der Kommutante im DEHYMH-
Modell, wenn man diese auf ein Unterbu¨ndel E von E˜ = E ⊕ E einschra¨nkt.




























































































` ist eine La¨ngenskala. Sie skaliert die Koordinaten der Raumzeitmannigfaltig-
keitM, die beim U¨bergang zu einem physikalischen Funktional die physikalische









































Es sei angemerkt, dass die obige Form der Parameterbeziehungen von der
in [Ca,Io,Ka,Sch] abweicht. In dem hier gewa¨hlten Fall wurde eine globale Kon-




16pi ist. In [Ca,Io,Ka,Sch] dagegen wurden die Parameter direkt iden-
tifiziert und die erste Beziehung von (6.14) zur Vereinfachung der Beziehungen
fu¨r λ und µ2 benu¨tzt.
6.1.4 Vergleich der Parameterbeziehungen
Allgemeine Bemerkungen
Zum Vergleich seien nochmals, die Parameterbeziehungen des DEHYMH-Modells
fu¨r den Fall ohne rechtsha¨ndige Neutrinos angegeben, wobei hier um der besse-










































































Vergleicht man nun die Parameterbeziehungen des Chamseddine-Connes-
Modells mit denen des DEHYMH-Modells, so stellt man fest, wenn man die
Verschiebung in der Planckmasse im Chamseddine-Connes-Modell nicht beru¨ck-
sichtigt, dass die Beziehungen in den Parametern g1, g2, g3 (s. (6.13)) und λ,
µ2, 1 (s. (6.14)) in den Ausdru¨cken, in denen die Yukawa-Kopplungsmatrizen
und die Matrix X auftreten, die gleiche Struktur besitzen. Sie unterscheiden
sich lediglich um Vorfaktoren, die sich aus den Modell-Parametern f0, f2, f4,
1
`′2p Λ2





zusammensetzen. Des Weiteren stellt
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sich heraus, dass sich die Beziehungen in den Eichkopplungen in den beiden
Modellen nur um einen globalen Faktor unterscheiden. Dies hat zur Folge, dass
alle Gro¨ßen, die sich aus Verha¨ltnissen von Kopplungskonstanten bestimmen,
in beiden Modellen gleich sein mu¨ssen. Dies sind insbesondere:
• Die Verha¨ltnisse der Eichkopplungen gi und ihrer Grenzwerte (s. (5.25)).







• Der kritische Skalenpunkte tc, der aus Parameterbeziehungen fu¨r die Eich-
kopplungen bestimmt wird (s. (5.1)).
Diese formale A¨hnlichkeit in den Parameterbeziehungen in den beiden Mo-
dellen kann auf folgende Weise versta¨ndlich gemacht werden, wenn man die in
den Wa¨rmespurkoeffizienten a0Z , a2Z und a4Z vorkommenden Spuren trZ(V2),





















µνγρσ)trE(z) + trS(1S)trE(zΦΦ∗). (6.20)
Dabei bezeichnen Z = 1S ⊗ z und Fµν die Komponenten der durch die Fermio-
nendarstellung ρ induzierten Kru¨mmung auf E; ∇µ ist lokal gegeben durch:
∇µ = ∂µ + ρ(Aµ).





′([∇Eµ , φ][∇Eµ, φ])),
a′4trE(z
′φ2). (6.21)
Beim Auswerten der Spuren stellt sich heraus, dass man fu¨r die Spuren
trE(z′φ4), trE(zFµνFµν);




bis auf einen Faktor 2 jeweils die selben Ausdru¨cke erha¨lt. Der Faktor 2 er-
kla¨rt sich dadurch, dass z′ die Summe der Diagonalblo¨cke der Kommutanten im
verdoppelten Bu¨ndel E˜ ist (Gl. (3.2), (3.1)).
Setzt man nun fu¨r FEµν ein (s. 4.1) und beru¨cksichtig, dass z
′ und z bis auf
eine Parameter-Redefinition die gleiche Struktur haben, so findet man:
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• Die Spuren u¨ber die Kru¨mmungsterme Fµν und FEµν liefern in beiden Mo-
dellen das Gleiche, da in beiden Fa¨llen die Kru¨mmungen auf E von der
Fermionendarstellung der Gruppe G := SU(3) × SU(2) × U(1) induziert
werden, die in beiden Modellen die Gleiche ist.
• Man erha¨lt auch strukturell gleiche Ausdru¨cke fu¨r die Terme, in denen φ
beziehungsweise Φ auftreten. φ und Φ sind zwar wie schon erwa¨hnt leicht
unterschiedlich definiert, aber die Spuren u¨ber Terme, in denen Φ und φ
auftreten, liefern das Gleiche.
Diese Beobachtung erkla¨rt in gewisser Weise die große A¨hnlichkeit in den Pa-
rameterbeziehungen. Die unterschiedlichen relativen Vorfaktoren in den beiden
Modellen ru¨hren daher, dass in beiden Modellen die Beitra¨ge der Spuren die auf
der Spinor-Komponente wirken verschieden sind. Daru¨ber hinaus gehen hier im
Chamseddine-Connes-Modell noch die numerischen Faktoren der Koeffizienten
der Wa¨rmespur ein.
Verku¨rzt la¨ßt sich sagen, dass die A¨hnlichkeiten in den beiden Modellen
daher kommen, dass fu¨r die internen Ra¨ume E im Wesentlichen die gleichen
Spuren ausgewertet werden, wa¨hrend dagegen sich die Vorfaktoren aus Spuren
u¨ber Endomorphismen der Spinor-Komponente von E ergeben, die in beiden
Modellen verschieden sind. Dies ist auch der Grund fu¨r das verschiedenartige
Auftreten der Parameter f0, f2, f4 bzw. a0, a2, a3.
Vergleich bei Beru¨cksichtigung von Quanten-Effekten
Will man den Einfluss von Quanten-Korrekturen bei beiden Modellen (eine
analoge Untersuchung wie in Kapitel 5.2 ist fu¨r das Chamseddine-Connes Modell
in [Ca,Io,Ka,Sch], [Ca,Io,Sch] gemacht worden) vergleichen, ist es sinnvoll, die
Parameterbeziehungen fu¨r das Chamseddine-Connes Modell in der Top-Quark-



































































































Untersucht man Beziehungen (6.23) so zeigt sich, dass das Vorzeichen auf
der rechten Seite immer positiv ist, da gilt:
2
4N + 3trX
< 1, N ≥ 1, ∀trX > 0.
Dies hat zur Folge, dass das relative Vorzeichen zwischen dem Einstein-Hilbert-
Term 116pi`2p
∫ ∗R und dem u¨brigen Term des Chamseddine-Connes Funktionals
immer negativ ist. Dies ist auch im DEHYMH-Modell der Fall. Es sei noch kurz
daran erinnert, dass in natu¨rlichen Einheiten die Beziehung mp = 1`p zwischen
der Planck-Masse und der Planck-La¨nge gilt.
Betrachtet man nun die Parameterbeziehungen fu¨r die Eichkopplungen (s.














in die Parameterbeziehungen fu¨r das DEHYMH-Modell u¨berfu¨hren kann (s.
Gl. (5.128), (5.129)). Dies erkla¨rt, dass bei diesem Satz von Parameterbezie-
hungen die gleichen Pha¨nomene auftreten. Insbesondere, wenn man die Re-
normierungsgruppengleichungen auf diese Parameterbeziehungen anwendet (s.
Abschnitt 5.2.3), erha¨lt man genau den gleichen kritischen Skalen-Punkt tc.
Untersucht man nun die Parameterbeziehungen (6.25) am kritischen Skalen-










Dies ist fu¨r N = 3 genau die Beziehung, die sich auch in [Ca,Io,Ka,Sch] ergibt.
Setzt man nun N = 3 und setzt die obigen beiden Gleichungen gleich, so ergibt






Bestimmt man nun mit Hilfe der Renormierungsgruppengleichungen (5.75) und
(5.76) die numerische Werte von gt und g3 fu¨r am Skalenpunkt tc zu den An-
fangswerten (s. z.B. [Ca,Io,Ka,Sch])
g3(t = 0) = 1.218± 0.0026, gt(t = 0) = 0.70878± 0.02639,
die den gemessenen Werten fu¨r g3 und gt bei einer Energie von E = mZ ≈ 91.187
GeV entsprechen (s. (5.1), (5.144)), so erha¨lt man:
g23(tc) = 0.4325535± 0.000539,
3
2
g2t (tc) = 0.2621575± 0.040212. (6.30)
Die numerischen Werte sind auch bei Beru¨cksichtigung des Fehlers nicht gleich,
woraus folgt, dass das Chamseddine-Connes Modell mit den Renormierungs-
gruppengleichungen in der 1-Loop Approximation numerisch inkonsistent ist.




























dann sind noch genu¨gend freie Parameter vorhanden, um die numerische Kon-
sistenz sicherzustellen.
Als Letztes soll noch kurz die Frage diskutiert werden, warum die Werte fu¨r
die Higgs-Masse, wenn man sie aus der Beziehung fu¨r die Kopplung λ bestimmt,
in beiden Modelle von gleicher Gro¨ßenordnung ist. Zwar ist diese Betrachtung
angesichts der numerischen Inkonsistenz des Chamseddine-Connes Modells nur
bedingt sinnvoll, aber man stellt fest, dass die Werte fu¨r die Higgs-Masse
mH = 190± 5 GeV (Chamseddine-Connes s. [Ca,Io,Ka,Sch],[Ca,Io,Sch]),
mH = 188± 15 GeV (DEHYMH s. Kap. 5.4.2)
im gleichen Bereich liegt, was darauf zuru¨ckzufu¨hren ist, dass die Anfangswerte








g2t (tc) ≈ 0.13110 (DEHYMH).




Im Chamseddine-Connes-Modell wird in seiner urspru¨nglichen Version die asym-
ptotische Entwicklung der Spur von Trf(D
2
Λ2 ) fu¨r Λ → ∞ verwendet (s.u.a.





















f4 = f(0), (6.32)
wobei f : R+ → R+ eine beliebige positive glatte Funktion ist. Weiter gilt:



























V2 + Oberfl. Terme. (6.33)
V ist hier der Potentialterm der Lichnerowicz-Zerlegung von D2 (s. Kap. 2).
Des Weiteren werden die Bezeichnungen des vorigen Abschnittes beibehalten.
Die Koeffizienten φi sind die Koeffizienten der asymptotischen Entwicklung des
Wa¨rmeleitungskernes von D2 (s. [Ca,Io,Ka,Sch]).
Es stellt sich aber heraus, dass die Parameterbeziehungen in diesem Mo-
dell zu Problemen fu¨hren. Wenn man z.B. die Parameterbeziehungen fu¨r die
Eichkopplungen betrachtet (Man kann sie einfache aus den Beziehungen (6.18)























Im Fall yq = 1118 , y` =
3












Es zeigt sich aber, dass diese Beziehung nicht mit den gemessenen Werten
fu¨r die Eichkopplungen bzw. mit Quanten-Korrekturen vertra¨glich ist (s. z.B.
[Ca,Io,Ka,Sch], oder Ende des Abschnitts).
Um dieses Problem zu lo¨sen, wurde eine so genannte Soft-Wirkung eingefu¨hrt
(s. z.B. [Ca,Io,Ka,Sch]), in der der im bosonischen Funktional auftretende Dirac-
Operator D2 durch ζD2 ersetzt wird, wobei ζ ein Element der zugeho¨rigen










erzeugt. Es zeigt sich allerdings, dass dieses Funktional nicht die Ausdru¨cke in
den Parameterbeziehungen liefert, wie sie die Gleichungen (6.13), (6.14), (6.15)
gegeben sind, und die in [Ca,Io,Ka,Sch] und [Ca,Io,Sch] verwendet werden.
Dies la¨sst sich verstehen, wenn man annimmt, dass ζ selbstadjungiert ist,
was im Standardmodell im Chamseddine-Connes Zugang erfu¨llt ist. Dann ist
ζD2 ein positiver, elliptischer Pseudodifferentialoperator, wenn D2 positiv ist,
und fu¨r seine asymptotische Wa¨rmespurentwicklung gilt folgendes Lemma (s.
[Tol]):
Lemma 6.1. Sei (D, ρ,G) ein Dirac-Tripel mit einem passenden Z2-graduierten,
hermitischen, getwisteten Spinor-Bu¨ndel E u¨ber einer kompakten, randlosen,
Riemannschen Spin-Mannigfaltigkeit M gerader Dimension n. Ferner sei ζ ein
Element der zum Dirac-Tripel geho¨renden Kommutanten, das selbstadjungiert
















, t→ 0 + . (6.36)
Die φk sind durch die Gleichungen (6.33) gegeben.
Der Beweis findet sich in [Tol]. Er wird noch einmal wiederholt, da er an-
schaulich zeigt, wie die Potenzen von ζ entstehen, die fu¨r die spa¨teren Betrach-
tungen entscheidend sind.
Beweis: Nach den Kommentaren in Kapitel 3, beziehungsweise in [Ack],
[Tol] wurde gezeigt, dass ζ ein konstantes Spektrum besitzt. Sei nun spec(ζ) :=
{λ1, . . . , λm}. Da ζ selbstadjungiert ist, la¨sst sich ζ diagonalisieren, und auf-




Ei, Ei := ker(ζ − λi1E).
Da [D, ζ] = 0 gilt, wird diese Zerlegung von D2 respektiert. Seien nun









































































was die Behauptung ist. 2
















a˜4 := trE(φ4(D2)). (6.38)
Es werden hier die gleichen Konventionen fu¨r die Bezeichnungen benutzt wie
im vorangegangenen Abschnitt. Wertet man nun die Koeffizienten a˜i, i = 0, 2, 4,






R(3tr(gugu∗ + gdgd∗) + tr(gege∗))|ϕ|2
−2
3
N(4tr(CµνCµν) + 4tr(WµνWµν) + (3yq + y`)BµνBµν)
−4(3tr((gugu∗)2 + (gdgd∗)2) + tr((gege∗)2))|ϕ|4
+4(3tr(gugu∗ + gdgd∗) + tr(gege∗))(Dµϕ)(Dµϕ)∗,
a˜2 = −13(4Nx+ 3try)R




(4x2 + 9tr(y2)). (6.39)
Identifiziert man die Parameter und normiert wie im vorangegangenen Ab-





























































(3tr(gugu∗ + gdgd∗) + tr(gege∗)). (6.43)
Betrachtet man nun die Parameterbeziehungen fu¨r die Eichkopplungen, so













Setzt man nun fu¨r yq = 1118 , y` =
3












Dass diese Beziehungen zu Inkonsistenzen fu¨hren, sieht man, wenn man in
die Gleichungen die Lo¨sungen der Renormierungsgruppengleichungen fu¨r die














Lo¨st man nun nach t auf, so erha¨lt man:
5
3
A1 − 33169 A2 +
262
69
A3 = 0 (6.47)
mit Ai = 1g2i (E=mZ) . Numerisch ergibt sich mit den Werten aus Tabelle 5.1 fu¨r
die linke Seite:
4.27± 2.59 6= 0. (6.48)
Womit sich zeigt, dass auch dieser Zugang zu numerischen Inkonsistenzen fu¨hrt.
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6.2 Vergleich Connes-Lott/DEHYMH
In Folgenden werden nun der Connes-Lott Zugang zum Standardmodell rekapi-
tuliert und seine Konsequenzen mit denen des DEHYMH-Modells verglichen.
6.2.1 Nichtkommutative Modelle
Der Startpunkt fu¨r ein nichtkommutatives Modell und somit auch fu¨r ein Connes-
Lott-Modell ist eine reelle, assoziative, unitale Involutionsalgebra A und ein aus
vier (sic!) Objekten bestehendes reelles, spektrales Tripel (H,D, χ, J) mit den
Eigenschaften (s. [Ca,Io,Sch]):
• H ist ein Hilbert-Raum, der eine treue Darstellung ρ : A → End(H) tra¨gt.
• χ ist ein Graduierungsoperator auf H.
• J ist eine reelle Struktur auf H.
• D ist ein so genannter ”Dirac-Operator“ .
Hier sollte erwa¨hnt werden, dass der ”Dirac-Operator“ D a priori nicht un-
bedingt ein Dirac-Operator in dem in dieser Arbeit verwendeten Sinn sein muss.
Es zeigt sich aber, dass dieser Operator im Fall des Standardmodells ein verall-
gemeinerter Dirac-Operator ist. Daru¨ber hinaus werden fu¨r das reelle spektrale
Tripel noch folgende Eigenschaften gefordert:
• ∀a, a′ ∈ A [ρ(a), Jρ(a′)J−1] = 0.
• Dχ+ χD = 0.
• DJ − JD = 0.
• ∀a ∈ A ist [D, ρ(a)] beschra¨nkt.
• ∀a, a′ ∈ A : [[D, ρ(a)], Jρ(a′)J−1] = 0.
Das Ziel ist nun, mit Hilfe des reellen spektralen Tripels eine Differentialal-
gebra (ΩDA, dD, < ·, · >) mit einem Skalarprodukt zu konstruieren, mit deren
Hilfe sich dann so-genannte nichtkommutative Yang-Mills Theorien formulieren
lassen. Im Folgenden wird das 5-Tupel (A,H,D, χ, J) als NCG-Daten bezeich-
net.
Die Konstruktion von (ΩDA, dD, < ·, · >)
Die Konstruktion der Differentialalgebra (ΩDA, dD, < ·, · >) la¨uft im Wesentli-
chen u¨ber drei Schritte (ausfu¨hrliche Darstellungen u¨ber dieses Verfahrens fin-
den sich u.a. in [Sch,Zy], [Ca,Io,Sch], [Tol2]): Der Konstruktion der universellen
Einhu¨llenden (ΩˆA, δ), die Konstruktion einer Darstellung von (ΩˆA, δ) auf H
mittels der Darstellung ρ als Operatoralgebra und die Wahl eines Skalarpro-
duktes < ·, · > auf ΩDA.
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Die universelle Einhu¨llende Die universelle Einhu¨llende (ΩˆA, δ) ist defi-











1 · · · δajn
∣∣∣ajq ∈ A, 0 ≤ q ≤ n
 . (6.49)
Das Differential δ besitzt folgende Eigenschaften:
δ(a0δa1 · · · δap) := δa0δa1 · · · δap,
δ1 := 0,
δ2 := 0,
∀a, a′ ∈ ΩˆA δ(aa′) := (δa)a′ + aδa′. (6.50)
Durch lineare Fortsetzung wird δ auf ganz ΩˆA festgelegt. Ferner wird eine In-
volution ·∗ auf ΩˆA durch die Involution von A induziert:
∀a, b ∈ ΩˆA (ab)∗ := b∗a∗,
(δa)∗ := δa∗ := δ(a∗). (6.51)
Alles weitere ergibt sich durch lineare Fortsetzung. Konstruktionsbedingt ist
(ΩˆA, δ) immer eine unendlich dimensionale Algebra mit trivialer Kohomologie
und in natu¨rlicher Weise Z-graduiert (s. [Sch,Zy]).
Die Konstruktion von ΩDA Die Abbildung
pˆi : ΩˆA −→ End(H), definiert durch
a0δa1 · · · δap 7→ (−i)pρ(a0)[D, ρ(a1)] · · · [D, ρ(ap)]. (6.52)
liefert per Konstruktion eine Darstellung von ΩˆA als involutive Algebra, aber
nicht als Differentialalgebra. Um eine Darstellung als Differentialalgebra zu er-
halten, muss man von pˆi(ΩˆA) zur Quotientenstruktur pˆi(ΩˆA)/J u¨bergehen, wo-
bei J das zweiseitige Differentialideal ist, das definiert ist durch:
J := pˆi(δ ker pˆi) =:
⊕
p
J p, J p := pˆi(δ(ker pˆi)p−1). (6.53)
Die abschließende Algebra ist dann:
ΩDA := pˆi(ΩˆA)/J , (6.54)
mit dem Differential
dD := [pˆi(δ·)], (6.55)
wobei [·] die A¨quivalenzklassen bezeichnet. ΩDA ist wie ΩˆA in natu¨rlicher Weise
Z-graduiert. Da ρ eine treue Darstellung ist, gilt daru¨ber hinaus:
Ω0DA ∼= ρ(A), Ω1DA ∼= pˆi(Ωˆ1A). (6.56)
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Wahl des Skalarproduktes Diese Wahl ist im Allgemeinen nicht eindeutig,
beziehungsweise die Existenz ist nicht sichergestellt. Es zeigt sich aber, dass
in so genannten fast kommutativen Modellen, zu denen auch die Connes-Lott
Modelle geho¨ren, ein nichtkommutatives Analogon zu einem Integral existiert.
Dies erlaubt die Konstruktion eines Skalarproduktes (s. [Tol2]). Wenn man nun
davon ausgeht, dass ein Skalarprodukt auf End(H) bzw. auf pˆi(ΩˆA) existiert,
so la¨sst sich ΩDA in End(H) einbetten, indem man jeder A¨quivalenzklasse von
ΩDA den Repra¨sentanten im orthogonalen Komplement J⊥ von J zuordnet.
Im Folgenden wird ΩDA stillschweigend mit seinem Bild in End(H) identifiziert.
Geometrie auf ΩDA
Sei (ΩDA, dD, < ·, · >) eine nach dem vorhergehend beschriebenen Verfahren
aus den NCG-Daten (A,H,D, χ, J) gewonnene Differentialalgebra mit Skalar-
produkt.
Durch die Algebra A ist in natu¨rlicher Weise eine Gruppe G gegeben:
G := {a ∈ A | aa∗ = e}, (6.57)
wobei e das Eins-Element vomA ist. Wenn man nun die Menge der anti-unita¨ren
Elemente von ΩDA von Grad eins betrachtet:
A := {A ∈ Ω1DA | A∗ = −A} (6.58)
und darauf eine Aktion der Gruppe G definiert:
A ∈ A, g ∈ G Ag := ρ(g)Aρ(g)−1 + ρ(g)dDρ(g)−1, (6.59)
dann transformieren die Elemente von A formal wie der lineare Anteil eines
Zusammenhangs. Es la¨sst sich nun eine Kru¨mmung definieren:
C := dDA+AA, A ∈ A. (6.60)
Diese besitzt nach Konstruktion ein homogenes Transformationsverhalten:
Cg = ρ(g)Cρ(g)−1. (6.61)
Mit dem Skalarprodukt < ·, · > auf ΩDA la¨sst sich nun eine nichtkommuta-
tive Yang-Mills-Wirkung definieren:
In.k.YM :=< C,C > . (6.62)
Des Weiteren la¨sst sich ein Analogon zur Dirac-Wirkung definieren, denn
auf H ist natu¨rlicher Weise eine Aktion von G gegeben durch:
ψ ∈ H, g ∈ G ψg := ρ(g)ψ. (6.63)
Damit la¨sst sich der ”Dirac-Operator“ D durch Hinzufu¨gen so genannter Fluk-
tuationen zu einen reellen, kovarianten Dirac-OperatorDcov machen (s. [Ca,Io,Sch]):
Dcov := D +A+ JAJ−1, A ∈ A. (6.64)
Diese Konstruktion stellt spa¨ter in den Connes-Lott-Modellen sicher, dass der
so gewonnene Operator homogen transformiert und reell ist.
Sei nun (·, ·) das innere Produkt vonH, dann ist die nichtkommutative Dirac-
Wirkung gegeben durch:
In.k.D := (ψ,Dcovψ), ψ ∈ H. (6.65)
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Connes-Lott-Modelle
Connes-Lott-Modelle sind eine Klasse nichtkommutativer Modelle, bei denen die
NCG-Daten von einem Tensorprodukt zweier NCG-Datensa¨tze gebildet wird.
Sei nun
(At,Ht,Dt, χt, Jt) (6.66)
ein NCG-Datensatz eines Connes-Lott-Modells mit:
At := F ⊗Af ,
Ht := S ⊗Hf ,
Dt := ∂/⊗ 1H + γ5 ⊗Df ,
χt := γ5 ⊗ χf ,
Jt := C ⊗ Jf . (6.67)
Hierbei bildet (F ,S, ∂/, γ5, C) die NCG-Daten einer Spin-Mannigfaltigkeit:
F = C∞(M) ist die kommutative Algebra der komplexwertigen Funktio-
nen auf einer vierdimensionalen Spin-Mannigfaltigkeit. S sei die Menge der
Schnitte in ein gewa¨hltes Spinor-Bu¨ndel u¨ber M. ∂/ sei der vom Levi-Civita-
Zusammenhang induzierte Dirac-Operator auf S. γ5 bezeichne das kanonische
Element der zum Spinor-Bu¨ndel u¨ber M geho¨renden Clifford-Algebra, und C
sei die Ladungskonjugation auf S, die durch eine reelle Struktur auf S gege-
ben ist. Die Darstellung σ : F → End(S) sei durch punktweise Multiplikation
gegeben.
Es sollte bemerkt werden, dass die NCG-Daten (F ,S, ∂/, γ5, C) zu einer kom-
mutativen, unendlich dimensionalen Algebra geho¨rt und Ω∂/F gerade isomorph
zur de Rham-Algebra von M ist ([Sch,Zy], [Tol2]).
Der zweite NCG-Datensatz (Af ,Hf ,Df , χf , Jf ) geho¨rt zu einer im Allge-
meinen nicht kommutativen Algebra u¨ber einem endlich dimensionalen Hilbert-
Raum Hf . Die zu (At,Ht,Dt, χt, Jt) geho¨rende Geometrie wird auch als fast
kommutative Geometrie bezeichnet.
Einer der nun entscheidenden Punkte bei der Konstruktion von Connes-Lott-
Modellen auf dem Raum ΩDtAt ist die Wahl eines Skalarproduktes < ·, · >t auf
pˆi(ΩˆAt). Dieses erlaubt die Einbettung von ΩDtAt in End(Ht) und macht des
Weiteren die Definition von Wirkungen mo¨glich.
Fu¨r den Fall von fast kommutativen Modellen ist ein natu¨rliches Skalarpro-
dukt auf pˆi(ΩˆAt) gegeben durch (s. [Ca,Io,Sch]):
< ω, κ >:= Re trDix(ω∗κ|Dt|− dimM), ω, κ ∈ pˆi(ΩˆpAt). (6.68)
Die direkten Summanden von pˆi(ΩˆAt) werden als orthogonal erkla¨rt. trDix be-
zeichnet hier die Dixmier-Spur (s. [Tol2]). Die in dem hiesigen Zusammenhang
wichtige Eigenschaft der Dixmier-Spur ist, dass fu¨r die Klasse der Connes-Lott
Modelle gilt (s. [Sch,Zy], [Ca,Io,Sch]):
< ω, κ >∼ Re
∫
M
∗tr(ω∗κ), ω, κ ∈ pˆi(ΩˆpAt). (6.69)
Es stellt sich daru¨ber hinaus heraus, dass es daneben noch ein weiteres
Skalarprodukt auf pˆi(ΩˆAt) gibt, welches von Betrachtungen vom Chamseddine-
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∗tr((ω + JtωJ−1t )∗(κ+ JtκJ−1t )), ω, κ ∈ pˆi(ΩˆpAt).
(6.70)
Diese Skalarprodukte werden mit Kommutanten ζ = 1S ⊗ z, ζ ′ = 1S ⊗ z′ modi-
fiziert. z, z′ sind positive Operatoren auf Hf und haben dabei die Eigenschaften:
∀g ∈ A : 0 = [ρf (g), z] = [Jfρf (g)J−1f , z] = [Df , z] = [χf , z],
0 = [ρf (g), z′] = [Jfρf (g)J−1f , z
′] = [Df , z′] = [χf , z′].(6.71)
Als endgu¨ltiges Skalarprodukt auf pˆi(ΩˆAt) wird definiert:









(ω, κ)z,z′ := tr(zω∗κ) + tr(z′(ω + JfωJ−1f )
∗(κ+ JfκJ−1f )). (6.72)
Struktur der Wirkung
Seien nun (At,Ht,Dt, χt, Jt) die NCG-Daten eines Connes-Lott Modells mit
At ∈ Ω1DtAt, At := A⊗H,
A ∈ Ω1∂/F ⊗ Ω0DfAf , H ∈ Ω0∂/F ⊗ Ω1DtAf ∼= Ω1(M,Af ),
(6.73)
dann erha¨lt man fu¨r die totale Kru¨mmung (s. [Sch,Zy], [Ca,Io,Sch]):
Ft = δtAt +A2t ∈ Ω2DtA,
Ft = F + (C − αC)−DΦγ5, (6.74)
F := dA+A2 ∈ Ω2(M, g), C := δfH +H2 ∈ Ω0(M,Ω2DfAf ).
In diesem Fall sei g die Lie-Algebra von G und
Φ := H − iDf , DΦ := dΦ + [ρf (A),Φ].
Des Weiteren ist α eine lineare Abbildung, die die Eigenschaften
(r, C − αC)z,z′ = 0 ∀r ∈ ρ(Af ),
(j, C − αC)z,z′ = 0 ∀j ∈ J 2f (6.75)
besitzt, wodurch α festgelegt ist (s. [Sch,Zy], [Ca,Io,Sch] ).




∗(F, F )z,z′ + (DΦ, DΦ)z,z′ + V (H)
)
,
V (H) := (C − αC,C − αC)z,z′ . (6.76)
Das Funktional zerfa¨llt in drei Teile, wobei der erste Term der bekannten
Yang-Mills-Wirkung entspricht. Der zweite Term la¨sst sich als kinetischer Term
des Feldes H oder Φ auffassen, der letzte Term ist offensichtlich eine Funktion
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in H. Die letzten beiden Terme liefern im Standardmodell das Funktional fu¨r
das Higgs-Feld.
Fu¨r die fermionische Wirkung ergibt sich in dieser Zerlegung:
In.k.f = (ψ, (∂/+ 1S ⊗ ρf (A/) + Jt1S ⊗ ρf (A/)J−1t + Φγ5 + JtΦγ5J−1t )ψ). (6.77)
(·, ·) ist das innere Produkt auf Ht, A/ die Quantisierung von A und ρf : Af →
End(Hf ) die Darstellung der endlich dimensionalen Algebra Af .
Das Standardmodell als Connes-Lott-Modell
Nach dem vorhergehend Gesagten reicht es, um das Connes-Lott-Modell endgu¨ltig
festzulegen, die Daten der endlich dimensionalen NCG-Daten anzugeben.
Fu¨r das Standardmodell sind diese (s. [Ca,Io,Sch]):
Af := H⊕ C⊕M3(C),
Hf := (HL ⊕HR)⊕ (HcL ⊕HcR),
HL := (C2 ⊗ CN ⊗ C3)⊕ (C2 ⊗ CN ⊗ C) =: HcL,
HR := ((C⊕ C)⊗ CN ⊗ C3)⊕ (C⊗ CN ⊗ C) =: HcR. (6.78)
H bezeichnet hier die Quarternionen. Die Darstellung ρf ist fu¨r (a, b, c) ∈ Af
gegeben durch:







ρwZ(a) 0 0 0
0 ρwR(b) 0 0
0 0 ρsL(b, c) 0









 ( b 00 b¯
)





12 ⊗ 1N ⊗ c 0


















−18N 0 0 0
0 17N 0 0
0 0 −18N 0
0 0 0 17N
 . (6.80)
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0 M 0 0
M∗ 0 0 0
0 0 0 M















gu, gd, ge sind hier in diesem Zusammenhang Yukawa-Kopplungs-Matrizen.










3 12 ⊗ 1N ⊗ 13 0 0 0
0 12 ⊗ Y 0 0
0 0 x3 12 ⊗ 1n ⊗ 12 0





3 12 ⊗ 1N ⊗ 13 0 0 0
0 12 ⊗ Y˜ 0 0
0 0 x˜3 12 ⊗ 1N ⊗ 13 0
0 0 0 Y˜
 ,
Y := diag(y1, . . . , yN ), Y˜ := diag(y˜1, . . . , y˜N ),















3 12 ⊗ 1N ⊗ 13 0 0 0
0 12 ⊗ Y ′ 0 0
0 0 x
′
3 12 ⊗ 1N ⊗ 13 0
0 0 0 Y ′
 ,
Y ′ := diag(y′1, . . . , y
′
N ), , y
′
i, x
′ > 0, i = 1, . . . , N. (6.83)
An dieser Stelle lassen sich schon einige wesentliche konzeptionelle Unter-
schiede zwischen dem Connes-Lott- und den DEHYMH-Modell bzw. dem Cham-
seddine-Connes-Modell feststellen:
• Beim Chamseddine-Connes- wie auch im DEHYMH-Modell werden so-
wohl die bosonischen als auch die fermionischen Wirkungsfunktionale aus
einem Dirac-Operator konstruiert. Beim Connes-Lott-Modell wird das bo-
sonische Funktional aus dem Quadrat von verallgemeinerten Kru¨mmun-
gen des nichtkommutativen Raumes ΩDtAt gewonnen und nicht wie in
den beiden anderen Modellen direkt aus einem Dirac-Operator. Bei der
Konstruktion von Connes-Lott Modellen geht zwar der so genannte totale
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Dirac-Operator Dt = ∂/⊗1H+γ5⊗Df ein, aber nur mittelbar bei der De-
finition der Differentiale. Der Dirac-Operator, der die Fermionen-Wirkung
definiert, ergibt sich durch Addition so genannter Fluktuationen, so dass
der entstehenden Dirac-Operator Dt,cov Jt-reell ist und unter der Aktion
von G kovariant transformiert.
Ein weiterer Unterschied ist, dass sich im Connes-Lott- und im DEHYMH-
Modell alle fermionischen Freiheitsgrade verdoppeln, was sich in beiden
Fa¨llen als eine Art Ladungskonjugation, zumindest aber als eine reel-
le Struktur interpretieren la¨sst (s. [Ca,Io,Sch], [Tol2]). Dieses Pha¨nomen
gibt es im Chamseddine-Connes Zugang nicht. Daru¨ber hinaus handelt
es sich im Connes-Lott- und im Chamseddine-Connes-Modell um Dirac-
Operatoren vom einfachen Typ, (es sind Dirac-Yukawa-Operatoren), was
beim DEHYMH-Modell nicht zutrifft.
Ein weiterer Punkt sollte nicht unerwa¨hnt bleiben: Der totale Dirac-Ope-
rator Dt des Connes-Lott-Modells besitzt im Rahmen der DEHYMH-
Modelle eine Interpretation als ein zu einem Vakuum geho¨render Dirac-
Operator (s. hierzu [Tol2]).
• Ein weiterer wesentlicher Unterschied liegt in den auftretenden Darstellun-
gen. Im DEHYMH- und im Chamseddine-Connes-Modell ist die grundle-
gende Darstellung die Fermiondarstellung des Standardmodells, eine Grup-
pendarstellung, wa¨hrend dagegen im Connes-Lott-Modell mit einer Al-
gebrendarstellung gestartet wird. Daru¨ber hinaus unterscheiden sind die
Darstellung des Connes-Lott-Modells und die durch die Fermiondarstel-
lung induzierte Algebrendarstellung erheblich.
• Die drei Modelle unterscheiden sich auch in der konkreten Form der bo-
sonischen Wirkung. Beim Chamseddine-Connes-Modell erha¨lt man alle
Wechselwirkungsterme des Standardmodells, Einstein-Hilbert-Gravitation
und weitere Wechselwirkungen, wie die Kopplung der skalaren Kru¨mmung
an das Feld ϕ und Wechselwirkungen, die quadratischer Ordnung in der
Kru¨mmung sind (s. Abschnitt 6.1). Das DEHYMH-Modell liefert dagegen
die Standardmodellwechselwirkungen und die Einstein-Hilbert-Gravitation
(s. Kap. 4), wa¨hrend das Connes-Lott-Modell nur die Standardmodell-
wechselwirkungen in der bosonischen Wirkung generiert.
Parameterbeziehungen im Connes-Lott-Modell
Bei der Bestimmung der Parameterbeziehungen im Connes-Lott Modell sollte
noch das folgende konzeptionelle Problem erwa¨hnt werden. Es ist so, dass die
dem Standardmodell zugrunde liegende Symmetriegruppe die SU(3)×SU(2)×
U(1) ist. Auf der anderen Seite ist die Symmetriegruppe eines Connes-Lott
Modells durch die Gruppe der unita¨ren Elemente der Algebra Af gegeben. Al-
lerdings gibt es keine Algebra, die die Gruppe SU(3) als Gruppe der unita¨ren
Elemente entha¨lt (s. [Ca,Io,Sch], [Io,Sch]), nur U(3) ist mo¨glich. Dieses Problem
la¨sst sich dadurch lo¨sen, dass man die so genannte Unimodularita¨tsbedingung
fordert,
tr(P (ρ(a, b, c) + Jρ(a, b, c)J−1)) = 0, P Projektor auf HL ⊕HR, (6.84)
um die u¨berflu¨ssigen Gruppenelemente auszusondern.
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Bestimmt man nun die nichtkommutative Yang-Mills-Wirkung und vergleicht
































































(x+ x′)− 2Nx(α2 + β2)− y(2α2 + β2)− y(2α2 + β2)− 4Nx˜γ2
−3y˜β2 − 2Nx′((α+ γ)2 + (β + γ)2)− y′(2(α+ β)2 + 4β2). (6.89)
Die Koeffizienten α, β, γ von k sind reell und werden durch das Gleichungs-
system




2y′α+ (2N(x+ x′) + y + 3y˜ + 6y′)β + 2x′γ = x+ x′
Nx′α+Nx′β + 2N(x˜+ x′)γ = x′
(6.90)
festgelegt. Sie entstehen bei der Auswertung des Terms αC. Die Rechnungen
hierzu sind recht aufwendig, wenn auch elementar, deshalb wird hierfu¨r auf
[Ca,Io,Sch], [Ka,SchII] verwiesen.
6.2.2 Konsequenzen der Parameterbeziehungen
Bevor man sich einer weitergehenden Untersuchung der Parameterbeziehungen
im Connes-Lott-Modell zuwendet, ist es sinnvoll zu u¨berlegen, inwieweit die
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Wahl der Parameter x, x˜, x′, y, y˜, y′ und der Kommutanten z, z′ durch das
Gleichungssystem (6.90) eingeschra¨nkt wird. Sei
A :=
 N(x+ x′) + y + y′ y′ Nx′2y′ 2N(x+ x′) + y + 3y˜ + 6y′ 2Nx′
Nx′ Nx′ 2N(x˜+ x′)

(6.91)
die Matrix, die das Gleichungssystem (6.90) in den Variablen α, β, γ beschreibt.
Bestimmt man die Determinante von A, so erha¨lt man:
detA = N2(3(4Ny′ + y˜ + y) + 4N(x˜+ x))x
′2
2N(2N2x2 +N(8y′ + 3y˜ + 3y + 4Nx˜)x+ 4y′
+(8Nx˜+ 7y + 3x˜)y′
+y2 + 3(Nx˜+ y˜)y + 3x˜y˜)x′
+2Nx˜(y2 + (3Nx+ 3y˜ + 7y′)y + 2N2x2
+N(8y′ + 3y˜)x+ 4y
′2 + 3(y˜y′)). (6.92)
Da in detA alle Summanden positive Vorzeichen besitzen und x, x′, x˜, y, y′, y˜,
N > 0 gilt, ist detA > 0. Dies heißt aber nichts anderes, dass das Gleichungssy-
stem (6.90) fu¨r jede Wahl von positiven Parametern x, x′, x˜, y, y′, y˜ sich in α, β,
γ lo¨sen la¨sst. Dies ist gleichbedeutend damit, dass das Gleichungssystem (6.90)
keine Einschra¨nkung an die der Parameter in z und z′ darstellt.
Die na¨chste Frage, die sich nun stellt, ist, ob sich die Modell-Parameter
so wa¨hlen lassen, dass sich die Relationen zwischen ihnen fu¨r die gemessenen
Werte der physikalischen Kopplungen erfu¨llen lassen. Dies betrifft insbesondere
die Kopplungen g1, g2, g3, gt. Die Parameterbeziehungen zwischen ihnen lassen





















































































































Hierbei ist zu bemerken, dass sich y˜, y′, y, x′, x˜ immer so wa¨hlen lassen, dass sich






























































Wenn man nun den physikalisch interessanten Fall N = 3 betrachtet und
die gemessenen Werte fu¨r g1, g2, g3, gt bei einer Energie E = mZ ≈ 91.187GeV
einsetzt (s. Tabelle 5.1, Gl. (5.144) ), so ergibt sich fu¨r die beiden Ungleichungen:
7.8243± 0.0004 > 2.034± 0.002,
2.362± 0.005 > 1.4929± 0.118. (6.98)
Fasst man nun die Kopplungen gi, gt ,i = 1, 2, 3, als energieabha¨ngige Funk-
tionen auf, so stellt sich die Frage, bis zu welcher Energie die Relationen (6.97)
gu¨ltig sind. Die Untersuchungen in [Ca,Io,Sch] der zweiten Ungleichung von
(6.97) ergeben als obere Schranke:
Emax = 2 · 105 GeV. (6.99)
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Wertet man an diesem Energie-Punkt die erste Ungleichung von (6.97) aus, so
findet man:
7.15854± 0.0044 > 2.895± 0.1531. (6.100)
Somit ist das lineare Gleichungssystem (6.93) fu¨r das Energie-Intervall [mZ , 2 ·
105GeV ) immer lo¨sbar, was gleichbedeutend damit ist, dass sich die Parameter-
beziehungen an jedem Punkt innerhalb dieses Intervalls konsistent erfu¨llen las-
sen. Hier liegt ein entscheidender Unterschied zum Chamseddine-Connes- und
zum DEHYMH-Modell, wo es genau einen kritischen Energie-Punkt Ekrit ≈
1010GeV gibt, an dem sich die Parameterbeziehungen konsistent erfu¨llen lassen
(s. Kapitel 5.2, 6.1.4). Eine banale Konsequenz daraus ist, dass die Gu¨ltigkeits-
bereiche des Connes-Lott-Modells und der beiden anderen Modelle um fu¨nf
Gro¨ßenordnungen auseinander liegen.
Wenn man nun das Gleichungssystem (6.93) in den Variablen x, x′, x˜, y, y′, y˜
lo¨st, damit die Koeffizienten α, β, γ aus dem Gleichungssystem (6.90) bestimmt






berechnet, so tritt ein neues Pha¨nomen auf, na¨mlich das der so genannten Fuz-
ziness auf (s.u.a. [Ca,Io,Sch], [Io,Ka,Sch], [Io,Ka,SchII]). Dabei handelt es sich
um eine Konsequenz der Tatsache, dass das Gleichungssystem (6.93) fu¨r die
Variablen x, x′, x˜, y, y′, y˜ unterbestimmt und damit im Allgemeinen nicht mehr
eindeutig lo¨sbar ist. Dies hat zur Folge, dass der Wert von λ nicht eindeu-
tig bestimmt ist, sondern nur auf ein Intervall beschra¨nkt wird (s. [Ca,Io,Sch],
[Io,Ka,Sch], [Io,Ka,SchII]). Dies zieht nach sich, dass auch die sich daraus er-
gebende Higgs-Masse nur bis auf ein Intervall festgelegt ist. Die Analyse in
[Ca,Io,Sch] ergibt hierfu¨r bei der Energie E = mZ :
mH ∈ [284, 300) GeV, (6.101)
wobei hier die Masse des t-Quarks mit mt = 175±6 GeV zugrunde gelegt wird.
Die Intervallgrenzen sind allerdings mit 7 GeV recht eng gegeu¨ber einem 15
GeV Fehler bei der Bestimmung der Higgs-Masse im DEHYMH-Modell.
Der Wert der Higgs-Masse liegt hier allerdings deutlich u¨ber den Werten
im DEHYMH-Modell (188 GeV ) und dem im Chamseddine-Connes Modell
(190 GeV ).






man mit Hilfe der Ungleichungen (6.97) die Abscha¨tzung:




Dies unterscheidet sich von der Abscha¨tzung im Chamseddine-Connes- und








Auch sind im Connes-Lott-Modell die Verha¨ltnisse der Kopplungskonstanten
nicht beschra¨nkt, wie es in den beiden anderen Modellen der Fall ist. Dies la¨sst
sich vor allem auf die große Anzahl freier Modellparameter zuru¨ckfu¨hren.
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Spezialfa¨lle
Zwei Spezialfa¨lle verdienen beim Connes-Lott-Modell einer weiteren Diskussi-
on. Zum einem ist der Fall mit z′ = 0 interessant, da dieser Fall in gewisser
Weise der natu¨rlichen Wahl eines Skalarproduktes bei einem fast kommutativen
Modell entspricht (s. [Tol2]). Zum anderen ist der Fall z = 0 von Interesse, da
hier neue Zusammenha¨nge mit dem Chamseddine-Connes-Modell auftreten (s.
[Ca,Io,Sch]).
Der Fall: z′ = 0 SeiA′ nun die Systemmatrix fu¨r das Gleichungssystem (6.90),
das man erha¨lt, wenn man x′ = y′ = 0 setzt. Fu¨r die Determinante ergibt sich:
detA′ = 2Nx˜(y2 + 3(Nx+ y˜)y + 2N2x2 + 3Ny˜) > 0, fu¨r x, x˜, y, y˜ > 0.
(6.103)
Das System ist also fu¨r alle Wahlen von x, x˜, y, y˜ > 0 immer noch in eindeutig
lo¨sbar.





















































− 2N(α2 + β2)
)
x− (2α2 + β2) y − 4Nγ2x˜− 3β2y˜. (6.106)
Betrachtet man nun die Gleichungen fu¨r gi, gt, i = 1, 2, 3, treten analoge Pha¨no-
mene wie im allgemeinen Fall auf:





























• Man erha¨lt, wenn man die Renormierungsgruppengleichungen mit in Be-
tracht zieht, genau dasselbe Energie-Intervall (s. Gl. (6.101)), wie in der
allgemeinen Betrachtung.
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Es gibt allerdings auch einen wesentlichen Unterschied im Gegensatz zu der
allgemeinen Betrachtung: Das System (6.93) ist fu¨r x′ = y′ = 0 ist, wenn es
lo¨sbar ist, eindeutig lo¨sebar. Dadurch liegt der Wert von λ und damit die Higgs-
Masse eindeutig fest. Das Pha¨nomen der Fuzziness tritt hier nicht auf. Bestimmt
man die Higgs-Masse, so ergibt sich nach [Ca,Io,Sch] bei einer Energie E = mZ :
mH = 289 GeV. (6.108)
Die Higgs-Masse liegt wie zu erwarten im Intervall, das sich im allgemeinen
Zugang ergibt, und liegt damit u¨ber den Massen, die vom Chamseddine-Connes-
und vom DEHYMH-Modell vorhergesagt werden.
Fu¨r sin2 θw des schwachen Winkels und die Verha¨ltnisse der Eichkopplungen
ergibt sich dasselbe wie im allgemeinen Fall.
Der Fall z = 0 Sei A′′ nun die Systemmatrix, die man aus (6.90) fu¨r z = 0
erha¨lt, so gilt:
detA′′ = 12N2y′x
′2 + 2(8N + 4)y′x′ > 0, fu¨r x′, y′ > 0. (6.109)
Somit ist das Gleichungssystem (6.90) fu¨r den Fall z = 0 fu¨r alle x′, y′ > 0
immer eindeutig lo¨sbar.












































+ 2N((α+ γ)2 + (β + γ)2
)
x′ − (2(α+ β)2 + 4β2) y′. (6.112)
Betrachtet man nun wieder die Gleichungen fu¨r gi, gt, i = 1, 2, 3, so erha¨lt


























Um die erste Bedingung erfu¨llen zu ko¨nnen, muss man die Eichkopplungen wie-
der als energiabha¨ngige Funktionen auffassen. Wenn man eine analoge Unter-
suchung mit Hilfe von Renormierungsgruppengleichungen des Systems wie in
Kapitel 5.2 vornimmt, erha¨lt man genau denselben kritischen Punkt Ec auf der
Energie-Skala wie im Connes-Lott- und im DEHYMH-Modell. Auch hier ergibt
sich:
Ec ≈ 1010 GeV. (6.114)
Diese Gleichheit la¨sst sich verstehen, wenn man beru¨cksichtigt, dass die Para-
meterbeziehungen des Chamseddine-Connes-Modells (6.18) in die Parameterbe-
























Andererseits liefern die Renormierungsgruppengleichungen bei der kritischen
Energie Ec die Werte:
g2t (Ec) = 0.17477± 0.0040,
g23(Ec) = 0.43256± 0.0005, (6.117)
woraus folgt, dass dieser Zugang, wie das Chamseddine-Connes-Modell, nume-
risch inkonsistent ist.
Der Umstand, dass sich die Parameterbeziehungen fu¨r die Eichkopplungen
des Connes-Lott-Modells in die des Chamseddine-Connes-Modells und damit in
die des DEHYMH-Modells u¨berfu¨hren lassen, hat zur Folge, dass man fu¨r sin2 θw
und die Verha¨ltnisse der Eichkopplungen genau dieselben Ergebnisse bekommt
wie im Chamseddine-Connes- und im DEHYMH-Modell, da der globale Faktor





Kommen wir nun zu einem Resume´e der vorangegangenen Betrachtungen.
7.1 U¨berblick
Im ersten Kapitel werden zuna¨chst die geometrischen Grundlagen und die not-
wendige Theorie von verallgemeinerten Dirac-Operatoren bereitgestellt und dis-
kutiert. Dabei wird darauf geachtet, dass die Betrachtungen vom Vorzeichen der
bei der Konstruktion verwendeten Clifford-Algebra unabha¨ngig sind. Es werden
die Fa¨lle fu¨r die Clifford-Algebren vom Typ
v2 = ±1, v ∈ V, (7.1)
simultan diskutiert.
Im folgenden Kapitel wird die Lichnerowicz-Zerlegung fu¨r das Quadrat eines
verallgemeinerten Dirac-Operators untersucht. Die Untersuchung beschra¨nkt
sich hierbei auf den in der Literatur nicht behandelten Fall, in dem die zu-
grunde liegende Clifford-Algebra durch die Relation v2 = 1 erzeugt wird. Das
Ergebnis wird mit den aus der Literatur bekannten Formeln verglichen (s. [Ack],
[Ack,Tol], [Tol2]), wobei sich herausstellt, dass sich zum einen das Vorzeichen
vor dem Bochner-Laplace-Operator a¨ndert. Zum anderen findet man, dass die
Potentialterme in beiden Fa¨llen aus den gleichen Summanden bestehen, aber




k[ωk, γi]γ`[ω`, γj ] (7.2)
auftritt. Daru¨ber hinaus wurden Dirac-Operatoren vom einfachen Typ eingefu¨hrt,
die sich durch ihre Lichnerowicz-Zerlegung auszeichnen.
Im dritten Kapitel werden die fu¨r die Konstruktion von Teilchenmodellen
wichtigen Dirac-Yukawa- und Pauli-Dirac-Yukawa-Operatoren eingefu¨hrt. Da-
bei induziert jeder Dirac-Yukawa-Operator eine 3-Parameterschar von Pauli-
Dirac-Yukawa-Operatoren. Es gibt dabei ausgezeichnete Parameterwahlen (s.
auch [Tol2]), die durch geometrische bzw. physikalische U¨berlegungen motiviert
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sind. Hierbei verdient, der physikalisch motivierte, Wechselwirkungsfall (s. Gl.
(3.21)) besonderes Interesse, da er der einzige ausgezeichnete Fall ist, der bei
Beru¨cksichtigung von Quanten-Effekten konsistente Ergebnisse liefert. Es wird
wie in den Arbeiten [Ack,Tol], [Tol], [Ack], [Tol2] ein verallgemeinertes Residu-
um resζ auf der Menge der Dirac-Operatoren eingefu¨hrt, das ein modifiziertes
Wodzicki-Residuum ist. Das Wodzicki-Residuum verlangt positive Operatoren,
wa¨hrend die Quadrate von verallgemeinerten Dirac-Operatoren, die mit Hilfe
der Clifford-Algebra v2 = 1 konstruiert sind, negative Quadrate besitzen. Dies
macht eine Substitution des Dirac-Operators D durch iD im Argument von
resζ notwendig. Mit Hilfe des verallgemeinerten Residuums resζ wird analog zu
den Arbeiten [Tol],[Tol2] ein DEHYMH-Modell definiert, wobei der bosonische
Anteil der Wirkung gegeben ist durch:
resζ(D) =Wres(ζ(iD)−2n+2), 2n = dimM. (7.3)
Der bosonische Teil der Wirkung wird fu¨r einen allgemeinen Pauli-Dirac-Yukawa-
Operator ausgewertet und mit den entsprechenden Ergebnissen fu¨r einen Pauli-
Dirac-Yukawa-Operator zur Clifford-Algebra v2 = −1 (s. [Tol], [Tol2]) ver-
glichen. Beim Vergleich findet man, dass im Ergebnis zwar alle Summanden
gleich sind, sich aber die Vorzeichen a¨ndern, bis auf den Term der propor-
tional zum Riemannschen Kru¨mmungsskalar R ist und den Term der Form
α′3trE(z





′[∇Ei , φ][∇Ei, φ])−α′4trE(z′φ2)−α′0trE(z′φ4). (7.4)
Im Fall fu¨r die Clifford-Algebra v2 = −1 (s.[Tol]) hat der α′3-Term ein ne-
gatives Vorzeichen. Es zeigt sich, dass dieser Vorzeichenwechsel ein in [Tol2]
angesprochenes Problem lo¨st. Dabei geht es darum, wenn man eine reelle 3-
Parameterschar von Pauli-Dirac-Yukawa-Operatoren fu¨r das Standardmodell
aufstellt, dass sich herausstellt, dass der kinetische Term fu¨r das Higgs-Feld,
beschrieben durch den α′3-Term, ein falsches relatives Vorzeichen zu den an-
deren Termen aus (7.4) besitzt. Dieses Problem tritt fu¨r den Fall der Clifford-
Algebra vom Typ v2 = 1, bedingt durch den relative Vorzeichenwechsel vor dem
α′3-Term, nicht mehr auf.
Im Folgenden Kapitel werden die geometrischen Daten angegeben, die fu¨r die
Konstruktion des Standardmodells der Elementarteilchenphysik als ein DEHYM-
H-Modell notwendig sind. Es werden hier zwei Versionen diskutiert: Einmal
wird u¨ber das Standardmodell ohne rechtsha¨ndige Neutrinos referiert (s. [Tol],
[Tol2]). Des Weiteren werden die Daten des Standardmodells mit rechtsha¨ndi-
gen Neutrinos angegeben. Dabei ist der letztgenannte Fall physikalisch interes-
sant, da er die Konstruktion von massiven Neutrinos zula¨sst. Derartige Theorien
bieten aber gerade einen Ansatz fu¨r das Versta¨ndnis so genannter Neutrino-
Oszillationen (s. [Bil,Gi,Gr]). Ein weiterer wichtiger Punkt in beiden Versionen
ist, dass durch die Yukawa-Abbildung (s. Def. (3.3)) die Hyperladungsbeziehun-
gen (Gl.(4.10)) (s. [Tol2]) und (4.11) festgelegt werden. Ferner la¨sst sich mit
Hilfe einfacher U¨berlegungen die Hyperladung fu¨r die rechtsha¨ndigen Neutri-
nos bestimmen, was auch getan wurde. Im Gegensatz hierzu mu¨ssen im kon-
ventionellen Zugang zum Standardmodell (s. [Na]) diese Beziehungen explizit
gefordert werden, um die richtigen elektrischen Ladungen fu¨r die Elementar-
teilchen zu erhalten. Daru¨ber hinaus werden die Parameterbeziehungen fu¨r das
Standardmodell mit rechtsha¨ndigen Neutrinos bestimmt.
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Das fu¨nfte Kapitel diskutiert die physikalischen Konsequenzen der Parame-
terbeziehungen fu¨r das Standardmodell mit und ohne rechtsha¨ndigen Neutrinos.









in beiden Modellen dieselben sind. Ferner sind alle diese Verha¨ltnisse beschra¨nkt.
Es wird der Einfluß von Quanten-Korrekturen untersucht. Dies geschieht mit
Hilfe von Renormierungsgruppengleichungen, die die Energieabha¨ngigkeit der
physikalischen Kopplungen beschreiben. Es stellt sich heraus, dass die Para-
meterbeziehungen fu¨r beide Modelle sich mit den empirischen Werten fu¨r die
physikalischen Kopplungen nur an genau einem Punkt der Energieskala konsi-
stent erfu¨llen lassen. Dieser Punkt ist in beiden Modellen derselbe. Die kritische
Energie liegt bei
Ec = (0.96± 0.29)1010 GeV. (7.5)
Mit Hilfe der Parameterbeziehungen la¨sst sich u¨ber die Renormierungsgruppen-
gleichungen die Masse des Higgs-Bosons bestimmen. Hierbei zeigt sich, dass die
zur Massenbestimmung benutzten Beziehungen, aufgrund der gemachten Na¨he-
rungen in beiden Versionen wieder dieselben sind. Es zeigt sich weiter, dass fu¨r
die ausgezeichneten Parameterwahlen des Pauli-Dirac-Yukawa-Operators (3.19),
(3.20), (3.21) nur der Wechselwirkungsfall (3.21) mit den Renormierungsgrup-
pengleichungen konsistente Ergebnisse liefert. Man erha¨lt fu¨r diesen Fall fu¨r die
Higgs-Masse einen eindeutigen Wert:
mh = 188± 15 GeV. (7.6)
La¨sst man dagegen die Modellparameter a0, a2, a3 offen, so erha¨lt man keinen
eindeutigen Wert mehr, aber es lassen sich noch Schranken fu¨r die Higgs-Masse
angeben:
129.57 GeV ≤ mh < 473.33 GeV. (7.7)
Im letzten Kapitel werden die Konsequenzen des vorangegangenen Kapi-
tels mit den Ergebnissen entsprechender Untersuchungen fu¨r das Chamseddine-
Connes-Modell (s. [Ca,Io,Ka,Sch], [Ca,Io,Sch]) und das Connes-Lott-Modell (s.
[Ca,Io,Sch]) verglichen. Dabei zeigt sich fu¨r das Chamseddine-Connes-Modell,
dass die angegebenen Parameterbeziehungen in [Ca,Io,Ka,Sch] (bzw. Gl. ((6.13),








erzeugt werden. Es wird ein Funktional angegeben, das die Parameterbeziehun-
gen aus [Ca,Io,Ka,Sch] reproduziert. Beim Vergleich dieser Parameterbeziehun-
gen mit denen des Dirac-Modells stellt sich heraus, dass die Parameterbezie-
hungen fu¨r die Eichkopplungen (Gl. (6.13)) bis auf einen globalen Vorfaktor




und sin2 θW mit denen des
DEHYMH-Modells u¨bereinstimmen. Auch zeigt sich hier das gleiche Pha¨nomen,
dass wie beim DEHYMH-Modell ein anderes Vorzeichen zwischen den Einstein-
Hilbert-Term und den u¨brigen Termen der Wirkung auftritt als in der Definition
eines Einstein-Hilbert-Yang-Mills-Higgs-Modells (s. (4.13)). Weiter zeigt sich,
dass die Parameterbeziehungen des Chamseddine-Connes-Modells (Gl. (6.13),
(6.14)) bei der Beru¨cksichtigung von Quanten-Effekten zu numerischen Inkon-
sistenzen fu¨hren (s. Gl. (6.30)). Untersucht man die Parameterbeziehungen, die
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von dem Funktional (7.8) erzeugt werden, so stellt sich heraus, dass diese Be-
ziehungen fu¨r die Eichkopplungen liefern (s. Gl. (6.45)), die zu den gemessenen
Werten fu¨r diese Kopplungen in Widerspruch stehen. Macht man nun die ent-
sprechenden Untersuchungen fu¨r die Parameterbeziehungen des Connes-Lott-
Modells, so stellt man fest, dass sich hier die Parameterbeziehungen von denen
des DEHYMH-Modells erheblich unterscheiden. Dies ist in soweit nicht erstaun-
lich, da es hier gro¨ßere konzeptionelle Unterschiede zwischen beiden Modellen
gibt (s.a. [Tol2]). Somit unterscheiden sich die Schranken fu¨r sin2 θW und auch
die Vorhersagen fu¨r die Higgs-Masse. Hier tritt das Pha¨nomen der Fuzzyness
auf, was sich darin ausdru¨ckt, dass sich modellbedingt nur ein Intervall bestim-
men la¨sst, in dem die Higgs-Masse liegt. Dies ist im allgemeinsten behandelten
Fall
[284, 300) GeV, (7.9)
das fu¨r den Spezialfall 6.2.2 auf einen einzigen Wert
289 GeV (7.10)
zusammenbricht.
7.2 Probleme & Abschließende Diskussion
Betrachtet man nun die vorhergehend beschriebenen Ergebnisse kritisch, so soll-
te angemerkt werden:
• In einem physikalischen Modell sollte die Raumzeit durch eine 4-dimensio-
nale Lorentz-Mannigfaltigkeit beschrieben (s. z.B. [Na]) werden und nicht
wie in den Dirac-Modellen durch eine Riemannsche Mannigfaltigkeit. Der
Grund fu¨r die Verwendung Riemannscher Mannigfaltigkeiten liegt darin,
dass das zur Definition der bosonischen Wirkung verwendete Wodzicki-
Residuum einen elliptischen Operator verlangt. Dies wird dadurch sicher-
gestellt, dass der Dirac-Operator auf einer Riemannschen Mannigfaltigkeit
operiert. Eine Idee zur Lo¨sung dieses Problems wurde in [Tol2] vorgeschla-
gen, indem man fu¨r den bosonischen Teil der Wirkung das Funktional
trE(ζV) (7.11)
verwendet. V ist hier der Potentialterm der Lichnerowicz-Zerlegung des zu-
grundeliegenden Dirac-Operators. Die Konsequenzen dieses Ansatzes sind
bislang noch nicht untersucht.
• Bei der Untersuchung von Quanten-Einflu¨ssen in Abschnitt 5.4 wird die
Renormierungsgruppengleichung in der 1-Loop-Approximation benutzt.
Andererseits werden die Gleichungen u¨ber einen weiten Energiebereich
integriert, so dass die Gu¨te dieser Approximation unklar ist.
• Zur physikalischen Relevanz der aus den DEHYMH-Modell bestimmten
Higgs-Masse la¨sst sich sagen: Aufgrund von Messergebnissen und quanten-
feldtheoretischen U¨berlegungen lassen sich im Standardmodell die mo¨gli-
chen Werte fu¨r die Higgs-Masse einschra¨nken auf das Intervall (s. [Ro])
[114, 193] GeV. (7.12)
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Der Wert aus Kapitel 5.4 von 188 GeV ist in diesem Intervall enthal-
ten. Anderseits liegt das Massen-Intervall (7.9) des Connes-Lott-Modells
komplett außerhalb des mo¨glichen Bereichs fu¨r die Higgs-Masse.
• Bei der Konstruktion eine Pauli-Dirac-Yukawa-Operators
DPY = D + Φ + I
(
a2γ(F E/S) + a3γ(∇End(E)Φ) + a0γ(Φ2)
)
(7.13)
sind bestimmte Wahlen der Parameter a0, a2, a3 geometrisch ausgezeich-
net (s. (3.19), (3.20)). Allerdings stellt sich heraus, dass diese ausgezeich-
neten Parameterwahlen nicht mit den Quanten-Korrekturen vertra¨glich
sind (s. (5.155), . . . , (5.157)). Der Grund hierfu¨r liegt darin, dass sich am







fu¨r die Parameter a2 und a3 ergibt (s. (5.131)), die sich fu¨r die geome-
trisch ausgezeichneten Fa¨lle nicht erfu¨llen la¨sst. Wenn man aber zu dem
modifizierten Pauli-Dirac-Yukawa-Operator
D′PY = D + Φ + I
(
a2γ(F E/S) + a3γ(∇End(E)Φ′) + a0γ(Φ′2)
)
(7.15)
(s. (4.17)) u¨bergeht, bei dem in den Endomorphismen Φ′ die Yukawa-
Kopplungsmatrizen g· durch beliebige komplexe Matrizen Λ· ersetzt sind,
tauchen zusa¨tzliche Parameter in der Beziehung (7.14) auf, so dass sich
die geometrischen Parameterwahlen nicht mehr zu Konsistenzproblemen
fu¨hren. Die Konsequenzen dieses Ansatzes, sowie die geometrische Inter-





In diesem Abschnitt wird ein nu¨tzliches Lemma zur Spur-Berechnung aus [Ack]
zitiert.
Lemma A.1. Sei ein Z2-graduiertes Clifford-Modulbu¨ndel mit ungerader Clifford-
Aktion. Seien ferner ω ∈ Ωp(M,EndC±(M) (E)), und σ ∈ Ωq(M,EndC±(M)(E))
so gilt:
trE(c±(ω)c±(σ)) = 0, fu¨r p− q 6= 0. (A.1)
Beweis: Die Idee hierfu¨r stammt aus [Ack]. Sei e1, . . . , en eine lokale Ortho-
normalbasis. Dann gilt lokal:
c±(ω) = c±(eI)⊗ ωI , c±(σ) = c±(eJ)⊗ σJ .
I und J sind hierbei Multiindizes mit |I| = p, |J | = q.
Sei nun p+ q ungerade. Dann gilt:
trE(c±(ω)c±(σ)) = tr(c±(eI)c±(eJ)) · tr(ωIσJ).
Der erste Faktor verschwindet, da p+ q ungerade ist.
Sei nun p+ q gerade. Man betrachte nun tr(c±(eI)c±(eJ)). Die Multiindizes
seinen ohne Beschra¨nkung der Allgemeinheit aufsteigend geordnet. Sei nun:
I = {i1, . . . , ip}, J = {j1, . . . , jq}, K := I ∩ J, |K| =: k
⇒ ∃I ′, J ′ I = K ∩ I ′, J = K ∩ J ′, I ′ ∩ j′ = ∅.
Dann folgt:
tr(c±(eI)c±(eJ)) = (−1)k(q−k)tr(c±(eK)c±(eK)c±(eI′)c±(eJ′)) (A.2)
= (−1)k(q−k)+ k(k−1)2 tr(c±(eI′)c±(eJ′)). (A.3)
Da nach Voraussetzung p+ q 6= 0 und gerade ist, ist |I ′|+ |J ′| 6= 0 und gerade.












In diesem Anhang finden sich einige nu¨tzliche Formeln zu Spin-Zusammenha¨ngen.
Um mit der Notation in der u¨brigen Arbeit konsistent zu bleiben, wiederho-
len wir die Definition eines Spin-Zusammenhanges:
Definition B.1. Seien (M, g) eine (pseudo-) Riemannsche Spin-Mannigfaltigkeit.
Sei S ein zugeho¨riges Spinor-Bu¨ndel u¨ber M und γ± : C±(M) → End(S) die
Clifford-Aktion. Dann ist der Spin-Zusammenhang definiert durch:
































− = −2ηαβ1. (B.2)
ωµαβ bezeichne hier die Zusammenhangskoeffizienten bezu¨glich einer lokalen Or-
thonormalbasis des Levi-Civita Zusammenhanges auf M.
Als Na¨chstes geben wir eine lokale Form fu¨r die Kru¨mmung in lokalen Or-
thonormalbasen an:
Lemma B.1. Sei (M, g) eine (pseudo-) Riemannsche Mannigfaltigkeit, und der
Levi-Civita Zusammenhang habe die lokale Form: ∇ = ei ⊗ (∂i + ωi) bezu¨glich
eines lokalen Orthonormalbasisfeldes. ∂i sei die Richtungsableitung in Richtung






i ∧ ej (B.3)
Rabij = ∂iω
a
j b − ∂jω ai b + ω ai cω cj b − ω aj cω ci b, (B.4)








ei ∧ ej((∂iωj + ωiωj)− (i↔ j)).
Hierbei bedeutet i ↔ j, dass an diese Stelle der Ausdruck der vorhergehenden














i ∧ ej ,
womit die Behauptung bewiesen ist. 2
Rabij sind die Komponenten des so genannten Riemannschen Kru¨mmungs-
tensors. Als na¨chstes kommen wir zu Kru¨mmungen von Spin-Zusammenha¨ngen:
Lemma B.2. Sei (M, g) eine (pseudo-) Riemannsche Spin-Mannigfaltigkeit
und ∇S± der zugeho¨rige Spin-Zusammenhang auf dem zugeho¨rigen Spinor-
Bu¨ndel S mit der Clifford-Aktion γ± (s. B.1). Dann gilt:
[∇S+i ,∇S+j ] = 14Rijk`γk`+ , γi+γj+ + γj+γi+ = 2ηij1, (B.5)
[∇S−i ,∇S−j ] = − 14Rijk`γk`− , γi−γj− + γi−γj− = −2ηij1. (B.6)
Rijk` sind die Komponenten des Riemann-Tensors mit gesenkten Indizes und
ηij die Komponenten der Metrik in einer Orthonormalbasis.
Beweis: Durch explizite Rechnung ergibt sich:































































± − γk±γ`±γm± γn±
±2η`mγk±γn± ∓ 2ηkmγ`±γn± ± 2η`nγm± γk± ∓ 2ηknγm± γ`±
= ±2(η`mγk±γn± − ηkmγ`±γn± + η`nγm± γk± − ηknγm± γ`±).
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±]− ω sj` ωisk[γ`±, γk±])
= ±1
4
(ω sik ωjs` − ω sjk ωis`)γk`± .
Setzt man dies nun wieder in den Ausdruck fu¨r [∇S±i ,∇S±j ] ein, so erha¨lt man:
[∇S±i ,∇S±j ] = ±
1
4






Dies ist die Behauptung. 2











− = −2R1, γi−γj− + γj−γi− = −2gij1. (B.8)
Rijk` bezeichnen hier die Komponenten des Riemannschen Kru¨mmungstensors
und R den Riemannschen Kru¨mmungsskalar, der in diesem Zusammenhang wie
folgt definiert ist: R := Rijij














da Rijk` = −Rjik` beziehungsweise Rijk` = −Rij`k und Rijk` = Rk`ij ist. Ver-
wendet man nun die fu¨r den Riemannschen Ku¨mmungstensor gu¨ltige Bianchi-
Identita¨t










± = −(Rik`j +Ri`jk)γi±γj±γk±γ`±
= −(Rik`jγi±γj±γk±γ`± +Ri`kj(γi±γk±γ`±γj±
∓2gj`γi±γk± ± 2gjkγi±γ`±))
= −(2Rik`jγi±γj±γk±γ`± ± 2Rijγi±γj±), Rij := R `i`j
= −(2Rik`j(γi±γk±γ`±γj± ∓ 2gj`γi±γk± ± 2gjkγi±γ`±)
±2Rijγi±γj±).
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± auf und nutzt aus, dass Rij in den Indizes







± = ∓6Rijγi±γj± = −6R1
⇒ Rijk`γi±γj±γk±γ`± = −2R1.
Als Letztes geben wir noch die Formel fu¨r den Kommutator eines Produkt-
zusammenhanges eines getwisteten Spinor-Bu¨ndels an.
Lemma B.4. Sei S ⊗ E ein getwistetes Spinor-Bu¨ndel u¨ber einer (pseudo-)
Riemannschen Mannigfaltigkeit. Ferner sei ∇S⊗E der Produktzusammenhang
auf S ⊗ E, dann gilt:
















F Eij := (∂iAj)− (∂jAi) + [Ai, Aj ] ist die Kru¨mmung des Bu¨ndels E.
Beweis: Der Produktzusammenhang auf S ⊗E hat lokal die folgende Form:







± ⊗ 1E + 1S ⊗Ai.
So ergibt sich:





± ⊗ 1S + 1S ⊗ F Eij .






Die folgenden Sa¨tze sind in leicht abgewandelten Form [Am] entnommen.
Theorem C.1 (Vergleichssatz I). Es seien J und D offene Intervalle in R
und g ∈ C(J × D,R), g genu¨ge einer Lipschitzbedingung bezu¨glich D. Ferner
sei u ∈ C1(J,D) Lo¨sung der Differentialgleichung
x˙ = g(t, x).
Seien nun v ∈ C1(J,D) und α ∈ J , und des Weiteren gelte:
v(α) ≤ u(α) und v˙ ≤ g(t, v(t)) ∀t ∈ J ∩ [α,∞).
So gilt:
v ≤ u auf J ∩ [α,∞).
Beweis: Es seien α, β ∈ J , β > α und uλ Lo¨sung des Anfangswertproblems
x˙ = g(t, x) + λ, x(α) = u(α)
mit 0 < λ < λ0, wobei λ0 so gewa¨hlt ist, dass uλ auf [α, β] existiert.
Annahme: ∃t0 ∈ (0, λ0) und ∃t1 ∈ (α, β) mit v(t1) > uλ(t1), so muss gelten:





t− t0 ≥ limt→t0+
uλ(t)− uλ(t0)
t− t0 ≥ u˙λ(t0)
= g(t0, uλ(t0)) + λ > g((t0, v(t)) ≥ v˙(t0).
Das ist ein Widerspruch zu den gemachten Voraussetzungen, also folgt:
v ≤ uλ auf [α, β] ∀λ ∈ (0, λ0).
Da uλ stetig von λ abha¨ngt (dies la¨sst z.B. mit Satz 13.1. in [Heu] verifizieren),
folgt fu¨r λ→ 0+ v ≤ u auf [α, β]. Da β beliebig war, folgt die Behauptung.
2
In analoger Weise la¨sst sich ein zweiter Vergleichssatz formulieren:
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Theorem C.2 (Vergleichssatz II). Es seien J und D offene Intervalle in R
und g ∈ C(J ×D,R) und g genu¨ge einer Lipschitzbedingung auf D. Ferner sei
u ∈ C1(J,D) und Lo¨sung der Differentialgleichung
x˙ = g(t, x),
und es sei v ∈ C1(J,D) mit α ∈ J . Des Weiteren gelte:
v(α) ≥ u(α) und v˙(t) ≥ g(t, v(t)) ∀t ∈ J ∩ [α,∞).
So gilt:
v ≥ u auf J ∩ [α,∞).
Der Beweis la¨sst sich in analoger Weise wie bei C.1 fu¨hren.
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