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Abstract
A class of shape-invariant bound-state problems which represent transitions
in a two-level system introduced earlier are generalized to include arbitrary
energy splittings between the two levels. We show that the coupled-channel
Hamiltonians obtained correspond to the generalization of the non-resonant
Jaynes-Cummings Hamiltonian, widely used in quantized theories of laser.
In this general context, we determine the eigenstates, eigenvalues, the time
evolution matrix and the population inversion matrix factor.
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The integrability condition called shape-invariance originates in supersymmetric quan-
tum mechanics [1,2]. The separable positive-denite Hamiltonian H^1 = A^
yA^ is called shape-
invariant if the condition
A^(a1)A^
y(a1) = A^y(a2)A^(a2) +R(a1) ; (1.1)
is satised [3]. In this equation a1 and a2 represent parameters of the Hamiltonian. The
parameter a2 is a function of a1 and the remainder R(a1) is independent of the dynamical
variables such as position and momentum. Even though not all exactly-solvable problems
are shape-invariant [4], shape invariance, especially in its algebraic formulation [5{7], has
proven to be a powerful technique to study exactly-solvable systems.
In a previous paper [8] we used shape-invariance to calculate the energy eigenvalues and


















(^1  i^2) ; (1.3)
and ^i, with i = 1; 2; and 3, are the Pauli matrices.
This is a generalization of the Jaynes-Cummings Hamiltonian [9]. A dierent, but re-
lated problem was considered in Ref. [10]. Our goal in this paper is to study a further
generalization of the Jaynes-Cummings Hamiltonian by introducing a term proportional to
3 with an arbitrary coecient (the so-called non-resonant limit). In addition to the energy
levels we study the time-evolution and the population inversion factor.
Introducing the similarity transformation that replaces a1 with a2 in a given operator
T^ (a1) O^(a1) T^








the condition of Eq. (1.1) can be written as a commutator [5]
[B^−; B^+] = T^ y(a1)R(a1)T^ (a1)  R(a0) ; (1.7)
where we used the identity
R(an) = T^ (a1)R(an−1) T^ y(a1) ; (1.8)
valid for any n. The ground state of the Hamiltonian H^1 = A^
yA^ = B^+B^− satises the
condition
2
A^ j  0i = 0 = B^− j  0i ; (1.9)
and the unnormalized n-th excited state is given by
j  ni 

B^+



















h^ = B^+B^− +
1
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II. THE GENERALIZED NON-RESONANT JAYNES-CUMMINGS
HAMILTONIAN
The standard Jaynes-Cummings model, normally used in quantum optics, idealizes the
interaction of matter with electromagnetic radiation by a simple Hamiltonian of a two-
level atom coupled to a single bosonic mode [11{16]. This Hamiltonian has a fundamental
importance to the eld of quantum optics and it is a central ingredient in the quantized
description of any optical system involving the interaction between light and atoms. The
Jaynes-Cummings Hamiltonian denes a molecule, a composite system formed from the
coupling of a two-state system and a quantized harmonic oscillator. In this case, its non-
resonant expression can be written as












+ h ^3 ; (2.1)
where Ω is a constant related with the coupling strength and  is a constant related with
the detuning of the system.
Following Ref. [8] we introduce the operator
S^ = ^+A^ + ^−A^y ; (2.2)
where the operators A^ and A^y satisfy the shape invariance condition of Eq. (1.1). Using this
denition we can decompose the non-resonant Jaynes-Cummings Hamiltonian in the form







hΩ S^ + h ^3 : (2.4b)
First, we search for the eigenstates of S^2. In this case it is more convenient to work with


















where H^2 = T^ B^−B^+T^ y. Note the freedom of sign choice in Eq. (2.5), which results in two










where C()m;n  C()m;n [R(a1); R(a2); R(a3); : : :] are auxiliary coecients and, j mi and j ni
are the abbreviated notation for the states j  mi and j  ni of Eq. (1.10). Using Eqs. (1.7),
(2.5) and (2.6), the commutation between H^1 and a function of R(ak), and the T^ -operator
unitary condition, one gets






















However, using Eqs. (1.8) and (1.11) one can write
T^ [Em +R(a0)] T^ y = T^ [R(a1) +R(a2) +   +R(am) +R(a0)] T^ y
= R(a2) +R(a3) +   +R(am+1) +R(a1) = Em+1 : (2.8)
Hence the states








m+1 j m+ 1i
#
; m = 0; 1; 2;    (2.9)
are the normalized eigenstates of the operator S^2
S^2 j Ψ()m i = Em+1 j Ψ()m i : (2.10)
We observe that the orthonormality of the wavefunctions imply in the following relations
among the C’s:











hΨ()m j Ψ()m i = C()m C()m − C()m+1C()m+1 = 0 : (2.11b)
Since S^2 and H^int commute then it is possible to nd a common set of eigenstates. We
can use this fact to determine the eigenvalues of H^int and the relations among the C’s
coecients. For that we need to calculate
4
H^int j Ψ()m i = ()m j Ψ()m i ; (2.12)
where ()m are the eigenvalues to be determined. Using Eqs. (2.2), (2.4) and (2.9), the last

























hΩ and  = h=. Since the C’s coecients commute with the A^ or A^y








y B^+ j mi  h + ()m iC()m+1 j m+ 1i = 0 : (2.14b)










m j 0i ; (2.16)
and, with Eqs. (2.15) and (2.16) we can show that [8]
B^+ j mi =
q
Em+1 j m+ 1i ; (2.17a)
T^ B^− j m+ 1i =
q
Em+1 T^ j mi : (2.17b)













y h + ()m iC()m+1

j m+ 1i = 0 : (2.18b)
From Eqs. (2.18) it follows that
()m = 
q








Em+1 + 2  pEm+1
1
A T^C()m T^ y : (2.20)







and the eigenstates and eigenvalues of the generalized non-resonant Jaynes-Cummings
Hamiltonians can be written as
E()m = Em+1 
q
hΩ Em+1 + h22 ; (2.22)
and






C()m j m+ 1i

; m = 0; 1; 2;    (2.23)
a) The Resonant Limit
From these general results we can verify two important and simple limiting cases. The
rst one corresponds to the resonant situation, for which  = 0 ( = 0). Using these
conditions in Eqs. (2.20) and (2.22) and Eqs. (2.11) we get
E()m = Em+1 
q











Therefore the Jaynes-Cummings resonant eigenstate is given by






  j mi
j m+ 1i

; m = 0; 1; 2;    (2.26)
These particular results are shown in the Ref. [8].
b) The Standard Jaynes-Cummings Limit
The second important limit corresponds to the standard Jaynes-Cummings Hamiltonian,
related with the harmonic oscillator system. In this limit we have that T^ = T^ y −! 1,
B^− −! a^, B^+ −! a^y,  = ! − !o and Em+1 = (m+ 1)h!. Using these conditions in the
Eqs. (2.20), (2.22) and Eqs. (2.11) we conclude that
E()m = (m+ 1)h!  h
q


























Therefore the standard Jaynes-Cummings eigenstate, written in a matrix form, is given by











  j mi
j m+ 1i

; m = 0; 1; 2;    (2.30)
These results are shown in many papers, in particular, in the Ref. [17].
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III. THE TIME EVOLUTION OF THE SYSTEM










we can write the wavefunction as




j Ψi(t)i ; (3.2)
and, by substituting this into Schro¨dinger equation and taking into account the commutation




j Ψi(t)i = H^int j Ψi(t)i : (3.3)
We introduce the evolution matrix U^i(t; 0):
j Ψi(t)i = U^i(t; 0) j Ψi(0)i : (3.4)




U^i(t; 0) = H^int U^i(t; 0) ; (3.5)




















where the primes denote the time derivative. One fast way to diagonalize the evolution










H^2intU^i(t; 0) ; (3.7)




















T^ B^−B^+T^ y + 2 =
q
hΩ H^2 + (h)2 ; (3.9a)
h!^2 = 
q
B^+B^− + 2 =
q
hΩ H^1 + (h)2 : (3.9b)
Since by initial conditions U^i(0; 0) = I^, then we can write the solution of the evolution




cos (!^1t) sin (!^1t) C^
sin (!^2t) D^ cos (!^2t)

; (3.10)
and the C^ and D^ operators can be determined by the unitarity conditions
U^yi (t; 0) U^i(t; 0) = U^i(t; 0) U^
y
i(t; 0) = I^ : (3.11)
In the appendix A we show that the unitarity conditions (3.11) imply





D^ = −C^y : (3.12b)
Therefore, we can write the nal expression of the time evolution matrix of the system as
U^i(t; 0) =

cos (!^1t) sin (!^1t) C^
− sin (!^2t) C^y cos (!^2t)

: (3.13)
For Jaynes-Cummings systems an important physical quantity to see how the system
under consideration evolves in time is the population inversion factor [11,13,15], dened by
W^(t)  ^+(t) ^−(t)− ^−(t) ^+(t) = ^3(t) ; (3.14)
where the time dependence of the operators is related with the Heisenberg picture. In this










U^i(t; 0) ; (3.15)







= −2 S^ ^3 ; (3.16)






S^(t) ^3(t) : (3.17)
We can obtain a dierential equation with constant coecients for ^3(t) by taking the time








































S^(t) ^3(t) : (3.21)
Using Eqs. (3.17) and (3.21) into Eq. (3.18) we obtain
d2^3(t)
dt2









U^yi (t; 0) S^ U^i(t; 0) : (3.23b)
Eq. (3.22) corresponds to a non-homogeneous linear dierential equation for ^3(t) with
constant coecients since S^2 and H^ commute and, therefore, ^ is a constant of the motion.
The general solution of this dierential equation can be written as
^3(t) = ^
H(t) + ^P (t) ; (3.24)









T^ B^−B^+T^ y = 2
q





hΩ H^1 : (3.26b)
The solution of Eq. (3.25) is given by
^Hjk(t) = y^j(t) c^jk + z^j(t) d^jk ; (3.27)
where
y^j(t) = cos (^jt) (3.28a)
z^j(t) = sin (^jt) ; (3.28b)
and the coecients c^jk and d^jk can be determined by the initial conditions.






jk(t) = F^jk(t) ; j; k = 1; or 2 ; (3.29)
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where we used that the Wronskian of the system of solutions y^j(t) and z^j(t) is given by ^j .
After we determine the elements of the F^(t)-matrix, it is necessary to resolve the integrals
in Eq. (3.30) to obtain the explicit expression of the particular solution. In the appendix
B we show that, using Eqs. (2.2), (3.13), and (3.23), it is possible to conclude that these




















z^1(t)G(−)SC (t; ^1; !^1; !^2)− y^1(t)G(−)CC (t; ^1; !^1; !^2)
o q
































































z^2(t)G(−)SC (t; ^2; !^2; !^1) + y^2(t)G(−)CC (t; ^2; !^2; !^1)
o q
T^ B^− ; (3.31d)
where γ = 42=h2, and the auxiliary functions are given by
G()XY (t; p^; q^; r^) = FXY (t; p^− q^; r^) FXY (t; p^+ q^; r^) ; X; Y = C or S ; (3.32)
with
FCC(t; x^; w^) 
Z t
0








(2m+ 2n + 1)
(3.33a)
FCS(t; x^; w^) 
Z t
0










FSC(t; x^; w^) 
Z t
0










FSS(t; x^; w^) 
Z t
0











With these results for the particular solution we can conclude that




Now, using Eqs. (3.17), (3.24), (3.27), (3.34) and the initial conditions, we have












= ^i d^ij : (3.35b)
Therefore, the nal expression for the elements of the population inversion matrix of the
system can be written as










+ ^Pij(t) : (3.36)
Again, using these nal results we can verify two important and simple limiting cases.
a) The Resonant Limit
The rst one corresponds to the resonant situation ( = 0). Eqs. (3.9), (3.13), (3.26)































and the elements of the population inversion of the system are











b) The Standard Jaynes-Cummings Limit
This second important limit corresponds to the case of the harmonic oscillator system,
and in this limit we have that T^ = T^ y −! 1, B^− −! a^, B^+ −! a^y and [a^; a^y] = h!.
With these conditions the operators !^1 and !^2 commute, and this fact permits to evaluate
the integrals related with the particular solution of the population inversion elements using
trigonometric product relations. Using that and the expressions obtained in the appendix
B, after a considerable amount of algebra and trigonometric product relations we can show



























































1=4 fKS(t; !^2; !^1; ^2) +KS(t; !^2;−!^1; ^2)gpa^ ; (3.39d)
where, now, the auxiliary functions are given by
KS(t; p^; q^; r^) = r^ sin [(p^+ q^) t]− (p^+ q^) sin (r^t)
r^2 − (p^ + q^)2 (3.40a)
KC(t; p^; q^; r^) = r^ cos [(p^+ q^) t]− r^ cos (r^t)
r^2 − (p^+ q^)2 : (3.40b)
Considering the expressions above we may easily verify that the particular solution for the
population inversion factor must still satisfy the initial conditions (3.34). Therefore, in this









a^a^y + 2 ; h!^2 = 
q
a^ya^ + 2 : (3.41b)
IV. CONCLUSIONS
In this article we extended our earlier work [8] on bound-state problems which rep-
resent two-level systems. The corresponding coupled-channel Hamiltonians generalize the
Jaynes-Cummings non-resonant Hamiltonian. If we take the starting Hamiltonian to be the
simplest shape-invariant system, namely the harmonic oscillator, our results reduce to those
of the standard non-resonant Jaynes-Cummings approach, which has been extensively used
to model a two-level atom-single eld mode interaction whose detuning it is not null.
Another possible extension of our model is to consider intensity-dependent couplings.
This will be taken up in the following paper [18].
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Appendix A
Here we give the steps used to obtain the specic form of the operators C^ and D^. Using
Eq. (3.10) into the unitary condition equation (3.11) actually we can show that the C^ and
D^ operators need to satisfy the following six conditions
C^C^y = C^yC^ = 1 (1a)
D^D^y = D^yD^ = 1 (1b)
D^y sin (!^2t) = − sin (!^1t) C^ (1c)
D^ cos (!^1t) = − cos (!^2t) C^y : (1d)
At this point we can use the following property
q







2T^ B^−B^+B^− + T^ B^−2=h
=
q
2T^ B^−B^+T^ yT^ B^− + 2T^ B^−=h
=
q





T^ B^− : (2)
Then, with this result we have
q
T^ B^− !^22 =
q
T^ B^− !^2 !^2 = !^1
q
T^ B^− !^2 = !^21
q
T^ B^− ; (3)
and nally, by induction, we conclude that
q




T^ B^− : (4)
In the same way,
q




2T^ B^−B^+T^ y + 2=h
=
q
2B^+T^ yT^ B^−B^+T^ y + B^+T^ y2=h
=
q








B^+T^ y : (5)
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Then, with this result we have
q
B^+T^ y !^21 =
q
B^+T^ y !^1 !^1 = !^2
q
B^+T^ y !^1 = !^22
q
B^+T^ y ; (6)
and nally, again by induction, we get
q




B^+T^ y : (7)
Using the properties given by Eqs. (4) and (7) and the forms of C^, D^ operators, dened by
Eqs. (3.12), we can verify that
























= 1 ; (8)
and





















= 1 : (9)
Also using the series expansion of the trigonometric functions, we can show that

















































= − sin (!^1t) C^ ; (10)
where we used the commutation between H^2 and !^1 (see Appendix B). In the same way
we can prove that





































= − cos (!^2t) C^y : (11)
Again, we used the commutation between H^2 and !^1.
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Appendix B
In this appendix we show the necessary steps to obtain the explicit expressions of the
particular solution elements of the population inversion factor. To resolve the integrals in
Eq. (3.30), rst we need to determine the elements of the F^(t)-matrix. To do that we can
use Eqs. (2.2), (3.23), and (3.13) to write down
F^11(t) = −γ
n




T^ B^− cos (!^2t) sin (!^1t) H^
1=4











T^ B^− cos (!^2t) cos (!^1t)
q
T^ B^− + H^
1=4












B^+T^ y cos (!^1t) cos (!^2t)
q
B^+T^ y + H^
1=4











B^+T^ y cos (!^1t) sin (!^2t) H^
1=4









B^+T^ y = −
q
T^ B^− C^y = iH^
1=4
2 (13a)q
B^+T^ y C^ = −C^y
q
T^ B^− = iH^
1=4
1 : (13b)
Now, keeping in mind that [^j ; !^j] = 0, (j = 1; or 2), so we may use the trigonomet-
ric relationships involving products of trigonometric functions with arguments ^jt and !^jt
















= 0 ; (14)
and the same properties (1), (4) and (7), we can show that






































1 fsin [(^2 + !^2)t] sin (!^1t)− sin [(^2 − !^2)t] sin (!^1t)g H^1=42 (15c)
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1 fsin [(^2 − !^2)t] cos (!^1t)− sin [(^2 + !^2)t] cos (!^1t)g
q
T^ B^− : (15d)
In a similar way, we can show that



































1 fcos [(^2 + !^2)t] sin (!^1t)− cos [(^2 − !^2)t] sin (!^1t)g H^1=42 (16c)









1 fcos [(^2 − !^2)t] cos (!^1t)− cos [(^2 + !^2)t] cos (!^1t)g
q
T^ B^− : (16d)
The non-commutativity between the operators !^1 and !^2 imply that to calculate the
integrals involving the terms given by Eqs. (15) and (16) we need to use the series expansion
of the trigonometric functions. In this case the integrals can be easily done because the
time variable can be considered as a parameter factor. Finally, inserting these results into
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