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IMPROVEMENTS ON SAWYER TYPE ESTIMATES FOR GENERALIZED
MAXIMAL FUNCTIONS
FABIO BERRA, MARILINA CARENA, AND GLADIS PRADOLINI
Abstract. In this paper we prove mixed inequalities for the maximal operator MΦ, for general
Young functions Φ with certain additional properties, improving and generalizing some previous
estimates for the Hardy-Littlewood maximal operator proved by E. Sawyer. We show that given
r ≥ 1, if u, vr are weights belonging to the A1-Muckenhoupt class and Φ is a Young function
as above, then the inequality
uv
r
({
x ∈ Rn :
MΦ(fv)(x)
v(x)
> t
})
≤ C
∫
Rn
Φ
(
|f(x)|
t
)
u(x)vr(x) dx
holds for every positive t.
A motivation for studying these type of estimates is to find an alternative way to prove
the boundedness properties of MΦ. Moreover, it is well-known that for the particular case
Φ(t) = t(1 + log+ t)m with m ∈ N these maximal functions control, in some sense, certain
operatos in Harmonic Analysis.
Introduction
In [12], B. Muckenhoupt and R. Wheeden proved certain weighted weak estimates that in-
volved the Hardy-Littlewood maximal operator or the Hilbert transform. More precisely, they
proved that given 1 ≤ p < ∞ and w ∈ Ap, there exists a positive constant C such that the
inequality
(0.1)
∣∣∣{x ∈ R : Tf(x)w1/p(x) > t}∣∣∣ ≤ C
tp
∫
R
|f(x)|pw(x) dx
holds for every positive t, where T is either of the two operators mentioned above. These type
of inequalities were studied as a motivation to prove some two weighted norm inequalities like
those that appear in [11].
The difference between these estimates and the classical weak type inequalities is that we
must handle with level sets of product of functions, and this fact suggests that classical covering
lemmas or decomposition techniques would not apply directly. In [12], the authors use a special
classification of intervals, and the inequality (0.1) follows from an estimation of the measure of
certain subsets of them, called “principal intervals”.
Inspired in this paper, few years later E. Sawyer proved in [15] that, if u, v are weights
belonging to the A1-Muckenhoupt class and M is the Hardy-Littlewood maximal operator,
then the estimate
(0.2) uv
({
x ∈ R :
M(fv)(x)
v(x)
> t
})
≤ C
∫
R
|f(x)|u(x)v(x) dx
holds for every positive t. This last inequality can be seen as the weak (1,1) type of the auxiliary
operator S defined by Sf(x) = M(fv)(x)v−1(x) with respect to the measure dµ = uv dx.
Furthermore, it can be used to give an alternative proof of the boundedness of the Hardy-
Littlewood maximal operator in Lp(w), for 1 < p <∞ and w ∈ Ap, proved by B. Muckenhoupt
in [10].
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Later on, in [5] the authors extended inequality (0.2) to Rn and for both the Hardy-Littlewood
maximal function and Caldero´n-Zygmund operators (CZOs). They considered two pair of con-
ditions on the weights involved: u, v ∈ A1 and u ∈ A1, v ∈ A∞(u). For the first case they follow
similar ideas as in [15]. The second condition is instead more “suitable” in the sense that the
product uv is an A∞-weight and therefore some classical techniques like Caldero´n-Zygmund
decomposition can be applied. The main idea in this work is to obtain the corresponding mixed
estimate for the dyadic Hardy-Littlewood maximal operator, MD, and then obtain an analogous
result for M by extrapolation techniques. The corresponding estimate for CZOs is achieved in
a similar way.
Recently, in [8] the authors extended the estimates given in [5] to a more general case. More
precisely, they proved that if T is either the Hardy-Littlewood maximal operator or a CZO,
u ∈ A1 and v ∈ A∞ then the estimate
(0.3) uv
({
x ∈ Rn :
|T (fv)(x)|
v(x)
> t
})
≤ C
∫
Rn
|f(x)|u(x)v(x) dx
holds for every positive t.
Observe that (0.1) can be obtained as a direct consequence of (0.3) by taking u ∈ A1,
v = u−1 ∈ A2 ⊂ A∞ and f˜ = fv.
Then, a natural question is whether such estimates remain true for a more general class of
maximal operators, which control in some sense classical operators from Harmonic Analysis.
For example, it is well-known that certain maximal operators associated to the Young function
ϕ(t) = t(1 + log+ t)m control the higher order commutators of CZOs. In this direction, in [4],
the authors proved mixed weak estimates in Rn for weights u and v, where u is arbitrary but
v = |x|β with β < −n. Concretely, we proved that
uw
({
x ∈ Rn :
MΦ0(fv)(x)
v(x)
> t
})
≤ C
∫
Rn
Φ0
(
|f(x)|v(x)
t
)
Mu(x) dx
holds for every positive t, where w = 1/Φ0(v
−1), Φ0(t) = t
r(1 + log+ t)δ, with r ≥ 1 and δ ≥ 0.
Later on, in [3] the author showed that a similar behavior occurs in the case u, vr ∈ A1, that
is,
(0.4) uw
({
x ∈ Rn :
MΦ0(fv)(x)
v(x)
> t
})
≤ C
∫
Rn
Φ0
(
|f(x)|v(x)
t
)
u(x) dx,
where w and Φ0 are as above.
A motivation for studying these type of estimates is to find an alternative way to prove
the boundedness of the operator MΦ. Although in [3] was established that (0.4) extends the
estimates in [5] not only forM but also forMr, this inequality turns out to be non-homogeneous,
and even when vr ∈ A1, the resulting weight w might not. This fact forbids us to use the result
in order to achieve such an alternative proof. Since it is known that the operatorMΦ0 is bounded
in Lp(w) for r < p <∞ and w ∈ Ap/r (see [2]), which is the same condition for the boundedness
of the operator Mr, an interesting question is if (0.4) could be improved.
In this paper we answer this question positively. Moreover, we prove mixed weak estimates
for the operator MΦ for general Young functions Φ with some additional properties, improving
and generalizing the previous estimates. Given r ≥ 1, we define the class Fr as the set of all the
Young functions Φ that have a lower type r, are submultiplicative and verify that there exist
constants C0 > 0, δ ≥ 0 and t0 ≥ 1 such that
(0.5)
Φ(t)
tr
≤ C0(log t)
δ, for t ≥ t0.
Concretely, we have the following result.
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Theorem 1. Let r ≥ 1 and Φ ∈ Fr. If u, v
r are weights belonging to the A1-Muckenhoupt
class, then there exists a positive constant C such that
uvr
({
x ∈ Rn :
MΦ(fv)(x)
v(x)
> t
})
≤ C
∫
Rn
Φ
(
f
t
)
uvr dx
holds for every t > 0 and every bounded function with compact support.
Remark 1. The family of Young functions Φ0(t) = t
r(1 + log+ t)δ with r ≥ 1 and δ ≥ 0 belongs
to Fr. Moreover, for these type of functions the aforementioned result is an improvement of
(0.4) in two senses: the inequality involved is homogeneous in v and on the other hand it is
suitable in order to obtain the boundedness of MΦ. (see §3).
Many other examples can be given. As we said above, the functions Φ0(t) = t
r(1 + log+ t)δ
belong to Fr. Also, we can consider the function defined by
Φ(t) =
{
tq if 0 ≤ t ≤ 1,
tr log(e+ log(e+ t))δ if t > 1.
,
where q ≥ r, and δ ≥ 0. These functions are also in Fr. This example includes combination of
power functions when δ = 0, or power and L log logL functions, if δ > 0.
The remainder of this paper is organized as follows. In §1 we give the preliminaries and basic
definitions. In §2 we prove the main result and finally, in §3, we use interpolation techniques for
modular type inequalities and the main result to give an alternative proof of the boundedness
of the maximal operator MΦ.
1. Preliminaries and basic definitions
We shall use the notation A . B to mean that there exists a positive constant C such that
A ≤ CB. The constant C may change on each occurrence. We say that A ≈ B if A . B and
B . A.
Given a function ϕ, we will say that f ∈ Lϕloc if ϕ(|f |) is locally integrable. When we consider
the function ϕ(t) = t, the corresponding space is the usual L1loc.
By a weight w we mean function that is locally integrable, positive and finite in almost every
x. Given 1 < p <∞, the Ap-Muckenhoupt class is defined to be the set of weights w that verify(
1
|Q|
∫
Q
w dx
)(
1
|Q|
∫
Q
w1−p
′
dx
)p−1
≤ C,
for some positive constant C and for every cube Q ⊆ Rn. By a cube Q we understand a cube
in Rn with sides parallel to the coordinate axes. If p = 1 we say that w ∈ A1 if there exists a
positive constant C such that for every cube Q
1
|Q|
∫
Q
w dx ≤ C inf
Q
w.
Finally, the A∞ class is defined as the collection of all the Ap classes, that is, A∞ =
⋃
p≥1Ap.
It is well known that the Ap classes are increasing on p, that is, if p ≤ q then Ap ⊆ Aq. For
further details and other properties of weights see [6] or [7].
There are many conditions that characterize A∞. In this paper we will use the following one:
w ∈ A∞ if there exist positive constants C and ε such that, for every cube Q ⊆ R
n and every
measurable set E ⊆ Q the condition
w(E)
w(Q)
≤ C
(
|E|
|Q|
)ε
holds, where w(E) =
∫
E w.
The smallest constants C for which the corresponding inequalities above hold are denoted by
[w]Ap , 1 ≤ p ≤ ∞ and called the Ap constants of w.
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An important property of Muckenhoupt weights is the reverse Ho¨lder condition. This means
that given w ∈ Ap, for some 1 ≤ p <∞, there exist positive constants C and s > 1 that depend
only on the dimension n, p and [w]Ap , such that(
1
|Q|
∫
Q
ws(x) dx
)1/s
≤
C
|Q|
∫
Q
w(x) dx
for every cube Q. We write w ∈ RHs to point out that the inequality above holds, and we
denote by [w]RHs the smallest constant C for which this condition holds. A weight w belongs
to RH∞ if there exists a positive constant C such that
sup
Q
w ≤
C
|Q|
∫
Q
w,
for every Q ⊂ Rn. Let us observe that RH∞ ⊆ RHs ⊆ RHq, for every 1 < q < s ≤ ∞.
Given a locally integrable function f , the Hardy-Littlewood maximal operator is defined by
Mf(x) = sup
Q∋x
1
|Q|
∫
Q
|f(y)| dy.
We say that ϕ : [0,∞)→ [0,∞) is a Young function if it is convex, increasing, ϕ(0) = 0 and
ϕ(t) → ∞ when t → ∞. Given a Young function ϕ, the maximal operator Mϕ is defined, for
f ∈ Lϕ
loc
, by
Mϕf(x) = sup
Q∋x
‖f‖ϕ,Q ,
where ‖f‖ϕ,Q denotes the Luxemburg type average of the function f in the cube Q, which is
defined as follows
‖f‖ϕ,Q = inf
{
λ > 0 :
1
|Q|
∫
Q
ϕ
(
|f(y)|
λ
)
dy ≤ 1
}
.
We also define the weighted Luxemburg type average ‖f‖ϕ,Q,w by
‖f‖ϕ,Q,w = inf
{
λ > 0 :
1
w(Q)
∫
Q
ϕ
(
|f(y)|
λ
)
w(y) dy ≤ 1
}
.
If w ∈ A∞ then dµ = w(x) dx is a doubling measure. Thus, by following the same arguments
as in the result of Krasnosel’ski˘ı and Ruticki˘ı ([9], see also [14]) we can get that
(1.1) ‖f‖Φ,Q,w ≈ inf
τ>0
{
τ +
τ
w(Q)
∫
Q
Φ
(
|f |
τ
)
w dx
}
.
Given a Young function ϕ, we use ϕ˜ to denote the complementary Young function associated
to ϕ, defined for t ≥ 0 by
ϕ˜(t) = sup{ts − ϕ(s) : s ≥ 0}.
It is well known in the literature that ϕ˜ satisfies
t ≤ ϕ−1(t)ϕ˜−1(t) ≤ 2t, ∀t > 0,
where ϕ−1 denotes the generalized inverse of ϕ, defined by
ϕ−1(t) = inf{s > 0 : ϕ(s) > t}.
For a Muckenhoupt weight w and a Young function ϕ we have the following generalized
Ho¨lder inequality
(1.2)
1
w(Q)
∫
Q
|fg|w dx ≤ C‖f‖ϕ,Q,w‖g‖ϕ¯,Q,w.
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We say that a Young function ϕ has lower type q, 0 < q < ∞ if there exists a positive
constant Cq such that
ϕ(st) ≤ Cqs
qϕ(t),
for every 0 < s ≤ 1 and t > 0. As an immediate consequence of this definition we have that, if
ϕ has lower type q then ϕ has lower type p, for every 0 < p < q.
Given a Young function ϕ and 1 < p <∞ we say that ϕ satisfies the Bp condition and denote
it by ϕ ∈ Bp if there exists a positive constant c such that
(1.3)
∫ ∞
c
ϕ(t)
tp
dt
t
<∞.
A dyadic grid D will be understood as a collection of cubes of Rn that satisfies the following
properties:
(1) every cube Q in D has side length 2k, for some k ∈ Z;
(2) if P ∩Q 6= ∅ then P ⊆ Q or Q ⊆ P ;
(3) Dk = {Q ∈ D : ℓ(Q) = 2
k} is a partition of Rn for every k ∈ Z, where ℓ(Q) denotes the
side length of Q.
To a given dyadic grid D we can associate the corresponding maximal operator Mϕ,D defined
similarly as above, but where the supremum is taken over all cube in D. When ϕ(t) = t, we
will simply denote this operator with MD.
The next result will be useful in our estimates. A proof can be found in [13].
Theorem 2. There exist dyadic grids D(i), 1 ≤ i ≤ 3n such that, for every cube Q ⊆ Rn, there
exist i and Q0 ∈ D
(i) satisfying Q ⊆ Q0 and ℓ(Q0) ≤ 3ℓ(Q).
From the theorem above, we obtain that
(1.4) MΦf(x) ≤ C
3n∑
i=1
MΦ,D(i)f(x).
Indeed, fix x ∈ Rn and Q a cube containing x. By Theorem 2 we have a dyadic grid D(i) and
Q0 ∈ D
(i) with the desired properties. Then,
1
|Q|
∫
Q
Φ
(
|f(y)|
‖f‖Φ,Q0
)
dy ≤
|Q0|
|Q|
1
|Q0|
∫
Q0
Φ
(
|f(y)|
‖f‖Φ,Q0
)
dy ≤ 3n,
so
‖f‖Φ,Q ≤ 3
n ‖f‖Φ,Q0 ≤ 3
nMΦ,D(i)(f)(x) ≤ 3
n
3n∑
i=1
MΦ,D(i)(f)(x).
Thus, by taking supremum over all cubes Q that contain x we have the desired estimate. From
(1.4), it will be sufficient to prove Theorem 1 for MΦ,D, for a general dyadic grid D.
2. Proof of the main result
We devote this section to proving Theorem 1. We shall split some parts into several claims
that will be proved separately for the sake of simplicity.
First, we shall give some lemmas that will be useful in the proof of our main result.
Lemma 3. Given λ > 0, a bounded function with compact support f , a dyadic grid D and a
Young function ϕ, there exists a family of dyadic cubes {Qj} of D that satisfies
{x ∈ Rn : Mϕ,Df(x) > λ} =
⋃
j
Qj ,
and ‖f‖ϕ,Qj > λ for every j.
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A proof of this lemma can be found in [3, Lemma 5]. Notice that the cubes Qj are maximal
in the sense of inclusion, that is, if Qj ( Q
′ for a fixed j, then ‖f‖Φ,Q′ ≤ λ.
Lemma 4. Let f be the function defined in [0,∞) by
f(x) =
{ (
1 + 1x
) x
1+x , if x > 0;
1, if x = 0.
Then 1 ≤ f(x) ≤ e1/e, for every x ≥ 0.
Proof. Observe that
f ′(x) = f(x)
1
(1 + x)2
(
log
(
1 +
1
x
)
− 1
)
if x > 0.
It is easy to see that f has a local maximum at x = 1/(e − 1) and f(1/(e− 1)) = e1/e. On the
other hand,
lim
x→0+
f(x) = lim
x→∞
f(x) = 1,
which directly implies the thesis. 
Proof of Theorem 1. Fix t > 0, a dyadic grid D and denote g = fv/t. Then, it will be enough
to prove that
uvr ({x ∈ Rn : MΦ,D(g)(x) > v(x)}) ≤ C
∫
Rn
Φ
(
f
t
)
uvr dx.
We can assume, without loss of generality, that g is a bounded function with compact support.
Fix a number a > 2n and, for every k ∈ Z we will define the set
Ωk = {x ∈ R
n : MDv(x) > a
k} ∩ {x ∈ Rn : MΦ,Dg(x) > a
k},
which can be written as a disjoint union of maximal dyadic cubes {Qkj }j , for every k, by virtue
of Lemma 3.
Let us now consider the set Γ = {(k, j) : |Qkj ∩ {x : v(x) ≤ a
k+1}| > 0}. Therefore, since
v ∈ A1, for (k, j) ∈ Γ we have that
(2.1)
ak
[v]A1
≤
1
[v]A1
inf
Qkj
MDv ≤ inf
Qkj
v ≤
1
|Qkj |
∫
Qkj
v ≤ [v]A1 inf
Qkj
v ≤ [v]A1a
k+1.
Since vr ∈ A1, we also have
1
|Qkj |
∫
Qkj
v ≤
(
1
|Qkj |
∫
Qkj
vr
)1/r
≤ [vr]
1/r
A1
1
|Qkj |
∫
Qkj
v.
By combining the estimate above with (2.1) we get
(2.2)
akr
[v]rA1
≤
1
|Qkj |
∫
Qkj
vr ≤ [vr]A1 [v]
r
A1a
rakr.
Now observe that if we set Ak =
{
x : ak < v(x) ≤ ak+1
}
, then for every k we have that
Ak ∩ {MΦ,Dg > v} ⊆
{
MDv > a
k
}
∩
{
v ≤ ak+1
}
∩
{
MΦ,Dg > a
k
}
⊆
⋃
j:(k,j)∈Γ
Qkj ,
except for a set of null measure. Thus,
uvr({x ∈ Rn : MΦ,Dg > v}) =
∑
k∈Z
uvr({MΦ,Dg > v} ∩Ak)
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≤ ar
∑
k∈Z
akru({MΦ,Dg > v} ∩Ak)
≤ ar
∑
k∈Z
∑
j:(k,j)∈Γ
akru(Qkj )
≤ ar[v]rA1
∑
k∈Z
∑
j:(k,j)∈Γ
u(Qkj )
vr(Qkj )
|Qkj |
,
where we have used (2.2).
Fix now a negative integer N and define ΓN = {(k, j) ∈ Γ : k ≥ N}. The objective is to
prove that there exists a positive constant C, independent of N for which
∑
k≥N
∑
j:(k,j)∈ΓN
u(Qkj )
vr(Qkj )
|Qkj |
≤ C
∫
Rn
Φ
(
f
t
)
uvr dx.
If we can accomplish this estimate, the result will follow by letting N → −∞.
Let ∆N = {Q
k
j : (k, j) ∈ ΓN}. Given two cubes in ∆N either they are disjoint, or one is
contained in the other. Also observe that, if k > t, Ωk ⊆ Ωt. Thus, if the cubes Q
k
j and Q
t
s
verify Qkj ∩Q
t
s 6= ∅, then necessarily we must have Q
k
j ⊆ Q
t
s.
Since vr ∈ A1 ⊂ A∞, there exist positive constants [v
r]A∞ and η such that, for every cube
Q ⊂ Rn and E a measurable subset of Q
vr(E)
vr(Q)
≤ [vr]A∞
(
|E|
|Q|
)η
.
Let 0 < β < η and define inductively a sequence of sets as follows:
G0 = {(k, j) ∈ ΓN : Q
k
j is maximal in ∆N},
and, in a colloquial way, a pair (k, j) in ΓN belongs to Gn+1 if the cube Q
k
j has an “ancestor”
Qts, with (t, s) ∈ Gn, and Q
k
j is the “first descendant” in ΓN that satisfies µ(Q
k
j ) > µ(Q
t
s), in the
sense that µ(Qℓi) ≤ µ(Q
t
s) for each (ℓ, i) ∈ ΓN and Q
k
j ( Q
ℓ
i ⊆ Q
t
s, where µ(Q
t
s) is the modified
average
µ(Qts) :=
1
aβt
1
|Qts|
∫
Qts
u(x) dx.
That is, we define for n ≥ 0, Gn+1 as the set of pairs (k, j) ∈ ΓN for which there exists (t, s) ∈ Gn
with Qkj ( Q
t
s and the inequalities
(2.3)
1
|Qkj |
∫
Qkj
u(x) dx > a(k−t)β
1
|Qts|
∫
Qts
u(x) dx,
and
(2.4)
1
|Qℓi |
∫
Qℓi
u(x) dx ≤ a(ℓ−t)β
1
|Qts|
∫
Qts
u(x) dx
hold with (ℓ, i) ∈ ΓN and Q
k
j ( Q
ℓ
i ⊆ Q
t
s.
Observe that, if Gn0 = ∅ for some n0, then Gn = ∅ for every n ≥ n0. Let P =
⋃
n≥0Gn. If
(t, s) ∈ P we will say that Qts is a principal cube.
We now state some claims whose proofs will be given at the end of this section.
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Claim 1. There exists a positive constant C such that
∑
(k,j)∈ΓN
vr(Qkj )
|Qkj |
u(Qkj ) ≤ C
∑
(k,j)∈P
vr(Qkj )
|Qkj |
u(Qkj ).
For every fixed k ∈ Z, we consider the family {Q˜ki }i of maximal dyadic cubes given by
Lemma 3, which decompose the set {x ∈ Rn : MΦ,Dg(x) > a
k}. Then, for every i, it follows
that
(2.5) ak < ‖g‖Φ,Q˜ki
or, equivalently 1 <
∥∥∥ g
ak
∥∥∥
Φ,Q˜ki
.
Claim 2. There exists a positive constant C such that
(2.6) akr ≤ C
1
|Q˜ki |
∫
Q˜ki
Φ
(
f
t
)
vr(x) dx,
for every cube Q˜ki .
Since Qkj ⊆ {x : MΦ,Dg(x) > a
k}, for each j there exists a unique i = i(j, k) for which
Qkj ⊆ Q˜
k
i . By applying Claims 1 and 2 we have that∑
(k,j)∈ΓN
1
|Qkj |
vr(Qkj )u(Q
k
j ) ≤ C
∑
(k,j)∈P
1
|Qkj |
vr(Qkj )u(Q
k
j )
≤ C
∑
(k,j)∈P
akru(Qkj )
≤ C
∑
(k,j)∈P
u(Qkj )
|Q˜ki |
∫
Q˜ki
Φ
(
f
t
)
vr(x) dx
= C
∫
Rn
Φ
(
f
t
)
vr(x)

 ∑
(k,j)∈P
1
|Q˜ki |
u(Qkj )XQ˜ki
(x)

 dx
= C
∫
Rn
Φ
(
f
t
)
h(x)vr(x) dx,
where h(x) =
∑
(k,j)∈P |Q˜
k
i |
−1u(Qkj )XQ˜ki
(x).
In order to finish, it only remains to show that there exists a positive constant C such
that h(x) ≤ Cu(x). The proof follows similar lines as in [15]. We include it for the sake of
completeness.
Indeed, given x ∈ Rn, we can assume that u(x) <∞. For every fixed k there exists, at most,
one Q˜ki which satisfies x ∈ Q˜
k
i . If this cube does exist, we denote it by Q˜
k and for every k we
define Pk = {(k, j) ∈ P : Q
k
j ⊆ Q˜
k} and G = {k : Pk 6= ∅}. Recall that k ≥ N , so G is bounded
from below. Let k0 be the minimum of G. We shall build a sequence in G in the following way:
chosen km, for m ≥ 0 we select km+1 as the smallest integer in G, greater than km and verifying
(2.7)
1
|Q˜km+1 |
∫
Q˜km+1
u(y) dy >
2
|Q˜km |
∫
Q˜km
u(y) dy.
It is clear that, if ℓ ∈ G and km ≤ ℓ < km+1, then
(2.8)
1
|Q˜ℓ|
∫
Q˜ℓ
u(y) dy ≤
2
|Q˜km |
∫
Q˜km
u(y) dy.
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The so-defined sequence {km}m≥0 has only a finite number of terms. Indeed, if it was not
the case, by applying condition (2.7) repeatedly, we would have
[u]A1u(x) ≥
1
|Q˜km |
∫
Q˜km
u(y) dy > 2m
1
|Q˜k0 |
∫
Q˜k0
u(y) dy
for every m ∈ N, and by letting m→∞ we would get a contradiction. Thus {km} = {km}
m0
m=0.
By denoting Fm = {ℓ ∈ G : km ≤ ℓ < km+1} we can write
h(x) =
∑
(k,j)∈P
1
|Q˜ki |
u(Qkj )XQ˜ki
(x)
=
∑
(k,j)∈P
u(Qkj )
u(Q˜k)
(
1
|Q˜k|
∫
Q˜k
u(y) dy
)
=
m0∑
m=0
∑
ℓ∈Fm
(
1
|Q˜ℓ|
∫
Q˜ℓ
u(y) dy
) ∑
j:(ℓ,j)∈Pℓ
u(Qℓj)
u(Q˜ℓ)
≤ 2
m0∑
m=0
(
1
|Q˜km |
∫
Q˜km
u(y) dy
) ∑
ℓ∈Fm
∑
j:(ℓ,j)∈Pℓ
u(Qℓj)
u(Q˜ℓ)
,
where in the last inequality we have used (2.8).
Claim 3. There exists a positive constant C such that∑
ℓ∈Fm
∑
j:(ℓ,j)∈Pℓ
u(Qℓj)
u(Q˜ℓ)
≤ C.
If this claim holds, we are done. Indeed, denoting with Cm = |Q˜
km |−1
∫
Q˜km u, using the
estimation above, and (2.7) we have that
h(x) ≤ C
m0∑
m=0
Cm ≤ C
m0∑
m=0
Cm02
m−m0
= CCm02
−m0
m0∑
m=0
2m = CCm02
−m0(2m0+1 − 1)
≤ CCm0 ≤ C[u]A1u(x). 
In order to conclude, we will prove the claims.
Proof of Claim 1. Fix (t, s) ∈ P and define
I(t, s) =
{
(k, j) ∈ ΓN : Q
k
j ⊆ Q
t
s and Q
t
s is the smallest principal cube that contains Q
k
j
}
.
Particularly, every Qkj with (k, j) ∈ I(t, s) is not principal, unless (k, j) = (t, s). By condi-
tion (2.4) we can write∑
(k,j)∈I(t,s)
vr(Qkj )
|Qkj |
u(Qkj ) ≤
∑
(k,j)∈I(t,s)
a(k−t)β
u(Qts)
|Qts|
vr(Qkj )
≤ C
u(Qts)
|Qts|
∑
(k,j)∈I(t,s)
a(k−t)βvr(Qkj )
≤ C
u(Qts)
|Qts|
∑
(k,j)∈I(t,s)
a(k−t)βvr(Qts ∩ {x : MDv(x) > a
k}).
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On the other hand, by the A∞-condition of v
r and (2.1) we obtain that
vr(Qts ∩ {x :MDv(x) > a
k}) =
vr(Qts ∩ {x : MDv(x) > a
k})
vr(Qts)
vr(Qts)
≤ [vr]A∞
(
|Qts ∩ {x :MDv(x) > a
k}|
|Qts|
)η
vr(Qts)
≤ [vr]A∞
(
[v]A1
|Qts|a
k
∫
Qts
v(x) dx
)η
vr(Qts)
≤ [vr]A∞(a[v]
2
A1)
ηa(t−k)ηvr(Qts).
Combining these two estimates, we have that
∑
(k,j)∈I(t,s)
vr(Qkj )
|Qkj |
u(Qkj ) ≤ C
u(Qts)
|Qts|
∑
(k,j)∈I(t,s)
a(k−t)βa(t−k)ηvr(Qts)
= C
u(Qts)
|Qts|
vr(Qts)
∑
k≥t
a(t−k)(η−β)
≤ C
u(Qts)
|Qts|
vr(Qts),
since η − β > 0 and a > 2n > 1. So, we have obtained that
∑
(k,j)∈I(t,s)
vr(Qkj )
|Qkj |
u(Qkj ) ≤ C
u(Qts)
|Qts|
vr(Qts),
and if we sum over all (t, s) ∈ P it follows that
∑
(k,j)∈ΓN
vr(Qkj )
|Qkj |
u(Qkj ) ≤
∑
(t,s)∈P
∑
(k,j)∈I(t,s)
vr(Qkj )
|Qkj |
u(Qkj ) ≤ C
∑
(t,s)∈P
vr(Qts)
|Qts|
u(Qts),
since
⋃
(t,s)∈P I(t, s) = ΓN . 
Proof of Claim 2. Fix one of these cubes Q˜ki . We define the sets A = {x ∈ Q˜
k
i : v(x) ≤ t0a
k},
where t0 is given in (0.5) and B = Q˜
k
i \A. Thus,
1 <
∥∥∥ g
ak
∥∥∥
Φ,Q˜ki
≤
∥∥∥ g
ak
XA
∥∥∥
Φ,Q˜ki
+
∥∥∥ g
ak
XB
∥∥∥
Φ,Q˜ki
= I + II.
Then we can deduce that either I > 1/2 or II > 1/2. If the first case holds, from the
submultiplicativity and the lower type of Φ we have
1 <
1
|Q˜ki |
∫
A
Φ
(
2fv
tak
)
dx
≤ Φ(2t0)
1
|Q˜ki |
∫
A
Φ
(
f
t
)
Φ
(
v
t0ak
)
dx
≤ CrΦ(2t0)
1
|Q˜ki |
∫
Q˜ki
Φ
(
f
t
)
vr
tr0a
kr
dx
= Cr
Φ(2t0)
tr0a
kr
1
|Q˜ki |
∫
Q˜ki
Φ
(
f
t
)
vr dx,
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which means that
akr < Cr
Φ(2t0)
tr0
1
|Q˜ki |
∫
Q˜ki
Φ
(
f
t
)
vr dx.
For the second case, if we set Ji,k = {ℓ : Q
k
ℓ ⊂ Q˜
k
i }, then B ⊂
⋃
ℓ∈Ji,k
Qkℓ . Indeed, B =
Q˜ki ∩ {v > t0a
k} ⊂ Q˜ki ∩ {MDv > a
k}, and this implies that B ⊂ Q˜ki ∩ {MDv > a
k} ∩ {x :
MΦ,Dg(x) > a
k} = Q˜ki ∩ Ωk. Hence,
(2.9) B ⊂ Q˜ki ∩

 ⋃
ℓ∈Ji,k
Qkℓ

 = ⋃
ℓ∈Ji,k
(
Q˜ki ∩Q
k
ℓ
)
=
⋃
ℓ∈Ji,k
Qkℓ .
Then, since Φ ∈ Fr we have that
1 <
1
|Q˜ki |
∫
B
Φ
(
2fv
tak
)
dx
≤ Φ(2)
1
|Q˜ki |
∫
B
Φ
(
f
t
)
Φ
( v
ak
)( v
ak
)−r vr
akr
XQ˜k
i
∩B dx
≤ Φ(2)C0
1
|Q˜ki |
∫
B
Φ
(
f
t
)
vr
akr
(
log
( v
ak
))δ
XQ˜k
i
∩B dx,
and using (2.9) we can write
akr < C
1
|Q˜ki |
∫
B
Φ
(
f
t
)
vr
(
log
( v
ak
))δ
XQ˜ki ∩B
dx
≤
C
|Q˜ki |
∑
ℓ∈Ji,k
∫
Qk
ℓ
Φ
(
f
t
)
wkv
r dx,
where wk =
(
log
(
v
ak
))δ
XQk
ℓ
∩B .
Note that, since vr ∈ A1, there exists an exponent s > 1 such that v
r ∈ RHs. Let
δ0 = max{δ, 1} and ε0 = min{1/(s
′[v]
1/s′
A1
a1/s
′
[vr]RHsδ0 − 1), 1}.
Fix 0 < ε ≤ ε0 and γ = 1 + ε, so γ
′ = 1 + 1/ε. Thus, by applying Ho¨lder’s inequality with
exponents γ and γ′, with respect to the measure dµ = vr(x) dx, we obtain
(2.10)
akr <
C0Φ(2)
|Q˜ki |
∑
ℓ∈Ji,k
vr(Qkℓ )
(
1
vr(Qkℓ )
∫
Qk
ℓ
Φγ
(
f
t
)
vr dx
)1/γ (
1
vr(Qkℓ )
∫
Qk
ℓ
wγ
′
k v
r dx
)1/γ′
.
Next, we prove that the second average is bounded by a positive constant K, independent of
ε. Indeed, by using (2.1), the fact that log(t) . ξ−1tξ, for every t, ξ > 0 and Ho¨lder’s inequality
with exponents s and s′ we have that
(
1
vr(Qkℓ )
∫
Qk
ℓ
wγ
′
k v
r(x) dx
)1/γ′
=
(
1
vr(Qkℓ )
∫
Qk
ℓ
∩B
log
(
v(x)
ak
)δγ′
vr(x) dx
)1/γ′
≤
(
1
vr(Qkℓ )
∫
Qk
ℓ
∩B
δs′γ′
(
v(x)
ak
)1/s′
vr(x) dx
)1/γ′
≤

δs′γ′ |Qkℓ |
vr(Qkℓ )
(
1
|Qkℓ |
∫
Qk
ℓ
v(x)
ak
)1/s′ (
1
|Qkℓ |
∫
Qk
ℓ
vrs(x) dx
)1/s
1/γ′
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≤
(
[v]
1/s′
A1
a1/s
′
[vr]RHsδ0γ
′s′
)1/γ′
≤ (γ′γ′)1/γ
′
≤ e2/e,
where we have used the definition of ε and Lemma 4. Thus, we can choose K = e2/e. Then, we
have proved that
(2.11) akr <
C
|Q˜ki |
∑
ℓ∈Ji,k
vr(Qkℓ )
(
1
vr(Qkℓ )
∫
Qk
ℓ
Φγ
(
f
t
)
vr dx
)1/γ
,
and observe that if we set Ψ(t) = tγ , the expression between brackets is ‖Φ(f/t)‖Ψ,vr ,Qk
ℓ
. By
using (1.1) we have that
(2.12) ‖Φ(f/t)‖Ψ,vr ,Qk
ℓ
≤ τ +
τ1−γ
vr(Qkℓ )
∫
Qk
ℓ
Φγ
(
f
t
)
vr dx,
for every τ > 0. By combining estimates (2.11) and (2.12) we have
(2.13) akr < Cτ
vr(Q˜ki )
|Q˜ki |
+
Cτ1−γ
|Q˜ki |
∫
Q˜ki
Φγ
(
f
t
)
vr dx.
Observe that
(2.14)
1
|Q˜ki |
∫
Q˜ki
vr(x) dx ≤ (1 + ar[v]rA1 [v
r]A1)a
kr.
Indeed, notice that
{x ∈ Q˜ki : v(x) > a
k} ⊂
⋃
ℓ∈Ji,k
Qkℓ ,
and then
1
|Q˜ki |
∫
Q˜ki
vr dx =
1
|Q˜ki |
[∫
Q˜ki ∩{v≤a
k}
vr dx+
∫
Q˜ki ∩{v>a
k}
vr dx
]
≤ akr +
∑
j∈Ji,k
|Qkℓ |
|Q˜ki |
1
|Qkℓ |
∫
Qk
ℓ
vr dx
≤ akr + [v]rA1 [v
r]A1a
rakr
≤ (1 + [v]rA1 [v
r]A1a
r)akr,
by virtue of (2.2).
Thus, we select τ such that Cτ(1 + [v]rA1 [v
r]A1a
r) = 1/2. From (2.13),
akr < 2C
(
1
2C(1 + [v]rA1 [v
r]A1a
r)
)1−γ
1
|Q˜ki |
∫
Q˜ki
Φγ
(
f
t
)
vr dx
≤ C
1
|Q˜ki |
∫
Q˜ki
Φγ
(
f
t
)
vr dx,
for every 0 < ε ≤ ε0. Then by letting ε → 0 and using the Dominate Convergence Theorem,
we get
akr < (4C)2(1 + [v]rA1 [v
r]A1a
r)
1
|Q˜ki |
∫
Q˜ki
Φ
(
f
t
)
vr dx,
which completes the proof of the claim. 
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Proof of Claim 3. Let us first assume that, if (ℓ, j) ∈ Pℓ and km ≤ ℓ < km+1, then
(2.15)
1
|Qℓj |
∫
Qℓ
j
u(y) dy >
a(ℓ−km)β
2[u]A1
1
|Q˜ℓ|
∫
Q˜ℓ
u(y) dy.
Thus, if y ∈ Qℓj,
u(y)[u]A1 ≥
1
|Qℓj |
∫
Qℓ
j
u(z) dz
>
a(ℓ−km)β
2[u]A1
1
|Q˜ℓ|
∫
Q˜ℓ
u(y) dy
and consequently
u(y) >
a(ℓ−km)β
2[u]2A1
u(Q˜ℓ)
|Q˜ℓ|
=: λ,
which implies that ⋃
j:(ℓ,j)∈Pℓ
Qℓj ⊆ {x ∈ Q˜
ℓ : u(x) > λ}.
Since u ∈ A1 ⊆ A∞, there exist positive constants [u]A∞ and ν for which
u(E)
u(Q) ≤ [u]A∞
(
|E|
|Q|
)ν
holds, for every measurable set E ⊆ Q. Then, from Chebyshev’s inequality and the definition
of λ we have that
∑
j:(ℓ,j)∈Pℓ
u(Qℓj) = u

 ⋃
j:(ℓ,j)∈Pℓ
Qℓj


≤ u({x ∈ Q˜ℓ : u(x) > λ})
≤ Cu(Q˜ℓ)
(
|{x ∈ Q˜ℓ : u(x) > λ}|
|Q˜ℓ|
)ν
≤ Cu(Q˜ℓ)
(
1
λ|Q˜ℓ|
∫
Q˜ℓ
u(y) dy
)ν
= Cu(Q˜ℓ)a(km−ℓ)βν ,
and finally
∑
ℓ∈Fm
∑
j:(ℓ,j)∈Pℓ
u(Qℓj)
u(Q˜ℓ)
≤ C
∑
ℓ∈Fm
a(km−ℓ)βν
≤ C
∑
ℓ≥km
a(km−ℓ)βν = C,
since a > 1. This completes the proof.
In order to finish we will prove that (2.15) holds. Select (ℓ, j) ∈ Pℓ with km ≤ ℓ < km+1.
Since Ωℓ ⊆ Ωkm, by maximality, there exists a unique s verifying Q
ℓ
j ⊆ Q
km
s . We shall see that
(km, s) ∈ ΓN . If (km, s) ∈ P is trivial because P ⊆ ΓN . Then, assume that (km, s) 6∈ P . From
the definition of G and Pkm , Q˜
km contains a cube Qkmp with (km, p) ∈ P . We shall see, as a first
step, that Qkms ( Q˜
km. Indeed, there exists a unique i(s) for which Qℓj ⊆ Q
km
s ⊆ Q˜
km
i(s). Besides,{
x : MΦ,Dg(x) > a
ℓ
}
⊆
{
x :MΦ,Dg(x) > a
km
}
=
⋃
i
Q˜kmi ,
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and this implies that there exists a unique i0 such that Q
ℓ
j ⊆ Q˜
ℓ ⊆ Q˜kmi0 . On the other hand,
from the definition of Q˜k, x ∈ Q˜km and x ∈ Q˜kmi0 , and we must have
Q˜kmi(s) = Q˜
km
i0
= Q˜km,
which directly implies that Qkms ⊆ Q˜
km . In fact, this inclusion is proper, because both Qkms and
Qkmp are contained in Q˜
km , and also s 6= p.
Observe that Q˜km is a maximal cube of the set {x :MΦ,Dg(x) > a
km} and Qkms is a maximal
cube of
Ωkm = {x ∈ R
n :MDv(x) > a
km} ∩ {x ∈ Rn :MΦ,Dg(x) > a
km}.
Since Qkms ( Q˜
km we have that Qkms is a dyadic maximal cube of the set {x : MDv(x) > a
km}.
This means that
(2.16)
1
|Qkms |
∫
Qkms
v(y) dy ≤ 2nakm ≤ akm+1,
since a > 2n, which leads us to |Qkms ∩ {x : v(x) ≤ a
km+1}| > 0. Indeed, if it is not the case,
denoting E = Qkms ∩ {x : v(x) > a
km+1} we would have that
1
|Qkms |
∫
Qkms
v(y) dy =
1
|E|
∫
Qkms
v(y) dy >
1
|E|
∫
E
v(y) dy > akm+1,
which contradicts (2.16). Therefore, (km, s) ∈ ΓN andQ
km
s is contained in, at least, one principal
cube. Let Qkσ the smallest principal cube that contains Q
km
s . By using conditions (2.3) and (2.4)
we can write
1
|Qℓj|
∫
Qℓ
j
u(y) dy > a(ℓ−k)β
1
|Qkσ|
∫
Qkσ
u(y) dy ≥ a(ℓ−km)β
1
|Qkms |
∫
Qkms
u(y) dy.
Also, from (2.8)
1
|Q˜ℓ|
∫
Q˜ℓ
u(y) dy ≤
2
|Q˜km |
∫
Q˜km
u(y) dy ≤ 2[u]A1 inf
Q˜km
u ≤ 2[u]A1
1
|Qkms |
∫
Qkms
u(y) dy.
Combining these two estimates we get
1
|Qℓj |
∫
Qℓj
u(y) dy > a(ℓ−k)βa(k−km)β
1
|Qkms |
∫
Qkms
u(y) dy
= a(ℓ−km)β
1
|Qkms |
∫
Qkms
u(y) dy
>
1
2[u]A1
a(ℓ−km)β
1
|Q˜ℓ|
∫
Q˜ℓ
u(y) dy,
which completes the proof of the claim. 
3. Interpolation and applications
In this section we use some interpolation techniques that involve modular type inequalities in
order to achieve the boundedness of the operatorMΦ in L
p(w). It is known thatMΦ is bounded
in Lp(w) for every r < p < ∞ and every w ∈ Ap/r, when some properties of Φ are assumed.
The result below was proved in [2] in the more general context of Lebesgue spaces with variable
exponent.
Theorem 5 ([2], Thm. 2.5). Let w be a weight, 1 < p < ∞ and 1 ≤ r < p. Let ϕ be a Young
function that satisfies ϕ ∈ Bξ, for every ξ > r. If w ∈ Ap/r, then Mϕ is bounded in L
p(w).
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The main goal of this section is to give an alternative proof of the boundedness properties
of MΦ, when Φ is a function that satisfies the hypotheses in Theorem 1. It is not difficult to
see that these hypotheses imply Φ ∈ Bξ for every ξ > r, so MΦ is bounded in L
p(w) for every
r < p < ∞ and w ∈ Ap/r. In order to achieve this estimate, we shall use the notation and an
adaptation of the results of [1].
Definition 1. We say that a function ϕ : R+ → R+ is quasi-increasing (q.i.) if there exists a
constant ρ > 0 for which
1
x
∫ x
0
ϕ(t) dt ≤ ρϕ(x),
for every x > 0. We will say that ρ is a quasi-increasing constant of ϕ.
Definition 2. Let ϕ,ψ : R+ → R+ be functions. We will say that ϕ ≺N ψ if the collection
{ψ(x)ϕ(α/x)}α>0 is a family of q.i. functions with a constant independent of α.
In view of Definition 1, if ϕ ≺N ψ then there exists a constant ρ such that the inequality
1
x
∫ x
0
ψ(t)ϕ(α/t) dt ≤ ρψ(x)ϕ(α/x)
holds for every x > 0 and α > 0.
The next two lemmas will be useful to the main purpose of this section. Although both can
be found in [1], we include the proofs for the sake of completeness.
Lemma 6. Let µ be a measure, T a sub-additive operator, and ϕ a Young function. Assume
that
µ({x : |Tf(x)| > λ}) ≤ C
∫
Rn
ϕ
(
c|f(x)|
λ
)
dµ,
for some positive constants C and c, and every λ > 0. Also assume that ‖Tf‖L∞(µ) ≤
C0 ‖f‖L∞(µ). Then
µ ({x : |Tf(x)| > λ}) ≤ C
∫
{x:|f(x)|>λ/(2C0)}
ϕ
(
2cf(x)
λ
)
dµ.
Proof. Fix λ > 0 and define f1 = fX{x:|f(x)|>λ/(2C0)} and f2 = f − f1. So,
µ ({x : |Tf(x)| > λ}) ≤ µ
({
x : |Tf1(x)| >
λ
2
})
+ µ
({
x : |Tf2(x)| >
λ
2
})
,
and observe that the second term is zero. Indeed, if x satisfies |Tf2(x)| > λ/2 we have
λ
2
< ‖Tf2‖L∞(µ) ≤ C0 ‖f2‖L∞(µ) ,
which is a contradiction. Thus, by applying the hypothesis to f1 we get
µ ({x : |Tf(x)| > λ}) = µ
({
x : |Tf1(x)| >
λ
2
})
≤ C
∫
Rn
ϕ
(
2c|f1(x)|
λ
)
dµ
≤ C
∫
{x:|f(x)|>λ/(2C0)}
ϕ
(
2c|f(x)|
λ
)
dµ. 
Lemma 7. Let µ be a measure and ϕ : R+ → R+ a non-decreasing function. Let F and G be
nonnegative functions satisfying
(3.1) µ({x ∈ Rn : F (x) > λ}) ≤ C
∫
{x:G(x)>cλ}
ϕ
(
G(x)
λ
)
dµ,
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for some positive constants C, c and every λ > 0. Let ψ be a function in C1([0,∞)) such that
ψ(0) = 0, ψ′ is non-decreasing and assume that ϕ ≺N ψ
′. Then, we have that∫
Rn
ψ(F (x)) dµ ≤ C
∫
Rn
ψ
(
2G(x)
c
)
dµ.
Proof. ∫
Rn
ψ(F (x)) dµ =
∫ ∞
0
ψ′(λ)µ({x : F (x) > λ}) dλ
≤ C
∫
Rn
(∫ c−1G(x)
0
ψ′(λ)ϕ
(
G
λ
)
dλ
)
dµ.
Now, since ϕ ≺N ψ
′ we can write∫ c−1G(x)
0
ψ′(λ)ϕ
(
G
λ
)
dλ ≤ ρϕ(c)c−1G(x)ψ′(c−1G(x)).
Observe also that
ψ(x) =
∫ x
0
ψ′(t) dt ≥
∫ x
x/2
ψ′(t) dt ≥
x
2
ψ′
(x
2
)
,
since ψ′ is non-decreasing. Then,∫
Rn
ψ(F (x)) dµ ≤ C
∫
Rn
ψ
(
2G
c
)
dµ. 
We are now in position to use Theorem 1 to give an alternative proof of the boundedness of
MΦ. To begin with, fix r < p <∞ and w ∈ Ap/r. Then, by the Jones’ Factorization Theorem,
there exist weights u, vr ∈ A1 such that w = uv
r(1−p/r) = uvr−p. Thus, if SΦf = MΦ(fv)v
−1
we can write ∫
Rn
MΦ(f)
pw dx =
∫
Rn
(
MΦ(fv
−1v)
v
)p
uvr dx
=
∫
Rn
SΦ(fv
−1)puvr dx.
Note that, if we could prove that SΦ is bounded in L
p(uvr), then∫
Rn
SΦ(fv
−1)puvr dx ≤ C
∫
Rn
|f |puvr−p = C
∫
Rn
|f |pw dx.
Let us show the forementioned boundedness property of SΦ. We shall apply Lemma 7 with
µ = uvr dx, ϕ = Φ, ψ(t) = tp, F = SΦ(f) and G = f . In order to check the hypotheses of this
lemma, we will prove some facts separately.
First, we shall show that SΦ is bounded in L
∞(uvr).
Lemma 8. Let Φ, SΦ as above and u, v
r ∈ A1. Then, there exists a positive constant C for
which
‖SΦf‖L∞(uvr) ≤ C ‖f‖L∞(uvr) .
Proof. Let us first observe that L∞(uvr) = L∞ because the sets that have null Lebesgue measure
coincide with those which have µ measure zero, with dµ = uvr dx. So it will be enough to prove
the lemma for the Lebesgue measure. We shall also assume that ‖f‖L∞ = 1 and the general
case will follow by homogeneity.
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Since vr ∈ A1, there exists ε > 0 such that v
r+ε ∈ A1. For t ≥ t0, we have that Φ(t) ≤
C0t
r(log t)δ ≤ Ctr+ε. We want to estimate MΦ(fv)v
−1. Fix x and a cube Q containing x.
Then, if we take λ = (|Q|−1
∫
Q v
r+ε)1/(r+ε),
1
|Q|
∫
Q
Φ
(
fv
λ
)
dx ≤
C
|Q|
∫
Q
Φ
(v
λ
)
dx
=
C
|Q|
[∫
Q∩{v≤t0λ}
Φ
(v
λ
)
dx+
∫
Q∩{v>t0λ}
Φ
(v
λ
)
dx
]
≤ CΦ(t0) +
C
|Q|
∫
Q
(v
λ
)r+ε
≤ C.
Therefore,
‖fv‖Φ,Q ≤ Cλ ≤ C[v
r+ε]
1/(r+ε)
A1
v(x), a.e. x ∈ Q,
and taking the supremum over all cube Q containing x, we get MΦ(fv)(x)v
−1(x) ≤ C0. Finally,
by taking the supremum over x we are done. 
Next, observe that condition (3.1) is guaranteed by combining Lemmas 8 and 6. It only
remains to prove that Φ ≺N ψ(t) = pt
p−1. This fact is contained in the following lemma.
Lemma 9. Let p > r and ψ(t) = ptp−1. Then Φ ≺N ψ.
Proof. Observe first that Φ(t) . Φ0(t) for every t > 0, where Φ0(t) = t
r(1 + log+ t)δ. Indeed, if
t ≤ t0 we can use the fact that Φ ∈ Fr to get
Φ(t) = Φ
(
t
t0
t0
)
≤ Cr
(
t
t0
)r
Φ(t0) ≤ CΦ0 (t) .
On the other hand, if t > t0 we obtain
Φ(t) ≤ C0t
r(log t)δ ≤ CΦ0(t).
Therefore,
1
x
∫ x
0
ψ(t)Φ
(α
t
)
dt =
1
x
∞∑
k=0
∫ x/2k
x/2k+1
ψ(t)Φ
(α
t
)
dt
≤
1
x
∞∑
k=0
∫ x/2k
x/2k+1
ψ(t)Φ
(
2k+1
x
α
)
dt
.
1
x
Φ
(α
x
) ∞∑
k=0
∫ x/2k
x/2k+1
ψ(t)Φ(2k+1) dt
Since p > r, there exists ε > 0 such that p − r > ε. Recalling that ψ(t) = ptp−1 and Φ0(t) ≤
Cν−1tr+ν, for every ν > 0 and t ≥ 1 we can estimate
1
x
∫ x
0
ψ(t)Φ
(α
t
)
dt .
1
x
Φ
(α
x
) ∞∑
k=0
2(k+1)(r+ε)
∫ x/2k
x/2k+1
ptp−1 dt
.
1
x
Φ
(α
x
) ∞∑
k=0
2(k+1)(r+ε)
(
xp
2kp
−
xp
2(k+1)p
)
.
1
x
Φ
(α
x
) ∞∑
k=0
2(k+1)(r+ε−p)xp
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. ψ(x)Φ
(α
x
)
.

References
[1] Sonia Acinas and Sergio Favier, Maximal inequalities in Orlicz spaces, Int. J. Math. Anal. (Ruse) 6 (2012),
no. 41-44, 2179–2198.
[2] Ana Bernardis, Estefan´ıa Dalmasso, and Gladis Pradolini, Generalized maximal functions and related oper-
ators on weighted Musielak-Orlicz spaces, Ann. Acad. Sci. Fenn. Math. 39 (2014), no. 1, 23–50.
[3] F. Berra, Mixed weak estimates of Sawyer type for generalized maximal operators, Proceedings of the AMS,
In press.
[4] F. Berra, M. Carena, and G. Pradolini, Mixed weak estimates of Sawyer type for commutators of generalized
singular integrals and related operators, Michigan Math. J., In press.
[5] D. Cruz-Uribe, J. M. Martell, and C. Pe´rez, Weighted weak-type inequalities and a conjecture of Sawyer, Int.
Math. Res. Not. (2005), no. 30, 1849–1871.
[6] Javier Duoandikoetxea, Fourier analysis, Graduate Studies in Mathematics, vol. 29, American Mathematical
Society, Providence, RI, 2001, Translated and revised from the 1995 Spanish original by David Cruz-Uribe.
[7] Loukas Grafakos, Classical and modern Fourier analysis, Pearson Education, Inc., Upper Saddle River, NJ,
2004.
[8] Sheldy Ombrosi Kangwei Li and Carlos Pe´rez, Proof of an extension of E. Sawyer’s conjecture about weighted
mixed weak-type estimates, arXiv:1703.01530 (2017).
[9] M. A. Krasnoselski˘ı and Ja. B. Ruticki˘ı, Convex functions and Orlicz spaces, Translated from the first
Russian edition by Leo F. Boron. P. Noordhoff Ltd., Groningen, 1961.
[10] Benjamin Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans. Amer. Math.
Soc. 165 (1972), 207–226.
[11] Benjamin Muckenhoupt and Richard L. Wheeden, Two weight function norm inequalities for the Hardy-
Littlewood maximal function and the Hilbert transform, Studia Math. 55 (1976), no. 3, 279–294.
[12] , Some weighted weak-type inequalities for the Hardy-Littlewood maximal function and the Hilbert
transform, Indiana Univ. Math. J. 26 (1977), no. 5, 801–816.
[13] Kate Okikiolu, Characterization of subsets of rectifiable curves in Rn, J. London Math. Soc. (2) 46 (1992),
no. 2, 336–348.
[14] M. M. Rao and Z. D. Ren., Theory of Orlicz spaces, Marcel Dekker, Inc., New York, 1991.
[15] E. Sawyer, A weighted weak type inequality for the maximal function, Proc. Amer. Math. Soc. 93 (1985),
no. 4, 610–614.
CONICET and Departamento de Matema´tica (FIQ-UNL), Santa Fe, Argentina.
E-mail address: fberra@santafe-conicet.gov.ar
CONICET (FIQ-UNL) and Departamento de Matema´tica (FHUC-UNL), Santa Fe, Argentina.
E-mail address: marilcarena@gmail.com
CONICET and Departamento de Matema´tica (FIQ-UNL), Santa Fe, Argentina.
E-mail address: gladis.pradolini@gmail.com
