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Abstract
Dynamical systems generated by iterations of multivariate polynomials with slow degree
growth have proved to have very interesting algebraic and number theoretic properties.
This project is concerned with the study of several aspects of dynamical systems gener-
ated by iterations of multivariate polynomials. This is a classical area of mathematics with
a rich history and a variety of results, see [124, 127] and references therein. Recently, new
links and applications have emerged in cryptography and Quasi–Monte Carlo methods,
where such systems have been shown to provide very attractive alternatives to the classical
pseudorandom number generators.
We study new classes of dynamical systems generated by iterations of multivariate
polynomials which brings in new and favourable effects. We show a rather strong uniform
distribution of elements of the orbits of these dynamical systems, provided these orbits
are long enough. This property makes them a good building block for both pseudorandom
number generation and cryptographic hash functions. Motivated by cryptographic applica-
tions, we show the absence of hidden low dimensional structures embedded in these orbits
(the opposite would be detrimental for their cryptographic usability). Furthermore, [111]
carries out a construction of a hash function from polynomial dynamical systems, which
seems to be new and to have no close analogues in the literature. Our theoretic esti-
mates of the distribution of elements in the orbits of polynomial iterations suggest that
this construction should lead to efficient and secure hash functions. However, as is usual
with cryptographic constructions, only time will tell whether this expectation is correct.
In turn, the results and constructions of [107, 110, 111] motivated the work in [115], where
we considered some classical number theoretic properties of our constructions, such as the
patterns of quadratic residues and non–residues.
In addition, we are concerned with the algebraic properties of iterations of polyno-
mials, such as irreducibility, which we show to have a direct effect on the quality of our
constructions of pseudorandom sequences coming from polynomial dynamical systems. Un-
fortunately, questions of this type are notoriously hard, and the results known so far only
apply to univariate quadratic polynomials, see [5, 9, 72, 73, 74]. Our main contribution
to this area is a series of two papers [4, 112], which introduce to the field new tools such
as the Weil bound of exponential sums and explicit bounds on the number of solutions
of Diophantine equations. We are also able to characterise the irreducibility of iterates of
even degree polynomials over finite fields which generalises all previous results.
Finally, we study the dynamical systems associated with Fermat quotients, which have
6
been introduced in our previous work, see [113], and obtain some theoretical and numerical
results about various pseudorandom properties of the dynamical system naturally associ-
ated to Fermat quotients acting on the set {0, . . . , p− 1}. We also consider pseudorandom
properties of Fermat quotients, such as uniform distribution, distribution with arbitrary
lags and linear complexity. In the future, we plan to study the same problems for polyno-
mial analogues of Fermat quotients.
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Zusammenfassung
Fu¨r dynamische Systeme, die mit Hilfe von Iterationen von multivariaten Polynomen mit
langsamem Gradwachstum erzeugt werden, liessen sich sehr interessante algebraische und
zahlentheoretische Eigenschaften beweisen.
Dieses Projekt befasst sich mit dem Studium einiger Aspekte dynamischer Systeme,
die mit Iterationen von multivariaten Polynomen erzeugt werden. Dieses ist ein klassisches
Gebiet der Mathematik mit einer langen Geschichte und umfangreichen Resultaten, sie-
he [124, 127] und dort angegebenen Referenzen. Ku¨rzlich wurden neue Verbindungen und
Anwendungen zu Kryptographie und Quasi–Monte Carlo Methoden gefunden, bei denen
solche Systeme sehr attraktive Alternativen zu klassischen Pseudozufallszahlengeneratoren
liefern.
Wir studieren neue Klassen dynamischer Systeme, die mit Iterationen von multivariaten
Polynomen erzeugt werden, was neue und positive Effekte hervorbringt. Wir beweisen ziem-
lich starke Gleichverteilungseigenschaften der Elemente auf den Orbits dieser dynamischen
Systeme, vorausgesetzt, dass diese Orbits lang genug sind. Diese Eigenschaft macht sie zu
einem guten Baustein, sowohl fu¨r die Pseudozufallszahlenerzeugung, als auch fu¨r krypto-
graphische Hash Funktionen. Motiviert durch kryptographische Anwendungen, beweisen
wir das Fehlen in diesen Orbits eingebetteter versteckter niedrig–dimensionaler Strukturen
(das Gegenteil wa¨re scha¨dlich fu¨r ihre kryptographische Anwendbarkeit). Weiterhin wird
in [111] eine Konstruktion einer Hash Funktion aus Polynomiterationen vorgeschlagen,
welche neu zu sein, und keine verwandten analogen Ergebnisse in der Literatur zu habe
scheint. Unsere theoretischen Abscha¨tzungen der Verteilung der Elemente in den Orbits
von Polynomiterationen suggerieren, dass diese Konstruktion zu effizienten und sicheren
Hash Funktionen fu¨hren sollte. Jedoch, wie u¨blich bei kryptographischen Konstruktionen,
wird nur die Zeit zeigen, ob unsere Erwartung korrekt ist. Die Ergebnisse und Konstruk-
tionen von [107, 110, 111] fu¨hrten motivierten andererseits die Arbeit in [115], worin wir
einige klassische zahlentheoretische Eigenschaften unserer Konstruktionen, wie z.B. das
Muster quadratischer Reste und Nichtreste, betrachteten.
Des Weiteren bescha¨ftigen wir uns ebenfalls mit den algebraischen Eigenschaften von
Polynomiterationen, so wie Irreduzibilita¨t, welche, wie wir zeigen, eine direkte Auswirkung
auf die Qualita¨t unserer Konstruktion hat. Leider sind Fragen dieser Art bekanntermassen
sehr schwierig, und die einzig bis jetzt bekannten Ergebnisse beziehen sich auf quadratische
univariate Polynome, siehe [5, 9, 72, 73, 74]. Unser Hauptbeitrag zu diesem Wissenschafts-
zweig ist eine Reihe von zwei Artikeln [4, 112], welche dem Gebiet neue Werkzeuge, wie
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die Weil–Schranke fu¨r Exponentialsummen und explizite Schranken fu¨r die Lo¨sungsanzahl
Diophantischer Gleichungen, hinzufu¨gen. Wir sind ebenfalls in der Lage, die Irreduzibilita¨t
von Iterationen von Polynomen von geradem Grad u¨ber endlichen Ko¨rpern zu charakteri-
sieren, was alle fru¨heren Resultate verallgemeinert.
Schliesslich studieren wir die dynamischen Systeme, die zu Fermatquotienten geho¨ren,
welche in unserer fru¨heren Arbeit vorgestellt wurden, siehe [113], und erzielen theoreti-
sche und numerische Ergebnisse bezu¨glich einigen pseudozufa¨lliger Eigenschaften der dy-
namischen Systeme, welche zu auf der Menge {0, . . . , p− 1} agierenden Fermatquotienten
natu¨rlich assoziert sind. Wir betrachten auch pseudozufa¨llige Eigenschaften von Fermat-
quotienten, so wie die Gleichverteilung, Verteilung mit beliebigen Absta¨nden und lineare
Komplexita¨t. In Zukunft planen wir die gleichen Fragestellungen fu¨r die polynomialen
Entsprechungen von Fermatquotienten zu studieren.
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Introduction
Background and motivation
This work brings together several areas of mathematics, pure and applied, and cryptogra-
phy. Namely, we combine ideas and constructions from the theory of polynomial dynamical
systems with classical tools of number theory to construct, and give some quantitative es-
timates of their quality, various pseudorandom sequences and hash functions, which are of
possible use in quasi-Monte Carlo methods and in cryptography .
More precisely, given a system of r polynomials F = {f1, . . . , fm} in r variables over a
ring R one can naturally define a dynamical system generated by its iterations:
f
(0)
i = fi, f
(k)
i = fi(f
(k−1)
1 , . . . , f
(k−1)
m ), k = 1, 2, . . . ,
for each i = 1, . . . ,m, see [6, 7, 8, 26, 31, 32, 48, 50, 73, 86, 124, 128, 129] and references
therein for various aspects of such dynamical systems. It is also natural to consider the
orbits obtained by such iterations evaluated at a certain initial value (uk,1, . . . , uk,m).
In the special case of one linear univariate polynomial over a residue ring or a finite
field such iterations, known as linear congruential generators, have been successfully used
for decades in the theory of quasi-Monte Carlo methods, see [95, 96].
Unfortunately, in cryptographic settings, such linear generators have been successfully
attacked [34, 53, 75, 79, 81] and thus deemed unusable for cryptographic purposes. It
should be noted that nonlinear generators have also been attacked [12, 13, 55, 63], but
the attacks are much weaker and do not rule out their use for cryptographic purposes
(provided reasonable precautions are made). Although linear congruential generators have
been used quite successfully for quasi-Monte Carlo methods, their linear structure shows
in these applications too and often limits their applicability, see [95, 96].
Motivated by these potential applications, the statistical uniformity of the distribution
(measured by the discrepancy) of one and multidimensional nonlinear polynomial genera-
tors have been studied in [61, 62, 99, 103, 105, 136]. However, all previously known results
are nontrivial only for those polynomial generators that produce sequences of extremely
large period, which could be hard to achieve in practice. The reason behind this is that
typically the degree of iterated polynomial systems grows exponentially, and that in all
previous results the saving over the trivial bound has been logarithmic. Furthermore, it is
easy to see that in the one dimensional case (that is, for m = 1) the exponential growth
of the degree of iterations of a nonlinear polynomial is unavoidable. One also expects the
10
same behaviour in the multidimensional case for “random” polynomials f1, . . . , fm. How-
ever, for some specially selected polynomials f1, . . . , fm the degree may grow significantly
slower, which is the underlying idea of this work.
Our results
The first chapter of the thesis is based on the series of papers [107, 108, 109, 110, 111,
114, 115]. Indeed, in Chapter 2 we describe a rather wide class of polynomial systems with
polynomial growth of the degree of their iterations. Our construction resembles that of
triangular maps of [86] but behaves quite differently; for example, triangular maps in [86]
have the fastest possible degree growth.
In Section 2.2 we have considered multivariate polynomial systems F = {f1, . . . , fm}
of m polynomials in m variables over a finite field Fp having the “triangular” form
f1(X1, . . . , Xm) = X1g1(X2, . . . , Xm) + h1(X2, . . . , Xm),
f2(X1, . . . , Xm) = X2g2(X3, . . . , Xm) + h2(X3, . . . , Xm),
. . .
fm(X1, . . . , Xm) = gmXm + hm,
with gi, hi ∈ Fp[Xi+1, . . . , Xm], i = 1, . . . ,m − 1, and gm, hm ∈ Fp, gm 6= 0, and such that
the polynomials gi have the unique leading monomial which dominates the other terms in
every variable. For this class of polynomials, it is shown in Section 2.2 that the degrees of
the iterations of the polynomials fi, i = 1, . . . ,m, grow significantly slower (polynomially)
than it is usually expected (exponentially), which in turn leads to much better estimates of
exponential sums, and thus of discrepancy, for vectors generated by these iterations, than
in the general case, see Section 2.5.
Furthermore, it is shown in Section 2.5.3, that in the case when such a polynomial map
generates a permutation of the corresponding vector space, one can get better results “on
average” over all initial values. We exploit the linearity with respect to one variable and
polynomial degree growth with respect to the other variables and achieve better estimates
on exponential sums with a more elementary argument. We note that these results do not
require any assumptions on the period length.
Although having a low discrepancy is a very important requirement on any pseudo-
random number generator, this is not the only one. For example, the notion of linear
complexity also plays an important role in this area, see [136]. Roughly speaking a high
linear complexity indicates that the output sequence does not have any “hidden” linearities.
Failing this properties is very undesirable for quasi-generalisedMonte Carlo applications of
this generator and certainly detrimental for cryptographic purposes due to the series of
attacks [34, 53, 75, 79, 81].
In Section 2.6 we study the (generalised) joint linear complexity of a class of nonlinear
pseudorandom multisequences introduced in the previous sections as well as the linear
complexity of its coordinate sequences. We prove lower bounds which are much stronger
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than in the case of single sequences since the multidimensional case brings in new and
favourable effects, see Section 2.6.2. Moreover, in Section 2.6.3 we improve the bound on
the joint linear complexity in the case of permutation polynomials of maximal period over
prime fields.
In Section 2.7 we continue our study of polynomial systems and we consider slightly
more general polynomial dynamical systems, where at each step a different polynomial map
can be used, thus extending those of Section 2.2. We use this generalisation to propose in
Section 2.8 a construction of a hash function from polynomial maps.
We note that it is also very interesting to obtain bounds of character sums using our
polynomial systems. In Section 2.9, we estimate multiplicative character sums along the
orbits of a class of nonlinear recurrence vector sequences. In the 1-dimensional case only
much weaker estimates are known and our results have no 1-dimensional analogues.
We conclude Chapter 2 with a new class of polynomial dynamical systems, see Sec-
tion 2.10, and also a new approach, based on some combinatorial arguments which applies
to arbitrary polynomial systems, such that their iterations on vectors in Fmp generate suf-
ficiently long trajectories, see Section 2.11.
In Chapter 3, motivated by possible applications to pseudorandom number generation,
for example, see Section 2.12, we study some algebraic properties of polynomial iterations
such as irreducibility. Questions of this type are notoriously hard and unfortunately at the
moment there is a large gap between what is necessary for our application and what one
can realistically hope to prove.
Chapter 4 is based on the series of papers [29, 113]. We consider dynamical systems
generated by Fermat quotients. Fermat quotients are a celebrated number theoretic ob-
ject, which appears in a surprising variety of applications, from the Fermat Last Theorem
(A. Granville [58]), to the theory of algebraic number fields (Y. Ihara [68]), to algorithmic
number theory and square-free testing (H. W. Lenstra [83]). In this chapter we intro-
duce and study (theoretically and numerically) a completely new point of view on Fermat
quotients, namely the dynamical system arising from iterations of Fermat quotients.
We obtain some theoretic and experimental results concerning various properties (the
number of fixed points, image distribution, cycle lengths) of the dynamical system naturally
associated with Fermat quotients acting on the set {0, . . . , p−1}. In particular, we improve
the lower bound of H. S. Vandiver on the image size of Fermat quotients on the above set
(from p1/2 − 1 to (1 + o(1))p(log p)−2), see Section 4.6. We also consider pseudorandom
properties of Fermat quotients such as joint distribution, distribution with arbitrary lags
and linear complexity, see Sections 4.8, 4.9 and 4.10. Moreover, we analyse the lattice
structure of Fermat quotients modulo p with arbitrary lags, see Section 4.11.
Future directions
There are several more projects in progress related to polynomial dynamical systems and
their different applications. Some of them are ramifications of the ideas outlined in this
thesis, some are principally new.
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One ongoing project is based on the study of general multivariate polynomial systems
and their behaviour under iterations. Intuitively, it is clear that a random polynomial
under iterations has an exponential degree growth, but unfortunately no concrete results
are proven in this direction. Some partial results are known for very special classes of
polynomial systems which were considered in [61, 62]. In collaboration with E. Gorla,
L. Ostafe and E. Pelican, we concentrate our efforts to extend the construction of [61,
62] to much more general polynomial systems. In this work, we consider systems F =
{F1, . . . , Fm} of m polynomials in F[X1, . . . , Xm] over an arbitrary field F which, without
loss of generality, we assume to be presented in the following “telescopic” form
Fi(X1, . . . , Xm) =
m∑
j=1
XjGij(Xj, Xj+1, . . . , Xm) + αi,
where
αi ∈ F, Gij ∈ F[X1, . . . , Xm], i, j = 1, . . . ,m.
Under certain conditions on these general polynomial systems, we have been able to
prove the “horizontal” degree growth, that is for any k > l, degF
(k)
i > degF
(l)
i , for
any i = 1, . . . ,m. However, for applications to pseudorandom generators one also needs
the following “vertical” degree growth: degF
(k)
i > degF
(k)
j , for any m ≥ j > i ≥ 1
and k = 1, 2, . . .. Thus we are focusing on finding natural conditions that ensure both
“horizontal” and “vertical” degree growth of the corresponding polynomial systems.
Another natural, but hard problem regarding iterations of polynomials is to be able
to give a concise description of these iterations. In particular, it is natural to study the
additive complexity of the polynomials F
(k)
i , for any i = 1, . . . ,m, k = 1, 2, . . ., which is the
smallest number of ‘+’ signs in the formulas evaluating these polynomials. For example
f(x, y) = (x2 + 2y)1000(3x+ y3)1000 + (x100 + y200)10
is of total degree 5000 and thus has a very long representation via the list of coefficients.
However it is of additive complexity 4 and thus has a very concise representation as in
the above (which also makes its evaluation at any point very efficient). It is clear that for
the polynomial systems (2.1) this is easy to achieve as the degree grows polynomially, and
thus the additive complexity also grows polynomially. The motivation for this work is a
potential design of a new cryptographic primitive, a so-called trap-door function. We have
been able to find some examples proving the existence of such polynomial systems. Let
the polynomials F1, . . . , Fm ∈ F[X1, . . . , Xm] over an arbitrary field F be given by
F1 = (a1X1 +G(X2, . . . , Xm))
s1 +H(X2, . . . , Xm), Fi = aiX
si,2
2 . . . X
si,m
m ,
for i = 2, . . . ,m with G,H ∈ F[X2, . . . , Xm], s1, si,j > 1, ai ∈ F∗ for any i = 1, . . . ,m
and at least one j = 2, . . . ,m. It is very easy to see that the degree growth of the
polynomials Fi is exponential, but the additive complexity is polynomial at every iteration.
This example is very motivating and it is our belief that more general polynomial systems
can be constructed achieving this very useful behaviour.
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During our work on [107, 108, 110, 111, 114, 115] it has become clear that further
progress here can only be achieved if more detailed information about the algebraic struc-
ture of polynomial iterates is available. Unfortunately questions of this type are notori-
ously hard, and the only known results apply only to univariate quadratic polynomials,
see [5, 9, 72, 73, 74]. Our main contribution to this area is a series of two papers [4, 112],
which introduce to the area such new tools as the Weil bound of exponential sums, and
explicit bounds on the solutions of Diophantine equations. More precisely, we study the
stability of quadratic polynomials under iterations, that is the property of polynomials
to be irreducible at every iteration. In Section 3.3 we are able to prove that over F2 no
quadratic polynomial has this property, and we extend our study to general finite fields Fq
in Section 3.3 where we show that testing the stability can be done in finitely many steps.
We conclude the chapter with Section 3.4 by showing that almost all quadratic polynomials
over Z are stable under iterations.
Moreover, our results of [112] further motivated the authors of [57] to attack on one of
the conjectures in [112] (along the lines outlined in [112]) and make a substantial step in
its direction.
Standard heuristics, based on the density of irreducible polynomials suggests that one
should expect that there are very few stable nonlinear polynomials over finite fields while
almost all polynomials over Z should be stable. The result of [57] and Theorem 64 provide
some theoretic evidences to these expectations, respectively. Overall, the situation is not
well-understood both theoretically and heuristically. We plan to conduct an extensive
series of numerical tests (at the computational facilities of Macquarie University) in order
to gain better understanding, which in turn may lead to new theoretic advances.
As an independent project from this thesis, we have just started to study polynomial
analogues of Fermat quotients. Let f ∈ Fq[X] be an irreducible polynomial. Then we can
define the polynomial Fermat quotients of A ∈ Fq[X] modulo f as
Qf (A) = (A
qdeg f−1 − 1)/f.
It is shown in [118] that many properties Qf (A) are similar to those of qp(a). However, as
usual for function field analogues, one can get more results about Qf (A) than are currently
known for qp(a). We plan to continue this line of research and the first step here is to try
to obtain analogues of our results from Chapter 4. However, one of the most interesting
questions is to see whether the function field scenario offers some advantages which can be
exploited in order to get stronger results.
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Chapter 1
Tools
1.1 General notation
Throughout the thesis p denotes a prime integer and Fp is the prime field with p elements,
which we identify with the set {0, 1, . . . , p− 1}. For a prime power q we use Fq to denote
the finite field of q elements.
For a positive integer m we define
em(z) = exp(2piiz/m),
for every real z. In our results we work over finite fields, and m is chosen to be a prime p.
We recall that the notations A = O(B), B = Ω(A), A  B and B  A are all
equivalent to the assertion that the inequality |A| ≤ cB holds for some constant c > 0
(that may depend on some explicitly described parameters).
1.2 Zeros of polynomials
Let Fq be a finite field with q elements. We consider polynomial equations of the form
f(X1, . . . , Xn) = 0,
where f ∈ Fq[X1, . . . , Xn]. By the number of solutions of this equation in Fnq we mean
the number of n-tuples (c1, . . . , cn) ∈ Fnq for which f(c1, . . . , cn) = 0. In special cases one
can give explicit formulas for the number of solutions, see [85], but in general one can’t do
better than finding estimates of this number.
We recall a well-known relation between the degree of a multivariate polynomial and
the number of zeros, see [54, 85], which is an important tool in estimating exponential
sums.
Lemma 1. Let F ∈ Fq[X1, . . . , Xn] be a polynomial in n variables of total degree at most
d over a finite field Fq. If F is not identical to zero, then the equation f(X1, . . . , Xn) = 0
has at most dqn−1 solutions in Fnq .
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Proof. We follow the proof of [54, Lemma 6.44] and we prove the claim by induction on
n. For n = 1 it is clear since a nonzero univariate polynomial of degree at most d over a
field has at most d zeroes. For the induction step we write f as a polynomial in Xn with
coefficients in X1, . . . , Xn−1:
f =
k∑
i=0
fiX
i
n
with fi ∈ Fq[X1, . . . , Xn−1] for 0 ≤ i ≤ k and fk 6= 0. Then deg fk ≤ d − k, and by
the induction hypothesis, fk has at most (d − k)qn−2 zeros in Fn−1q , so there are at most
(d−k)qn−1 common zeros of f and fk in Fnq . Moreover, for each (c1, . . . , cn−1) ∈ Fn−1q with
fk(c1, . . . , cn−1) 6= 0, the univariate polynomial
f(c1, . . . , cn−1, Xn) =
k∑
i=0
fi(c1, . . . , cn−1)X in ∈ Fq[Xn]
of degree k has at most k zeros, so the total number of zeros of f in Fnq is bounded by
(d− k)qn−1 + kqn−1 = dqn−1.
uunionsq
1.3 Character sums and the Weil bound
1.3.1 Preliminaries
Let G be a finite abelian group (written multiplicatively) of order |G| with identity element
1G. A character χ of G is a homomorphism χ : G → U , where U is the multiplicative
group of complex numbers of absolute value 1.
Since χ(1G) = 1, we note that for every g ∈ G, the values of χ are just |G|th roots of
unity. Indeed, this is simple to see since
χ(g)|G| = χ(g|G|) = χ(1G) = 1,
for any g ∈ G.
We also note that χ(g)χ(g−1) = χ(gg−1) = χ(1G) = 1, and thus
χ(g−1) = χ(g)−1 = χ(g),
where the bar denotes complex conjugation. We denote by χ0 the trivial character of G
which is defined by χ0(g) = 1 for all g ∈ G. All the other characters of G are called
nontrivial . For each character χ of G we can define the conjugate character χ by χ(g) =
χ(g) for all g ∈ G.
It is easy to see that the set of characters of G forms an abelian group under the
multiplication of characters given by
(χ1 . . . χn)(g) = χ1(g) . . . χn(g)
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for any finitely many characters χ1, . . . , χn, and that this group is a finite group as it is
given only by the |G|th roots of unity.
Example 2. Let G be a finite cyclic group of order n, and let g be a generator of G. For
a fixed integer j, 0 ≤ j ≤ n− 1, the function
χj(g
k) = en(jk), k = 0, 1, . . . , n− 1,
defines a character of G. On the other hand, if χ is any character of G, then χ(g) must
be an nth root of unity, say χ(g) = en(2piij) for some j, 0 ≤ j ≤ n − 1, and it follows
that χ = χj. Therefore, the group of characters of G consists exactly of the characters
χ0, χ1, . . . , χn−1.
For a detailed presentation of character sums and their properties see [85, Chapter 5].
In a finite field Fq there are two finite abelian groups which are important: the additive
group and the multiplicative group of the field. In this context, in Sections 1.3.2 and 1.3.3
we talk about additive and multiplicative characters, respectively.
1.3.2 Additive characters
Let p be a prime and Fq be a finite field of q elements of characteristic p. Here we
concentrate on the additive group of Fq.
We introduce first the following definition:
Definition 1. Let Fqm be a finite extension of the finite field Fq as a vector space over Fq
and let α ∈ Fqm. We define the trace TrFqm/Fq(α) of α over Fq as
TrFqm/Fq(α) = α + α
q + . . .+ αq
m−1
.
If q = p, then TrFpm/Fp(α) is called the absolute trace of α and simply denoted by TrFpm (α).
In other words, the trace of α ∈ Fqm over Fq is the sum of the conjugates of α with
respect to Fq.
Remark 3. It is very simple to note that the trace function TrFqm/Fq is a linear transfor-
mation, that is:
TrFqm/Fq(α + β) = TrFqm/Fq(α) + TrFqm/Fq(β), ∀α ∈ Fqm (1.1)
and
TrFqm/Fq(cα) = cTrFqm/Fq(α), ∀c ∈ Fq, α ∈ Fqm .
We note that the function χ1 defined by
χ1(c) = ep(Tr(c)), ∀c ∈ Fq (1.2)
is a character of the additive group Fq due to the linearity of the trace function given
by (1.1).
The characters of the additive group Fq are called additive characters of Fq and the
character χ1 in (1.2) is called the canonical additive character of Fq. Moreover, all the
additive characters of Fq can be expressed in terms of χ1:
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Theorem 4. For b ∈ Fq, the function χb with χb(c) = χ1(bc) for all c ∈ Fq is an additive
character of Fq, and every additive character of Fq is obtained in this way.
For the proof of this theorem and more details about additive characters see [85, Chapter
5].
1.3.3 Multiplicative characters
Characters of the multiplicative group F∗q of Fq are called multiplicative characters of Fq.
Since F∗q is a cyclic group of order q − 1, we can determine easily its characters, see [85].
Definition 2. A generator of the cyclic group F∗q is called a primitive element of Fq.
Theorem 5. Let ϑ be a fixed primitive element of Fq. Then for each j = 0, . . . , q − 2, the
function ψj with
ψj(ϑ
k) = eq−1(jk), k = 0, . . . , q − 2,
defines a multiplicative character of Fq, and every multiplicative character of Fq is obtained
in this way.
Proof. It follows from Example 2. uunionsq
Moreover, it is easy to note that the group of multiplicative characters of F∗q is also a
cyclic group of order q − 1 where the identity element the trivial character ψ0. Indeed,
every character ψj in Theorem 5 with j relatively prime to q−1 is a generator of the group
of multiplicative characters of F∗q.
We introduce the following well-known identity, see [84, Theorem 5.48].
Lemma 6. For any elements r, s ∈ Fq, and nonprincipal multiplicative character χ of Fq,
we have ∑
a∈Fq
χ(a+ r)χ(a+ s) =
{
q − 1, if r = s,
−1, if r 6= s.
1.3.4 Exponential sums
Basic facts
We now present a short introduction to exponential sums, by emphasizing the results and
techniques we need in order to develop the theory of the next chapters. For this brief
introduction we follow [123] which gives a very good insight into this subject; for more
systematic approaches see [70, 78, 85].
It is well known that for many years number theory was the main area of applications
of exponential sums. Such striking applications include (but are not limited to):
• Uniform distribution (H. Weyl);
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• Additive problems with primes and integers such as the Goldbach and Waring prob-
lems (G. H. Hardy, J. E. Littlewood, R. Vaughan, I. M. Vinogradov);
• Riemann zeta function and distribution of prime numbers (J. E. Littlewood, N. M.
Korobov, Yu. V. Linnik, E. C. Titchmarsh, I. M. Vinogradov).
However, it has turned out that exponential sums provide a valuable tool for a variety of
problems of theoretical computer science, coding theory and cryptography, see [121, 122].
Exponential sums are objects of the form
S(X , F ) =
∑
x∈X
e(F (x))
where
e(z) = exp(2piiz),
X is an arbitrary finite set, F is a real-valued function on X .
If X is a set of vectors, we talk about multiple sums . In particular, in the two-
dimensional case we talk about double sums which provides an invaluable tool in estimating
one-dimensional sums.
In our case, very often X is a subset of the elements of a finite field Fq of q elements or
vectors of Fmq for some m ≥ 1.
Certainly it would be very good to have a closed form expression for the sums S(X , F ).
Unfortunately, there are very few examples when we have such formulas. On the other
hand, for main applications of exponential sums we do not need to know S(X , F ) exactly.
It is quite enough to have an upper bound on S(X , F ), which is the main task of this area.
First of all we remark that because |e(z)| = 1 for every real z,
|S(X , F )| ≤ #X .
This is the trivial bound.
We are interested in getting stronger bounds. Of course, to be able to prove such
a bound we need some conditions on X and F . For example, if F is an integer-valued
function, then e(F (x)) = 1 and S(X , F ) = #X .
Accordingly, a very important class of exponential sums consists of rational sums. These
are the sums with functions F of the form F (x) = f(x)/m where f : X → Z is an integer-
valued function on X . The positive integer m is called the denominator of the exponential
sum S(X , F ).
Therefore we study sums of the form
S(X , F ) =
∑
x∈X
em(f(x)).
In fact, we concentrate only on the case of prime denominators. Sometimes it is con-
venient to think that f(x) is defined on elements of the finite field Fp of p elements.
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Complete and Incomplete Exponential Sums
Very often the function f(x) in F (x) = f(x)/m is purely periodic modulo m with period
T . Then the sum
S(f) =
T∑
x=1
em(f(x))
is called a complete sum.
A shorter sum
S(f,N) =
N∑
x=1
em(f(x))
with 1 ≤ N ≤ T is called an incomplete sum.
Linear sums
Certainly the simplest (and easiest) exponential sums one can think of are linear exponential
sums, that is, exponential sums with
F (x) = ax/m.
The following simple result gives a complete description of such sums.
Theorem 7. We have,
m−1∑
x=0
em(ax) =
{
0, if a 6≡ 0 (mod m),
m, if a ≡ 0 (mod m).
Proof. The case a ≡ 0 (mod m) is obvious because each term is equal to 1.
The case a 6≡ 0 (mod m) . . . is obvious as well, because it is a sum of a geometric
progression with quotient q = em(a) 6= 1, thus
m−1∑
x=0
em(ax) =
m−1∑
x=0
qx =
qm − 1
q − 1 =
em(ma)− 1
em(a)− 1 =
1− 1
em(a)− 1 = 0.
uunionsq
Although this result is very simple, it has proved to be an invaluable tool for many
applications of exponential sums. In particular, we repeatedly use it in our results. In
fact, this fact is not so surprising if one thinks of the exponential sum of Theorem 7 as the
characteristic function of the numbers which are divisible by m.
For other interesting results regarding exponential sums see [123].
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Estimating double sums
Here we show that sometimes it is beneficial to extend our sum over a small set of arbitrary
structure to a bigger set (just potentially increasing the size of the sum) with a nice well-
studied structure. Certainly we cannot do this with the original sum because the terms are
complex numbers, but this idea can be combined with some tricks, see [123]. Very often it
is used together with the Cauchy inequality in the form(
m∑
j=1
sj
)2
≤ m
m∑
j=1
s2j
which holds for any real s1, . . . , sm.
We demonstrate this principle on the following very important example. Let X and Y
be arbitrary subsets of Fp.
Define
Wc =
∑
x∈X
∑
y∈Y
ep(cxy).
Trivially |Wc| ≤ #X#Y . We show that very simple arguments allow us to obtain a
bound which is better than trivial for #X#Y ≥ p, see [123, Theorem 4.1].
Theorem 8. For any sets X ,Y ⊆ Fp and 1 ≤ c < p,
|Wc| ≤ (#X#Yp)1/2 .
Proof. We have
|Wc| =
∣∣∣∣∣∑
x∈X
∑
y∈Y
ep(cxy)
∣∣∣∣∣ ≤∑
x∈X
∣∣∣∣∣∑
y∈Y
ep(cxy)
∣∣∣∣∣ .
From the Cauchy inequality,
|Wc|2 ≤ #X
∑
x∈X
∣∣∣∣∣∑
y∈Y
ep(cxy)
∣∣∣∣∣
2
.
We extend the sums over x to all x ∈ Fp:
|Wc|2 ≤ #X
∑
x∈Fp
∣∣∣∣∣∑
y∈Y
ep(cxy)
∣∣∣∣∣
2
.
This is a very important step and seemingly wasteful step as we add many more terms to
our sums (which we can do because each term is nonnegative). Of course we lose here, but
our gain is that the sum over x (taken from some mysterious set we have no information
about) is now extended to a very nice set.
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Now we derive:
∑
x∈Fp
∣∣∣∣∣∑
y∈Y
ep(cxy)
∣∣∣∣∣
2
=
∑
x∈Fp
∑
y1,y2∈Y
ep (cx (y1 − y2))
=
∑
y1,y2∈Y
∑
x∈Fp
ep (cx (y1 − y2))
= p
∑
y1,y2∈Y
y1=y2
1 = #Yp,
which concludes the proof. uunionsq
Without any assumptions on X and Y this bound remains the best possible.
The previous principle works for double sums. In the next chapters we show how we
can create multiple clones of our exponential sums and thus reduce them to double sums
which we can estimate by several well-known methods.
1.3.5 The Weil bound for additive and multiplicative characters
One of our main tools is also the Weil bound on exponential sums that we present in the
following form given by [94, Theorem 2].
Lemma 9. For any polynomials f, g ∈ Fp[X] over a field Fp of p elements, such that the
rational function F (X) = f(X)/g(X) is not constant on Fp, we have the bound∣∣∣∣∣∣∣∣
∑
x∈Fp
g(x)6=0
ep(F (x))
∣∣∣∣∣∣∣∣ ≤ (max{deg f, deg g}+ r − 2)p
1/2 + δ,
where
(r, δ) =
{
(s, 1), if deg f ≤ deg g,
(s+ 1, 0), if deg f > deg g,
and s is the number of distinct zeros of g(X) in the algebraic closure of Fp.
In the special case when f(X) is a nonconstant polynomial of degree deg f = n, the
bound takes its well-known form∣∣∣∣∣∣
∑
x∈Fp
ep (f(x))
∣∣∣∣∣∣ ≤ (n− 1) p1/2.
Moreover, we have a similar bound for multiplicative character sums, see [85, Theorem
5.41].
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Theorem 10. Let ψ be a multiplicative character of Fq of order m > 1 and let f ∈ Fq[X]
be a monic polynomial of positive degree that is not an mth power of a polynomial. Let d
be the number of distinct roots of f in its splitting field over Fq. Then for every a ∈ Fq we
have ∣∣∣∣∣∣
∑
x∈Fq
ψ(af(x))
∣∣∣∣∣∣ ≤ (d− 1)q1/2.
One tool that we need is the following result on character sums:
Lemma 11. Let g ∈ F∗q be an element of order t and A,B ∈ F∗q. Then for any nontrivial
multiplicative character of Fq, and integer a, we have∣∣∣∣∣
t−1∑
n=0
χ(Agn +B)et(an)
∣∣∣∣∣ q1/2.
Proof. Clearly there is a primitive root ϑ ∈ F∗q such that g = ϑs where s = (q − 1)/t.
Furthermore, for x = gn the function
ψ(x) = eq−1(an)
is obviously a multiplicative character of F∗q.
We now write
t−1∑
n=0
χ(Agn +B)e2piian/t =
t−1∑
n=0
χ(Aϑsn +B)e2piiasn/(q−1)
=
1
s
q−1∑
n=0
χ(Aϑsn +B)e2piiasn/(q−1)
=
1
s
∑
x∈F∗q
χ(Axs +B)ψ(xs).
Since the polynomial AXs +B ∈ Fq[X] has no multiple roots and B 6= 0 we see that∑
x∈F∗q
χ(Axs +B)ψ(xs) sq1/2
by the Weil bound on multiplicative character sums, see Theorem 10. The result now
follows. uunionsq
Using the standard technique of relating complete and incomplete sums, see [70], we
now obtain the following generalisation of a result of [38] (which is formulated only for
prime fields but certainly the proof extends to arbitrary finite fields without any changes).
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Lemma 12. Let g ∈ F∗q be an element of order t and A,B ∈ F∗q. Then for any nontrivial
multiplicative character of Fq, and integer N ≤ t, we have∣∣∣∣∣
N−1∑
n=0
χ(Agn +B)
∣∣∣∣∣ q1/2 log t.
We now combine Lemma 11 (with a = 0) and Lemma 12 in a convenient form for our
applications.
Corollary 13. Let g ∈ F∗q be an element of order t and A,B ∈ F∗q. Then we have for any
nontrivial multiplicative character of Fq, and any integer N ,∣∣∣∣∣
N−1∑
n=0
χ(Agn +B)
∣∣∣∣∣ Nt−1q1/2 + q1/2 log t.
1.4 Discrepancy and the Erdo˝s-Tura´n-Koksma
inequality
Given a sequence Γ of N points
Γ =
{
(γn,0, . . . , γn,s−1)N−1n=0
}
(1.3)
in the s-dimensional unit cube [0, 1)s it is natural to measure the level of its statistical
uniformity in terms of the discrepancy ∆N(Γ). More precisely,
∆N(Γ) = sup
B⊆[0,1)s
∣∣∣∣TΓ(B)N − |B|
∣∣∣∣ ,
where TΓ(B) is the number of points of Γ inside the box
B = [α1, β1)× . . .× [αs, βs) ⊆ [0, 1)s
and the supremum is taken over all such boxes, see [43, 80].
We recall that the discrepancy is a widely accepted quantitative measure of unifor-
mity of distribution of sequences, and thus good pseudorandom sequences should (after an
appropriate scaling) have a small discrepancy, see [95, 96].
For an integer vector a = (a0, . . . , as−1) ∈ Zs we put
|a| = max
j=0,...,s−1
|aj|, r(a) =
s−1∏
j=0
max{|aj|, 1}.
Typically the bounds on the discrepancy of a sequence are derived from bounds of
exponential sums with elements of this sequence. The relation is made explicit in the
celebrated Erdo˝s-Tura´n-Koksma inequality , see [43, Theorem 1.21], which we present in
the following form.
25
Lemma 14. For any integer L > 1 and any sequence Γ of N points (1.3) the discrepancy
∆N(Γ) satisfies the following bound:
∆N(Γ) ≤
(
3
2
)s 2
L+ 1
+
1
N
∑
0<|a|≤L
1
r(a)
∣∣∣∣∣
N−1∑
n=0
exp
(
2pii
s−1∑
j=0
ajγn,j
)∣∣∣∣∣
 .
The law of the iterated logarithm, see [96, Equation (7.4)], asserts that the order of
magnitude of the discrepancy of N points in [0, 1)s should be around N−1/2(log logN)1/2.
Accordingly, as a measure of randomness of a pseudorandom sequence, one investigates
the discrepancy of s-tuples of consecutive terms, see [96, 43] and the references therein.
1.5 Linear complexity
In this section we follow [136, 140] to outline some basic facts regarding linear complexity
and linear complexity profile, which are not only important measures of predictability of
a given sequence, and thus suitable for cryptographic purposes, but also of interest for
coding theory, information theory, Monte-Carlo simulations, etc.
Definition 3. A sequence (sn) of elements of the finite field Fq of q elements is called
a linear recurring sequence of order k if there exist c0, . . . , ck−1 ∈ Fq satisfying the linear
recurrence of order k over Fq:
sn+k = ck−1sn+k−1 + ck−2sn+k−2 + . . .+ c0sn, n = 0, 1, . . . .
Now let (sn) be a sequence over Fq. One can associate to it a non-decreasing sequence
L(sn, N) of non-negative integers as follows:
Definition 4. The linear complexity profile of the sequence (sn) over Fq is the sequence
L(sn, N), N ≥ 1, where it’s N th term is defined to be the smallest L such that a linear
recurrence of order L over Fq can generate the first N terms of (sn).
We use the convention that L(sn, N) = 0 if the first N elements of (sn) are all zero and
L(sn, N) = N if the first N − 1 elements of (sn) are zero and sN−1 6= 0.
Definition 5. The value
L(sn) = sup
N≥1
L(sn, N),
is called the linear complexity over Fq of the sequence (sn).
If (sn) is a periodic sequence of period t, then one can easily verify that
L(sn) = L(sn, 2t) ≤ t.
Mainly, the linear complexity (profile) is an important cryptographic characteristic
of sequences (see the monographs and surveys [33, 92, 97, 98, 117, 136]). A low linear
complexity profile has turned out to be undesirable for cryptographic applications as stream
ciphers.
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Example 15 (Stream Cipher). We consider a message m0,m1, . . . represented as a se-
quence over Fq. In a stream cipher each message symbol mj is enciphered with an element
xj of another sequence x0, x1, . . . over Fq, the key stream, by
cj = mj + xj.
The cipher text c0, c1, . . . can be deciphered by subtracting the key stream
mj = cj − xj.
The security of such a stream cipher depends on the unpredictability of the key stream.
Since a sequence of small linear complexity is highly predictable, a high linear complexity
of the sequence (xn) is necessary (but not sufficient).
Linear complexity and linear complexity profile of a given sequence can be determined
using the well-known Berlekamp-Massey algorithm, see [140, Theorem 1.1]. Unfortunately,
the algorithm is efficient for sequences with low linear complexity and hence such sequences
can easily be predicted. One typical example is the so-called linear congruential generator
sn+1 ≡ asn + b (mod m),
for a, b ∈ Fq, a 6= 0, and some initial value s0 ∈ Fq, which satisfies L(sn) ≤ 2. In fact
the linear congruential generator is predictable even if only some parts of the sequence are
exhibited, for example, only a short string of k most significant bits, see [53, 75, 79, 81].
Furthermore, this generator can be attacked and predicted even in the case when the
modulus m is hidden too, see [34, 75].
Moreover, [140, Theorem 1.1] gives us the following relation between consecutive terms
in the sequence L(sn, N) for a sequence (sn) in Fq.
Theorem 16. If L(sn, N) > N/2, then we have
L(sn, N + 1) = L(sn, N).
If L(sn, N) ≤ N/2, then we have either
L(sn, N + 1) = L(sn, N)
or
L(sn, N + 1) = N + 1− L(sn, N).
The expected values of linear complexity and linear complexity profile show that a
’random’ sequence should have L(sn, N) close to min{N/2, t} for all N ≥ 1, see [140,
Lemma 1.1].
Lemma 17. If L(sn, N) ≤ N/2 then there is a unique linear recurrence of shortest
length for the first N sequence elements of (sn), that is, for L = L(sn, N) the coefficients
c0, . . . , cL−1 ∈ Fq in the recurrence relation
sn+L = cL−1sn+L−1 + cL−2sn+L−2 + · · ·+ c0sn, n = 0, 1, . . . (1.4)
are uniquely defined.
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Proof. Assume we have two different linear recurrences of the form (1.4) for the first N
sequence elements of (sn) with coefficients c0, . . . , cL−1 respectively d0, . . . , dL−1. Put
k = max{j : cj 6= dj},
such that 0 ≤ k ≤ L− 1. Comparing the right hand sides in (1.4) yields
(c0 − d0)sn + · · ·+ (ck − dk)sn+k = 0, 0 ≤ n ≤ N − L− 1.
Since ck − dk 6= 0 this is a linear recurrence of order k for the first N − (L − k) sequence
elements of (sn) and thus
L(sn, N − (L− k)) ≤ k. (1.5)
Hence, L(sn, N − (L− k)) < L(sn, N) and there exists a smallest positive index j ≤ L− k
with L(sn, N − (L−k)+ j) > L(sn, N − (L−k)). Applying the second part of Theorem 16
gives
L(sn, N − (L− k) + j) = N − (L− k) + j − L(sn, N − (L− k)).
Form (1.5) and L ≤ N/2 we get
L(sn, N − (L− k) + j) ≥ N − L+ j ≥ N/2 + j.
Since N − (L− k) + j ≤ N we have L(sn, N) = L ≥ N/2 + j in contradiction to L ≤ N/2.
uunionsq
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Chapter 2
On the degree growth of polynomial
dynamical systems and their
applications
2.1 Introduction
Let F = {f0, . . . , fm} be a system of m+1 polynomials in m+1 variables over an arbitrary
field. One can naturally define a dynamical system generated by its iterations, see [48,
128] and references therein for various aspects of such dynamical systems, and consider
the orbits obtained by such iterations evaluated at a certain initial value (v0, . . . , vm).
The statistical uniformity of the distribution (measured by the discrepancy) of one and
multidimensional nonlinear polynomial generators over a finite field have been studied
in [61, 62, 103, 105, 136]. However, almost all previously known results are nontrivial
only for those polynomial generators that produce sequences of extremely large period,
which could be hard to achieve in practice (the only known exceptions are generators from
inversions [101], power functions [52], Dickson polynomials [56] and Redei functions [64]).
The reason behind this is that typically the degree of iterated polynomial systems grows
exponentially, and that in all previous results the saving over the trivial bound has been
logarithmic. Furthermore, it is easy to see that in the one-dimensional case (that is,
for m = 0) the exponential growth of the degree of iterations of a nonlinear polynomial
is unavoidable. One also expects the same behaviour in the multidimensional case for
“random” polynomials f0, . . . , fm. However, as we saw in [110], for some specially selected
polynomials f0, . . . , fm the degree may grow significantly slower.
Indeed, in this chapter we describe a rather wide class of polynomial systems with
polynomial growth of the degree of their iterations (see Section 2.2). As a result, in
Section 2.5 we obtain much better estimates of exponential sums, and thus of discrepancy,
for vectors generated by these iterations, with a saving over the trivial bound being a power
of p.
We remark that in the heart of all known approaches to estimate exponential sums
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and discrepancy of sequences generated by polynomial iterations is the idea of [99] which
requires to estimate exponential sums with polynomials Fa,k1,`1,...,kν ,`ν described in Corol-
lary 20 below. In order to apply the Weil bound (see Lemma 9) one needs to show that the
polynomial is not a constant, for most of the choices of the parameters k1, `1, . . . , kν , `ν .
One of the ways to guarantee this is to ensure that degrees of the iterations F
(k)
i grow
doubly monotonically with respect to both i and k and thus after all obvious cancellations
there is always a polynomial F
(h)
i of degree higher than all other polynomials. However,
if the degrees grow too fast, then the Weil bound gives a rather week result. So the chal-
lenge, solved in [110], has been to construct polynomials systems where the degrees grow
at rather mild rate. On the other hand, we also note that in [109] we have developed an
approach that does not use the degree argument, see Section 2.11.
Recently, multisequences have gained increasing interest for applications in cryptogra-
phy and quasi-Monte Carlo methods. We study the (generalisfavourableed) joint linear
complexity of a class of nonlinear pseudorandom multisequences generated by polyno-
mial systems introduced in Section 2.2 as well as the linear complexity of its coordinate
sequences. We prove lower bounds which are much stronger than in the case of single
sequences since the multidimensional case brings in new and favourable effects.
Using our construction of dynamical systems, in Section 2.8 we design a new class
of hash functions from iterations of polynomials and use our estimates to motivate their
“mixing” properties.
We continue the study of these systems by estimating in Section 2.9 multiple multi-
plicative character sums along the orbits of multivariate polynomial recurrence sequences.
Such estimates are known in the univariate case, however our results have no univariate
analogues. Finally, we end this chapter by proposing in Sections 2.10, 2.12 other interesting
constructions for pseudorandom vectors and pointing some open questions related to our
study.
2.2 Construction and degree estimates
The construction of the following class of polynomial systems was first considered in [110].
Let F be an arbitrary field of characteristic p (or of zero characteristic) and let F =
{f0, . . . , fm} be a system of m + 1 polynomials in F[X0, . . . , Xm] defined in the following
way:
F0(X0, . . . , Xm) = X0G0(X1, . . . , Xm) +H0(X1, . . . , Xm),
F1(X0, . . . , Xm) = X1G1(X2, . . . , Xm) +H1(X2, . . . , Xm),
. . .
Fm−1(X0, . . . , Xm) = Xm−1Gm−1(Xm) +Hm−1(Xm),
Fm(X0, . . . , Xm) = gmXm + hm,
(2.1)
where
gm, hm ∈ F, gm 6= 0, Gi, Hi ∈ F[Xi+1, . . . , Xm], i = 0, . . . ,m− 1.
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We also impose the condition that each polynomial Gi has unique leading monomial
X
si,i+1
i+1 . . . X
si,m
m , that is, for some gi 6= 0,
Gi(Xi+1, . . . , Xm) = giX
si,i+1
i+1 . . . X
si,m
m + G˜i(Xi+1, . . . , Xm), (2.2)
where
gi ∈ F∗, degXj G˜i < si,j, degXj Hi ≤ si,j, (2.3)
for i = 0, . . . ,m− 1, j = i+ 1, . . . ,m.
We define the degree of the polynomial system F to be the integer max{degFi : i =
0, . . . ,m}, where degFi denotes the total degree of Fi.
For each i = 0, . . . ,m we define the k-th iteration of the polynomials Fi by the recur-
rence relation
F
(0)
i = Xi, F
(k)
i = Fi(F
(k−1)
0 , . . . , F
(k−1)
m ), k = 1, 2, . . . . (2.4)
We denote by dk,i the degree of the polynomial F
(k)
i , i = 0, . . . ,m. We also consider
the vector of the degrees of the iterations
dk = (dk,0 . . . , dk,m),
and the upper triangular matrix
S =

1 s0,1 s0,2 . . . s0,m
0 1 s1,2 . . . s1,m
. . .
0 0 0 . . . 1

given by the exponents of the leading monomials in fi, i = 0, . . . ,m. We observe that
under iterations we have
F
(k)
i = F
(k−1)
i Gi(F
(k−1)
i+1 , . . . , F
(k−1)
m ) +Hi(F
(k−1)
i+1 , . . . , F
(k−1)
m ),
i = 0, . . . ,m− 1,
F (k)m = aF
(k−1)
m + b,
and using the conditions on the degrees of the polynomials Gi and Hi we get
dk,i = dk−1,i + si,i+1dk−1,i+1 + . . .+ si,mdk−1,m, i = 0, . . . ,m− 1,
dk,m = 1.
Using the above notations, the degrees of the iterations satisfy the relation
dk = Sdk−1, k ≥ 0 and d−1 = (1, . . . , 1)t
which is equivalent to writing
dk = S
k+1(1 . . . , 1)t, k ≥ 0. (2.5)
We now show that the degrees of the iterations of F grow polynomially.
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Lemma 18. Let F0, . . . , Fm ∈ F[X0, . . . , Xm] be as in (2.1), satisfying the conditions (2.2)
and (2.3). Then for i = 0, . . . ,m and k = 0, 1, . . ., for the polynomials F
(k)
i given by (2.4)
we have
F
(k)
i = XiGi,k(Xi+1, . . . , Xm) +Hi,k(Xi+1, . . . , Xm),
where for i = 0, 1, . . . ,m− 1, Gi,k, Hi,k ∈ F[Xi+1, . . . , Xm] and
degGi,k =
1
(m− i)!k
m−isi,i+1 . . . sm−1,m + ψi(k),
and 0 6= Gm,k ∈ F, where ψi(T ) ∈ Q[T ] is a polynomial of degree degψi < m − i, i =
0, 1, . . . ,m− 1.
Proof. Using (2.5), an easy inductive argument implies that
F
(k)
i = XiGi,k(Xi+1, . . . , Xm) +Hi,k(Xi+1, . . . , Xm)
for some polynomials Gi,k, Hi,k ∈ F[Xi+1, . . . , Xm], with degGi,k ≥ degHi,k, where i =
0, . . . ,m, k = 1, 2, . . ..
We use induction on m. For m = 1 one can easily see that we get
dk,0 = ks0,1 + s0,1 + 1 and dk,1 = 1.
We assume the result true for m indeterminates. Let S be the matrix of exponents of the
leading monomials in F as above. We write S in the following way
S =
(
R s
0 1
)
,
where R is the matrix given by the exponents of the first m indeterminates in the leading
monomials of fi, i = 0, . . . ,m − 1, and s = (s0,m, . . . , sm−1,m). For a vector v ∈ Fm we
use vt and vi to denote the transpose and the ith component of v, respectively. We also
denote by e the unit vector e = (1, . . . , 1) ∈ Fm. Using these notations and recalling (2.5),
we obtain
dk = S
k+1et =
(
Rk+1 (Rk + . . .+R + I)st
0 1
)
et.
Componentwise, we have
dk,i =
(
Rk+1et
)
i
+
(
(Rk + . . .+R + I)st
)
i
, i = 0, . . . ,m− 1,
dk,m = 1.
It is easy to note that the maximal degree of the kth-iteration of polynomials fi for any
i is given by the last position in each row of Sk+1. Using this remark and the induction
hypothesis we get
(Rjst)i =
1
(m− 1− i)!j
m−1−isi,i+1 . . . sm−2,m−1sm−1,m + ϕi(j),
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for some polynomials ϕi(Z) ∈ Q[Z] of degree degϕi < m− 1− i. Then
k∑
j=0
(Rjst)i =
1
(m− 1− i)!si,i+1 . . . sm−1,m
k∑
j=0
jm−1−i + ϕ˜i(k),
for some polynomials ϕ˜i(Z) ∈ Q[Z] of degree deg ϕ˜i < m− i. As
k∑
j=0
jm−1−i =
1
m− i(Bm−i(k + 1)−Bm−i(0)),
where Bm−i is the Bernoulli polynomial of degree m− i (which has the leading coefficient
equal to 1), we finally obtain the desired result. uunionsq
Remark 19. By straightforward computations it is easy to see that the polynomials Gi,k,
Hi,k in Lemma 18 are given by
Gi,k =GiG
(2)
i . . . G
(k)
i
Hi,k =HiG
(2)
i . . . G
(k)
i +H
(2)
i G
(3)
i . . . G
(k)
i + . . .+H
(k−1)
i G
(k)
i +H
(k)
i ,
where G
(k)
i = Gi(F
(k−1)
i+1 , . . . , F
(k−1)
m ) and H
(k)
i = Hi(F
(k−1)
i+1 , . . . , F
(k−1)
m ).
Corollary 20. Let F0, . . . , Fm ∈ F[X0, . . . , Xm] be as in (2.1), satisfying the conditions
(2.2) and (2.3). If s0,1 . . . sm−1,m 6= 0, then for any integer ν ≥ 1 there is a constant k0
depending only on the matrix S and ν such that for any integers k1, `1, . . . , kν , `ν ≥ k0 and
any nonzero a = (a0, . . . , am−1) ∈ Fm,
Fa,k1,`1,...,kν ,`ν =
m−1∑
i=0
ai
ν∑
j=1
(
F
(kj)
i − F (`j)i
)
,
is a nonconstant polynomial of degree
degFa,k1,`1,...,kν ,`ν = O(k
m),
where
k = max{k1, `1, . . . , kν , `ν}
unless the components of the vectors
(k1 . . . , kν) and (`1 . . . , `ν)
are permutations of each other.
Proof. Let i0 be the smallest integer with ai0 6= 0. Performing all trivial cancellations,
without loss of generality we can also assume that the vectors (k1 . . . , kν) and (`1 . . . , `ν)
have no common elements. Thus the largest element amongst them k, is unique. It is now
clear from Lemma 18 that the leading term of F
(k)
i0
is present in Fa,k1,`1,...,kν ,`ν . uunionsq
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2.3 Permutation polynomial systems
In order to be able to apply the technique introduced in [101] for inversive pseudorandom
number generators to obtain a stronger bound on the discrepancy “on average” over all
initial values, we need to work with systems of multivariate polynomials in Fq[X0, . . . , Xm]
which induce maps that permute the elements of Fm+1q . Lidl and Niederreiter [84, 85] call
such systems orthogonal polynomial systems , but we here refer to them as permutation
polynomial systems .
Definition 6. A system of polynomials
F0, . . . , Fm ∈ Fq[X0, . . . , Xm], m ≥ 1,
is said to be a permutation in Fm+1q if the system of equations
F0(X0, . . . , Xm) = a0, . . . , Fm(X0, . . . , Xm) = am
has one solution in Fm+1q for each (a0, . . . , am) ∈ Fm+1q .
Let the polynomial system F = {F0, . . . , Fm}, m ≥ 1, be defined by (2.1) and satisfy
the conditions (2.2) and (2.3). It is obvious that this system is a permutation system if
and only if the polynomials gi, i = 0, . . . ,m, do not have zeroes over Fq.
We note that a “typical” absolute irreducible polynomial in m ≥ 2 variables over Fq
always has lots of zeros. By a special case of the Lang-Weil theorem [82] a polynomial F
in m ≥ 2 variables over Fq always has rqm−1 + O(qm−3/2) zeros where r is the number of
absolutely irreducible factors of F (with the implied constant depending only on degF ),
see also [119]. That is why we seek “atypical” polynomials, as the example below shows.
One of the attractive choices of polynomials which would lead to a fast PRNG is
Gi(Xi+1, . . . , Xm) =
m−i∏
j=1
(X2i+j − ai,j)
and
Hi(Xi+1, . . . , Xm) = bi
where ai,j are quadratic nonresidues and bi are any constants in Fq.
Even simpler, one can take
Gi(Xi+1, . . . , Xm) = (X
2
i+1 − ai)
where ai are quadratic nonresidues.
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2.4 Vector sequences
Let F = {F0, . . . , Fm} be a polynomial system in the ring Fq[X0, . . . , Xm] of the form (2.1),
satisfying the conditions (2.2) and (2.3). We consider the (m + 1)-dimensional multise-
quence
(wn) = ((un,0, . . . , un,m)) (2.6)
defined by a recurrence relation of the form
un+1,i = Fi(un,0, . . . , un,m), n = 0, 1, . . . , i = 0, 1, . . . ,m, (2.7)
with some initial vector w0 = (u0,0, . . . , u0,m) ∈ Fm+1q .
Using the following vector notation
F = (F0(X0, . . . , Xm), . . . , Fm(X0, . . . , Xm)),
we have the recurrence relation
wn+1 = F(wn), n = 0, 1, . . . .
In particular, for any n, k ≥ 0 and i = 0, . . . ,m we have
un+k,i = F
(k)
i (wn) = F
(k)
i (un,0, . . . , un,m) (2.8)
or
wn+k = F
(k)(wn).
Clearly, since F = Fq is a finite field of q elements, then the sequence of vectors (wn)
is eventually periodic with some period τ ≤ qm+1. We always assume that the sequence is
purely periodic, that is,
wn+τ = wn, n = 0, 1, . . . .
We sometimes discard the last component and define the truncated vectors
un = (un,0, . . . , un,m−1), n = 0, 1, . . . . (2.9)
2.5 Discrepancy estimates for polynomial
systems
2.5.1 Outline
In this section we study the distribution of vectors generated by the polynomial sys-
tems (2.1) over prime fields Fp and we exploit the special structure of their iterations
that allows us to replace the use of the Weil bound (see [84, Chapter 5]) by a more elemen-
tary and stronger estimate on the corresponding exponential sums. This leads to better
estimates on the discrepancy of the sequences generated by these systems, and thus to a
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better final result and for more general systems of congruences. In fact, since our construc-
tion can easily be extended to polynomials over commutative rings, the new estimate can
also be used to study polynomial maps over residue rings (while the Weil bound does not
apply there). This estimate can also be used to improve and generalise the main result
of [110].
Furthermore, as in [107], we also show that in the case when a polynomial map defined
by (2.1) generates a permutation of the corresponding vector space, the same arguments
introduced for the inversive generator in [101] allow us to obtain a stronger bound on the
discrepancy “on average” over all initial values.
2.5.2 General polynomial systems
We follow the scheme previously introduced in [99, 100]. Furthermore, as it has been
suggested in [105, 136], we work with higher moments of the corresponding exponential
sums. However the polynomial growth of the degree allows us a much more favourable
choice of parameters and thus leads to a better estimate than in previous works.
Assume that the sequence {un} generated by (2.7) is purely periodic with an arbitrary
period τ . For integer vectors a = (a0, . . . , am−1) ∈ Zm and b = (b0, . . . , bm) ∈ Zm+1 we
introduce the exponential sums
Sa(N) =
N−1∑
n=0
ep
(
m−1∑
i=0
aiun,i
)
and Tb(N) =
N−1∑
n=0
ep
(
m∑
i=0
biun,i
)
, (2.10)
where
ep(z) = exp(2piiz/p).
Clearly, if b = (a0, . . . , am−1, 0) then we simply have Sa(N) = Tb(N), thus the sums Tb(N)
are direct generalisations of the sums Sa(N) that have been treated in [107, 110]. Here we
show that together with some additional arguments, one can obtain similar results for the
sums Tb(N).
We need the following estimate on exponential sums which avoids using the Weil bound
(see [84, Chapter 5]) and which is our main tool in improving the result of [110].
Lemma 21. Let F = {F0, . . . , Fm} be a polynomial system in the ring Fp[X0, . . . , Xm] of
the form (2.1), satisfying the conditions (2.2) and (2.3), with s0,1 . . . sm−1,m 6= 0. Then
there is a positive integer k0 depending only on S and m such that for any integer vectors
k = (k1, . . . , kν), l = (l1, . . . , lν), min{k1, . . . , kν , l1, . . . , lν} ≥ k0
with components that are not permutations of each other and integer vector a = (a0, . . . ,
am−1) with
gcd(a0, . . . , am−1, p) = 1,
for the polynomial
Fa,k,l =
m−1∑
i=0
ai
ν∑
h=1
(
F
(kh)
i − F (lh)i
)
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where the polynomials F
(k)
i are given by (2.4), we have
p∑
x0,...,xm=1
ep (Fa,k,l(x0, . . . , xm)) Kmpm,
where
K = max{k1, . . . , kν , l1, . . . , lν}.
Proof. Let s < m− 1 be the smallest integer such that as 6= 0. By Lemma 18 we have
Fa,k,l(X0, . . . , Xm)
=
m−1∑
i=s
aiXi
ν∑
h=1
(
G˜kh,i(Xi+1, . . . , Xm)− G˜lh,i(Xi+1, . . . , Xm)
)
+
m−1∑
i=s
ai
ν∑
h=1
(
H˜kh,i(Xi+1, . . . , Xm)− H˜lh,i(Xi+1, . . . , Xm)
)
= asXs
ν∑
h=1
(
G˜kh,s(Xs+1, . . . , Xm)− G˜lh,s(Xs+1, . . . , Xm)
)
+ Ψa,k,l(Xs+1, . . . , Xm)
for a certain polynomial Ψa,k,l(Xs+1, . . . , Xm) ∈ Fp[Xs+1, . . . , Xm].
Therefore,
p∑
x0,...,xm=1
ep (Fa,k,l(x0, . . . , xm))
= ps
p∑
xs+1,...,xm=1
ep (Ψa,k,l(xs+1, . . . , xm))
p∑
xs=1
ep
(
asxs
ν∑
h=1
(
G˜kh,s(xs+1, . . . , xm)− G˜lh,s(xs+1, . . . , xm)
))
.
Recalling the identity of Theorem 7, we conclude that the sum over the variable xs is
nonzero only if the polynomial
Φs,k,l =
ν∑
h=1
(G˜kh,s − G˜lh,s) ∈ Fp[Xs+1, . . . , Xm]
is zero modulo p at (xs+1, . . . , xm).
Performing all trivial cancelations, without loss of generality we can also assume that
the vectors k and l have no common elements. Thus, by Lemma 18, we see that if
min{k1, . . . , kν , l1, . . . , lν} ≥ k0 for a sufficiently large k0 then the polynomial Φs,k,l is a
nontrivial polynomial modulo p of degree O(Km−s) = O(Km). Also, a simple inductive
argument shows that a modulo p nontrivial polynomial in r variables of degree D may
have only O(Dpr−1) zeros modulo p, which concludes the proof. uunionsq
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Theorem 22. Let the sequence {un} be given by (2.7) where the polynomial system F ∈
Fp[X0, . . . , Xm] is of the form (2.1), of total degree d ≥ 2, satisfying the conditions (2.2)
and (2.3), and such that s0,1 . . . sm−1,m 6= 0. Assume that {wn} is purely periodic with
period τ . Then for any fixed integer ν ≥ 1, positive integer N ≤ τ and nonzero vector
a ∈ Fmp the bound
Sa(N) N1−βm,νpαm,ν
holds, where
αm,ν =
m2 +mν +m
2ν(m+ ν)
and βm,ν =
1
2ν
and the implied constant depends only on d, m and ν.
Proof. We follow the same argument as in the proof of [110, Theorem 4] however instead of
the Weil bound we use now Lemma 21 (and thus we optimise the parameters differently).
In particular, as in [110] we obtain that for any integer K ≥ k0,
(K − k0 + 1)|Sa(N)| ≤ W +K2, (2.11)
where k0 is the same as in Lemma 21 and
W =
∣∣∣∣∣
N−1∑
n=0
K∑
k=k0
e
(
m−1∑
i=0
aiun+k,i
)∣∣∣∣∣ .
Using the Ho¨lder inequality we derive (again exactly the same way as in [110])
W 2ν ≤ N2ν−1
K∑
k1,`1,...,kν ,`ν=k0
∑
w0,...,wm∈Fm+1p
e(Fa,k,l(w0, . . . , wm)) .
For O(Kν) vectors
(k1 . . . , kν) and (`1 . . . , `ν)
which are permutations of each other, we estimate the inner sum trivially as pm+1.
For the other O(K2ν) vectors, we apply Lemma 21 getting the upper bound Kmpm for
the inner sum. Hence,
W 2ν ≤ KνN2ν−1pm+1 +Km+2νN2ν−1pm.
Inserting this bound in (2.11), we derive
Sa(N) K−1/2N1−1/2νp(m+1)/2ν +Km/2νN1−1/2νpm/2ν +K.
Choosing
K =
⌈
p1/(m+ν)
⌉
(and assuming that p is large enough, so K ≥ k0), after simple calculations we obtain the
desired result. uunionsq
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Using Lemma 14, we derive the following improvement of [110, Theorem 6].
Corollary 23. Let the sequence {un} be given by (2.7) where the polynomial system F ∈
Fp[X0, . . . , Xm] is of the form (2.1), of total degree d ≥ 2, satisfying the conditions (2.2) and
(2.3), and such that s0,1 . . . sm−1,m 6= 0. Assume that {wn} is purely periodic with period
τ . Then for any fixed integer ν ≥ 1, and any positive integer N ≤ τ , the discrepancy of
the sequence (
un,0
p
, . . . ,
un,m−1
p
)
, n = 0, . . . , N − 1,
satisfies the bound O
(
pαm,νN−βm,ν (log p)m
)
, where
αm,ν =
m2 +mν +m
2ν(m+ ν)
and βm,ν =
1
2ν
and the implied constant depends only on d, m and ν.
We note that both Theorem 22 and Corollary 23 are nontrivial for τ ≥ N ≥ pm+ε for
some ε > 0.
Next we obtain an estimate for exponential sums and discrepancy of sequences of the
full vectors (wn) defined by (2.7).
Theorem 24. Let the sequence {wn} be given by (2.7) where the polynomial system F ∈
Fp[X0, . . . , Xm] is of the form (2.1), of total degree d ≥ 2, satisfying the conditions (2.2)
and (2.3), and such that s0,1 . . . sm−1,m 6= 0. Assume that {wn} is purely periodic with
period τ . Then for any fixed real ε > 0, there exist δ > 0 such that for for any positive
integer N with τ ≥ N ≥ pm+ε and nonzero vector a ∈ Fm+1p the bound
Tb(N) Np−δ
holds and the implied constant depends only on d, m and ε.
Proof. If gcd(a0, . . . , am−1, p) = 1 then the same argument as in the proof of Theorem 24
leads to a fully analogous bound
Tb(N) N1−βm,νpαm,ν .
Thus for τ ≥ N ≥ pm+ε, taking a sufficiently large ν we obtain the desired estimate.
So it remains to consider the case
b0 ≡ . . . ≡ bm−1 ≡ 0 (mod p) and gcd(bm, p) = 1,
in which case we simply obtain
Tb(N) =
N−1∑
n=0
ep (bmun,m) .
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A trivial inductive argument shows that
un,m = g
n
mu0,m +
gnm − 1
gm − 1hm, n = 0, 1, . . . , (2.12)
if gm 6= 1 and
un,m = nhm, n = 0, 1, . . . , (2.13)
if gm = 1 (where gm and hm are as in (2.1)).
We consider the case gm 6= 1 first in which we obtain
Tb(N) = ep(−bmhm(gm − 1)−1)
N−1∑
n=0
ep
(
bmg
n
m
(
u0,m + hm(gm − 1)−1
))
.
Clearly, if t is the multiplicative order of gm then we see from (2.12) that un,m, n = 0, 1, . . . ,
takes exactly t distinct values. Since the truncated vector un takes at most p
m values we
see that the full vector wn takes at most tp
m values. Thus
τ ≤ pmt.
Using the condition τ ≥ N ≥ pm+ε we obtain
t ≥ pε. (2.14)
In particular (2.14) implies that
u0,m + hm(gm − 1)−1 6≡ 0 (mod p)
as otherwise
u1,m ≡ gmu0,m + hm ≡ u0,m (mod p)
and t = 1.
We now recall that by the result of [20], for any ε > 0 there exists η > 0 such that
under the condition (2.14) we have
t∑
n=1
ep(cg
n
m) tp−η
which concludes the proof in the case of gm > 1.
For gm = 1 we recall (2.13) and then using Theorem 7 we derive the result. uunionsq
Using again Lemma 14, we derive the following generalisation of [110, Theorem 6] (the
bound is log p weaker as we work in the dimension m+ 1 instead of m).
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Corollary 25. Let the sequence {wn} be given by (2.7) where the polynomial system F ∈
Fp[X0, . . . , Xm] is of the form (2.1), of total degree d ≥ 2, satisfying the conditions (2.2)
and (2.3), and such that s0,1 . . . sm−1,m 6= 0. Assume that {wn} is purely periodic with
period τ . Then for any fixed real ε > 0, there exist γ > 0 such that for any positive integer
N with τ ≥ N ≥ pm+ε the discrepancy of the sequence(
un,0
p
, . . . ,
un,m
p
)
, n = 0, . . . , N − 1,
satisfies the bound O (p−γ), where the implied constant depends only on d, m and ε.
Certainly one can get stronger and more explicit statements in both Theorem 24 and
Corollary 25 if more information about the multiplicative order t modulo p is available.
For example, if it is known that t ≥ p1/3+ε then one can use the bound of Heath-Brown
and Konyagin [67] (see also [78, Theorem 3.4])
t∑
n=1
ep(cg
n
m) min{p1/2, p1/4t3/8, p1/8t5/8}.
For smaller values of t, but with t ≥ p1/4 one can use the bound of Bourgain and Garaev [18],
see also [77].
We remark that it is easy to see that a randomly chosen element g ∈ F∗p is of order
t = p1+o(1) with probability 1 + o(1) as p→∞.
Furthermore, it is also well-known that any fixed integer g 6= 0,±1 is of multiplicative
order
t ≥ p1/2, (2.15)
for all but o(x/ log x) primes p ≤ x, see [45, 69, 116] for various improvements of this result.
2.5.3 Permutation polynomial systems
Obtaining stronger results “on average” over all initial values v ∈ Fm+1p is an interesting
and challenging question. We remark that in the case of the so-called inversive generator
rather stronger estimates “on average” are available (see [101]) and also estimates for the
average distribution of powers and primitive elements of the inversive generators are con-
sidered in [25]. Here we study this problem by following the same arguments introduced
for the inversive generator in [101]. For this we define a special family of multivariate
polynomial systems (2.1), which beside the polynomial degree growth also leads to permu-
tation polynomial systems. In turn this allows us to use the approach of [101] to obtain a
stronger bound on the discrepancy “on average” over initial values.
We follow the scheme previously introduced in [101] for estimating the exponential
sums introduced below, and thus the discrepancy of a sequence of points.
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For a vector a = (a0, . . . , am−1) ∈ Fmp and integers c,M,N with M ≥ 1 and N ≥ 1, we
introduce
Va,c(M,N) =
∑
v0,...,vm∈Fp
∣∣∣∣∣
N−1∑
n=0
ep
(
m−1∑
j=0
ajF
(n)
j (v0, . . . , vm)
)
eM(cn)
∣∣∣∣∣
2
. (2.16)
Note that, as in Lemma 21, we do not include polynomials F
(n)
m in the above exponential
sum.
Theorem 26. Let the permutation polynomial system of m+ 1 polynomials F = {F0, . . . ,
Fm} ∈ Fp[X0, . . . , Xm] of total degree d ≥ 2 of the form (2.1), satisfying the conditions (2.2)
and (2.3) and such that s0,1 . . . sm−1,m 6= 0. Then for any positive integers c,M,N and any
nonzero vector a = (a0, . . . , am−1) ∈ Fmp we have
Va,c(M,N) A(N, p),
where
A(N, p) =
{
Npm+1 if N ≤ p1/(m+1),
N2pm(m+2)/(m+1) if N > p1/(m+1).
Proof. We have
Va,c(M,N) =
N−1∑
k,l=0
eM(c(k − l))
∑
v0,...,vm∈Fp
ep
(
m−1∑
j=0
aj
(
F
(k)
j (v0, . . . , vm)− F (l)j (v0, . . . , vm)
))
≤
N−1∑
k,l=0
∣∣∣∣∣∣
∑
v0,...,vm∈Fp
ep
(
m−1∑
j=0
aj
(
F
(k)
j (v0, . . . , vm)− F (l)j (v0, . . . , vm)
))∣∣∣∣∣∣ .
For O(N) values of k and l which are equal, we estimate the inner sum trivially by pm+1.
For the other values, by Lemma 21 we get the upper bound O(Nmpm) for the inner
sum for at most N2 sums. Hence,
Va,c(M,N) Npm+1 +Nm+2pm. (2.17)
Because F is a permutation polynomial system and using (2.8), for any integer L we obtain
∑
v0,...,vm∈Fp
∣∣∣∣∣
L+N−1∑
n=L
ep
(
m−1∑
j=0
ajF
(n)
j (v0, . . . , vm)
)
eM(cn)
∣∣∣∣∣
2
=
∑
v0,...,vm∈Fp
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∣∣∣∣∣
N−1∑
n=0
ep
(
m−1∑
j=0
ajF
(n)
j
(
F
(L)
0 (v0, . . . , vm), . . . , F
(L)
m (v0, . . . , vm)
))
eM(cn)
∣∣∣∣∣
2
=
∑
v0,...,vm∈Fp
∣∣∣∣∣
N−1∑
n=0
ep
(
m−1∑
j=0
ajF
(n)
j (v0, . . . , vm)
)
eM(cn)
∣∣∣∣∣
2
= Va,c(M,N).
Therefore, for any positive integer K ≤ N , separating the inner sum into at most N/K+1
subsums of length at most K, and using (2.17), we derive
Va,c(M,N) (Kpm+1 +Km+2pm)N2K−2 = N2(K−1pm+1 +Kmpm).
Thus, selecting K = min{N, ⌊p1/(m+1)⌋} and taking into account that N−1 pm+1 ≥ Nmpm
for N ≤ p1/(m+1), we obtain the desired result. uunionsq
Note that the estimates for Va,c(M,N) work not only over prime fields, but also over
any finite field.
We also need a variant of Theorem 7, which we give in the following form∑
−(m−1)/2≤a≤m/2
em(ab) =
{
0 if b 6≡ 0 (mod m),
m if b ≡ 0 (mod m). (2.18)
Then we have the following inequality
L+Q∑
r=L+1
em(cr) min
{
Q,
m
|c|
}
 min
{
m,
m
|c|
}
 m|c|+ 1 (2.19)
which holds for any integers c, Q and L with |c| ≤ m/2, and m ≥ Q ≥ 1, see [70,
Bound (8.6)].
Now, as in [101], combining Lemma 14 with the bound obtained in Theorem 26 we
obtain stronger estimates for the discrepancy “on average” over all initial values.
Corollary 27. Let 0 < ε < 1 and let the sequence {un} be given by (2.7), where the
permutation system of m + 1 polynomials F = {F0, . . . , Fm} ∈ Fp[X0, . . . , Xm] of total
degree d ≥ 2 is of the form (2.1), satisfying the conditions (2.2) and (2.3), and such that
s0,1 . . . sm−1,m 6= 0. Then for all initial values v ∈ Fm+1p except at most O(εpm+1) of them,
and any positive integer N ≤ pm+1, the discrepancy ∆N(Γ(v)) of the sequence
Γ(v) =
{(
un,0(v)
p
, . . . ,
un,m−1(v)
p
)
, n = 0, . . . , N − 1
}
,
satisfies the bound
∆N(Γ(v)) ε−1B(N, p),
where
B(N, p) =
{
N−1/2(logN)m+1 log p if N ≤ p1/(m+1),
p−1/2(m+1)(logN)m+1 log p if N > p1/(m+1).
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Proof. Without loss of generality we can assume that N ≥ 2. Thus from Lemma 14 with
L = bN/2c we derive
∆N(Γ(v)) 1
N
+
1
N
∑
0<|a|≤N/2
1
r(a)
∣∣∣∣∣
N−1∑
n=0
ep
(
m−1∑
j=0
ajun,j(v)
)∣∣∣∣∣ .
Let mν = 2
ν , ν = 0, 1, . . ., and define k ≥ 1 by the condition mk−1 < N ≤ mk. From (2.18)
we derive
N−1∑
n=0
ep
(
m−1∑
j=0
ajun,j(v)
)
=
1
mk
mk−1∑
n=0
ep
(
m−1∑
j=0
ajun,j(v)
) ∑
−(mk−1)/2≤c≤mk/2
N−1∑
r=0
emk(c(n− r)).
Since mk/2 = mk−1, from (2.19) we obtain∣∣∣∣∣
N−1∑
n=0
ep
(
m−1∑
j=0
ajun,j(v)
)∣∣∣∣∣

∑
|c|≤mk−1
1
|c|+ 1
∣∣∣∣∣
mk−1∑
n=0
ep
(
m−1∑
j=0
ajun,j(v)
)
emk(cn)
∣∣∣∣∣ .
It follows that
∆N(Γ(v)) ∆k(v), (2.20)
where
∆k(v) =
1
N
+
1
mk
∑
0<|a|≤mk−1
1
r(a)
∑
|c|≤mk−1
1
|c|+ 1
·
∣∣∣∣∣
mk−1∑
n=0
ep
(
m−1∑
j=0
ajun,j(v)
)
emk(cn)
∣∣∣∣∣ .
Now ∑
v=(v0,...,vm)∈Fm+1p
∆k(v) =
pm+1
N
+
1
mk
∑
0<|a|≤mk−1
1
r(a)
∑
|c|≤mk−1
1
|c|+ 1
·
∑
v0,...,vm∈Fp
∣∣∣∣∣
mk−1∑
n=0
ep
(
m−1∑
j=0
ajF
(n)
j (v0, . . . , vm)
)
emk(cn)
∣∣∣∣∣ .
Applying the Cauchy inequality, from Theorem 26 we derive∑
v0,...,vm∈Fp
∣∣∣∣∣
mk−1∑
n=0
ep
(
m−1∑
j=0
ajF
(n)
j (v0, . . . , vm)
)
emk(cn)
∣∣∣∣∣ p(m+1)/2A(mk, p)1/2.
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Therefore ∑
v0,...,vm∈Fp
∆k(v)
 p
m+1
N
+
p(m+1)/2A(mk, p)
1/2
mk
∑
0<|a|≤mk−1
1
r(a)
∑
|c|<mk−1
1
|c|+ 1
 p
(m+1)/2A(mk, p)
1/2(logmk)
m+1
mk
,
where we used the standard bound for partial sums of the harmonic series in the last step.
Thus, for each k = 1, . . . , dlog(pm+1)e, the inequality
∆k(v) ≥ A(mk, p)
1/2(logmk)
m+1 log p
εmkp(m+1)/2
= ε−1B(mk, p) (2.21)
can hold for at most O(εpm+1/ log p) values of v0, . . . , vm ∈ Fp. Therefore the number of
v0, . . . , vm ∈ Fp for which (2.21) holds for at least one k = 1, . . . , dlog(pm+1)e is O(εpm+1).
For all other v0, . . . , vm, we get from (2.20),
∆N(Γ(v)) ∆k(v) < ε−1B(mk, p) ε−1B(N, p)
for 1 ≤ N ≤ pm+1, where we used mk = 2mk−1 < 2N in the last step. uunionsq
We note that both Theorem 26 and Corollary 27 are nontrivial if N ≥ (log p)2+ε for
some ε > 0.
We now show that the distribution of the full vectors {wn(v)} can be studied as well.
For an integer vector b = (b0, . . . , bm) ∈ Fm+1p and integers c,M,N with M ≥ 1 and
N ≥ 1, we consider the average values of exponential sums
Ub,c(M,N) =
∑
w0,...,wm∈Fp
∣∣∣∣∣
N−1∑
n=0
ep
(
m∑
j=0
bjF
(n)
j (w0, . . . , wm)
)
eM(cn)
∣∣∣∣∣
2
, (2.22)
where, as before, the polynomials F
(k)
i , i = 0, . . . ,m, k = 1, 2, . . . are given by (2.4).
Theorem 28. Let F be a permutation polynomial system (2.1) of total degree d ≥ 2
satisfying the conditions (2.2) and (2.3), and such that s0,1 . . . sm−1,m 6= 0. We consider
the last polynomial in the system F to be given by
Fm(X0, . . . , Xm) = gmXm + hm
and denote by t the period of gm if gm 6= 1 and put t = p if gm = 1. Then for any positive
integers c, M , N and any nonzero vector b ∈ Fm+1p we have
Ub,c(M,N) C(N, t, p),
where
C(N, t, p) = A(N, p) +N2t−1pm+1
and A(N, p) is defined as in Theorem 26.
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Proof. Note, as before, that if gcd(b0, . . . , bm−1, p) = 1 then the proof of [107, Lemma 4]
applies to the sums Vb,c(M,N) without any changes. So it remains to consider the case
b0 ≡ . . . ≡ bm−1 ≡ 0 (mod p) and gcd(bm, p) = 1,
in which case we simply obtain
Ub,c(M,N) =
∑
v0,...,vm∈Fp
∣∣∣∣∣
N−1∑
n=0
ep
(
bmF
(n)
m (v0, . . . , vm)
)
eM(cn)
∣∣∣∣∣
2
=
N−1∑
k,n=0
eM(c(k − n))∑
v0,...,vm∈Fp
ep
(
bm
(
F (k)m (v0, . . . , vm)− F (n)m (v0, . . . , vm)
))
≤
N−1∑
k,n=0
∣∣∣∣∣∣
∑
v0,...,vm∈Fp
ep
(
bm
(
F (k)m (v0, . . . , vm)− F (n)m (v0, . . . , vm)
))∣∣∣∣∣∣ .
We have the following explicit formulas (as in (2.12) and (2.13)):
F (k)m = g
k
mXm + dm k = 0, 1, . . . ,
if gm 6= 1 and
F (k)m = Xm + khm, k = 0, 1, . . . , (2.23)
if gm = 1, where
dm =
gkm − 1
gm − 1hm.
We treat first the case gm 6= 1. In this case we get:
Ub,c(M,N) ≤
N−1∑
k,n=0
∣∣∣∣∣∣
∑
v0,...,vm∈Fp
ep
(
bm
(
(gkm − gnm)vm + dk − dn
))∣∣∣∣∣∣
=
N−1∑
k,n=0
k≡n (mod t)
∣∣∣∣∣∣
∑
v0,...,vm∈Fp
ep
(
bm
(
(gkm − gnm)vm + dk − dn
))∣∣∣∣∣∣
+
N−1∑
k,n=0
k 6≡n (mod t)
∣∣∣∣∣∣
∑
v0,...,vm∈Fp
ep
(
bm
(
(gkm − gnm)vm + dk − dn
))∣∣∣∣∣∣ .
Because gkm − gnm ≡ 0 (mod p) if and only if k ≡ n (mod t), we estimate the first sum
trivially as N(Nt−1 + 1)pm+1. Furthermore, for k 6≡ n (mod t), using Theorem 7 we see
that the second sum simply vanishes.
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Thus, for gm 6= 1, we obtain
Ub,c(M,N) A(N, p) +N(Nt−1 + 1)pm+1 = A(N, p) +N2t−1pm+1.
For the case gm = 1 we recall (2.23) and using similar arguments easily derive the
desired result. uunionsq
As above, we now get:
Corollary 29. Let 0 < ε < 1 and let the sequence {wn} be given by (2.7), where F is
a permutation polynomial system (2.1) satisfying the conditions (2.2) and (2.3), and such
that s0,1 . . . sm−1,m 6= 0. We consider the last polynomial in the system F to be given by
Fm(X0, . . . , Xm) = gmXm + hm
and denote by t the period of gm if gm 6= 1 and put t = p if gm = 1. Then for all vectors of
initial values v ∈ Fm+1p except at most O(εpm+1), and any positive integer N ≤ pm+1, the
discrepancy ∆N(Γ(v)) of the sequence
Γ(v) =
{(
un,0(v)
p
, . . . ,
un,m(v)
p
)
, n = 0, . . . , N − 1
}
,
satisfies the bound
∆N(Γ(v)) ε−1D(N, t, p),
where
D(N, t, p) = B(N, p) logN + t−1/2(logN)m+2 log p
and B(N, p) is defined as in Corollary 27.
It is easy to see that under the condition (2.15) the quantities C(N, t, p) and D(N, t, p)
are dominated by the terms with A(N, p) and B(N, p), respectively:
C(N, t, p) A(N, p) and D(N, t, p) B(N, p) logN.
2.6 Linear complexity
2.6.1 Outline
In this section we study the (generalized) joint linear complexity for multisequences gener-
ated by dynamical systems of multivariate polynomials with slow degree growth introduced
in Section 2.2. We prove lower bounds on the linear complexity of the coordinate sequences
as well as on the generalized joint linear complexity (and thus on the joint linear complex-
ity) of these multisequences in the case of an arbitrary period. In Section 2.6.3 we improve
the bound on the joint linear complexity in the case of the largest possible period and
when the sequence is defined over a finite prime field.
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2.6.2 General polynomial systems
Let the sequences (wn) be given by (2.7), where the polynomial system of m+1 polynomials
F = {F0, . . . , Fm} ∈ Fq[X0, . . . , Xm]
is of the form (2.1), satisfying the conditions (2.2) and (2.3). First we prove a lower bound
on the Nth linear complexity, see Section 1.5, of the ith coordinate sequence (wn,i) for
i = 0, . . . ,m− 1 which implies also a lower bound on the Nth joint linear complexities of
(un) and (wn). Note that since wn+1,m = gmwn,m + hm, n = 0, 1, . . ., the linear complexity
of the last coordinate sequence (wn,m) is at most 2.
Using now Lemma 1 we obtain:
Theorem 30. Let (wn) be a purely periodic sequence with period τ , given by (2.7), where
the polynomial system of m+ 1 polynomials
F = {F0, . . . , Fm} ∈ Fq[X0, . . . , Xm]
is of the form (2.1), satisfying the conditions (2.2) and (2.3), and such that sk,k+1sk+1,k+2
· · · sm−1,m 6= 0 for some 0 ≤ k ≤ m − 1. Then for the linear complexity profiles of the
sequences (wn), (un) and (wn,i) given by (2.6), (2.7) and (2.9) we have for 1 ≤ N ≤ τ and
i = k, k + 1, . . . ,m− 1,
L ((wn) , N) ≥ L ((un) , N) ≥ L ((wn,i) , N)
(
N
qm
)1/(m−i)
,
where the implied constant depends on the degree of F .
Proof. We assume that the sequence (wn,i) satisfies the recurrence relation
wn+L,i = cL−1wn+L−1,i + . . .+ c0wn,i, 0 ≤ n ≤ N − L− 1,
with c0, . . . , cL−1 ∈ Fq.
We know from Lemma 18 that there exists some integer n0 = O(1) such that for
n ≥ n0 and every i = 0, . . . ,m− 1 the degree degGi,n is a strictly increasing function of n
if si,i+1 · · · sm−1,m 6= 0. Now, by (2.8) this recurrence relation gives us
F
(L+n0)
i (wn−n0) = cL−1F
(L−1+n0)
i (wn−n0) + . . .
+ c1F
(n0+1)
i (wn−n0) + c0F
(n0)
i (wn−n0),
for n = n0, . . . , N − L− 1.
In turn, this is equivalent to
wn−n0,iTi(wn−n0,i+1, . . . , wn−n0,m) + Vi(wn−n0,i+1, . . . , wn−n0,m) = 0,
for n = n0, . . . , N − L− 1, where the nonconstant polynomial
Ti ∈ Fq[Xi+1, . . . , Xm]
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is defined by
Ti = Gi,L+n0 − cL−1Gi,L−1+n0 − . . .− c1Gi,n0+1 − c0Gi,n0
and Vi ∈ Fq[Xi+1, . . . , Xm] is defined by
Vi = Hi,L+n0 − cL−1Hi,L−1+n0 − . . .− c1Hi,n0+1 − c0Hi,n0 .
By Lemmas 1 and 18, we have O(Lm−iqm−i−1) distinct zeros (xi+1, . . . , xm) of Ti. For a
fixed (xi+1, . . . , xm) there are at most q
i+1 different n ≤ N ≤ τ with (wn,i+1, . . . , wn,m) =
(xi+1, . . . , xm).
If
N < Lm−iqm
then there is nothing to prove. Otherwise we have Ω (N − Lm−iqm) remaining integers n
with n0 ≤ n ≤ N − L− 1 corresponding to a linear recurrence relation
wn,iTi(xi+1, . . . , xm) + Vi(xi+1, . . . , xm) = 0
with Ti(xi+1, . . . , xm) 6= 0.
In the case i = m− 1 at least one of these at most q equations (since xm takes at most
q values) is satisfied by Ω (N/q − Lqm−1) different n. If i < m − 1 we note that we have
at most q2 equations (since the polynomials Ti, Vi take each at most q values) and at least
one of them is satisfied by Ω (N/q2 − Lm−iqm−2) different n ≥ n0. On the other hand each
of the polynomials
XiTi(xi+1, . . . , xm) + Vi(xi+1, . . . , xm)
with Ti(xi+1, . . . , xm) 6= 0 of degree one (considered as polynomial in i + 1 variables) can
have at most qi zeros. Now the result follows immediately. uunionsq
Now we analyse the generalized linear complexities of (un) and (wn), that is, we use
a natural mapping of the vectors un and wn into elements of Fqm and Fqm+1 , respectively,
and investigate the linear complexities of the corresponding sequences in Fqm and Fqm+1 .
Namely, let us fix bases {ρ0, . . . , ρm−1} and {ϑ0, . . . , ϑm} of Fqm and Fqm+1 over Fq, respec-
tively, and consider the sequences
Un =
m−1∑
j=0
ρjwn,j and Wn =
m∑
j=0
ϑjwn,j. (2.24)
We now obtain a lower bound on the linear complexities of (Un) and (Wn).
Theorem 31. Let (wn) be a purely periodic sequence with period τ , given by (2.7), where
the polynomial system of m+ 1 polynomials
F = {F0, . . . , Fm} ∈ Fq[X0, . . . , Xm]
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is of the form (2.1), satisfying the conditions (2.2) and (2.3), and such that s0,1 . . . sm−1,m 6=
0. Then for the linear complexity profiles of the sequences (Un) and (Wn) given by (2.24)
we have
L ((Un) , N) ,L ((Wn) , N) N
1/m
q
, 1 ≤ N ≤ τ,
where the implied constant depends on the degree of F .
Proof. We observe that the sequence (Wn) is also purely periodic with period τ . We
consider only the sequence (Un) since the sequence (Wn) can be studied fully analogously.
Let
Un+L = cL−1Un+L−1 + . . .+ c0Un, 0 ≤ n ≤ N − L− 1,
with c0, . . . , cL−1 ∈ Fqm .
Writing
ρiρj =
m−1∑
h=0
ai,j,hρh, 0 ≤ i, j ≤ m− 1,
and
cr =
m−1∑
i=0
cr,iρi, 0 ≤ r ≤ L− 1,
with ai,j,h, cr,h ∈ Fq, we obtain
Un+L =
m−1∑
i,j,h=0
ai,j,h
L−1∑
r=0
cr,iwn+r,jρh,
which gives the coordinate recurrence relations
wn+L,h =
m−1∑
i,j=0
ai,j,h
L−1∑
r=0
cr,iwn+r,j
for h = 0, . . . ,m− 1.
We see from Lemma 18 that there exists some integer n0 = O(1) such that for n ≥ n0
and every i = 0, . . . ,m − 1 the degree degGi,n is a strictly increasing function of n if
si,i+1 · · · sm−1,m 6= 0.
Using (2.8), we derive
F
(n0+L)
h (wn−n0) =
m−1∑
i,j=0
ai,j,h
L−1∑
r=0
cr,iF
(n0+r)
j (wn−n0)
for h = 0, . . . ,m− 1 and n0 ≤ n ≤ N − L− 1.
Choosing h = 0, we see that
F
(n0+L)
0 −
m−1∑
i,j=0
ai,j,0
L−1∑
r=0
cr,iF
(n0+r)
j ∈ Fq[X0, . . . , Xm] (2.25)
is a nonconstant polynomial of degree O(Lm), since we assumed s0,1 · · · sm−1,m 6= 0, which
has at least N − L− n0 zeros. Applying now Lemma 1 we get the desired result. uunionsq
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2.6.3 Permutation polynomial systems of maximal period over
prime fields
In this section we assume that q = p is a prime and study the coordinate sequences (wn,m−1)
of (wn) and thus its joint linear complexity profile if (wn) is generated by a permutation
polynomial system of the form (2.1) of least period pm+1. We use a similar technique as
in [135]. The lower bound in this section improves Theorem 30 in this special situation if
m ≥ 2 or m = 1 and N ≥ p2 + p.
We introduce first some notations and auxiliary results, see [11, 135].
Let Φ(X0, . . . , Xm) ∈ Fp[X0, . . . , Xm] be a polynomial of degree strictly less than p in
each indeterminate. We write each integer n with 0 ≤ n ≤ pm+1 − 1 in base p as
n =
m∑
k=0
nkp
k, 0 ≤ n0, . . . , nm ≤ p− 1.
Then the polynomial Φ can be expressed as
Φ(X0, . . . , Xm) =
pm+1−1∑
n=0
anX
n0
0 · · ·Xnmm
for uniquely determined coefficients a0, . . . , apm+1−1 ∈ Fp.
As in [11, 135], we define
D(Φ) =
{
max{n : an 6= 0} if Φ 6= 0
−1 if Φ = 0.
We recall now the following result which is a combination of a result of Blackburn,
Etzion and Paterson, see [11], on the linear complexity of pm+1 periodic sequences over
Fp and a standard argument, see, for example, [91, Lemma 3] to extend linear complexity
bounds to the linear complexity profile.
Lemma 32. With the above notation, let (sn) be the sequence of period p
m+1 defined by
sn = g(n0, . . . , nm), 0 ≤ n ≤ pm+1 − 1,
where
n =
m∑
k=0
nkp
k, 0 ≤ nk ≤ p− 1.
Then the linear complexity profile of the sequence (sn) satisfies
L((sn), N) ≥ min{D(Φ) + 1, N + 1− pm+1}.
Next we need to see what is the period of a coordinate sequence (wn,i), 0 ≤ i ≤ m, of
(wn).
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Lemma 33. Let the sequence (wn) be given by (2.7) of least period p
m+1, where the permu-
tation system of m+1 polynomials F = {F0, . . . , Fm} ∈ Fp[X0, . . . , Xm] is of the form (2.1),
satisfying the conditions (2.2) and (2.3). Then the coordinate sequence (wn,j) of (wn) is
of least period pm−j+1 for j = 0, 1, . . . ,m.
Proof. Fix 0 ≤ j ≤ m and let τj be the period of ((wn,j, . . . , wn,m)). Clearly this sequence
can be defined analogously to the the sequence (wn) by a polynomial system in m− j + 1
variables. In particular, we get τj ≤ pm−j+1.
On the other hand, as the vector (wn,0, . . . , wn,j−1) of the first j components of wn takes
at most pj values, we obtain pm+1 ≤ pjτj, thus τj ≥ pm−j+1.
So (wn,m) has least period p and τj, j = m− 1, . . . , 0, is the least common multiple of
τj+1 and the least period of (wn,j), which implies the result. uunionsq
In particular we see from Lemma 33 that the sequence (wn) is of least period p
m+1
only if the coefficient of Xm in the last polynomial Fm of the system F has the value 1.
Indeed, we note that the last polynomial Fm = gmXm + hm leads to the period tm in the
last component of the vectors wn which is the order of gm modulo p. This means that
tm|(p− 1), but in the same time is also a divisor of pm+1. We obtain thus that gm = 1 and
hm 6= 0. So in this case (wn,m) has linear complexity 2 since we obtain the shortest linear
recurrence relation by subtracting wn+1,m = wn,m + hm from wn+2,m = wn+1,m + hm to ged
rid of the nonzero hm.
We have now the following result:
Theorem 34. Let the sequence (wn) be given by (2.7) of least period p
m+1, where the
permutation system of m+ 1 polynomials
F = {F0, . . . , Fm} ∈ Fp[X0, . . . , Xm]
is of the form (2.1), satisfying the conditions (2.2) and (2.3). Then the joint linear com-
plexity profile of the sequence (wn) and the linear complexity profile of the sequence (wn,m−1)
satisfy
L((wn), N) ≥ L ((wn,m−1) , N)
≥ min{(p+ 1− degFm−1)p+ 1, N + 1− p2} .
Proof. Let Φm−1 ∈ Fp[Xm−1, Xm] and Φm ∈ Fp[Xm] be the unique polynomials with
degXm−1 Φm−1, degXm Φm−1, deg Φm < p, satisfying
wn,m−1 = Φm−1(nm−1, nm) (2.26)
for all 0 ≤ n < p2, where n = nm−1 + nmp, 0 ≤ nm−1, nm ≤ p − 1 and wn,m = Φm(n) for
0 ≤ n ≤ p− 1.
Put k = degXm Φm−1. Then
Φm−1(Xm−1, Xm) =
k∑
i=0
ϕi(Xm−1)X im
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with some polynomials ϕ0, . . . , ϕk ∈ Fp[Xm−1]. Note that k ≥ 1, as (wn,m−1) has least
period p2 by Lemma 33. Hence there exists ν ∈ Fp with
ϕk(ν) 6= 0.
Consider n = ν + nmp with 0 ≤ nm ≤ p− 1. Now we define
Pm−1(ν,X) = Φm−1(ν,X), Pm(X) = Φm(X), (2.27)
and Q(X) with
Q(X) =
{
Pm−1(ν + 1, X), 0 ≤ ν ≤ p2 − 1,
Pm−1(0, X + 1), ν = p2.
Note that
Q(n) = wν+np+1,m−1, n = 0, 1, . . . , p− 1. (2.28)
Moreover, we define
R(X) = Fm−1(0, . . . , 0, Pm−1(ν,X), Pm(X))−Q(X)
= Pm−1(ν,X)Gm−1(Pm(X)) +Hm−1(Pm(X))−Q(X).
(2.29)
We see from (2.26), (2.27) and (2.29) that for n = 0, 1, . . . , p− 1,
Fm−1(0, . . . , 0, Pm−1(ν, n), Pm(n))
= wν+np,m−1Gm−1(wn,m) +Hm−1(wn,m) = Fm−1(wν+np).
Therefore, by (2.7) and (2.28)
R(n) = Fm−1(wν+np)−Q(n) = 0.
On the other hand, note that degPm = deg Φm = 1 since (wn,m) has linear complexity 2
and thus R(X) ∈ Fp[X] is not identical zero and has degree degR = k + degGm−1. Using
Lemma 32 we get that
L((wn,m−1), N) ≥ min
{
(p+ 1− degFm−1)p+ 1, N + 1− p2
}
and thus the desired result. uunionsq
We can easily obtain a bound which doesn’t depend on degFm−1. Precisely, put d =
degFm−1. Then for any integer N in the interval 2pm+1 ≥ N > (2p + 1 − d)p we derive
from Theorem 34
L ((wn), N) ≥ min
{
(p+ 1− d)p+ 1, N + 1− p2}
= (p+ 1− d)p+ 1 ≥ N
pm−1
+ 1.
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2.7 Using several polynomial systems
2.7.1 Outline
In this section we consider slightly more general polynomial dynamical systems, where at
each iteration a different polynomial map can be used, thus extending those of (2.1).
As in Section 2.5, the arguments used here to study the discrepancy of the sequences
generated by these more general dynamical systems are also based on an elementary iden-
tity for exponential sums with linear polynomials and also on counting zeros of multivariate
polynomials in finite fields, and thus we get the same estimates as for the initial construc-
tion proposed in Section 2.4.
2.7.2 Polynomial generators
We generalise now the construction (2.1). Given an integral upper triangular matrix
S =

1 s0,1 s0,2 . . . s0,m
0 1 s1,2 . . . s1,m
. . .
0 0 0 . . . 1
 (2.30)
define F(S,m) the set of all such polynomial systems of the form (2.1) satisfying the
conditions (2.2) and (2.3).
For an integer m ≥ 1 and an integral matrix S of the form (2.30), we consider a sequence
of, not necessarily distinct, polynomial systems
Fk = {Fk,0, . . . , Fk,m} ∈ F(S,m), k = 1, 2, . . . . (2.31)
We consider the sequence of polynomials F
(j)
i defined by the recurrence relation
F
(0)
i = Xi, F
(k)
i = Fk,i(F
(k−1)
0 , . . . , F
(k−1)
m ), k = 1, 2, . . . . (2.32)
In particular, F0 denotes the identity map.
As in Lemma 18, we have the following characterisation of the polynomials F
(k)
i , which
in turn generalises and refines Lemma 18.
Lemma 35. Let Fk ∈ F(S,m) be a sequence of polynomial systems (2.31). Then for the
polynomials F
(k)
i given by (2.32) we have
F
(k)
i = XiG˜k,i(Xi+1, . . . , Xm) + H˜k,i(Xi+1, . . . , Xm),
where G˜k,i, H˜k,i ∈ F[Xi+1, . . . , Xm] and
deg G˜k,i =
1
(m− i)!k
m−isi,i+1 . . . sm−1,m + ψi(k), 0 ≤ i ≤ m− 1,
deg G˜k,m = 0,
with some polynomials ψi(T ) ∈ Q[T ] of degree degψi < m− i.
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Proof. Writing Fk,i = XiGk,i +Hk,i we get
F
(k)
i = F
(k−1)
i Gk,i
(
F
(k−1)
i+1 , . . . , F
(k−1)
m
)
+Hk,i
(
F
(k−1)
i+1 , . . . , F
(k−1)
m
)
.
Thus an easy inductive argument implies that
F
(k)
i = XiG˜k,i(Xi+1, . . . , Xm) + H˜k,i(Xi+1, . . . , Xm)
for some polynomials G˜k,i, H˜k,i ∈ F[Xi+1, . . . , Xm], where i = 0, . . . ,m, k = 1, 2, . . ..
For the asymptotic formulas for the degrees of the polynomials G˜k,i see Lemma 18
where it is given for degF
(k)
i . We note that in Lemma 18 only the case when at each step
the same polynomial system Fk = F is applied but the proof holds for distinct systems
Fk ∈ F(S,m) without any changes. Indeed, let
dk,i = deg(XiG˜k,i) = 1 + deg G˜k,i, i = 0, . . . ,m, k = 1, 2 . . . .
Then the result follows immediately from the recursive formula
(dk,0, . . . , dk,m)
t = Sk(1, . . . , 1)
implied by (2.2) and (2.3), where
S =

1 s0,1 s0,2 . . . s0,m
0 1 s1,2 . . . s1,m
. . .
0 0 0 . . . 1
 ,
and dT means the transposition of the vector d, see the proof of Lemma 18 for more
details. uunionsq
We generate now the sequence of vectors exactly as in the Section 2.4. Given a sequence
of polynomial systems (2.31), we fix a vector v ∈ Fm+1p and consider the sequence defined
by a recurrence congruence modulo a prime p of the form
un+1,i ≡ Fn+1,i(un,0, . . . , un,m) (mod p), n = 0, 1, . . . , (2.33)
with some initial values
(u0,0, . . . , u0,m) = v.
We also assume that 0 ≤ un,i < p, i = 0, . . . ,m, n = 0, 1, . . ..
Using the following vector notation
wn = (un,0, . . . , un,m)
we have the recurrence relation
wn = Fn(wn−1), n = 1, 2, . . . .
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In particular, for any n, k ≥ 0 and i = 0, . . . ,m we have
un+k,i = F
(k)
i (un,0, . . . , un,m),
where the polynomials F
(k)
i , i = 0, . . . ,m, k = 1, 2, . . ., are given by (2.32). Clearly the
sequence of vectors wn is eventually periodic with some period τ ≤ pm+1. We always
assume that the sequence is purely periodic, that is,
wn+τ = wn, n = 0, 1, . . . .
As in (2.9), we sometimes discard the last component and define the truncated vectors
un = (un,0, . . . , un,m−1).
2.7.3 Discrepancy estimates
In this section we generalise the results obtained in Section 2.5 regarding the distribution
of vectors generated by (2.7), obtaining the same estimates for the distribution of vectors
generated by (2.33) using more polynomial systems. The proofs of the next results follow
exactly as in Section 2.5, so we omit them here.
For integer vectors a = (a0, . . . , am−1) ∈ Zm and b = (b0, . . . , bm) ∈ Zm+1 we consider
the exponential sums Sa(N) and Tb(N) defined in (2.10).
Theorem 36. Let the sequence {un} be given by (2.33), with polynomial systems Fk ∈
F(S,m), k = 1, 2, . . ., of the form (2.1) of total degree d ≥ 2 and such that s0,1 . . . sm−1,m 6=
0. Assume that {wn} is purely periodic with period τ . Then for any fixed integer ν ≥ 1,
positive integer N ≤ τ and nonzero vector a ∈ Fmp the bound
Sa(N) N1−βm,νpαm,ν
holds, where
αm,ν =
m2 +mν +m
2ν(m+ ν)
and βm,ν =
1
2ν
and the implied constant depends only on d, m and ν.
Corollary 37. Let the sequence {un} be given by (2.33), with polynomial systems Fk ∈
F(S,m), k = 1, 2, . . ., of the form (2.1) of total degree d ≥ 2 and such that s0,1 . . . sm−1,m 6=
0. Assume that {wn} is purely periodic with period τ . Then for any fixed integer ν ≥ 1,
and any positive integer N ≤ τ , the discrepancy of the sequence(
un,0
p
, . . . ,
un,m−1
p
)
, n = 0, . . . , N − 1,
satisfies the bound O
(
pαm,νN−βm,ν (log p)m
)
, where
αm,ν =
m2 +mν +m
2ν(m+ ν)
and βm,ν =
1
2ν
and the implied constant depends only on d, m and ν.
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We now consider polynomial systems of the form (2.31) which permute the elements of
Fm+1p and we estimate the exponential sums Ua,c(M,N) and Vb,c(M,N) defined by (2.16)
and (2.22), respectively. As a consequence, the the discrepancy of the corresponding vectors
follows.
Theorem 38. Assume that Fk ∈ F(S,m), k = 1, 2, . . ., are permutation polynomial sys-
tems (2.31), and such that s0,1 . . . sm−1,m 6= 0. Then for any positive integers c, M , N and
any nonzero vector b ∈ Fmp we have
Ua,c(M,N) A(N, p),
where A(N, p) is given by Theorem 26.
Exactly as in Section 2.5.3, this immediately implies a discrepancy bound which holds
for almost all initial values v ∈ Fm+1p . We note that in [107] only the case of when at each
step the same polynomial system Fk = F is applied but the proof, based only on the bound
of the sums Ua,c(M,N), holds for distinct polynomial systems Fk ∈ F(S,m) without any
changes.
Corollary 39. Let 0 < ε < 1 and let the sequence {un(v)} be given by (2.7) with the
initial vector of initial values v ∈ Fm+1p , where Fk ∈ F(S,m), k = 1, 2, . . ., are permutation
polynomial systems (2.31), and such that s0,1 . . . sm−1,m 6= 0. Then for all initial values
v ∈ Fm+1p except at most O(εpm+1), and any positive integer N ≤ pm+1, the discrepancy
∆N(Γ(v)) of the sequence
Γ(v) =
{(
un,0(v)
p
, . . . ,
un,m−1(v)
p
)
, n = 0, . . . , N − 1
}
,
satisfies the bound
∆N(Γ(v)) ε−1B(N, p),
where B(N, p) is given by Theorem 27.
Theorem 40. Let Fk ∈ F(S,m) be a sequence of permutation polynomial systems (2.31)
and such that s0,1 . . . sm−1,m 6= 0, satisfying also the additional condition that the last
polynomial in all these systems has the same coefficient gm ∈ Fp of Xm, that is,
Fk,m(X0, . . . , Xm) = gmXm + hk,m, k = 1, 2, . . . .
Denote by t the period of gm if gm 6= 1 and put t = p if gm = 1. Then for any positive
integers c, M , N and any nonzero vector b ∈ Fm+1p we have
Vb,c(M,N) C(N, t, p),
where
C(N, t, p) = A(N, p) +N2t−1pm+1
and A(N, p) is defined as in Theorem 26.
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As above, we now get:
Corollary 41. Let 0 < ε < 1 and let the sequence {un} be given by (2.7), where Fk ∈
F(S,m) is a sequence of permutation polynomial systems (2.31) and such that s0,1 . . .
sm−1,m 6= 0, satisfying also the additional condition that the last polynomial in all these
systems has the same coefficient gm ∈ Fp of Xm, that is,
Fk,m(X0, . . . , Xm) = gmXm + hk,m, k = 1, 2, . . . .
Denote by t the period of gm if gm 6= 1 and put t = p if gm = 1. Then for all vectors of
initial values v ∈ Fm+1p except at most O(εpm+1), and any positive integer N ≤ pm+1, the
discrepancy ∆N(Γ(v)) of the sequence
Γ(v) =
{(
un,0(v)
p
, . . . ,
un,m(v)
p
)
, n = 0, . . . , N − 1
}
,
satisfies the bound
∆N(Γ(v)) ε−1D(N, t, p),
where
D(N, t, p) = B(N, p) logN + t−1/2(logN)m+2 log p
and C(N, p) is defined as in Corollary 27.
Finally, we remark that analogues of Theorem 40 and Corollary 41 can be proven
also for more general permutation polynomial systems, namely for systems in which the
coefficients gj,m of Xm in the last polynomial of each system vary in such a way that
k∏
j=1
gj,m 6≡
n∏
j=1
gj,m (mod p) (2.34)
if k and n are close to each other. In fact, if this is guaranteed for k and n with 0 <
|k − n| < t then the corresponding results for such polynomial systems look identical to
those of Theorem 40 and Corollary 41. Examples include such sequences of coefficients as
gj,m = g
j
m for some element gm ∈ F∗p. In this case, the condition (2.34) is equivalent to the
quadratic congruence
k(k + 1) ≡ n(n+ 1) (mod 2t),
where t is the order of gm which can be easily shown not to have too many solutions with
0 ≤ k, n ≤ N−1 (in particular, if t is prime the results are again exactly the same as those
of Theorem 40 and Corollary 41).
2.8 Hash functions
2.8.1 Outline
Here we propose a construction of a hash function from polynomial maps. Although we
make no claims of security or efficiency, we note that our results show that this hash
function has “random-like” behaviour.
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Definition 7. A hash function h maps bit strings of some finite length to bit strings of
some fixed finite length, and must be easy to compute.
Hash functions from walks on the set of isogenous elliptic curves generated by low degree
isogenies, and their cryptographic applications, are considered in [28, 71]. Alternatively
these walks can be described as sequences of rational function transformations on the
coefficients of Weierstrass equations on elliptic curves, see [127] for a background. We hope
that our results maybe useful for studying further properties of such walks, for example,
in showing that the hash function of [28, 71] has sufficiently uniformly distributed outputs
and maybe used as a secure pseudorandom number generator.
2.8.2 General Construction
In this section we propose a new construction of hash functions based on iterations of
polynomial systems studied in the previous sections. This construction is motivated by
that of D. X. Charles, E. Z. Goren and K. E. Lauter [28] and in some sense it may be
considered as its extension.
Let n and r be two nonzero integers. Choose a random n-bit prime p and 2r permu-
tation polynomial systems F`, ` = 0, . . . , 2r − 1, not necessary distinct, defined by (2.31)
and (2.32).
We also consider a random initial vector w0 ∈ Fm+1p .
As in [28], the input of the hash function is used to decide what polynomial system
F` is used to iterate. More precisely, it works as follows given an input bit string Σ, we
execute the following steps:
• pad Σ with at most r−1 zeros on the left to make sure that its length L is a multiple
of r;
• split Σ into blocks σj, j = 1, . . . , J , where J = L/r, of length r and interpret each
block as an integer ` ∈ [0, 2r − 1].
• Starting at the vector w0, apply the polynomial systems F` iteratively obtaining the
sequence of vectors wj ∈ Fm+1p .
• Output wJ as the value of the hash function (which can also be now interpreted as
a binary (m+ 1)n-bit string).
The above construction is quite similar to that of [28] where m = 1, the vectors wj
represent the coefficients of an equation describing an elliptic curve for example, of the
Weierstrass equation
Y 2 = X3 + sX + r
and polynomial maps are associated with isogenies of a fixed degree.
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2.8.3 Collision Resistance
Our belief in collision resistance is essentially based on the same arguments as in [28].
We remark that the initial vector w0 is fixed and in particular, does not depend on
the input of the hash function. Furthermore, the collision resistance does not rely on
the difficulty of inverting the maps generated by the polynomial systems F`, which are
triangular and actually quite easy to invert. Rather, it is based on the difficulty of making
the decision which system to apply at each step when one attempts to back trace from a
given output to the initial vector w0 and thus produce two distinct strings Σ1 and Σ2 of
the same length L, with the same output.
Note that for strings of different lengths, say of L and L + 1, a collision can easily be
created. It is enough to take Σ2 = (0,Σ1) (that is, Σ2 is obtained from Σ1 by augmenting
it by 0). If L 6≡ 0 (mod r) then they lead to the same output. Certainly any practical
implementation has to take care of things like this.
We also note that the results of Section 2.7.3 suggest that the above hash functions
exhibit rather chaotic behaviour, which is close to the behaviour of a random function.
We certainly make no claims about the cryptographic strength of our construction but
believe that there are enough reasons to investigate it (theoretically and experimentally)
more closely.
2.9 Multiplicative character sums for multivariate
polynomial recurrence sequences
2.9.1 Outline
In [115] we consider multiplicative character sums with certain sequences of vectors wn =
(wn,1, . . . , wn,m) ∈ Fmq , m ≥ 2, n = 0, 1, . . ., which satisfy a recurrence relation
wn+1 = F (wn) , n ≥ 0,
for some multivariate polynomial transformation
F(X1, . . . , Xm) ∈ (Fq[X1, . . . , Xm])m
and some initial vector w0 ∈ Fmq . More precisely, we consider the polynomial transfor-
mations introduced and further analysed in [107, 110, 111, 114], such that their iterates
have a very mild degree growth (instead of the “typical” exponential growth). Note that
this phenomenon does not occur in the case m = 1 and thus there are no analogues of our
results in the 1-dimensional case where the results are much weaker due to the inevitable
exponential degree growth of the iterates, see [25, 105].
Our results and methods are similar to those obtained in Section 2.5 for exponential
sums. However the case of multiplicative characters has turned out to be more difficult and
our results are not of the same form as those known for exponential sums. Furthermore,
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estimating sums of multiplicative characters requires some additional arguments, see for
example, Lemma 42 below that could be of independent interest.
We note that bounds of multiplicative character sums, in a standard fashion lead to
various asymptotic formulas about the distribution of power residues and primitive roots
in the corresponding sequences. Such results can be derived in a very straightforward way
and we do not give them here, see for example [25, 100, 105].
The results of this section are presented in the paper [115].
Let the polynomial system of m polynomials F1, . . . , Fm ∈ Fq[X1, . . . , Xm] be of the
form (2.1). In this section we use a special class of multivariate polynomial systems (2.1)
by imposing also the following condition on the polynomials Hi: for each i = 1, . . . ,m,
there exists s ∈ {i+ 1, . . . ,m}, such that the polynomial Hi is of the form
Hi = X
ji+1
i+1 . . . X
js
s . . . X
jm
m
+H i(Xi+1, . . . , Xs−1, Xs+1, . . . , Xm),
(2.35)
where js ≥ 1 and H i ∈ Fq[Xi+1, . . . , Xs−1, Xs+1, . . . , Xm].
2.9.2 Zeros of some polynomials
We need the following result.
Lemma 42. Assume that the polynomial system of m polynomials F of the form (2.1)
satisfies the conditions (2.2), (2.3) and (2.35), and such that s1,2 . . . sm−1,m 6= 0. We
consider the polynomials Gj,k, Hj,k defined as in Lemma 18. Then there exists a constant
k0, depending only on the degree of F such that for k > l ≥ k0 the polynomials
Rj,k,l = Gj,kHj,l −Gj,lHj,k, j = 1, . . . ,m− 1,
are nontrivial of degree O(km−1).
Proof. Easy computations show that the polynomials Gj,k, Hj,k defined in Lemma 18 have
the following concrete form
Gj,k = GjG
(2)
j . . . G
(k)
j ,
where G
(k)
j (Xj+1, . . . , Xm) = Gj(F
(k−1)
j+1 , . . . , F
(k−1)
m ), and
Hj,k =
k∑
i=1
H
(i)
j G
(i+1)
j . . . G
(k)
j ,
where H
(k)
j (Xj+1, . . . , Xm) = Hj(F
(k−1)
j+1 , . . . , F
(k−1)
m ). Using this representation we get
Rj,k,l = −GjG(2)j . . . G(l)j
(
k−l∑
i=1
H
(l+i)
j G
(l+i+1)
j . . . G
(k)
j
)
.
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By (2.3) we see that if k > l ≥ k0 for sufficiently large k0 then
degG
(l+h)
i ≥ degH(l+h)i ≥ degH(l+1)i
for h = 1, . . . , k − l. In order to show that the polynomial Rj,k,l is not identical zero it is
sufficient to see that the (l + 1)-th iteration of the polynomial Hi is a not identical zero.
Let now Xs be the variable which gives the condition (2.35) for Hi in the construction of
the polynomial system F . We get
H
(l+1)
i = (F
(l)
i+1)
ji+1 . . . (F (l)s )
js . . . (F (l)m )
jm
+H i(F
(l)
i+1, . . . , F
(l)
s−1, F
(l)
s+1, . . . , F
(l)
m ),
and thus we note that degXs H
(l+1)
j ≥ js degXs F (l)s = js ≥ 1, which shows that the polyno-
mial Rj,k,l is not identical zero. For the degree statement we apply Lemma 18 and get the
desired result if k > l ≥ k0 for sufficiently large k0. uunionsq
2.9.3 General polynomial systems
Let χ1, . . . , χm be m multiplicative characters of Fq. We recall that a character χ is called
trivial if χ(u) = 1 for all u ∈ F∗q and it is denoted by χ0. We use the convention that
χ(0) = 0 for any multiplicative character χ of Fq. Let (wn) be a purely periodic sequence
with period τ , given by (2.7), where the polynomial system of m polynomials
F = {F1, . . . , Fm} ∈ Fq[X1, . . . , Xm]
is of the form (2.1), satisfying the conditions (2.2), (2.3) and (2.35), and such that s1,2 . . .
sm−1,m 6= 0.
We now estimate the character sums
SN(χ1, . . . , χm) =
N−1∑
n=0
m∏
i=1
χi(wn,i), 1 ≤ N ≤ τ.
Theorem 43. Let m ≥ 2, χ1, . . . , χm be m multiplicative characters of Fq, not all triv-
ial, and let (wn) be a purely periodic sequence with period τ , given by (2.7), where the
polynomial system of m polynomials
F = {F1, . . . , Fm} ⊂ Fq[X1, . . . , Xm]
is of the form (2.1), satisfying the conditions (2.2), (2.3) and (2.35), and such that
s1,2 . . . sm−1,m 6= 0. Then for any positive integer N ≤ τ we have
SN(χ1, . . . , χm) N1/2q(m2−1)/(2m) +Nt−1q1/2,
where t is the order of gm and the implied constant depends only on the degree of F and
m.
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Proof. For any integer k ≥ 0 we have∣∣∣∣∣SN(χ1, . . . , χm)−
N−1∑
n=0
m∏
i=1
χi(wn+k,i)
∣∣∣∣∣ ≤ 2k,
and summing over k = 0, . . . , K − 1 for any integer K ≥ 1 we get
K |SN(χ1, . . . , χm)| ≤ W +K2, (2.36)
where
W =
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(wn+k,i)
∣∣∣∣∣ .
Applying now the Cauchy-Schwarz inequality we obtain
W 2 ≤ N
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(wn+k,i)
∣∣∣∣∣
2
= N
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(F
(k)
i (wn))
∣∣∣∣∣
2
.
Completing the range of summation in the outer sum, we obtain
W 2 ≤ N
∑
v∈Fmq
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(F
(k)
i (v))
∣∣∣∣∣
2
≤ N
K−1∑
k,l=0
∣∣∣∣∣∣
∑
v∈Fmq
m∏
i=1
χi(F
(k)
i (v))χi(F
(l)
i (v))
∣∣∣∣∣∣
≤ KNqm + 2N
∑
0≤l<k<K
|Tk,l|,
where
Tk,l =
∑
v∈Fmq
m∏
i=1
χi(F
(k)
i (v))χi(F
(l)
i (v)).
Let j be the least positive integer such that χj is a nontrivial character.
We consider first the case when j < m.
We now write Σ∗ to denote that the values that lead to the poles of the involved rational
functions are excluded from the range of summation. Then the sum Tk,l becomes
Tk,l = q
j−1 ∑
vj ,...,vm∈Fq
∗
m∏
i=j
χi
(
viGi,k(vi+1, . . . , vm) +Hi,k(vi+1, . . . , vm)
viGi,l(vi+1, . . . , vm) +Hi,l(vi+1, . . . , vm)
)
.
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Therefore
|Tk,l| ≤qj−1
∑
vj+1,...,vm∈Fq
∗
∣∣∣∣∣∣
∑
vj∈Fq
∗
χj
(
vjGj,k(vj+1, . . . , vm) +Hj,k(vj+1, . . . , vm)
vjGj,l(vj+1, . . . , vm) +Hj,l(vj+1, . . . , vm)
)∣∣∣∣∣∣ .
We apply now Lemma 6 and we see that the sum over the variable vj is O(q) if
Gj,k(vj+1, . . . , vm)Hj,l(vj+1, . . . , vm)
= Gj,l(vj+1, . . . , vm)Hj,k(vj+1, . . . , vm),
and is O(1) otherwise.
Let Rj,k,l = Gj,kHj,l − Gj,lHj,k. We see from Lemma 42 that if k > l ≥ k0 for a
sufficiently large k0 then Rj,k,l is a nontrivial polynomial of degree O(k
m−j) = O(km−1).
Thus estimating the sum Tk,l reduces to counting the number of zeros of the polynomial
Rj,k,l over Fq. Using now Lemma 1 we can estimate the sum Tk,l as
|Tk,l|  km−1qm−1.
Therefore, if j < m then
W 2  KNqm +Km+1Nqm−1. (2.37)
Inserting (2.37) in (2.36) we derive
SN(χ1, . . . , χm) K−1/2N1/2qm/2 +K(m−1)/2N1/2q(m−1)/2 +K.
Choosing now
K =
⌈
q1/m
⌉
(and assuming that q is large enough, so K ≥ k0), after simple calculations we obtain that
for j < m
SN(χ1, . . . , χm+1) N1/2q(m2−1)/(2m). (2.38)
We now study the case when j = m, that is,
SN(χ1, . . . , χm) =
N−1∑
n=0
χm(wn,m). (2.39)
Clearly the bound is trivial if t = 1 (that is, for gm = 1). So we now assume that gm 6= 1.
In this case we have
wn,m = g
n
m
(
w0,m − hm
1− gm
)
+
hm
1− gm .
If
w0,m =
hm
1− gm ,
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we have τ = 1 and the bound is trivial. In the remaining case, we see that Corollary 13
applies to the sum in (2.39) and yields
SN(χ1, . . . , χm+1) Nt−1q1/2 + q1/2 log t. (2.40)
for j = m.
Thus we see from (2.38) and (2.40) that for any j,
SN(χ1, . . . , χm+1) N1/2q(m2−1)/2m +Nt−1q1/2 + q1/2 log t.
It remains to note that the last term never dominates and thus can be omitted. uunionsq
It is easy to see that Theorem 43 is nontrivial if for some fixed ε > 0 we have N ≥
qm−1/m+ε and t ≥ q1/2+ε.
As in [107, 110, 111], we can discard the last “linear” component of the vector wn and
consider the sums
S˜N(χ1, . . . , χm−1) =
N−1∑
n=0
m−1∏
i=1
χi(wn,i).
Clearly the proof of Theorem 43 implies that if at least one multiplicative character
χ1, . . . , χm−1 is nontrivial then for any positive integer N ≤ τ we have
S˜N(χ1, . . . , χm) N1/2q(m2−1)/(2m)
(in fact in this case the estimate also holds for hm = 0).
We observe that in the case m = 1 we have t = τ and the estimate
SN(χ1) q1/2 log q
by Corollary 13.
We now obtain another bound, which is weaker than that of Theorem 43 for N close to
qm, but improves it for smaller values of N and in particular is nontrivial in wider range
of N ≥ qm−1/2+ε and t ≥ qm−1/m+ε. For this we consider higher powers and use the Ho¨lder
inequality in the proof of Theorem 43, but in this case instead of Lemma 6 we now have
to use the Weil bound.
Theorem 44. Let m ≥ 2, χ1, . . . , χm be m multiplicative characters of Fq, not all triv-
ial, and let (wn) be a purely periodic sequence with period τ , given by (2.7), where the
polynomial system of m polynomials
F = {F1, . . . , Fm} ⊂ Fq[X1, . . . , Xm]
is of the form (2.1), satisfying the conditions (2.2), (2.3) and (2.35), and such that
s1,2 . . . sm−1,m 6= 0. Then for any positive integer N ≤ τ we have
SN(χ1, . . . , χm) N1−1/(2ν)q(m−1)(m+ν)/(2ν(m−1+ν))
+N1−1/(2ν)q(2m−1)/(4ν) +Nt−1q1/2,
where t is the order of gm and the implied constant depends only on the degree of F , m
and ν.
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Proof. We recall (2.36) and the definition of W from the proof of Theorem 43. Applying
now the Ho¨lder inequality we obtain
W 2ν ≤ N2ν−1
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(wn+k,i)
∣∣∣∣∣
2ν
= N2ν−1
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(F
(k)
i (wn))
∣∣∣∣∣
2ν
.
Completing the range of summation in the outer sum, we obtain
W 2ν ≤ N2ν−1
∑
v∈Fmq
∣∣∣∣∣
K−1∑
k=0
m∏
i=1
χi(F
(k)
i (v))
∣∣∣∣∣
2ν
≤ N2ν−1
K−1∑
k1,`1,...,kν ,`ν=k0
∣∣∣∣∣∣
∑
v∈Fmq
m∏
i=1
χi(
ν∏
h=1
F
(kh)
i (v))χi(
ν∏
h=1
F
(lh)
i (v))
∣∣∣∣∣∣ .
Let j be the least integer such that χj is a nontrivial character. Then
W 2ν ≤ N2ν−1qj−1
∑
0≤k1,`1,...,kν ,`ν<K
∑
vj+1,...,vm∈Fq
∗
∣∣∣∣∣∣
∑
vj∈Fq
∗
χj
(
ν∏
h=1
vjGj,kh(vj+1, . . . , vm) +Hj,kh(vj+1, . . . , vm)
vjGj,lh(vj+1, . . . , vm) +Hj,lh(vj+1, . . . , vm)
)∣∣∣∣∣∣ ,
where we write Σ∗ to denote that the values that lead to the poles of the involved rational
functions are excluded from the range of summation.
If in the sequence k1, . . . , kν , l1, . . . , lν each element appears at least twice, we estimate
the absolute value of the sum over vj trivially by q. The number of such choices amongst
1 ≤ k1, . . . , kν , l1, . . . , lν ≤ K is O(Kν), where the implied constant depends on ν.
In the remaining O(K2ν) choices of 1 ≤ k1, . . . , kν , l1, . . . , lν ≤ K we also estimate the
sum over vj trivially by q if
Gj,h1Hj,h2 = Gj,h2Hj,h1
for some h1, h2 ∈ {k1, . . . , kν , l1, . . . , lν}. By Lemmas 1 and 42 this number is
O(Km−jqm−j−1).
Otherwise we recall that by the Weil bound, see Theorem 10, the sum over vj is O(q
1/2).
Collecting everything we get for j < m,
W 2ν  N2ν−1(Kνqm +Km−1+2νqm−1 +K2νqm−1/2)
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and returning into (2.36) we obtain
SN(χ1, . . . , χm)
 N1−1/(2ν) (K−1/2qm/(2ν) +K(m−1)/(2ν)q(m−1)/(2ν) + q(2m−1)/(4ν))
+ K.
Choosing now
K =
⌈
q1/(m−1+ν)
⌉
,
after simple calculations we obtain that for j < m
SN(χ1, . . . , χm) N1−1/(2ν)q(m(m−1+ν)−ν)/(2ν(m−1+ν))
+ N1−1/(2ν)q(2m−1)/(4ν).
(2.41)
For j = m, exactly as in the proof of Theorem 43, we get
SN(χ1, . . . , χm+1) Nt−1q1/2 + q1/2 log t. (2.42)
Thus, putting together the estimates (2.41) and (2.42), for any j we get the desired result.
uunionsq
Note that the choice ν = m− 1 in Theorem 44 gives the simpler bound
max
gcd(a1,...,am,p)=1
|Sa(N)|  N1−1/(2(m−1))q(2m−1)/(4(m−1)) +Nt−1q1/2,
where the implied constant depends only on degF and m. This bound is better than the
bound of Theorem 43 if N ≤ qm−1/(2m)−ε and is nontrivial if N ≥ qm−1/2+ε.
2.9.4 Permutation polynomial systems
We now consider polynomial systems of the form (2.1) which permute the elements of Fmq .
In this section we estimate the following sum
VN(χ1, . . . , χm) =
∑
v∈Fmq
∣∣∣∣∣
N−1∑
n=0
m∏
i=1
χi(F
(n)
i (v))
∣∣∣∣∣
2
.
Theorem 45. Let χ1, . . . , χm be m multiplicative characters of Fq, not all trivial and
let the permutation polynomial system F of m polynomials of the form (2.1) satisfy the
conditions (2.2), (2.3) and (2.35), and be such that s1,2 . . . sm−1,m 6= 0. Then for any
positive integer N ≤ τ we have
VN(χ1, . . . , χm) A(N, q) +Nt−1q1/2,
where t is the order of gm,
A(N, q) =
{
Nqm if N ≤ q1/m,
N2q(m−1)(m+1)/m if N > q1/m,
and the implied constant depends only on the degree of F and m.
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Proof. Let j be the least positive integer such that χj is a nontrivial character. We consider
first the case when j < m. Using the same arguments as in Theorem 43 we get
VN(χ1, . . . , χm) Nqm +Nm+1qm−1. (2.43)
Because F is a permutation system, for any integer L we obtain
∑
v∈Fmq
∣∣∣∣∣
L+N−1∑
n=L
m∏
i=1
χi(F
(n)
i (v))
∣∣∣∣∣
2
=
∑
v∈Fmq
∣∣∣∣∣
N−1∑
n=0
m∏
i=1
χi(F
(n)
i (F
(L)
1 (v), . . . , F
(L)
m (v)))
∣∣∣∣∣
2
=
∑
v∈Fmq
∣∣∣∣∣
N−1∑
n=0
m∏
i=1
χi(F
(n)
i (v))
∣∣∣∣∣
2
= VN(χ1, . . . , χm).
Therefore, for any positive integer K ≤ N , separating the inner sum into at most N/K+1
subsums of length at most K and using (2.43) we obtain
VN(χ1, . . . , χm) (Kqm +Km+1qm−1)N2K−2
= N2(K−1qm +Km−1qm−1).
Thus, selecting
K = min{N, ⌊q1/m⌋}
and taking into account that N−1qm ≥ Nm−1qm−1 for N ≤ q1/m, for j < m we obtain that
VN(χ1, . . . , χm) A(N, q).
The second summand in the bound is obtained in the case j = m exactly as in the
proof of Theorem 43. uunionsq
As before we note that for
V˜N(χ1, . . . , χm−1) =
∑
v∈Fmq
∣∣∣∣∣
N−1∑
n=0
m−1∏
i=1
χi(F
(n)
i (v))
∣∣∣∣∣
2
we have
V˜N(χ1, . . . , χm−1) A(N, q),
provided that at least one multiplicative character χ1, . . . , χm is nontrivial and N ≤ τ (and
again this also holds for hm = 0).
We note that the bounds of Theorems 44 and 45 (but not of Theorem 43) can easily
be extended to mixed sums of additive and multiplicative characters.
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Furthermore, fixing a basis {β1, . . . , βm} of the finite field Fqm over Fq we can identify
the vector sequence (wn) = (wn,1, . . . , wn,m) over Fq with the sequence (Wn) over Fqm
defined by
Wn = wn,1β1 + . . .+ wn,mβm, n ≥ 0.
It would be interesting to study character sums
ΣN(χ) =
N−1∑
n=0
χ(Wn), 1 ≤ N ≤ τ,
with a nontrivial character χ of Fqm . In principle, our approach works for the sums ΣN(χ)
as well, however an appropriate analogue of Lemma 42 is needed, which may require some
new ideas.
2.10 Triangular polynomial systems with
constant multipliers
2.10.1 Outline
In the previous sections we considered multivariate polynomial systems F = {F1, . . . , Fm}
of m polynomials in m variables over a finite field Fq having the “triangular” form
F1(X1, . . . , Xm) = X1G1(X2, . . . , Xm) +H1(X2, . . . , Xm),
. . .
Fm−1(X1, . . . , Xm) = Xm−1Gm−1(Xm) +Hm−1(Xm),
Fm(X1, . . . , Xm) = gmXm + hm,
(2.44)
with Gi, Hi ∈ Fq[Xi+1, . . . , Xm], i = 1, . . . ,m − 1, and gm, hm ∈ Fq, gm 6= 0, which
satisfies the conditions (2.2) and (2.3). For this class of polynomials, it has been shown
in Section 2.2 that the degrees of the iterations of the polynomials Fi, i = 1, . . . ,m, grow
significantly slower, a result that leads to much better estimates of exponential sums, and
thus of discrepancy, for vectors generated by these iterations.
Furthermore, it has been shown in Section 2.5.3 that in the case when such a polynomial
map generates a permutation of the corresponding vector space, one can get better results
“on average” over all initial values.
Let p be a prime and Fp be a finite field with p elements. In the paper [108] we
study a special case of the systems (2.1), namely we consider the polynomials Gi to be
constant polynomials. More precisely, we consider systems of m ≥ 2 polynomials Fi ∈
Fp[X1, . . . , Xm], i = 1, . . . ,m, over Fp defined in the following way:
F1(X1, . . . , Xm) = g1X1 +H1(X2, . . . , Xm),
. . .
Fm−1(X1, . . . , Xm) = gm−1Xm−1 +Hm−1(Xm),
Fm(X1, . . . , Xm) = gmXm + hm,
(2.45)
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where
gi, hm ∈ Fp, gi 6∈ {0, 1}, Hi ∈ Fp[Xi+1, . . . , Xm], i = 1, . . . ,m.
We note that in the case when the polynomials Hi, i = 1, . . . ,m− 1, are constant polyno-
mials, we simply have a system of m independent polynomials. Clearly iterations of such
systems generate vectors of the form (A1g
n
1 + B1, . . . , Amg
n
m + Bm). Such systems have
actually been suggested as pseudorandom number generators, however with very limited
progress. In fact, prior the very recent work of Bourgain [15], no interesting results have
been known for such systems and corresponding vectors over finite fields. However, for
similar systems with constant polynomials Hi, i = 1, . . . ,m− 1, but defined over a residue
ring modulo a prime power pα for a fixed prime p, one can also use the estimates of [124],
which apply to an arbitrary linear recurrence sequence modulo pα. However, if the polyno-
mials Hi, i = 1, . . . ,m− 1, are not constant polynomials over a finite field Fp of p elements
(for prime p), this “mixing” increases the length of the orbits and also allows us to use
very different methods and thus derive a series of new results. Naturally, the strength of
our bounds depends on the multiplicative orders ti of gi in Fp, i = 1, . . . ,m.
We remark that for the polynomial systems (2.45) the conditions (2.2) and (2.3) are
not satisfied anymore, and thus the previous results obtained for the systems given by (2.1)
are not applicable for this case.
We follow the same technique as in [107, 111] and we exploit the special structure of
iterations of the polynomial systems introduced below that allows us to replace the use of
the Weil bound (see [84, Chapter 5]) by a more elementary and stronger estimate on the
corresponding exponential sums which in turn leads to a better final result on the distri-
bution of the vectors generated by such dynamical systems. In fact, since our construction
can easily be extended to polynomials over commutative rings, the new estimate can also
be used to study polynomial maps over residue rings (while the Weil bound does not apply
there).
Our results expand the class of polynomial dynamical systems which admit good esti-
mates on exponential sums and thus have strong uniform distribution properties of elements
in their orbits.
2.10.2 Iterations of triangular polynomial systems
We can describe explicitly the iterations of the polynomials Fi as follows:
Lemma 46. Let F1, . . . , Fm ∈ Fp[X1, . . . , Xm] be as in (2.45). Then for i = 1, . . . ,m and
k = 0, 1, . . ., for the polynomials F
(k)
i given by (2.4) we have
F
(k)
i = g
k
iXi +Hi,k(Xi+1, . . . , Xm),
where Hi,k ∈ Fp[Xi+1, . . . , Xm] for i = 1, . . . ,m.
We note that the system defined above is a permutation system, that is a system of mul-
tivariate polynomials in Fp[X1, . . . , Xm] which induces a map that permutes the elements
70
of Fmp , given by absolutely irreducible polynomials. Moreover, the iterated polynomials
F
(k)
i have exactly the same form as the polynomials Fi and are also absolutely irreducible
polynomials.
We generate the m-dimensional multisequence
(un) = ((un,1, . . . , un,m))
exactly as in (2.7) and we keep all the notations and conventions from Section 2.4.
2.10.3 Exponential sums and discrepancy
Assume that the sequence {un} generated by (2.6) and (2.7) is purely periodic with an ar-
bitrary period τ . For an integer vector a = (a1, . . . , am) ∈ Zm we introduce the exponential
sum
Sa(N) =
N−1∑
n=0
ep
(
m∑
i=1
aiun,i
)
,
where
ep(z) = exp(2piiz/p).
Also, as before ti denotes the multiplicative orders of gi in Fp, i = 1, . . . ,m.
As in Lemma 21 we have the following description of the linear combinations of the
iterations of the polynomials Fi:
Lemma 47. Let F be the polynomial system (2.45). For any two integers k > l and any
nonzero integer vector a = (a1, . . . , am) ∈ Fmp , we define the polynomial
Fa,k,l =
m∑
i=1
ai
(
F
(k)
i − F (l)i
)
,
where the polynomials F
(k)
i are given by (2.4). If g
k
s 6≡ gls (mod ts) where 1 ≤ s ≤ m is the
smallest integer such that as 6= 0, then we have
p∑
x1,...,xm=1
ep (Fa,k,l(x1, . . . , xm)) = 0.
Proof. By Lemma 46 we have
Fa,k,l(x1, . . . , xm)
=
m∑
i=s
ai
(
(gki − gli)xi + (Hi,k(xi+1, . . . , xm)−Hi,l(xi+1, . . . , xm))
)
= as(g
k
s − gls)xs + Ψa,k,l(xs+1, . . . , xm),
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where
Ψa,k,l(xs+1, . . . , xm) =
m∑
i=s+1
(
ai(g
k
i − gli)xi
)
+
m∑
i=s
ai (Hi,k(xs+1, . . . , xm)−Hi,l(xs+1, . . . , xm)) .
Therefore,
p∑
x1,...,xm=1
ep (Fa,k,l(x1, . . . , xm)) = p
s
p∑
xs+1,...,xm=1
ep (Ψa,k,l(xs+1, . . . , xm))
·
p∑
xs=1
ep
(
as(g
k
s − gls)xs
)
.
Recalling the identity
p∑
u=1
ep(cu) =
{
p, if c ≡ 0 (mod p),
0, if c 6≡ 0 (mod p),
see Theorem 7, we get the desired result. uunionsq
Following the same technique as in Section 2.5 we obtain the following estimate for the
exponential sum Sa(N):
Theorem 48. Let the sequence {un} be generated by (2.6) and (2.7), where the system
of m ≥ 2 polynomials F = {F1, . . . , Fm} ∈ Fp[X1, . . . , Xm] is of the form (2.45). Assume
that {un} is purely periodic with period τ . Then for any positive integer N ≤ τ and any
nonzero vector a ∈ Fmp we have the bound
Sa(N) N1/2t−1/2s pm/2,
where 1 ≤ s ≤ m is the smallest integer such that as 6= 0 and ts is the order of gs in Fp.
Proof. We follow the same argument as in the proof of Theorem 22.
In particular, we obtain that for any integer K ≥ 1,
K|Sa(N)| ≤ W +K2, (2.46)
where
W =
∣∣∣∣∣
N−1∑
n=0
K∑
k=1
ep
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣ .
Using the Cauchy-Schwarz inequality we derive (again exactly the same way as in Theo-
rem 22)
W 2 ≤ N
K∑
k,l=1
∑
x1,...,xm∈Fmp
ep(Fa,k,l(x1, . . . , xm)) .
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Because gks − gls ≡ 0 (mod p) if and only if we have k ≡ l (mod ts), for O(K(Kt−1s +1))
elements k, l such that k ≡ l (mod ts) we estimate the sum trivially by pm. Furthermore,
for k 6≡ l (mod ts), using Lemma 47 we see that the sum simply vanishes. We obtain the
estimate
W 2  NK(Kt−1s + 1)pm.
Choosing now K = ts and inserting the above bound in (2.46) we obtain the desired result.
uunionsq
Using now Lemma 14 and Theorem 48 we obtain the following estimate on the discrep-
ancy of the sequence of vectors generated by the polynomial systems of the form (2.45).
Theorem 49. Let the sequence {un} be generated by (2.6) and (2.7), where the system of
m ≥ 2 polynomials F = {F1, . . . , Fm} ∈ Fp[X1, . . . , Xm] is of the form (2.45). Assume that
{un} is purely periodic with period τ . Then for any positive integer N ≤ τ , the discrepancy
∆N(Γ) of the sequence
Γ =
{(
un,1
p
, . . . ,
un,m
p
)
, n = 0, . . . , N − 1
}
,
satisfies the bound
∆N(Γ) = O(N
−1/2t−1/2pm/2(log p)m),
where t = min{ts|s = 1, . . . ,m}.
We note that both Theorems 48 and 49 are nontrivial if τ ≥ N ≥ t−1(log p)2mpm.
2.10.4 Average case over all initial values
We follow the scheme previously introduced in Section 2.5.3 for estimating the discrepancy
on average of the sequence generated by (2.6) and (2.7).
For a vector a = (a1, . . . , am) ∈ Fmp and integers c,M,N with M ≥ 1 and N ≥ 1, we
introduce
Va,c(M,N) =
∑
v1,...,vm∈Fp
∣∣∣∣∣
N−1∑
n=0
ep
(
m∑
j=1
ajF
(n)
j (v1, . . . , vm)
)
eM(cn)
∣∣∣∣∣
2
.
Theorem 50. Let the polynomial system of m polynomials
F = {F1, . . . , Fm} ∈ Fp[X1, . . . , Xm], m ≥ 2,
of the form (2.45). Then for any positive integers c,M,N and any nonzero vector a =
(a1, . . . , am) ∈ Fmp we have
Va,c(M,N) A(N, p),
where
A(N, p) =
{
Npm if N ≤ ts,
N2t−1s p
m if N > ts,
and s ≤ m is the smallest integer such that as 6= 0.
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Proof. We have
Va,c(M,N) =
N−1∑
k,l=0
eM(c(k − l))
∑
v∈Fmp
ep
(
m∑
j=1
aj
(
F
(k)
j (v)− F (l)j (v)
))
≤
N−1∑
k,l=0
∣∣∣∣∣∣
∑
v∈Fmp
ep
(
m∑
j=1
aj
(
F
(k)
j (v)− F (l)j (v)
))∣∣∣∣∣∣ .
As in Theorem 48, for O(N(Nt−1s +1)) elements k, l such that k ≡ l (mod ts), we estimate
the inner sum trivially by pm. Furthermore, for k 6≡ l (mod ts), using Lemma 47 we see
that the sum simply vanishes.
Hence,
Va,c(M,N) N(Nt−1s + 1)pm. (2.47)
Because F is a permutation polynomial system and using (2.8), for any integer L we obtain
∑
v∈Fmp
∣∣∣∣∣
L+N−1∑
n=L
ep
(
m∑
j=1
ajF
(n)
j (v)
)
eM(cn)
∣∣∣∣∣
2
=
∑
v∈Fmp
∣∣∣∣∣
N−1∑
n=0
ep
(
m∑
j=1
ajF
(n)
j
(
F
(L)
1 (v), . . . , F
(L)
m (v)
))
eM(cn)
∣∣∣∣∣
2
=
∑
v∈Fmp
∣∣∣∣∣
N−1∑
n=0
ep
(
m∑
j=1
ajF
(n)
j (v)
)
eM(cn)
∣∣∣∣∣
2
= Va,c(M,N).
Therefore, for any positive integer K ≤ N , separating the inner sum into at most N/K+1
subsums of length at most K, and using (2.47), we derive
Va,c(M,N) K(Kt−1s + 1)pmN2K−2 = N2t−1s pm +K−1N2pm.
Thus, selecting K = min{N, ts} we obtain the desired result. uunionsq
Now, exactly as in Theorem 26, combining Lemma 14 with the bound obtained in
Theorem 50 we obtain stronger estimates for the discrepancy “on average” over all initial
values.
Theorem 51. Let 0 < ε < 1 and let the sequence {un} be generated by (2.6) and (2.7),
where the system of m ≥ 2 polynomials F = {F1, . . . , Fm} ∈ Fp[X1, . . . , Xm] is of the
form (2.45). Then for all initial values v ∈ Fmp except at most O(εpm) of them, and any
positive integer N ≤ pm, the discrepancy ∆N(Γ(v)) of the sequence
Γ(v) =
{(
un,1
p
, . . . ,
un,m
p
)
, n = 0, . . . , N − 1
}
,
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satisfies the bound
∆N(Γ(v)) ≤ ε−1B(N, p),
where
B(N, p) =
{
N−1/2(logN)m+1 log p if N ≤ t,
t−1/2(logN)m+1 log p if N > t,
and t = min{ts|s = 1, . . . ,m}.
We note that Theorem 51 is nontrivial if N ≥ (log p)2+ε for some ε > 0.
We remark that our bounds of exponential sums can be immediately extended to arbi-
trary finite fields. Furthermore, our approach also applies to the same polynomial systems
over residue rings and also leads to similar results.
2.11 Combinatorial approach
2.11.1 Outline
In [109] we study the sequences generated by the iterations of m polynomials Fj ∈
Fp[X1, . . . , Xm], j = 1, . . . ,m, in m variables over a finite field Fp of p elements, where
p is a prime. For these sequences we obtain bounds of exponential sums and also of
discrepancy, provided that their period is large enough.
The approaches presented in the previous sections have been based on the precise
knowledge of the growth rate of the degrees of the iterations of the polynomial system
F = (F1, . . . , Fm).
In [61, 62] in the case of very special polynomial systems (with Fi = Xi−1, i = 2, . . . ,m)
three groups of conditions have been suggested which guarantee the monotonic growth of
the first component of the iterations.
In this section we suggest a new approach, based on some combinatorial arguments,
which avoids the need to verify this property. It applies to arbitrary polynomial systems,
such that their iterations on Fmp vectors generate sufficiently long trajectories. We remark
that this condition is anyway needed for the bound of exponential sums to be nontrivial
so it is not an additional restriction. In particular, as two very special cases of our results
we recover those of [61] and [62].
2.11.2 Construction
For a system
F = {F1(X1, . . . , Xm), . . . , Fm(X1, . . . , Xm)}
of m polynomials in m variables over Fp, we consider sequences of vectors un = (un,1, . . . ,
un,m) in Fmp defined by the recurrence congruence modulo a prime p of the form
un+1,i = Fi(un,1, . . . , un,m), n = 0, 1, . . . ,
75
given by (2.7) with some initial values u0 = (u0,1, . . . , u0,m).
We consider the same conventions and notation as in Section 2.4.
Clearly the sequence of vectors {un} is eventually periodic with some period t ≤ pm,
that is, for some integer s ≥ 0
un+t = un, n = s, s+ 1, . . . .
We always assume that s and t are chosen to minimise the sum
T = s+ t ≤ pm.
Thus, in particular, T is the trajectory length of the iterations of the initial vector u0 and
hence the vectors u1, . . . ,uT are pairwise distinct.
Lemma 52. Let F = {F1, . . . , Fm} ⊂ Fp[X1, . . . , Xm] be a system of m polynomials in
m variables over Fp of degree at most D. Assume that for some initial vector u0 ∈ Fmp
the sequence of vectors {un} given by (2.7) has the trajectory length T . Then for any
nonnegative integers k < ` ≤ dT/pm−1e − 1 and any nonzero a = (a1, . . . , am) ∈ Fmp ,
Fa,k,` =
m∑
i=1
ai
(
F
(`)
i − F (k)i
)
,
is a nonconstant polynomial of degree
degFa,k,` = O(D
`).
Proof. The degree bound is immediate.
We now assume that for some k < ` < T/pm−1 and nonzero a = (a1, . . . , am) ∈ Fmp the
polynomial Fa,k,` vanishes, that is, we have the identity
m∑
i=1
aiF
(`)
i (X1, . . . , Xm) =
m∑
i=1
aiF
(k)
i (X1, . . . , Xm).
Substituting F
(h)
i instead of Xi, i = 1, . . . ,m, we obtain the identity
m∑
i=1
aiF
(`)
i (F
(h)
1 , . . . , F
(h)
m ) =
m∑
i=1
aiF
(k)
i (F
(h)
1 , . . . , F
(h)
m )
or
m∑
i=1
aiF
(h+`)
i (X1, . . . , Xm) =
m∑
i=1
aiF
(h+k)
i (X1, . . . , Xm).
Furthermore, if we put τ = `− k we see that for any n ≥ `
m∑
i=1
aiF
(n)
i (X1, . . . , Xm) =
m∑
i=1
aiF
(n−τ)
i (X1, . . . , Xm).
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Thus, for any n ≥ 0 there exists an integer r with 0 ≤ r ≤ dT/pm−1e − 1 and such that
m∑
i=1
aiF
(n)
i (X1, . . . , Xm) =
m∑
i=1
aiF
(r)
i (X1, . . . , Xm)
and thus
m∑
i=1
aiun,i =
m∑
i=1
aiur,i. (2.48)
Since the right hand side of (2.48) takes at most dT/pm−1e − 1 possible values, if such a
value is fixed, there are pm−1 possibilities for un to satisfy the corresponding linear equation
over Fp. We see that un takes at most (dT/pm−1e − 1) pm−1 < T possible values, which
contradicts the definition of T . uunionsq
2.11.3 Exponential sums and discrepancy
In [109] we follow the scheme previously introduced in [99, 100], and obtain a broad ex-
tension of the results of [61, 62]. In particular, we use Lemma 52 instead of the degree
argument as in [61, 62] to treat much more general polynomial systems.
As in the previous sections, for an integer vector a = (a1, . . . , am) ∈ Zm we introduce
the exponential sum
Sa(N) =
N−1∑
n=0
e
(
m∑
i=1
aiun,i
)
.
Theorem 53. Let the sequence {un} be given by (2.7), where the family of m polynomials
F = {f1, . . . , fm} ∈ Fp[X1, . . . , Xm] is of degree at most D. Assume that the sequence {un}
given by (2.7) has the trajectory length T . Then for any positive integer N ≤ T , the bound
max
gcd(a1,...,am,p)=1
|Sa(N)| = O
(
N1/2pm/2(log p)−1/2
)
holds, where the implied constant depends only on D and m.
Proof. Select any a = (a1, . . . , am) ∈ Zm with gcd(a1, . . . , am, p) = 1. It is obvious that for
any integer k ≥ 0 we have∣∣∣∣∣Sa(N)−
N−1∑
n=0
e
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣ ≤ 2k.
Therefore, for any integer K ≥ 1,
K|Sa(N)| ≤ W +K2, (2.49)
where
W =
∣∣∣∣∣
N−1∑
n=0
K−1∑
k=0
e
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣ ≤
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
e
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣ .
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As before, we define the sequence of polynomials
F
(k)
i (X1, . . . , Xm) ∈ Fp[X1, . . . , Xm]
by (2.4). Then using the Cauchy-Schwarz inequality and recalling that the vectors un,
0 ≤ n < N ≤ T are pairwise distinct, we derive
W 2 ≤ N
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
e
(
m∑
i=1
aiF
(k)
i (un)
)∣∣∣∣∣
2
≤ N
∑
w1,...,wm∈Fp
∣∣∣∣∣
K−1∑
k=0
e
(
m∑
i=1
aiF
(k)
i (w1, . . . , wm)
)∣∣∣∣∣
2
= N
K−1∑
k,`=0
∑
w∈Fmp
e(Fa,k,` (w)) ,
where the polynomial Fa,k,` is defined as in Lemma 52.
We now assume that
K ≤ ⌈T/pm−1⌉ . (2.50)
Then for K pairs k and ` with k = `, we estimate the inner sum trivially by pm.
For the other O(K2) pairs k and ` we see from (2.50) that the conditions of Lemma 52
are satisfied so we can apply Lemma 9 getting the upper bound DK−1pm−1/2 for the inner
sum.
Hence,
W 2  KNpm +DKK2Npm−1/2.
Inserting this bound in (2.49), we derive
Sa(N) K−1/2N1/2pm/2 +DK/2N1/2p(2m−1)/4 +K.
We now choose
K =
⌈
0.4
log p
log(D + 1)
⌉
,
and notice that if, say, T ≤ pm−1/2 then the bound of the theorem is trivial, and that for
T > pm−1/2 the condition (2.50) is obviously satisfied. Now, after simple calculations, we
obtain the desired result. uunionsq
Clearly, the bound of Theorem 53 is nontrivial starting with the values
T ≥ N ≥ pm/ logm.
Now, combining Lemma 14 with the bound obtained in Theorem 53 and taking L =
dlog pe we obtain:
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Theorem 54. Let the sequence {un} be given by (2.7), where the family of m polynomials
F = {F1, . . . , Fm} ∈ Fp[X1, . . . , Xm] of degree at most D. Assume that the sequence {un}
given by (2.7) has the trajectory length T . Then for any positive integer N ≤ T , the
discrepancy ∆N(Γ) of the sequence
Γ =
{(
un,1
p
, . . . ,
un,m
p
)
, n = 0, . . . , N − 1
}
,
satisfies the bound
∆N(Γ) pm/2N−1/2(log p)−1/2(log log p)m,
where the implied constant depends only on D and m.
2.12 Remarks and open questions
One of the attractive choices of polynomials (2.1), which leads to a very fast pseudorandom
number generator is
Gi(Xi+1, . . . , Xm) = Xi+1 and Hi(Xi+1, . . . , Xm) = ai
for some constants ai ∈ Fp, i = 0, . . . ,m − 1. The corresponding sequence of vectors
is generated at the cost of one multiplication per component. This naturally leads to a
question of studying the periods of such sequences generated by such polynomial dynamical
systems.
We also note that it is natural to consider joint distribution of several consecutive
vectors
(un, . . . ,un+s−1) , n = 0, 1, . . .
in the sm-dimensional space. It seems that our method (with some minor adjustments)
can be applied to derive an appropriate variant of Corollary 20 which is needed for such a
result.
One of the possible ways to improve our results, is to construct special polynomials
F = {F0, . . . , Fm} such that linear combinations of their iterations, of the type which
appear in the proof of Theorem 22, satisfy the condition of the Deligne bound [35], that is,
have a nonsingular highest form. In fact even some partial control over the dimension of
the singularity locus of this highest form may already lead to better estimates via results
of Katz [76].
In the proof of Lemma 21 we use the estimate O (deg Φs,k,lp
m−s−1) on the number of
zeros of the polynomial Φs,k,l. Perhaps this bound is hard to improve in general, but maybe
this can be done for some specially selected polynomial systems. For example, if one can
show that Φs,k,l is absolutely irreducible then the Lang-Weil bound on the number of zeros
of a polynomial in m ≥ 2 variables, see [82, 119], can be used to derive a better result.
Even the case of ν = 1 is already of interest.
Furthermore, although low discrepancy is a very important requirement on any pseu-
dorandom number generator, this is not the only one. For example, the notion of linear
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complexity also plays an important role in this area, see [136]. In the case of vector se-
quences it is natural to consider linear relations with vector coefficients. Namely, we denote
by L(N) the smallest L such that for some m-dimensional vectors c0, . . . , cL over Fq where
cL is a non-zero vector, we have
L∑
h=0
ch · un+h = 0 (2.51)
for all h = 0, . . . , N − L − 1, where c · u denotes the scalar product. Using the same
degree argument which is used in the proof of Lemma 21, we see that (2.51) leads to a
nontrivial polynomial equation in m + 1 variables over Fp of degree O(Lm). Since for
N ≤ τ , where as τ is the period of the purely periodic sequence {wn}, the vectors wn+h,
h = 0, . . . , N − L− 1, are pairwise distinct, this yields the estimate
L(N) N1/mp−1, 0 ≤ N ≤ τ.
This can be extended to sequences over arbitrary finite fields. Several more estimates of
this type have recently been given in [114]. It would be very interesting to get better
bounds which rely on a more refined analysis of (2.51).
It would be interesting to extend Theorem 34 to arbitrary finite fields Fq. However,
Lemma 32 is not valid in general. In the case m = 0 we have the tight inequality
(deg Φ + 1 + p− q)q
p
≤ L((sn), N) ≤ (deg Φ + 1)p
q
+ q − p
for
N ≥ (deg Φ + 1 + p− q)q
p
+ q − 1,
see [89], which is too weak to derive a nontrivial bound if q is not a prime. It would also
be interesting to extend the result to other coordinate sequences.
We recall also that the nonlinear complexity profile of a sequence (sn) (for some fixed
positive integer d) is the sequence NLd((sn), N), N ≥ 1, where its Nth term is defined to
be the least order L of a polynomial recurrence relation
sn+L = ψ(sn+L−1, . . . , sn), 0 ≤ n ≤ N − L− 1,
where ψ ∈ Fq[Y1, . . . , YL] is a polynomial of total degree at most d for which this recurrence
relation holds. It would be interesting to extend the proof of Theorem 31 to the nonlinear
complexity profile with d ≥ 2. The crucial step is to show that the analogue of the
polynomial in (2.25) is not identically zero.
The following lattice test has been introduced in [106]. Let (sn), n = 0, 1, . . ., be a
T -periodic sequence over Fq. For given integers s ≥ 1, 0 < d1 < d2 < . . . < ds−1 < T , and
N ≥ 2, we say that (sn) passes the s-dimensional N-lattice test with lags d1, . . . , ds−1 if
the vectors {sn − s0 : 1 ≤ n < N} span Fsq, where
sn = (sn, sn+d1 , . . . , sn+ds−1), 0 ≤ n < N.
80
In the case di = i for 1 ≤ i < s, this test is closely related to the concept of the linear
complexity profile, see [41, 42, 104], and can be analysbehavioured along the same lines
as here. However, it would be interesting to study the behaviour of these sequences under
the above lattice test with arbitrary lags.
In Section 2.11.3, we note that the bounds of Theorems 53 and 54 coincide with those
of [61, 62] but apply to essentially arbitrary polynomial systems. It is also obvious that
Theorem 53 can be extended to additive character sums with similar sequences over arbi-
trary finite fields.
Our approach also works for iterations of multivariate rational functions (one has to
take care of the poles, though).
One of the approaches to derive stronger bounds is to use the idea of [105], see also [136],
where this idea has been first introduced, albeit in a slightly less efficient form. This idea
leads to studying the polynomials
Fa,k1,`1,...,kν ,`ν =
m∑
i=1
ai
ν∑
j=1
(
F
(kj)
i − F (`j)i
)
,
(and proving that they do not vanish unless (k1, . . . , kν) is a permutation of (`1, . . . , k`ν)).
Unfortunately the argument of Lemma 52 does not apply to these polynomials. Thus,
finding an alternative way to study the polynomials Fa,k1,`1,...,kν ,`ν , even only for some
special families of polynomial systems, is a challenging open question. One of the possible
approaches is establishing the exact rate of growth of the degrees of the iterations F
(k)
i ,
k = 1, 2, . . ., i = 1, . . . ,m, which is a question of independent interest.
Finally, obtaining a version of Lemma 52 without any conditions on k, ` and T is
important for the application of the method of [124] for estimating the exponential sums
Sa(N) and discrepancy DN on average over the initial vectors u0 ∈ Fmp .
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Chapter 3
Stable polynomials
3.1 Motivation
During our work on [107, 110, 111] it has become clear that further progress here can
only be achieved if more detailed information about the algebraic structure of polynomial
iterates is available. Unfortunately questions of this type are notoriously hard, and the
only known results apply only to univariate even degree polynomials, see [5, 9, 72, 73, 74].
Our main contribution to this area is a series of two papers [4, 112], which introduce to
the area such tools as the Weil bound of exponential sums, and explicit bounds on the
solutions of Diophantine equations. Furthermore, the paper [112] further motivated the
authors of [57] to attack on one of the conjectures in [112] (along the lines outlined in [112])
and make a substantial step in its direction. As we have noticed, studying the algebraic
structure of iterated maps appears to be a very hard question. So the results we obtain
here are still a long way from what is required for the purposes of improving the results
of [107, 110, 111]. There are merely just first steps in that direction, which we hope may
eventually lead to the desired goal.
3.2 Definition and characterisation
Let K be a field. For a polynomial f ∈ K[X] we define the sequence of iterations:
f (0)(X) = X, f (n)(X) = f
(
f (n−1)(X)
)
, n = 1, 2, . . . .
Following [5, 9, 73, 74], we say that f is stable if all polynomials f (n) are irreducible over
K.
As in [74], for a quadratic polynomial f(X) = aX2 + bX + c ∈ K[X], a 6= 0, we define
γ = −b/2a as the unique critical point of f (that is, the zero of the derivative f ′) and
consider the set
Orb(f) = {f (n)(γ) : n = 2, 3, . . .} (3.1)
which is called the critical orbit of f .
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It is shown in [72, 73, 74] that critical orbits play a very important role in the dynamics
of polynomial iterations.
The basis for our results on stability in the next section is a simple criterion for stability
in odd characteristic, see [74, Lemma 5], which becomes a characterisation of stability in
the case of finite fields.
Lemma 55. Let K be a field of odd characteristic, f(X) = aX2 + bX + c ∈ K[X], and
γ = −b/2a be the critical point of f . Suppose that g ∈ K[X] is such that g(f (n−1)) has
degree d and is irreducible over K for some n ≥ 1. Then g(f (n)) is irreducible over K if
(−a)dg(f (n)(γ)) is not a square in K. If K is finite then we may replace the “if” statement
with an “if and only if” statement.
3.3 Stable polynomials over finite fields
In [4] we estimate the length of the critical orbit, and therefore the complexity of testing
even degree polynomials f(X) in Fq[X], with q odd, for stability. We note that the results
obtained in this section are a direct generalisation of the ones obtained for quadratic
polynomials in [112].
Given two polynomials f and g ∈ Fq[X], we write g ◦ f for the composition F (X) =
g(f(X)).
Let now f be an irreducible quadratic polynomial and g ∈ Fq[X] be an irreducible
polynomial of degree d. Define F = g ◦ f ∈ Fq[X] which is a polynomial of degree 2d.
By Lemma 55, taken with n = 1, we have the following easy result:
Lemma 56. Let F = g ◦ f ∈ Fq[X], where f, g ∈ Fq[X] and deg f = 2. Assume that
F (n−1) ◦ g is irreducible over Fq for some n ≥ 1. Then F (n) is irreducible over Fq if and
only if F (n)(γ), where γ = −b/2a is not a square in Fq.
We consider the set
Orb(F ) = {F (n)(γ) : n = 2, 3, . . .},
which for g(X) = X coincides with Orb(f). We call it the critical orbit of F . As before,
we notice that there is some t such that F (t)(γ) = F (s)(γ) for some positive integer s < t.
Then F (n+t)(γ) = F (n+s)(γ) for any n ≥ 0. Accordingly, we denote by tF the smallest
value of t with the above condition. We then have
Orb(F ) = {F (n)(γ) : n = 2, . . . , tf}
and #Orb(F ) = tF − 1, or #Orb(F ) = tF − 2 (depending whether s = 1 or s ≥ 2 in the
above).
A direct consequence of Lemma 56 is the following result which generalises [74, Propo-
sition 3]:
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Corollary 57. For any odd q and any polynomial F = g ◦ f ∈ Fq[X], where f = aX2 +
bX + c ∈ Fq[X] and g ∈ Fq[X] of degree d, F is stable over Fq if and only if the set
Orb(F ) = {−F (γ)} ∪Orb(F ), does not contain squares in Fq.
Trivially, we have tF ≤ q + 1. Here, we obtain a nontrivial upper bound on the orbit
length of stable compositions F = g ◦ f where f, g ∈ Fq[X], deg f = 2, deg g = d which for
d = 1 coincides with [112, Theorem 1].
Theorem 58. For any odd q and any stable polynomial F = g ◦ f ∈ Fq[X], where f =
aX2 + bX + c ∈ Fq[X] and g ∈ Fq[X] of degree d, we have
tF = O
(
q1−αd
)
,
where
αd =
log 2
2 log(4d)
.
Proof. The proof follows using exactly the same technique as the proof of [112, Theorem 1].
Let χ be the quadratic character of Fq.
We know that F (n) is an irreducible polynomial for any n ≥ 1. This implies that
Gn−1 = F (n−1) ◦ g is an irreducible polynomial. Indeed, if Gn−1 is not irreducible, then we
can write it as Gn−1 = G1G2, where G1, G2 ∈ Fq[X] are nonconstant polynomials. Then
F (n) = Gn−1(f) = G1(f)G2(f) which is in contradiction with the irreducibility of F (n).
We now apply Lemma 56, and conclude that if F ∈ Fq[X] is stable then the set Orb(F )
contains no squares. That is, χ
(
F (n)(γ)
)
= −1, n = 2, 3, . . ..
We fix an integer parameter K and note that for any n ≥ 1, we have simultaneously
χ
(
F (k+n)(γ)
)
= −1, k = 1, . . . , K,
which we rewrite as
χ
(
F (k)
(
F (n)(γ)
))
= −1, k = 1, . . . , K. (3.2)
Since by the definition of tF , the values F
(n)(γ), n = 1, . . . , tF − 1, are pairwise distinct
elements of Fq, we derive from (3.2) that
tF − 1 ≤ #Tq(K), (3.3)
where
Tq(K) =
{
x ∈ Fq : χ
(
F (k)(x)
)
= −1, k = 1, . . . , K} .
We have
#Tq(K) = 1
2K
∑
x∈Fq
K∏
k=1
(
1− χ (F (k)(x))) , (3.4)
since for every x ∈ Tq(K) the product on the right hand side of (3.4) is 2K and is 0 when
χ(F (k)(x)) = 1 for at least one k = 1, . . . , K (note that since by our assumption F (k)(X)
is irreducible over Fq, we have that F (k)(x) 6= 0 for all x ∈ Fq).
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Expanding the product in (3.4), we obtain 2K − 1 character sums of the shape
(−1)ν
∑
x∈Fq
χ
(
ν∏
j=1
F (kj)(x)
)
, 1 ≤ k1 < . . . < kν ≤ K, (3.5)
with ν ≥ 1 and one trivial sum that equals q (corresponding to the terms equal to 1 in the
product in (3.4)).
Clearly, F (k)(X) is a polynomial of degree 2kdk. Furthermore, by our assumption, each
one of the polynomials F (k)(X) is irreducible, therefore none of the polynomials
ν∏
j=1
F (kj)(X) ∈ Fq[X], 1 ≤ k1 < . . . < kν ≤ K,
is a perfect square in the algebraic closure of Fq. Thus, the Weil bound (see [70, Theo-
rem 11.23]), applies to every sum (3.5) and implies that each one of them is O(2KdKq1/2).
Hence,
#Tq(K) = 1
2K
q +O(2KdKq1/2). (3.6)
Choosing K to satisfy
(4d)K ≤ q1/2 < (4d)K+1
and combining (3.3) and (3.6), we get the desired result. uunionsq
We also recall that α ∈ Fq is a square if either α = 0 or α(q−1)/2 = 1 that can be tested
(via repeated squaring) in O(log q) field operations. Combining these with the bound of
Theorem 58, we immediately obtain:
Corollary 59. For any odd q, an even degree polynomial f ∈ Fq[X] can be tested for
stability in time O (q1−αd), where
αd =
log 2
2 log(4d)
.
Finally, we remark that estimating the size of the set of even degree polynomials f ∈
Fq[X] is a very interesting question to which we hope our technique can apply as well.
We end this section by proving that over F2m there are no quadratic stable polynomials.
We recall that a polynomial `(X) ∈ Fq[X] is called linearised if it is of the form
`(X) =
ν∑
j=0
aiX
pj ,
where p is the characteristic of Fq.
We now show that there are no stable shifted linearised polynomials. In particular,
there are no stable quadratic polynomials over finite fields of characteristic 2. Our proof
is based on one well-known statement which describes the irreducibility of polynomials
of the form `(X) − b ∈ Fq[X], where `(X) is a linearised polynomial over Fq (see [14,
Lemma 3.17]).
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Lemma 60. Let q = pm, where p is a prime and m ≥ 1 is an integer. Suppose that `(X)
is a linearised polynomial over Fq of degree pν with ν ≥ 2. Then for any b ∈ Fq, the
polynomial `(X)− b is irreducible if and only if
p = ν = 2,
and ` has the form
`(X) = X(X + A)(X2 + AX +B),
with A,B ∈ Fq such that X2 + AX +B and X2 +BX + b are both irreducible.
We now show that there are no stable shifted linearised polynomial over a finite field.
Theorem 61. Let q = pm, where p is a prime as m ≥ 1 is an integer, and let f(X) =
`(X) + α ∈ Fq[X], where `(X) is a linearised polynomial over Fq of degree pν with ν ≥ 1.
Then one of f(X), f (2)(X) or f (3)(X) is reducible over Fq.
Proof. We note that for any k ≥ 1,
f (k)(X) = ˜`(X) + α˜,
where ˜`(X) ∈ Fq[X] is a linearised polynomial of degree pνk and α˜ ∈ Fq. When p 6= 2,
then, by Lemma 60, we get that the polynomial f is not irreducible, and thus not stable.
We assume thus that p = 2. In this case, applying again Lemma 60 we obtain that for
k ≥ 3, f (k) is a reducible polynomial over Fq, which concludes the proof. uunionsq
As a simple consequence, we obtain that there are no stable quadratic polynomials over
finite fields of characteristic 2.
Corollary 62. Let q be even, and let f(X) = aX2 + bX + c ∈ Fq[x]. Then one of f(X),
f (2)(X) or f (3)(X) is reducible over Fq.
The following example shows that Corollary 62 cannot be extended to infinite fields.
Let K = F2(T ) be the rational function field in T over F2, where T is transcendental over
F2. Take f(X) = X2 + T ∈ K[X]. Then it is easy to see that
f (n)(X) = X2
n
+ T 2
n−1
+ T 2
n−2
+ · · ·+ T 2 + T.
Now from Eisenstein’s criterion for function fields (see [133, Proposition III.1.14]), it follows
that for every n ≥ 1, the polynomial f (n)(X) is irreducible over K. Hence, f(X) is stable.
3.4 Quadratic stable polynomials over Q
We saw that for finite fields of odd characteristic we have a complete characterisation of
stable quadratic polynomials which is given by Corollary 57. However, for the case of
infinite fields, stability for quadratic polynomials does not occur if and only if the critical
orbit has no squares. Moreover, over Q, Jones gave the following explicit condition for a
monic quadratic polynomial f ∈ Z[X] to be stable and this condition implies that f (2)(γ)
is a square, see [73, Theorem 4.4]:
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Theorem 63. Let f ∈ Z[X] be monic, quadratic and irreducible, and write f(X) =
(X−γ)2 +γ+m, where γ is the critical point. Suppose that |m| > 6 + 3√|γ|+ 1 (if γ ∈ Z
then |m| > 1 +√|γ|+ 1 suffices), and that
−m+−
√
f (2)(γ)
2
/∈ Q∗2.
Then f is stable.
In [4] we use Theorem 63 to show that almost all monic quadratic polynomials f(X) ∈
Z[X] are stable over Q.
We note that for finite fields the situation is quite different. For example, Gomez and
Nicola´s [57], developing some ideas from [112], have proved that there are O(q14/5) stable
quadratic polynomials over Fq for an odd prime power q.
In this section we also show that the presence of squares in so-called critical orbits of a
quadratic polynomial f(X) ∈ Z[X] can be detected by a finite algorithm; this property is
is closely related to the stability of f .
Using Theorem 63, we first show that almost all monic quadratic polynomials f(X) ∈
Z[X] are stable over Q.
Theorem 64. Let E(A,B) be the number of pairs (a, b) ∈ Z2 with |a| ≤ A and |b| ≤ B
for which f(X) = X2 + aX + b is irreducible but not stable over Q. Then we have
E(A,B) = O
(
min{A3/2, B3/4}) .
Proof. Given an irreducible polynomial f(X) = X2 + aX + b ∈ Z[X], we denote by
γ = −a/2 its critical point and write it as
f(X) = (X − γ)2 + δ,
where
δ = b− a2/4.
By Theorem 63, we see that if f(X) is not stable over Q, then either
|δ − γ| ≤ 6 + 3
√
|γ|+ 1, (3.7)
or √
f (2)(γ) ∈ Q. (3.8)
Clearly, the condition (3.7) implies that b = a2/4 + O(|a|1/2). Thus, if |b| ≤ B then
the above condition can be satisfied only if |a| ≤ C1B1/2 where C1 > 0 is some absolute
constant. Furthermore, for every fixed a, there are at most O(|a|1/2) possible values of b.
Thus, (3.7) holds for at most
O
 ∑
|a|≤min{A,C1B1/2}
|a|1/2
 = O (min{A3/2, B3/4})
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pairs (a, b) ∈ Z2 with |a| ≤ A and |b| ≤ B.
For the condition (3.8), we note that
f (2)(γ) =
a4 − 4a3 − 8a2b+ 16ab+ 16b2 + 16b
16
=
(2b+ a2 − 2a− 2)2 − (8a+ 4)
16
.
Hence, if (3.8) is satisfied, then
(2b+ a2 − 2a− 2)2 − (8a+ 4) = r2
for some integer r, which implies that
(s− r)(s+ r) = 8a+ 4, (3.9)
where s = 2b+ a2 − 2a− 2.
We now see that for a fixed value for a, the number of solutions (r, s) ∈ Z2 of the
equation (3.9) is at most 2τ(|8a+ 4|), where τ(k) is the number of positive integer divisors
of the integer k ≥ 1. We also notice that when a and s are fixed, the number b is uniquely
defined.
Furthermore, since r − s and r + s are divisors of 8a + 4, we have s = O(|a|) = O(A).
Thus, b = a2 + O(A). This implies that (3.8) is possible only for |a| ≤ C2B1/2, where
C2 > 0 is some absolute constant.
Thus, using the well-known bound on the mean value of the divisor function (see [65,
Theorem 320]), we conclude that (3.8) holds for at most∑
|a|≤min{A,C2B1/2}
τ(|8a+ 4|) ≤ 2
∑
k≤8 min{A,C2B1/2}+4
τ(k)
= O
(
min{A logA,B1/2 logB})
pairs (a, b) ∈ Z2 with |a| ≤ A and |b| ≤ B, and this last expression is dominated by the
number of such pairs for which (3.7) holds. uunionsq
Taking A = B = H we obtain:
Corollary 65. Let E(H) be the number of pairs (a, b) ∈ Z2 with
max{|a|, |b|} ≤ H
for which f(X) = X2 + aX + b is irreducible but not stable over Q. We then have
E(H) = O(H3/4).
We also derive from Theorem 64 and [57, Lemma 2] that almost all quadratic polyno-
mials f(X) ∈ Z[X] are stable over Q. To prove this, we need the following result which is
given in [57, Lemma 2] for the case of finite fields. However, its proof applies to any field.
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Lemma 66. Let F be a field. Let f(X) ∈ F[X] and α ∈ F∗. Then f(X) and g(X) =
α−1f(αX) are simultaneously stable.
Theorem 67. Let F (H) be the number of triples (a, b, c) ∈ Z3 with
max{|a|, |b|, |c|} ≤ H
for which f(X) = aX2 + bX + c is irreducible but not stable over Q. We then have
F (H) ≤ H3/2+o(1) as H →∞.
Proof. Discarding the O(H2) triples (a, b, c) with a = 0 and max{|b|, |c|} ≤ H, we note that
Lemma 66 taken with α = a−1, implies that f(X) = aX2 + bX + c ∈ Z[X] is stable if only
g(X) = X2 +bX+ac is stable. We also see that each such polynomial g(X) corresponds to
at most τ(|g(0)|) (= ac) polynomials f(X). Recalling the estimate τ(k) = ko(1) as k →∞
on the divisor function (see [65, Theorem 317]), we derive that
F (H) ≤ E(H,H2)Ho(1) as H →∞.
Applying Theorem 64, we conclude the proof. uunionsq
Although over K = Q the presence of squares in the critical orbit is known not to be
necessary, it is still interesting to understand whether it can be efficiently tested.
Theorem 68. For an irreducible polynomial f(X) = aX2 + bX + c ∈ Z[X] the existence
of squares in Orb(f) can be tested in finitely many steps.
Proof. We show how to check in finitely many steps whether the critical orbit Orb(f)
contains squares. If f (2)(γ) is a square, then we are done. Assume that f (2)(γ) is not a
square and consider the Diophantine equation
y2 = F (x), (3.10)
where F (X) = f(f(X)).
As usual, given a finite set of primes S, we say that α ∈ Q is S-integral if it can be
represented as α = r/s, where both r and s are integers divisible only by primes from S.
If the critical orbit of f has a square, say f (n)(γ) = η2 for some n ≥ 2, where η ∈ Q,
then the Diophantine equation (3.10) has an S-integral solution (f (n−2)(γ), η), where S is
the set of prime divisors of a.
We now recall the classical result of Trelina [137] in the form given in [131, Chapter 6,
Theorem 7.1], which yields an explicit upper bound for the height of all S-integral solutions
to the equation (3.10), in terms of the coefficients of F and the set S; that is, in terms of
a, b, c and S which is valid provided that F (X) = f(f(X)) has at least 3 simple roots.
Thus, it remains to deal with the case when F (X) has multiple roots. This means that F
and F ′ have a common root, where
F ′(X) = 2af ′(X)f(X) + bf ′(X) = f ′(X)(2af(X) + b).
Therefore,
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• either gcd(F, f ′) 6= 1;
• or gcd(F, 2af + b) 6= 1.
In the first case, we observe that the only zero of f ′ is γ. Now, γ is a root of F if and
only if f(f(γ)) = 0. As γ is a rational number, we get that f has a rational zero f(γ),
which is a contradiction with the irreducibility of f over Q.
In the second case, we assume that F and 2af + b have a common root α. This means
that
f(α) = − b
2a
= γ,
and F (α) = f(f(α)) = f(γ) = 0. This proves again that the polynomial f(X) is reducible
over Q, and thus we get a contradiction. uunionsq
3.5 Remarks and open problems
In 3.4, we note that in the condition (3.8) we have not used the full strength of [73,
Theorem 4.4]. However, surprisingly enough, the bound of Theorem 64 is dominated by
the polynomials for which (3.7) is satisfied. Maybe a more careful examination of this case
may help to improve Theorem 64.
We remark that the result of Trelina [137] has been improved in a number of papers.
These improvements can be used to obtain an explicit estimate for the complexity of testing
the existence of squares in orbits of quadratic polynomials (see, for example, [23, 24] and
the references therein, for such better explicit estimates).
It is also interesting to investigate whether the stability of a quadratic polynomial
f(X) ∈ Z[X] can be tested in finitely many steps.
Standard heuristics, based on the density of irreducible polynomials suggests that one
should expect that there are very few stable nonlinear polynomials over finite fields while
almost all polynomials over Z should be stable. The result of [57] and Theorem 64 provide
some theoretic evidences to these expectations, respectively. Overall, the situation is not
well-understood both theoretically and heuristically. There is place for much more research
in this area. One direction is to study if the stability of an arbitrary polynomial over Fq
can be tested in finitely many steps. Moreover, can the stability of a quadratic polynomial
over Z be tested in finitely many steps?
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Chapter 4
Dynamical systems with Fermat
quotients
4.1 Background and motivation
For a prime p and an integer u with gcd(u, p) = 1 the Fermat quotient qp(u) is defined as
the unique integer with
qp(u) ≡ u
p−1 − 1
p
(mod p), 0 ≤ qp(u) ≤ p− 1,
and we also define
qp(kp) = 0, k ∈ Z.
It is well-known that the p-divisibility of Fermat quotients qp(a) by p has numerous
applications, which include the Fermat Last Theorem and squarefreeness testing, see [47,
51, 58, 83]. In particular, the smallest value `p of u ≥ 1 for which qp(u) 6≡ 0 (mod p) plays
a prominent role in these applications, for which the following estimates are given [19]
`p ≤
{
(log p)463/252+o(1) for all p,
(log p)5/3+o(1) for almost all p,
(where almost all p means for all p but a set of relative density zero), which improve the
previous estimates of the form `p = O ((log p)
2) of [51, 59, 68, 83]. It is widely believed
that `p = 2 for all primes p, except for a very thin set of so called Wieferich primes , which
one expects `p = 3 (in particular, it is expected that `p ≤ 3 for all primes). The behaviour
(and even the infinitude) of Wieferich primes is still very poorly understood, although
several interesting results, relating Wieferich primes to other number theoretic problems
are known, see [60, 93, 126].
There are also several results about the distribution of Fermat quotients. For instance,
Heath-Brown [66] has proved that the Fermat quotients qp(u) are asymptotically uniformly
distributed (after scaling by 1/p and mapping them into qp(u)/p ∈ [0, 1]) for u = M +
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1, . . . ,M + N , for any integers M and N ≥ p1/2+ε, for some fixed ε and p → ∞. Note
that [66, Theorem 2] gives this only for N ≥ p3/4+ε but using the full strength of the
Burgess bound one can lower this threshold down to h ≥ p1/2+ε, see Lemma 69 below and
also [47, Section 4].
It is also shown in [51, Proposition 2.1] that for any integer a the number of solutions
to the equation qp(u) = a, 0 ≤ u < p, is at most
#{u ∈ {0, . . . , p− 1} : qp(u) = a} ≤ p1/2+o(1). (4.1)
Finally, we also recall several results on congruences involving Fermat quotients, see [3,
36, 134] and references therein.
In [113] we consider the dynamical system generated by Fermat quotients. That is, we
fix a sufficiently large prime p and, for an initial value u0 ∈ {0, . . . , p− 1} we consider the
sequence
un = qp(un−1), n = 1, 2, . . . . (4.2)
Clearly, there is some t such that ut = uk for some k < t. Then un+t = un+k for any
n ≥ 0. Accordingly, for the smallest value of t with the above condition, we call u0, . . . , ut−1
the orbit of the initial value u0.
Here we address various questions concerning the sequences generated by (4.2) such as
the number of fixed points, image size and the “typical” orbit length. In particular, we
compare their characteristics with those expected from random maps, see [49]. All our
numerical results support the natural expectation that the map u 7→ qp(u) behaves very
similar to a random map on the set {0, . . . , p− 1}.
We also investigate their distribution and other characteristics which are relevant to
their use as pseudorandom number generators. As we have mentioned, a result of Heath-
Brown [66] implies that the fractions qp(u)/p are uniformly distributed for u = M +
1, . . . ,M + N , provided that N ≥ p1/2+ε for some fixed ε > 0. However, the method
of [66], based on bounds of multiplicative character sums, such as the Polya-Vinogradov
and Burgess bounds, see [70, Theorems 12.5 and 12.6], cannot be applied to studying the
distribution of several consecutive elements. Here we use a different approach, based on
the Weil bound of exponential sums with rational functions, to study the distribution of
points (
qp(u)
p
, . . . ,
qp(u+ s− 1)
p
)
, u = M + 1, . . . ,M +N, (4.3)
in the s-dimensional cube, which is nontrivial provided that N ≥ p1+ε for any fixed real
ε > 0 and integer s ≥ 1.
We also obtain a nontrivial lower bound on the linear complexity of the sequence qp(u)
which is also a very important characteristic of any sequence relevant to its applications
to both cryptography and quasi-Monte Carlo methods, see [33, 92, 136].
Besides theoretic estimates, we also present results of several numerical tests. Some of
these tests are based on a modification of an algorithm described in [46, 47], which seems
to be more computationally efficient. We also address some other algorithmic aspects of
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computation with Fermat quotients. In particular, we give asymptotic estimates of several
new algorithms which we design for this purpose.
We note that all standard heuristic predictions concerning various conjectures about
Fermat quotients (for example, the expected number of Wieferich primes up to x as x→∞)
are based on the assumption of the pseudorandomness of the map u 7→ qp(u). Our results
provide some theoretic and experimental support to this assumption which seems to be
never systematically verified prior to our work.
Finally, motivated by the pseudorandom nature of the map u 7→ qp(u), we also discuss
some possibilities of using Fermat quotients for designing cryptographically useful hash
functions.
We remark that Smart and Woodcock [138] have considered iterations of a related
function
Lp(u) =
up − u
p
(4.4)
in the ring of p-adic integers. However, the settings of [138] (where p is fixed, for example
p = 2) and our settings where p is the main growing parameter are very different. Here,
we show that the fractional parts{
Lp(x)
p
}
, x = 1, . . . , N, (4.5)
are asymptotically uniformly distributed, provided that N ≥ p15/8+ε for some ε > 0 and p
is sufficiently large. We note that despite the simple relation Lp(u) = uqp(u), it seems that
Lp(u) is harder to study and most of the methods used for qp(u) do not apply to Lp(u).
All the results of the next sections are presented in the papers [29, 113].
4.2 Preparations
4.2.1 Notation
Throughout this work, p always denotes prime numbers, while k, m and n (in both the
upper and lower cases) denote positive integer numbers.
For integers a, b and m ≥ 1 with gcd(b,m) = 1, we write
c = a/b rem m
for the unique integer c with bc ≡ a (mod m) and 0 ≤ c < m.
4.2.2 Exponential sums
First, we recall the bound of Heath-Brown [66] on exponential sums with qp(u). Although
here we use it only with ν = 2 (exactly as it is given in [66]) we formulate it in full
generality.
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As we have mentioned, the method of Heath-Brown [66] combined with the Polya-
Vinogradov bound (when ν = 1) and the Burgess bound (when ν ≥ 2), see [70, Theo-
rems 12.5 and 12.6], implies the following generalisation of [66, Theorem 2]:
Lemma 69. For any fixed integer ν ≥ 1, we have
max
gcd(a,p)=1
∣∣∣∣∣
M+N∑
u=M+1
ep (aqp(u))
∣∣∣∣∣ N1−1/νp(ν+1)/2ν2+o(1),
as p→∞, uniformly over M and N ≥ 1.
To estimate exponential sums with Lp(x) we use the bound of Heath-Brown and Konya-
gin [67] on the Heilbronn exponential sum defined by
Hp(a) =
p−1∑
z=0
ep2(az
p).
Lemma 70. If p is a prime and p - a then
Hp(a) p7/8,
uniformly in a.
We now recall the following well-known bound, see [70, Bound (8.6)].
Lemma 71. For any integers K and r, we have
K−1∑
k=0
ep(kr) min
{
K,
p
‖r‖
}
,
where
‖r‖ = min
s∈Z
|r − sp|
is the distance between r and the closest multiple of p.
4.2.3 Small height ratios in multiplicative subgroups
Let G be a multiplicative subgroup of the group of units in the residue ring modulo an
integer m ≥ 1. Also, for a real Z, let N(m,G, Z) be the number of solutions to the
congruence
wx ≡ y (mod m), where 0 < |x|, |y| ≤ Z, w ∈ G.
We now recall [21, Theorem 1] which gives an upper bound on N(m,G, Z). We note that
the proof given in [21] works only for Z ≥ m1/2 (which is always satisfied in the case we
apply it); however it is shown in [22] that the result holds without this condition too,
exactly as it is formulated in [21].
Lemma 72. Let ν ≥ 1 be a fixed integer and let m→∞. Assume #G = t √m. Then
for any positive number Z we have
N(m,G, Z) ≤ Zt(2ν+1)/2ν(ν+1)m−1/2(ν+1)+o(1) + Z2t1/νm−1/ν+o(1).
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4.2.4 Basic properties of Fermat quotients
Most of our results are based on the following two well-known properties of Fermat quo-
tients.
For any integers k, u and v with gcd(uv, p) = 1 we have
qp(uv) ≡ qp(u) + qp(v) (mod p) (4.6)
and
qp(u+ kp) ≡ qp(u)− ku−1 (mod p), (4.7)
see, for example, [47, Equations (2) and (3)].
4.3 Algorithms
As we have mentioned, computing each individual value of qp(u) can be done in O(log p)
arithmetic operations on O(log p)-bit integers via repeated squaring computation of up−1
modulo p2, we refer to [54] for a background on modular arithmetic and complexity of
various algorithms. In particular, one can easily reformulate our complexity estimates in
terms of bit operations.
Thus computing all values of qp(u), 0 ≤ u < p, requires O(p log p) arithmetic operations
on O(log p)-bit integers. Such computation is necessary, for example, to find all fixed points
of the map u 7→ qp(u) or for finding the image size.
Here we show that there is a slightly more efficient algorithm which is based on (4.6)
and (4.7).
We assume that we are given a primitive root g modulo p. This can be done at the
pre-computation stage and we keep it outside of the algorithm (in any case, it can be found
in p1/4+o(1) arithmetic operations on O(log p)-bit integers, see [120], which is lower than
the remaining parts of the algorithm).
Algorithm 73 (Generating qp(u), 0 ≤ u ≤ p− 1).
Input: A prime p and a primitive root g modulo p with 1 < g < p.
Output: A permuted sequence of the values qp(u), 0 ≤ u ≤ p− 1.
1. Set qp(0) = 0 and qp(1) = 0.
2. Compute qp(g) using the repeated squaring modulo p
2.
3. Set b1 = g and c1 = g
−1 rem p.
4. For i = 2, . . . , p− 2 compute
(a) bi = gbi−1 rem p and ci = ci−1g−1 rem p;
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(b) ki = (gbi−1 − bi)/p;
(c) qp(bi) = qp(g) + qp(bi−1) + kici rem p.
Theorem 74. Algorithm 73 computes every value qp(u), 0 ≤ u < p−1, in O (p) arithmetic
operations on O(log p)-bit integers.
Proof. The complexity estimate is immediate. The correctness of the algorithm follows
from the congruences
qp(bi) ≡ qp(gbi−1 − kip) ≡ qp(gbi−1) + ki(gbi−1)−1
≡ qp(g) + qp(bi−1) + kici (mod p),
which in turn follow from (4.6) and (4.7). uunionsq
Note that the algorithm of [46, 47] is very similar, except that it uses g = 2 instead of
a primitive root. This makes each step faster, but if 2 is not a primitive root modulo p
requires going trough all conjugacy classes of the group generated by 2 modulo p and thus
requires more “administration” of data and also more memory.
Unfortunately Algorithm 73 does not help to compute qp(u) for a given value of u unless
all values qp(v), 0 ≤ v ≤ p − 1, are precomputed and stored in a table, after which qp(u)
can simple be read from there. We now describe a trade-off algorithm which requires less
memory but the computation of qp(u) is more expensive than the simple table look-up. It
depends on a parameter z ≥ 2, which can be adjusted to particular algorithmic needs.
For a real V < p we use Qp(V ) to denote the table of the values of qp(v) with v ∈ [0, V ].
We see from Theorem 74 that Qp(V ) can be computed in O (min{p, V log p}) arithmetic
operations on O(log p)-bit integers.
Furthermore, for an integer m, we use Im(V ) to denote the table of the values v−1 rem m
with v ∈ [1, V ] and gcd(v,m) = 1. Since by the Euler theorem v−1 ≡ vϕ(m)−1 (mod m),
where ϕ(m) is the Euler function, we see that Im(V ) can be computed in O (V logm) arith-
metic operations on O(logm)-bit integers (there are even more efficient modular inversion
algorithms with a better bound on the number of bit operations, see [54]; however using
them does not change the overall complexity of our algorithm).
Algorithm 75 (Computing qp(u) for a given u ∈ [0, p− 1]).
Input: A prime p, a real z ≥ 2, the tables Qp(p/z), Ip(p/z), Ip2(z) and an integer
u ∈ {0, . . . , p− 1}.
Output: The value of qp(u).
1. If u = 0 set qp(u) = 0.
2. Find integers v and w with u ≡ v/w (mod p) and such that 1 ≤ v ≤ 2p/z and
|w| ≤ z.
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3. Recall r = w−1 rem p2 if w > 0 or r = −((−w)−1 rem p2) if w < 0 from the table
Ip2(z).
4. Compute s with s ≡ v/w (mod p2) and such that 0 ≤ s < p2.
5. Compute k = (s− u)/p.
6. Recall r = v−1 rem p from the table Ip(p/z).
7. Recall qp(v) and qp(w) from the table Qp(p/z).
8. Compute qp(u) = (qp(v)− qp(w) + krw) rem p.
Theorem 76. For any integer u with 0 ≤ u < p − 1, Algorithm 75 computes qp(u) in
O (log z) arithmetic operations on O(log p)-bit integers.
Proof. The correctness of the algorithm follows from the congruences
qp(u) ≡ qp(s− kp) ≡ qp(s) + ks−1
≡ qp(v)− qp(w) + kv−1w ≡ qp(v)− qp(w) + krw (mod p)
which in turn follow from (4.6) and (4.7).
It remains to estimate the complexity of finding the v and w with u ≡ v/w (mod p).
We can also assume that z < p since otherwise the result is trivial. We start computing
continued fraction convergents ai/bi, gcd(ai, bi) = 1, i = 1, 2, . . ., to u/p, see, for exam-
ple, [132] for basic properties of continued fractions. We define j by the condition
bj ≤ z < bj+1.
By the well-known property of continued fractions, we have∣∣∣∣ajbj − up
∣∣∣∣ ≤ 1bjbj+1 ≤ 1bjz .
We now define
w = |ajp− bju|
and note that (since z < 0)
0 < w = bjp
∣∣∣∣ajbj − up
∣∣∣∣ ≤ pz .
Furthermore uv ≡ w (mod p) for either v = aj or v = −aj. Finally, since the denominators
of the convergents grow at least exponentially, we see that j = O(log bj) = O(log z) and
thus find aj and bj in O(log z) steps, each of them requires to compute with O(log p)-bit
integers. uunionsq
We see from Theorem 76 taken with z = exp
(√
log p
)
, that evaluating (in time
p exp
(−(1 + o(1))√log p)) and storing p exp (−(1 + o(1))√log p) values of Fermat quo-
tients, we can compute any other value in time (log p)1/2+o(1).
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4.4 Fixed points
Let F (p) denote the number of fixed points of the map qp(u) that is,
F (p) = #{u ∈ {0, . . . , p− 1} : qp(u) = u}.
We derive a nontrivial estimate on F (p) from Lemmas 14 and 69.
Theorem 77. We have
F (p) p11/12+o(1)
as p→∞.
Proof. Let us choose some positive integer parameter N ∈ [1, p − 1] and for an integer
M we denote by T (p;M,N) the number of integers u ∈ [M + 1,M + N ] with qp(u) ∈
[M+1,M+N ]. Considering the discrepancy of the fractions qp(u)/p, u = M+1, . . . ,M+N ,
and combining Lemma 14 (taken with s = 1) with Lemma 69 (taken with ν = 2) , we
immediately conclude
T (p;M,N) =
N2
p
+O
(
N1/2p3/8+o(1)
)
.
Clearly every u = M + 1, . . . ,M + N which is a fixed point contributes to T (p;M,N).
Covering the interval [0, p− 1] with at most (p/N + 1) intervals of length h we obtain
F (p) ≤
( p
N
+ 1
)(N2
p
+O
(
N1/2p3/8+o(1)
))
.
Choosing N =
⌈
p11/12
⌉
, we conclude the proof. uunionsq
There is little doubt that the bound of Theorem 77 is very imprecise. It is easy to see
that in the full range 0 ≤ u ≤ p2 − 1 the relation (4.7) implies
#{u ∈ {0, . . . , p2 − 1} : qp(u) ≡ u (mod p)} = 2p− 1.
Indeed, it is enough to write u = v + kp with v, k ∈ {0, . . . , p− 1} and notice that
• either v = 0 and then k can take any values
• or v > 0 and then the relation (4.7) identify k uniquely.
Thus one can expect that F (p) = O(1).
In fact it seems reasonable to expect that the map u 7→ qp(u) behaves similar to a
random map. We recall that for a random map on m elements, the probability of having
k fixed points is
1
mm
(
m
k
)
× (m− k − 1)m−k → 1
ek!
as m→∞.
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Below we present numerical results giving the numbers N(k) of primes p ∈ [50000,
200000] for which the map u 7→ qp(u) has exactly F (p) = k fixed points (note that we
discard the “artificial” fixed point u = 0). We also give the proportions of such primes
ρ(k) = N(k)/N where N = 12851 is the total number of primes p ∈ [50000, 200000] and
compare them with ρ0(k) = (ek!)
−1 for k = 0, . . . , 6. We note that in the above range
N(k) = 0 for k ≥ 7.
k 0 1 2 3 4 5 6
ρ0(k) 0.368 0.368 0.184 0.0613 0.0153 0.00306 0.000511
N(k) 4770 4697 2327 844 174 36 3
ρ(k) 0.371 0.365 0.181 0.0656 0.0135 0.00280 0.000233
Statistics of fixed points
These numerical results appear to indicate a reasonable agreement between the predic-
tion and actual results.
4.5 Concentration of values
For integers k and h ≥ 1 we denote by U(p; k, h) the number of u ∈ {0, . . . , p − 1} for
which qp(u) ≡ z (mod p) for some z ∈ [k + 1, k + h].
As in the proof of Theorem 77, a combination of Lemma 69 (which we take with N = p
and ν = 2) with Lemma 14 gives the following asymptotic formula
U(p; k, h) = h+O(p7/8+o(1)) (4.8)
as p→∞. On the other hand, using (4.1), we trivially obtain
U(p; k, h) ≤ hp1/2+o(1)
that improves (4.8) for h ≤ p3/8.
We now obtain a better upper bound, which improves (4.8) for h ≤ p3/4.
Theorem 78. For any integers k and h ≥ 1, we have
U(p; k, h) ≤ h1/2p1/2+o(1)
as p→∞.
Proof. Let U be the set of u ∈ {0, . . . , p− 1}, which are counted by U(p; k, h). Using (4.6)
we see that any w of the form w = uv with uv ∈ U satisfies 0 ≤ w ≤ p2 − 1 and
qp(w) ≡ z (mod p) (4.9)
for some z ∈ [2k + 2, 2k + 2h]. For a fixed integer z, there are O(p) values of w ∈
{0, . . . , p2 − 1} satisfying (4.9), which follows immediately from (4.7) (see also the proof
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of [51, Proposition 2.1]). So there are at most O(hp) values of w satisfying (4.9) with some
z ∈ [2k + 2, 2k + 2h]. Using the classical estimate
τ(w) = wo(1), w →∞,
on the divisor function τ(w) (see [70, Bound (1.81)] with k = 2), we deduce that each
w = uv can be obtained from no more than po(1) distinct pairs (u, v) ∈ U2. Therefore
(#U)2 ≤ hp1+o(1), which concludes the proof. uunionsq
4.6 Image size
Let M(p) be the image size of the qp(u) for 0 ≤ u ≤ p− 1, that is
M(p) = #{qp(u) : 0 ≤ u ≤ p− 1}.
The bound (4.1) immediately implies M(p) ≥ p1/2+o(1). In fact more precise bounds
√
p− 1 ≤M(p) ≤ p−
√
(p− 1)/2
can be obtained from (4.6) and (4.7), see [47, Section 3].
We now obtain a stronger lower bound on M(p).
Theorem 79. We have
M(p) ≥ (1 + o(1)) p
(log p)2
,
as p→∞.
Proof. Let Q(p, a) be the number of primes ` ∈ {1, . . . , p − 1} with qp(`) = a (note that
we have discarded u = 0). Clearly
p−1∑
a=0
Q(p, a) = pi(p− 1) (4.10)
where, as usual, pi(x) denotes the number of primes ` ≤ x, and also
p−1∑
a=0
Q(p, a)2 = #R(p), (4.11)
where
R(p) = {(`, r) : 1 ≤ `, r ≤ p− 1, `, r primes qp(`) = qp(r)}.
We see from (4.6) that if (`, r) ∈ R(p) and
w ≡ `/r (mod p2) (4.12)
100
then
qp(w) ≡ qp(`)− qp(r) ≡ 0 (mod p).
Since all w with qp(w) ≡ 0 (mod p) and gcd(w, p) = 1 have
wp−1 ≡ 1 (mod p2),
they are elements of the group Gp of the pth power residues modulo p. Thus we see
from (4.12) that
#R(p) ≤ N(p),
where N(p) is the number of solutions (`, r, w) to
w` ≡ r (mod p2), where `, r ≤ p− 1, `, r primes, w ∈ Gp. (4.13)
We note that for w ≡ 1 (mod p2) there are exactly pi(p− 1) pairs (`, r) with ` = r that
satisfy (4.13). For any other w ∈ Gp if (4.13) is satisfied for (`1, r1) and (`2, r2) then
`1r2 ≡ `2r1 (mod p2)
which in turn implies the equation
`1r2 = `2r1 (4.14)
(since 1 ≤ `1, `2r1, r2 ≤ p − 1). Because `1, `2r1, r2 are primes, we see from (4.14) that
either (`1, `2) = (r1, r2), which is impossible for w 6≡ 1 (mod p2), (`1, r1) = (`2, r2), which
means that when w ∈ Gp \ {1} is fixed, then (4.13) is satisfied for at most one pair of
primes (`, r). Therefore
#R(p) ≤ N(p) ≤ pi(p− 1) + #Gp − 1 = p+O(p/ log p). (4.15)
Now, since by the Cauchy inequality we have(
p−1∑
a=0
Q(p, a)
)2
≤M(p)
p−1∑
a=0
Q(p, a)2,
recalling (4.10) and (4.11) and using (4.15), we obtain
M(p) ≥ (1 + o(1))pi(p− 1)2p−1.
which concludes the proof. uunionsq
Clearly the bound of Theorem 79 is not tight. The image size Mm of a random map
on an m element set is expected to be
Mm =
(
1− 1
e
)
m = 0.63212 . . .m
see [49, Theorem 2], and thus it is reasonable to expect that M(p)/p ≈ 1− 1/e.
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We now give the average value of M(p)/p taken over primes p in the intervals
Ji = [50000i, 50000(i+ 1)], i = 1, 2, 3. (4.16)
and the whole interval
J = [50000, 200000]. (4.17)
Range J1 J2 J3 J
# of primes 4459 4256 4136 12851
M(p)/p 0.63212 0.63208 0.63212 0.63211
Statistics of image sizes
4.7 Statistics of orbit lengths
For any map f defined on an m element set, and any initial value u0 from this set, we
consider the iterations ui = f(ui−1), i = 1, 2, . . .. Then for some ρ > µ ≥ 0 we have
uρ = uµ. The smallest value of ρ is called the orbit length and the corresponding (and thus
uniquely defined) value of µ is called the tail length.
By [49, Theorem 3] the expected values ρm and µm of the orbit and tail length, taken
over all random maps and initial values u0, satisfy
ρm√
m
=
√
pi/2 + o(1) and
µm√
m
=
√
pi/8 + o(1),
as m→∞.
Here we present the results of computation of the average values of the orbit and the
tail lengths, scaled by
√
p, for the sequence (4.2) taken over primes p in the intervals
J1,J2,J3 and J , given by (4.16) and (4.17), respectively, and a randomly chosen initial
value u0 ∈ [1, p− 1].
Range J1 J2 J3 J
# of primes 4459 4256 4136 12851
ρ/
√
p 1.2423 1.2445 1.2444 1.2437
µ/
√
p 0.62179 0.62200 0.61806 0.62066
Statistics of orbit and the tail lengths
The results show quite satisfactory matching with the expected values of√
pi/2 = 1.2533 . . . and
√
pi/8 = 0.62665 . . . .
Since the values qp(2) are of special interest, we also present similar data where the
initial value is always chosen as u0 = 2.
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Range J1 J2 J3 J
# of primes 4459 4256 4136 12851
ρ/
√
p 1.2381 1.2507 1.2401 1.2429
µ/
√
p 0.61778 0.63004 .62060 0.62275
Statistics of orbit and the tail lengths, u0 = 2
The results show quite satisfactory matching with the expected values of√
pi/2 = 1.2533 . . . and
√
pi/8 = 0.62665 . . . .
Furthermore, we also give similar average values for C(p)/p, where C(p) is the to-
tal number of cyclic points in all possible trajectories of the map u 7→ qp(u) on the set
{0, . . . , p− 1}, taken over primes from the same intervals J1,J2,J3 and J .
By [49, Theorem 2] the number Cm of cyclic nodes of a random map on an m element
set is expected to be
Cm =
√
pi/2m = 1.2533 . . . .
Range J1 J2 J3 J
# of primes 4459 4256 4136 12851
C(p)/
√
p 1.2413 1.2527 1.23706 1.2437
Statistics of cyclic points
4.8 Distribution of consecutive elements
For integers M , N ≥ 1, s ≥ 1 and an integer vector a = (a0, . . . , as−1) we consider the
exponential sums
Ss,p(M,N ; a) =
M+N∑
u=M+1
ep
(
s−1∑
j=0
ajqp(u+ j)
)
.
Thus the above sums are generalisations of those of Lemma 69 that correspond to the
case s = 1. However the method of Heath-Brown [66] does not seem to apply to the
sums Ss,p(M,N ; a) as it requires good estimates of multiplicative character sums with
polynomials, which are not currently known (see however [27] for some potential approaches
in the case s = 2).
We are now ready to prove an estimate on Ss,p(M,N ; a) which together with Lemma 14
implies an upper bound on the discrepancy of points (4.3).
Theorem 80. For any integer s ≥ 1, we have
max
gcd(a0,...,as−1,p)=1
|Ss,p(M,N ; a)|  N1/2p1/2 + s1/2Np−1/4 + sN/p
uniformly over M and p2 > N ≥ 1.
103
Proof. Select any a = (a0, . . . , as−1) ∈ Zm with gcd(a0, . . . , as−1, p) = 1 and take K =
bN/pc. We get
Ss,p(M,N ; a) =
M+Kp∑
u=M+1
ep
(
s−1∑
j=0
ajqp(u+ j)
)
+O(p)
=
Kp∑
u=1
ep
(
s−1∑
j=0
ajqp(u+M + j)
)
+O(p)
=
p∑
v=1
K−1∑
k=0
ep
(
s−1∑
j=0
ajqp(v +M + j + kp)
)
+O(p).
Let V be the set of v = 1, . . . , p with v 6≡ −M − j (mod p) for any j = 0, . . . , s − 1.
Therefore, using (4.7), we obtain:
Ss,p(M,N ; a) = W +O(p+ sK), (4.18)
where
W =
∑
v∈V
K−1∑
k=0
ep
(
s−1∑
j=0
(ajqp(v +M + j)− ajk(v +M + j)−1)
)
=
∑
v∈V
ep
(
s−1∑
j=0
ajqp(v +M + j)
)
K−1∑
k=0
ep
(
−k
s−1∑
j=0
aj(v +M + j)
−1)
)
.
Taking now the absolute value, we obtain
|W | ≤
∑
v∈V
∣∣∣∣∣
K−1∑
k=0
ep
(
k
s−1∑
j=0
aj(v +M + j)
−1)
)∣∣∣∣∣ ,
and using the Cauchy inequality we derive
|W |2 ≤ p
∑
v∈V
∣∣∣∣∣
K−1∑
k=0
ep
(
k
s−1∑
j=0
aj(v +M + j)
−1)
)∣∣∣∣∣
2
= p
K−1∑
k1,k2=0
∑
v∈V
ep
(
(k1 − k2)
s−1∑
j=0
aj(v +M + j)
−1)
)
= p
K−1∑
k1,k2=0
∑
v∈V
ep ((k1 − k2)Fa,s(v)) ,
where
Fa,s(V ) =
s−1∑
j=0
aj
V +M + j
.
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Examining the poles of Fa,s(v), we see that if gcd(a0, . . . , as−1, p) = 1 then it is not constant
modulo p.
For O(K) pairs (k1, k2) with k1 ≡ k2 (mod p) (which is equivalent to k1 = k2 as K ≤ p)
we estimate the inner sum trivially as p. For the other O(K2) pairs (k1, k2) we use the
remark above and thus apply Lemma 9 to estimate the inner sum. Hence,
W 2  p2K + sp3/2K2  p2K + sp3/2K2.
Thus, recalling (4.18), we derive
|Ss,p(M,N ; a)|  pK1/2 + s1/2p3/4K + p+ sK  pK1/2 + s1/2p3/4K + sK.
Substituting K = bN/pc, we derive the desired result. uunionsq
Note that for a fixed s the bound of Theorem 80 simplifies as
max
gcd(a0,...,as−1,p)=1
|Ss,p(M,N ; a)|  N1/2p1/2 +Np−1/4
and using Lemma (14) we immediately obtain:
Corollary 81. For any fixed s, the discrepancy ∆p,s(M,N) of points (4.3) satisfies
∆p,s(M,N) (p1/2N−1/2 + p−1/4)(log p)s,
uniformly over M and p2 > N ≥ 1.
4.9 Distribution with arbitrary lags
In [29] we first study the distribution of the points
Γ(D,N, s) =
{(
qp(u+ d0)
p
, . . . ,
qp(u+ ds−1)
p
)
: u = 1, . . . , N
}
(4.19)
in the s-dimensional unit interval for any lags D = (d0, . . . , ds−1) with 0 ≤ d0 < · · · <
ds−1 < p2. More precisely, we prove an exponential sum bound (which implies a discrep-
ancy bound using the Erdo˝s-Tura´n-Koksma inequality) which is nontrivial for s = 2 and
arbitrary lags 0 ≤ d0 < d1 < p2 and for s > 2 if no three lags are equivalent modulo p. We
note that in the case when di 6≡ dj (mod p) for all 0 ≤ i < j < s, the proof is exactly the
same as in Theorem 80. However, the other case brings interesting twists and are discussed
in Theorem 82 below. We also indicate that the exponential sums can be trivial for s > 2
if there exist three equivalent lags modulo p.
For integers N ≥ 1, s ≥ 1 and a = (a0, . . . , as−1) ∈ Zs we consider the exponential
sums
Ss,p(N,D, a) =
N∑
u=1
ψ
(
s−1∑
j=0
ajqp(u+ dj)
)
,
for any integer vector D = (d0, d1, . . . , ds−1) with 0 ≤ d0 < d1 < · · · < ds−1 < p2.
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Theorem 82. For s ≥ 1 and D = (d0, d1, . . . , ds−1) with 0 ≤ d0 < d1 < · · · < ds−1 < p2
such that no triple (dl, dh, dt) satisfies dl ≡ dh ≡ dt (mod p) for 0 ≤ l < h < t < s, we
have
max
gcd(a0,...,as−1,p)=1
|Ss,p(N,D, a)|  smax{p log p,Np−1/2} for 1 ≤ N ≤ p2.
If s = 2 or ds−1 < p, the stronger bound sp log p holds.
Proof. For s = 1 the result follows from [66] and we assume s ≥ 2. Select any a =
(a0, . . . , as−1) ∈ Zs with gcd(a0, . . . , as−1, p) = 1. Let denote by l the smallest index such
that gcd(al, p) = 1. For dl 6≡ dj (mod p) for all l < j < s, we can obtain the desired result
by following the proof path of Theorem 80.
Now we suppose that there exists h with l < h < s such that dl ≡ dh (mod p) but
dl 6≡ dj (mod p) for all j 6= h with l < j < s by our assumption. Let dh = dl + k0p for
some integer 1 ≤ k0 < p. Take K = dN/pe and note that K ≤ p. Using (4.7) we get
Ss,p(N,D, a)
=
Kp∑
u=1
ψ
(
s−1∑
j=0
ajqp(u+ dj)
)
+O(p)
=
Kp∑
u=1
ψ
alqp(u+ dl) + ahqp(u+ dl + k0p) + s−1∑
j=l+1
j 6=h
ajqp(u+ dj)
+O(p)
=
Kp∑
u=1
u6≡−dl (mod p)
ψ
(
−k0ah(u+ dl)−1 + (al + ah)qp(u+ dl)
+
s−1∑
j=l+1
j 6=h
ajqp(u+ dj)
)
+O(p)
=
p∑
v=1
v 6≡−dl (mod p)
ψ
(−k0ah(v + dl)−1)
·
K−1∑
k=0
ψ
(al + ah)qp(v + dl + kp) + s−1∑
j=l+1
j 6=h
ajqp(v + dj + kp)
+O(p),
where we substituted u = v + kp in the last step.
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If al + ah 6≡ 0 (mod p) we get the result following the proof of Theorem 80. Let V be
the set of 1 ≤ v ≤ p with v 6≡ −dj (mod p) for l ≤ j < s. Then we have
|Ss,p(N,D, a)|
≤
∑
v∈V
∣∣∣∣∣∣∣
K−1∑
k=0
ψ
(al + ah)qp(v + dl + kp) + s−1∑
j=l+1
j 6=h
ajqp(v + dj + kp)

∣∣∣∣∣∣∣
+O(sp)
=
∑
v∈V
∣∣∣∣∣∣∣
K−1∑
k=0
ψ
k
(al + ah)(v + dl)−1 + s−1∑
j=l+1
j 6=h
aj(v + dj)
−1


∣∣∣∣∣∣∣+O(sp)
 sp log p,
where we used [113, Lemma 3] in the last step and the fact that
F (X) =
al + ah
X + dl
+
s−1∑
j=l+1
j 6=h
aj
X + dj
is a nonconstant rational function of degree O(s). (Note that −dl is a single pole of F (X).)
If al ≡ −ah (mod p) and there is a j 6= h with l < j < s such that gcd(aj, p) = 1 and dj
is either not equivalent to any other lag dk or aj 6≡ −ak we see that F (X) is not constant
again and derive the bound sp log p in the same way.
In the last case all lags dj with gcd(aj, p) = 1 appear in pairs dj, dh(j) with dh(j) ≡ dj+kjp
(mod p) for some 1 ≤ kj < p such that aj ≡ −ah(j) (mod p). In this case we get
Ss,p(N,D, a) =
N∑
u=1
ψ
(∑
j
ajkj(u+ dj)
−1
)
and get the bound
sp1/2
(
N
p
+ log p
)
using the standard method for reducing incomplete exponential sums to complete ones, see
[70, Chapter 12], and the bound of Moreno and Moreno [94]. (Note that we have bN/pc
complete sums and one incomplete sum.) For s = 2 the sum over j contains only one
summand and we can obtain the better bound
N
p
+ p1/2 log p p
and the result follows. uunionsq
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Together with Lemma 14, Theorem 82 implies an upper bound on the discrepancy of
points (4.19).
Corollary 83. For s ≥ 1 and D = (d0, d1, . . . , ds−1) with 0 ≤ d0 < d1 < · · · < ds−1 < p2
such that no triple (dl, dh, dt) satisfies dl ≡ dh ≡ dt (mod p), 0 ≤ l < h < t < s, the
discrepancy of points Γ(D,N, s) defined by (4.19) satisfies
∆(Γ(D,N, s))
(
3
2
)s
smax{N−1p log p, p−1/2}(log p)s
for 1 ≤ N ≤ p2. Furthermore, if s = 2 or ds−1 < p, we have
∆(Γ(D,N, s)) (3/2)ssN−1p(log p)s+1.
However, Theorem 80, hence Corollary 81, are not extendable if there exist at least
three lags congruent modulo p, as the following example shows.
Example 84. For D = (d0, d1, d2) with 0 ≤ d0 < d1 < d2 < p2 and d0 ≡ d1 ≡ d2 (mod p),
let d1 = d0 + k1p and d1 = d0 + k2p for some integers 1 ≤ k1 < k2 < p, then we have
S3,p(N,D, a)
=
N∑
u=1
ψ
(
2∑
j=0
ajqp(u+ dj)
)
=
N∑
u=1
ψ
(
2∑
j=0
ajqp(u+ d0)− a1k1(u+ d0)−1 − a2k2(u+ d0)−1
)
=
N∑
u=1
ψ
(
2∑
j=0
ajqp(u+ d0)− (a1k1 + a2k2)(u+ d0)−1
)
.
We get a trivial bound on S3,p(N,D, a) if a0 + a1 + a2 ≡ 0 (mod p) and a1k1 + a2k2 ≡ 0
(mod p). In fact, for example, one can select a0 = 1, a1 = −2, a2 = 1 if we take k1 = 1
and k2 = 2.
4.10 Linear complexity
Here we estimate the linear complexity for a sufficiently long sequence of consecutive values
of qp(u).
Theorem 85. For p2 > N ≥ 1 the linear complexity Lp(N) of the sequence qp(u), u =
0, . . . , N − 1, satisfies
Lp(N) ≥ 1
2
min{p− 1, N − p− 1}.
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Proof. Assume that
L∑
j=0
cjqp(u+ j) ≡ 0 (mod p), 0 ≤ u ≤ N − L− 1, (4.20)
for some integers c0, . . . , cL−1 and cL = −1. Let R = min{p−L,N −L− p}. Then we see
from (4.20) that for 1 ≤ u ≤ R− 1 we have
L∑
j=0
cjqp(u+ p+ j) ≡ 0 (mod p). (4.21)
Recalling (4.7) and using (4.20) again, we now see that
L∑
j=0
cjqp(u+ p+ j) ≡
L∑
j=0
cj
(
qp(u+ j)− (u+ j)−1
)
≡ −
L∑
j=0
cj(u+ j)
−1 (mod p).
(4.22)
Comparing (4.21) and (4.22) we see that
L∑
j=0
cj(u+ j)
−1 ≡ 0 (mod p), 1 ≤ u ≤ R− 1.
We can assume that L < p since otherwise there is nothing to prove. Clearing the denom-
inators, we obtain a nontrivial polynomial congruence
L∑
j=0
cj
L∏
h=0
h6=j
(u+ h) ≡ 0 (mod p),
of degree L, which has R−1 solutions (to see that it is nontrivial it is enough to substitute
u = 0 in the polynomial on the left hand side). Therefore L ≥ R − 1 and the result
follows. uunionsq
The argument used in the proof of Theorem 85 can also be used to estimate the linear
complexity of arbitrary segments of the sequence qp(u), although the resulting bound is
slightly weaker.
Theorem 86. For M and p2 > N ≥ 1 the linear complexity Lp(M ;N) of the sequence
qp(u), u = M + 1, . . . ,M +N , satisfies
Lp(M ;N) ≥ min
{
p− 1
2
,
N − p− 1
3
}
.
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Proof. Assume that
L∑
j=0
cjqp(u+M + j) ≡ 0 (mod p), 1 ≤ u ≤ N − L, (4.23)
for some integers c0, . . . , cL−1 and cL = −1. Let R = min{p,N − L − p}. Then we see
from (4.23) that for 1 ≤ u ≤ R we have
L∑
j=0
cjqp(u+M + p+ j) ≡ 0 (mod p). (4.24)
Recalling (4.7) and using (4.23) again, we now see that for any integer u with u 6≡
−M − j (mod p), j = 0, . . . , L, we have
L∑
j=0
cjqp(u+M + p+ j) ≡
L∑
j=0
cj
(
qp(u+M + j)− (u+M + j)−1
)
≡ −
L∑
j=0
cj(u+M + j)
−1 (mod p).
(4.25)
Comparing (4.24) and (4.25) we see that
L∑
j=0
cj(u+M + j)
−1 ≡ 0 (mod p),
for at east R− L− 1 values of u with
1 ≤ u ≤ R and u 6≡ −M − j (mod p), j = 0, . . . , L.
As before we can assume that L < p since otherwise there is nothing to prove. Clearing
the denominators, we obtain a nontrivial polynomial congruence
L∑
j=0
cj
L∏
h=0
h6=j
(u+M + h) ≡ 0 (mod p)
of degree L, which has at least R−L− 1 solutions (to see that it is nontrivial it is enough
to substitute u = −M in the polynomial on the left hand side). Therefore L ≥ R− L− 1
and the result follows. uunionsq
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4.11 Lattice tests
We study the lattice structure of the sequence (qp(u)). The following lattice test was
introduced in [106]. Let (wu), u = 1, 2, . . ., be a T -periodic sequence over the finite field
Fp of p elements. For given integers s ≥ 1, 0 ≤ d0 < d1 < . . . < ds−1 < T , and N ≥ 2, we
say that (wu) passes the s-dimensional N-lattice test with lags d0, . . . , ds−1 if the vectors
{wu −w1 : 1 ≤ u ≤ N} span Fsp, where
wu = (wu+d0 , wu+d1 , . . . , wu+ds−1), 1 ≤ u ≤ N.
In the case di = i for 0 ≤ i < s, this test coincides essentially with the lattice test introduced
in [41] and further analysed in [39, 40, 41, 42, 139]. The latter lattice test is closely related
to the concept of the linear complexity profile, see [41, 42, 104]. If additionally N ≥ T ,
this special lattice test was proposed by Marsaglia [87].
We note that in the case di 6≡ dj (mod p) for all 0 ≤ i < j < s, the lattice test can be
analysed essentially along the same lines as in the proof of the linear complexity bounds
in Theorems 85 and 86.
We denote by
S((wu), N,D) = max{s : 〈(wu+d0 − w1+d0 , . . . , wu+ds−1 − w1+ds−1),
1 ≤ u ≤ N〉 = Fsp}
the greatest dimension s such that (wu) satisfies the s-dimensional N -lattice test for the
lags D = (d0, . . . , ds−1) with 0 ≤ d0 < · · · < ds−1 < p2.
As we mentioned before, in the case di 6≡ dj for all 0 ≤ i < j < s, we can essentially
proceed as in the proof of Theorem 85.
Theorem 87. For N ≥ 2 and D = (d0, d1, . . . , ds−1) with 0 ≤ d0 < d1 < · · · < ds−1 < p2
such that no triple (dl, dh, dt) satisfies dl ≡ dh ≡ dt (mod p), 0 ≤ l < h < t < s, we have
S((qp(u)), N,D) ≥ min
{
p− 1
2
,
N − p− 1
2
}
.
Proof. We assume that the sequence (qp(u)) does not pass the s-dimensional N -lattice test
for some lags 0 ≤ d0 < d1 < . . . < ds−1 < p2. Put
wu = (qp(u+ d0), qp(u+ d1), . . . , qp(u+ ds−1)), for u = 1, . . . , N,
and let V be the subspace of Fsp spanned by all wu − w1 for 1 ≤ u ≤ N . Let denote by
V ⊥ = {u ∈ Fsp : u · v = 0 for all v ∈ V } the orthogonal space of V , where · denotes the
usual inner product. Then dim(V ) < s and dim(V ⊥) ≥ 1. Take 0 6= α ∈ V ⊥, then
α · (wu −w1) = 0 for 1 ≤ u ≤ N.
We denote
δ = α ·wu = α ·w1 for 1 ≤ u ≤ N.
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If α = (α0, α1, . . . , αs−1), then let j be the smallest index with αj 6= 0 (so 0 ≤ j < s). Then
we get
s−1∑
i=j
αiqp(u+ di) ≡ δ (mod p) for 1 ≤ u ≤ N. (4.26)
Let R = min(p,N − p). We see from (4.26) that for 1 ≤ u ≤ R we have
s−1∑
i=j
αiqp(u+ p+ di) ≡ δ (mod p). (4.27)
Recalling (4.7) and using (4.26) again, we now see that for any integer u with u+di 6≡ 0
(mod p), i = j, . . . , s− 1, we have
s−1∑
i=j
αiqp(u+ p+ di) ≡
s−1∑
i=j
αi
(
qp(u+ di)− (u+ di)−1
)
≡ δ −
s−1∑
i=j
αi(u+ di)
−1 (mod p).
(4.28)
Comparing (4.27) and (4.28) we see that
s−1∑
i=j
αi(u+ di)
−1 ≡ 0 (mod p) (4.29)
for at least R− s+ j values of u with
1 ≤ u ≤ R, u+ di 6≡ 0 (mod p), i = j, . . . , s− 1.
We consider first the that case dj 6≡ dh (mod p), for all j < h < s. Clearing the
denominators of (4.29), we obtain a nontrivial polynomial congruence
s−1∑
i=j
αi
s−1∏
e=j
e6=i
(u+ de) ≡ 0 (mod p)
of degree s−j−1 ≤ s, which has at least R−s+j solutions (to see that it is nontrivial it is
enough to substitute u ≡ −dj (mod p) in the polynomial on the left hand side). Therefore
s− j − 1 ≥ R− s+ j and the result follows.
In the case dj ≡ dh (mod p), for some j < h < s, taking dh = k0p+ dj for some k0 ≥ 1
and proceeding in the same way as above (but recalling that u+ dj ≡ u+ dh (mod p)), we
get
(αj + αh)
s−1∏
e=j+1
e 6=h
(u+ de) + (u+ dj)
s−1∑
i=j+1
i 6=h
αi
s−1∏
e=j
e 6=i
(u+ de) ≡ 0 (mod p). (4.30)
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If αj + αh 6≡ 0 (mod p) then the nontriviality of this polynomial equation is obvious
again.
In the case of αj + αh ≡ 0 (mod p), we have reduced the s-dimensional lattice test to
the (s− 2)-dimensional one. If we are in a case where no two lags are equivalent or there
are some equivalent lags dj′ , dh′ with corresponding αj′ + αh′ 6≡ 0 (mod p) we easily see
that (4.30) is nontrivial.
Hence, we are left with the case that there are only pairs di, dh(i) = di+kip of equivalent
lags such that the sum of the corresponding coefficients αi + αh(i) vanishes modulo p.
However, in this case we get
δ ≡
∑
i
(αi + αh(i))qp(u+ di) +
∑
i
αiki(u+ di)
−1 ≡
∑
i
αiki(u+ di)
−1.
Since we can assume αi 6≡ 0 (mod p) for some i and the remaining di are pairwise distinct
modulo p now, we have a nontrivial polynomial equation from which we obtain our result.
uunionsq
However, in the case when there exist three lags dl, dh, dt, 0 ≤ l < h < t < s, such that
dl ≡ dh ≡ dt (mod p), the lattice test fails as the next result shows.
Theorem 88. For N ≥ 2 and D = (d0, d1, . . . , ds−1) with 0 ≤ d0 < d1 < · · · < ds−1 < p2
such that there exist a triple (dl, dh, dt) satisfies dl ≡ dh ≡ dt (mod p), 0 ≤ l < h < t < s,
we have
S((qp(u)), N,D) = 2.
Proof. To prove this result it is sufficient to consider the case s = 3 and to see that for
d0 ≡ d1 ≡ d2 (mod p) the 3-dimensional test fails. For this let α = (α0, α1, α2) be an
orthogonal vector on each wu, u = 1, 2, . . ., which gives the system of equations
α0 + α1 + α2 ≡ α1(d1/p) + α2(d2/p) ≡ 0 (mod p).
It is clear that this system has a nontrivial solution α and then we easily verify that for
all u = 1, 2, . . . we have
(α0, α1, α2) · (wu −w1) = 0.
Hence, the orthogonal space is nontrivial and the lattice test is failed for s = 3, and thus
for every s > 3. uunionsq
As in [106], the greatest dimension s such that (wu) satisfies the s-dimensional N -lattice
test for all lags D = (d0, . . . , ds−1) is denoted by S((wu), N), that is,
S((wu), N) = max
D
S((wu), N,D) max {s : ∀ 0 ≤ d0 < · · · < ds−1 < T :
〈(wu+d0 − w1+d0 , . . . , wu+ds−1 − w1+ds−1) , 1 ≤ u ≤ N〉 = Fsp} .
Corollary 89. For N ≥ 2, we have
S((qp(u)), N) = 2.
113
4.12 Distribution of Lp(u)
4.12.1 Exponential sums
Here we estimate the following complete exponential sums
Sp(a, b) =
p2−1∑
x=0
ep(aLp(x))ep2(bx)
where a, b ∈ Z.
Theorem 90. For any a, b ∈ Z with
|a|, |b| < p/2, a 6= 0
we have the following estimate
Sp(a, b) p15/8.
Proof. We need the following easy property of the function Lp
Lp(z + py) = Lp(z)− y (mod p), (4.31)
where y, z ∈ Fp.
For x ∈ Fp2 , we write
x = z + py, z, y ∈ Fp.
Using this notation and (4.31), the sum Sp(a, b) becomes
Sp(a, b) =
p−1∑
z=0
p−1∑
y=0
ep2 (a(z
p − z) + bz − apy + bpy)
=
p−1∑
z=0
ep2 (a(z
p − z) + bz)
p−1∑
y=0
ep ((b− a)y) .
Recalling Theorem 7, we conclude that in the case a 6≡ b (mod p) the sum over y is identical
zero.
So it now remains to consider the case a ≡ b (mod p). Since |a|, |b| < p/2 this congru-
ence implies that a = b and we obtain
Sp(a, b) = p
p−1∑
z=0
ep2 (az
p) = pHp(a).
Using Lemma 70, we conclude the proof. uunionsq
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We also remark that one can use the congruence (4.31) together with the Polya-
Vinogradov and Burgess bounds, see [70, Theorems 12.5 and 12.6], to show that uniformly
over all nontrivial multiplicative characters χ modulo p and integers a, for any fixed integer
ν ≥ 1, we have∣∣∣∣∣
N−1∑
x=0
χ(Lp(x) + a)
∣∣∣∣∣ ≤ p(N/p)1−1/νp(ν+1)/4ν2+o(1) = N1−1/νp(5ν+1)/4ν2+o(1).
In particular, we see that for any fixed ε > 0, taking a sufficiently large ν, we obtain a
nontrivial estimate for N ≥ p5/4+ε.
4.12.2 Discrepancy bound
We now use Theorem 90 to study the distribution of the points (4.5).
Theorem 91. For any fixed integer s ≥ 1, the discrepancy ∆p(N) of the points (4.5)
satisfies
∆p(N) Np−15/8(log p)2,
uniformly over p2 > N ≥ 1.
Proof. We note that counting how often{
Lp(x)
p
}
∈ [0, α], x = 1, . . . , N,
is the same as counting how often({
Lp(x)
p
}
,
{
x
p2
})
∈ [0, α]× [0, β], x = 1, . . . , p2, (4.32)
where β = N/p2.
Now, applying Lemma 14 with s = 2 and H = (p− 1)/2, we see, that (4.32) is satisfied
for
αβp2 +O(p2Dp) = αN +O(p
2Dp) (4.33)
values of x = 1, . . . , p2 (uniformly over α and β), where
Dp  p−1 + p−2
∑
|a|,|b|<p/2
1
|a|+ 1
1
|b|+ 1 |Sp(a, b)|.
Using now Theorem 90 we obtain Dp = O(p
−1/8(log p)2). Now recalling (4.33) we
obtain ∆p(N) p2Dp/N and the desired result follows. uunionsq
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4.13 Hash functions from Fermat quotients
In this section, as in Section 2.8, we propose a new construction of hash functions based
on iterations of Fermat quotients. A similar idea, however based on a very different
family of functions, has been previously introduced by D. X. Charles, E. Z. Goren and
K. E. Lauter [28].
Let n and r be two positive integers. Choose 2r random (n+1)-bit primes p0, . . . , p2r−1.
We also consider a random initial n bit integer u0.
The has function is built from a sequence of iterations of Fermat quotients modulo
p0, . . . , p2r−1. As in [28], the input of the hash function is used to decide what modulo
what prime the next Fermat quotient is computed. More precisely, given an input bit
string Σ, we perform the following steps:
• Pad Σ with at most r−1 zeros on the left to make sure that its length L is a multiple
of r.
• Split Σ into blocks σj, j = 1, . . . , J , where J = L/r, of length r and interpret each
block as an integer ` ∈ [0, 2r − 1].
• Starting at the point u0, apply the Fermat quotient maps qp` iteratively by using n
least significant bits of uj−1 to form an n-bit integer wj−1 and then computing
uj = qp`(wj−1).
• Output the last element in the above sequence, that is, uJ = qpJ (wJ−1) and out-
putting its n least significant bits as the value of the hash function.
We note that the results of Section 4.8 suggest that the above hash functions exhibit
rather chaotic behaviour, which close to the behaviour of a random function. It is probably
too early to make any suggestions about the applicability of Fermat quotients for hashing
but this direction definitely deserves further studying, experimentally and theoretically.
4.14 Remarks and open problems
Unfortunately we are not able to give any estimates on the discrepancy or linear complexity
of the orbits (4.2), which is a very interesting but possibly hard, question.
Obtaining analogues of Theorems 80, 85 and 86, which are nontrivial for N < p is
another interesting question.
The method of proof of Theorems 85 and 86 does not apply to the non-linear complexity .
We recall the non-linear complexity of degree d of an N -element sequence s0, . . . , sN−1 of
elements in a ring R is the smallest L such that
su+L = ψ(su+L−1, . . . , su), 0 ≤ u ≤ N − L− 1,
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where ψ ∈ R[Y1, . . . , YL] is a polynomial of total degree at most d. Estimating the non-
linear complexity of Fermat quotients is of ultimate interest.
Finally, we remark that one can also study the sums
Tp(M,N ;χ) =
M+N∑
u=M+1
χ (qp(u))
with a nonprincipal multiplicative character χ modulo p. Arguing as in the proof of
Theorem 80 we get
|Tp(M,N ;χ)| 
M+p−1∑
v=M+1
∣∣∣∣∣
K−1∑
k=0
χ
(
qp(v +M)− k(v +M)−1)
)∣∣∣∣∣+ p,
where K = bN/pc. One can now apply the Burgess bound, see [70, Theorems 12.6], and get
a nontrivial estimate on Tp(M,N ;χ), starting with N ≥ p5/4+ε for any fixed ε > 0, see [125].
However it is natural to expect that one can take advantage of additional averaging over v
and get a nontrivial bound for smaller values of N . Furthermore, using (4.6) it is possible
to estimate bilinear character sums
Wp(A,B, U, V ;χ) =
∑
0≤u≤U
∑
0≤v≤V
αuβvχ (qp(uv))
with arbitrary complex weights A = (αu) and B = (βv), and then using the Vaughan
identity, see [70, Section 13.4], estimate the character sums with Fermat quotients at
primes arguments, see [125] for details.
Furthermore, we remark that studying the map x 7→ (xp−1 − 1)/p in the field of p-adic
numbers, is also of great interest, see [138] where a similar question is considered for the
maps given by (4.4). The other way around, it is also quite natural to study the map (4.4)
modulo p in more detail.
For example, although for the purpose of proving Theorem 91 it has been enough to
estimate the sum Sp(a, b) only for b with |b| < p/2, it is interesting to have such estimates
in the full range of b, that is, for any b with |b| < p2/2.
Furthermore, it is also interesting to estimate the exponential sums
Sp(a0, . . . , as−1, b) =
p2−1∑
x=0
ep
(
s−1∑
j=0
ajLp(x+ j)
)
ep2(bx)
where a0, . . . , as−1, b ∈ Z. Even the case of b = 0 is already of interest.
Finally we ask for nontrivial estimates of the image size
Jp(N) = #{Lp(x) : x = 1, . . . , N}.
The congruence (4.31) immediately yields Jp(N) ≥ N/p, however most certainly much
better bounds are possible.
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Finally, analogues of Fermat quotients modulo a composite number is certainly an
exciting object of study with its own twists, see [1, 2, 10, 37, 130]. In particular, one
can find a version of (4.6) and (4.7) in [2], and a variant of the result of [66, Theorem 2]
in [130]. It is interesting that in case of composite moduli a new effect appears, namely,
gcd(ϕ(m),m) enters the considerations, see [44] where this function is studied.
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