ABSTRACT. The properties of periodized Daubechies wavelets on [O, 11 are detailed and contrasted with their counterparts which form a basis for L 2 ( R ) . Numerical examples illustrate the analytical estimates for convergence and demonstrate by comparison with Fourier spectral methods the superiority of wavelet projection methods for approximations. T h e analytical solution to inner products of periodized wavelets and their derivatives, which are known as connection coefficients, is presented, and their use is illustrated in the approximation of two commonly used differential operators. The periodization of the connection coefficients in Galerkin schemes is presented in detail.
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windowing and with little or no bias from global behavior; and ( 5 ) the manner in which the space is broken clown into a family of multiply-enclosed subspaces ellables spatial or t elliporal function mu1 tiresolu tion analysis.
To date, research has focused on compactly supported wavelets [2] ; basic wavelets [3] ; and smooth, exponentially decaying wavelets [6] . All of these wavelet families form a basis for L' ((R) . Work is currently under way on the generation of wavelets that are capable of spanning other classes of function space and/or domain. For example, Meyer [3] has shown how compactly supported wavelets can be made to form a basis for ,C2([0, I]). He generates the periodized family by wrapping the L2(R) basis on a torus.
This report shows in detail how such a wrapping procedure is accomplished using Daubechies wavelets. The properties of the resulting wavelets on L2( [0, 1.1) are then contrastecl with more standard Daubechies wavelets, which are now extremely popular in the signal processing community. This study also compares the convergence characteristics of periodized wavelet interpolation of functions with the characteristics of the Fourier spectral met hod.
The final section of this report is devoted to a derivation and numerical calculation of connection coefficients involving periodized Daubechies wavelets. Connection coefficients are matrix structures that result from the evaluation of inner products where (1, is the number of differentiation with respect to x of the scaling function y = y ( x ) . Inner proclucts arise naturally in the context of the Galerkin solution of differential equations. The name for these inner products was coined by Latto et al. 171 , who developed a computational method that avoids the pitfalls of quadrature techniques. We use the tec-hnique of Latto et al. to calculate connection coefficients for the periodized Daubechies wavelets. A saniple table of these coefficients appears in the appendix. Also included in the appendix is information on how to obtain these and other tabulated values of connection coefficients from the Mathematics and Computer Science Division at Argonne National Laboratory.
Wavelets and Multiresolution Analysis.
rnultiresolu tiori analysis is a nes tecl sequence
The value of wavelets hinges on their ability to perform multiresolution analysis. A T/o c v, c ... c L2(R) satisfying the following properties:
(1) nJEZ % = 0.
(2) czos~2(u,Ez v,) = L"R). The set { 9 1 , k } k c~ forms a Riesz basis for 5. We define JV3 to be the orthogonal complement of r/; with respect to VJ+l. Just as r/; is spanned by dilations and translations of the mother scaling function, so are the W3's spanned by translations and dilations of the mother wavelet. The mother wavelet is defined by k with Ad a particular integer. Daubechies [2] constructed compactly supported wavelets and scaling functions using a finite set of nonzero {hk)k=o scaling parameters with N = 22M
and Ck=O hk =& With these scaling parameters, the recursion formulas generate the desired orthogonal wavelets and scaling functions with s u p p ( 9 ) = [0, N -11. Henceforth, these will be the wavelets we shall use, which we refer to as D N or Daubechies wavelets of order iV. Values for y are calculated using the scaling relation as indicated in the following procedure. First, the values it takes are determined at integer points. Then at the dyadic rationals at level 1 (the dyadic rationals at level j are IDJ = {$-}keg);
using that information, we calculate the values at DN2 and so on, until cp is defined at the clyadic rationals at all levels. Since the dyadics are dense in the reds, we simply extend 9 c*ontiiiuously to R. This procedure creates a function that is continuous but not differentiable for D N = 4, differentiable but not twice differentiable for D N = 6 , and with increasing regularity for increasing DN 121. The nature of the scaling relation guarantees that 9 will be discontinuous in some derivative [8] . This procedure is easily accomplished coriipu t at ionally. Another pleasing feature of these wavelets is their compact support. Whereas Fourier methods return global results, with compactly supportecl wavelets one can easily analyze short-lived events or pulses. Wavelet projection methods avoid distortion that might result from a local analysis with a windowed Fourier transform. A s we shall see in the next section, c-ompact support also makes the periodization of these wavelets an elegant process.
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Other Properties of Wavelets.
In acltlition to items (1)-(4) inentioned above, wavelets have a number of other interesting properties. These will lie given without proof. For further details, see Daubechies [2] or Cliui [I].
(S) ( y o , k , 7 , b j , k } j 2 o , k~g is an orthonormal basis for L2(R).
(9) { p j , k , ' $ l , k ; 0 5 j 5 J 5 I , k E Z} is an orthonormal basis for L2(R). (10) s-", y(z)dz = 1.
Item (6) is really the heart of multiresolution analysis and provides wavelet-based analysis with a distinctly different resolving quality in contrast to spectral methods: to go to a higher resolution of spatial scale, one simply adds on the next wavelet level (the next W;) as implied by item (6) . At some given level (say, with a representation in Vj), the Iirultiresolution property guarantees all spatial scale information at d l coarser levels. In contrast, with Fourier methods, information about one frequency gives no information [2] . PERIODIZED WAVELETS . about other frequencies.
The wavelets cleveloped above are defined on R. For many applications, however, wavelets defined on a periodic domain are needed. Interestingly, the wavelets defined ahove can be periodized with a Poisson summation technique to give periodic wavelets [2] that possess many of the same properties of their nonperiodic kin. Moreover, for large enough j , the periodization of y j , k and $j,k is identical to their nonperiodic forms except for wrapping around the edges of the domain; and for large enough j , this too can be reduced to the nonperiodic case for most calculations. As would be expected, many of the al)ove-mentioned properties are preserved in the periodic case as a result of the construction by the "scaling" property of the nonperiodic functions and their compact support.
The wavelets are perioclizecl as follows: In what follows, the properties of the periodic wavelets will be investigated in detail. Perioclizerl wavelet bases are not generated in quite the same way as the nonperiodic versions. In the nonperiorlic case, bases are generated by repeated translation and dilation of the mother functions; but this approach is not possible in the periodic case because periorlization does not coinmute with dilation. Therefore, the wavelet must be first dilated, then periodized. -4lthough proof can be shown for the general case, we shall instead show that the elements in V, for j 5 O are all constant functions. If dilation coinmuted with periodization, this would not be true.
3-
Proposition. For
j 5 0 , p j , k = 2 2 . Proof. Since PERIODIZED DAUBECHIES WAVELETS b = 2f c p ( 2 j z -(2 + -) -k ) .
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Letting y = 2 j s and summing over I , we obtain 0 that the new functions form an orthonormal basis for L2[0, 11. Proposition. { p j ,~ : j 2 0,O 5 k < 2 j ) forms m orthonormal basis for L2[0, 11. Definition:. (f, g ) = J f(z)g(z)dz, the standard L2 inner product.
P~o o f . We begin by showing that
The most important property to be carried over to the periodized case is, of course, 
11.
Clearly differences exist between the properties of the periodic case and the nonperiodic case. While they are both inultiresolution spaces, the basis functions in the nonperiodic rase are all forxiied by translations and dilations of the mother scaling function, 9, while in the periodic case it is often impossible to derive @ j + l from $ j (for example, consider i ; l and Go; the latter is a constant function and thus unable to represent the former). It turns out, however, that there is no relation between + j + l and $ j for very small j only. For j suitably large, the periodic case actually looks exactly the same as the nonperiodic case. This result is formalized as follows.
Proposition. For j 2 log,(N -I), $ j , o = vj,o, where + is extended to R .by setting it to 0 away from the m i t interval.
Thus, for large enough j the periodization thein around" the edges of the domain. This is 7 will af€ect the functions only by "wrapping also a strong argument for using the scalingfunctions as trial-and-test functions when using periodized wavelets. By choosing j well, calculations can be performed as in the nonperiodic case; if desired, a multiresolution can then be performed easily. Calculations will not be so simple if 9 0 @iz1 J%k is used as a test space, because, for low IC, the basis for J%k is not equivalent to the basis for W k . U j E N 5 is dense in L2[0, 1 1 which is dense in C(T), continuous functions of period 1 on the unit interval, Finally, by the boundedness of Pj, the theorem follows. These results suggest that wavelets should do a better job at pointwise approximation, especially for continuous functions. In Figures 1-4 D6 discrete wavelet approximation and against a 16-term discrete Fourier interpolation. These figures clearly show that for the C" pulse function, the wavelets provide a much closer pointwise approximation. In fact, the only significant overshoot by the wavelets is at the base of the pulse. In contrast, the Fourier approximation shows a considerable amount of aliasing spread over the entire domain. Overshoot on the step function is confined to a neighborhood of the discontinuity. It is possible to resolve this inaccuracy with the wavelet techniques while maintaining a low number of approximating terms by continuing to take coarse approximations away from the discontinuity and projecting onto a finer scale in a neighborhood of the discontinuity. From these graphs we conclude that the finite-term wavelet functional interpolation is superior to its Fourier counterpart in approximating functions that contain a great deal of local information; moreover, it is better able to capture function discontinuities. 
FIGURE 4. V, wavelet approximation to S(z)
To measure the error to which a truncated projection will approximate a desired function, we shall estimate its convergence. The natural choice of norms with which to measure convergence is the Sobolev norms. Figures 5 and 6 show the L2 difference of P ( z ) and S(z) at dyadic points with their wavelet and Fourier approximations, as a function of the number of interpolants. The curves show that the convergence rates are of the same order. Figure 5 also shows that for a lesser number of terms the two methods are comparable in capturing the features of a smooth pulse in the Lz, but as the number of terms is increased, the Fourier method supersedes the wavelet method. Figure 6 shows that the Fourier method is marginally better than the wavelet method for the step function. The change in the slope of Figure 5 is due to the spectral shape of P ( x ) : it is exponentially decaying whilst the step function has a spectrum that decays monotonically. As is well known, if the spectrum of a function has a finite rate of decay in k then this decay is o1)srrved after S O I~ k,. If the Fourier interpolation is truncated below this threshold, the approximation will be very poor [ll]. In Figure 5 , the Fourier interpolation of P ( z ) 1)ecomes acceptable with Inore than some 64 xnocles. In Figure 5 , however, the Fourier approximation catches up to the monotonic decay of the spectrum of S ( x ) quite quickly. Figures 7 and S show the L1 approximation error. Figure 7 compares the error for the smooth pulse function P( x); the wavelet case shows marginally better characteristics for a small number of interpolants, but the Fourier method is clearly superior for a larger number of mocles. As could have been expected, for the less smooth step function S(z) the situation is the reverse. For a larger number of wavelet interpolants the L1 error is snialler than the Fourier counterpart, as is evident in Figure 8 . Again, once the number of Fourier interpolants is over 64, say, the interpolation is substantially better for the Cinf pulse. For S ( x ) , however, the wavelet interpolation gets progressively better than the Fourier result. to the wavelet case. to the wavelet case.
L2 approximation error for P ( z ) . Dashed curve corresponds
L2 approximation error for S(z). Dayhed curve corresponds
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To summarize, both methods produce comparable approximations to the two illustrative problems presented. For a small number of degrees of freedom, if one is interested in data compression applications, the wavelet method is slightly better than the Fourier method, in particular, for the C" function. If an adequate number of Fourier interpolants is used, the Fourier method is better than the wavelet method. On the other hand, if the problem at hand requires the examination of the L1 error, and the function has algebraic spectral decay, the wavelet method has a slight edge over the Fourier technique. to the wavelet case. First, integration by parts is performed repeatedly on the above integral to obtain where the periodicity of the wavelets has been invoked. By changing variables, we further reduce the equation to From these relations it is clear that any 2-tuple ran be represented by a A: .
To construe-t the eigenvector problem, fix d, then solve for {L!;)()<k<21 by creating a system of 23 horxiogeneous relations in A$ and enough inhomogeneous equations to reduce the dimension of the associated eigenspace to 1. Although we are using the connectioncoefficient method for the nonperiodizecl case, we are computing them for the periodic case (by equivalence), which is where the bouncls on k come into play.
Formation of Homogeneous Relations.
Fix cl, j E N, such that 9 j d ) is well defined. To simplify notation, denote y :
: ; In the above discussion, the integration is over the real line. This linear homogeneous system can be represented as
where 2 = { A $ } o < k < z j . It is worth noting here that connection coefficient for j < log,((N -l)n), then the, if one needs to compute an n-tuple periodic scaling relation can be used to resolve each y j , k into the sum of v j / , k '~ with j ' 2 log,((N -1)n)I Thus, the reduction to the nonperiodic case is a universally applicable method.
Generating Inhomogeneous Relations.
iiioxiient condition then guarantees that 
The linear system formed by the 2 3 homogeneous equations and the above inhomogeneous eqiiations has eigenspace climension equal to 1. Thus, all that remains to specify the system is to calculate &It:
Since A&' = 1 is a previously statecl property of the y , the above relation is used to evaluate recursively &I! for all Z.
The linear system is now complete and fixes the values of Ai. Note that while the scaling relation, which is used to generate the homogeneous relations , exists for periodized wavelets, currently nothing is analogous to the moment condition that may be used to generate the necessary inhomogeneous equations. One possible approach is to use the scaling equation linked with the fact that = {constant functions} for j 5 0 to find additional inhomogeneous relations. Problems arise with relating
however, since dilation does not commute with periodization. While this method could probably be worked out, the periodic case can always be reduced to an equivalent nonperiodic case for which the method is already well defined. Thus, to compute an n-term connection coefficient for periodized wavelets, one need only resolve the terms into V; , for some j 2 log,(N -1)n and apply the above method. This approach takes full advantage of the equivalence of periodic and nonperiodic scaling functions and circumvents the need for a connection coefficient niethocl particular to periodized wavelets. ( j , 1) plane. This is the "regular case" and is shown in Figure 9a .
@;+I ,adz to
Next, consider the case k 2 k'. Let k = k' + a, 0 5 cr 5 N -1. The situation is illustrated in Figure 9b . The index pad is beyond ( j 7 I) = ( K 7 K ) . For convenience identify the following subregions. , the regular part,
wi,l = h j -K -l A j~f ,~~l , the periodic adjustment, and thus
where, throughout this section, we set j" = j -k and E" = E -k. 
I=-a-1
The perioclization is then complete. The result is the vector {sk). This procedure generalizes to the n-tuple case in a straightforward manner.
Useful Connection Coefficient Relations.
We list a number of identities ancl relations that are useful in the manipulation of connection coefficients. Many of these relations appear in [7] and [13] . Except for the operator inversion relationship, most of the inner product relations can easily be derived
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by invoking integration by parts, translation, and change of variables.
Another relation that is very useful in checking the construction and accuracy of 3-tuple matrices is the check-sum procedure: the column sum of a 3-tuple matrix must equal a Lastly, we mention an efficient procedure for the inversion of a first order operator, which exploits the symmetric or skew-symmetric nature of the matrix, C! = faZT, so that the matrix may be diagonalized, R = @DnGjT-A concrete example of operator inversion appears in [13] . In the course of the discussion on approximations to differential operators, qualitative differences between both Inethocls will be briefly explored.
The inos t important difference in the eigenvalue finding strategies is that the numerical accuracy of EC is controlled solely by the accuracy in the calculation of the A's whereas in Table 1 . The eigenvalues of Q o y l calculated using the ES method are plotted as a function of p in Figure loa . The same calculation using the EC expression appears in Figure lob . The eigenvalues found using ES are complex conjugate, those found using EC are not. The computation was performed in double precision using a standard eigenvalue solver from L-APACE;. Four sets are plotted: in increasing magnitude, they correspond to p = 4,s) 6,7. Regarding these figures, one can make three important observations. First, the imaginary The spectrum of the skew-symmetric operator & is purely imaginary and equal to Zrk, where k E Z. Periodicity will lead to the eigenvalue 0 having multiplicity 2. Table 2 shows the magnitude of the imaginary part of the first few EC eigenvalues, divided by 27r, as Parenthetically, we remark that with p = 6 we can go as far k = 11 for which A11 = 10.8 while retaining at least one digit of accuracy. In the case p = 8 we can go as far as k = 36 for which A 7 6 = 33.5.
We examiner1 the dependence of the eigenvalue convergence on both the resolution p am1 the order D-V. We did this by examining the imaginary part of several eigenvalues. We found that the rate of convergence was almost exactly 2-1'. while the dependence of the rate of convergent-e on DL'V was essentially quadratic. Table 2 and Table 3 illustrate the above-mentionet1 rates of convergence.
For the ES method we found that when p increases beyond T, the eigenvalues trace the same figure as when smaller values of p are used; however, while the real part was strictly positive for p 5 i . the real part can be strictly positive for p 2 8. We did not try cases beyond p = 9. When the same calculation is performed in single-precision arithmetic, the same sign reversal of the real part occurred for the same values of p . The outcome is shown in Figure lla boundary conditions with this condition removed. The effect of removing the periodicity terms in the operator matrix changes the pattern in the graphs of the eigenvalues, however, reversal still occurs. Qualitatively, we find the same type of behavior in higher odd-ordered differential opperiodic boundary conditions. The reversal in the eigenvalues as a function of p occurs for p much snialler than in the first derivative calculation. Moreover, we find the rates of convergence very siinilar to those of the first derivative, with the proviso that the basis functions had to be chosen with sufficient smoothness. Finally we consider approximation to even-ordered differential operators. For example, Figure 13a shows the ES spectrum of -$ for periodic boundary conditions for the same values of p. Each eigenvalue ha5 a complex conjugate, for which the imaginary part is slightly higher than machine precision.
The qualitative differences lxtween the ES and EC methods in the calculation of are shown in Figure 1311 .
Again, we found the same rates of convergence as in the odd-ordered cases. Table 4 lists the real part of the eigenvalues as a function of p , as given by the EC method.
Using the eigenvalue data corresponding to the three differential operators, we have also been able to assess numerically the size of the largest eigenvalues. This is a useful estimate, for example, in the determination of time stability in numerical schemes for the solution of differential equations. The estimate is that the largest eigenvalue is comparable in size to Fourier spectral approximations; that is, the largest eigenvalue ~/ ( 2 7 r )~' = O ( K " ) , for -'" where n = 1 , 2 , 3 , when K = 2 P is large. For small K this is an overestimate.
erators. Figure 12 shows the ES approximation to the spectrum of the operator d 3 with
This case corresponds to the eigenvalues of fl0J. With single as well as double-precision arithmetic we find that the eigenvalues of C?"" are always complex. Since the size of the real part of the eigenvalues is comparable to machine precision, it was not possible to asertain numerically whether the real part of the spectrum clecreased uniformly to a particular set of values, or zero, as the machine precision and p were increased. Tables of two-tuples and three-tuples will be made available its ASCII files. Information on how to obtain connection coefficients tables will be available after September 1994.
Send inail to wavelets@mcs . an1 . gov.
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