Abstract. Echoes from small reflectors buried in heavy clutter are weak and difficult to distinguish from the medium backscatter. Detection and imaging with sensor arrays in such media requires filtering out the unwanted backscatter and enhancing the echoes from the reflectors that we wish to locate. We consider a filtering and detection approach based on the singular value decomposition of the local cosine transform of the array response matrix. The algorithm is general and can be used for detection and imaging in heavy clutter, but its analysis depends on the model of the cluttered medium. This paper is concerned with the analysis of the algorithm in finely layered random media. We obtain a detailed characterization of the singular values of the transformed array response matrix and justify the systematic approach of the filtering algorithm for detecting and refining the time windows that contain the echoes that are useful in imaging.
1. Introduction. We consider an inverse problem for the scalar wave equation, where the goal is to image small reflectors surrounded by heavy clutter, using an array of sensors that probes the medium with pulses and records the echoes. The clutter is due to numerous inhomogeneities that are encountered in applications such as ground penetrating radar and exploration geophysics. Heavy clutter is an issue when the cumulative scattering effect of the inhomogeneities seriously impedes the imaging process. When the coherent echoes from the reflectors, which are useful in imaging, are overwhelmed by the incoherent wave field backscattered then we are in a heavy clutter situation. of sources and receivers. We denote by x s and x r the location of the sources and receivers, although s and r are indexes running from 1 to N . See Appendix A for a detailed explanation of the notation. The sources probe the medium, one at a time, by sending short pulses f (t) from locations x s , and the receivers at x r record the echoes. The array data is the N × N response matrix P(t) = {P (t, x r , x s )} r,s=1,...,N , t ∈ (0, T ], (1.1) bases lead to fast and stable reconstructions of the traces from filtered (thresholded) coefficients.
Another detection and data filtering method, based on the SVD of the Fourier transformed response matrix in a time window, is considered in [3, 2] for imaging through isotropic, strong clutter. It works with array data that are decorrelated from one receiver to the next, and uses ideas from random matrix theory to assess the medium backscatter.
Our approach (see also [14] ) provides an efficient and systematic way for selecting and refining the time windows with detectable coherent echoes, independent of the correlations of the data across the array.
Detection is based on the behavior of the singular values of the LC transformed P(t) over the frequency bandwidth and over time windows that are progressively refined.
The main result of this paper is a detailed theoretical analysis of the behavior of the singular values of the LC transformed matrix P(t), and a justification of the detection approach in randomly layered media.
The algorithm, however, works in general clutter as shown with extensive numerical simulations in [14] . It is only the analysis of the algorithm that depends on the model of the medium. The randomly layered media considered here are of special interest because they, in fact, produce stronger backscattering than general, mostly isotropic clutter. For example, the concept of transport mean free path that quantifies the scattering effect of general clutter does not apply to randomly layered media. This is because of the wave localization phenomenon. Even small wave speed fluctuations in layered media can cause wave localization [34, 30] , which means that all of the incident energy is reflected back and does not reach beyond some depth [34, 1, 22] .
Our analysis does not address additive, instrument noise. We consider additive noise in the numerical study presented in [14] . In particular, we compare there the effects of strong additive noise and clutter backscatter. We observe that additive noise is much easier to mitigate than clutter effects. We also show that the detection and filtering algorithm based on the LC transform deals equally well with instrument noise and clutter backscatter. Naturally, the distribution of the singular values of the LC transformed response matrix is affected by the strength of the additive noise. If the noise is weak, the spectrum is a small perturbation of the noiseless one analyzed in this paper. The analysis does not apply to strong additive noise regimes, where the distribution of the singular values approaches that of the Wigner quarter circle law [3, 14] , characteristic of random symmetric matrices with uncorrelated entries [26, 32] .
The paper is organized as follows: We begin in section 2 with the formulation of the problem and the discrete LC transform used in the detection algorithm in [14] . In section 3 we present numerical results. The analysis is in sections 4-6. We end with a summary in section 7.
2. Formulation of the problem. The array imaging setup is in figure 1.1, with a small scatterer buried in a finely layered medium. We refer to appendix A for a detailed explanation of the notation used in the paper. We consider the system of coordinates with z axis orthogonal to the layers, and let the layering be confined to the half space z < 0. The array is on the top surface z = 0, and we assume for simplicity that it is linear, along the unit vector e ∈ R 2 , x r = x r (e, 0), 0 ≤ x r ≤ a, r = 1, 2, . . . N, where a is the array aperture. We have a reflector centered at y ⋆ = (y ⋆ , z ⋆ ), with z ⋆ < 0, and we assume that its support S is very small, point-like.
The problem is twofold: (1) Detect the small reflector from the N × N response matrix P(t) dominated by the layer echoes. (2) Filter out the layer echoes so as to image mainly its support S.
We address both questions using the LC transform of P(t) described next.
2.1. The LC transformed response matrix. The LC transform [19, 25] on a binary tree decomposes 
with frequencies
The union of F The discrete cosine bases used in the numerical simulations are obtained from (2.3) by discretizing the time t at time intervals δ T that are much smaller than the width of the pulse f (t). The number N T = T /δ T * In [25] , the partition is done on intervals in R delimited by half integer points. Here we scale the intervals by time δ T and absorb the 1/2δ T shift of the partition points in the t variable. of time samples is a power of 2, and the frequency index n in (2.4) is restricted by [25, Section 8.5 .2]
Then, the frequencies sample the same bandwidth w n ∈ (0, π/δ T ) at all tree levels, but the sampling rate changes with d,
The LC transform of the response matrix at a given level d ≥ 0 is given by
It is a real and symmetric N × N matrix for all j = 0, 1, . . . 2 d − 1 and n = 0, 1, . . .
The detection algorithm is based on the behavior of the singular values {σ q (t j , w n )} q=1,...N of P(t j , w n ), across frequencies {w n } n=0,...NT /2 d −1 , and in time windows indexed by t j [14] .
3. Numerical simulations. We present in this section two dimensional numerical results. We begin with the numerical setup and an illustration of the strong clutter impediment to the imaging process. Then, we show the behavior of the singular values of the LC transformed response matrix (2.6) and explain briefly the detection and imaging approach introduced in [14] .
3.1. Numerical setup. The schematic of the setup is on the left in figure 3.1. The array has N = 79 sources and receivers. We choose the simulation parameters in a regime that is close to that encountered in exploration geophysics [34] , but modified so as to articulate better the effects of the filtering algorithm. The sources in the array emit pulses f (t), given by the derivative of a Gaussian, with bandwidth 2.5 − 15.5Hz, at 6dB. The reference wavelength is λ o = 100m calculated at frequency ω o /(2π) = 10Hz, and the array sensors are at distance λ o /2 apart.
We generate the response matrix P(t) by solving with the finite element method described in [4, 5] the acoustic wave equation with a point source at x s . The wave speed is shown in the right plot of figure 3.1. It has the mean value c = 1km/s and the fluctuations are generated with random Fourier series, with Gaussian correlation function and correlation length ℓ = 2m. We have a small reflector buried in the layered medium, at depth 75λ o and cross-range 15λ o . We model it as an acoustic soft scatterer, by setting the pressure P to zero at its boundary ∂S. The support S is a disk of diameter λ o . The cumulative effect of the layers consists of strong backscattered waves that overwhelm the echoes from the small reflector that we wish to image. This can be seen from the time traces plotted on the left in figure 3.2, and from the Kirchhoff migration image shown on the right. The image is computed using (1.2) with round trip travel times τ ( x s , y, x r ) = (| x s − y| + | y − x r |) /c. [8, 22, 1] .
3.2. The SVD of the LC transformed response matrix. We compute the discrete LC transform of P(t) with the Wavelab 850 Matlab package [21] , with windows defined by the option "Sine". The traces are discretized on a uniform time mesh with N t = 2 10 points, in the time interval t + T o ∈ [6, 20]s, with
T o = 6s. We take a binary tree with maximum depth 6 (i.e. 0 ≤ d ≤ 6).
There is no time windowing at root level d = 0, and we plot in figure 3.3 the singular values σ q (t 0 , w n ), for q = 1, . . . , 10. If the clutter were weak, the coherent echoes from S would have dominated the data traces † and we would have seen one or two large singular values separated from those associated with the clutter. However, in our case the clutter is strong, and the backscattered field obscures the coherent echoes.
We obtain a cluster of singular values that fluctuate rapidly across the bandwidth.
Next, we plot in figure 3 .4 the singular values σ q (t j , w n ) at level d = 3 in the tree. Note that when we follow the pattern of σ q (t j , w n ), starting with the first window at j = 0, the singular values remain tightly clustered, uniformly in the bandwidth, until we reach the index j = 5. This is the window that contains the coherent echoes from the reflector in S, and it is distinguished from the others by one (arguably two)
anomalous singular values at the lower frequencies. By anomaly we mean that at the lower frequencies the largest singular value is well separated from the rest, and its variation with the frequency differs from the others. The anomaly persists in the next window, which contains the reverberations between the small reflector and the layers, and then it disappears in the last window. † See section 6 for the analysis of the SVD of the coherent part of P. Now, let us look at the behavior of the singular values as we progress from one tree level to the next.
The bottom plots in figure 3.5 show that in the windows that contain pure clutter echoes, the singular values remain clustered uniformly over the bandwidth, and as we progress from one tree level to another. Contrast this with the top plots in figure 3 .5, which show the persistent anomalous behavior of the largest singular value, at the lower frequencies, in the windows that contain the echoes from S. Our approach uses such persistent behavior to detect and refine systematically the time windows containing the coherent echoes [14] .
3.3. Time window selection. To detect the coherent echoes, we look for anomalies in the clustering of the largest singular values across the frequency band, as described here briefly. More details are in [14] .
The basic idea is to introduce a "metric" that quantifies the clustering of the singular values in any given time window. With this metric, the window selection is done in a sequence of steps:
Step1. The setup: Let d be any given level in the binary tree and let σ q (t j , w n ) be the singular values of the LC transformed response matrix P(t j , w n ), for all j = 0, 1, . . . by n = 0, 1, . . . N B − 1.
Step 2. The clustering metric: Form the matrix S(t j ) ∈ R Q×NB with components
The rows of this matrix are the largest singular values normalized by their maximum in the bandwidth B.
Calculate the singular values γ q (t j ) of S(t j ) ∈ R Q×NB , for q = 1, . . . , min{Q, N B }, and define the clustering metric
Step 3 In the time windows with the largest singular values clustered uniformly in the frequency band B, the rows of matrix S(t j ) are almost the same and (3.2) is small. That is to say, S(t j ) is almost rank one. However, when there are detectable anomalies of a few largest singular values, there is a significant second component in the row space, and (3.2) is large. This is why we use the clustering metric (3.2) to detect the windows with coherent echoes. The detection starts at some tree level d, and it continues at deeper levels > d by looking at the children of the previously selected time windows.
We plot in figure 3.6 the clustering metric m(t j ) for Q = 10 and B given by the lower fifth of the frequency band (0, π/δ T ). We choose this band because it is at the lower frequencies that we can expect to detect the coherent echoes. The medium backscatter dominates the data at the higher frequencies. If we start the detection at tree level d = 3, our criterion says that we should select the window indexed by t 5 . Then, at the next level d = 4, we must choose among the two children of this window, indexed by t 10 and t 11 .
The second plot in figure 3 .6 says that we should choose the window indexed by t 11 . Proceeding this way, we select the window indexed by t 23 at level d = 5 and the window indexed by t 47 at level d = 6. These are precisely the windows considered in the top line of figure 3.5. The detection becomes ambiguous at deeper levels, and so it should because: (1) the widow support at tree level d = 6 is already small, comparable to the pulse width and (2) we have too few frequency samples in the bandwidth to carry on the detection.
Data filtering for imaging.
Our approach filters the traces at a given tree level d, by setting to zero the LC coefficients P(t j , w n ) in all the windows t j , except those where the largest singular values exhibit an anomalous behavior over the frequencies [14] . The filtered traces QP(t) are then reconstructed from these LC coefficients. We show in the top row of figure 3.7 the Kirchhoff migration image formed with such filtered traces, at levels d = 3, . . . , 6. We also show in the bottom row the images obtained from the further filtered traces Q QP(t). The additional filter Q amounts to projecting P(t j , w n ) on the space of low rank matrices with singular vectors given by the leading ones of P(t j , w n ), at the frequencies w n in the lower fifth of the bandwidth. At the higher frequencies we set P(t j , w n ) = 0.
We note that as we refine the time windows, we localize better and better the small reflector that was obscured by the layers in the image in figure 3.2.
4. Analysis setup. Our goal in the analysis is to explain qualitatively the behavior of the singular values of the LC transformed response matrix illustrated in section 3.2, which is at the core of our detection and data filtering approach. Here we give the mathematical model of the response matrix and the asymptotic regime of separation of scales used in the analysis. The SVD analysis of the LC transformed matrix is in sections 5 and 6.
Mathematical model of the LC transformed array data.
The model of the array data P rs (t) = P (t, x r , x s ) is based on the scalar wave equation
with a point source at x s = (x s e, 0) emitting downward the pulse f (t). The wave speed V ( x) satisfies
Here µ is a dimensionless, zero mean random function with integrable correlation function. The process is normalized so that
with ℓ the correlation length of the fluctuations, and we control its intensity
by adjusting the parameter σ.
4.1.1. Model of the array data. The pressure P rs (t) recorded at the array consists of the direct arrival of the waves from x s to x r , and the scattered field. We assume hereafter that the direct arrival has been removed by tapering the data for t ≤ | x r − x s |/c. The scattered field observed at times
consists of the unwanted echoes N (t, x r , x s ) from the layers,
Around time τ C ,
where C(t, x r , x s ) is the transmitted field from the source at x s to the reflector at y ⋆ and then back to the array at x r . We refer to it as the coherent field, although it is random [22, Chapter 8] . If this field were strong enough, the Kirchhoff migration imaging method would image the small reflector well, without any data filtering [12] . Here C is overwhelmed by the medium backscatter N .
At later times than τ C , the model of P rs (t) is more complicated than (4.7), because it includes reverberations between the source and the layered medium. However, for the analysis in this paper it is sufficient to look at the two cases t < τ C and t ≈ τ C .
4.1.2.
Model of the layer echoes. The incoherent backscattered field N (t, x r , x s ) can be written as a superposition of up going plane waves
This amounts to Fourier transforming the wave equation in t and x ∈ R 2 , and letting ω and ωK be the dual variables to t and x, respectively. We obtain a one dimensional Helmholtz equation for plane waves traveling 
In model (4.8) of the layer echoes we evaluate the reflection coefficient at the measurement surface z = 0.
Model of the coherent echoes.
The coherent echoes C(t, x r , x s ) can be modeled by
where ⋆ t denotes time convolution, P i (t, y ⋆ , x s ) is the "incident" pressure field impinging on the reflector at y ⋆ , and G is the causal Green's function of the wave equation in the layered medium. If there were no random fluctuations, the incident pressure field would be
where we let y ⋆ = (y ⋆ , z ⋆ ), and assumed a short pulse f (t) to make the approximation. We would observe the pulse f ′ centered at travel time | y ⋆ − x s |/c, and the amplitude change due to geometrical spreading. In the random medium we have 
We have pulse spreading due to the convolution of f with the Gaussian kernel
and a small random arrival time shift δτ ( y ⋆ , x s ). Here small means that δτ is comparable to the pulse width.
The spread is proportional to t ps , a parameter with units of time that depends on z ⋆ and the correlation length ℓ, and it is more pronounced for waves propagating at shallow angles θ( x s ).
In the frequency domain, (4.13) becomes
where G ODA is like a Green's function. It gives approximately the transmitted wave field at y ⋆ when the source at x s emits an impulse δ(t). The second factor in the convolution in (4.10), which models transmission from y ⋆ to x r is similar to (4.15), by reciprocity. We obtain the following model of the coherent echoes
4.2. Scaling and the asymptotic regime. Our theoretical study of the spectral decomposition of the LC transformed P(t) is in an asymptotic regime of separation of scales that we now describe. It may be motivated by applications in exploration geophysics [34] , where the waves penetrate to depths L = 5 − 10km that are much larger than the reference wavelength λ o ∼ 100m of the probing pulses, and the medium has strong fluctuations on a much shorter scale ℓ = 2 − 3m. Such a regime has been used in the numerical simulations in section 3.
Let L be the reference, order one length scale. This implies that the time window [0, T ] over which the data P(t) is recorded is order one, as well. To model the separation of scales, we introduce the small parameter ε ≪ 1 given by the ratio of the pulse width and T . Specifically, we let f ε (t) be the scaled pulse
with Fourier transform
Here f (t) is the carrier pulse and the scaling says that f ε (t) is supported at high frequencies of order ε −1 .
Equivalently, the reference wavelength λ ε o satisfies λ ε o ∼ εL. The correlation length is much smaller than λ ε o . We rename it ℓ ε and we assume that it satisfies
The strength of the fluctuations is σ ∼ 1.
It remains to specify the aperture a and the distribution of the sensors in the linear array. We take 20) with spacing ε∆ x ∼ λ ε o , and let a be order one, so that the number N of sensors is large,
The asymptotic regime (4.19) has been used extensively in studies of waves in randomly layered media [1, 22] . It is interesting because it considers strong fluctuations that arise in important applications. Waves penetrate to large depths in media with strong fluctuations when they interact weakly with the layers, over distances comparable to the wavelength (i.e., when
o the cumulative effect of the layers gives significant echoes at the array. In particular, by scaling the amplitude of the pulse with ε 1/2 in (4.18) we obtain an order one intensity of the backscattered waves [22,
There are other scaling regimes that give significant backscattering. For example, the theory extends almost identically to the weakly heterogeneous [22, Section 18 .1] regime with λ
There is only one essential difference. The waves interact more efficiently with the fluctuations in the weakly heterogeneous regime, because λ ε o ∼ ℓ ε , and the asymptotic results depend on the specific correlation function of the random fluctuations [22] . In our case, the waves do not see the small scales in detail because λ
and the fluctuations take the canonical form of white noise as ε → 0, independent of the detailed structure of the random process µ.
Statistics of the reflection coefficient.
Our analysis in section 5 is based on the statistics of the reflection coefficients
in the asymptotic limit ε → 0, which we now summarize from [22, Section 14.3] . First, let us note from (4.9), with ω replaced by ω/ε, that R ε (ω, K, 0) satisfies a Riccati equation driven by the random process
with rescaled correlation length l of order one. In the limit ε → 0, we have by the central limit theorem that 24) where W (z) is standard Brownian motion and the convergence is weak, in distribution. As we already mentioned in section 4.2, the fluctuations of the wave speed take the canonical form of white noise as ε → 0, and the statistics of the reflection coefficients are analyzed using the white noise (diffusion) limit Theorem 6.5 in [22] . The relevant results for our purpose are summarized from [22, Section 14.3] in the following lemma. 
as ε → 0, where δ pq is the Kronecker delta symbol, the bar denotes complex conjugate, and 
Scaling in the LC transform.
In the analysis we consider a depth d in the LC transform binary tree that gives time intervals
Here ∆ T is order one, and γ = 1 means basically no time segmentation (∆T d ∼ T ). The other extreme is γ = 0, where the windows are as narrow as the pulse (∆T d = ε∆ T ). We take γ ∈ (0, 1) to ensure that the time windows are wider than the pulse, and still have time segmentation taken into account in the analysis.
Since the emitted pulse has high frequencies of order ε −1 , it is not difficult to show that the LC transform of the response matrix P(t) is supported at order ε −1 frequencies, as well. Therefore, we rewrite the LC coefficients (2.6) as
where t j indicates the location of the window and we drop the index n of the frequencies for simplicity of notation. The expression
follows by direct calculation from (4.29), with ℜ denoting the real part.
5. Spectral analysis prior to the coherent arrivals. Prior to the coherent arrival time τ C , the response matrix consists of pure layer echoes, and its LC transform follows from (4.6), (4.8) and (4.30). It is a real symmetric Toeplitz matrix
defined by sequence
Since in our scaling N ∼ ε −1 ≫ 1, we can use the results in [24, 23, 15 ] to characterize its spectrum in terms of its symbol Q ε tj (ξ, w) given by [24, 23] 
for all fixed positive integers p. In our setup N is large, but it depends on the same parameter ε as the symbol Q ε tj (ξ, w). Therefore, we write that 
We also have from [15, Theorem 4.5] that when Q ε tj (ξ, w) vanishes at least at one point ξ ∈ [−π, π), which happens in our case, there is an accumulation of the singular values at zero,
The distribution of the eigenvalues (singular values) is given approximately by Szegö's first limit theorem 
for any continuous function g. We analyze next the symbol Q ε tj (t j , w), and then use approximations (5.8) and (5.9) to study the spectrum of the LC transformed matrix.
Analysis of the symbol.
We derive here a simpler expression of the symbol Q ε tj (ξ, w), which allows us to relate it to the random reflection coefficients R ε of the waves at specific slowness moduli. We begin with the following result.
The proof is in appendix B, but the result can be understood as follows. We see from (5.2) and ( 
sin ξ+(w−ε γ h)∆xK·e 2 which in the limit N → ∞ acts as an approximate periodic delta distribution
for q ∈ Z. Write then the K integral in (5.2) in polar coordinates (K, θ), with slowness modulus K ∈ (0, 1/c) and θ ∈ [0, 2π), so that K · e = K cos θ. The proposition says that we can collapse the θ integral using the asymptotic limit of the Dirichlet kernel, to obtain (5.10).
Using Proposition 5.1, we can write a simpler expression of the symbol, as proved in appendix C. The result is due to the rapid decorrelation of the random reflection coefficients R ε over slowness moduli, as summarized in section 4.3. 12) and assuming that K q,ξ is finite, and not of order ≤ ε. Here the approximation is in mean square sense, and therefore with high probability.
Theorem 5.2. The symbol is given by
This result says that the symbol Q ε tj (ξ, w) is determined by the reflection coefficient R ε of waves with slowness moduli K ≈ K ε q,ξ (h), the poles of the terms in (5.10). These are plane waves with slowness vectors along the direction e of the array. In the setup of our numerical simulations, depending on the frequency w, we have between one and three terms in the sum over q, so we may think of the symbol as being determined The frequency sampling in LCT is given by (2.5), and it becomes in our scaling
Furthermore, this can be approximated (in mean square sense) by restricting the integral over
Thus, the scaled frequency is sampled at rate ∆ w that is much larger than order ε, and the symbols Q 
for at least one pair of indexes q, q ′ in the sum in (5.11). Because ξ, ξ ′ ∈ [−π, π), equation (5.14) holds if we also get correlations for ξ and ξ ′ in order ε vicinities of the ends ±π of the interval containing them. In any case, it is because of such rapid decorrelations of the symbol Q ε tj (ξ, w) over ξ that we expect to obtain statistically stable estimates of the distribution (5.8) of the eigenvalues over properly chosen intervals [α, β], as we discuss later.
Gaussian statistics.
It is shown in [22, Section 9.3.4 ] that the backscattered field N , observed around a fixed time t, converges in distribution to a Gaussian process, as ε → 0. Given our representation of the symbol Q ε tj (ξ, w) in terms of R ε , it is not surprising that we obtain the following result.
Theorem 5.4. The symbol Q ε tj (ξ, w) converges in distribution to a Gaussian random variable Q tj (ξ, w) as ε → 0, for any fixed frequency w and ξ ∈ [−π, π). The limit has mean zero and variance where V 1 is given by (4.26) evaluated at p = 1, and
The proof is in appendix D and it consists of showing that the moments of Q ε tj (ξ, w) converge to those of the Gaussian variable Q tj (ξ, w), as ε → 0.
5.5.
The energy of the LC transformed matrix. Now that we know the limiting statistics of the symbol Q ε tj (ξ, w), we can estimate the energy of the LC transformed response matrix using Szegö's limit result (5.9). Specifically, we can compute the energy of P ε (t j , w)
where · F is the Frobenius norm.
We show in the left plot of figure 5.1 the theoretical prediction of the energy as a function of w, in time windows t 0 , t 1 and t 3 , at tree level d = 3. We compute it using (5.16) in the right hand side of (5.17), with the parameters defined in our numerical simulations in section 3. We plot with the solid blue line the predicted energy at t 0 , normalized by its maximum. The red dash-dot line and the black dash line show the energy at times t 1 and t 3 , normalized by the maximum energy at t 0 . Note the shift of energy toward the lower frequencies and the overall decay as the time progresses. This is a manifestation of the wave localization phenomenon, which does not allow the waves at the higher frequencies to penetrate to large depths. When the observation time grows, we receive waves that come from deeper depths, and the energy shifts toward the lower frequencies.
In the right picture in figure 5 .1 we show the numerical estimate of (5.17). We obtain it by smoothing the computed Frobenius norm as follows. We interpret
F as a discrete signal and Fourier transform it in the w variable. Then, we zero all the Fourier coefficients except at the lowest three "frequencies". The numerical estimate shown in figure 5.1 is given by the inverse Fourier transform of the filtered coefficients. We note that although the numerical and theoretical estimates are not identical, the theory captures correctly Because of the decorrelation properties of the symbol over ξ, we expect that when N is large enough, 
F is very small, of order ε. In our simulations N is not that large, and it is related to the asymptotic parameter ε. This is why we do not observe the self-averaging of the energy in figure 5.2.
The computed Frobenius norm
F is shown with the solid blue line, and the smooth numerical estimate used in figure 5 .1 is shown with the black dash line. However, we do have the rapid decorrelation of the symbol over the frequencies, and when we average
F over twenty frequencies around w, we obtain the red dash-dot line that is very similar to the smoothed black dash curve. See also figure 5 .3, where we show the local averages over ten and twenty frequencies of the Frobenius norm of the LC transformed matrix in the time window indexed by t 1 , at tree level d = 3. We see there that it is not enough to average over ten frequencies to kill all the fluctuations (see the spurious peak of the black dashed curve around the frequency 10Hz). When we average over 20 frequencies around each w, we get the smoother red dashed curve that is similar to the theoretical prediction in figure 5.1. Similar to what we said in section 5.5, we expect that the distribution stabilizes for large enough N , i.e., it approaches its statistical mean. We show in the left column in figure 5 .5 the numerical estimate of the distribution at the same two frequencies as in figure 5 .4. We note that at the lower frequency the distribution is qualitatively similar to the theoretical one, and smoothing by local frequency averaging is not essential.
At the higher frequencies, the numerically estimated distribution is not similar to the theoretical prediction, but the results improve when averaging locally over twenty frequencies (the bottom right plot in figure 5 .5).
6. Detection of the coherent echoes. The LC transform of the response matrix in time windows with t j ≈ τ C follows from (4.7) and (4.30),
where C ε is the LC transform of the coherent matrix (4.16). Because our time windows are much broader than the pulse, we can write
Here we assume that the coherent arrivals are well contained in the window χ, to extend the integral to the entire real line. This is consistent with our assumption in (5.13) that the time window is much larger than the pulse width. Thus, we have approximately
To state the result that justifies the detection of the coherent echoes, we denote by λ p (t j , w) and λ C p (t j , w) the eigenvalues of P ε (t j , w) and C ε (t j , w), and suppose that they are in decreasing order. Recall from section 5.1 that λ D p (t j , w) are the eigenvalues of the Toeplitz matrix D ε r−s (t j , w) containing the layer echoes. Since t j and w are fixed here, we drop them from the arguments of the eigenvalues for simplicity of notation. We have the following result proved in appendix E. 
In all three cases, the largest in magnitude of the remaining eigenvalues cannot be distinguished from those of the matrix D ε (t j , w) of pure layer echoes.
The interlacing relations in this theorem say that we can hope to detect the coherent echoes when the spectral norm of C ε (t j , w) is large enough
By (6.2), the amplitudes of the entries in C ε (t j , w) are related to the amplitudes of G ε ODA , which decay exponentially with w 2 , as explained in section 4.1.3. The decay means that the coherent waves lose energy to the incoherent ones, backscattered by the layers. The spectral norm (6.6) is very small at the high frequencies, and relations (6.3)-(6.5) say that the eigenvalues of P ε (t j , w) cannot be distinguished from those of the Toeplitz matrix D ε (t j , w) of pure layer echoes. It is only at the low frequencies, where (6.6) is large enough, that we get a significant perturbation of the eigenvalues, as seen in the top row plots in figure 3.5.
Summary. Sensor array imaging of remote reflectors embedded in heterogeneous (cluttered), strongly
scattering media is difficult because the useful coherent echoes are overwhelmed by the medium backscatter.
Coherent imaging in such environments can work only if we pre-process the data with filters that tend to suppress the clutter backscatter and enhance the coherent arrivals. The question is how to design such filters when we have no prior information about the location of the reflectors and the scattering medium. The only implicit assumption is that the reflectors that we wish to find have different scattering properties than the clutter, so that the question of imaging them makes sense.
In this paper we analyze in detail a new detection and filtering approach. It requires the array response matrix P(t) obtained by emitting pulses from the array, one source at a time, and recording the echoes at the receivers over a time window t ∈ (0, T ]. The entries (traces) in this matrix are dominated by the "noise-like" medium backscatter and the detection of the weak but coherent echoes embedded in them is based on a spectral analysis of the local cosine (LC) transform P(t j , w n ) of P(t). We use the LC transform to decompose the traces in orthonormal bases given by smooth time windows indexed by t j and modulated by cosine functions that oscillate at frequency samples w n in the bandwidth. The wider the time windows, the finer the frequency sampling.
Our approach is a systematic method for selecting the time windows that contain detectable coherent echoes, based on the behavior of the singular values of P(t j , w n ) over the frequencies w n and in progressively refined time windows. We use the LC transform on binary trees, so that the time refinement consists of splitting each window in two equal parts. The key observation is that in the time windows that contain pure backscatter from clutter, the largest singular values are clustered together and have a similar behavior across the frequency band. It is only in the time windows that contain detectable coherent echoes that the largest singular values exhibit an anomalous behavior, especially at the lower frequencies. Our method identifies the time windows of interest by detecting anomalies in the behavior of the largest singular values of P(t j , w n ).
Once such windows are identified at a given time segmentation (level in the binary tree), we refine them by studying the spectrum of the LC transformed matrix of responses in the two sub-windows corresponding to the children nodes at the next level in the tree. Proceeding this way we have a systematic selection of smaller and smaller time windows that contain the coherent echoes that are useful in imaging.
The filtering of the data involves three steps: (1) Setting to zero the LC coefficients in all the windows except the selected ones, at the deepest level in the tree (i.e., the finest time segmentation). (2) Projecting the LC transformed response matrix to the subspace of low rank matrices with singular vectors corresponding to the largest anomalous singular values. This projection is done in the lower frequency sub-band where such anomalies can be detected. The LC coefficients are set to zero in the remainder of the bandwidth. (3) The inverse LC transform of the filtered LC coefficients gives the filtered data.
The detection and filtering algorithm considered in this paper is general in the sense that it applies to many different types of cluttered media. We refer to [14] , where the algorithm is presented in more detail and results are presented for various types of clutter. The focus of this paper is on the analysis of the algorithm, which depends on the model of the clutter. We consider finely layered media for two reasons:
(1) The layered media are among the most strongly backscattering ones. For example, phenomena such as wave localization occur even when the wave fluctuations due to layering are weak [34, 1, 22] . (2) The LC transformed response matrix of layer backscatter is Toeplitz and symmetric, and we can relate the singular values to its symbol. We show here how the symbol is related to the reflection coefficient of the layered medium (the kernel of P(t)) and then use the theory of waves in randomly layered media [1, 22] to obtain a detailed analysis of the spectrum of P(t j , w n ) in the time windows that contain only layer echoes. In the windows that contain coherent echoes, P(t j , w n ) is a low rank perturbation of the Toeplitz one, and we can bound the largest singular values away from those due to clutter, providing therefore justification for our detection and filtering approach. The detection is successful when the time window is narrow enough so the coherent wave energy is not completely overwhelmed by the backscatter (i.e., the coherent echoes are detectable at the lower frequencies), and yet wider than the pulse width.
The analysis of detection and filtering in general (not layered) clutter is left for another publication.
D q (t j , w n ) and the singular values by σ D q (t j , w n ). We use the Szegö theory to relate them to the symbol Q ε tj (ξ, w) of the Toeplitz matrix. This symbol is defined as the discrete Fourier transform of D q (t j , w n ), in the index q. The symbol is indexed by t j , which determines the time window, the frequency w n , and ξ, the dual of q in the Fourier transform.
The eigenvalues and singular values of the coherent part of the LC transformed response matrix are denoted 24 by λ C q (t j , w n ) and σ C q (t j , w n ), respectively.
• The time window selection: Our criterium for selecting automatically the time windows indexed by t j , at a fixed tree level d, is based on a metric m(t j ). To calculate this metric, we form the matrix S(t j ) with rows defined by the values of the largest Q singular values σ q (t j , w n ) of the LC transformed matrix P(t j , w n ). The rows are indexed by q = 1, . . . , Q and the columns by the index n of the frequencies. The metric m(t j ) is defined as the ratio γ 2 (t j )/γ 1 (t j ) of the second and first largest singular values of S(t j ).
Appendix B. Proof of Proposition 5.1. Let us write the symbol (5.3) in the form
where
Proposition 5.1 follows from the following lemma and the integrability of | χ|.
Lemma B.1. We have
and the residual E ε (ξ, w) converges uniformly to zero as ε → 0.
Proof: To simplify the notation, let
and introduce the Dirichlet kernel
In polar coordinates (K, θ), defined so that K · e = K cos(θ), we have
For the inner integral we write
where φ s is a nonnegative smooth function bounded above by φ and satisfying
for a fixed δ > 0. The function φ r = φ − φ s ≥ 0 is the non smooth remainder. Thus, the integral splits naturally in smooth and remainder parts,
To minimize the computations, we design φ s to have the following properties:
du g(u) = 0, and g = φ 1] . Clearly g can be chosen such that φ s is nonnegative.
Step 1. Convergence of the smooth part. It is well known that the Dirichlet kernel converges in distribution to the 2π-periodic Dirac measure. Therefore 1 2π
with remainder E ε s (ξ, w) converging uniformly to 0 as N → ∞. In our case N ∼ ε −1 so the limit is as ε → 0.
The proof of this fact is similar to the proofs of uniform convergence of Fourier series. Let
be the Fourier coefficients, and use the properties of φ s and integration by parts to obtain
Here C is an order one constant and we used the estimate
that follows from the construction of φ s . Explicitly, the construction ensures that φ s (u) ≤ O(δ −1/2 ) and that the first and second derivatives of φ s do not exceed O(δ −3/2 ) and O(δ −5/2 ), respectively. Therefore, 1 2π
for C ′ another order one constant.
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Step 2. Estimate of the non smooth remainder. Using that |R ǫ | ≤ 1, we have
, and therefore
with C an order one constant. The estimate of the remainder becomes
with C ′ and C ′′ order one constants. Here we used that the L 1 norm of the Dirichlet kernel diverges as ln(N ) in the limit N → ∞, i.e., as ε → 0.
Step 3. The final estimate. The triangle inequality gives 
We have
because |φ s | ≤ O(δ −1/2 ) and |R ε | ≤ 1. Moreover, when estimating J ε δ (ξ, w), we note that only the term q = 0 may contribute in the sum, and even then only if |ξ|/∆ ε (w) ≤ O(δ). Otherwise, no slowness magnitude
The constants C ′′′ and C iv in the estimates (B.8) and (B.9) are order one. Finally, (B.6) gives
Putting (B.7)-(B.10) together,
and letting δ = N −1/3 ∼ ε 1/3 , we get
for C yet another order one constant. Finally note that since ∆ ε (w) ≈ w∆ x , and there is a w 2 factor in (B.1), the bound on the residual becomes
and tends uniformly to zero as
Appendix C. Proof of Theorem 5.2. We assume for simplicity that χ is smooth and of compact support. The proof is divided in four steps.
Step 1. The set up. Suppose for the moment that {K q,ξ } ∩ [0, 1/c] ⊆ (0, 1/c), and note that this implies that ξ = 0. The case K q,ξ = 0 is considered at the end. Fix ǫ > 0 and δ > 0 such that ǫ ≪ δ ≪ K q,ξ and recall that
where we have introduced φ(u) :=
1−u 2 to simplify notation. To deal with the singularity at K = K ǫ q,ξ (h), we decompose the inner integral in two parts. The first one is for K that lie δ-close to K 
To evaluate (C.2), we magnify the interval I ǫ q,ξ (h) by performing the change of variables
and using the approximation
Therefore,
We made the second asymptotic equivalence because δ ≫ ε. Then, the total contribution of these terms is
This is the leading term of Q ǫ tj (ξ, w), consisting of the total contribution of the vicinities about the singularities ±1 of the φ-kernel. The remainder is determined by the sum of the terms T q,ξ (h).
Step 2. Estimate of the intensity for the leading term. Let us denote by L ǫ q (ξ, w) the leading term containing T q,ξ (h). It has mean zero and intensity
by the decorrelation of the reflection coefficients over frequency intervals that are larger than O(ε). Now change variables
and use the compact support of χ to obtain |ǫh| = |ǫ γ (h − h ′ )| ≪ 1, and therefore Hereafter we suppose that t j and w are fixed, and we drop them from the arguments. We have
The proof of Theorem 6.1 follows immediately from the eigenvalue bounds [28, Theorem 10.3 .1] (E.7)
When α = 0, the nonzero eigenvalues have the same sign.
Indeed, say that α = 0, so that (E.7) holds. Then take i = j = 1 in (E.5) and i = N − 1, j = 2 in (E.6) to obtain
Relation (6.3) follows from (5.5), which says that λ we take i = j = 1 in (E.5) and i = N , j = 1 in (E.6) to obtain
Similarly, choices i = 1, j = 2 in (E.5) and i = N − 1, j = 1 in (E.6) give
Furthermore, i = N − 2, j = 3 in (E.5) and i = j = 1 in (E.6) give
and so on. This proves Case 2 of Theorem 6.1. Case 3 follows similarly.
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Proof of Lemma E.1. Assuming that α = 0, rewrite (E.4) as
This identity can be checked with a straightforward calculation. Now, there are two cases to consider for characterizing the spectrum of the real, symmetric matrix M.
Case (i): Vectors C and V are orthogonal. Then, M has rank two, with C and V the eigenvectors corresponding to the nonzero eigenvalues MC = λ 1 C,
Case (ii): Vectors C and V are not orthogonal. Here we construct an orthonormal basis {q 1 , . . . , q N } of R N , so that span{q 1 , q 2 } = span{C, V}, by taking
Let Q be the orthogonal matrix in R N ×N with columns q j , for j = 1, . . . , N . Since
we obtain from definition (E.9) of M that
That is to say, M is related via a similarity transformation to matrix
(E.14)
But by our choice of the basis, U has the following block structure 15) so the nonzero eigenvalues of M are the eigenvalues of U ∈ R 2×2 .
Let λ 1 and λ 2 be the eigenvalues of M. We obtain by direct calculation that
and therefore λ 2 ≤ 0 < λ 1 . This proves the case α = 0.
When α = 0, we obtain from (E.4) that
(E.17)
When C and S are orthogonal, then C ε has two nonzero eigenvalues, given by −β C 2 and −β S 2 . If C and S are not orthogonal, we proceed as above and construct an orthonormal basis {q 1 , . . . , q N } of R N , so that C = C q 1 and S ∈ span{q 1 , q 2 }. Then, we obtain the similarity transformation Now we can compute the eigenvalues of the 2 × 2 matrix U λ 1,2 = 1 2
(E. 20) and conclude easily that they are nonnegative. The nonzero eigenvalues of C ε are equal to −β λ 1,2 , and they have the same sign.
