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INTRODUCCION.
El objeto de la presente memoria es el estudlo do 
gunas ecuaciones de evolucion no lineales de la Teorla Clasica 
de Campos. Dichas ecuaciones son la base de posibles modelos de 
partxculas elementales, interpretando estas como regiones del - 
espacio en donde estân localizadas la energia, la carga, etc.
La idea de construir modelos clasicos para partxculas 
elementales es bastante antigua - 4^  . Dos dificultades hay - 
que sobrepasar inicialmente en dicha construccion: primero, ele^  
gir las ecuaciones clasicas que presenten soluciones régulares 
y localizadas, que de aqux en adelante denominaremos ondas solJL 
tarias, y segundo, demostrar la estabilidad frente a perturba- 
clones de estas soluciones.
A principles de la pasada dëcada, M. Soler [gj estu­
dio numéricamente el campo espinorial vj/ de Dirac auJboacoplado 
escalarmente me diant e el termine de cuarto orden ( vp de-
mostrando que el estado fundamental de dicho campo représenta 
una partxcula de spin l/2. La determinaci6n del parSmetro que 
aparece en la fase temporal de dicho estado lo realize M. So­
ler invocando el principle de minima energia, consiguiendo de 
este modo una normali zacion del campo mediante un procedimien 
to totalmente clasico. Los sucesivos estudios realizados con 
este campo espinorial no lineal acoplado con otros campos rl^ 
sicos [6 - 9] f sugieren la identificacion de la onda solitaria 
del campo espinorial con los nucleones.
El acuerdo conseguido en la identificaciôn onda sol^ 
taria-nucleon nos incita a intentar analizar algunos de los - 
problemas que todavia quedan por resolver en la anterior iden­
tificacion. Todos ellos pueden resumirse esencialmente en uno: 
conocer la dinâmica que rige la evolucion de las ondas solita- 
rias del campo espinorialVp . Responder a este problema entrafia 
matemâticamente resolver un sistema de ecuaciones de evolucion 
no lineales, lo que hoy por hoy résulta imposible. Aun la res^ 
lucion numerica del mencionado sistema en el espacio cuadridi- 
mensional de Minkowski implica enormes dificultades. No obstan
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te, dar una respuesta, aunque sea parcial, résulta ineludible 
ri deseamos dar consistencia a la ya mencionada identificacion.
Recientemente un gran numéro de ecuaciones
no lineales de evolucion (principalmente del tipo Klein-Gordon 
con autoacoplo de cuarto orden y de Schrodinger con no line ali. 
dad logarxtmica) han sido estudiadas con vistas a construir nm 
delos para partxculas elementales. En todos estos estudios, la 
metodologxa usada consiste en pasar de situaciones sencillas, 
introducidas mediante hipotesis simplificadoras, a otras mas - 
realistas pero mâs complicadas.
Una de las suposiciones mâs utilizadas es el admitir 
trabajar en un espacio de Minkowski bidimensional. La fecundidad 
de esta suposiciôn radica en el hecho de la existencia de ecua­
ciones de evolucion no lineales involucrando sôxo una variable 
espacial, denominadas completamente intégrales, cuyo problema 
de Cauchy es resoluble analxticamente. Sin embargo, la resolu­
cion se realiza por el denominado método de la transi ormada e^ 
pectral inversa (1ST) el cual no es utilizable para la gran 
yorfa de ecuaciones. Por otra parte, las ondas solitaiias de las 
ecuaciones completamente intégrales, denominadas sol it ones, pr^ 
sentan la propiedad de no sufrir cambio alguno ( module un de s fjr 
se) al interaccionar entre ellas. Esta caracter xstica no las h^ 
ce ser buenas candidatas para representar clâsicamente a las - 
particulas elementales. Contrariamente, las soluciones de los - 
sistemas no intégrales tienen una dinâmica que no adolece de la 
anterior dificultad, y por ello su estudio, aunque principalmen 
te numérico, ofrece gran interés.
Siguiendo algunas veces razonamientos similares a los 
utilizados para los campos escalares no lineales de Klein-Gor’rlon 
en el présente trabajo analizaremos la dinâmica de form^ - 
cion e interaccion de las ondas solltarias del campo espinorial 
no lineal en el espacio bidimensional. Aun que recientemente 
en algunos estudios de las soluciones de los campos no lineales 
se introducen ideas cuânticas ^17- iSj, en el nuestro, clâsico 
significarâ no cuântico.
En el primer capxtulo de esta memoria, deducimos la 
expresion de las ondas solltarias de la ecuacion de Dirac con
- m  -
autoacoplo escalar de cuarto orden en el espacio bidimensional, 
Asimismo, analizamos la estabilidad de dichas ondas bajo los - 
efectos de perturbaciones pequeRas. El método utilizado en este 
anâlisis es aplicable a las ondas solitarias para la ecuacion - 
de Dirac con otros autoacoplos, .iplicacion que se realiza en - 
uno de los apéndices de la memoria.
El segundo capxtulo contiene el esquema numérico em- 
pleado para resolver la ecuacion de Dirac no lineal, asx como - 
las principales propiedades del mismo que hacen aconsejable su 
utilizacion. En el ultimo apéndice se demuestra como una genera 
lizacion de este esquema es utilizable cuando la ecuacion de - 
Dirac involucra dos o très coordenadas espaciales.
En el capxtulo tercero se analiza la evolucion de a], 
gunas configuraciones iniciales, y como éstas, en ciertos ca­
ses, tienen como estado asintôtico final uno constituido por - 
un conjunto de ondas solitarias.
En el cuarto y ultimo capxtulo, se estudia la interajc 
cion binaria y multiple de ondas solitarias. Al final del tra­
bajo se enumeran las principales conclusiones obtenidas en el 
présente estudio.
I - EL CAMPO DE DIRAC CON AUTOACOPLO ESCALAR
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1 .1 » - Ecuaciones de campo, Cantidades conservadas.
Vtilizando unidades naturales, la ecuacion de Dirac 
unidimensional con autoacoplo escalares (g|T =
i + 2X(vf'|/)V^= 0 (1.1.1)
la cual dériva del Lagrangiano
siendo 2 X la constante positiva de autoacoplo. Siempre que no 
se diga lo contrario, escogeremos como matrices de Dirac
y ‘ '{-‘ »)
El anterior campo de Dirac tiene como corriente, ten 
sor energia-impulso y memento angular respectivamente
de donde, via teorema de Noether, se deduce la conservacion de 
las siguientes cantidades
-eO r«P
a « j dx||v|/il^+|vp2( J dxyg(xt)
E = [ dxilm(^*v|/^^ +t2flx)
r  r i p
P =  I dx j Im(l|/*Ÿix+t2 ^ 2x) - ]
vZçp '■
s -  (
- < p
(x, )
= j dx ^  X  ^E( x,t) - t^p(x,t)|
- 3 -
siendoVjjj y la primera y segunda componente del spirorlp.
Las très primeras cantidades conservadas son la carga, energta 
y momento del campo, mientras que la conservacion de la ultima 
estâ relacionada con la invariancia de la velocidad del centre 
de masas.
 ^ Definiendo el espinor conjugado de carga como -
v|Z =  teniendo en cuenta [ZO] que el Lagrangiano ante
riormente introducido es invariante bajo la actuacion del grupo 
SU(l , l), es decir bajo transformaciones del tipo
donde los numéro comple jos ^  satisfacen | o( ( ^  | ^  ^= 1, se
deduce a través del teorema de Noether ^(Ÿ
y por tanto otra cantidad conservada es
R = ( dx ^ 1*^2 
"'-CP
Habida cuenta que otras ecuaciones en derivadas par- 
cia] es no lineales tienen infinitas leyes de conservacion, ca- 
br£a la posibilidad de que la ecuacion que nos ocupa también - 
las tuviese. Ahora bien, ya que la existencla de dicha Infini- 
tud es creido [^ 27 ] que se debe a la factori zacion en pare; j as 
de la interaccion multiple de ondas solitarias y, como veremos 
mâs tarde numéricamente, esta factori zacion no tiene lugar pa­
ra la ecuacion de Dirac con autoacoplo escalar, nos inclinamos 
a pensar que no existen mâs leyes de conservacion o, al menos, 
un numéro infinito de ellas.
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1,2.- Existencla de ondas solitarias.
Si denotamos por H^ (1T\) el espacio de Sobolev de las - 
(clases de equivalencia) funciones f(x) de cuadrado integrable 
en IR con primera derivada generailzada f'(x) también de cuadrado 
integrable, viniendo la norma de este espacio definida por
II f II j j dx( |f(x) I 2 + I f »(x) I ^  j- ^
entonces, es bien sabido que la ecuacién (l.l.l) tiene solucion 
ûnica global en el espacio
H = h' (IR) e (IR)
Estamos interesados en las soluciones estacionarias de 
(l.l.l) del tipo
= A(x)e-^^‘ (1 .2.1)
2^ ( x , t )  -  l B ( x ) e ' ^ *
Sustituyendo estas expresiones en (l.l.l) y tras un câlculo al- 
gebraico deducimos el siguiente sistema de ecuaciones para A(x) 
y B(x)
-m(A2 - b 2) + A  (A^ + n^) +\(A^ -B^) = K  
4AB = _ 1
A  dx
siendo K una constante arbitraria. Si K 0, en la integracion 
del anterior sistema aparecen intégrales ellpticasj solamente - 
cuando K = 0, la solucion de dicho sistema adopta la siguiente 
forma compacta
*(x) " à
(fi.2.2)
V A m + Ach( 2 l/m  -  A x)
donde el parâmetro A  , que détermina unlvocamente la solucion e^ 
tacionaria, toma los valores 0< A  ^  m. En el casoA= m la solu­
cion estacionaria es la idénticamente nula.
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La expresion de las soluciones estacionarias do (l.l.l) 
moviéndose con una velocidadV adopta la siguiente forma
La densidad de carga de (l.2.3a,b) es
(1.2.3a)
(1.2.3b)
I t t  =
(m^-A^)-[nich( 2 ) +A
 L________________Vi-j/_______
|^l-V^^+AcB( 2||fm2-/\2 ) I
y por tanto la citada solucion pue de interprétai se como un paque^ 
te que se mueve con velocidad V , es decir, la solucion (l.2.3a,b) 
puede considerarse como una onda solitaria. Todo ésto queda aun 
mâs claro si tenemos en cuenta que la energia y el momento de e^ 
ta soluciân vienon dados por
'SB
SB
T ->- ■ -  In ---
A yl-V^ m - y m 2 -/\
= B ,. y A
de donde deducimos la siguiente relacion
BsB = p|b + B^B (v = 0)
que es la clâsica relacion relativists entre energia y momento. 
La carga de las ondas solitaria (l.2.3.a,b) es
- 6 -
• ■ ■ ■  w
Adetnâs de las ondas solitarias anteriores, la ecuacién 
de Dirac con autoacoplo escalar tiene otras soluciones que se - 
pueden escribir en forma explicita. En efecto, si en (l.l.l) 
cemos
X^j(x , t) = A(x)
t) = iB(x)e^^^
A A
deducimos el siguiente sistema para A(x) y B(x)
-m(A2 _ b 2) + A ( a 2 f B^) + X  (a 2 - B^) = K
4 A Â  b =
y haciendo K = ■ ^
A( x) = -(A - m)
B ( x ) =  m
ch^2 ^ A(A - m) x'j + ^ m A 
Sh ( 2 \ I a  ( a  -  m )  x )
ch^2 (^ - m) x^ + ^ mA
tomando ahora el paramétré A los valores A ^ m .  Como estas solu­
ciones no son localizadas, ya que tienden hacia una constante en 
el infinito, las desecharemos y concentraremos toda nuestra aten 
ci6n en las ondas solitarias (1.2.1).
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I .3.- Estabilidad de las ondas solltarias.
Uno de los rasgos mâs comunes de las ondas solitarias 
de la mayorla de las ecuaciones no lineales es su estabilidad 
bajo perturbaciones, Habida cuenta que las ondas solitaria"i de 
la ecuacién de Dirac con autoacoplo escalar son soluciones del 
problema variacional
s (E -AQ) = 0
puede pensarse que la estabilidad de las mismas se deduce, via 
teorla de Liapunov, de este hecho. Sin embargo, dichas ondas no 
hacen ni mâximo ni mlnimO el anterior problema variaciona] y por 
tanto nos vemos obligados a estudiar su estabilidad infinitesi­
mal.
Para mayor claridad, esta seccion la dividiremos en - 
très subsecciones! en la primera plantearemos el problema de au 
tovalores asociado a la estabilidad infinitesimal, en la segunda 
expondremos algunas propiedades de dicho problema de autovalores 
y en la tercera subseccién demostraremos ]a estabilidad infinity 
simal de las ondas solitarias.
a) Planteamiento del problema de autovalores. 
La ecuacion (l.l.l) se puede poner como
( 1 . 3 . 1 )
donde los subindices x, t indican derivacion respecto a las va­
riables espacial y temporal. Deseamos estudiar la estabilidad - 
infinitesimal de las ondas solitarias.
A(x) \ ^ - i A t
donde A( x) y B(x) vienen dadas por (1.2.2). Estas funcionos ver 
fican lo que llamaremos de aqu£ en adelante las ecuaciones de - 
las ondas solitarias, es decir
- 8 -
+ ( m + A ) B - 2 X(A^B-D^) — 0 
+ (m-A) A + 2 X(B^A - A^) = 0
Si escribimos la solucion Yp de (l,3*l) como suma d e '|^ g 
y una perturbacion del modo siguiente
T ( x , t )  -vf-jx.t) + (I-3.3)
y sustituimos esta expresion en (1.3*0 > quedandonos en primer - 
orden en £ , obtenemos
=|(m-A) - 2 X ( A 2 - b 2)J oil
= l^-(m-A) + 2\( 3A^ - s2)j o(^ + 1^ -4 \  AB
^  + j^-m - A + 2X(A^-B2)J
(1.3.4)
= |^-4\a b + ^ | o ( r + | m -4-^  - 2 X ( A^ - 3B^)J ^
siendo ol= o(j, 4- io(^ , + i ^ i
Nos proponemos resolver el anterior sistema lineal de 
ecuaciones en derivadas parciales junto con el dato inicial - 
c((x , O) q( x) , ^  ( X , O) = (^q(x) y para ello, supondremos que 
tanto 0( ^ ( x) como^g( x) pertenecen al espacio ((R ) . Al ser el 
sistema (1 .3.4) debilmente hiperbolico en el anterior espacio, 
puede resolverse empleando el método de la transformada de Lapla 
ce. La definicion de este tipo de sistemas, as£ como algunas de 
sus propiedades, puede verse en el apéndice A.
Definiendo la transformada de Laplace de f( x , t) como
f(x, t) dtf(xQ) =
JO
y recordando que si f— >0 cuando \xj— =^eO , entonces se verifica
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at
= -f( X  , o) 4-0. f( X ,Q) -  -fo( x) 4-0. f(x ,0)
el sistema (1 .3.4) se nos transforma en
+ (A - m)cAp 4- 2X ( 3A^ - b2) - 4Xab|^^ ^ “^ oi
jTlotr - 4- ( A - m)o(£ + zX( A^ - = o^^^
- 0 ^ £  4- + (A + m)^p - 2 X ( A^ - 3B^)^ p - 4X AB</p = -
+ = P „ r
es decir, el problema de la estabilidad de las ondas solitarias 
se reduce a estudiar el siguiente problema de autovalores
L0 =*0.0 , f l c C  , (^6 0 H  (1H) (1.3.5)
siendo el operador
/  O m-A - 2X ( a 2_B^) 0
'A-m-i 2\(3A^-B^) 0 -4 X AB -
_d^
dx \
dx
\
J l
dx
- 4 X a b + ^
0 -m-Ai-2\(A^-b 2)
m-f-A-2\(a2_3b2) 0 /
b) Propiedades del problema de autovalores
111) Teniendo en cuenta (1.3.5)» os fâcil darse cuenta 
queO. = 0 es un autovalor con autovectores
i • (:■: (1.3.6)
indicando las primas derivacién con respecto a la variable x. Las 
otras dos soluciones del sistema (1 .3.5) c o n O  “ 0 no son acepta- 
bles como autofunciones. En efecto, paralQ = 0 el mencionado sis­
tema se desacopla en los dos subsistemas siguientes:
— 10 —
d* “ I - m - A +  2X(a3-b3)J <f>
dx
û(f>2
= j^-m +A+ 2X (A ^ -e 2 ) j
^  = 4 X AB(^ j + j^-(m+A) + 2X(a2 _ 3B^)J (j) 2
=  1^— (m—A) + 2X ( 3A^ — B^)^ ^ 1  "" ^ XAB  ^ 2
d
"dx
d
 3
dx
de los cuales conocemos una integral para cada uno, por lo tanto, 
dlchos subsistemas son équivalentes (excepte en aquelles valores 
de X que anulen B 6 B ') a
dT" r b " " " ' ' “b~ " ""1 r 2
(1 .3.7a)
= m-A) ^ - 2 X ( ^  - BA^ ^ .
Jl(m-A) 2X(^ - B)j
- ^ =  j i  X AB +  (m-A) g ,  - 2X( 3A^ -  B^) g , j  ^
d^2 1 r \ 9 >) ~\ (1 .3.7b)
- ^  = —  ^-(m-A) + 2\(3A - B )j y  1
donde se ha introducido el siguiente cambio de variable dependien
«:)■(: :)(!:) (Ü-(;:;)(!;
Teniendo en cuenta que cuando x— » + 00 entonces 
A(x) — > O B(x)— O
A( x)   I m + A A* ( x) I m + A
B(x) - y  m - A  B ‘(x) — y m - A
se deduce que (1 .3.7a) y (1.3.7b) tienen soluciones que asintotj^ 
camente se comportai! como
- 11 -
1
- A /xk ^ 2(m + A) ^m - A A‘ X 1'S'
r\j
cuando x->+cO . De todo ésto se iiifiere queXï,= 0 es un autovalor 
doblemente degenerado del operador L .
La presencia de las autofunciones (I.3.6) es debida a 
simetrias de la ecuacién de Dirac no lineal mas bien que a la e^ 
tabilidad de las ondas solitarias de dicha ecuacion. En efecto, 
la primera autofuncién es una consecuencia de la invariancia gauge 
de primera especie de la citada ecuacion, pues indica que
çi£ A  ç-iAt ^  ( l + i f ) A e “^^^
B t ^  (1 + ig) B
es solucién de la mencionada ecuacion. La segunda autofuncion es 
una consecuencia de la invariancia traslacional, ya que indica
+ A(x+é)
&s solucion de la susodicha ecuacién.
28) Al ser todos los elementos del operador matricial 
(_ funciones reales se deduce que si (f> es autofuncion de dicho ope 
rador con autovalorXX , entonces,también lo es con autovalor 
SX. , Igualmente es inmediato deducir la siguiente implicacion
autovalor de 1_ con autofuncion! j2|3^ autovalor de L  con autofun-
:ién
4 i \
-<P2.
P
— 12 —
En definitiva, el espectro de L_ es slmétrico con respecto a los 
ejes real e imaglnario del piano complejoO.,
3®) Tras una comprobacion directa se d e d u c e = -21A  
yXZ. =* 21A  son autovalores de L  con autovalores
r
IB
A
pAf
(1.3.8)
respectivamente. Demostraremos ahora que estos dos autovalores 
son no degenerados. Tomemos D. = -21A, igual se harxa el caso - 
■H. = 2iA. Es conveniente [z8j introducir el siguiente cambio de 
variable dependiente
f$.\ I 
l 0 - T
y el problema de autovalores (1 .3.5) paraQ=» -21A adopta la forma
N  °'
dx
\ f .  f .  °
O
o
o
<t>
donde
l i  = A lo = i(m-A) T" - 2iX(A^-B^) -7
[-i(m-A) + 21X(a 2 _ b 2)J I -(m+A)+2X(A2 _ 3b 2)X
jj(ra-A) - 2>(a2-B^)] ^  21 A
-(m-A) + 2X ( 3A^-B^)-f2A 2iA-i(m-A)+2iV(A2- e 2) -iXab
Luego (1 .3 .5),parafi= - 2lA,es équivalente a una cuadratura y al
2xA |
A
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sistema fî\
= N UJdx
Para x— ^+oO (1,3.9) se nos transforma en
(1.3.9)
.A
dx
\
Si A +
m
3 ®
-m + 3 A i(-m + 3 A)
-(m + A) 
2i A
0
,\ II]
i
/
/V
(1.3.10)
W
 A  ^  ^  este sistema asintotico tiene como matriz fundamental
P P“'
siendo
9 A"
0 — ^m ^ —9A
/ -8A^
m + 3A
i(m + 3A) i y/nTTlA
- 3 A 
111 ^ m 2 - 9A2
-i ^ m  + 3A 
3 A  /
p-1 L - I b±?A
l6A U m-3A
o A
-8 i
-i^m+3A ( / m ^ ^  - /m^-9A^) 8A^'/m-3A -S i A^
—  14 —
De la expresion de esta matriz fundamental es inmediato 
inferir la no degeneracion del autovalorX^= -2i/\. Para el caso -
A  = , (1 .3.10) se puede resolver directamente llegândose a la -
misma conclusion. Numéricamente se ha analizado la posible exis- 
tencia de nuevos autovalores sobre el eje imaginario; para ello 
se ha utilizado las soluciones asintoticas de (1.3.5) que decr^ 
cen exponencialmente, a partir de las cuales, mediante el método 
de integracién de Hamming , se ha obtenido la solucion de -
(1 .3.5). En todos los casos analizados, salvo paraCT= 0 yO.=+2iA, 
la solucion crece exponencialmente en el extreme contrario al que 
se ha empezado a integrar numéricamente.
La presencia de estos autovalores imaginarios también 
es debida a simetrias de la ecuacion de Dirac no lineal, Demos- 
trémoslo para el primero de los autovalores de (1,3.8), de igual 
forma se harxa para el segundo. La existencia de dicho autovalor 
implica que
-2lAt / iBl:
es solucion del sistema (1 ,3.4) y por ser los coeficientes de e^ 
te sistema funciones reales, también seran soluciones
B\ /B COS 2 At\
iB _ / B sen 2 A t
A jj I A COS 2 A t
iA y VA sen 2At
Im |g -2 iA t
7
1 (-B sen 2At\ 
1 —  I B COS 2 At I 
) I -A sen 2 At 1 
A cos 2 A t /
Para estas dos soluciones, (1.3.3) adopta la forma
(1 .3.11)
(1 .3.12)
Ahora bien, la existencia de este par de soluciones en primer o£
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den en Ç, de la ecuacion de Dirac no lineal es debido a que dicfia 
ecuacion es invariante bajo la actuacion del grupo SU(1 , l)* En 
efecto, ya que la onda solitaria vJVg es solucion de la ecuacion de 
Dirac no lineal, también sera solucion 6'^ ® ^ parametrizamos
el anterior grupo del siguiente modo
slendo
también seré solucion
que en primer orden e n , 0,( adopta la forma (l.3.1l).
Partiendo de una parametrizacion del grupo SU(l , l) del
tipo
se llega a la conclusion de que la existencia de (1 .3-12) es - 
Igualmente debida a la invariancia de la ecuacion de Dirac no li_ 
neal bajo la actuacion del anterior grupo pseudo-unitario espe­
cial.
4®) Exceptuando las transformaciones de Lorentz puras, 
todas las simetrias continuas conocidas de la ecuacion de Dirac 
con autoacoplo escalar han sido asociadas a los très autovalores 
encontrados del op>erador lineal L .  Demostremos ahora que la aso- 
ciacién autovalor*-*grupo continuo de simetria no es posible para 
dichas transformaciones Lorentz,
Si représentâmes la transformacion de Lorentz pura a 
lo largo del eje espacial de velocidad th£ por
A l -  ( : : :  :ii)
entonces, el resultado de la actuacion de esta transformacion so 
bro la onda solitaria viene dado por
Ys'(x) = S(Al> Vpg( AJ* x) (1.3.13)
don de
- 16 -
S(A,) - I - i £ <r”‘= I Y*]
Desarrollando (1.3.13) en potencias de £ y quedandonos 
en primer orden en ese paramétré obtenemos
-iAi
de donde deducimos que la Solucion del sistema (1.3.4) asociada 
con las transformaciones de Lorentz puras es
-t
dA
dx
A xA + -
\
-t
dB
dx
A xb /
y la extension analxtica de la transformada de Laplace do la an 
terior solucion es
I —
dx
\
(AxA + B/2)fL
Y*)—2 dB 
to
\
-1
(Ax b  - A/2)xr'y
7
El vector ^  ( x ,0.) es solucion del problems inhomoge-
?
slendo
/  ” )  
A ^ A +®
0
AxB-4 j
(x , t = O)
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y por ende, inferimos que las tiansformaciones de Loi eut z puras 
estén asociadas a una solucion particular del problema inbomog^ 
neo.
5®) Determinemos el espectro continuo del operador[_. 
Para ello plantearemos el siguiente problema de autovalores
siendoLoola parte asintôtica de L , es decir
/  ®
—m + A
0
\ -  \ dx
m -  A 0
d
d
dx
0 “ dx 0
dx 0 -m ~A
0 m + A 0
Las soluciones independientes de (1,3.14) son
I I -----\
y m + A + ^
•fi ]/ m + A + ^
— ^  m —' A — ^  
- i  ^m -  A “ ^
' - \jm+ f\ - 
fi ^  m + A - ^  
^m - A  +
)\/(m+A+|^) (m - A -j*) X
^(m -f A -/*) (m - A  +y) X
-\(m + A +1*) ( ni — A —y*)
^i ^  m - A - y
^m + A - ^   ^
-i ^ m  + A -
\/m - (\ + yx
■i |/m - A +
-^(m + A  -y) (m - A "Y*)
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De estas soluciones asintoticas se deduce que el inte 
rior del espectro continuo del operador L- es
| z ; Z = i r ,  r6( - oO , -m+A) U(m - A i cO) ^  
siendo la parte del espectro continuo representada por
j z : Z = i r ,  r0(-cO, -m -4) U(m + A$00) 
cuatro veces degenerada, mientras que la incluida en
| z : Z = i r ,  r6( -m - A , - m +A) U(m-A, m + A)^
es doblemente degenerada. En todos estos conjuntos hay que excluir 
para A >  ïï puntos Z = + 2i A que como se ha dicho anteriormente
pertenecen al espectro puntual del_.
6®) Las paitos reales de los autovalores de L estân - 
acotadas. En efecto, int*oduzcamos la siguiente descomposicion 
del citado operador
L  - L .4-zX Ln
slendo
L
-2A^ +B 0 
—AB 
0
-A2 + 2B^
-AB\
0
b 2
: \ 
A^ - 2B^
" /
0 /
Considerando el operador como una familia de matri­
ces que depende del paramétré x, deducimos que el radio espec- 
tral de esta familia es
r(L„) = sup I M  = A^(x) + B^(x)
XccrdH)
de donde recordando que Ljj es autoadjunto
- 19
” '•(Lu) ^  sup^A^(x) +D^(x)) -
^  si S  < A <  m
siendo la anterior nurma la espectral
Si (j) es una autofuncion de 1_ con autovalor , deduc^ 
(j)^ (x) (j)(x) ReC2 =<l>^(x) (^(x)£lf^ = 2X(j)^  (x) (j)(x)
mos
luego
I ^ I r I = 2% <^+(x ) L h <^(x )
(j)^ (x) (p(x) <  zX l lL n l
de donde deducimos que los autovalores de l_ estan en la siguien 
te banda del piano complojo XI.
2 (m -A) si ^ X  A  X
c) Estabilidad bajo perturbaciones continuas.
Anteriormente hemos planteado el problema de aubovalo- 
reS asociado a la estabilidad infinitesimal en el espacio 4 H^ (fR)
rB
1=1
Recordando que el lema de Sobolev {]3lJ nos dice que todo elemento 
de ((R) es, modulo una redefinicion en un conjunto de medida nu 
la, una funcion continua anulandose en el infinite, supondremos 
que las autofunciones del operador l_ son funciones continuas en 
todo el eje real.
Si introducimos las siguientes definiciones
m —A “ 2X(A^ — B^)
I _±.
dx
(A- m + 2\( 3A^ - B^)
-4 V AB + —
d
dx
-m -A+ 2X (A^ - B^)
—4 X AB — dx
+ A -  2 X (A^ - 3b 2)
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el problema de autovalores se puede poner del siguiente modo
L i t  = 0 . 0  
^ 2 ^  = 0 ^
de donde deducimos
Ÿ  Li V-ifi - lî? >f 0
Los mierabros de estas igualdades deben entenderse como productos 
matriciales de elementos de De la ultima de ellas y del he-
cho de que tanto Li como L 2 son herméticos, se deduce
-  ( ü ! ) ^  («"■'t'
que junto a las relaciones anteriores nos permite aflrmar 
y por ende, se verifies la siguiente alternative
T R  6 ^][(X)^2(x) (x)^(x) = 0
Habida cuenta, como serâ demostrado a continuacion, de que
(f)* iO)(j>2(0) + (f)^  (0) ^ 4(0) yé 0
se deduce que la primera posibilidad de la anterior alternat!va 
es la que tiene siempre lugar, y por tanto, el espectro de L es­
té contenido en los ejes real e imaginario.
Demostremos ahora la anterior inplicacion, Recordando 
las simetrias de las funciones A(x) y B ( x )  se deduce que no es - 
ninguna limitacion exigir que las dos primeras componentes de las 
autofunciones de L_ sean de una cierta paridad y las otras dos de 
la contraria, Admitamos que dichas paridades sean par e impar - 
respectivamente (analogos razonamientos se utilizarian en el caso 
contrario) y por tanto ^ 3(0) = ^ 4(0) = 0, Ahora bien, si évaluâ­
mes en X  = 0 la expresién
obtenemos '^4"^  ^
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- H r  (\<(>i(0)\2 + |(})2(0)p) = 2(m-A)(^i ( O )  ( ^ ^ ( O )  +  ^ ^ ( 0 )  ( j ) 2 i O ) ^
Como por hipétesisC^R 0, de la anterior igualtlad se deduce que 
la anulacion en x = 0 de una de las dos primeras mmponentes de 
la autofuncion (j) implica la anulacion de dicha autofuncion en el 
citado punto. Ahora bien, esta autofuncion debe ser la identica- 
mente nula, puesto que en caso contrario, existirian otras tres 
soluciones (no necesariamente de cuadrado integrable) del siste 
ma diferencial involucrado por el problema de autovalores que - 
junto a ella formarfan un sistema linealmente independiente, lo 
cual es jmposible pues su Wronskiano se anularia en un punto. La 
no anulacion de las dos primeras componente s en x = 0 , demuestra 
la anterior implicacion.
Numéricamente se ha analizado la existencia de autova­
lores del operador L en el intervalo del eje real |^0 , 2(m-/\)J 6 
lo, m^ 1 , segûn que m < A X® ° JH» inedi ante la utilizacion
T A  4 2 ■ ~ 2
del método de H a m m i n g jZSj para la resolucion de sistemas de ecuacio 
nés diferenciales, Del resultado negativo de este anâlisis dedu­
cimos que las ondas solitarias de la ecuacion de Dirac con autoa­
coplo escalar son estables frente a pequedas perturbaciones.
Todo lo dicho anteriormente puede extenderse a las ondas 
solitarias de la ecuacion de Dlrao con autoacoplo vectorial (mode 
lo de Thirring) y a las de la misma ecuacidn autoacoplada pseudo 
vectorialmente. Sin embargo, no se puede extender para las ondas 
solitarias del campo de Dirac con autoacoplo pseudoescalar, ya - 
que en este caso las ondas solitarias presentan una fuerte singu 
laridad en x = O. Toda esta extension puede verse en el apéndice 
B.
I l
II - ESQUEMA NUMERICO PARA LA ECUACION DE DIRAC 
CON AUTOACOPLO ESCALAR.
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II.1. Discretizacion de la ecuacion de Dirac con autoaconlo oscnlnr
En esta seccion expondremos el esquema numcrico utili- 
zado para resolver el siguiente problema de Cauchy
(Il.l.l)
donde
nri 4-2.\ ( vjy') v|/ —  O
vl/ (x , 0) = Ÿ o  (*) » l Ÿ o ^ ^  °
\xl cO
f  "  ( i  -i) Y  ■ ( - !  ô )
A efectos de câlculo numérico es coiveniente hacer el 
siguiente cambio en las funciones y variables
t ' = mt4 " "  V t ;: ^
Volviendo a denota.r sin primas las variables espacial y temporal, 
la ecuacién (ll.l.l) se nos transforma en
L ^ ^ ^ u  - u + ( u u ) u  = 0 (II.1.2)
u(x , 0) = % (*) * ^  0
\x|-^oo
Introduciendo la siguiente notaciôn
w H
/ Re "l\
W 2 Im ui \
^3 l Re U 2 1
W4; \lm «2 /
.2) se puede escribir
°
1 - E(w) 
\  0
-1+ F(w) 
0
0
O
0
-1 + F( w)
g'
1 - F(w) 
0 /
"• 24 ■“
=  N(w) w (II.1.3)
slendo F(w) =  .
Para resolver numéricamente el sistema de ecuaciones 
en derivadas parciales (II.1,3) utilizaremos c3 siguiente esque 
ma de Crank-Nicholson ^2^3
donde
(1 + ^  A^) ^ ^  = (1 2 A^:
/ 0 1 0 0
= N(wJ) + 1  / -"J 0
0
0
0
0
-1V 0 0 1 0
(II.1.4)
Indicando los superindices la discretizaci6n de la variable tern 
poral y siendo X el paso de la malla numérica en esta variable. 
Sustituycndo las derivadas temporales por las eepaciales median 
te (11,1.3) e introduciendo la siguiente discreti zacion en la v_a 
riable espacial
obtenemos
( 1 + 1  Ai*) =
O w £  __  wJ(x + ln) -w^(x-lo) _ j
Q  X " 2 K  . = 0
±k i
±\^o
1
0
± 2 ® o
+ ki
(II. 1.5)
donde por comodidad se ha utilizado la siguiente notacion 
,2
= I  (1 -fi) - I  Si
'2i^ 31' '4i'
(II.1.6)
— 25 —
slendo la solucion numérica del sistema (il.1.3) en x — ih y 
t =» jï.
A efectos de computaclon es conveniente reintro<1ucir 
las funciones complejas u discretizadas. Para ello incorporar^ 
mos (il.1.5) en (il.1.4), obteniéndose la siguiente forma final 
del esquema Crank-Nicholson para la ecuacion de Dirac no lineal 
(II. 1.2)
(II.1.7)
en donde
«J = l ..j
ik'
1 - Ik]
(l+lkJ) ^
(II.1.8)
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11.2. Propiedades del esquema numérico.
En esta seccion expondremos algunas propiedades del e^ 
quema numérico introducido anteriormente. La primera de ellas, es 
su estabilidad siempre que las condiciones en las fronteras sean 
periodicas. La introduccion de fronteras en el problema de valor 
inicial es debido a que en la préctica la variable espacial tiene 
un dominio acotado en vez de infinite. Estas fronteras ficticias 
deben ser incorporadas en el esquema numérico de una. manera que 
distorsionen lo menos posible el problema original.
Demostremos la citada propiedad. Para ello dotaremos 
al espacio vectorial real de las 4-plas de una estructura de 
espacio enclidiano mediante la noi ma
ll“f 11^  = ^  (II.2.1)
k=l
Si al esquema de Crank-Nicholson, puesto como
 , 0
lo multiplicamos escalarmente por ( w^)/2 y sumamos respecto 
al Indice espacial, obtenemos
â+1.,2. (11.2.2)
1=0 1=0
siempre que se verifiquen las tres igualdades siguientes 
N
Z Z  Q(''i> Ai + (wi'*‘S  Ai w^)] =
" ('^3,N '^1,N+1 - ''Î,-1+'^Î,N Wj^N+i -
+ '^4,N '^2,N+1 “ '^4,0 '^2,-1 + ”2,N '^4,N+1 "''2,0 ^N '^3,N+1 ~
j+ 1  . j  , d  . . j  ■ J + 1  ^  j+ 1  j  j+ 1  d~ w 1,0 '^3,-1 ■^''3,N "^1,N+1 "'^3,0 '^1,-1 +''2,N '^4,N+1 - ’^ 2,0 ’^ 4,-1 +
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+ '^Cn +1 "'^4,0 “ 0 (II. 2. 3a)
(w^, A i w j ) =  (w^^R W2,n +1-''4,0 ’^ 2,-1+W2,N '^4,N+1 '
1=0
- ^^2,0 '^4,-1+'^3,N '^1,N+1-''3,o '"1,-1+w J,N '^3,N+1 "
- wj^o wi^_j)/2h = 0 (II.2.3b)
^ 2  ( w ^ ^ % A i  w9^^) = (w^^R w^,N+l - ^4^0 +
i=0
. j+1 J+1 j+1 j+1 ^ j+1 j+1 j+1 j+1 ^
+ W2,N '"4,N+1 - «2,0 «4,-1 + '^3,N ”l,N+l - «3,0 «1,-1 +
+ «îti «ati+l - «ito «3l-l)/2h = 0 (11.2.3c)
Una condicion suficiente para que se verifiquen (il.2.3) es que 
impongamos condiciones periodicas en las fronteras de la varia­
ble espacial, es decir
«i,-l = «i,N «i,0 = «i,N+l 1=1,-..,4
La igualdad (il.2.2) nos dice que el esquema de Crank-
Nicholson es incondicionalmente estable, respecto a la norma in-
troducida anteriormente, para la ecuacion de Dirac autoacoplada 
escalarmente, es decir, la estabilidad del esquema es independien 
te de la longitud de los pasos temporal y espacial utilizados.
Otra propiedad del esquema es su consistencia con el - 
sistema de ecuaciones en derivadas parciales. En efecto, defina- 
mos TJ del siguiente modo
i- ^ ' 1  2
siendo (w)^ el valor que toma en el nudo de la red (i,j) la solu 
cion exacta del sistema (il.1.3). Desarrollando (w)^+^ en serie 
de Taylor de la variable temporal, teniendo en cuenta (II.1.3) y 
por tanto
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= [n (w )] 2 w W
se deduce
se Infiere
max j j II = max || - ( «)^ + A  ± («)i +
tj
+ 1 [(n|)^ - - A l  «I ] (w)^ + 0 ( ( ' )
donde hemos utilizado la norma definida en (II.2.1). Recordando 
que
A f  -  " f  + i
max II II = 0(^^)
es decir, el esquema de Crank-Nicholson tiene^un error de trunc^ 
miento en la variable temporal del orden de f . De la discretiz^ 
cion utilizada en la variable espacial es inmediato deducir que 
el error de truncamiento en esta variable esQ(h^).
Por ultimo, otra propiedad que sugiere la utilizacion 
del esquema numérico introducido anteriormente es que conserva 
exactamente las mismas simetrias bajo inversion espacial que la 
ecuacion de Dirac no lineal (H.1.2). Asi por ejemplo, si Uj(x,0) 
es par y U2(x,0) impar, también tendrén estas simetrias u^(x,t) 
y U 2(x,t). Pues bien, de la definicion (il.1.6) y teniendo en - 
cuenta (II.1.8) se infiere que si u^£ ^ "f -i ^ "3i “ ““^,-1 
tonces se verifica
« u i = 9 n - i  4 , 1 - - « 1 - 1
y por tanto = "l -i ^ "2^1 ~ ~“2^-i* Anâlogamente se demos-
traria el caso en que la primera y segunda componente del espinor 
del dato inicial fuesen impar y par respectivamente. Esta ultima 
propiedad nos permite aumentar la velocidad de compute en los ca 
S O S  en que los dates iniciales presenten las mencionadas simetrias, 
ya que nos limitareraos a calcular los valores de uJ+^ en un semie 
je de la variable espacial en vez de hacerlo en todo el eje.
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Las propiedades anteriores son condiciones necesarins 
para poder aplicar el esquema numérico. Como los datos iniciales 
que utilizaremos son analiticos, es de preveer que la solucion 
numérica tenderâ a la no discretizada cuando los pasos de la m^ 
lia numérica tiendan a cero. La bondad de los resultados obteni. 
dos ha sido comprobada observando la conservacion en la evolucion 
temporal de las constantes del movimiento.
El hecho de que la propiedad en que nos hemos basado 
para demostrar la estabilidad del esquema sea la conservacion de 
la carga y por tanto, independiente del numéro de variables esp^ 
ciales, sugiere que el esquema Crank-Nicholson admite una gener^ 
lizacion para la ecuacion de Dirac con autoacoplo escalar en el 
espacio de Minkowski cuadridimensional. En efecto, dicha gener^ 
lizacién multidimensional es factible y ha sido ï?evada a cabo 
en el apéndice C.
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II,3« Resolucion del sistema de ecuaciones numericas. Método de 
factorizacion matricial.
Para resolver el sistema (ll,l*7) puede utilizar el 
siguiente método iterativo de Jacobi .
°  / “ u ^ )
4 r ' 0 J l u ^ f
1
(II.3.1)
donde sin peligro de confusion se han sustituido los superindices 
j+1 por cl orden de iteracién. Es facil ver que la norma del op^ 
rador a iterar esta acotada por €/2h; pot lo tanto, la condicion 
que se debe imponer a la malla numérica para que el sistema -
(il.1.7) sea resoluble por este método iterativo es que J < 2h. - 
Habida cuenta que el recorrido del indice espacial suele ser bas 
tante grande, la convergencia de (II.3.1) es demasiado lenta si 
queremos mantener precisién y llegar a tiempos de evolucion de - 
la ecuacién (II.1.2) suficientemente significatives.
En vez de acelerat la convergencia del método iterativo, 
se ha creido més oportuno resolver el sistema de ecuaciones - 
(II. 1.7) mediante el método de fac tori zacion matricial j^ 2l , 2zJ . 
Para ello busco soluciones del tipo
“ f '  = Q j + ;  “ i + î + r ^ t î  (II.3.2)
siendoX"! ^ +1 una matriz 2 x 2 y P* un vector 2 x 1 .  Sustituyen 
do (II.3.2) en (II.1.7) se encuentran las siguientes formulas re 
currentes
r  1+î =■ •= (n.3.3)
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Si se toma el recorrido del indice espacial lo suficieri 
temente amplio, a efectos prâcticos es licito suponer
x i f ‘ - D r = o  r r  - r r  - « (II.3.4)
lo cual, junto con (il.3.3) y (II. 3.2), nos permiten evaluar - 
uj+^ ( o  i < N) , conocido uj en 0 ^ i < N .
Para dar por terminada la exposicion del método employ 
do en resolver el sistema (il.1.7) solamente nos queda por demo^ 
trar que en dicho método recursivo los errores de célculo no se 
amplifican, 6 como se suele decir, el método es espacialmente e^ 
table [21J . La demostracion la haremos en dos etapas. En la pri­
mera deduciremos una acotacién para la norma espectral de las m^ 
tricesj(^d+l ( 1 < i< N) y en la segunda abordaremos la demostra­
cion propxamente dicha.
En esta primera etapa razonaremos inductivamente. Recor^ 
dando (il.3.3), (il.3*4) y suponiendo ^ = h, deducimos
4(1 + ikj)
4(1 - ikj)
donde es interesante recalcar que los elementos de dicha matriz 
son en modulo menores que la unidad y por tanto, la norma espejc 
tral deX~I^^^ esté acotada por la unidad. Ahora bien, si
Î , . Ï 2 S C  y l ? i l <  1
deducimos de la primera expresion de (il.3.3) que
4(l - ik^ --^)
i ^2 
4(1 tik^ - % )
(II.3.5)
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de donde se infiere la acotacion buscada
(II.3.6)
Vayamos con la segunda otapa. Si denotamos p o r o O i + j  
el error cometido al calcular^")^ a partir de^^^+^, de -
(II.3.3) obtenemos
C  n i : ;  = -d î :; Ç  n r  n i : :
y teniendo en cuenta (11.3.6)
I l  S  n  i : : I l <  i i s n . r u  . < i ^ N _ .
es decir, en la evaluacion deX3.î^^ (1^ i ^  N) los errores de corn 
putacion se van amortiguando. También de (11,1.8) deducimos
G  r i : : - n i : :  o c ’ ^ g r r
y por tanto
1^  ri:: 1 a g r n i
luego el calcule de P  (O / i ^  N) goza de la misma propiedad 
respecto a la propagacion de errores que el de XTj ^. Tampoco en 
el compute de uj+^, mediante (II.3.2), se amplifican los errores, 
nuesp
S u f  = n i : :  Su^:;
En definitiva, el método de factorizacién matricial pro 
puesto para resolver no iterativamente el sistema (II.1.7) es e^ 
pacialmente estable, su eficacia es muy considerable y ha sido - 
empleado exhaustivamente.
En el caso de que los datos iniciales presenten las si. 
metrias par-impar o impar-par, el método defactorizacion matricial 
debe ser modificado para incorporar dichas simetrias, Supongainos 
que X = 0 es alcanzado cuando i = p; del (il.3*3) y (II.3.4) dedu 
cimos
— 33 —
Q  i+l _ [ “ V A  p  J+1 . V']
X  L  p+1 \^Sp+, 0 I ' P+1 V ®P+11
n r - ( ; y ,  r r - ( A
y por tanto
“  "^p+i +^p + i
4 : : ,  -  %  4 i ‘ + ®p
Si el dato inicial es del tipo par-impar, entonces
pj+l =
2p+l 2p-l
que junto a las dos ultimas igualdades, nos dice que el valor de 
la primera componente del espinor en x = 0 es
/ A.
yj+l = !Ip+1 ~ ^ P+1
Ip 1 + S p  Kp+1
mientras que el de la segunda componente es por paridad
4 7  = 0
En definitiva, en caso de que las componentes del espinor del da
to inicial fuesen par e impar respectivamente, en el método de -
factorizacién matricial los valores del espinor en x = 0 son cono 
cidos, y por tanto dicho método se pue de, y es conveniente, apli­
car solamente a la mitad del rango de la variable espacial.
En el caso de que el dato inicial fuese impar-par, se 
razonaria anélogamente a lo dicho anteriormente, tomando el esp^ 
nor en x = 0 los valores
4 7  - “ 4 7  = Y ' n ' X ' r
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III. EVOLUCION DE ALGUNAS CONFIGURÀCIO- 
NES INICIALES.
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III.1. Resultados numéricos.
En esta seccion analizaremos la evolucion temporal de 
algunas configuraciones iniciales para la ecuacion de Dirac con 
autoacoplo escalar. Deseamos saber si, como ocurre en otras ccu^ 
ciones de evolucion no lineales, las ondas solitarias de esta - 
ecuacion son los estados finales a los que tienden dichas confi­
guraciones y, en caso afirmativo, establecer como son alcanzados 
dichos estados.
Por limitaciones de computacién, debemos restrigirnos 
a datos iniciales que presumiblemente alcancen rani damente su es 
tado final. Las configuraciones iniciales analizadas son
I )  Uj(x , 0 )  = (^  g  *  H )  Uj(x , o ) =t</chx
UjCx , 0) = 0 U2(X , 0) = 0
Las dos familias uniparamétricas anteriores presentan 
la caracterxstica comun de que su primera componente es par y la 
segunda impar. Esto nos permite restringirnos, sin pordida de ge 
neralidad, a estudiar su evolucion solo para valoies negatives 
de la variable espacial. La bondad de los resultados numéricos 
es controlada observando la conservacion numérica de la carga y 
energfa. Estas dos cantidades se mantienen constantes en la evolu 
cién numérica con un error menor que 0.05 % y 0.5 i> respective 
mente. Notese que las otras constantes del movimiento se conser- 
van, salvo errores de truncamiento en el método de integracion - 
de dichas constantes, debido a la simetrxa del dato inicial.
A partir de la expresién analxtica de las ondas solit^ 
rias, asx como de sus densidades de carga y de energxa, se dedu­
ce que si représentâmes por x , t) y x , t) las densidades - 
de carga y energxa de la configuracion en un clerto tiempo t, - 
unas condiciones necesarias para que el estado final de las dos 
familias anteriores sea una onda solitaria son
1) fa(o , t)/j>E(o, t) -
cD
2) - Fase (u, (O , t))/t ---- >
t — cD
3) lim^ 1 - j^g(0 , t)/?) = lin^( 1 - ^g(0 , t)/2) = ^
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verificandose /\^   ^ La constante la identificaremos
con el paramétré A  que détermina univocamente la onda solitaria 
del estado final.
La evolucion temporal de la familia I dependen del va­
lor del paramétréo( . Para mayor claridad, distinguiremos los cu^ 
tro siguientes (salvo un cambio de signe en el espinor, la evolu 
cion de las configuraciones conol<f 0 son idénticas a las que po- 
seen > O) :
i) 0<o< <[ 0.3 La gaussiana inicial tiende a aproximar- 
se h a d a  la solucién nula. Es imposible determinar numericamente 
si el dato inicial se dispersa totalmente o, por el contrario, - 
el estado final es una onda solitaria con 1,
ii) 0.3<o('<0.8 El estado final es una onda solitaria.
El criterio segundo nos da répidamente (t^40) el valor /\ -
que coincide con el obtenido mediante el tercer criterio. La vje 
rificacion de este ultimo criterio, al igual que ocurre con el 
primero, se realiza a tiempos sustancialmente mayores que los - 
empleadoR para el segundo criterio (fig. IE.1 y 2), y dichos -
tiempos van en aumento con o( .
iii) 0.8^ ^  ^  1.1 En este • rango solo el segundo criterio 
es aplicable, ya que los maximos de las densidades de carga y - 
energfa presentan oscilaclones muy bruscas que apenas se amortiguan
iv) 1.1 <  . Ninguno de los tres criterios se verifica y
ni siquicra se puede intuir el estado asintotico.
De todo lo anterior deducimos que para <^<1.1 el esta, 
do asintotico final de la familia I es una onda solitaria. En la 
tabla lE.l damos los valores de la semicarga (Q) y de. la semiener^ 
g£a (E) de la configuracién inicial para distintos valores del - 
parémetro c4 • También que dan recogidos en la misma tabla los val^ 
res A (2) de las correspondlentes ondas solitarias finales. De la 
observacion de las dos ultimas columnas de la mencionada tabla, - 
donde se exponen los valores de la semicarga (Qs/2) Y de la semie 
nergfa (Eg/2) de dichas ondas, deducimos que las mismas son alean 
zadas mediante emision de densidad de carga y de energia positiva.
Para su estudio, la familia I présenta la dificultad de 
la excesiva lentitud de su evolucién. TenierOo en cuenta que la -
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configuracion inicial de la familia E  tiene el mismo comportamien 
to asintotico en la variable espacial que las ondas solitarias, - 
es de esperar que sus estados finales sean alcanzados rapidamente. 
Los casos que se presentan para esta familia son
i) U.5 Los resultados son anâlogos a loc de su
homonimo de la familia I,
ii) 0. 5 < 1.4 La configuracion inicial evoluciona
cia una onda solitaria, dando los tres criterios mas arriba men- 
cionados el valor del parémetro A  de dicha onda. Dos hechos impor^ 
tantes diferencian esta evolucion con la del mismo caso de la fami^  
lia anterior; primero, su rapidez y segundo, para 0.8 ^  (A la onda 
solitaria del estado final posee mas energia que la configuracion 
inicial, o dicho de otra manera, el estado asintotico es alcanza­
do emitiendo radiacién constituida por densidades de energla neg^ 
tivas. Toda esta fenomenologxa queda expuesta en la tabla El.2 y 
en las figuras EE.3 y 4.
iii) 1,4 <Tc^<^3' La evolucion se realiza mediante fuertes 
oscilaclones de las densidades de carga y energxa. La pres^ncia 
de estas oscilaclones nos obliga a utilizar pasos de malla muy pe^  
quehos si queremos mantener una buena conservacion de la carga y 
energxa. Hasta tiempos del orden de — 100 no se ha observxdo una 
escisién del pa que te inicial ni un amortiguamiento apreciable en 
las oscilaclones que nos permita deducir el parémetro A de la on 
da solitaria del estado final (fig. El.5).
iv) q ( = 1.8 El interes de este caso radica en el hecho 
de que su energia total es negativa, como se deduce de la expre­
sion de esta en funcion del parémetro
E(tt) = 2c*.2 ( 1 _ —  )
El estado final en este caso consiste de dos ondas solitarias - 
aiejandose entre si. En la figura IE.6 hemos representado -
( * , +) para difcrentes tiempos. A diferencia de lo que - 
ocurre para otras ecuaciones no lineales, como la KdV, se obser­
va una gran dificultad en la formacion de estados constituidos 
por dos ondas solitarias. La lentitud de formacion de estos est^ 
dos queda todavxa mâs patente en la figura IE.7, donde se ha re­
presentado la evolucion temporal de los maximos de las densidades 
de carga, energxa y momento de una de las ondas solitarias del es 
tado final, asf cono la velocidad de la misma.
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Del analisis de la evolucion de las dos familias ante^  
riores, asx como del realizado para otras configuraciones Inicl^ 
les, deducimos que dicha evolucién depende muy directamente de - 
la densidad de energxa inicial. Si la configuracion en t = 0 pre^  
senta zonas con densidades de energxa positivas y otras con nega 
tivas, la evolucion se realiza mediante grandes oscilaciones y - 
lentamente, ya que las densidades negatives tienden a ser radia- 
das hacia el infinite y esta radiacion interacciona bruscamente 
con la parte no radiada. En caso de presentarse solo densidades 
positivas, la evolucion hacia el estado final se realiza répida 
mente. En el caso contrario de presentarse solo densidades neg^ 
tivas, la configuracion inicial es radiada totalmente, como pile 
de observarse en la figura III.8, donde exponemos la evolucion , 
de la configuracion inicial uj(x , O) = 0, ugCx , O) =
— 39 —
Tabla 3I.1 Resultados numéricos de la familia I.
oL Q E Os/2 ^S/2
0.3 0.2522 0.2442 0.98 0. 20 0. 20
0.5 0.7006 0.6387 0.83 0.67 0.63
0.7 1.3732 1.1353 0.64 1 . 20 1.02
0.9 2.2700 1.6199 0.46 1.93 1.41
1.1 3.3910 1.9403 0.34 2.77 1.74
Tabla HT. 2 Resultados1 numéricos de la familia II.
d S E A'"' Os/2 ®S/2
0.6 0.3600 0.3168 0.96 0.29 0.29
0.8 0.6400 0.5035 0.87 0.57 0.54
1.0 1.0000 0,6667 0.74 0.91 0.82
1.2 1.4400 0.7488 0.62 1.27 1.06
1.4 1.9600 0.6795 0.56 1.47 1.18
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III.2 Ëxistencia de soluciones localizadas oscilantes.
El hecho de que la formacion de esËados con dos ondas 
solitarias en su estado final se haga via formacion de un estado 
metaestable, sugiere la existencia de soluciones localizadas di- 
ferentes de las ondas de las ondas solitarias. Esta conjetura - 
queda confirmada observando la evolucion de la familia
Uj(x,0) ch(x+ft) ' ch(x-ft)
Ug(x , 0) = 0
(X , t) dx(x , t) dx
en funcion del tiempo, observâmes (fig. HE.9) que la evolucion 
se produce inicialmente (T lOO) mediante una fuerte émision de 
carga y energia negativa, Pasado este intervalo inicial, la émi­
sion se hace cada vez mâs lentamente, siendo ahora positiva la - 
energia emitida.
El estado final de la anterior configuraciôn inicial - 
esta constituido por un pa que te que expérimenta oscilaciones iso 
cronas de periodo TOfZO (fig. HE. 10) . Este estado, cualitativa- 
mente tan diferente a una onda solitaria, le denominaremos pulson 
habida cuenta de que estados slmilares a él, encontrados como so 
luciones de ecuaciones de Klein-Gordon no lineales, ban sido bau 
tizados de esa manera. Al igual que ocurre en estas ecuaciones, 
estas soluciones oscilantes pueden formarse, como veremos en el 
siguiente capxtulo, por el choque de dos ondas solitarias sufi- 
cientemente lentas.
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nIV. INIERACCION DE ONDAS SOLITARIAS.
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rv, 1, Caracterizacion numeric a cle las ondas solitarias en una 
colision.
En el primer capitule hemos dicho que la ecuaci6n de 
Dirac con autoacoplo escalar tiene soluciones tipo onda solit^ 
ria; deseamos saber si dichas ondas son solitones. Existen en 
la literatura varias definiciones de este concepto. Asi para R. 
Friedberg et al. 30] un soliton es toda solucion de una ecua- 
cion no lineal de evoluciôn que i/ tenga una energia en reposo 
finita no nula y ii/ esta confinada indéfinidamente en una re- 
gi6n limitada del espacio. Para V. Makhankov un soliton es
una onda solitaria que al interaccionar con otras del mismo t^ 
po mantiene, dentro de cierto margen, su identidad. Esta defin^ 
ci6n, aunque muy operativa, conlleva cierta imprecision, mien- 
tras que en la primera definicion se hace mâs incapié en las - 
propiedades estâticas quo en las dinâmicas.
Nosotros estâmes interesados en estas ultimas y por 
elle adoptaremos la definicion de soliton dada por Scott et al, 
^^9] , Es decir, una onda solitaria es un soliton si tanto su 
forma como su velocidad permanecen inaltérables al interacci^ 
nar con otras ondas solitarias. En concrete, sea
la densidad de carga correspondiente a una onda solitaria que 
denotaremos con el superindice 3, y supondremos q u e ^ (x , t) es 
la densidad de carga de una cierta configuracion del campo -
tal que
lim 
t
donde * (Vj son constantes verificando O^Vj<'l).
Entonces, si /uj(x,t)\
^U2(x,t)| evolucionando en el tiempo
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de acuerdo con las ecuaciones del movimiento (U.1.2) verifica
j=l
lim 
t
siendo las Sj unas constantes, diremos que las anterlores ondas 
solitarias son solitones.
Por claridad, en la anterior definicion liomos decidi. 
do utilizer la carga, igualmente se podria haber «mpleado la 
energia. De hecho, a la hora de determiner los paranietros que 
car acte ri zan los paquetes finales de una colision n till zareinos 
las densidades de carga, energia y momento. En el ca.so de que
las ondas solitarias se comporten de manera semejante a los
litones, pero sin serlo exactamente, hablaremos de comportamien. 
to solitonico o que las ondas solitarias son cuasisolitones (so 
litonlike en la literatura anglosajona).
Establecido lo que entendemos por solit6n, veamos si
las ondas solitarias del primer capitule lo son. Para ello h^
remos colisionar numëricamente dos de tales ondas, las cuales 
en el tiempo inicial estân complo tamo nte libres. Este requisi^ 
to es incorporado prActicamente estableciendo una separacion 
entre las dos ondas solitarias iniciales, de modo ^al que la 
regiôn central de solapamiento entre dichas ondas es en el peor 
de los casos mil veces mener que la altura inicial ce la onda 
solitaria mas pequeda de la colision.
En el choque entre ondas solitarias, ocurre a veces 
(como veremos posteriormente) que parte de ellas es radiada h_a 
cia el infinite. Lo caracteristico de esta radiaci on es que se 
realiza en forma de pequenos paquetes, los cuales se van dispojr 
sando disminuyendo su altura a la vez que se aiejan hacia el in 
finite. El liecho de que no mantengan su altura, nos élimina la 
posibilidad de identificarlos con ondas solitarias muy poquenas 
(/\;^m). Siempre que digamos que en una colision no se produce - 
radiacion, debe entenderse que si se emiten paquetes bacia el - 
infinite, estes tienen una altura a lo sumo de orden inferior a 
la altura minima de la region de solapamiento del estado inicial,
Una vez que han inter,ccionado las dos ondas solita-
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rias, como resultaclo final de la colision numérica, obtenemos, 
ademâs de una posible radiaciôn, un par de paquetes que se van 
aiejando. Deseamos establecer criterios cuantitativos para 
ber si dichos paquetes finales son ondas solitarias y, en caso 
afirmativo, determinar sus paramétrés, o lo que es lo mismo, - 
sus f\ y sus velocidades. A establecer dichos criterios estân - 
destinados los siguientes pârrafos.
Si la transformacion de Lorentz de velocidad thO la 
escribimos como
con
el tensor energia-impulso del campo de Dirac se transforma del 
siguiente modo
5<r
Recordando = 0 y que las ondas solitarias son
soluciones estacionarias y localizadas, se deduce que si 
represents el tensor energia-impulso de una tal onda, entonces 
se verifican las siguientes implicaciones
- 0 = 0 f  ° = 0
= 0 t M  = 0
01
Teniendo présente que para una onda solitaria en reposo T =0, 
de las anteriores implicaciones y de (iV.l.l) obtenemos
= sh 0
y por tanto, si max ^  gg y max ^  gg son los maXimos de las dens^ 
dades de carga y energxa de una onda solitaria en reposo mien- 
tras que m.-jx Ç'gg y maxÿ'^g son las de esa onda animada con una 
velocidad thO, se verifica
2
ax ^ ' e S - 0 m a x (lV.1.2)
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max ^'ps ~ shO chO max (IV.I.3)
igualdades que nos dicen que la velocidad de la onda solitaria 
viene dada por max max ^'gg.
Sabiendo que el cuadrivector corriente so transforma 
del modo siguiente
j = chO 3° + shO 3^
y que ademâs para una onda solitaria inmovil 3  ^ es impar respo£ 
to al centro de la onda, inferimos que para una onda solitaria 
se verifica
max Qg = chO max (IV.1.4)
Por tanto, de las igual dades max = max ^  g = 2( 1-A) y de las
expresiones (IV.1.2,4) deducimos que el paramètre /'\ de una onda 
solitaria animada con una velocidad thO viene dada por -
1 - (max ^  ' Qg) 2 (max gg) . Incidentalmente, es intoresante 
cer notar que de (IV.1.2, 4) deducimos la siguiente desigualdad 
para los mâximos de las densidades de carga y energxa de una on 
da solitaria
max
X ? ' e s ^  " r ? ' E s
verificândose la igualdad solamente cuando Y = 0.
Sean ahora raax^'g, m a x ^ ’g y max ^'p los maximes de 
las densidades de carga, energxa y momento de uno de los paque 
tes finales de una colision binaria de ondas solitarias. Supen 
dremos que estâmes observando dicho paquete en un tiempo sufi- 
cientemente grande para que la carga, energxa y momento fiel mi^ 
mo permanezca constante; representaremos estas magnitudes por - 
Qp, Ep y Pp, respectivamente. Recordando lo dicho anteriormente 
sobre los mâximos de las densidades de carga, energxa y momen­
to de una onda solitaria, la expresion de la carga de esta y - 
que la misma se comporta cinemâticaniente como una partxcula re- 
lativj.sta, deducimos los siguientes criterios para decidir si - 
dicho paquete final es una onda solitaria
1/ max ^ 'p/max Ç'g se mantiene constante en el tiempo. Esta cons
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tante la identlficarcmos con la velocidad de la onda solitd 
ria.
2/ 1 - (max Ç>'ç)V2(max Ç'e ) constante y sera identificada 
con el paramétré A  de la onda solitaria.
3/ (l + 0^4)  ^ es constante y coincide con la obtenida median­
te el anterior criterio
4/ l/ch ^  Ep - P 2^ es una constante que coincide con las ob 
tenidas mediante los criterios 2/ y 3/«
Los cuatro criterios anteriores s6lo son condiciones 
necesarias para que un paquete sea una onda solitaria. Sin em­
bargo, dichos creterios son complementarios en el sontido de - 
que mientras los dos primeros solo hacen referenda a la altura 
que alcanza dicho paquete, los otros dos estân basados sobre la 
cantidad de carga, energfa y momento què arrastra el mismo. Por 
tanto, la verificacion de dichos criterios, junto a la company 
cién cualitativa de las condiciones iniciales y finales, nos - 
proporciona una base lo suficientemente fiable para determinar 
si las ondas solitarias de la ecuaciân de Dirac con autoacoplo 
escalar son solitones.
Para cerrar esta seccion introduciremos dos definicio^ 
nés que nos serân muy utiles posteriormente 29Jt
a) Interaccion débil: Diremos que dos ondas solitarias
interaccionan débilmente, si durante su colision, y 
antes de separarse, llegan a fusionarse totalmente 
formando un mâximo central.
b) Interaccion fuerteî Diremos que dos ondas solitarias
interaccionan fuertemente, si intercambian sus formas 
apareciendo en todo el tiempo que dura la interaccion 
un mfnimo central.
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IV.2. Interaccion de dos ondas solitarias,
En esta seccion analizaremos la interaccion entre dos 
ondas solitarias en un rango de velocidades que espccificaremos 
mâs adelante. Hemos estudiado diferentes casos segun los distin 
tos valores de los dos parâmetros A de las ondas solitarias del 
estado i nicial. Como cualitativamente los resultados son seme - 
jantes, nos limitaremos a exponer los resultados para el caso - 
tipico cn que dichos parâmetros son Ar  = 0.6, para la onda soli^ 
taria situada inicialmente en x = -8, y Ag = 0 . 8  para la situ^ 
da en x = + 8.
La interaccion se realizarâ en el sistema centro de 
masas. Recordando que las energies en reposo de las dos ondas 
solitarias anteriores son
2 In
2 In
A K
1 - ^ - A k  
A c
-A
se deduce que fijando una de las velocidades, por ejemplo thO^ 
la anulacion del momento nos impone para la otra onda solitaria
E r
Oc = arg sh ( - — -- sh O r )
*^ C
Teniendo en cuenta que en la prâctica hay inevitable 
mente un solapamiento inicial entre las ondas solitarias, en - 
vez de utilizar el valor de Oç anterior, se modifica algo dicho 
valor hasta conseguir que el momento inicial total sea del or­
den del error de truncamiento del método de integracion numâri. 
co de las constantes del movimientoj ya que dicho método es la 
régla de Boole y que nuestro paso de malla es h = l/l6, cl mo­
mento inicial es del orden de 10~®.
Con esta disposicion de los datos iniciales, es con 
venicnte considerar separadamente los casos en que OR ^  0.13 de
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los que Or^ 0,13, ya que se obtieuen resultados muy diferentes 
para anibos casos. En esta seccion supondremos Or ^  0 .1 3, de jan 
do para la siguiente el anâlisis de la interaccion con 0r;$O.13. 
Por comodidad, hablaremos de region de altas o bajas velocida­
des segun se esté en el primero o segundo caso.
Antes de continuer, es conveniente fijar la notacion 
que sera utilizada en la exposicion de los resultados numericos. 
La colocacion de una flecha como subindice en una cierta magn_i 
tud nos indicarâ que la misma se refiere al paquete del estado 
final que se mueve en la direcciôn marcada por la flecha. El - 
superindice que acompafSa a los paramètres del estado final, in 
dicarâ el numéro del criterio de la seccion antei iojr utilizado 
para calcular dichos aprâmetros. Asi por ejemplo, /\'J^  nos in 
diea el valor del paramètre A  de la onda solitaiia del estado 
final que se mueve hacia la izquierda y que ha sido calculado 
utilizando el segundo criterio, la velocidad de dicha onda la 
representaremos por Las magnitudes del estado inicial
se representarân con subindices ”K" 6 ”C" segun hagan referen 
cia a la onda solitaria que se mueva hacia la derecha o hacia 
la izquierda respectivamente.
En la region de altas velocidades se han aualizado 
las cuatro interacciones siguientes
i/ Or = 0 . 1 5 Oc = -0.23676364
ii/ Or = 0.1833 ©c = -0.28830527
iii/ 0^ = 0 . 2 0 Oc = -0 . 3 1 3 9 9 8 1 0
iv/ Or = 0.40 ©c = -0.61210023
Existen dos caracteristicas comunes a los cuatro casos anterio 
res. La primera es la no presencia de émision de radiacion y 
la segunda, su carâcter fuerte. Sin embargo, esta ultima cara^ 
teristica se hace menos acusada a medida que se aumenta la ve— 
locidad de las ondas solitarias.
La exposicion de los resultados, tanto numéricos como 
grâficos, de cada una de las cuatro interacciones anteriores - 
se realizarâ de una manera anâlogaj por ello, solo detallaremos 
el caso i/. Los resultados numéricos de dicho caso son dados en
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las tablas TV.i.l y IV.1,2, En la primera fila de aquella se 
dan los parâmetros de las ondas solitarias iniciales, mientras 
que en la segunda fila de la misnia vienen expuestos los parâme 
tros de las ondas solitarias del estado final, calculados en - 
un intervalo temporal dado en la primera columna. Tanibién se - 
especifica, segun la notacion introducida an teriormente, el cri. 
terio utilizado para calcular dichos parâmetros. Cuando se em- 
plean los criterios primero y segundo, en vez de dar un solo vri 
lor, se dan los valores mxnimo y mâximo del citado valor. Esto 
es debido a que dichos dos criterios utilizan informacion pro- 
viniente del mâximo de las ondas solitarias finales, y este tx^ 
ne unas leves oscilaciones que se van amortiguando en el tiem­
po. Los criterios tercero y cuarto dan, dentro de una aproxim^ 
cion suficiente, un solo valor para los parâmetros finales, el 
cual es compatible con los obtenidos mediante los dos primeros 
criterios.
En la tabla IV.i.2 se recogen en las cuatro primeras 
columnas los errores relativos mâximos a lo largo de la evolu­
cion temporal de la energxa (E), carga (Q), ReP e ImR. Las dos 
ultimas colunas de dicha tabla son los errores absolutos mâxi­
mos del momento P y de la posicion del centro de masas (S). El 
considerar el error absolute para el momento, en vez del relai 
tivo, es debido a que dicha constante del movimiento es prâctd. 
camente nula inicialmente y oscila alrededor de este valor a 
lo largo de la evolucion temporal. La conveniencia de utilizar 
el error absoluto para la posicion del centro de masas se dedu 
ce de la invariancia traslacional de la ecuacion Je evolucion.
Lo primero que llama la atencion de los errores rel^ 
tivos expuestos, es su diferente orden de magnitud. Esta dife 
rencia es debido a que los valores de la energxa y de la carga 
son del orden de la unidad, mientras que los de ImR y ReR son 
del orden de 10"  ^ y 10“ .^
Para apreciar el amortiguamiento de los mâximos de 
las ondas solitarias del estado final, se han representado cn 
la figura IV.i.1 los mâximos de las densidades de carga en fun 
cion del tiempo de las ondas que se dirigen hacia la izquierda 
y derecha del citado estado. En la figura IV.i.2 se dibuja - 
los mâximos de las energxas en funcion del tiempo de las mis- 
mas ondas, mientras que en las figuras IV.i.3 y IV.i.4 repré­
sentâmes los parâmetros A ^  1» \l\l} respectiva­
mente.
— 6o —
Un aspecto general de la colision de las ondas sol^ 
tarias del caso i/ puede verse en las figuras IV,i,5 y IV.i,6, 
donde representamos x , t) para diferentes tiempos. El com- 
portamiento de las ondas solitarias en las interacciones ii , 
iii y iv puede verse en las tablas y figuras adjuntas a esta 
seccién.
Como resumen, deducimos las siguientes propiedades 
de la interaccion de dos ondas solitarias diferentes en la r^ 
gi6n de altas velocidades,
a/ Solamente con las velocidades del caso ii/ , las 
ondas solitarias con parâmetros A r  = 0.6 y A g — 0.8 no sufren 
cambio alguno al interaccionar. Abusando del lenguaje podemos 
decir que estas dos ondas solitarias son solitones para las ye 
locidades del citado caso.
b/ Para otras velocidades, dichas ondas se comportan 
como cuaslsolitones.
c/ En el rango de velocidades entre los casos i/ y -
iii/, los parâmetros de las ondas solitarias del estado final
dependen continua y monotonamente de las velocidades iniciales. 
Fue aprovechando esta propiedad como se determinaron las velo 
cidades iniciales del caso ii/.
Para finalizar esta seccién, enunciaremos las dos c^ 
racteri sticas fundament ales de la interaccion de dos ondas sc» 
litarias iguales:
19/ Existe un valor de la velocidad inicial de las -
ondas solitarias, dependiente del paramètre A de las mismas, -
tal que dos de dichas ondas con velocidad superior a ese valor 
Interaccionan sin emitir radiacion, y por tanto, se comportan 
como solitones.
29/ Para velocidades inferiores al anteriormente ci 
tado valor, hay emision de radiacion, siendo esta tanto mayor 
cuanto menor sea la velocidad de las ondas solitarias. Este c^ 
so serâ analizado detalladamente en la seccion siguiente.
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IV, 3 • Formacion de pulsones a partir del choque de dos onclas 
Solitarias.
En esta seccion analiza'^cmos la colision de las ondas 
solitarias de la seccion anterior en la region de bajas veloc^ 
dades. En concreto, las ondas solitarias del caso que vamos a 
analizar tienen los siguientes paramétrés iniciales
a) ™ 0.6 ~ 0.8
= 0.10 Oc = -0.15852180
Dos cambios cualitativos fundamentales t ie ne n Ingar 
con respecte a los cases ya analizados. El primero es la pre- 
sencia de émision de radiacion, mientras que el r^'gundo, con­
siste en que la interaccion es débil en vez de fuorte como oeu 
rrla anteriormente.
El hecho, como queda refiejade en la tabla XV.a,1, - 
de que les paramétrés f\ de las ondas solitarias del estado fi­
nal sean mayores que los iniciales, es una muestia de que dicbas 
ondas ban disminuido, y por ende, de la existencia de "adiaci on. 
La bondad de la evolucion numérica queda recogida en la tabla - 
XTV.a.2, donde se exponen los e n  ores maximes de algunas constan 
tes del movimiento. En dicha tabla no se dan los er». ores de - 
ReR e ImR debido a que no son significatives, ya que los valo- 
res de esas dos constantes del movimiento son, para esta coli­
sion, del mismo orden que el errer de truncamiento del método 
de integracion numérico de las cantidades conservadas.
Las oscilaciones de los mâximos de las ondas solita­
rias del estado final de la anterior colision vienen expuestas 
en las grâficas IV,a.1 -4, mientras que un aspecto general de 
dicha interaccion pue de verse en la figura IV.a. 5 -7.
El hecho de que a baja velocidad bay émision de radi_a 
cion, sugiere la posibilidad de existencia de soluciones localj. 
zadas con un tiempo de vida largo y formadas a partir de un cbo 
que entre ondas solitarias suficicntemente lentas, de modo que 
la radiacion emitida en tal colision compense la energîa cinéti
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ca inicial de las ondas solitarias. Ahora bien, una velocidad 
pequefia de las ondas solitarias implica un tiempo grande on la 
ejecucion del programa, esta dificultad tecnica nos oblign a - 
estudiar numericaraonte la formacion de estados ligados a partir 
de la colision de ondas solitarias iguales, ya que de este modo 
podemos introducir en el esquema numérico las mejoras mencion^ 
das en el capitule segundo.
En las figuras TV.b.l - 3 (donde, como es habituai en 
los casos que existe simetria respecte al origen, solo iepre- 
sentamos le que ocurre en la mitad del eje espacial) se repr^ 
senta la interaccion de dos ondas solitarias cuyos parâmetros 
iniciales son:
b) Aj^ - 0.6 A c = 0.6
0|Q ~ 0.05 0^ —0.05
Como puede apreciarse en las mismas, se forma un estado ligado 
cualitativamente similar al pulsôn. El hecho de que la forma­
cion dinSmica de estes estados ligados sea igual a la que tie­
ns lugar para los pulsones del campe escalar de Higgs [ loj , -
nos ’’eafirma en denominarlos pulsones.
La cuantia de la radiacion emitida en la anterior in 
teraccion pue de observarse en la figura IV.b.4j donde se reprje 
sentan
p a ( x , t) dx
A
Er  e z , t) dz
J - 2 0
en funcion del tiempo. Teniendo presents que la energia y la - 
carga se conservan con un error mener que 0.9/fo y 0,l%o respe^ 
tivamente (las restantes constantes del movimiento son conser­
vadas por simetria del date inicial) se deduce que la variacion 
de ^  y no es debida a una deficients evolucion numérica. A
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primera vista, la anterior grâfica da la impresion de ui.a a;iiqu_i 
lacion de las dos ondas solitarias ; no obstante, si esta aniqui. 
lacion tiene lugar, debe de ocurrir en un tiempo muy elavado, ya 
que la radiacion emitida es muy pequena, pues en T = 520 solo se 
ha emitido el 2% de la energia y el 2.34^ de la carga. A este 
respecte, es ilustrativo tener en cuenta que la vida media (tiem 
po necesario para emitir la mitad de la energia del estado ini­
cial) de los pulsones de la ecuacion de Higgs, deductda por me- 
dios analiticos [_11J » es 1750 en unidades adimensionales.
Otro argumente que sugiere la estabilidad del pulson 
de la ecuacion de Dirac con autoacoplo escalar, viene dado por 
el hecho de que los dos paquetes que le forman se aiejan cada 
vez menos entre si en cada rebote, y por tante es de preveer - 
el colapso final de ambos en un solo paquete.
Teniendo en cuenta que para 0^ = 0.06 no se forma es^  
tado ligado (ver figura TV.c.l) podemos afirmar que la vfioci- 
dad maxima para que las ondas solitarias Ak = A^ = 0 . 6  formen
un pulson es
V_^ = - V ^  = V^im = 0.055 + 0.005
la cual es cuatro veces mener que la velocidad limite para li 
formacion del pulson de la ecuacion de Higgs.
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rv.4. Interaccion multiple de ondas solitarias.
Un doble motive nos guia al estudiar la interaccion 
multiple de ondas solitarias. En primer lugar, es bien conoci. 
do que todo sistema resoluble por el metodo de la transformada 
espectral inversa (1ST), y por ende con so lit ones, tie ne infi^ 
nitas leyes de conservacion. Sin embargo, la existencia de e^ 
ta infinitud parece ^273 estar mas relacionada con el hecho de 
que toda interaccion multiple de solitones se puede factorizar 
en parejas que con la existencia de solitones. Deseamos saber 
si la citada factorizacion tiene lugar para nuestro caso. El - 
segundo motive estâ relacionado con la interaccion tan peculiar 
entre dos ondas solitarias, concretamente, estâmes interesados 
en saber si también en las interacciones multiples solo existen 
unas velocidades bajo las cuales las ondas solitarias son sol^ 
tones y se forman estados ligados a bajas velocidades.
Hemos estudiado la interaccion de laa très ondas soi 
litarias — /\q = Ap — 0.9 en les cases
i V ®p = 0 = 0.15
ii'/ 0 Or = -Oc = 0.3
iii'/ 0 Or  = "®C = 0.4
La onda solitaria cuyos par&ne tros llevan subindice 
p la colocamos inicialmente en el origen de coordenadas, mien 
tras que las de subindices K y C las situâmes en Z = -20 y - 
Z = 20 respectivamente. Caracteristicas comunes a las anterio 
res colisiones son su caracter fuerte y la conservacion del - 
numéro de las ondas solitarias, quedando una centrada en el - 
origen de coordenadas y las otras dos alejandose del mismo.
La metodologia para la determinacion de les paramé­
trés de las ondas solitarias en movimiento del estado final es 
similar a la utilizada en el caso de interacciones binaries.
El paramétré A de la onda solitaria inmôvil, que denotaremos 
AQ, se deduce a partir del mâximo de su densidad de carga, ya 
que le identificaremos con 1 -Pq ( 0 , t)/2. Para que tal iden- 
tificacion se a correcte debe realizarse en un tieinpo le sufi-
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cientemente elevado de modo que ^q(0 > t)/ * t) = 1
Los resultados numéricos de las très colisiones vie 
non recogidos en las tablas TV. i ' , ii ' , iii*, Hoirie solo da- 
mos los paramètres de la onda solitaria central y la que se 
dirige hacia la izquierda, ya que por simetria se deducen los 
de la que se dirige hacia la derecha.
Los mâximos de las ondas solitarias del estado fi­
nal sufren oscilaciones que se van amortiguando en el trans- 
curso del tiempo. A titulo de ejemplo, en las graficas IV.1', 
4* représentâmes, de manera anâloga el caso de interaccion - 
binaria, las correspondientes a la interaccion ii'/.
Es de resaltar que los valores obtenidos paru 2) 
y son compatibles con la redistribucion de la carga del - 
estado final. En efecto, limitandonos al caso i */, idénticos 
razonamientos son vâlidos para los otros dos casos, tenenios 
que/\o = 0.886 y por tante, la semicarga de la onda solitaria 
central es
Os/2 - r  = 0.523
/\ o
Çomo la semicarga total, calculada numéricamente, es Q=l,4538 
para T ^  260, deducimos que cada une de los paquetes finales 
en movimiento lleva una carga dada por
= 0 - Os/2 ~ 0.931
y por consiguiente, si este paquete es una onda solitaria, - 
su paramétré A es
(,2-1 
( 1 = 0.907
valor que coincide con y nos indica la compatibilidad
antes mencionada.
En las figuras IV.i', IV.ii* y IV.iii* représentâ­
mes las très interacciones anteriores. De la observacion de
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las tnismas y de lo dicho anter lormente deducimos lo siguiente:
a/ Bn lo que se refiere a la dependencia continua y 
monotona de los paramètres finales respecte a las velocidades 
iniciales, existe un comportamiento analogo al caso de coli­
siones binaries. Asi por ejemplo, las ondas solitarias con p^ 
rametros A R = = Ap = 0.9 se comportan come solitones sol^
mente con las velocidades del caso ii'.
b/ Teniendo en cuenta que a alta velocidad dos on­
das solitarias iguales interaccionan sin cambiar de forma, - 
mientras que cuando la colision es multiple si lo hacen, de­
ducimos que esta interaccion no se puede factorizar en inte­
racciones binaries y por tanto es de preveer la no existencia 
de infinites leyes de conservacion para la ecuacion de Dirac 
con autoacoplo escalar.
Por ultimo, es interesante serlalar la dificultad - 
que tienen las ondas solitarias He la ecuaci6n de Dirac para 
former estados ligados de très de tales ondas (tritones). En 
efecto, los resultados numéricos de las interacciones
IV'/ /\ IQ ~ = Ap — 0.9 Op “ 0 Or = ~^C ~ 0.05
V'/ A r ~ A c ~ Ap ~ 0.6 Op — O Or  = —0(2 “ 0.05
vienen dados en las tables XV.iv' y IV.v'. Aunque inclasticas, 
en dichas interacciones no se emite radiacion alguna. Este - 
comportamiento es completamente diferente al de las ondas so 
litarias de la ecuacion de Higgs, pues es conocido ^ 1 que 
los tritones de esta ecuacion son mas faciles de former que 
los pulsones, ya que la velocidad limite de formacion de - 
aquéllos es 0.75 + 0.03 mientras que la de éstos es 0.20 + 0.01,
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Tabla IV.i' Resultados numéricos de la interaccion i'/
t = 0 A r = A c  = 0,9 N/jç = - Vc = 0.149 A p - 0 . 9 Vp-o
0.905
vil’
-0.152 0.885
280 <  t < 320 1.000
0.907 -0.154 0.887
Tabla IV.ii* Resultados numéricos de la interaccion ii*/
t — 0 /\r — /\q — 0.9 V r  = -Vg = 0.291 A p = o V p = o
0.899 -0.291
A „
0.901
Pa/?E
140< t< 180 1 .000
0.901 -0.292 0.898
Tabla IV.iii* Resultados numéricos de la interaccion iii*/
t = 0 A R = A(2 = 0.9 Vj( = -V(, = 0.380 A p - 0 . 9 V p -0
a ‘/>
0.891
v':'
-0.374
A o
0.913
?a/?E
140 < t < 180 1 .000
0.893 -0.375 0.916
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Tabla IV,iv'. Resultados numéricos de la interaccion iv'/
t = 0 j Vr  »= - = 0.05 À p - 0 . 9 V p - o
0.907
v ü >-0.062
A o
300 < t < 340
0.909 —0 . 0 6 3
0 . 8 8 3 1.000
Tabla IV.v' Resultados numéricos de la interaccion v ’'/
t = 0 / V^'-Vc-o. . 05 A p =  0.6 Vp-o
(2)
A o ?Q/?e
0.629 -0 . 1 0 7 0 . 5 4 2
300< t <340
0.631 -0 . 1 0 8 0 . 5 4 4
1.000
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CONCLUSIONES.
i/ La ecuacion de Dirac con autoacoplo escalar de 
cuarto orden tiene, en el espacio bidimensional de Minkowski, 
una familia de soluciones del tipo onda solitaria. El parâme^ 
tro /\ que caracteriza dicha familia torn a los valores 0< A  ^  m, 
siendo el tamano de dichas ondas inversamente proporcional - 
al valor del citado paramétré. Igualmente, se han encontrado 
expresiones analiticas para otras soluciones de la misma ecu^ 
cion, rualitativamente semejantes a las ondas solitarias sal 
vo que tienden hacia una constante no nula en el infinite.
2/ Se ha demostrado la estabilidad de las ondas so 
litarias en primer orden de perturbaci6n. El método seguido 
es el estudio del problema de autovalores ascciado a las - 
ecuaciones variacionaJes del problema de evolucion no lineal. 
El misno tipo de argumentes se ha utilizado para demostrar - 
la estabilidad de las ondas solitarias de la ecuacion de Di­
rac con autoacoplo pseudovectorial o vectorial (modelo de - 
Thirring).
3/ Para la resolucion numerica de la ecuacion de 
Dirac autoacoplada escalarmente es recomendable la utiliza- 
cion del esquema implicite de Crank-Nicholson, no solo por 
la bonJad de los resultados obtenidos, sine que ademâs el ci^  
tado esquema es adaptable, via esquemas de desintegracion, - 
al caso multidimensional. También es factible estudiar con 
el mismo esquema la ecuacion de Dirac con otros autoacoplos,
4/ Ademâs de las ondas solitarias, la ecuacién de 
Dirac con autoacoplo escalar posee otras soluciones localiz^ 
das. Estas nuevas soluciones, encontradas numéricamente, son 
cualitativamente semejantes a las soluciones oscilantes del 
campo escalar de Higgs. Debido a esta analogxa, hemos deno- 
minado a estas soluciones oscilantes del campo espinorial de 
igual manera que las correspondientes del campo escalar, es 
decir, pulsones.
5/ Se ha estudiado la evolucion de algunas configu 
racioncs iniciales cuyo estado final esta constituido por -
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una solucion locallzada y radiacion. Esta evolucion se real^ 
za emitiendo hacia el infinite paquetes de ondas que en el 
transcurso del tiempo se van dispersando. En algunos casos, 
estos paquetes estan conscituidos por densidades de encrgia 
negativa, y por ende, la solucion localizada del estado fi­
nal tiené mas energia que la configuracién inicial. La pte- 
sencia en ésta de zonas con densidades de energxa de distin 
to signo implica una mayor lentitud en la evolucion.
6/ La interaccion entre dos ondas solitarias depen 
de fundamentalmente de la velocidad que tengan en la configu 
racion inicial. A velocidades altas la interaccion se reali- 
za sin émision de radiacion y es fuerte, mientras que a bajas 
velocidades la colision va acompahada de émision de radiacion 
y se realiza de uua manera débil. La delimitacion de estas - 
dos zonas depende del tamafio de las ondas solitarias iricia- 
les, realizândose el transite de una zona a la otra de una 
manera continua.
Solo con ciertas velocidades incidentes, yacentes 
en la zona no radiativa, las ondas solitarias no sufren cam 
bio alguno (modulo un desfase) al interaccionar. Fijados - 
los parâmetros de las ondas solitarias iniciales, y en un 
entorno de estas velocidades incidentes, los parâmetros y 
las velocidades de las ondas solitarias emergentes de la co 
lisxon depende continuamente de las velocidades iniciales,
7/ Aunque la émision de radiacion solo se haco - 
apreciable a velocidades muy bajas, dinamicamente tiene una 
gran importancia debido a que permite la formacion de esta­
dos ligados a partir del choque de dos ondas solitarias su 
ficientemente lentas. Siguiendo la analogfa con lo que suce 
de con el campo escalar de Higgs, hemos identificado estos 
estados ligados con los pulsones.
8/ A diferencia de lo que ocurre en el campo esc^ 
lar de Higgs, no se ha observado émision de radiacion en la 
interaccion de très ondas solitarias lentas. Esta falta de 
emisién implica la imposibilidad de formacion de estados li 
gados a partir de très ondas solitarias (tritones).
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Algunas de las cuestiones abiertas que se deducen 
del presente estudio son:
i/ ^Cual es la expresion analxtica de los pulsones?
Estudios hechos para otras ecuaciones Ql , sugieren que 
la herramienta a utilizar para responder a este interrogante 
es la teorxa de los desarrollos asintoticos de Bogolyubov - 
Mitropolskii ^15].
ii/ Teniendo en cuenta que la ecuacion de Dirac con 
autoacoplo vectorial es resoluble analxticamente y que, para 
valores pequenos de la constante de acoplo, la mismo ecuji - 
cion con autoacoplo escalar puede considerarse como una aproxi 
maciôn de aquella, no es aventurado conjeturar la posibilidad 
de resolver la ecuacion de Dirac con autoacoplo escalar me - 
diante el método de Karpman - Maslov [^ 24] .
iii/ Habida cuenta que la ecuacion de Dirac atitoac^ 
plada escalarmente posee ondas solitarias incluso cuando se 
involucre dos o très variables espaciales [Sj, ofrece gran 
interés estudiar su dinâmica mediante los esquemas multidi- 
mensionales introducidos en esta memoria. En este caso mul­
tidimensional es de preveer que el acoplamiento del campo - 
espinorial con el electromagnético acelerarâ la evolucién 
cia los estados finales.
1^A P E N D I C E S
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APENDICE A
Sistemas debilmente hiperbolicosi
En el primer capitule se ha resuelto formalmente el 
sistema diferencial (1.3.4) utilizando la transformada de 
Laplace. En este apéndice demostraremos que todo lo hecho fo£ 
malmente es matemâticamente correcte,
Consideremos el problema de evolucion lineal siguien
te
- A u(t), t > 0  } u(0) = u^ (A,l)
donde u toma valores en un espacio de Banach y supondremos - 
que el operador A es iiidependiente del tiempo.
Definicion. Diremos que la ecuacion de evolucion - 
(A.l) asociada al operador A es débilmente hiperbolica, si exi^ 
ten tres constantes p, r, tales que R ^  = (Xl-A)“  ^ existe
y satisface || R < p I X)"" cuando )X | ^  \  q ^ X Z C  |lm X  j - 
donde 0 a 1.
Se demuestra [25, 26] que si (A.l) es débilmente hi. 
perbélica, la solucion unica de dicha ecuacion puede ser ral— 
culada por el método de la transformada de Laplace. La solu - 
cion de (A.l) viene dada, utilizando el anterior método, por
j e  “o
T
donde f es el contorno que limita la region introducida on la 
anterior definicion.
Deseamos establecer algun criterio préctico para s^ 
ber si el sistema
^  M j . ( x ) ^  + N(x) u (A.2)
j J
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es débilmente hiperbolico en el espacio 0  II ( siendo,
i=l
para cada x E Mj( x) y N(x) matrices m x m, IiiLroduciendo
la notacion
$ q) 5 det (ql - ^  A^(x))
el criterio buscado viene dado por el siguiente
Teorema Si para cada x sTR" y fPx " \  ^ 0 j , todas
las raices de a(xj j q)=Oson reales y no nulas, verif icandose
jaCxjij, 0)| >C|^1'
donde C es independiente de x y ^ , y si aderés, los elementos 
matriciales de A .(x) y B ( x )  tienen respectivamente derivadas - 
segundas y primeras continuas y acotadas. enter.<-es el sistema 
(A, 2) es débilmente hiperbolico en g  H ( IK ) .
i=l
Apliquemos el anterior teorema al sistema (1.3.4).
En este caso m = 4 y n ‘=l. Como
M(x)
se deduce que las raices de
/ 0 0 0 1
0 0 -1 0
0 -1 0 0
0 0 0
q 0 0
0 q 0
0 9 q 0
0 0 q
son a = + Z. , Ademâs es inmediato deducir
a(x; ^  f 0) = ^
Ya que en nuestro caso los elementos matriciales de M y N son 
anal/ticos y con derivadas acotadas, se deduce la aplicabili- 
dad del anterior teorema y por ende, queda jnstifi cado la iit_i 
lizacion hecha de la transformada de Laplace en el primer capi t nlo
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APENDICE B.
Estabilidad de las ondas solitarias de la ecuacion de Dirac 
con autoacoplo vectorial o pseudovectorial.
El método para demostrar la estabilidad de las ondas 
solitarias de la ecuacion de Dirac con autoacoplo escalar, b^ 
jo la actuacion de perturbaciones que se anulen en el infinite 
y sean continuas, es aplicable a las ondas solitarias de la - 
ecuacion de Dirac con autoacoplo vectorial o pseudovectorial.
En este apéndice expondremos muy suscintamente los hechos mas 
notables que se presentan en la demostracion de la estabilidad 
de estas ondas solitarias.
Las ecuaciones de Dirac con autoacoplo vectorial y 
pseudovectorial son
+  °  (B.l)
donde ^ ° ^ , Desarrollândolas obtenemos
correspondiendo el signo superior o inferior al autoacoplo vejc 
torial o pseudovectorial, respectivamente, Aun cuando estas — 
dos ecuaciones difieren solo en el signo de la constante de — 
acoplo, sus ondas solitarias presentan diferencias apreciables. 
Dichas ondas son
= J -  A e -" ''*
* /x Atmch(
(B,4)
VX A+mch(2ym -A x)
- t09 -
f*,(x,t) , s h ( V p g x )  _ p - W t g ^ g - i A t
mch( 2\Jm‘^ - A x) -A
(D.5)
P r ^  _ _ c h f l ^ 2 i l _
VX mch( 2Ym^ - /^ x^) -A
donde los superindices V y A se refieren a los acoplos vectorial 
y pseudovectorial y /\Z m.
El operador L es ahora 
/ 0 m-A+2 (A^-B^) O + 4 X a b + —
L=
-m+A+2X( 3A^+B^) 0 +4Xa B - - ^
dx
d
0
0 +4X aB - - ~  O -m-A+2)^(A^-b 2)
^ + 4 X a b + ^  0 m+A+2V.A^+3D=') O /
correspondiendo los signos superiores al acoplo vectorial y - 
los inferiores al pseudovectorial, mientras que A y B dehen - 
ser sustituidos por las expresiones correspondientes dadas por 
(B.4) Ô (B-5)« AdemaSjla condicion de que las perturbaciones 
ce anulan en el infinite la traducimos matematicamente por el 
hecho de que el anterior operador L actua en el espacio -
4
.0 H\fR)
La descomposicion de L viene dada por
de donde obtenemos
" ^A + 2 X l„
0 a 2+b 2 0
a 2+b 2 0 0
0 0 0
0 0 a ^+b
" A 
0
a 2+b 2
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(I LjjII <  sup (A^ + b^)
X
y por ende
1-0_ ^  (acoplo vectorial)
I ^  ™ (acoplo pseudovectorial)
siendo^lj^ la parte real de un a u t o v a l o r de L,
El resto de la demostracion de la estabilidad de las 
ondas solitarias (B.4) y (B.5) sigue idénticos pasos a los ya 
utilizados en el primer capitule, debido a la semejanza del - 
operador L anterior con el que aparece para el caso de autoa­
coplo escalar.
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APENDICE C,
Esquemas de desintegracion para la ecuacion c!c Eli ac multidi­
mensional con autoacoplo escalar.
La ecuacion de Dirac autoacoplada escalarmente en 
el espacio cuadridimensional de Minkowski es
Y  ^ t  t  =  °
Y ° -  (  0 -I )
donde
Y
0 0~^ 
-c r  "' 0
siendo I la matriz identidad de orden dos y 0"^( 2 = 1, 2, 3) - 
las tres matrices de Pauli. El anterior campo espinorial posee 
soluciones localizadas tipo onda solitaria [ 5 ] / es por tan I n 
interesante encontrar un esquema numerico para la resolucion 
del problema de Cauchy asociado a la anterior ecuaci6n. Demo^ 
traremos en este apéndice que el esquema unidi men sional intro 
ducido en el segundo capitulo, admite una general!zacion a er; 
te caso multidimensional.
Si introducimos la notacion siguiente
' Re v|/j ’
^2 Im^/j
—
{ ^ 8 / t ‘1 /
H i  
\
donde
-M
— 112 —
0 —m+F 0 0
m-F 0 0 0
0 0 0 —m+F
0 0 m—F 0
la ecuacion de Dirac no lineal anterior se escribe como
■\ y 8 2
Teniendo en cuenta que V f € ^  L (fR) se verifica
1=1
(f , N^f) = 0 i — 1, 2, 3
se deduce [^21, 22^ que un esquema numérico apropiado para la 
mencionada ecuacion de Dirac es del tipo de los llamados de - 
desintegracion. Este consiste en sustituir las ecuaciones en 
derivadas parcialas por el sistema siguiente de ecuaciones en 
diferencias
n +■
+ A î = 0
n + i
3 -
+ A
n + 7T , n +-V
1 "J + w
=  0
n + 1 
w - w + A n
^ 2 n+-j
=  0
donde A i  “ N.(w") + _ ^n (i “ 1, 2, 3). El ruperin
dice n nos indicarâ la discret!zacion de la variable temporal^ 
mientras que ^ serâ el paso de dicha variable.
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Introduciendo las sustituciones
3 ^  ~ =  „ „
Q  X 2h ox ijk
j+l,k " ^i>j-l,»< -  j,
"3 y 2h oy ijk
""i.lk ^ “ijk+1 - “ijk-1 _
r r t  ------- â ---------- =  ®o* “ijk
y la siguiente notacion
^Lk =  +Lk)
«ijk = t l x t l - i .  K *  + tlx  t j  - tz tA  + f, , -
- +îz + tTz +2 - fiz tî> + I"' t, i' iy -
- i t y  t î  ■ t z  %\  + tz y  t3 > ]  ^  .  Ÿ  " j,,
< j k =  I  [ - ”  + ' '« k ]  + X Gljk
el esquema numérico adopta, tras un largo calculo algebraico, 
la siguiente forma final
+ f x , i , j , k t " , j j  +«^xj'wYj.k-=x,i,j,k
x a v X . ^ ^ ■ ' ^ y t " , l , k  "  < ; : L k  
Y z t l ^ ! k _ ,  ^ ^ x f L ' k  + ^ x t w : k + ,  = < A L k
siendo
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V /o (7^\ /l+iK? 0
4Ï Ï  o )  ^ x , i . j , W  „
ijk
( i r j  c iy  =  - { y  ^ y '  ( o  î )
I - i k" - I  • Dijk 2 O- ox
8_'.ï _• 1. =  I X _ / 'j* i»d>k
2 CT ®oy
e ,
- 2 0-^ “c 2
n + -V —  I I .. n + T
z;i,j,k \ _ 1 ^ 3 j j  j I Yi,j,k
2 ^ oz
Admitiendo condiciones periodicas en la frontera, 
el anterior esquema numérico es incondicionalmente estable.
Su orden de aproximacion, tanto en la variable espacial como 
en la temporal, es dos.
Para una resolucion efectiva del sistema de ecuacio 
nés numéricas, debe emplearse sucesivamente el método de fac­
tor! zacion matricial para cada una de las tres ecuaciones que 
componen el mencionado sistema. La estabilidad espacial de es 
te método se signe, al igual que para el caso unidimensional, 
de las siguientes acotaciones
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Hïl ï+j  II <' ' - j-"
l i n  LI' I l e
Unas condiciones suficientes para la verificacion rle las mis- 
mas son
- n L V  = o
6 I d  que es le mismo, la solucion de la ecuacioii cio Dirac :io 
lineal que deseamos encontrar nuniéricamente debe anularso en 
la frontera.
Todo le dicho anteriormente para el caso tr j dinr^n- 
sional se puede aplicar cuando la ecuacion de Di rac solo invo 
lucre dos variables espaciales. Obviamente, en este caso el - 
esquema numérico sera mucho mas simple, ya que se trabajara - 
con matrices bidimensionales en vez de hacerlo con matrices - 
cuadridimensionales.
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