On the Brauer constructions and generic Jordan types of Young modules by Jiang, Yu et al.
ar
X
iv
:1
70
7.
04
07
5v
1 
 [m
ath
.R
T]
  1
3 J
ul 
20
17
ON THE BRAUER CONSTRUCTIONS AND GENERIC JORDAN
TYPES OF YOUNG MODULES
YU JIANG, KAY JIN LIM, AND JIALIN WANG
Abstract. Let p be a prime number. We study the dimensions of the Brauer con-
structions of Young and Young permutation modules with respect to p-subgroups
of the symmetric groups. They depend only on partitions labelling the modules
and the orbits of the action of the p-subgroups, and are related to their generic
Jordan types. We obtain some reductive formulae and, in the case of two-part
partitions, make some explicit calculation.
1. introduction
Let G be a finite group and F be a field of positive characteristic p. One of the
main tools of studying the p-permutation FG-modules via the Brauer construction
has been developed by Broue´ in [2]. For a p-subgroup P of G, there is a bijec-
tion between the set of the isomorphism classes of indecomposable p-permutation
FG-modules with vertex P and the set of isomorphism classes of indecomposable
projective F[NG(P )/P ]-modules defined by the Brauer construction. Furthermore,
the Green correspondents of such indecomposable p-permutation FG-modules with
respect to the subgroup NG(P ) are precisely the inflation of their corresponding
indecomposable projective F[NG(P )/P ]-modules. Suppose further that F is alge-
braically closed. The generic Jordan type of a module for an elementary Abelian
p-group as defined by Wheeler [19] is another useful technique to study the FG-
modules. For instance, if an indecomposable FG-moduleM has non-generically free
Jordan type upon restriction to an elementary Abelian p-subgroup E of G then E
is contained in a vertex of M .
In this paper, we study the classical objects the Young and Young permutation
FSn-modules. Since they are p-permutation modules, their stable generic Jordan
types (modulo the projectives) restricted to any elementary Abelian p-subgroup E
of Sn have the form [1]
r for some non-negative integers r depending on E. We are
interested in the numbers r as in the previous sentence. In Section 3, one of our
main results shows that the dimension of the Brauer construction Y λ(E) is precisely
r where [1]r is the stable generic Jordan type of Y λ↓E and dimF Y
λ(P ), for any p-
subgroup P ofSn, depend only on the orbit type of P on the set {1, . . . , n}. As such,
we call dimF Y
λ(P ) the orbit numbers. For example, when n = 4, P = 〈(1, 2, 3, 4)〉
and Q = 〈(1, 2)(3, 4), (1, 3)(2, 4)〉, for any partition λ of 4, we have dimF Y
λ(P ) =
dimF Y
λ(Q) = r where Y λ↓E has stable generic Jordan type [1]
r. The orbit numbers
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are interesting in the sense that, when P is a vertex of Y λ, following [4, Theorem
2], we have dimF Y
λ(P ) is the product of the dimensions of the projective modules
Y λ(0), . . . , Y λ(s) where λ = λ(0)+pλ(1)+ · · ·+psλ(s) is the p-adic expansion of λ. It
is an open problem to find a closed-form for the dimensions of the indecomposable
projective modules for the symmetric groups. In Section 4, we obtain some reductive
formulae about orbit numbers. We explicitly calculate the orbit numbers in the case
when λ are two-part partitions in Section 5.
2. preliminaries
Throughout the paper F is an algebraically closed field of positive characteristic
p. For any finite group G, an FG-module is assumed to be a finitely generated left
FG-module.
2.1. Representation theory of finite groups. For a general background about
the modular representation theory of finite groups, we refer readers to [1] or [16].
Let G be a finite group and let M,N be two FG-modules. We write N | M if
N is isomorphic to a direct summand of M , i.e., M ∼= N ⊕ L for some FG-module
L. Suppose further that N is indecomposable. The number of summands in an
indecomposable direct sum decomposition of M that are isomorphic to N is well-
defined by Krull-Schmidt Theorem (see [1, Section 4, Theorem 3]) and is denoted
by [M : N ].
Let M be an indecomposable FG-module and H be a subgroup of G. Then
M is said to be relatively H-projective if there exists some FH-module N such
that M | N↑G, here N↑G denotes the induction of N to G. By [10], the minimal
(with respect to inclusion of subgroups) subgroups H of G subject to the condition
such that M | N↑G for some FH-module N are p-subgroups and unique up to G-
conjugation. These p-subgroups of G are called the vertices ofM . Let P be a vertex
of M . We denote the normalizer of P in G by NG(P ). Then there exists, unique
up to isomorphism and NG(P )-conjugation, an indecomposable FP -module S such
that M | S↑G. Such an FP -module is called a source of M .
Let M be an indecomposable FG-module, let P be a vertex of M and let H be
a subgroup of G containing NG(P ). The Green correspondent of M with respect
to the subgroup H is the unique indecomposable summand N of M↓H such that N
has a vertex P .
Let E = 〈g1, . . . , gk〉 be an elementary Abelian p-group of order p
k and M be
an FE-module. Let K be a field extension of F containing the indeterminates
α1, α2, . . . , αk. Consider the element
uα := 1 +
k∑
i=1
αi(gi − 1) ∈ KE.
Since 〈uα〉 is a cyclic group of order p, the restriction of K ⊗F M to the shifted
subgroup K〈uα〉 is isomorphic to a direct sum of ni unipotent Jordan blocks of sizes
i where i = 1, 2, . . . , p. The generic Jordan type of the FE-module M is defined as
[1]n1[2]n2 · · · [p]np. By [19], the generic Jordan type is independent of the choice of
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the generators of E. The stable generic Jordan type of M is [1]n1[2]n2 · · · [p− 1]np−1 .
The module M is called generically free if ni = 0 for all i = 1, 2, . . . , p − 1. The
following are the properties we shall need and we refer readers to [6, 7, 19] for more
details.
Lemma 2.1.
(i) The generic Jordan type of a direct sum of modules is the direct sum of the
generic Jordan types of the modules.
(ii) Let E ′ be a proper subgroup of an elementary Abelian p-group E and let M be
an FE ′-module. Then the module M↑E is generically free.
2.2. Brauer construction. One of main techniques that we shall need is the
Brauer constructions of p-permutation modules introduced by Broue´ in [2]. An
FG-module is called a p-permutation module if for any p-subgroup P of G there ex-
ists a basis B that is permuted by P , i.e., for each g ∈ P and b ∈ B, we have gb ∈ B.
By [2, (0.4)], an indecomposable p-permutation module is precisely a module with
trivial source. The class of all p-permutation FG-modules is closed under taking
finite direct sum, direct summand and tensor product.
We recall the Brauer construction of a module. Let M be an FG-module and P
be a p-subgroup of G. The set of P -fixed points in M is
MP := {m ∈M : gm = m for all g ∈ P}.
Notice that MP is an FNG(P )-module on which P acts trivially. Let Q be a proper
subgroup of P . The relative trace map TrPQ: M
Q → MP is the linear map defined
by
TrPQ(m) :=
∑
g∈P/Q
gm,
where P/Q denotes a set of left coset representatives of Q in P and m ∈ MQ. Ob-
serve that TrPQ(v) is independent of the choice of the set of left coset representatives.
Furthermore
TrP (M) :=
∑
TrPQ(M
Q),
where Q runs over the set of all proper subgroups of P , is an FNG(P )-submodule
of MP . One defines the Brauer construction of M with respect to P to be the
F[NG(P )/P ]-module
M(P ) := MP/TrP (M).
In general, if M is indecomposable and M(P ) 6= 0 then P is contained in a vertex
of M . The converse is true in the case of p-permutation modules.
Theorem 2.2 ([2, Theorem 3.2 (1)]). Let M be an indecomposable p-permutation
FG-module, let Q be a vertex of M and let P be a p-subgroup of G. Then M(P ) 6= 0
if and only if P is contained in a G-conjugate of Q.
Suppose further that M is a p-permutation FG-module. Let B be a basis of M
permuted by P and let
B(P ) := {b ∈ B : gb = b for all g ∈ P}.
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Notice that P acts trivially on B(P ). As a corollary of Theorem 2.2, we have the
following.
Corollary 2.3. Let M be a p-permutation FG-module and B be a p-permutation
basis of M with respect to a p-subgroup P of G. Then M(P ) is isomorphic to the
F-span of B(P ) as F[NG(P )/P ]-modules. Furthermore, if M ∼= U ⊕ V then
M(P ) ∼= U(P )⊕ V (P ).
We end this subsection with the following well-known result of Broue´.
Theorem 2.4 ([2, Theorems 3.2 and 3.4]). Let G be a finite group and let P be a
p-subgroup of G.
(i) The Brauer construction sending M to M(P ) is a bijection between the iso-
morphism classes of indecomposable p-permutation FG-modules with vertex
P and the isomorphism classes of indecomposable projective F[NG(P )/P ]-
modules. Furthermore, the inflation Inf
NG(P )
NG(P )/P
M(P ) of the F[NG(P )/P ]-
module M(P ) to NG(P ) is the Green correspondent of M with respect to
NG(P ).
(ii) Let N be an indecomposable FG-module with a vertex P and M be a p-
permutation FG-module. Then N is a direct summand of M if and only if
N(P ) is a direct summand of M(P ). Moreover,
[M : N ] = [M(P ) : N(P )].
2.3. Composition, partition and orbit. Let N be the set of nonnegative integers
and let n ∈ N. By a composition α of n, we mean a sequence of nonnegative integers
(α1, . . . , αr) such that
∑r
i=1 αi = n. In this case, we write |α| = n. By convention,
the unique composition of 0 is denoted as ∅. The composition α is called a partition
if α1 ≥ · · · ≥ αr. We write C (n) and P(n) for the set of compositions and partitions
of n respectively. The set P(n) is partially ordered by the dominance order D and
totally ordered by the lexicographic order. Notice that the lexicographic order refines
the dominance order.
Let α = (α1, . . . , αr) and β = (β1, . . . , βs) be two compositions and let m be a
positive integer. We write
α+ β = β + α = (α1 + β1, . . . , αr + βr, βr+1, . . . , βs),
α • β = (α1, . . . , αr, β1, . . . , βs),
mα = (mα1, . . . , mαr),
if r ≤ s. A composition δ is a refinement of β if there exist compositions δ(1), . . . , δ(s)
such that δ = δ(1) • · · · • δ(s) and, for i = 1, 2, . . . , s, we have |δ(i)| = βi.
A partition λ = (λ1, . . . , λr) is called p-restricted if λr < p and λi − λi+1 < p for
all i = 1, 2, . . . , r − 1. We write RPp(n) for the set of all p-restricted partitions of
n. The p-adic expansion of a partition λ is the sum
λ =
t∑
i=0
piλ(i)
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for some nonnegative integer t such that, for each i = 0, 1, . . . , t, λ(i) is a p-restricted
partition. By the proof of [9, Lemma 7.5], there is a way to write down the p-adic
expansion of λ as follows. Let λr+1 = 0. Suppose that, for each j = 1, 2, . . . , r, we
have the p-adic sum of the number
λj − λj+1 =
t∑
i=0
ai,jp
i,
i.e., 0 ≤ ai,j ≤ p − 1. Then, for each i = 0, 1, . . . , t, λ(i) is the desired p-restricted
partition where λ(i)k =
∑r
j=k ai,j.
For any partition λ = (λ1, . . . , λr), we denote by [λ] the set {(i, j) ∈ N
2 : 1 ≤ i ≤
r, 1 ≤ j ≤ λi}. It is called the Young diagram of λ. The p-core of λ is the partition
whose Young diagram is obtained by removing all possible rim p-hooks from [λ] and
is denoted by κp(λ). The number of rim p-hooks removed from [λ] to get κp(λ) is
called the p-weight of λ.
Let A be a finite set. The permutation group on the set A is denoted as SA.
Let n ∈ N. We denote the set {1, . . . , n} by [n] and let Sn = S[n]. By convention,
[0] = ∅ and S0 is the trivial group. Let λ = (λ1, . . . , λr) be a composition. The
Young subgroup Sλ is identified with the direct product
Sλ1 × · · · ×Sλr ,
where the first factor Sλ1 acts on the set {1, . . . , λ1}, the second factor Sλ2 acts on
the set {1 + λ1, . . . , λ1 + λ2} and so on.
We now discuss the orbits of p-subgroups of Sn on the set [n]. Let
P
(p)(n) = {O ∈ C (n) : O = (1a0 , pa1, . . . , (pr)ar) for some r},
where, in O, the first a0 entries of O are 1, the next a1 entries are p and so on. For
each O = (1a0 , pa1 , . . . , (pr)ar) ∈ P(p)(n), let
psO = ((ps)a0 , (ps+1)a1 , . . . , (ps+r)ar) ∈ P(p)(psn).
Let P be a p-subgroup of Sn. We denote the set of orbits of the action of P on
[n] by [n]/P . We say that [n]/P has type O = (1a0 , (p)a1 , . . . , (pr)ar) ∈ P(p)(n)
for some r if, for each i = 0, 1, . . . , r, the number of orbits with sizes pi in [n]/P is
exactly ai. We write [n]/P ≃ [n]/Q if Q is another p-subgroup of Sn such that both
[n]/P and [n]/Q have the same type, i.e., there is a permutation σ ∈ Sn such that
σA ∈ [n]/Q for all A ∈ [n]/P . It is clear that [n]/P ≃ [n]/Q if P is conjugate to Q
in Sn.
Let λ be a partition of n, let
∑r
i=0 p
iλ(i) be the p-adic expansion of λ and let
Oλ := (1
|λ(0)|, p|λ(1)|, . . . , (pr)|λ(r)|) ∈ P(p)(n).
We fix a Sylow p-subgroup of SOλ and denote it by Pλ. Notice that, since any Sylow
p-subgroup of Spi acts transitively on the set [p
i], we have that [n]/Pλ has type Oλ.
We end this subsection by the following lemma.
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Lemma 2.5. Let λ ∈ P(n), O ∈ P(p)(n) and P be a p-subgroup of Sn such that
[n]/P has type O. Then O is a rearrangement of a refinement of Oλ if and only if
P is conjugate to a p-subgroup of Pλ.
Proof. Suppose that O is a rearrangement of a refinement of Oλ. Without loss of
generality, since [n]/Pλ has type Oλ, we may assume that each orbit in [n]/Pλ is a
union of some orbits in [n]/P . Let σ ∈ P . Then σ leaves each orbit A in [n]/P
invariant, i.e., σ(A) = A. Therefore, σ leaves each orbit in [n]/Pλ invariant. This
shows that σ ∈ SOλ and hence P ⊆ SOλ . We conclude that P is conjugate to a
subgroup of Pλ. Conversely, suppose, without loss of generality, that P is a subgroup
of Pλ. Then each orbit in [n]/Pλ is a union of some orbits in [n]/P . By definition,
the type O of [n]/P is a rearrangement of a refinement of the type Oλ of [n]/Pλ. 
2.4. Representation theory of symmetric groups. We now turn to the repre-
sentation theory of symmetric groups. For a general background on this topic, we
refer readers to [12] or [14].
For modules of symmetric groups, we assume that readers are familiar with the
notion of tableau, tabloid and polytabloid. Let F(n) be the trivial FSn-module.
For a composition λ of n, we use F(λ) to denote the restriction of F(n) to the
Young subgroup Sλ. The Young permutation module M
λ with respect to λ is
the induced module F(λ)↑Sn . It has a basis consisting of all λ-tabloids. Notice
that Mλ ∼= Mµ if µ can be rearranged to λ. Suppose now that λ is a partition.
The Specht module Sλ is the submodule of Mλ spanned by the λ-polytabloids. It
has a basis given by the standard λ-polytabloids and dimension given by the hook
formula. In the characteristic zero case, the Specht modules are the irreducible
FSn-modules. However, they are usually not irreducible when p is positive. By the
Nakayama conjecture, two Specht modules Sλ, Sµ for FSn lie in the same block if
and only if κp(λ) = κp(µ).
The isomorphism classes of indecomposable direct summands of Young permu-
tation modules are called the Young modules and they are parametrized by P(n)
such that the Young module Y λ is a direct summand of Mλ with multiplicity one
and, if Y µ | Mλ, then µ D λ (see [13, Theorem 3.1]), i.e.,
Mλ ∼= Y λ ⊕
⊕
µ⊲λ
kλ,µY
µ,
where kλ,µ = [M
λ : Y µ] are known as the p-Kostka numbers. Using the lexicographic
order of P(n), we denote the p-Kostka matrix for FSn by K whose (λ, µ)-entry is
kλ,µ. Notice that K is upper uni-triangular.
We recall the following reductive formulae for p-Kostka numbers proved by Gill.
Theorem 2.6 (see [8, Theorems 13 and 14]). Let λ, µ ∈ P(m) and ν, δ ∈ P(n).
We have the following statements.
(i) Let λ1 be the first part of λ and
∑t
i=0 p
iµ(i) be the p-adic expansion of µ. If
s > t and ps > λ1 then kλ+psν,µ+psδ = kλ,µkν,δ.
(ii) Let λ2 be the second part of λ. If λ2 < p
s then kλ+(psr),µ+(psr) = kλ,µ for every
r ∈ N.
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The regular module FSn is the Young permutation module M
(1n). Therefore the
projective indecomposable FSn-modules are Young modules. In fact, the Young
module Y λ is projective if and only if λ ∈ RPp(n). Let λ ∈ RPp(n) and sgn(n)
be the signature representation of FSn. Since Y
λ ⊗ sgn(n) is also projective inde-
composable, we have
Y λ ⊗ sgn(n) ∼= Y m(λ)
for some unique partition m(λ) ∈ RPp(n). The map m : RPp(n) → RPp(n)
is called the Mullineux map (on p-restricted partitions) and is an involution. The
p-regular version of Mullineux map was conjectured by Mullineux in [15] and proved
by Ford and Kleshchev in [5]. In [3], Brundan and Kujawa proved the p-restricted
version.
We now discuss the Brauer constructions of Young permutation modules and
Young modules as in [4].
For each λ ∈ P(n) and O ∈ P(p)(n), let P be a p-subgroup of Sn such that
[n]/P has type O. Let Mλ,P be the set of all λ-tabloids t such that each row of t is
a union of some orbits in [n]/P . Notice that if Q is another p-subgroup of Sn such
that [n]/Q ≃ [n]/P then |Mλ,P | = |Mλ,Q|. We write
mλ,O = |Mλ,P |.
Since, for each λ ∈ P(n), the Young permutation module Mλ has basis the λ-
tabloids permuted by Sn, and hence permuted by any p-subgroup of Sn, Young
permutation and Young modules are p-permutation FSn-modules. Let P be a p-
subgroup of Sn. Notice that a λ-tabloid t is fixed by P if and only if every orbit in
[n]/P lies in a row of t. By Corollary 2.3, we have the following lemma.
Lemma 2.7. Let λ ∈ P(n), let P be a p-subgroup of Sn and suppose that [n]/P
has type O. Then
dimFM
λ(P ) = mλ,O,
i.e., dimFM
λ(P ) is the number of (unordered) ways to insert the orbits in [n]/P into
the rows of λ. In particular, we have dimFM
λ(P ) = dimFM
λ(Q) if [n]/P ≃ [n]/Q.
The precise structure of the Brauer construction Mλ(P ) when λ ∈ P(n), P is a
Sylow p-subgroup of SO and O ∈ P
(p)(n) is given in [4, Proposition 1] but we shall
not need it here.
Suppose that a normal subgroup N of G acts trivially on an FG-module M . We
write DefGG/NM for the deflation of M to the quotient group G/N . We now describe
the vertices of Young modules and their Brauer constructions with respect to the
vertices.
Theorem 2.8 ([9, 4]). Let λ ∈ P(n). Then Y λ is relatively SOλ-projective. If Y
λ
is also relatively H-projective for some Young subgroup H then SOλ is Sn-conjugate
to a subgroup of H. Furthermore, Y λ has a vertex Pλ.
Theorem 2.9 ([4]). Let
∑r
i=0 p
iλ(i) be the p-adic expansion of λ ∈ P(n) and let
β = (a0, a1, . . . , ar) where ai = |λ(i)| for each i = 0, 1, . . . , r. Then NSOλ (Pλ)/Pλ
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acts trivially on Y λ(Pλ) and
Def
NSn(Pλ)/Pλ
NSn(Pλ)/NSOλ
(Pλ)
Y λ(Pλ) ∼= Y
λ(0) ⊠ Y λ(1) ⊠ · · ·⊠ Y λ(r)
as FSβ-modules via the canonical isomorphism
Sβ
∼= NSn(Pλ)/NSOλ (Pλ)
∼= (NSn(Pλ)/Pλ)/(NSOλ (Pλ)/Pλ).
3. orbit numbers
In this section, we define the orbit numbers (see Definition 3.3) labelled by
P(n) × P(p)(n). The numbers can be simultaneously defined as either the di-
mensions of the Brauer constructions of Young modules with respect to p-subgroups
or the nonnegative integers m where [1]m is the stable generic Jordan types of Young
modules restricted to certain elementary Abelian p-subgroups.
We begin with the following lemma.
Lemma 3.1. Let M be a p-permutation FG-module and E be an elementary Abelian
p-subgroup of G. Then the stable generic Jordan type of M↓E is [1]
r where r =
dimFM(E).
Proof. Let B be a p-permutation basis of M with respect to E and suppose that
A1, . . . , Ar, B1, . . . , Bs are the orbits of action of E on B such that |Ai| = 1 for
i = 1, 2, . . . , r and |Bj| > 1 for j = 1, . . . , s. Then
M↓E ∼=
(
r⊕
i=1
FE
)
⊕
(
s⊕
j=1
FHj↑
E
)
as FE-modules where Hj is the stabiliser of bj ∈ Bj for all j = 1, 2, . . . , s and FHj ,FE
are the trivial modules for FHj and FE respectively. Since Hj is a proper subgroup
of E, by Lemma 2.1, M↓E has stable generic Jordan type [1]
r. By Corollary 2.3,
dimFM(E) = r. The result now follows. 
In the case of the Young permutation module Mλ, Lemmas 2.7 and 3.1 assert
that the generic Jordan type of Mλ↓E is [1]
r where
r = dimFM
λ(E) = mλ,O
and [n]/E has type O.
We now prove the main result of this section.
Theorem 3.2. Let λ ∈ P(n) and P,E be p-subgroups of Sn such that [n]/P ≃ [n]E.
Then
dimF Y
λ(P ) = dimF Y
λ(E).
Suppose further that E is elementary Abelian. We have dimF Y
λ(E) = m where the
stable generic Jordan type of Y λ↓E is [1]
m.
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Proof. We prove that dimF Y
λ(P ) = dimF Y
λ(E) by using induction on the dom-
inance order of P(n). In the base case, since Y (n) ∼= M (n) is the trivial FSn-
module, we have dimF Y
(n)(P ) = dimF Y
(n)(E) = 1 by Lemma 2.7. Suppose that
dimF Y
µ(P ) = dimF Y
µ(E) for all µ⊲ λ. By Corollary 2.3, we have
Mλ(P ) ∼= Y λ(P )⊕
⊕
µ⊲λ
kλ,µY
µ(P ),
Mλ(E) ∼= Y λ(E)⊕
⊕
µ⊲λ
kλ,µY
µ(E).
Counting the dimensions of the above equations, using Lemma 2.7 and induction on
the dominance order, we obtain that dimF Y
λ(P ) = dimF Y
λ(E). Suppose further
now that E is elementary Abelian. Since Young modules are p-permutation as direct
summands of Young permutation modules, the second assertion follows from Lemma
3.1. 
In the view of Theorem 3.2, we can now define the orbit number.
Definition 3.3. Let λ ∈ P(n), O ∈ P(p)(n) and let P,E be p-subgroups of Sn
such that both [n]/P and [n]/E have type O and E is elementary Abelian. The
orbit number yλ,O is defined as the following common numbers:
yλ,O := dimF Y
λ(P ) = b,
where [1]b is the stable generic Jordan type of Y λ↓E.
Fix n ∈ N. Let both P(n) and P(p)(n) be ordered by the lexicographic order.
Let Y,M be the P(n)×P(p)(n)-matrices whose (λ,O)-entries of Y,M are the orbit
number yλ,O and mλ,O respectively. By Theorem 2.4(ii), we have
(3.1) mλ,O = yλ,O +
∑
µ⊲λ
kλ,µyµ,O,
or equivalently, M = KY where, recall that, kλ,µ = [M
λ : Y µ] and K is the p-
Kostka matrix of FSn. The (λ,O)-entry mλ,O of M has a combinatorial description
given by Lemma 2.7. Suppose further that O = (1a0 , pa1 , . . . , (pr)ar) and let Λ(λ,O)
be the set consisting of tuples of compositions α = (α(0), α(1), . . . , α(r)) such that
λ =
∑r
i=0 p
iα(i) (not necessarily the p-adic expansion of λ) and |α(i)| = ai for all
i = 0, 1, . . . , r. It is easy to see that the number mλ,O can be described as
mλ,O =
∑
α∈Λ(λ,O)
r∏
i=0
dimFM
α(i) .
To end this section, we give characterisations when an orbit number is nonzero.
The following lemma is straightforward following Theorem 2.9.
Lemma 3.4. Let
∑s
i=0 p
iλ(i) be the p-adic expansion of λ ∈ P(n). Then
yλ,Oλ =
s∏
i=0
dimF Y
λ(i) 6= 0.
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For example, if λ has a unique λ(ℓ) in its p-adic expansion with more than one
part, then
yλ,Oλ = dimF Y
λ(ℓ).
This happens, in particular, when Y λ is a non-projective periodic Young module
(see [11, Corollary 3.3.3]).
Recall that Pλ is a fixed Sylow p-subgroup of SOλ as in Subsection 2.3.
Theorem 3.5. Let λ ∈ P(n), O ∈ P(p)(n) and P,E be p-subgroups such that
both [n]/P, [n]/E have type O and E is elementary Abelian. Then the following
statements are equivalent.
(i) yλ,O 6= 0.
(ii) Y λ↓E is not generically free.
(iii) P is conjugate to a subgroup of Pλ.
(iv) O is rearranged to be a refinement of Oλ.
In any of the cases above, we have yλ,O ≥ yλ,Oλ 6= 0.
Proof. The equivalence of parts (i), (ii) and (iii) follows from Definition 3.3 and
Theorem 2.2. The equivalence of parts (iii) and (iv) is given by Lemma 2.5. We
now prove the last assertion. Let Q be a conjugate of Pλ in Sn such that P is a
p-subgroup of Q. Let B be a p-permutation basis of Y λ with respect to Q. Then
B(Q) ⊆ B(P ). By Corollary 2.3 and Theorem 3.2, we have
yλ,O = dimF Y
λ(P ) ≥ dimF Y
λ(Q) = dimF Y
λ(Pλ) = yλ,Oλ.

4. Some computation
In this section, we present some equalities among the orbit numbers we have
defined in Definition 3.3. The main results are Theorems 4.1, 4.5 and 4.9.
We present our first results which follows easily from Lemma 3.4. Recall that m
is the Mullineux map on p-restricted partitions such that Y λ ⊗ sgn(n) ∼= Y m(λ) for
all λ ∈ RPp(n).
Theorem 4.1. Let
∑s
i=0 p
iλ(i) be the p-adic expansion of λ and let
µ =
s∑
i=0
pkimℓi(λ(i)),
where k0, . . . , ks are mutually distinct nonnegative integers and, for each i = 0, 1, . . . , s,
ℓi is either 0 or 1. Then yλ,Oλ = yµ,Oµ.
Proof. Notice that
∑s
i=0 p
kimℓi(λ(i)) is the p-adic expansion of µ since ki’s are all
distinct. By Lemma 3.4, we have
yλ,Oλ =
s∏
i=0
dimF Y
λ(i) =
s∏
i=0
dimF Y
m
ℓi(λ(i)) = yµ,Oµ .

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Recall that β • γ denote the concatenation of two compositions β, γ. We need the
following lemmas to prove our next result Theorem 4.5.
Lemma 4.2. Let m,n, s ∈ N such that ps > m. If λ + psµ = α + psβ for some
λ, α ∈ C (m) and µ, β ∈ C (n) then λ = α and µ = β.
Proof. If λi > αi for some i then
ps > λi − αi = p
s(βi − µi) ≥ p
s,
which is a contradiction. Similarly, we must have λi ≥ αi. Therefore λ = α and
hence µ = β. 
Lemma 4.3. Let λ ∈ P(m), µ ∈ P(n), O ∈ P(p)(m), O′ ∈ P(p)(n) and s ∈ N
such that ps > m. Then
mλ+psµ,O•psO′ = mλ,Omµ,O′ .
Proof. Let O′′ = O • psO′ and let A = [m]/P , B = [n]/Q and C = [m + psn]/R.
Furthermore, let P,Q,R be p-subgroups of Sm,Sn,Sm+psn such that A,B,C have
types O,O′,O′′ respectively. Since ps > m, we may identify the set C with the
set A ∪ B where an orbit of size pi in C is identified with an orbit of size pi in A
if i < s and an orbit of size pi−s in B if i ≥ s. Recall the notation Mλ,P defined
in Subsection 2.4. To prove the result, we construct a bijection between the sets
X := Mλ+psµ,R and Y := Mλ,P ×Mµ,Q. We define g : Y → X as follows. For each
(t, s) ∈ Y , let g(t, s) ∈ X be the (λ + psµ)-tabloid whose ith row contains an orbit
of C if and only if its corresponding orbit is in A and belongs to the ith row of t
or it is in B and belongs to the ith row of s. Conversely, we define f : X → Y as
follows. For each u ∈ X , let t be the α-tabloid, for some composition α of m, whose
ith row contains an orbit of A if and only if its corresponding orbit in C belongs to
the ith row of u. Similarly, we obtain an β-tabloid s. Since α + psβ = λ + psµ, by
Lemma 4.2, we have α = λ and β = µ. Therefore f(u) = (t, s) ∈ Y . Obviously, f, g
are inverses of each other. The proof is now complete using Lemma 2.7. 
Lemma 4.4. Let O ∈ P(p)(m), O′ ∈ P(p)(n) and s ∈ N such that ps > m. If
yτ,O•psO′ 6= 0 then τ = ν + p
sδ for some ν ∈ P(m) and δ ∈ P(n).
Proof. Let
∑r
i=0 p
iτ(i) be the p-adic expansion of τ . By Theorem 3.5, O′′ := O •
psO′ is a rearrangement of a refinement of Oτ = (1
|τ(0)|, . . . , (pr)|τ(r)|). Let ν :=∑s−1
i=0 p
iτ(i) and δ :=
∑r
i=s p
i−sτ(i). Notice that both ν, δ are partitions. We now
show that |ν| = m and |δ| = n. Since O′′ is a rearrangement of a refinement of
Oτ , we have |δ| ≥ n. On the other hand, we have m + p
sn = |ν| + ps|δ| and hence
0 ≤ ps(|δ| − n) = m− |ν| < ps. Therefore it forces that |δ| = n and |ν| = m. 
We are now ready to prove our first reductive formula about orbit numbers.
Theorem 4.5. Let λ ∈ P(m), µ ∈ P(n), O ∈ P(p)(m), O′ ∈ P(p)(n) and s, t ∈ N
such that pt ≥ ps > m. Then
yλ+psµ,O•psO′ = yλ+ptµ,O•ptO′ .
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Proof. Let O′′ := O • psO′ and O′′′ := O • ptO′. We show our statement by using
induction on the set
X = {ν + psδ : ν ∈ P(m), δ ∈ P(n)}
with respect to the dominance order. When ν = (m) and δ = (n), both Y (m+p
sn)
and Y (m+p
tn) are trivial modules. So, by Lemma 2.7,
y(m+psn),O′′ = m(m+psn),O′′ = 1 = m(m+ptn),O′′′ = y(m+ptn),O′′′.
Suppose that yν+psδ,O′′ = yν+ptδ,O′′′ for all partitions ν + p
sδ ⊲ λ + psµ where
ν ∈ P(m) and δ ∈ P(n). By Equation 3.1, we have
mλ+psµ,O′′ = yλ+psµ,O′′ +
∑
τ⊲λ+psµ
kλ+psµ,τyτ,O′′.
By Lemma 4.4, yτ,O′′ = 0 unless τ = ν+p
sδ for some uniquely determined ν ∈ P(m)
and δ ∈ P(n) (see Lemma 4.2). By Theorem 2.6(i), kλ+psµ,ν+psδ = kλ,νkµ,δ. Using
the observation kλ,νkµ,δ = 0 unless ν D λ and δ D µ, we deduce that
mλ+psµ,O′′ = yλ+psµ,O′′ +
∑
ν⊲λ,δ⊲µ
kλ,νkµ,δyν+psδ,O′′.
Similarly, we obtain
mλ+ptµ,O′′′ = yλ+ptµ,O′′′ +
∑
ν⊲λ,δ⊲µ
kλ,νkµ,δyν+ptδ,O′′′.
Our result now follows using Lemma 4.3 and inductive hypothesis. 
We obtain the following immediate consequence.
Corollary 4.6. Let t ∈ N, µ ∈ P(n) and O ∈ P(p)(n). Then yptµ,ptO = yµ,O.
Next we prove another reductive formula which depends on the shape of the
partition (see Theorem 4.9) instead of on the size of the partition as in Theorem
4.5. The main idea of these two proofs are quite similar but the latter requires
slightly different treatment. We need the following two lemmas.
Lemma 4.7. Let λ ∈ P(m), O ∈ P(p)(m), O′ ∈ P(p)(n) and s ∈ N such that
ps > λ2. Then
mλ+(psn),O′′ = mλ,O,
where O′′ ∈ P(p)(m+ psn) is the rearrangement of O • psO′.
Proof. Let O′′ be the rearrangement of O • psO′ ∈ P(p)(m + psn). Let P,Q be
p-subgroups of Sm,Sm+psn such that [m]/P, [m+ p
sn]/Q have types O,O′′ respec-
tively. Let t ∈ Mλ+(psn),Q. Since p
s > λ2, the orbits in [m + p
sn]/Q with sizes
larger than or equal to ps must be assigned to the first row of t. Therefore there is
a obvious bijection between Mλ+(psn),Q and Mλ,P . Our claim now follows by using
Lemma 2.7. 
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Lemma 4.8. Let λ ∈ P(m), O ∈ P(p)(m), O′ ∈ P(p)(n) and s ∈ N such that
ps > m − λ1. If τ ∈ P(m + p
sn) such that τ ⊲ λ + (psn) and yτ,O•psO′ 6= 0 then
τ = ν + (psn) for some uniquely determined partition ν ∈ P(m).
Proof. Let
∑r
i=0 p
iτ(i) be the p-adic expansion of τ and let α =
∑s−1
i=0 p
iτ(i) and
β =
∑r
i=s p
i−sτ(i) such that τ = α + psβ. We claim that β = (b) for some b ≥ n.
Since yτ,O•psO′ 6= 0, we have O • p
sO′ is a rearrangement of a refinement of Oτ and
hence |β| ≥ |O′| = n. Suppose that βi > 0 for some i ≥ 2. Since τ ⊲ λ + (p
sn), we
have τ1 ≥ λ1 + p
sn. Also, τi = αi + p
sβi ≥ αi + p
s. Therefore
ps ≤ αi + p
s ≤ τi ≤ (m+ p
sn)− τ1 ≤ m− λ1 < p
s,
which is a contradiction. This shows that β has at most one part and hence β = (b)
for some b ≥ n. Let ν = α+ ps(b− n). Then τ = ν + (psn). 
We are now ready to prove the second reductive formula about orbit numbers.
Theorem 4.9. Let λ ∈ P(m) such that m − λ1 < p
s for some s ∈ N, let O ∈
P(p)(m) and let O′ ∈ P(p)(n). Then
yλ+(psn),O′′ = yλ,O,
where O′′ ∈ P(p)(m+ psn) is the rearrangement of O • psO′.
Proof. We argue by using induction with respect to the dominance order on the set
X = {ν ∈ P(m) : m− ν1 < p
s}.
W hen ν = (m) ∈ X , we have y(m)+(psn),O′′ = 1 = y(m),O. Suppose that yν+(psn),O′′ =
yν,O for all λ⊳ ν ∈ X . By Equation 3.1 and Lemma 4.8, we have
mλ+(psn),O′′ = yλ+(psn),O′′ +
∑
τ⊲λ+(psn)
kλ+(psn),τyτ,O′′
= yλ+(psn),O′′ +
∑
ν⊲λ
kλ+(psn),ν+(psn)yν+(psn),O′′ .
By Theorem 2.6(ii), since λ2 ≤ m − λ1 < p
s, we have kλ+(psn),ν+(psn) = kλ,ν. By
inductive hypothesis, we have
mλ+(psn),O′′ = yλ+(psn),O′′ +
∑
ν⊲λ
kλ,νyν,O.
The proof is now complete by using Equation 3.1 mλ,O = yλ,O +
∑
ν⊲λ kλ,νyν,O and
Lemma 4.7. 
5. Two-part partitions
In the final section, we provide some explicit calculation about the orbit numbers
yλ,O when λ is a two-part partition. We begin with the following proposition.
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Proposition 5.1. Let O = (1a0 , pa1, . . . , (pr)ar) ∈ P(p)(n). If a0 = 0, then
y(n−1,1),O = 0. If a0 6= 0 then
y(n−1,1),O =
{
a0, if p | n,
a0 − 1, if p ∤ n.
Proof. Let P be a p-subgroup such that [n]/P has type O. It is well-known that
M (n−1,1) is isomorphic to Y (n−1,1) if p divides n and Y (n) ⊕ Y (n−1,1) otherwise. By
Lemma 2.7, dimFM
(n−1,1)(P ) is the number of ways to insert the orbits with size
one that are in [n]/P into the second row of (n− 1, 1), i.e., dimFM
(n−1,1)(P ) = a0.
If a0 = 0, since 0 ≤ y(n−1,1),O ≤ dimFM
(n−1,1)(P ) = 0, then y(n−1,1),O = 0. If a0 6= 0,
then
y(n−1,1),O = dimFM
(n−1,1)(P )− k(n),(n−1,1) dimF Y
(n)(P ) = a0 − k(n),(n−1,1),
where k(n),(n−1,1) is 1 if p ∤ n and 0 otherwise. 
Next, we compute yλ,Oλ when λ is a two-part partition. We need the following
two lemmas.
Lemma 5.2. Any p-restricted two-part partition has p-weight either 0 or 1. Fur-
thermore, a p-restricted partition (a, b) has p-weight 1 if and only if a − b < p − 1
and a+ 1 ≥ p. In this case, the p-core is (b− 1, a+ 1− p).
Proof. Let λ = (a, b) which is a p-restricted two-part partition, i.e., a − b < p and
b < p. Suppose that the p-weight of λ is not zero. It is clear from the Young
diagram of λ that it is equivalent to a− b < p− 1 and a+ 1 ≥ p. In this case, after
removing one p-hook from λ, the remaining partition is (b− 1, a+1− p). However,
(b− 1) + 1 < p, so (b− 1, a+ 1− p) has p-weight 0. 
The weight one blocks of symmetric groups are Morita equivalent by [18, Theorem
1].For p ≥ 3, the decomposition matrix of the principal block of FSp has been
described by Peel in [17] (see also [12, Theorem 24.1]). Let b be the weight one
block of FSn labelled by a p-core ν and let
µ(0) ⊲ µ(1) ⊲ · · ·⊲ µ(p−1)
be all the partitions occurring in b. Notice that µ(i) is p-restricted for each i =
1, 2, . . . , p− 1 and µ(0) = ν + (p). Taking the conjugates, we have (µ(0))′ ⊳ (µ(1))′ ⊳
· · · ⊳ (µ(p−1))′. By the Brauer reciprocity, if µ is p-restricted, we have that the
multiplicity of the ordinary irreducible character χλ in ch(Y µ) is the decomposition
number dλ′,µ′ , i.e., the multiplicity of the simple module D
µ′ in the composition
series of Sλ
′
. In particular, we have
dimF Y
µ(i) = dimF S
µ(i) + dimF S
µ(i−1) .
Suppose that λ = (a, b) is a p-restricted partition. Suppose first that p is odd. If
the p-weight of λ is zero then Y λ ∼= Sλ. If the p-weight of λ is one then, by Lemma
5.2, in our discussion above, µ(1) = λ and µ(0) = κp(λ) + (p) = (p+ b− 1, a+1− p).
Suppose now that p = 2. We have that (a, b) is either (2, 1) or (1, 1). In this case,
Y (2,1) ∼= S(2,1) and M (1,1) ∼= Y (1,1). We have obtained the following lemma.
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Lemma 5.3. For a p-restricted two-part partition λ, we have
dimF Y
λ =
{
dimF S
λ, if λ = κp(λ),
dimF S
λ + dimF S
κp(λ)+(p), if λ 6= κp(λ).
Now we can give a description for the orbit numbers yλ,Oλ when λ is two-part
partition.
Proposition 5.4. Let λ = (a, b) be a two-part partition and let the p-adic sums of
the numbers a− b and b be
∑
i≥0 xip
i and
∑
i≥0 yip
i, respectively. Then
yλ,Oλ =
∏
i≥0
((
xi + 2yi − 1
yi
)
+ δ(xi, yi)
(
xi + 2yi − 1
xi + yi + 1− p
))
,
where δ is the function defined as
δ(x, y) =
{
1, if x < p− 1 and x+ y + 1 ≥ p,
0, otherwise.
Proof. Notice that the p-adic expansion of (a, b) is
∑
i≥0 p
i(xi + yi, yi). By Lemma
5.2, the partition (xi+yi, yi) has p-weight 1 if and only if xi < p−1 and xi+yi+1 ≥ p.
In this case,
κp(λ(i)) + (p) = (p+ yi − 1, xi + yi + 1− p).
Otherwise, the p-weight of (xi + yi, yi) is zero. By Lemma 5.3, we have
dimF Y
λ(i) = dimF S
(xi+yi,yi) + δ(xi, yi) dimF S
(yi+p−1,xi+yi+1−p).
The proof is now complete using Lemma 3.4 and Hook Formula for the dimension
of a Specht module. 
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