We consider Euler discretizations to a class of linear-quadratic optimal control problems. Assuming that the discrete controls are of bang-bang type and define switching functions with a uniform structure independent of the discretization we show, that the discrete controls converge to a bang-bang control, which is a solution of the original problem.
INTRODUCTION
Mathematical modelling of many problems from technical applications or economics results in optimal control problems with control appearing linearly. In this case the optimal control is often of bang-bang type, and numerical methods are needed which are able to detect such a structure. We consider the following general class of linearquadratic control problem: (OQ) min f (x, u) s.t. 
x(t) = A(t)x(t) + B(t)u(t)
a
(t) T W (t)x(t) + w(t) T x(t) + r(t) T u(t)dt.
Here, u(t) ∈ R m is the control, and x(t) ∈ R n is the state of the system at time t. Further Q is a symmetric and positive semidefinite n × n-matrix, q ∈ R n , and the functions
n×m are Lipschitz continuous. The matrices W (t) are assumed to be symmetric and positive semidefinite. The set U ⊂ R m is defined by lower and upper bounds, i.e.,
, where all inequalities are to be understood componentwise.
In Alt et al. (2012a) , Alt et al. (2012b) , Alt and Seydenschwanz (2012) we derived error estimates for Euler approximations of (OQ) assuming that the optimal control is of bang-bang type and the switching function has a stable structure. Here we investigate the question if conversely a sequence of discrete bang-bang-controls with uniformly stable switching functions converges to a bangbang solution of the original problem. Related results have been obtained in Dontchev (1996) and Felgenhauer (1996 Felgenhauer ( , 1999 ) (see also the papers cited therein) assuming that a certain second-order optimality condition is uniformly satisfied for the discretized problems. Since this assumption is not satisfied for bang-bang controls (compare Alt et al. (2012a) , Example 2.8), we use a different proof technique based on structural assumptions of the discrete controls.
The organization of the paper is as follows. After this introduction we define the Euler discretization for Problem (OQ) in Section 2. In Section 3 we prove the main result of the paper and we discuss a simple example.
We use the following notation: R n is the n-dimensional Euclidean space with the inner product denoted by ⟨x, y⟩ and the norm |x| = ⟨x, x⟩ 1/2 . For an m × n-matrix B we denote the spectral norm by ∥B∥ = sup |z|≤1 |Bz|. 
, and we denote by U = {u ∈ X 2 | u(t) ∈ U a.e. on [0, T ],} the set of admissible controls, and by
Since the feasible set F is nonempty, closed, convex and bounded, and the cost functional is convex and continuous, a minimizer ( Ekeland/Temam Ekeland and Temam (1976) , Chap. II, Proposition 1.2), and since U is bounded we have (x * , u
An immediate consequence of the compactness of U , the Lipschitz continuity of A and B as well as the solution formula for linear differential equations, is the existence of a constant L x such that for any feasible control u ∈ U and the associated solution x of the system equation we have
where the constant L x is independent of x. This estimate shows that the feasible trajectories are uniformly Lipschitz with Lipschitz modulus L x .
Since (OQ) is a convex optimization problem, a pair (x * , u * ) ∈ F be a minimizer of (OQ), iff there exists a
and the minimum principle
a.e. on [0, T ] . Denoting the switching function by
it is well-known that for each i ∈ {1, . . . , m}, (4) implies
Remark 1.1. Since λ satisfies the adjoint equation and W , w, r, A, B are Lipschitz continuous,λ is bounded and hence λ is Lipschitz continuous, which implies that σ is also Lipschitz continuous. 3
EULER APPROXIMATION
Given a natural number N , let h = h N = T /N be the mesh size. We approximate the space X 2 of controls by functions in the subspace X 2,N ⊂ X 2 of piecewise constant functions represented by their values u(t j ) = u j at the gridpoints t j = jh N , j = 0, 1, . . . , N − 1. Further, we approximate state and adjoint state variables by functions in the subspace X 1,N ⊂ X 1 of continuous, piecewise linear functions represented by their values x(t j ) = x j , λ(t j ) = λ j at the gridpoints t j , j = 0, 1, . . . , N . Then the Euler discretization of (OQ) is given by
By F N we denote the feasible set of (OQ) N .
and a strict minimizer for Problem
Again, since U is compact there exists a constant L x independent of N such that for any feasible control u h ∈ U and the associated solution x h of the discrete system equation seen as a continuous, piecewise linear function, we have
which shows that the discrete feasible trajectories are uniformly Lipschitz with Lipschitz modulus L x independent from h N , where w.l.o.g. L x is the same constant as in (2).
Compactness of U further implies that (OQ) N has a solution (x * h , u * h ), and, for any solution, there exists a continuous, piecewise linear multiplier λ h ∈ X 1,N such that the discrete adjoint equation
and the discrete minimum principle
m we denote the discrete switching function, which is the continuous and piecewise linear function defined by the values
From (10) we obtain
DISCRETIZATION BASED ERROR ESTIMATES
We now investigate the question under which conditions the discrete optimal controls converge to a solution of the original problem. To this end we assume that the discrete optimal controls are uniformly bang-bang. This will be specified more precisely by the following Assumptions on the structure of the discrete switching functions.
There existÑ ∈ N, l i ∈ N, i = 1, . . . , m, η > 0,σ > 0, τ > 0 such that for N ≥Ñ and h = h N = T /N the following holds: discrete switching functions σ h,i , i = 1, . . . , m, have the same sign in 0, i.e. 
In the following let h k = T /N k . We define the continuous, piecewise linear mappings
Further we define the continuous, piecewise linear mapping
With h = T /Ñ we define the bang-bang control function u * for i = 1, . . . , m by 
with end condition λ(T ) = Qx * + q. Then u * is a feasible control for Problem (OQ), which implies that x * is a feasible trajectory for Problem (OQ), and that λ satisfies the adjoint equation (3). According to (5) we define for
(t) := r(t) + B(t) T λ(t) .
We show that σ is the switching function for u * , i.e. the zeros of σ are just the switching points of u * . Then the minimum principle (4) is also satisfied, and (x * , u * ) ∈ F is a minimizer of (OQ)
In the following let (x h k , u h k ) be solutions of the discrete control problem (OQ) N for N = N k with associated multipliers λ h k . In order to prove that σ is the switching function for u * , we first show that
and lim
Assumptions (B1)- (B3) imply that
For k ∈ N we define the bang-bang control functions u
Further, u
Together with (19) we obtain (15).
By x (k) we denote the unique solution of the system equation for u = u (k) , i.e.,
with initial value x (k) (0) = a. Then
with some constant c 1 independent of k. Moreover, the solution x * h k of the discrete system equation for u = u * h k is the Euler approximation of x (k) . Since by (18) u h k has bounded variation, it follows thatẋ (k) has bounded variation. By Sendov/Popov (Sendov and Popov, 1988, Theorem 6 .1) (see also (Sendov and Popov, 1988 , (7) on p. 10)) this implies
The variation ofẋ (k) can be estimated by the variation of the right hand side of the system equation. If we denote by L A , resp. L B , the Lipschitz modulus of A(·), resp. B(·), then a simple calculation shows that for t, s (2) and the boundedness of U we further obtain
where L x is the constant from (2), and C u is a constant independent of N . By (22) and (18) this implies
where the constant c 2 is independent of k. From this one easily obtains the continuous estimate (19), (21) we obtain (16).
By λ (k) we denote the unique solution of the adjoint equation
with some constant c 4 independent of k. Moreover, the solution λ h k of the discrete system equation (8), (9) is a variant of the Euler approximation of (24), (24). Therefore, according to the error estimates for the state variables it follows that
where the constant c 5 is independent of k, and by (16), (24) we obtain (17). Now let t ∈ [0, T ] be arbitrary. We choose k t ∈ N sufficiently large such that t ∈ [0, T − h kt ]. Then by (11) and (17) 
By (13), (14) we further obtain The structure of σ implies that (x * , u * ) is the unique solution of (OQ) (see Alt et al. (2012b) , Theorem 4.2 and Remark 5). Moreover, by Theorem 4.3 resp. Theorem 5.3 in Alt et al. (2012b) the whole sequence {u h } converges to u * w.r.t. the L 1 -norm, where the order of convergence is 1 2 , resp. 1, depending on the smoothness of B. The result of Theorem 1 is not only of theoretical interest. Assumptions (B1)-(B3) for the discrete control problems can be checked numerically. Therefore, if we observe in numerical computations the uniform structure of the switching functions described by Assumptions (B1)-(B3) than this indicates that the optimal control is of bang-bang type. 
a.e. on [0, 2] . Defining x 1 = x, and a new state variable x 2 bẏ x 2 (t) = −2x 1 (t) + 3u(t) , t ∈ [0, 2], and x 2 (0) = 0, we obtain the equivalent problem (OL2) min x 2 (2) s.t. 0, 2] . This is a problem of type (OQ). The unique solution of the adjoint equation is given by
Therefore, the switching function is defined by
The unique zero of this function in [0, 2] is s 1 = 2−ln(5/2) with σ ′ (s 1 ) = 5. This implies that the optimal control is of bang-bang type and given by
with associated state function
The unique solution of the discrete adjoint equation is given by λ 1,N = 0, λ 2,N = 1, and Table 3 and the monotonicity of σ h imply that (B3) is satisfied with σ = 4.5, if we chooseτ sufficiently small. 3
CONCLUSION
We derived a convergence result for Euler approximations of a class of optimal control problems assuming that the discrete controls are of bang-bang type. Such results were previously known only in case that a second-order sufficient optimality conditions is satisfied. The results were obtained for linear-quadratic control problems. It needs to be investigated to what extend these results are still valid for fully nonlinear problems.
