Abstract. In order to deploy mobile robots in social environments like indoor buildings, they need to be provided with perceptual abilities to detect people. In the computer vision literature the most typical solution to this problem is based on background subtraction techniques, however, in the case of a mobile robot this is not a viable solution. This paper shows an approach to robustly detect people in indoor environments using a mobile platform. The approach uses a stereo vision system that yields a stereo pair from which a disparity image is obtained. From this disparity image, interesting objects or blobs are segmented using a region growing algorithm. Afterwards, a color segmentation algorithm is performed on each blob, searching for human skin color areas. Finally, a probabilistic classifier provides information to decide if a given skin region corresponds to a human. We test the approach by mounting the resulting system on a mobile robot that navigates in an office type indoor building. We test the system under real time operation and different illumination conditions. The results indicate human detection accuracies over 90% in our test.
Introduction
An important field in Robotics is Socially interactive robots [6] , which consists in providing robots with the ability to interact with other agents. To effectively interact socially, robots have to separate possible agents from the rest of the scene. Then, they have to discriminate which of these candidate agents they can interact with. The most common separation is between humans and other objects, like furniture, doors, and decorations.
Serving as a contribution towards the development of socially interactive robots, this paper shows an approach to robustly detect people in indoor environments. Our goal is to mount our system on a mobile robot navigating through an indoor environment, therefore, the use of traditional background subtraction techniques is not a viable solution.
In our case, our approach is based on information provided by a stereo vision system to perform the initial segmentation of candidate humans. We use the fact that for each person in the scene, its depth is roughly constant and appears on the disparity image as a uniform intensity area. After this initial segmentation, we use color cues to detect skin color pixels that feed a probabilistic classifier that provides the final detection of humans.
The rest of the paper is organized as follows: Chapter 2 reviews relevant previous work on human detection using computer vision techniques. Chapter 3 discusses the main details of our approach to detect people. Chapter 4 shows the results of applying our methodology to real data in real time. Finally, chapter 5 presents the main conclusions of this work.
Previous Work
Human detection and tracking are important topics of research in the computer vision literature. Applications for these topics include surveillance, elderly assistance, human-robot interaction, and pedestrian counting, among others [9] . The state of the art in this area can be divided into two main categories: i) Methods that require background substraction as a first step to detect the interesting objects. ii) Methods that perform the detection using moving cameras. Our method belongs to this last category, hence, we concentrate the review here in methods that do not rely in background subtraction techniques, for a more extensive review see [9] .
The work in [11] proposes a method based on geometrical structures. It uses the fact that the relative positions of various body parts are common to all humans. On each input image, patches at multiple locations and scales are compared to previously stored templates. Then a threshold is used to classify a patch as a human or a non-human. Recognition rates between 83% and 90% are presented for this method.
The method proposed by [12] deals with the detection of pedestrians from video. The algorithm scans a detector over two consecutive frames of a video sequence and extracts simple rectangular features by evaluating motion and appearance filters. The detector is a cascade of classifiers that is trained using AdaBoost. A static detector only with appearance information is also presented. Results with low false positive rates and detection rates of about 80% are shown.
The work in [10] proposes a method for human detection in video sequences for outdoor surveillance. The technique computes optic flow of several human and non-human motion examples and trains a support vector machine (SVM) with radial basis function (RBF) kernel using these examples. The classifier can be applied to new input video at multiple positions and scales, followed by pruning of detections with large overlap. Good recognition performance for walking people are shown, even in the presence of other moving objects.
Recently, [3] describes a method that uses grids of Histograms of Oriented Gradient (HOG) descriptors for building a support vector machine classifier. It divides the image in small spatial parts (cells) and finds the histograms of edge orientations over all the pixels of the cell. The combined histogram entries form the feature representation after local contrast normalization in overlapping descriptor blocks. The inclusion of four different normalizations on each HOG improves performance from 84% to 89%.
Our Approach
In this chapter we show the different parts of our approach and how they are integrated to effectively detect people. Figure 1 shows an overview of the approach. It consists of a stereo vision system that yields a stereo pair from which a disparity image is obtained. From this disparity image, interesting objects or blobs are segmented using a region growing algorithm. Afterwards, a color segmentation algorithm is performed on each blob, searching for human skin color areas. Then, over each blob a feature extraction process provides information to a probabilistic classifier that finally distinguishes if a given skin region corresponds to a human. In the next, we explain each of these steps in detail.
Stereo-Based Human Segmentation
The process we developed to make human segmentation is based on the idea that for each person in the scene, its depth is roughly constant and appears on the disparity image as an uniform-intensity area. Based on that, one can separate humans from the background by finding these areas.
To obtain the stereo pair we use the SVS library [8] and the disparity image is calculated using the library implementation of the Area Correlation Method. Then, a Breadth First Search (BFS) region growing algorithm is performed over the disparity image. This algorithm iteratively looks around each pixel searching for neighbors with similar gray intensity and connecting them. This process yields several regions of connected pixels known as blobs. Empirically, we set that blobs smaller than 3.26% of the total image area are filtered out.
Fig. 2.
Skin pixel criteria applied to some images. Note that some colors of the Tshirts in the first image are more difficult to filter out due to its similarity to some skin pigmentations.
Skin-Color Based Segmentation
We want to detect humans, hence, a useful visual cue is skin color. The procedure to obtain skin color blobs consists in searching for skin pixels inside the blobs detected by the stereo vision algorithm (stereo blobs). To effectively classify between skin pixels and non-skin pixels we used a transformation of the RGB values into a "log color-opponent" space [4] . This space can directly represent the approximate hue of skin color:
We classify a pixel as skin, if it meets the following criteria:
We set these intervals by sampling 32000 pixels of both skin and non-skin classes and searching for the optimal thresholds that separate the classes. Figure 2 shows an example of the typical segmentations obtained with this scheme.
Given that our goal is to provided human detection capabilities to a social robot, we focus in detecting people that is standing and facing the robot. Also, due to the biological constraint that humans have their heads in the upper part of their body, we just search for skin pixels in the upper half of the stereo blobs. Here, we find the image row r max and the image column c max with maximum number of skin pixels. If the pixel located at ( r max , c max ) is a skin pixel, a Breadth First Search region growing algorithm starting on that point finds a skin-colored blob and its bounding box; if is not, then a search for a skin pixel is performed over its neighbors. If one of the neighbors is a skin pixel, the region growing algorithm is done with that neighbors as a starting point, but if none of the neighbors is a skin pixel, then the candidate is rejected.
Finally, over the skin colored blobs obtained, we apply a size based rejection test. Given that the size of the expected color blobs depends of the distance of a potential person from the camera, we use training data to find an adaptive rejection threshold. This threshold depends on the average gray intensity of the corresponding pixels in the disparity image. The following equation shows the relation found between minimum blob area (minArea) and average gray intensity (dispAvg):
The numerator in Eq. 3 is obtained by sampling the area of 66 skin-colored blobs known to be real faces versus the average gray intensity of their containing stereo blobs, and fitting the best second-degree curve on the samples. Then, as to ensure that most of the samples are higher than the curve, we set a conservative tolerance for the threshold of 50% below the curve (denominator).
Feature Extraction
The skin segmentation shown in section 3.2 can yield several types of candidates. For example, for two people very close to each other and producing one blob, we will extract the two faces, but for a person who is waving, we will extract its face and its hand. This originates the need to differentiate between these candidate face blobs. To accomplish this, we extract color features from the color blobs to perform a classification between face and non-face.
In the computer vision literature there is a large amount of work about different features that can be extracted from a segmented area. We try several of them like Hu moments [7] and Flusser moments [5] . None of these features yielded acceptable results, mainly because skin-colored blobs have a very noisy and non-uniform shape, thus, they did not separate the face and non-face classes well. Finally, the feature set that provide us the best results is summarized in 3 criteria, that, applied to each RGB channel makes a total of 9 features:
where N i , N j and N s are the number of rows, columns and skin pixels of the skin image's bounding box, k ∈ {R, G, B}, x k ij is the value at position ( i , j ) of the color channel,x k is the mean over all x k ij on each color channel, P k [i, j] is the value of the 8x8 co-occurrence matrix [2] at position ( i , j ) for each color channel, andȲ is the mean luma component (Y) value of the YCbCr transformation of the skin-colored blob pixels. This value is defined as:
Note that all these features are chromatic, hence, they overcome the problem introduced by the very noisy and non-uniform shape of the skin blobs. σ k norm deals with the fact that in faces, pixel colors have great variability, because of the presence of hair, eyes, nose, and mouth. In hands, the pixel colors are, generally, less variable. In addition, the standard deviation penalizes the high values the variance takes with very illuminated images, in order to make this feature less responsive to that illumination. I k norm and E k norm deals with the presence of hair, eyes, nose, and mouth in faces by taken into account contrast and uniformity. In these face areas, changes in pixel values tend to increase the contrast and decrease the uniformity. In contrast, the less variable nature of hands pixels tend to decrease the contrast and increase uniformity.
The mean squared luma valueȲ 2 is intended to be a normalization value that balances the difference between very illuminated and obscure pictures.
To further improve the extraction of features, we perform an exhaustive feature selection process over all possible subsets of the 9 features. This process receives a feature set and evaluates the average number of blobs that are correctly classified, according to the classification criteria and training set described in section 3.4. This evaluation is performed using a 10-fold cross validation over the entire training data. The results of the best 3 set of features are summarized in Table 1 . In our final system we use the set {σ 
Classification
Our approach classifies between person and non-person classes. The person class corresponds to all the skin-colored blobs found to be faces and the non-person class correspond to all other skin-colored blobs. The classifier uses Gaussian Mixture Models (GMMs) to learn each class. These GMMs are trained using the MATLAB toolbox described in [1] with 1000 Fig. 3 . Example of the operation of the system in an indoor office environment examples for each class, taking care of having sufficiently different examples, that is, a "face" training set with different skin tonalities and a "non-face" training set representative of our intended scenario. The GMMs are normalized to the [0,1000] range. Every skin color blob is classified according to the likelihood ratio test between the person and non-person models, using a null threshold.
Results

Person Detection
The first experiment is oriented to measure the performance of the system under two illumination conditions and different distances between the camera and the people being detected.
The test data consists of 100 frames with two people each, corresponding to 20 frames at each of 5 different distances. Experimentally, the maximum distance at which the stereo algorithm begins to capture a person blob is approximately between 360 and 310 cms, and the minimum distance is approximately 130 cms. We test the algorithm in a distance range from 150 to 350 cms. Figure 3 shows an example of the system operating in the office building environment.
The percentage of the people correctly detected as person are shown in figure 4 . It is possible to see that, for the corridor location, the system performs better if the people are not too far or too close from the camera. For the office location with good illumination, the algorithm has performances that exceed 95%, except for the case of 250 cms, where a reflex in one of the faces made the feature values lie in a region where both person and no-person likelihoods are very similar. 
GMM Classifier
The second experiment is oriented to illustrate the robustness of the face classifier independently of problems in the initial stereo based segmentation. Therefore the setting of this experiment is similar to the previous one, but it only considers the frames where the stereo algorithm manages to segment the people correctly and at least one face candidate appears inside any of the blobs.
The test data consists of 200 frames with 1 of 5 people appearing in each. This corresponds to 10 frames for each people, acquired at 4 different distances. For this experiment, we consider distances from 150 to 300 cms and the results are shown in figure 5 . It can be seen that a good performance (over 90%) is achieved, except for people at 300 cms in the office location. This is due to a moderate amount of false positives (12%). The result shows the robustness of the color based face detector to changes in illumination.
Real Video
To test our system mounted on a robot under real time operation, we run the system while the robot navigates in a indoor environment. The average robot velocity is around 0.5m/s and the system frame rate is around 2.5 fps. Figure 6 shows a map of the environment and the trajectory followed by the robot.
During its trajectory, the robot encounters 15 people. Table 2 summarizes the test results. One person was not detected because during several consecutive frames appeared standing at a distance that exceeds the detection range of the system. Once this person walked towards the robot, the poor frame rate made the system not to capture an image of this person. The two false positives are due to the arm of a person close to a wooden furniture and with clothes with a similar color to skin. 
Conclusions
We have presented a person detection system mounted a moving platform, that is able to operate in real time in indoor buildings. Promising results have been obtained for this system with performance over 90%. The inclusion of a robust skin pixel criteria and an illumination-invariant set of color features are also important contributions of this work.
The results indicate that the stereo vision based segmentation process is vulnerable to changes in illumination conditions and distance from the camera. The color based face segmentation process presents a better result respect to changes in illumination and some vulnerability respect to distance. In the case of our application distance to the camera is not a relevant issue because we have a mobile platform, however, we still need to further explore the illumination problems of the stereo system.
As future area of research, we can mention: the addition of a pan-tilt mechanism to add target tracking capabilities, the inclusion of probabilistic priors to improve the classification results, and finally, the need to increase the processing frame rate of our system to be able to deal with more crowded scenarios.
