The term hidden semi-Markov model (HSMM) refers to a large class of stochastic models developed to address some of the shortcomings of hidden Markov models (HMMs). As with HMMs, the underlying sequence of states of a process is modelled as a discrete Markov chain. Unlike HMMs, each state in an HSMM can emit a variable length sequence of observations, with many ways to model duration and observation densities. Parameter estimation in HSMMs is typically done using EM or Viterbi (dynamic programming) algorithms. These algorithms require batch processing of large amounts of data, and so are not useful for online learning. To address this issue, we present here a recursive maximum-likelihood estimation (RMLE) algorithm for online estimation of HSMM parameters, based on a similar method developed for HMMs.
INTRODUCTION
When applying HMMs to speech and other continuous data, a general assumption is that each state in the model represents a stationary interval over a data segment. With a standard HMM, the probability of duration of a state is implicitly modeled as a geometric distribution, which does not accurately model the temporal structure of speech or many other processes. To address this problem, Fergusson [1] proposed a variable duration hidden Markov model, which explicitly models the duration of a given state with a probability mass function and converts the underlying Markov chain to a semi-Markov chain. Russell and Moore [2] and Levinson [3] proposed modeling the state duration with Poisson and gamma distributions, respectively. Various other researchers have extended or independently developed these ideas, producing a variety of models know as hidden semiMarkov models [4] , variable-duration hidden Markov models [1] [2] [3] 5] , generalized HMMs [6] , segmental HMMs [7] , and segment models [8] . In this paper, we have chosen to refer to this class of models as hidden semi-Markov models, or HSMMs. (See [8] for an overview of most of these models.)
As with HMMs, EM or Viterbi (dynamic programming) algorithms are typically used for parameter estimation in HSMMs. Recently, there has been interest in developing online algorithms for HMM parameter estimation [9] [10] [11] [12] [13] [14] [15] . However, the has been relatively little attention given to online estimation of HSMMs. Ford et. al [16] developed an adaptive EM algorithm for HSMMs, and Azimi et. al [17] developed an online algorithm based on recursive prediction error (RPE) techniques. We offer as an alternative, a recursive maximum-likelihood estimation (RMLE) algorithm for HSMMs. In this paper we adopt much of the notation and form of a similar method presented by Krishnamurthy and Yin [15] for HMMs and auto-regressive HMMs, which is based on earlier work by LeGland and Mével [13] .
In the sections that follow, we will describe the mathematical model for the HSMM, and then give a derivation of the RMLE for this model.
HSMM MODEL DESCRIPTION AND NOTATION
In the discussion that follows, the model signal will be analyzed on two different time scales, which we will refer to as model time and normal time. For model-time analysis, time variables are marked with a prime ( ), and sequence variables are marked with an overbar, as in τ n . For normaltime analysis, the prime and overbar will be absent, as in τ n . The relationship between model time and normal time will be described later.
An HSMM is a discrete-time stochastic process with three components, {X n , T n , Y n }, defined on probability space (Ω, F, P ). Let {X n } ∞ n =1 be a discrete-time firstorder Markov chain with state space R = {1, . . . , r}, r a fixed known constant. The transition probabilities of the Markov chain are given by
for i, j = 1, . . . , r, with an additional constraint that a ii = P (X n = i|X n −1 = i) = 0. Let A = {a ij }. Then A ∈ A\{a ii = 0}, where A is the set of all r × r stochastic matrices (i.e., a ij ≥ 0, j a ij = 1).
T k is the discrete, normal-time duration the process remains in state X k at model-time k . Let {T n } be a probabilistic function of {X n }, and let the conditional density of T n be described by a parametric family of densities {d(·; λ) : λ ∈ Λ}, where the density parameter λ is a function of X n , and Λ is the set of valid parameters for the conditional density assumed by the model. The conditional density of T n given X n = j can be written d(·; λ j ), or more simply d j (·). Note that d j (τ n ) = p(T n = τ n |X n = j). More complex time duration models are possible [8] . Note, however, that the conditional independence of the duration given the current state is required for the algorithm described here. 
and {T n } = {τ n } is a sequence of discrete valued conditionally independent state durations on R + , with probability distribution
for X n = j. Here, the mean value of τ n is νj ηj , and the variance is
Example 2 (Discrete duration density): Suppose durations
{T n } are drawn from a discrete set of times
is the set of length-T stochastic vectors, λ j ∈ Λ, and {T n } = {τ n } is a sequence of discrete valued conditionally independent state durations on T, each τ n having probability
In an HSMM, state X n produces a length T n observation vector Y n . The process {Y n } therefore is a probabilistic function of {X n } and {T n }, and the corresponding conditional density of Y n is assumed to belong to a parametric family of densities {b(·|τ ; θ) : θ ∈ Θ}, where τ is a sample from duration process {T n }, the density parameter θ is a function of X n , and Θ is the set of valid parameters for the particular conditional density assumed by the model. The conditional density of Y n given X n = j and T n = τ n can be written b(·|τ n ; θ j ), or more simply as b j (·|τ n ). Again, for clarity, note that
Many different formulations of this observation density are possible [8] . The 1 Since the durations are discrete, the correspondence will not be exact.
particular form of b(·|τ n ; θ j ) is generally irrelevant to our discussion. Define the HSMM parameter space as Φ = A × Λ × Θ. The model ϕ ∈ Φ is defined as Let p be the length of ϕ. Let ϕ * ∈ Φ be the fixed set of true parameters of the model we are trying to estimate.
For a vector or matrix v, v represents its transpose. Define the r-dimensional column vector d(τ n ; ϕ) and r × r matrix D(τ n ; ϕ) by
and
Similarly, define the r-dimensional column vector b(y n |τ n ; ϕ) and r × r matrix B(y n |τ n ; ϕ) by
For convenience of notation, we will define a third vector g(y n , τ n ; ϕ) and matrix G(y n , τ n ; ϕ) as g(y n , τ n ; ϕ) = B(y n |τ n ; ϕ)D(τ n ; ϕ)1 r = B(y n |τ n ; ϕ)d(τ n ; ϕ)
and G(y n , τ n ; ϕ) = B(y n |τ n ; ϕ)D(τ n ; ϕ).
These will be used below to define the likelihood of an observation sequence. Until now, we have described the model entirely using model time, where one time unit corresponds to the duration the model stays in a particular state. We would like to relate this description to normal time, where each time unit represents one real unit of time.
Using notation from [4] , for a given sequence of durations {τ n }, define the functions t 0 : Z + → Z + and
These functions mark, respectively, the real beginning and end of the k th state for duration sequence {τ n }. Similarly, define a function ξ :
This function provides the model time corresponding to normal-time n for duration sequence {τ n }. Together, these functions allow us to convert between the two time scales. When obvious, we will drop the explicit dependence on {τ n } and simply write t 0 (n ), t 1 (n ), and ξ(n).
Using these functions, we can define real-time correspondence from {X n } and {Y n } to {X n } and {Y n }, respectively. The process {X n } is related to {X n } by X n = X ξ {τ n } (n) . Random sample Y n can be written as
For model ϕ, we would like to calculate the likelihood of a sequence of n normal-time observations y 1 , . . . , y n . Since our model is defined in terms of {y n }, we partition the sequence {y n } into n ≤ n subsequences such that each subsequence corresponds to the output of a single state of the model, i.e., For a given partition, the joint likelihood of the observation sequence and state durations is given by
Averaging over all possible partitions, we can calculate p n (y 1 , . . . , y n ; ϕ) as p n (y 1 , . . . , y n ; ϕ)
where P (n ) is the probability that the partition has n sections.
RMLE FOR THE HSMM
The derivation of the RMLE algorithm proceeds as follows. We first show how to calculate the likelihood p n (y 1 , . . . , y n ; ϕ) for a given HSMM recursively, using prediction (or forward) filters. We note that maximizing log p n (y 1 , . . . , y n ; ϕ) is equivalent to and generally easier than maximizing p n (y 1 , . . . , y n ; ϕ) [18] , and that log p n (y 1 , . . . , y n ; ϕ) can also be calculated recursively. We can then search for the maximum of log p n (y 1 , . . . , y n ; ϕ) using the derivative of the update for this recursion. Define the prediction filter u n (ϕ) as
where u n j (ϕ) = P (X n = j|y 1 , . . . , y n −1 , τ 1 , . . . , τ n −1 , n ) (17) is the probability of transitioning to state j at (model) time n given all previous observations and a partition of those observations. For our derivation below, it will be useful to have a normal-time correlate to u n (ϕ). Let u n (ϕ) be
where
For given n and {τ n }, u n (ϕ) = u t0(n ) (ϕ). Using this filter, the likelihood p n can be written as p n (y 1 , . . . , y n , τ 1 , . . . , τ n ; ϕ)
(For this derivation, see the Appendix.) As above, the likelihood at (normal-time) n can be calculated by averaging over all partitions of n, as p n (y 1 , . . . , y n ; ϕ)
Our goal is to maximize this likelihood with respect to ϕ, and in particular find a recursive update. Unfortunately, there are some pragmatic problems with recursively maximizing Equation (22). In particular, since we would actually like to calculate this likelihood recursively, the summation over all partitions of y 1 , . . . , y n is undesirable. To alleviate this problem, we will consider only the most likely partition of y 1 , . . . , y n . Rewrite Equation (22) as p n (y 1 , . . . , y n ; ϕ)
Instead of maximizingp n (y 1 , . . . , y n ; ϕ), we can equivalently maximize its log-likelihood. For a given partition size n and duration sequence {τ n }, define the normalized log-likelihood of (model-time sequence) y 1 , . . . , y n as n ({τ n }, ϕ) = 1 n + 1 log p n (y 1 , ..., y n , τ 1 , . . . , τ n ; ϕ)
As in Equation (23), we can write the log-likelihood of real time observations y 1 , . . . , y n as
At any time n, the values of n and {τ n } which maximize n (ϕ) can be determined recursively through dynamic programming, and can also be used in the recursive update of u n (ϕ). Let n * n be the number of segments which maximizes n (ϕ), and let τ * n be the length of the last segment of {y n } which maximizes n (ϕ). Given the sequence of loglikelihoods up to n−1 (ϕ), as well as the optimal state sequence lengths n * 1 through n * n−1 , we can maximize n (ϕ) recursively with
with initializations τ * 1 = 1, n * 1 = 1, and 1 (ϕ) = 1 2 log [g(y 1 , τ * 1 ; ϕ) u 1 (ϕ)]. As suggested above, we then use τ * n to recursively calculate u n (ϕ), using
n (ϕ) = (∂/∂ϕ l )u n (ϕ) be the partial derivative of u n (ϕ) with respect to (wrt) the lth component of ϕ. Each w (l) n (ϕ) is an r-length column vector, and
is an r × p matrix. Taking the derivative of u n (ϕ) from Equation (29), we get
with
Using these equations, we can recursively calculate w n (ϕ) at every iteration.
To estimate the set of optimal parameters ϕ * , we want to find the maximum of n (ϕ) with respect to ϕ, which we will attempt via recursive stochastic approximation. For each parameter l in ϕ, at each time n, we take (∂/∂ϕ l ) of the most recent term inside the summation in Equation (25), to form an incremental score vector
with {T n } = {τ * n }. The RMLE algorithm takes the form
where n is a sequence of step sizes satisfying n ≥ 0, n → 0 and n n = ∞, G is a compact and convex set, and Π G is a projection onto set G. Equations (33) and (36) can both be simplified for each type of parameter in ϕ. In particular, they must be calculated for the transition probabilities A(ϕ), the parameters of the chosen duration density d(τ ; ϕ) and observation density b(y; ϕ).
CONCLUSION
In this paper, we have presented a derivation of the RMLE algorithm for HSMMs. We believe this algorithm helps fill a gap in the development of online parameter estimation methods for HSMMs. Simulation results are in progress, and will be available at http://www.ifp.uiuc.edu/ k-squire. For future work, we additionally plan to provide convergence analysis and compare this algorithm with existing methods.
APPENDIX
Here we provide the proof that p n (y 1 , . . . , y n , τ 1 , . . . , τ n ; ϕ) is equal to · · · × j p(y n |τ n , x n = j)p(τ n |x n = j) × P (x n = j|y 1 , . . . , y n −1 , τ 1 , . . . , τ n −1 )
where the third line is due to the Markov assumption, i.e., that each observation and each duration depend only on the current state in an HSMM. Note that if this assumption is relaxed, this proof and the RMLE derivation in this paper are no longer valid.
