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It is proved that if N, k are positive integers, .d c { I, 2. . . . . N} and ld( > N/k + I, 
then there are integers d. /, m such that 1 <d< k - 1, 1~ I< 118k. and 
{(m + 1 ) d, (m + 2) d, .,,, (m + N)} c /a’. (1’ 1989 Academx Press. Inc 
1 
Troughout this paper we use the following notations: the cardinality of 
the finite set .4p is denoted by 191. The set of the positive integers is 
denoted by N: N = { 1, 2, . ..}. and for MEN we write N,= {1,2 ,..., M}. 
d, B, . . . denote finite or infinite sets of non-negative integers, and the 
counting functions of their “positive parts” are denoted by A(n), B(n), . . . . so 
that, e.g., A(n)= Id n FUR\. d + 59 denotes the set of the distinct non- 
negative integers that can be represented in the form u + b with UE d, 
bE9I. We write d+d=2&and kd=.d+(k-1)d for k-3,4,.... 
2 
The theorems on addition of infinite sets of positive integers (like Mann’s 
[6] and Kneser’s [S] theorems when the number of summands is bounded 
and Folkman’s theorem [3] on partitions) play an important role in com- 
binatorial number theory (see also [4]). However, in some applications 
one would need a similar addition theorem on finite sets and, unfor- 
tunately, much less is known on sums of finite sets (perhaps, Freiman’s 
theorem [2] is the most important result of this type). In particular, one 
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might like to have possibly much information on the structure of ld 
(I= 2, 3, . ..) having the only assumptions that d c N, and IdI is large in 
terms of N and 1. Recently Bourgain has proved that if 1~2 is large in terms 
of N then 24 contains an arithmetic progression of length exp((log N)‘) 
and Freiman and Halberstam have proved that 36 contains an arithmetic 
progression of length N” (oral communication). In this series, our goal is to 
show that by adding the elements of d sufficiently many (but possibly not 
“too many”) times, there must exist an extremely long arithmetic 
progression in the sum set. In fact, Part I is devoted to the study of the case 
when the number of the summands is fixed, while in Part II partitions will 
be studied (and also some applications will be shown). 
3 
Nathanson and the author proved the following theorem [7]: 
Let NEN, k~fV, dcN,,and 
Then there exist integers d, h such that 
and 
l<d<k-1 (1) 
{b + d, b + 2d, . . . . b + [N/2kd] } c (4k) d. (2) 
We used this theorem for studying a problem of Erdiis and Freud (and 
we sharpened a result of ErdGs and Freiman). While (1) is the best 
possible, (2) is far from the best possible, since it gives the existence of an 
arithmetic progression of length only [N/2kd] 9 N/k’, and, for c large 
enough, one expects an arithmetic progression of length N in [ck]szi’. The 
loss of this factor kp2 in the length of the arithmetic progression was 
meaningless in the applications studied by us. However, this loss may play 
an important role in other applications (and, in fact, it must be eliminated 
for the applications to be studied in Part II). Thus one would like to save 
this factor k -‘, in other words, to prove an addition theorem which is the 
best possible apart from constant factors. In fact, this paper is devoted to 
the following theorem of this type (which brings to mind Kneser’s theorem 
on addition of infinite sets): 
THEOREM 1. Assume that NE N, ke N, d c N,, and 
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Then there are integers d, I, m such that 
l<d<k-I, (4) 
1 ,<I< 118k, (5) 
and 
{(m+l)d,(m+2)d,...,(m+N)d)c154. (6) 
The proof of the above-mentioned theorem of Nathanson and the author 
was based on a theorem of Dyson. To prove Theorem 1, again we shall use 
Dyson’s theorem, but we also shall need Kneser’s theorem and several 
further ideas. 
Assuming (3), clearly (4) is the best possible as the set 
d= {k- 1,2(/c-- l), . . . . [N/(R- l)](k- 1)) shows. Also (6) is the best 
possible in the sense that, as the set d = { 1,2, . . . . [N/k] + 1) shows, 
adding a set d satisfying (3) less than k times, the sum set need not con- 
tain an arithmetic progression of length 3N. Finally, also (5) is the best 
possible apart from the constant factor 118. In fact, with more careful com- 
putation (and, perhaps, having additional assumptions like k = o(N’12)) 
this constant could be replaced by a much smaller one. However, further 
ideas would be needed to determine the value of the best possible constant. 
The infinite addition theorems may suggest the guess that 118k in (5) 
can be replaced by k or k + 1. This is not so, as the following theorem 
shows (which also illustrates the difference between the analogous finite 
and infinite addition theorems, respectively ): 
THEOREM 2. Let t E N, and let N= 2t + 1, k = [N/2] + 1 = t + 1. Then 
there is a set .d c N, such that 
and there are no integers d, 1, m with 
ldd,<k-I, 
ldI<2k-4(=N-3), 
(8) 
(9) 
and 
{(m+l)d,(m+2)d,...,(m+N)d}cI~. (10) 
I assume that (9) is closer to the truth than (5) and, in fact, perhaps the 
upper bound 118k given in (5) in Theorem 1 can be replaced by 2k + 0( 1). 
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Finally, we remark that the following theorem can be derived from 
Theorem 1 easily: 
THEOREM 3. Let E > 0, k E N. Then there is a number N, = N,(E, k) such 
that ifNEN/, N>N,,,&cN,,and 
then there are integers d, 1, m such that 1 < d < k - 1, 1 d I < 118k, and every 
term of the arithmetic progression {(m + 1) d, (m + 2) d, . . . . (m + N) d} can 
he represented as the sum of exactly I distinct elements of d. 
In fact, by using Szemerbdi’s Theorem [S], this can be derived from 
Theorem 1 in the same way as Theorem 2 is derived from Theorem 1 in 
[7], and thus we do not work out the details here. 
4 
In Sections 4 and 5, we shall prove several lemmas, and Theorem 1 will 
be derived in Sections 6, 7, and 8 from Lemma 3 in Section 4 and Lemma 5 
in Section 5. 
We shall need the following special case of a theorem of Dyson [ 1 ] (it 
also follows from Mann’s Theorem [6]): 
LEMMA 1. Assume that hEfV, nEll, %‘c (0, 1, 2, . . . . ~},OE’#. Let 
9 = hW. If 6 is a positive real number such that C(m) > 6m for m = 1, 2, . . . . n, 
then 
*>min(l, h6) for m = 1, 2, . . . . n. 
m 
LEMMA 2. Assume that MEN, rE N, .d c FU,,, and 
141>;+1. (11) 
Put .9$ = {b: b E N, M + 1 -b E ~2). Then either there is an integer u with 
O<U<$ and A(u+m)-A(u)>: jar every m E N, ,, (12) 
or there is an integer v with 
and B(v+m)-B(v)aE for every m E N, c. (13) 
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Proof We start out from the indirect assumption that there are no 
integers u and z: satisfying (12) and (13), respectively. 
First we show that if there is no u satisfying (12), then this implies 
A(M/2)4 (14) 
To prove this, first we define a sequence (0= ) z0 < 2, < . < zr of integers 
recursively. Let z0 = 0. Assume that for some i 2 0, z, has been defined. If 
z, > M/2, then we end the construction; i.e., we put t = i. If zi < M/2, then 
there is a positive integer m, with 1 6 m, < M - zi and 
A(z, + m;) - A(,-,) <z (15) 
(since otherwise u = z, would satisfy (12)). Let -I~+ I = 2, + m,. Clearly, this 
construction terminates since 0 = z0 < z, < < M, and we have 
z, > M/2. (16) 
It follows from (15) and (16) that 
which proves ( 14). 
In the same way, if there is no u satisfying (13), then this implies 
Clearly, 
B(M/Z)<$. (17) 
B(M/2)=II6:h~~,h~M/2)1 
=Jjb:M+l-h~a’cy’, l<b<M/2}1 
=(ja:a~,011,1~~+l-udM/2}1 
= ({a:a~dd, M/2+ 1 &a<Mjl. 
It follows from (14), (17) and (18) that 
(18) 
M=$+$>A(m/2)+ B(M/2) 
r 
=~(a:a~.d,u<M/2)(+/{ . u.~E~,M/~+I,<~~M)I~I.~(-I 
which contradicts (1 1 ), and this completes the proof of the lemma. 
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LEMMA 3. Assume that ME N, r E N, d c NM, 
IdI >r+ 1, (19) 
and there is an integer a* such that both a* Ed and a* + 1 E& hold. Then 
there is an integer n such that 
{n+ l,n+2, . . . . n + M) c (Sr) d. (20) 
ProoJ First we are going to show that there is an integer p such that 
{P, P + 1, . . . . P + CM/21 } = (4r) d. (21) 
By Lemma 2, (19) implies that there is a u satisfying (12) or a u satisfy- 
ing (13). 
Case 1. Assume first that there is a u satisfying (12). Define the set G?Z by 
~=(o}u{c:l~c~[M/2],c+uEd}. 
Then (12) implies that C(m) 2 m/2r for m = 1, 2, . . . . [M/2]. Let 9 = (2r) 5%‘. 
Lemma 1 implies that D(m) = m for m = 1,2, . . . . [M/2], and SO 
{0, 1, . . . . [M/2]) SC@,= (2r)%. (22) 
Next we show that 
cE@?implies c+u+a*+1~2&. (23) 
Inequality (12) implies u+ 1 EG!, hence O+u+a*+ 1 =(u+ l)+a*~24 
so that (23) holds for c = 0. If c E V, c > 0, then by the definition of %?, we 
have c + UE d. Since also a* + 1 E&‘, it follows that c+ u + a* + 1 = 
(c + U) + (a* + 1) E 26, and this proves (23). 
Define p = 2r (U + a* + 1) and let m E { 0, 1, . . . . [M/2] }. By (22), m can 
be represented in the form m = c1 + cz + . .. + c2, where tie %? for 
i = 1, 2, . . . . 2r. It follows from (23) that 
p+m=2r(u+a*+l)+(c,+c,+ ... +c,,) 
=(c,+u+a*+l)+(c,+u+a*+l)+ . 
+ (cz, + u + a* + 1) E (2r)(2d) = (4r) d 
(for m = 0, 1, . . . . [M/2]) so that (21) holds in this case. 
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Case 2. Assume now that there is a 11 satisfying (13). Define the set $9 by 
~=(OJufc:16c~[M/2],c+u~~} 
= (0) u {c: 16c6 [M/2], M+ 1 -c-DE&}. 
Let 9 = (2r) $7’. As in the discussion of Case 1, ( 13) and Lemma 1 imply 
that 
{O,l)..., [M/2]}~~=(2r)~. (24) 
Next we show that 
CE%? implies M+ 1 -c-u+a*e2d. (25) 
Inequality (13) implies u + 1 E 99 or, in equivalent form, M + 1 - (u + 1) = 
M-UE&‘. Since also a*+lE.d, it follows that M+l-0-u+a*= 
(M-u)+(a*+1)~26 so that (25) holds for c=O. If REV, c>O, then 
by the definition of V, we have c + u ~98 or, in equivalent form, 
M + 1 - (c + Y) E d. Since also a* E .cy’, it follows that M + 1 - c - u + a* = 
(M+ 1 - (c + u)) + a* E 24 and this proves (25). 
Define s=2r(M+l-v+a*) and let mE(O, l,..., [M/2]}. By (24), m 
can be represented in the form m = c, + c? + ... + czr where CUE @ for 
i = 1, 2, . . . . 2r. It follows from (25) that 
s-m=22r(M+ 1-v+a*)-(c, +cz+ ... +cz,) 
=(M+l-c, --v+a*)+(M+ 1 -ccz-u+a*)+ ... 
+ (A4 + 1 - c2r - LI + a*) E (2r)(2d) = (4r) 8 
(for m =O, 1, . . . . [M/2]) so that writing p=s- [M/2], (21) also holds in 
this case, and this completes the proof of (21). 
Finally, clearly we have 
{P,P+~,...,P+c~/21~+jP,P+l,...,P+c~/21} 
= {2p, 2p+ 1, . . . . 2p+2[M/2]}. 
Thus (21) implies 
{2p, 2p + 1, . . . . 2p+ 2[M/2]} c (4r) d + (4r) d = (8r) d 
so that (20) holds with 2p - 1 in place of n, and this completes the proof of 
Lemma 3. 
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5 
LEMMA 4. Assume that hE N, gE N, d c N, and d is the union of t 
(3 1) distinct residue classes modulo g: d = Uf= 1 {ai. a,+g, ai+ 2g, . ..} 
(where ai $ a, (mod g) for i #j). Then there is a divisor g’ of g such that hd 
is the union of u distinct residue classes mod&o g’: hd = Ur=, (e,, ei + g’, 
e, + 2g’, . ..} where 
(26) 
Proof This is a trivial consequence of Kneser’s Theorem [ST] (in fact, it 
can be derived easily from [4, Theorem 16, p. 543). 
LEMMA 5. Assumethatg~N,9,cN,dfd’(modg)ford~9,d’E9, 
d # d ‘, and put 19 1 = t. Then there is a divisor g’ of g and a number q E N 
such that g’ < [2g/t], q < 2[2g/t], and for each qf i = 1, 2, . . . . g/g’, there is a 
T, E qS3 with zi = ig’ (mod g). 
Proof Let .d = lJdt y {d, d +g, d+ 2g, . ..}. so that for every s E N, 
II E sd there is a )’ E s9 with y 5 n (mod g). Put h = [2g/t] + 1. By Lemma 
4, there is a divisor g’ of g such that hd is the union of certain residue 
classes modulo g’, and by (26), we have 
1 >hLph-’ ,g.L-[2g/‘3 
‘g g’ tgg” 
It follows that 
CGdtl > 1 
g ’ 
g’ < Lwl. 
Let us define q by h < q < h + g’ - 1, g’ 1 q. Then by (27) we have 
q<h+g’-1=([2g/t]+l)+g’-1<2[2g/t]. 
(27) 
Since hd is the union of residue classes modulo g’, and qd = hd + 
(q - h) d, thus also qd is the union of residue classes modulo g’. If a E d 
then qa E q-r4 and g’ 1 qa (by g’ 1 q), thus qd contains the 0 residue class 
modulo g’ (more exactly, every large element of this residue class), and this 
completes the proof of Lemma 5. 
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6 
Completion of the proof of Theorem 1. Let us write d = {a,, a2, . . . . a,.) 
where a, <a2 < ... < a,., and, in view of (3) we have 
I’= IdI ,;+ 1. (28) 
Let 
g= min (a- I+1 -a,), I<{<, 
and let a’ denote an integer with 
U’E.d, a’+gEd. 
Clearly we have 
I’~1 
N-lda.,.-a,= c (a,+,-a,)>g(y-I), 
I= 1 
hence, in view of (28) 
N-l N 
g--- <-<--=k y - 1 N/k 
(29) 
(30) 
(note that I’> 1 follows from (28)). 
We have to distinguish two cases. In this section, we will discuss the near 
trivial 
Case 1. Assume that 
k>$. (31) 
Define the integer I by 
gll, I< 118k<l+g (32) 
so that in view of (30) 
12 118k-g> 117k. (33) 
By (29), we have 
I.d~l{a’,a’+g}= {/a’, fa’+g ,..., la’+lg}. (34) 
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By (32) M/g is an integer; write la’/g - 1 = m. Then (m + 1) g = la’ and, in 
view of (31) and (33) 
It follows that 
{(m+ l)g, (m+2)g, . . . . (m+N)g} c {la’, Zu’+g ,..., lu’+fg}. (35) 
By (30), (32), (34) and (35), each of (4), (5), and (6) holds with g in place 
of d, and this completes the proof in this case. 
7 
In the rest of the proof we will discuss: 
Case 2. Assume that 
k<$. (36) 
For i = 0, I 1, 52 ,..., write 
d(i)= {a:a~&,a-i(modg)}. 
Assume that d meets exactly t distinct residue classes modulo g, and let us 
represent these residue classes by the integers i,, i,, . . . . i,, so that 
d= i, sZ(i,), &tij) Z 0, i, f i,, (mod g) for 1 <j d j’ d t. (37) 
,=I 
We may assume that 
Id( 2 Id( 2 ... 2 Id(i (38) 
For 1 <j < t, let d, denote an arbitrary element of &‘(i,), and let 
% = jd,, d,, . . . . d,} so that 
9cd. (39) 
By Lemma 5, there is a divisor g’ of g and a number g E N such that 
g’< $ ) [I 
q<2 $ ) [ 1 
(40) 
(41) 
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and for each of i = 1, 2, . . . . g/g’, there is a number zi with 
and 
- zig’ ‘I - (mod 8). 
It follows from .dc N,, (39) (41), and (42) that 
8 
Let 
M= y +l. I 1 
Now we are going to show that there are integers s, h such that 
1 <h< 114k (46 1 
and 
{(s+ l)g, (s+2)g* . . . . (.y+ M)gI =A&. 
Write 
d(i,)+ (a’, u’+g’, =A? 
Then clearly, 
hence 
t1~9 implies h <2N, 
(42 I 
(43) 
(44) 
(45 1 
(47) 
(48 1 
(49) 
(50) 
and all the elements of B belong to the same residue class modulo g which 
can be represented by the integer x defined by 
.Y = i, + a’(mod g), 0 < x 6 g. 
Furthermore, adding a’ +g to the greatest element of zJ(i,), we get a 
number greater than any element of .c4( i, ) + {u’ ). Thus 
131 3 Ed + {a’) 1 + 1 = <ti(iI) + 1. (51) 
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It follows from (3), (37), and (38) that 
IS(i,)l>~,~ ’ t kt’ 
Equations (51) and (52) imply that 
lBl<;+l 
Define V by 
%={(c:cEN,(C-l)g+xM}. 
Then in view of (53), we have 
Furthermore, by (50), for c E %‘, (c - ! ) g + x E g’, we have 
1 <ckX 
-+l~[~+l<[~]+* g 
(52) 
(53) 
(54) 
(55) 
(since clearly t <g). By (55) and [2N/t] + 1 d [6N/t] + 1 = M, we have 
%cN,. (56) 
Furthermore, it follows from (30), (36), and t d g that 
M= y +1<y+-&&+ F 1 N -<7;. 117t 
Equations (54) and (57) imply that 
Finally, it follows from (48) that there is an integer b’ such that 
hence, writing 
b’E& and b’+gEg 
b’-x 
c* =-+ 1, 
g 
(57) 
(58) 
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we have 
c*e%T and c*+lEV?. (59) 
By (56), (58), and (59) all the assumptions in Lemma 3 hold with 7k, %?, 
and c* in place of r, &‘, and a*, respectively. Thus we obtain from Lemma 
3 that there is an integer n such that 
{n+l,n+2 ,..., n+M}c(8r)~=(56k)%? (60) 
Let us define u by 
u-g<56k<u, glu, (61) 
so that, in view of (30) 
u<56k+g<57k. (62) 
Let us write u =gu, (where u, E N). It follows from (60) and u > 56k that 
there is an integer n* with 
{n* + 1, ?z* + 2, . ..) ?z* + M} C UV. 
In other words, for every 
l<idM, (63) 
n* + i can be represented in the form 
n*+i=c, +cz+ .‘. +c, (where c, E V for j = 1, 2, . . . . u). 
Hence 
gn*+gi=gc,+gc,+ .‘. +gc, 
or, in equivalent form, 
gn*-gu+ux+gi=(g(c,-1)+x)+(g(c,-l)+x)+ ‘.. 
+ (g(c, - 1 )+-XL 
g(n*-u+u,x+i)=(g(c, - l)+x)+(g(c?- 1)+x)+ ... 
+(g(c,- 1)+x). 
By the definition of V, every term on the right-hand side belongs to .G@‘, so 
that by (49), each of them belongs to 24. Thus their sum belongs to 
u(2d) = (2u) d: 
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for every i satisfying (63). This proves that, in fact, (47) holds with 
n* - u + uzx and 2u in place of s and h, respectively; note that also (46) 
holds by (62). 
9 
In this section, we will complete the proof by combining the results 
proved in Sections 7 and 8. 
Write m = (s + M) g/g’ - N (note that g/g’ E N by g’ I g). For 
1 GjdN, (64) 
define the integer i(j) by 
i(j) g’ = (m +j) g’ (mod g), 0 -c i(j) G g/g’. 
Then there is an integer z;(j) satisfying (42), (43) and (44) with i(j) in 
place of i, so that, in view of (39) 
=i( j) E q9 c qd, 165) 
(m +j) g’ - zicj, = (m +j) g’ - i(j) g’s 0 (mod 81, (66) 
and 
4g 
zltjj < NT. (67) 
Clearly, 
(m +A g’ - Z,(J) <(m+j-l)g’<(m+N)g’=(s+M)g, 
and by (40) and (67), we have 
(68) 
>(s+[y]+l)g-N[f]-N$ 
6N 2Ng 4Ng 
>sg+7g-t--=sg. 
It follows from (47) (66), (68), and (69) that 
(m +j) g’ - zicI) E hd. 
(69) 
(70) 
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By (65) and (70) 
(m +j) g’ = ((m +j) g’ -z,,,,) + Z,(,) E hd + qd = (h + q) d 
for every j satisfying (64). Thus (6) holds with g’ and h + q in place of d 
and Z, respectively. Then by (30) and g’ 1 g, 
d=g’<g<k- 1 
and by (30), (41), and (46), 
h+q< 114k+T< 114k+4k= 118k 
so that also (4) and (5) hold, and this completes the proof of Theorem 1. 
10 
Proof of Theorem 2. Let d = { 1, 2, N). Then 
;+1= &+1+1<-&+1=3=I.d, 
so that (7) holds. 
Let us assume now that contrary to the assertion of the theorem, d, 1, 
and m satisfy (8), (9), and (10). 
Clearly we have 
l.~J’=1(1,2,N)= () (i{N}+(f-i)(l,2}) 
,=O 
= u {iN+(I-i), iN +(l-i)+ 1, . . . . iN+2(/-i))-. 
I=0 
For i=O, l,..., I, write .u,=iN+(I-i), ,,=iN+2(1-i), cg.= 
{xi, xi + 1, . . . . .I’;), so that 
Id= fi 4. (71) 
,=o 
Define j by 
m + j = 0 (mod N), l<j<N, 
and write 1~ + j= zN. It follows from (10) that (m + j) dE IS!, thus by (71) 
there is an i such that 
O<i<l (72) 
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and 
(WI +j) dE 4. 
This implies 
ZNd=(WZ+j)d<.Vi=iN+2(1-i)=i(N-2)+21 
hence 
(73 1 
(74) 
In view of (9) and (72), we have 
~~[=~-i+l,<~+1<2k-3=N-2. 
This implies 
(75 1 
((m + 1) d, (WI + 2) d, . . . . (m + N) d} d 4. (76) 
It follows from (lo), (73), and (76) that either there is an integerj, with 
(m +j, ) NE Led, (m +j,) dE [x,-d, x,) (77) 
or there is an integer j, with 
(m +j,) NE Id, (m +j,) dE (vi, Y;+ 4. (78) 
However, if i 3 1 and a E U::\ s&, then a is of the form 
a=uN+2(1-u)-v (where O<ubi-l,O<v61-u) 
hence, in view of i > 1, (9), and (74), 
a=u(N-2)+2/-zi<(i-l)(N-2)+21=x,-N-i+I+2 
=(x-d)+d-N-i+l+2<(xi-d)+i +&N-i+/+2 
=(x-d)-;+/ 
10 
= ( .Y, - d) - N < x, - d (79) 
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Similarly, if i < I- 1 and a’ E ul=, + , -du, then a’ is of the form 
a’=uN+(l-u)+u (where i+ 16ubl,Odudl-u) 
hence, in view of i < I - 1, (9), and (74), 
a’=u(N-1)+f+u>(i+1)(N-1)+I=y,+N+i-I-1 
=(y,+d)-d+N+i-I-la(y;+n)-i -;+A+-/-1 
=(y,+d)+&l l+$- +N- lb(y,+d)-(N-4) *+; +N- 1 
( > ( ) 
=(y;+d)+ 1 +$;+d fori</-1,a’E b dgu . 
> 
(80) 
u=i+l 
It follows from (71), (79), and (80) that 
Id n [xi - d, x,) = Ics4 n ( yi, y; + d] = 0 
which contradicts (77) and (78), respectively, and this completes the proof 
of Theorem 2. 
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