Abstract. For the problem of the standard artificial bee colony such as falling into local optimum, this paper proposes an adaptive Cauchy mutation artificial bee colony (ACMABC). The algorithm introduces an adaptive factor which can expand the search of the swarm and uses the Cauchy distribution to improve the universality of colony search. Finally, the ACMABC use to do simulation experiment. The experiment results show that this algorithm not only can prevent falling into local optimum effectively, but also has higher accuracy.
Introduction
Artificial bee colony (ABC) algorithm is a novel simulated evolutionary algorithm, which was firstly proposed by Turkish scholar Dervis Karaboga [1] [2] . ABC has less controls parameter and good robustness so it can successfully applied to optimization and engineering problem. Some scholars proposed some improved ABC algorithms [3] [4] [5] [6] and these improved ABC algorithms have its own features. But basic ABC algorithm can't solve the problem that trap in a local optimal solution easily. Therefore, this paper proposes a new artificial bee colony algorithm which is based on adaptive Cauchy mutation, it calls an adaptive Cauchy mutation artificial bee colony (ACMABC). It will change the way onlookers and scouts search and improve its performance. Besides, the convergence of this improved algorithm will be proved by using random theory and the simulation and experiment proves the better performance of this new algorithm.
Adaptive Cauchy mutation artificial bee colony
Adaptive adjustment of the search step. Bee colony always divide into three roles: leaders, followers and scouts. Leaders search nectar source in the searching space and record source information. The information includes the distance of nectar source and honeycomb, the direction, the benefit of nectar. Leaders through swing dance to share information with other bees. The followers choose leaders to follow according to roulette wheel selection in certain proportion. When the acquisition of nectar is relatively low, leaders give up honey and become scouts, search new nectar source.
Basic ABC algorithm firstly generate bees and can't guarantee the global importance. The search of followers may be trapped in local search. Therefore, this paper introduced an adaptive factor w, it can expand the scope of the search initially and narrow the scope around the optimal solution.
In the process of iterative optimization, if the initial search step is long, the search scope can be expanded. So the adaptive factor w should be large and the difference between the average fitness and minimum fitness is small. When leaders close to the optimal area, the leaders should be fine search. At the moment the adaptive factor w is small and the difference is large. In consequence, the adaptive factor w can be modify with the search, the adjusting formula is as follows:
where wmax is the biggest inertia weight and wmin is the smallest inertia weight. Fv(j), fvag, fmin are the current fitness, the average fitness and minimum fitness. After introducing the adaptive factor w, the search formula of leaders and followers is as follows:
where Vij is the location of new nectar source. Rij is a random number in [-1,1], and
. After searching, the new solutions compare with the initial solutions, if the new solution is better than replace the initial solution. Otherwise, keep the initial solution.
Bees get together in the initial stage, the difference between the average fitness and the minimum fitness is small but the value of (fv(j)-fmin)/(fvag-fmin) is large, so the adaptive factor w is large and the algorithm can prevent falling into local optimum in order to expand the scope of the search. Similarly, in the latter stage the adaptive factor is small to strengthen the local search ability. This way, the dynamic search performance can be improved.
Followers choose leaders to follow and search source around according to roulette wheel selection in certain proportion. The probability is
where fit is fitness value of solution.
Scout bees search new source based on Cauchy distribution. When iterative
Limit times, the acquisition of food sources is relatively low, the leaders will become scouts and search new sources. This paper introduces the Cauchy factor in the scouts searching formal to improve the ability of disturbance. In this way, the algorithm is easy to jump out of local optimum and improve the search efficiency.
Cauchy distribution [9] is one of the common distribution in probability theory and mathematical statistics, a one-dimensional Cauchy distribution for probability density function is
When t=1, it is standard Cauchy distribution. Fig. 1 is a probability density function curve of standard Cauchy and Gaussian. Fig. 1 illustrates that the peak of Cauchy distribution in the origin is smaller than Gaussian distribution and the speed of the long flat shape tends to zero on both ends is slower than Gaussian distribution. This feature can avoid premature phenomenon. The random variable generating function in this paper is ]
, where  is a random variable in [0, 1] . For that reason, the scout searching formal is as follows:
Where Cauchy(0,1) is standard Cauchy distribution, The step of adaptive Cauchy mutation artificial bee colony. The basic idea of adaptive Cauchy mutation artificial bee colony is that at the initial time, the bees search by using Eq. 2 in order to add diversity of swarm and jump out of local optimum. In the search process, the searching optimal solution compares with the history optimal solution, if it is better than history optimal solution, then replace it. When the history optimal solution can't change in two iterations, the search formal will use Eq. 4 to generate new solution. The specific steps of this algorithm are shown as below:
Step 1: initialize firstly. The initialized content include population size, controls parameter "limit", the maximum iterations, search time "Bas" and so on. Randomly generate xi solutions, where i=1,2, …SN and calculate the fitness value.
Step 2: leaders search new solution Vi according to Eq. 2 and calculate the fitness value. If the value of Vi is better than xi, then Vi replace xi. If not keep the same.
Step 3: calculate the fitness value of xi and the proportion using the Eq. 3.
Step 4: the followers select leaders according to the roulette wheel selection strategy and search a new location in its neighborhood like step 2. The selection operator is to select an individual within populations. Like step 2 note the final update after seeding swarm optimal fitness value f_best and the corresponding parameters.
Step 5: if the search time Bas reaches a certain threshold limit and still can't still find a better position, then scouts initialize the new solutions according to Cauchy distribution. The search formal is Eq. 4 . Step 6: if the bees all converge to a value or the cycle number then end the cycle, and output the best fitness and corresponding parameter. Otherwise go to step 2.
Simulation and result analysis
In order to investigate optimal performance of ACMABC algorithm, there are three complex functions selected to have optimization test. In the text, the test functions of Table 1 is experimented in the environment of MATLAB. The dimensions of searching space of the test function is 20. The algorithm's parameter settings are as follows: the scale of the colony is 50, the maximum iterations are 2000, the margin of error is 1e-20, and the number of mining is 50. Many experiments show that the experimental results of algorithm ACMABC are more accurate when the biggest inertia weight is 1.8 and the minimum inertia weight is 0.08. So in the experiment, the biggest inertia weight is 1.8 and the minimum inertia weight is 0.08. In the test process of the algorithm ACMABC, in order to make the test results more convincing, let it compare with the ABC algorithm. Let every test function proceed two-dimensional, fivedimensional and ten-dimensional test, and each experiment was performed twenty times independently. Compare the optimal value, the average and the probability that is nearest to the optimal value in twenty times independent experiment and the probability is calculated by the optimal value's ±5% as standard. The optimization results are shown in Table 2 where Dim refers to the dimension of the test function. From the optimization results of table 2, in each test function, no matter it is algorithm ABC or algorithm ACMABC, if the dimension is different, the difference of the optimization results is relatively large. From the compare of the average and the optimal value, the larger the dimension is the more accurate the optimization result is. It means the algorithm ABC and the algorithm ACMABC are both effective for high-dimensional optimization problems. Compare the result of the algorithm ABC and the algorithm ACMABC, when the dimension is definite, the optimal solution and average of the algorithm ACMABC are better than the result of the algorithm ABC. So compare with the normal algorithm ABC, the algorithm ACMABC is more effective and the result is more accurate.
The convergence curves of algorithm ACMABC and algorithm ABC in the process of searching optimal solution are as follows: From the convergence graph of the simulation, the rate of convergence of the algorithm ACMABC in optimizing continuous functions is faster than the algorithm ABC. For the three test functions, the algorithm ACMABC has relatively good rate of convergence. From the result of the twenty times independent experiment, the result of algorithm ACMABC is better than algorithm ABC. 
Summary
In this paper, artificial bee colony algorithm is improved by adaptive factors and Cauchy mutation factor and its convergence has been rationally analyzed. Making simulation experiment study on algorithm ACMABC and ABC by using different test functions, the result shows that the rate of convergence of the algorithm ACMABC is faster, the precision is higher, and the algorithm performance is better. But the current improved algorithm is relatively good only for the lowdimensional optimization problems, there is no improved algorithm which is good for most problems. The improved ABC algorithm can improve the performance of the algorithm, broaden the scope of application, so it will become a trend of research on artificial bee colony algorithm.
