



Alcuni teoremi classici di interpoiazione
Questo capitolo è incentrato su due teoremi fondamentali della teoria clas-
sica di interpolazione: il Teorema di Riesz-Thorin ed il Teorema di Marcin-
kiewicz. Quest'ultimo in particolare sarà utile per la stima delle derivate
seconde del potenziale newtoniano secondo l'approccio di Calderon e Zyg-
mund.
Accanto a questi risultati, abbiamo ritenuto interessante presentare una se-
rie di conseguenze e applicazioni che vanno dalla trasformata di Fouricr agli
operatori di convoluzione, dall'operatore massimale di Hardy-Littlewood ai
potenziali di Riesz.
Nel seguito (n, B, l') denota uno spazio di misura dove B è una <T-algebra
di sottoinsiemi di n e J.L una misura positiva a-finita su B. Indichiamo poi
con :E !'insieme delle funzioni semplici
k E N, Ai misurabile ,O < l'(Ai ) < 00 }
e Ai n A) - 0 per, # ]
e con M(n) quello delle funzioni misurabili in n. Le funzioni p-sommabili
in n rispetto alla misura l' definiscono lo spazio V'(n), l < p < 00. De-
notiamo con Il . IIp la norma standard in LP(n). Ricordiamo che E è denso
in V(n) per ogni p E [1,00). Inoltre, data I E LP(n) n Lq(n) è possibile
trovare una successione di funzioni semplici convergente a f sia in LP(fl)
che in Lq(n).
.
1.1. Il Teorema di interpolazione di Riesz-Thorin
Sia dato un operatore lineare T : E --> M(n) per cui esistano l < Po, PI, qo,
ql < 00 con (Po,qo) # (PI,qIl ed Mo,MI> Otali che IITlllq, < Moll/llv<> e
IITfll q, < MIII/llp, per ogni I E E. Allora, per densità, si ha T: U"(n) -->
U'(n) e T : LP' (n) --> Lq, (n). Il Teorema di Riesz-Thorin permette di
l'interpolare" tra gli spazi intermedi, permette cioè di definire T anche da
LP' (D) in U' (n) con P~ e q~ compresi tra Po e PI (rispettivamente qo e qIl·
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La dimostrazione di questo teorema si basa su due risultati di analisi com-
plessa che enunciamo e proviamo di seguito. Il primo è un principio del
massimo modulo per una funzione olomorfa limitata in una striscia.
LEMMA 1.1 (Phragmen-LindeI6f). Sia S = {z E C : O< Re z < I} e sia f
o
una funzione continua e limitata in S e o/amorfa in S. Se If(z)f < M per
ogni z E &S, allora If(z)1 < M per ogni z E S.
DIM. Supponiamo dapprima che liml'l_oo, zES If(z)1 = O. Per ogni € > O
esiste R > O tale che
If(z)1 < €
per ogni z ES" QR, dove QR = {z ES: IImzl < R}. Per il teorema del
massimo modulo applicato al limitato QR abbiamo che
sup If(z)1 < max{M,€},
ZEQR
da cui, mandando f a zero e quindi R a +00, si ottiene la tesi.
Ora per ogni n E N consideriamo la funzione barriera
.'fn(z) = f(z)e", z E S.




.' ,If(z)e"1 < Me"
per ogni z ES. Passando al limite per n -; 00 si ottiene la tesi. D
OSSERVAZIONE 1.2. Il Lemma 1.1 vale in una qualsiasi striscia del pia-
no complesso. La dimostrazione segue da quella già vista, componendo la
funzione con opportune traslazioni e rotazioni.
Dalla dimostrazione del Lemma 1.1 si vede che l'ipotesi che f E LOO(S) può
essere indebolita richiedendo ad esempio che per ogni € > Osi abbia
,
lim f(z)e" = O.
1%)-00
zES
E' inevitabile tuttavia imporre una condizione di crescita come dimostra il
controesempio seguente.
ESEMPIO 1.3. Consideriamo la funzione f(z) = e'O< definita in S = {z E C :
-; < Re z < ;}. La funzione f ha modulo 1 su &S, mentre per Re z = O
If(z)1 = ee- 'm •
esplode per 1m z -; -00.
La prossima proposizione raffina la stima del Lemma 1.1.
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PROPOSIZIONE lA (Teorema delle tre rette). Sia S = {z E <C : °<
Re z < l} e sia I una Iunzione continua e limitata in S e olomorla in
o
S. Supponiamo che
(a) II(z)1 < Mo se Rez = 0,
(b) II(z)1 < MI se Rez = 1.
Allora per ogni {) E 10,11 risulta
lf(z)1 < MJ-~Mf seRez={). (1.1)
DIM. Supponiamo Mo, MI > O. Per ogni z E <C, sia g(z) = MJ-zMf =
e(1-z) log Mo ezlogMl, La funzione 9 è olomorfa in C e tale che
0< m < Ig(z)1 = MJ-R" Mi''' < M
per ogni z E 5, dove m ed M sono rispettivamente il minimo ed il massimo
tra Mo e M,. A questo punto applichiamo il Lemma 1.1 alla funzione h = Ig
ed otteniamo che
Ih(z)1 = :~i;i: < s~f Ih(z)1 = l
per ogni z E S. In particolare per Re z = {) si ha la (1.1).
Supponiamo adesso che almeno una delle due costanti Mo, M, sia nulla. Se,
per esempio, Ma = O, allora II(z)1 < E per ogni E > °se Re z = O. Dal
passo precedente si ottiene
II(z)1 < EI-~Mf.
Facendo tendere E --; °si ha I =o. o
Possiamo adesso dimostrare il risultato principale della sezione.
TEOREMA 1.5 (Riesz.-Thorin). Sia T: 1; --; M(n) un operatore lineare e
siano l <Po,qo,p"q, < 00, con (PO,qo) # (p"qJl, tali che
IITIllqo < MoIIIII", e IITIllq, < Mdlfllp,
per ogni I E E.
l 1-{) {) l 1-{) {)
Per ogni °< {) < l, posti - = + - e - = + -, si ha che
N PO p, q~ qo q,
IITlllq. < MJ-~MfIlIII..
per ogni I E 1;.
OSSERVAZIONE 1.6. Notiamo innanzitutto che, data la densità di 1; in
LP' (n), i = O, l, l'operatore T può essere esteso a tutto lo spazio LP' (n)
ottenendo così un operatore continuo
Tp"q, : LP' (n) --; u'(n).
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Il teorema di Riesz-Thorin dice che per ogni {) E [0, l) l'operatore T può
essere esteso ad un operatore continuo
T""q, : L"'(fl) -+ Lq'(fl),
dove Pd è compreso tra PO e Pl e q1J è compreso tra qo e Ql·
DIM. Fissiamo {) E [0,11.
(Passo l) Supponiamo che l < Po, qO,P1, q, < 00. Per ottenere la tesi è
sufficiente provare che
in T f .9 dI-' < M(:-~Mfllfll •• llgllq.
(1.2)
1- z z
-=-"-'-'. + -,.qo q,
l1- z z
- +- e
pz Po Pl q~
Se Ck = hle'u, ed; = Id;leiv" definiamo
r s ,,'
fz = L ICkl~eiUkXAk e 9z = L Idjl*f éVjXBr
k=l j=2
per ogni f e 9 funzioni semplici, dove con ~ indichiamo l'esponente coniu-
gato di qn. .
Siano allora I = E':=1 CkXA, e 9 = E;=1 d;XBj' con Ck, d, i' 0, due fun-
zioni semplici non nulle tali che 11/11"" Ilgll,. < 1. Per ogni z E C con
°<Rez< l poniamo
l
Osserviamo che In = I e g~ = g. Per ogni z E C poniamo
1 r , "1!?J1... ~.<I>(z) = T Iz . gz dI-' = L L hl P. eW ' Id; l'' e>Vj T(XA,) . XB, dI-' .n k=l j=1 n
Evidentemente <!> è olomorfa in C. Inoltre <!> è limitata in S = {O < Re z <
l} poiché
Al fiue di applicare il teorema delle tre rette stimiamo <!> al bordo di S.
"Sia z E C, Re z = 0, allora I/zl = E:=1 ICkl~ XA" Ig,1 = E;=1 Id; I~ XB, e
quindi
"!?J1.. 7-
IIM.o = 11/11;; e IIg,lIq; = IIgll,~ , Re z= O. (1.3)
l' !?J1..Analogamente, se z E C con Re z = l, si ha IJ,I = E k=1 ICkl" XA" Igzl =
"E;=1Id;!';f XB, e quindi
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Da (1.3) discende che se Re z = O
,
E..l! -3t
1<I>(z)! < IITJ,IIqoll9zllq; < MoIIIII;~ 11911,;; < Mo,
mentre da (1.4) si ha che se Re z = l
Per la Proposizione 1.4, ricordando che I. = I e 9D = 9, abbiamo che
che è proprio quello che ci proponevamo di dimostrare.
5
(Passo 2) Passiamo ora al caso generale in cui PO,Pl, qu, ql possono assumere
i valori 1,00. La dimostrazione presenta delle differenze rispetto al primo
passo solo nei casi in cui PO = PI = 00 o qo = ql = 1. Nel primo caso
perde di significato la definizione di I, per via dell'esponente P,l che vale 00.
Prendiamo allora Iz = I e 9z come in (1.2) e ripetiamo la dimostrazione
del primo passo. Similmente, nel secondo caso, cioè il caso in cui qd = 00,
prendiamo I, come in (1.2) e g, = 9. O
OSSERVAZIONE 1.7. La dimostrazione del teorema di Riesz-Thorin nel ca-
so in cui PO = PI si può semplificare. E' sufficiente infatti applicare la
disuguaglianza di H6lder ed ottenere
IITlllq. < IITIII~;DIITIlIg, < Mci-DMtlllllpo·
Osserviamo inoltre che le estensioni dell'operatore T sono tali che se ! E
U(O) n L'(O), con Po < r, s < p" allora Tri = T,j, dove con Tr e T,
indichiamo rispettivamente l'estensione di T a Lr(O) e l'estensione di T a
L'(O). Infatti, presa I E U(O) n L'(O) esiste una successione di funzioni
semplici (Jn)nEN che converge a I in Lr(o) e in L'(O). Per continuità e a
meno di estratte si ha che Trfn converge a Tr! e TsJn converge a Tsf quasi
ovunque. Ma Trln = T,I" = Tln perché In è semplice e quindi Tri = T..J
qUasI ovunque.
1.2. Applicazioni del Teorema di Riesz-Thorin
1.2.1. Trasformata di Fourier. In questa sezione assumiamo che la mi-
sura J1. sia la misura di Lebesgue in lFt N . Richiamiamo, la definizione di
trasformata di Fourier ed alcune delle sue proprietà principali. Data una
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funzione f in LI (]RN) indichiamo con F f O con j la trasformata di Fourier
di f definita da
Ff(f,) = J. C 2• iX , f(x) dx, EE]RN . (1.5)
n<N
La t,rasformata di Fourier è un isomorfismo da S(]RN) in S(]RN), dove S(]RN)
è la classe di Schwarz delle funzioni a decrescenza rapida alFinfinito, con
inverso dato dall'antitrasformata di Fonrier, che indichiamo con :;:-1 f o
con f, definita da
:rlf(f,) = Ff(-f,), EE]RN.
Inoltre per ogni u, v E S(]RN) valgono le seguenti proprietà:
(a) F(u *v)(f,) = Fu(f,) . Fv(f,) per ogni EE ]RN;
(h) D~Fu(E) = Fv(f,) per ogni multiindice (3 E Nò' e E E ]RN, dove
v(x) = (-2"ix)~u(x);
(c) F(D~u)(E) = (2"iE)~Fu(f,) per ogni multiindice (3 E NE: e EE]RN
E' ben noto che
F: LI(]RN) ~ Loo(]RN) con IIFIiJ.oo < l
e che (Teorema di Plancherel) la trasformata di Fourier si estende ad un'i-
sometria di L 2 (]RN)
F: L 2 (]RN) ~ L 2 (]RN) con IIFII2,2 = 1.
Il teorema di Riesz-Thorin permette di dimostrare la continuità di F tra
altri spazi funzionali.
TEOREMA 1.8 (Hausdorff-Young). Se l <p< 2, allora per ogni f E 1:
IIFfll p' < Ilfllp ·
DIM. Sia l < p < 2 e sia -O E [O, lJ tale che ~ = (l - -O) + ~ = l - ~ . Per
il teorema di Riesz-Thorin, per ogni f E 1:
1IF111.. < Ilfli p
l 1--0 -O -O ,
dove - =. + 2 = -2' Ma allora q. e proprio l'esponente coniugato di
q. 00
p e quindi la tesi è provata. O
Possiamo allora estendere la trasformata di Fourier ad ogni LP con l < p <
2, ottenendo un operatore continuo
F: LP(fl) ~ LP' (fl), con IIFllp.p' < 1.
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Facciamo vedere adesso che queste sono le uniche estensioni possibili della
trasformata di Fourier nell'ambito degli spazi LP.
PROPOSIZIONE 1.9. Siano 1 < p, q < 00 tali che IIFillq< CIIillpper ogni
1 1i E LP(IRN); allora - + - = 1.
p q
OIM. Fissata i E S(IRN) non nulla, per ogni À > O poniamo h.(x) = i(Àx).
La trasformata di Fourier di h. è
Fh.(f,) = J. e-2• ix -€h.(x) dx = J. e-2.iX-tj(x)À-N dx = À-NFi (f,).
RH RH À
Siccome IIFh.llq = rN+~ IIFillqe 1Ih.llp = À-: lIillp, l'ipotesi implica
immediatamente
. IIFillq< CÀ-N(~+~-l)llillp-
1 1 . .Se - + - - 1 > O allora mandando À ...... 00 SI otterrebbe F i = O, da CUI
p q
i = Ocontro l'ipotesi. Analogamente se ~ + ~ - 1 < O (mandando À ...... 0)_
p q
. 1 1Allora necessanamente - + - = 1 . O
P q
La proposizione appena vista prova che la trasformata di Fourier può es-
sere un operatore limitato solo da LP(IRN ) in LP' (IRN), con p' esponente
coniugato di p. Ora vogliamo vedere che la condizione p < 2 non può esse-
re rimossa. A questo scopo, consideriamo u E S(IRN ), non nulla, tale che
suppu C B(O, 1) (data v E S(IRN) con suppv C B(O, 1), sia u = D).
Per ogni t > Odefiniamo Ut tramite la sua trasformata di Fourier
Ut(E,) = u(E,)eitl€I'. (1.6)
Siccome Ut E Cg'(B(O, 1)) C S(IRN), si ha u, E S(IRN ).
LEMMA 1.10. Per ogni t > O
OIM. (a) Applicando il teorema di Plancherel si ha immediatamente che
IIutll2 = lIutlI2 = IIuII2 = Ilu112' -
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Per il teorema di convergenza dominata ue,!" -lo Ut in L2 per é -lo Oe quindi,
per il teorema di Plancherel, Ut,E -+ Ut in L2 per E -+ O. Possiamo allora
estrarre una successione (Ut,e".JnEN da Ut,é che converge quasi ovunque a u
e passare al limite per E = En --> O nella stima (1. 7) ottenendo la (b). O
PROPOSIZIONE 1.11. Supponiamo che la traslormata di Fourier si estenda
ad un operatore continuo
allora p < 2.
DIM. Supponiamo per assurdo che p > 2 e per ogni t > O condideriamo la
funzione Ut definita in (1.6). Allora, applicando il Lemma 1.10, si ha
1. IUtlP = 1. lutlP-2lutl2< Ilutll~2I1utll~ (1.8)RN RN
< cP-2I1ullf-21IuIl2 = c C!f(p-2)
t-'f(p-2) 2 l 1
dove Cl = Cl (P, u). Per la disuguaglianza di H6lder e data la continuità di
,
F da LP in L" , abbiamo che
lIùtll~ = 1. lùtllùtl < lIùtllp'lIùtllp < Cllutllpllùtllp·
aN
Per il Lemma 1.10 e per le disuguaglianze (1.8) e (1.9)
NE..=1 N~lIull~ = lIùtll~ < C2 Ilùtllp t-'" , <C2 lIùll oc C.,. , ,
(1.9)
(1.10)
dove C2 = C2{P, u). Data l'ipotesi p > 2, l'esponente di t in (1.10) è stret-
tamente minore di zero. Mandando t ----lo +00 otteniamo u = O contro
l'ipotesi. O
1.2.2. Operatori di convoluzione. Fissiamo I E LP(JRN). E' ben noto
che per ogni 9 E LI (JRN) il prodotto di convoluzione I * 9 appartiene a
LP(JRN) e vale la disuguaglianza di Young
III *gllp < Ilfllp IIglh-
Se 9 E LP' (JRN), allora dalla disuguaglianza di H6lder segue che 1* 9 è in
L""(JRN) e
III *gli"" < 1I/IIp IIgllp'·
TEOREMA 1.12 (Hausdorff-Young). Siano I E LP(JRN) e l < q < 00 tale
l l l l l
che - + - - l >0. Allora, posto - = - + - - l, per ogni 9 E U(JRN ) S'
P q r P q
ha che 1* 9 E U(JRN ) e
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DIM. Posto Tfg = 1 • g, per quanto richiamato prima, si ha
Tf : L'(JRN) _ L"(JRN)
con norma IITfl!>,,, < Ilfll" e
Tf : LP' (JRN) _ L""(JRN)
1 1
con norma IITfllp'."" < Il!llp. Osserviamo che - + - - l > O equivale a
.p q
. l 1-19 {) {)
l <q< p'. S,a allora {) E [0,11 tale che q = l + p' = 1- p' Posto
1 l - 19 19 l - 19 '1 ~ d' Ri Th' . h h
-- + - = l per l .l.eorema l esz- onn SI a c e
s p 00 P
Tf : U(JRN) _ L'(JRN)
è un operatore continuo con norma IITiIIQ,' < 11/111" A questo punto la tesi
segue dal fatto che r = S, come si può facilmente verificare. O
Anche stavolta il risultato ottenuto è ottimale, nel senso precisato dal se-
guente esercizio.
ESERCIZIO 1.13. Provare che se Il!' gllr < cll/ll" IIgllQ per una costante
l l l
c> Oed ogni 1 E LP(JRN) e 9 E LQ(JRN) allora - = - + - - 1.
r p q
(Suggerimento: Per ogni ), > O si applichi la disuguaglianza alle funzioni
f> E L"(JRN) e g" E LQ(JRN) definite da f>(x) = I(),x) e g,,(x) = g(),x) e
se ne deduca la tesi come nella dimostrazione della Proposizione 1.9).
1.2.3. Interpo!azione di operatori compatti. Nelle ipotesi de! Teore-
ma di Riesz-Thorin vediamo che se uno degli operatori To,TI è compatto,
allora TD è compatto per ogni O< {) < 1.
TEOREMA 1.14. Siano 1 <Po,qO,PI,q,< 00, con (PO,qo) 'I (Pl, q,) e siano
To : L"'(O) - LQ'(O) e TI: LP' (O) - U' (O)
due operatori limitati, tali che T, = Tu su E. Se uno dei due operatori è
compatto allora per ogni O< {) < l l'operatore
TD : LP'(O) - U'(O),
dato dal Teorema 1.5, è compatto.
DIM. Per semplicità di dimostrazione supponiamo che 1'(0) < 00. Suppo-
niamo che To sia compatto. Allora K = To(BL>') è relativamente compatto
in LQ'(O), dove BL " è la palla chiusa di Lp,(O). Siccome K è compatto,
per ogni € > Oesistono h, h,···, /k E E tali che
k
K C UBUi,€) (1.11)
i=l
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Possiamo scrivere le li nel modo seguente
•
li = 2:Cij XA j
j=1
con A j insiemi misurabili a due a due disgiunti e tali che O < l'(A j ) < 00.
Siano 1 < p < 00 e 9 E LP(fl). Posto span{XA j : j = 1,·· . , s} l'inviluppo
lineare delle funzioni caratteristiche XA j l consideriamo l'operatore di rango
finito P : LP(fl) - span{XA j : j = 1, ... , s} definito per ogni 9 E LP(fl) da
Pg = t ( (~) ( 9 dI') XA,.
j=1 J.L J lA j
Stimiamo la norma LP di Pg. Per la disuguaglianza di Jensen,
IPglP = t 1 9 t;) PXA j < t (1.lgIP t;))XA,
J=1 A) J.L J )=1 Al J.t J
e quindi
llPg,P dI' <~ lj IglP dI' < llglPdl"
Allora P : LP(fl) _ LP(fl) ha norma < 1 e in quanto operatore di rango fini-
to è compatto. Inoltre per ogni funzione semplice del tipo s = E? l djXAj
si ha che Ps = s.
Da (1.11) segue che per ogni I E BL" esiste /; tale che IITol - Iili < €.
Pertanto
IITol - PTo/1i < IITol - Iili + II/; - PTo/1i
IITol - /;11 + IIP/; - PTo/1i < 2E.
Consideriamo allora gli operatori To - PTo : L'''(fl) _ Lq'(fl) di norma
IITo-PToll < 2€eT, -PT1 : LP'(fl) - Lq'(fl) di norma IIT,-PTdl < 2M1,
dove M, = liTI II· Per il Teorema di Riesz-Thorin, per ogni O< {) < 1
IIT~ - PT~II .. ,q. < (2€)'-~(2MJl~,
dove T~,po e q~ sono quelli dell'enunciato del Teorema di Riesz-Thorin.
Quest 'ultima stima ci dice che per O < {) < 1 possiamo approssimare in
norma T1') con operatori di rango finito e quindi che T1'} è un operatore
compatto. O
1.3. Il teorema di interpolazione di Marcinkiewicz
Sia I E M(fl). Per ogni a > O poniamo .\(a) = .\f(a) = l'{III > a}.
Notiamo che À è una funzione decrescente in (0,00). Nei prossimi due
lemmi presentiamo le proprietà di base di .\.
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LEMMA 1.15. Sia I E M(f1); allora
In III dI' = l''' .\(a) da.
II
D'M. Sia G = {(t,x) E (0,00) x f1: O<t< I/(x)l} e indichiamo con m la
misura di Lebesgue sull'intervallo (0,00); allora
{ {{lt(x)1
(m x l')(G) = ln I/(x)1 dl'(x) = ln dl'(x) lo dt
r dt ( dl'(x) = (OO .\(t) dt.
lo l{lfl>t) lo
D
LEMMA 1.16. Sia I E M(f1); allora
In IIIP dI' = P100 aP- 1 .\(a) da.
D'M. Per il lemma precedente
In III" dI' = 100 l'WIP > a} da =100 l'Wl> a*} da
p100 l'Wl> /3} /3p- I d/3.
D
Introduciamo gli spazi LP deboli così definiti
L::'(f1) = {I E M(f1): 3A > O A(a) < ::}.
Se f E LP(f1) con p < 00, allora per la disuguaglianza di Chebychev
A(a) = l'Wl> a} < II~~~ (1.12)
e quindi LP(f1) C L~,(f1). I due spazi sono però diversi, per esempio la
funzione I(x) = I, appartiene a L::'(O, l) ma non a UfO, l).
X'
Dati Pl < P2 consideriamo lo spazio vettoriale
LP' + LP' = {f = il + h : li E LP'}.
Se PI < p < pz allora
LP' n LP, '-> LP C LP' + LP' .
Proviamo la prima immersione.
Essendo PI < p < pz, si ha 1~' < ~ < v', e quindi esiste t E (O, l) tale che
,J
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1 t l t () Pl - R.l
- = - + -=--. Osserviamo che lulP l-t E Lpl' 'I e lul pt E Lp<. Inoltrep 1'2 VI
p(~~t) + ~ = 1. Allora, presa u E LP' (0) n LP' (0), per la disuguaglianza
di Hiilder, vale
in lulP = in lulP(1 - t)lulPt < lIull~~l-t)lIull~; < 00.
Dimostriamo la seconda inclusione. Sia i E LP e sia / > O. Definiamo
h(x) = { ~(x) se lf(x)1 > /
se lf(x)1 < / h(x) = { ~(x) se If(x)! > /se If(x)! < /
h E LP' ed h E LP', come risulta dalle seguenti disuguaglianze
1IhIP' = { liIP'-PIfIP < /p,-p1 lilP ,ili!!»!
1Ihl'" = ( IfIP'-PliI P < "/'-P1lilP .i llfl <>!
Chiaramente i = h + h·
DEFINIZIONE 1.17. Sia T ; LP(0) ~ M(0) un operatore (non necessaria-
mente lineare).
Se 1 < p < 00\ T di dice di tipo debole (p, p) se esiste Ap > O tale che per
ogni i E LP(0)
per ogni" > O.
Se p = 00, T si dice di tipo debole (00,00) se esiste A"" > O tale che per
ogni i E L""(0)
IIT ill"" < A""lIill",,·
In particolare se T è lineare allora T è continuo da L""(0) in sé.
OSSERVAZIONE 1.18. Un'operatore limitato da LP(0) in sé è in particolare
di tipo debole (p,p) come si verifica facilmente usando la (1.12).
Fatte queste premesse siamo ora in grado di enunciare e dimostrare il teo-
rema di interpolazione di "Marcinkiewicz che generalizza quello di Riesz-.
Thorin, ma è meno preciso nelle stime di alcune costanti.
TEOREMA 1.19 (Marcinkiewicz). Siano 1 < p < r < 00 e sia T ; LP(0) n
L r (0) ~ M(0) tale che
(i) ITU + g)1 < ITil + ITgl, per ogni i, g E LP(0) n F(0) ;
(ii) T è di tifto debole (p,p);
(iii) T è di tipo debole (r,r).
h(x) = i(x) - fJ(x).
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Allora per ogni p < q < r esiste A, > O tale che
IITillq< Aqllillq
per ogni i E LP(O) n L"(O).
DIM. Prendiamo i E LP(O) n F(O) e fissiamo o- > O. Definiamo
se li(x)! > o-
se li(x)1 < o-
Osserviamo che liil < [il e quindi li E LP(O) n L'·(O) per i = 1,2.
(Caso r < 00) Per (i) ITil < ITid + IThl, sicché
{ITil > o-} C {ITid > ~}U{IThl > ~}.
Da quest'ultima inclusione e da (ii) e (iii) discende che
l-'{lTil >o-} < 1-'{ITid> ~} +1-'{IThl > ~}
< CAp~idlpr + CA"~hII"r
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Per il Lemma 1.16
folTi Iq dI-' q10'''' o-q-ll-'{ITil > o-} do-
< q2PA~ looo o-q-1-p folbl P dI-' do-
+q2"A; looo o-q-l-" folhl" dI-' do-
q2PA~ {OO o-q-!-p do- ( li(xJIP dl-'(x)lo l{lfl>o}
+ q2" A; f"" o-q-1-" do- ( li(x)[" dl-'(x)lo l{l/l<o}
{ (1/(x)1
q2PA~ ln li(x)IP dl-'(x) lo o-q-l-p do-
+ q2"A; ( li(x)l" dl-'(x) 100 o-q-1-" do-ln I/(x)l
(
q2P AP q2" A")1
c----,,-P + " lilq dI-' .
q-p r-q n
(Caso r = 00) Per la (iii) esiste Aoo > O tale che 11T h Il 00 < Aoollhlloo <
Acco-· Perciò, posto {3 = 2Aooo-, abbiamo che
{ITil > {3} C{ITid > ~}.
14 V. Manco - G. Metafune - C. Spina
Da questa inclusione e da (ii) discende che
l'{ITIi > ,8} < CAp~'llpr
Come nel passo precedente, per il Lemma 1.16 si ha che
llTIlq dI' - q l'" ,8q-11'{ITIl > ,8} d,8
< q2PA~ r= ,8q-1-p r • IIIP dI'
lo lll!l> 'A~}
1 12A~lf(X)lq2PAP tI(x)!P dl'(x) ,8q-l-" d,8p n o
q2qAPAq-p 1
p = IIlq dI'.
q-p n
o
OSSERVAZIONE 1.20. (a) Supponiamo che T sia lineare. Allora T si estende
ad un operatore lineare limitato da Lq(O) in U(O).
(b) Sia sempre T lineare. Nell'enunciato del teorema di Marcinkiewicz ab-
biamo considerato un operatore T definito su LP(O) n Lr(O). Spesso però
in letteratura T è definito su LP(O) + U(O). Ciò non cambia di fatto il
teorema in quanto le due ipotesi su T sono equivalenti.
Infatti, dato T : LP(O) + U(O) -> M(O), possiamo definire gli operatori
Tp : LP(O) -> M(O) e Tr : U(O) -> M(O) come le restrizioni di T a LP(O)
e ad U(O) rispettivamente. Allora se prendiamo I E LP(O) n U(O) si ha
che TpI = Tri = TI· .
Viceversa se ho due operatori Tp : LP(O) -> M(O) e Tr : Lr(O) -> M(O)
che coincidono su LP(O)nU(O), allora presa I = iI+h E LP(O)+U(O) de-
finiamo l'operatore T: LP(O)+U(O) -> M(O) ponendo TI = TpiI +Trh
Verifichiamo solo che la definizione di T non dipenda dalla scelta di iI ed
h Siano 91 E LP(O) e 92 E U(O) tali che iI + h = 91 + 9z allora
iI - 91 = 9z - h E LP(O) n U(O), ma poiché Tp coincide con Tr nell'in-
tersezione degli spazi, abbiamo che TpiI - Tp9l = -Trh + Tr92 e quindi
TpiI +Trfz = Tp9l + Tr9z,
1.4. Applicazioni del Teorema di Marcinkiewicz
1.4.1. La funzione massimale di Hardy-Littlewood.
DEFINIZIONE 1.21. Data I E L!oc(IRN ) si definisce funzione massimale di
Hardy-Littlewood di I la funzione M I : IRN -> IR così definita
MI(x) = sup [B( 1 .)[ r II(y)1 dy
r>O X , 1 } B(x,r)
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per ogni x E IR N
Vediamo quali sono le proprietà di base della funzione massimale.
PROPOSIZIONE: 1.22. Sia f E Lloc(IRN ), allom
1) Mf = Mlfl;
2) M(f+g) <Mf+Mg;
3) se f E Loo(IRN ) allom M f E Loo(IRN ) e 11Mflloo < IIfll",,;
4) M f è semicontinua inferiormente;
5) se Mf E LI (IRN) allom f = o.
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DIM. Le proprietà 1), 2) e 3) si verificano facilmente.
4) Per ogni r > O la funzione fr(x) = lB(~,')1 fB(x,r) If(y)1 dy è continua
in x. AHora M f è semicontinua inferiormente perché estremo superiore di
funzioni continue.
5) Supponiamo f i' O; allora esiste H > Otale che fB(o,R) If(x)1 dx = a > O.
Sia Ixl > H, allora
Mf(x) >
>
1 /, If(y)1 dy
IB(x,2Ixl)l B(x,2lxl)
1 /, alf(y)ldy= .
IB(x,2Ixl)l B(O,R) 2NwNlxl N
Siccome la funzione x >-> Ixl-N non è sommabile in R N
Ll(IRN ).
risulta M f <te
D
Un'utile conseguenza deHa semicontinuità inferiore deHa funzione massimale
di Hardy-Littlewood è il seguente
COROLLARIO 1.23. Per ogni a > O l'insieme {M f > a} è un sottoinsieme
aperto di IRN
Ogni funzione semicontinua inferiormente ha sopralliveHi aperti, quindi il
corollario precedente è di fatto dimostrato. Presentiamo tuttavia una dimo-
strazione che sfrutta direttamente la definizione della funzione massimale.
DIM. Sia Xo E IRN tale che M f(xo) > a. Fissiamo fJ E IR tale che
M f(xo) > fJ > a. Data la definizione di M f(xo), in corrispondenza di
fJ esiste r > O tale che
( Ifl > fJIB(xo, r)1 > aIB(xo, r)l·JB(zo,r)
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Un tale oesiste perché(T + O)N 13N < -.
T a
Prendiamo allora O > O tale che
13 (T+O)N
- > l e N ~ l per O~ O.
a T
Per ogni x E JRN tale che Ix - xol < Orisulta che B(xo, T) C B(x, T + O) e
quindi, data la scelta di o, si ha che
r III > r III > 13 WN TN > a WN (T + O)N = aIB(x, T+ 0)1.JB(x,r+o) JB(xQ,r)
Quest'ultima disuguaglianza ci dice allora che M I(x) > a per ogni x E
B(xo,o) e ciò prova che l'insieme {MI> a} è aperto. O
Per ogni 1 < p < 00 possiamo definire l'operatore
I>->Mf.
Per la Proposizione 1.22 (punti 2 e 3) M è sublineare e di tipo debole (00,00).
Nel Teorema 1.25 proveremo che M è di tipo debole (l, l). Concluderemo
pertanto, grazie al teorema di Marcinkiewicz, che M : LP(JRN) ~ LP(JRN)
è un operatore limitato per ogni l < p < 00.
Il seguente lemma di ricoprimento sarà utilizzato nella dimostrazione della
disuguaglianza massimale.
LEMMA 1.24 (di ricoprimento di Vitali). Sia W C U7'l B(Xi,Ti). Allora
esiste S C {l, 2, ... , m} tale che
(i) B(Xi' Ti) n B(Xj, Tj) = 0 peT ogni i,j E S con i # j;
(ii) W C UiES B(Xi, 3Ti)'
DIM. Consideriamo preliminarmente due palle B(X,T) e B(y,s), con T >s,
tali che B(X,T)nB(y,s) # 0. Allora Ix-yl < T+S < 2T e quindi B(y,s) C
B(x, S + 2T) C B(x,3T).
Supponiamo che TI > T2 > ... > Tm . Partiamo da TI e poniamo BI =
B(X1, TIl e il = l. Quindi, posto i2 il primo degli i > l tale che B(Xi, Ti) n
B(X1,Tl) = 0, poniamo B 2 = B(Xi" Ti,). Procedendo in questo modo
dopo un numero finito di passi avremo individuato l'insieme di indici S =
{i ll i21".,i r } le cui rispettive palle Bj = B(xij,rij) sono a due a due
disgiunte C, per quanto osservato nella prima parte della dimostrazione,
~~~la(ii). O
TEOREMA 1.25 (Disuguaglianza massimale di Hardy-Littlewood). Se I E
LI(JRN), allora peT ogni a > O si ha
I{MI > a}1 < 3N 11/11 1 , (1.13)
a
ossia M è di tipo debole (l, l).
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DIM. Sia K un compatto contenuto in {M I > a}. Per ogni x E K,
M I(x) > a e quindi esiste un r(x) > O tale che
r III> aIB(x, r(x)l. (1.14)
} B(x,r(x))
Siccome K è compatto esistono {Xl, ... , Xm } C K tali che K è contenuto
nell'insieme U;" l B(xi,r(x;)). Per il Lemma 1.24 esiste S C {l,2, ... ,m}
tale che K C UiES B(Xi, 3r(x;)) e le palle B(Xi, r(xi)), al variare di i in S,
sono a due a due disgiunte. La (1.14) implica che
IKI < L IB(Xi, 3r(x;))1 = 3NL IB(xi, r(x;))1
'iES iES
3
N 1 3N 1 3N< - L III = - III < -IIII['
et iES B(Xi,r(Xi) a UiES B(Xt,r(Xi)) et
Siccome I{MI > a}1 = sUP{fKl: K compatto,K C {MI> a}} si ha la
tesi. D
COROLLARIO 1.26. Se l < p < 00 allora esiste Ap> O tate che
11MIllp < Aplllilp
per ogni I E LP(jRN).
DIM. La tesi segue immediatamente dal teorema di Marcinkiewicz. D
La Proposizione 1.22(5) mostra che il Corollario 1.26 non è vero per p = 1.
Vale tuttavia il seguente semplice risultato
COROLLARIO 1.27. Se I E L'(jRN) allora MI(x) < 00 per q.o. x E jRN
DIM. Per ogni n E N risulta {MI = oo} C {MI> n}. Allora per la (1.13)
I{MI = oo}1 < I{MI > n}1 < 3N IIII11.
n
Se mandiamo n ~ 00 abbiamo che I{MI = 00}1 = Oe quindi la tesi. D
1.4.2. Punti di Lebesgue.
DEFINIZIONE 1.28. Sia I E Lioc(jRN). Un punto x E jRN si dice punto di
Lebesgue di I (scriveremo x E J:.(J)) se
l~ IB( l ')1 r lJ(y) - I(x)1 dy = O.
r o X,1 JB(X,T)
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OSSERVAZIONE 1.29. (i) Se x è un punto di Lebesgue di f allora
f(x) = lim [E( l )1 ( f(y) dV·
T-O X, r JB(x,r)
Infatti,
f(x) - IE( l )[ { f(y)dy < IE( l )1 ( If(x) - f(y)ldy -> O.
x, T } B(x,r) X, r JB(x,r)
(ii) Se f è continua in x allora x E I:.(J). Infatti, fissato E > O esiste un
Co > Otale che If(x) - f(y)1 < E se Ix - yl < co· Allora per ogni c < Co
IE( l )1 ( If(y) - f(x)1 dy < E
X, r JB(x,r)
TEOREMA 1.30 (Lebesgue). Se f E L'(]RN) allora IRN \ I:.(nl = O
D 1M. Fissato r > Oponiamo
Trf(x) = IE( l )1 ( If(y) - f(x)1 dy
x, r JB(x,r)
e Tf(x) = limsuPr_o+ Trf(x). Dobbiamo provare che Tf = Oq.o. in ]RN.
Per la densità di L'(]RN)nC(]RN) in L'(]RN), dato E> Oesiste 9 E Ll(]RN)n
C(]RN) tale che II! - gli, < E. Per l'Osservazione 1.29(ii)
Tg = Oin ]RN (1.15)
Poniamo h = f - g,
Trh(x) IE( l )[ ( Ih(y) - h(x)1 dy (1.16)
X, r ) B(x,r)
< IE( l )1 ( Ih(y)[ dy + [h(x)1 < Mh(x) + [h(x)1,
x, r JB(x,r)
dove Mh è la funzione massimale di Hardy-Littlewood. E' evidente che Tr
è sublineare, quindi Trf < Trg + Trh. Passando allimsup per c -> O, da
(1.15) e (1.16) otteniamo che
Tf < Tg+Th = Th < Mh+ Ihl.
Da quest'ultima disuguaglianza discende che per ogni e> > O
{Tf>e>}C{Mh>~}U{[hl>~}
e quindi per il Teorema 1.25 e per la disuguaglianza di Chebychev
[{Tf>e>}[ < {Mh>~}+{lhl>~}
23N 2
< IIhl" + -lIhl!l
e> e>
< C~N + ~) E
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Mandiamo € a zero ed otteniaino che I{TI > a}1 = O per ogni a > O.
Allora {TI> O} = UnEN{TI > ~} ha misura nulla e quindi TI = O q.o.
inRN. D
OSSERVAZIONE 1.31. Il Teorema 1.30 vale anche per funzioni I E L!oc(RN).
Infatti per ogni R > O la funzione IXB(O.R) E L1(RN) e quindi q.o. x E
B(O, ~) è un punto Lebesgue di f.
Vediamo alcune conseguenze del teorema di Lebesgue.
DEFINIZIONE 1.32. Sia {Eh},,>o una lamiglia di sottoinsiemi di RN e sia
x E RN Diciamo che {Eh} converge a x per h - O se esistono a > O e
numeri reali rh _ O tali che per ogni h risulti
Eh C B(x, rh) e IEhl > aIB(x, Th)l.
COROLLARIO 1.33. Siano I E L!oc(RN ), X E 12(f) e {Eh} - x, allora
. l /,hm lE I If(y) - l(x)1 dy = O.
h_O h Eh
DIM. Infatti
I~ I ( I/(y) - l(x)1 dy < IB( l )1 ( I/(y) - I(x)[ dy
h JE" et X, rh } B(x,r,,)
che tende a zero al tendere di h - O perché x è un punto di Lebesgue di
I. D
Dal corollario precedente segue un risultato di derivazione dell'integrale di
Lebesgue in dimensione l.
COROLLARIO 1.34. Per ogni I E L
'
(R) la funzione F(x) = r= I(t) dt è
derivabile q.o. con F' = I q.o.
DIM. Sia x E 12(1). Per ogni h E R, h ,. O, ed x E R, poniamo Eh =
[x, x + hl se h > Oe Eh = Ix + h, xl se h < o. Secondo la Definizione 1.32
{Eh} - x per h-O. Allora per il Corollario 1.33
.!:.F(x + h) - F(x) = J:+
h
I(t) dt = I~ I ( I(t) dt (1.17)
h h h J.
converge a I(x). Questo prova che F è derivabile q.o. e che F' = I q.o. D
COROLLARIO 1.35. Sia I = XE con E sottoinsieme misurabile di RN .
Allora
lE n B(x, r)1 {l q.o. in E (1.18)
IB(x, r)1 ~ O q.o. in E C •
I punti x E R N per cui vale (1.18) si chiamano punti di densità per E.
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IEnB(x,r)1 1;' ()d
= XE Y YIB(x, r)1 IB(x, r)1 B(x,r)
che per l'Osservazione 1.31 converge q.Q. a XE· o
I punti interni di E sono punti di densità per E. Infatti preso x interno in
E basta prendere una palla B(x, ro) C E e per ogni r < ro
lE n B(x, r)1 = IB(x, r)1 = 1
IB(x, r)1 IB(x, r)1 .
Il viceversa è falso. Si consideri ad esempio un insieme E di misura non
nulla con interno vuoto.
La definizione di punto di Lesbegue si generalizza in modo naturale a quella
di p-punto di Lebesgue.
DEFINIZIONE 1.36. Siano 1 < p < 00; I E Lfoc(lRN) ed x E ]RN, x si dice
p-punto di Lebesgue di I e scriviamo x E p-C(f), se esiste
lim IB( 1 )1 r II(y) - I(x)l" dy = O
T-O Xl r JB(x,r)
Applicando la disuguaglianza di Jensen si vede subito che se x è un p-punto
di Lebesgue per una funzione I E Lfocl]RN) per qualche p > 1, allora x è
un punto di Lebesgue per I. Infatti risulta
( )"dy " dyr II(y) - I(x)1 IB( )1 < r II(y) - I(x)1 IB(x r)1 .JB(x,r) T,r JB(x,r) l
COROLLARIO 1.37. Se I E Lfoc(lRN) con 1 <p < 00, allora I]RN\p-C(f)! =
O.
DIM. Sia (qi}'EN un sottoinsieme denso di <C. Siccome I E Lfoc(]RN), per
ogni i E N si ha che II - q,l" E Lloc(]RN). Allora, per il Teorema 1.30, per
ogni i esiste Ni C ]RN di misura nulla tale che se x ~ N, risulta
. 1 j,hm IB()I II(y) - q,l" dy --, II(x) - q,!P.
T-O X, r B(X,T)
(1.19)
Poniamo N = U, N,. Evidentemente N ha misura nulla. L'identità (1.19)
vale allora per ogni x ~ N e per ogni i E N.
Prendiamo adesso x ~ N e fissiamo é > O. Data la densità dei q, in <C esiste
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un indice i tale che If(x) - q,l < ,. Si ha allora che
IB( l )1 ( If(y) - f(x)IP dy
Xl r JB(x,r)
= IB( l )1 ( If(y) - q, + q, - f(x)I P dy
X, r JB(x,r)
2P- 1 /,





+ IB( ')1 If(x) - q,IP dy
X,1 B(x,r)
2"-1 /,
< IB( )1 If(y) - q,I P dy + 2P- 1,p.
Xl r B(x,r)
Tenendo conto della (1.19), si ha
limsup IB( l )1 ( If(y)- f(x)l" dy < 2P- 1If(x)-qil"+2p - 1,p < 2P,P.
r-O X, r JB(x,r)
Data l'arbitrarietà di, > Ox è un p-punto di Lebesgue per f. D
1.4.3. Convergenza puntuale di operatori di convoluzione. Come
noto una funzione f E LP(IRN ), con l < p < 00, p uò essere approssima-
ta in norma LP da funzioni più regolari, usando prodotti di convoluzione.
In questa sezione vedremo sotto quali ipotesi tale approssimazione diventa
puntuale quasi ovunque. Ricordiamo che, presa 'P E L' (IRN ) con flRN 'P = l
e posto per ogni' > O 'P«x) = CN'P (~), si ha
'P< * f --+ f
per € ---j. O in norma LP.
Assumendo inoltre che 'P E L""(IRN ) e sUPP'P C B(O, I) si dimostra facil-
mente che
'P< * f --+ f q.o.,
infatti
l'P< * f(x) - f(x)1 < ,-N kN 'P G) If(x - y) - f(x)1 dy
,-N ( 'P (Y) If(x - y) - f(x)1 dyl B(O,<) ,
< ,-NII'PII"" ( If(x - y) - f(x)1 dyl B(O,<)
Il'PlloowN ( If(y) - f(x)1 dy.
IB(x,')1 lB(x,<)
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(1.20)
Da questa stima segue subito che 'Pe * f(x) converge ad f(x) per E ~ Oin
tutti i punti di Lebesgue di f e quindi quasi ovunque in IRN.
Le ipotesi su <p affinchè la convergenza quasi ovunque sia verificata possono
essere indebolite, come vedremo nel prossimo teorema. Premettiamo un
lemma tecnico.
LEMMA 1.38. Sia 1j!(x) = g(lxll E L1 (IR N ), con 9 :10,00[~ IR+ funzione
decrescente e sia f > O. Allora
(1j! * f)(x) < (LN 1j!) Mf(x).
DIM. Per ipotesi 1j! E L 1(IR N ) e quindi
J. 1j!(x)dx = NWN (CO rN - l g(r) dr < 00.RN lo
Fissiamo n E N e definiamo per ogni t E IR
00 (k+l)gn(t) = I> n X]V~I(t).
k=O
Osserviamo che, fissato t, la serie che definisce gn (t) si riduce ad un unico
termine. Risulta inoltre O < gn < 9 e gn(t) ~ g(t) nei punti t in cui 9 è
continua. Dato che 9 è monotona, è continua q.o. e quindi
gn(t) ~ g(t)
per q.o. t E IR.
Fissato t riscriviamo gn(t) come segue,
00 (k+l)gn(t) -.I:g n Xl~,,,*,l(t)
k=O
_f [9 (k: l) X]o,,,*,J(t) _ 9(k: l) XJo,~J(t)]
k=O
f [g (~) XJo,~J(t) - 9 C: 1) X]O'*J(t)]
k=l
f [g (~) - 9 C: l)] X]o,~J(t).
k=l
Siccome 9 è decrescente, il termine generale della serie ak,n - 9 (~) -
(k+l), ..9 n e POSItIVO.
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Definiamo a meno di un insieme di misura nulla
00
1/Jn(x) = I>k,n XB(O,~)(X)
k=l
e stimiamo il seguente prodotto di convoluzione
1/Jn * f(x) 1.N 1/Jn(y)f(x - y) dy = f ak,n1 k f(y) dy
IR k~1 B(x,,,)
00 r IB(o,~)1
Lak,,, J, k f(y) dy IB (x ';')1
k=l B(x'n) , n




1/J * f(x) 1. 1/J(y)f(x - y) dy < liminr1. 1/Jn(y)f(x - y) dyIRN n_ex) IRN
< Mf(x) liminr1. 1/J,,(y) dy = Mf(x)!. 1/J,
n-ex) IRN RN
dove nell'ultimo passaggio abbiamo usato il teorema di convergenza domi-
nata dato che 1/Jn(X) = g,,(lxi) < g(lxl) = 1/J(x) E LI(lRN), O
Il lemma precedente ci permette di sostituire l'ipotesi di limitatezza e la
condizione sul supporto di '(J con ipotesi più deboli. El sufficiente infatti
che rp sia dominata in valore assoluto da una funzione sommabile, radiale e
decrescente.
TEOREMA 1.39, Sia 'P E LI(lRN ), fIRN'P = 1, 1'P(x)1 < g(lxl) con 9 :10,00[--;
lR+ decrescenie e supponiamo che 1/J(x) = g(lxi) E LI(lRN ), Allora
'P, * f --; f q,o, in lRN
per ogni f E LP(lRN), con 1 <p < 00,
OIM, Per ogni € > °poniamo
G,J(x) =!. 1'P,(y)(J(x - y) - f(x))1 dy
l<N
e Gf(x) = limsup,~o+ G,f(x), Per ottenere la tesi è sufficiente provare che
Gf = °quasi ovunque,
Osserviamo che se f E Loo(lRN) ed è continua in Xo allora Gf(xo) = 0,
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Infatti, scelto r > O tale che If(xo - y) - f(xo)1 < E, per ogni y E B(O, r)
IGd(xo)1 < ( 1'P,(y)(f(xo - y) - f(xo))1 dyJB(O,r)
+ J. 1'P,(y)(f(xo - y) - f(xo))! dy
~N\B(O,r)
< E ( 1'P,(y)1 dy + 211fll00 J. 1'P,(y)1 dyJB(O,r) RN\B(O,r)
< E J. 1'P(y)1 dy + 211fll00 ( 1'P(y)1 dy :=':i O.
aN J[YI>i
In generale se f E LP(JRN) per ogni n E li esiste h E C;'(JRN) tale che
l
Ilf - hllp < -. (1.21)
n
Gh = O perché h è continua e limitata in JRN Poniamo r = f - h, allora
per la sublinearità di G,
G,f < G,h + G,r
e\ passando allirnsup per ç ----Jo Ol
Gf<Gh+Gr=Gr.
Per il Lemma 1.38
G,r(x) J. 1'P,(y)llr(x - y) - r(x)1 dy
~N
< J. 1"',(y)llr(x - y) - r(x)1 dy
RN
< faN '''',(y)lIr(x - y)1 dy + (faN 1"'1) Ir(x)1
< (t 1"'1) (Mr(x) + Ir(x)i),
e quindi
(1.22)
Gr(x) < (/.N 1"'1) (Mr(x) + Ir(xll). (1.23)
Posto C = f~N ''''I, per ogni a > O, da (1.22) e (1.23) risulta
{Gf>al C {Mr> 2~}n{lrl > 2~}
e quindi, per il Corollario 1.26 e per la (1.21)
I{Gf > ali < A~ IIr~p (2C)P + IIrll~a~C)P = O(~)
per n --+ 00. Quindi I{Gf > ali = O per ogni a > Oe Gf = Oq.o. D
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1.4.4. Potenziali di Riesz. Siano f E Lloc(JRN ) e O < Re"l < N. Posto
1
cp(x) = IxIN - 7 E Lloc(JRN ), definiamo potenziale di Riesz di densità f la
funzione 17 f definita da
17f(x) = f * cp(x) = J. I I; 7 f (X - y) dy = 1. I \v 7f(y) dy
RN Y RN X - Y
per ogni x E RN .
LEMMA 1.40. Sia 1 < p < 00. Se f E V(RN) e O < Re"l < ; allora
l'integrale che definisce [7f converge assolutamente per q.o. x E jRN
DIM. Dato che dobbiamo provare la convergenza assoluta dell'integrale,
possiamo supporre senza perdita di generalità che f > Oe che O< "I < ';.
Fissato R > Ospezziamo l'integrale in due parti
r lyl;-7 f(x - y) dy
} B(O,R)
+ r. I I; f(x - y) dy.JB(O,R)o Y 7
Il primo integrale converge per q.o. x E RN perché prodotto di convolu-
zione di f E LP(RN ) e di CPXB(O,R) E L1(RN ), dove cp(x) = IxI7- N La
convergenza del secondo integrale discende dalla disuguaglianza di H6lder.
Infatti, indicato con p' l'esponente coniugato di p, per npotesi O< "I < ~ 1
,
risulta cP E LP (E(O, Rn e quindi
,
r Iyl; 7f(x - y) dy < Ilfllp( r I !(Nl_7)P' dy);7 < 00JB(O,RY JB(O,R)O Y
per ogni x E IRN O
Fissato 1 < p < 00, supponiamo che esistano 1 < q < 00 ed una costante
C> O tali che per ogni f E V(IR N ) risulti
(1.24)
cioè che 17 : LP(jRN) ~ Lq(IRN) sia un operatore limitato, e vediamo che
relazione deve sussistere fra P, q e '"'(.
Fissata f E LP(IRN), per ogrù À > O consideriamo la funzione f, definita
da fA(x) = f(Àx). Si verifica facilmente che fA E V(IR N ) con IlfAlip
N
r'lIfll p e che
(I7fA)(x) = 1. I I; f(Àx - Ày) dy = À-7(17J)(h).
R'" Y "Y
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Allora l,i>. E Lq(IRN) con III,i>.lIq = À-Rq-~III,fllq e per la (1.24) con
i>. al posto di f
L'arbitrarietà di À implica che _ N + N + Re -y = O.
p q
Possiamo concludere allora che se esiste un q per cui il potenziale di Riesz
risulta un operatore limitato da LP(IRN) in Lq(IRN), allora necessariamente
1 1 Rq
q p N'
O . . I h . I . d' h Re -y 1sserVlamo mQ tre c e q rlSli ta strettamente maggIOre l p e c e N < p.
Quest'ultima condizione, come visto nel Lemma 1.40, garantisce l'assoluta
convergenza dell 'integrale che definisce lo.
. 1 1 Re-y N
TEOREMA 1.41. Siano 1 < p < 00 e - = - - con O< Re-y < -. Il
q p N' P
potenziale di Riesz definisce un operatore limitato
DIM. Sia f E LP(]RN). Fissato R > O, per ogni x E ]RN stimiamo Ilof(x)1
nel modo seguente
II,f(x)1 < { I IN 1 R If(x - y)1 dy + ( I 1/ R If(x - y)1 dy.JB(O.R) Y n JB(O,R)" Y q
(1.25)
Per ogni y E ]RN \ {O} poniamo 1jJ(y) = lyIRn-NXB(O,R)(Y)' Risulta che




Per il Lemma 1.38 risulta
se Itl < R
se Itl > R .
( 1 /Rq If(x - y)1 dy = 1jJ * Ifl(x)JB(O,R) Y
< ({ 1jJ(y) dY) Mf(x) = ~WN RRq Mf((1i).26)JB(O,R) e-y
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(1.27)
Siccome O < Re"( < ~ la funzione y ...... lylN l Re, è p'-sommabile e quindi
possiamo stimare il secondo integrale in (1.25) per mezzo della disuguaglian-
za di Holder, ottenendo
r I IN~Re, If(x - y)1 dy} B(O,R)' Y
< (l(O,R)' If(x - y)IP dY); (l(O,R)' -IY-I(,"N"";;;C:-e,")'~" dY) ~
< Ilfllp (NWN f'''' (N-R~ )--"- ,.N-1dr)~JR r· "f p-l
=.!
= (NWN(P-1)) p RRe,-~ IIfli
N-pRe"( p
Mettendo assieme (1.26) e (1.27) si ha
II,f(x)1 < C[M f(x)RRn + IIfllpRRe,- .~]
dove C è una costante che dipende solo da N, p e "(. Questa stima va-
le per ogni R > O. Scegliamo in particolare R in modo tale che risulti
Mf(x)RRe, = IIfllpRRn-~, quindi prendiamo R= (~~I!~))*. Per
tale valore di R allora si ha
II,f(x)1 < 2CM f(x)RRe, = 2C(Mf(x)) l-E!jp Il fII?""' .
'1 I l Re"( . d' pRe"( l p Ali
" a per ipotesi q = p - N e qum 1 N = - q' ora
II,f(x)1 < 2C(Mf(x)) ~ Ilfll~-~.
Infine per il Corollario 1.26
!. II,f(x)lq dx < 2qCQllfllrp!. (Mf(x))P dx < 2QC·A;; IIfll~IRN RN
da cui discende che
III,fll. < C'lIfll p
dove C' è una costante dipendente da N, p e "(. o
OSSERVAZIONE 1.42. L'ipotesi p > l non è dovuta alla tecnica dimostrativa
adoperata, ma è una restrizione essenziale.
Infatti se p = l, allora q sarà dato dalla relazione ~ = l - 1... Supponiamo
q N
per assurdo che I, : L
'
(lRN) _ Lq(lRN) sia limitato, ossia esista C > O
tale che III,fllq < CIIflll per ogni f E LI(lRN). Sia ora 'l' E C,?"(lRN),
'l' >0 con flR N 'l' = 1. Per ogni é > O definiamo 'l'<(x) = CN'I'(x/<). Posta
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l
1jJ(X) = Ixl N " I,<p, = <p, *1j; E Lq(!RN ) e per l'ipotesi di limitatezza di 17
risulta
1i<P, *1j;llq = IiI,<p,liq < CII<p,lh = C.
Siccome (<pe) è una famiglia di mollificatori, I,<p, converge a 1jJ in Lio,(!RN )
per f -+ Oe possiamo quindi estrarre una successione <Pen tale che
<P,. *1jJ(x) ~ 1j;(x)
per q.o. x E !RN Per il lemma di Fatou
ma questo è assurdo perché
1.4.5. Potenze frazionarie del Laplaciano. Presa una funzione f E
S(!RN ), per le note formule che legano derivazione e trasformata di Fourier
richiamate nel Paragrafo 1.2.1 rbulta
per ogni ç E !RN .
Da questa identità nasce l'idea di definire le potenze frazionarie deWope-
ratore di Laplace per mezzo della trasformata di Fourier. Presi (3 E <C e
f E S(!RN ), definiamo (-Ll.)~f come quella funzione la cui trasformata di
Fourier è data da
per ogni ç E !RN
In questa sezione proveremo che se O< Re'Y < N, allora esiste una costante
ch) > O tale che
Il senso in cui va intesa questa identità verrà chiarito nel Teorema 1.44.
r (N-')
LEMMA 1.43. Se O < Re,,! < N, posto ch) = () 2 li. ,allora
r!1r 2 2ì
1. 1 () d J. (271")-' l '(ç) ~cRN Ixl N ,<P X X = RN ch) lçl' <p "..,
. (271")-' l . ..
per ogn< <p E S(!RN ). In altre parole ch) lçl' e lo trasformata d, FouTter
l(nel senso delle distribuzioni temperate) di Ixl N _,'
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DIM. Sia '{' E S(IRN). Preso o > 0, consideriamo la funzione 1/1(x)
81' 12 N ~ ... ""1(1 2e- rr ., . E' ben noto che 1/1 E S(IR ) e che 1/1(0 = o-';-e- , Per
l'identità di Parseval si ha che
r e-rr'lxl' '{'(x) dx = r 0- ';C~<p(0 d{.J'RN JRN
Moltiplichiamo ambo i membri per J"';1-1 ed integriamo formalmente in J
dove !'integrale che definisce r( N :e 1) converge perché per ipotesi Re f <
N. Se poi integriamo in X, allora
perché localmente Ixl N~Rq è .sommabile e all'infinito '{' è a decrescenza
rapida. Per il Teorema di Tonelli allora l'integrale a primo membro della
(1.28) converge assolutamente.
Integriamo allo stesso modo il modnlo della funzione integranda dell'inte-
grale a secondo membro della (1.28). Ponendo 8 = rr l: l' si ha




dove l'integrale che definisce r( R?) converge perché per ipotesi Re, > O.
Come per il primo integrale
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(1.30)
D
e quindi, ancora una volta per il Teorema di Tonelli , l'integrale a secondo
membro della (1.28) risulta assolutamente convergente.
Allora la (1.28) è soddisfatta e per il Teorema di Fubini abbiamo che
1. cp(x) dx ("" ON,'-1 e-'~I'I' do =!. e,O(ç) dç (OO 0- 1- 1e-~ doRN lo IRN lo
e quindi
r(N,l) 1. l rm 1. l .
"N,' RH IxIN-~ Icp(x)1 dx = ,,1' RN lçl~ Icp(ç)1 dç.
Da quest'ultima discende immediatamente la tesi. D
TEOREMA 1.44. Siano O < Re-y < N e c(-y) definito come nel Lemma
precedente. Se l E S(IRN), allora
c(-y)J~1 = (_~)-1' l,
cioè c(-y)(I~JJ(ç) = (2"IW-~ j(ç) nel senso delle distribuzioni temperate.
DIM. Sia l E S(IRN). Per il Lemma 1.43
1. l 1. (2,,)-~ l .RN IxIN-~<p(x) dx = RN c(-y) lçl~ <p(ç) dç (1.29)
per ogni <p E S(IRN ). Fissato x E IRN poniamo <p = I(x - .), sostituiamo in
(1.29) ed otteniamo
1. l !. (27')-~ e
h
' •. ( .
RN IYIN_~I(x - y) dy = RH c(-y) lçl~ I(ç) dç.
Osserviamo che il primo membro della (1.30) è J~I(x).
Prendiamo adesso 9 E S(IRN ), moltiplichiamo ambo i membri della (1.30)
per g(x) ed integriamo in x. Allora
1. 1. 1. (2,,)-~ e
2
"'.( •
J~I(x) g(x) dx = g(x) dx () 1<1 J(ç) dç.
RN RH RH C 'Y , 'Y
Come si può facilmente verificare entrambi gli integrali a primo e a secondo
membro convergono assolutamente. Possiamo perciò usare il teorema di
Fubini e invertire l'ordine di integrazione, ottenendo
1. . 1. (2,,)-~ e
2
.,•. ( •
RH [~I(x) g(x) dx = RH c(-y) lçl~ I(ç) g(ç) dç.
Quest'ultima uguaglianza, valida per ogni 9 E S(IRN ), afferma che la trasfor-
mata di Fourier nel senso delle distribuzioni temperate di [~I è la funzione
(2"IW-~j. .
c(-y) , ossia la tesI.
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(1.31)
1.4.6. Immersioni di Sobolev. Una dimostrazione dei teoremi di immer-
sione di Sobolev per 1 < p < 00 può essere fatta con l'ausilio dei potenziali
di Riesz. Il Teorema 1.41 ci permette infatti di dedurre le disuguaglianze
di Sobolev l dopo aver osservato che vale la seguente rappresentazione per
funzioni C~(lRN).
LEMMA 1.45. Sia f E C~(IRN), allora per ogni x E IRN
1 1. yf(x) = N 'Vf(x - y). I IN dy.
WN IRN Y
DIM. Sia x E IRN Fissato w E SN-I, per ogni t E IR poniamo g(t)
f(x - tw). Per il teorema fondamentale del calcolo integrale
f(x) = g(O) = -l'''' g'(t) dt = l'''' 'V f(x - tw)· w dt.
Integriamo l'identità precedente rispetto a w su 8 N - 1 ed otteniamo
1 100 twda(w) 'V f(x - tw)· N tN-IdtSN-l o t
f.N 'V f(x - y) . lyrN dy,
dove ISN-II = NWN è la misura (N-I)-dimensionale della sfera SN-l D
Proviamo dapprima le disuguaglianze di Sobolev in tutto IRN per 1 < p < N.
Osserviamo che questa tecnica dimostrativa non consente di ottenere le
stime nel caso p = 1.
TEOREMA 1.46 (Sobolev).
C> O tale che
1 1 1Siano 1 < p < N e - = - - -.
p" p N
Allora esiste
1If1I,,· < CII 'Vfllp
per ogni f E WI,p(IR N), cioè WI,p(IR N) '-' LP' (IRN).
(1.32)
DIM. Per la densità di C~(IRN) in WI,P(IR N) è sufficiente provare la stima
(1.32) per le funzioni di C~(IRN). Sia allora f E C~(IRN). Per il lemma
precedente
If(x)l< 11. l'Vf(x-y)l dy = 1 h(l'Vfl), (1.33)
NWN i!<N lylN 1 NWN
dove I, (l'Vfl) è il potenziale di Riesz di densità l'V fl di parametro 'Y = 1.
Per il Teorema 1.41, I, è continuo da LP(IRN) a LP"(IRN). Questo fatto
insieme alla (1.33) implica che
1Ilfllp" < N II I I(I'Vfl)lIq < CN,plI'Vfll p,WN
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dove CN .p è una costante che dipende da N e da p. D
E' immediato verificare che le stime provate sopra continuano a valere per
spazi di Sobolev W~,p(n), con n aperto di lRN
COROLLARIO 1.47 (Sobolev). Siano n aperto non vuoto di lRN, l < p < N
l l l
e - = - - N' Allora esiste C > °tale chep' p
1I/11p' < CII\71111,
per ogni I E W~,p(n), cioè W~,p(n) '-< LP' (n).
(1.34)
I(x)
DIM. Presa I E C~(n), possiamo estenderla a zero fuori di n ed ottenere
una furizione, che indichiamo ancora con I, che appartiene a C~(lRN). Per
il Teorema 1.46, esiste una costante CN,p > °indipendente da I tale che
II/I1LP'(ilN) < CN,plI\7 IIILP(R'V),
Poiché la I ha supporto compatto in n si ha che II/I1LP'(RN) = II/l1u'(n) e
11\7IIILP(ilN) = 11\7IIILP(n). La tesi segue allora per densità. D
Vediamo adesso come dal Lemma 1.45 si possa ricavare anche la disugua-
glianza di Morrey.
OSSERVAZIONE 1.48. Con un semplice cambio di variabili, riscriviamo la
(1.31) per un aperto qualsiasi di]RN Sia n c ]RN aperto non vuoto e sia
I E C~(n); allora
l l (x-y)
I(x) = N \7I(y) I IN dyWN n x-y
per ogni x E n.
Infatti, se prendiamo I E C~ (n) e la estendiamo a zero al di fuori di n,
allora, per il Lemma 1.45,
l 1. y l 1. (x - y)N \7 I(x - y) . I IN dy = N \7 I(y) . I IN dy
WN RH Y WN RH X - Y
l ( (x-y)
NWN Jn \7 I(y) . Ix _ ylN dy
per ogni x E n.
LEMMA 1.49. Siano n c lRN aperto non vuoto, g :)0,00[--> [0,001 funzione
decrescente e7jJ(x) = g(lxl) E L1(lRN ). Se Inl = IB(O, R)I per qualche
R> 0, allora
( 7jJ(x) dx < ( 7jJ(x) dx.Jn JB(O,R)
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OIM. Valgono le seguenti identità
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In\B(o, R)I = Inl-lnnB(O, R)I e IB(O, R)\nl = IB(O, R)l-InnB(O, R)I,
dalle quali, tenuto conto che Inl = IBR(O)I, segue che
In \ BR(O)I = IBR(O) \ nl·
Siccome
f 1/J = f 1/J+ f 1/J e
l B(O,R) l B(O,R)\n l B(O,R)nn
risulta





f g(lxlJ - f g(lxlJ
l B(O,R)\n ln\B(O,R)
> g(R) IB(O, R) \ nl- g(R) In \ B(O, R)I = o.
D
TEOREMA 1.50 (Morrey). Sia n c IRN aperto limitato e sia p > N. Allom
W~,p(n) '-' LOO(n).
OIM. Sia I E C~(n). Per l'Osservazione 1.48 per ogni x E n risulta
II(x)1 < l f IV' l(y)1 dy.
NWN ln Ix - ylN l
L'ipotesi p > N implica che Ix _ ~IN I appartiene ad Lr~c(lRN), sicché
applicando la disuguaglianza di H61der si ha
l (f )*(f dy )-;
'11(x)1 < NWN lnlV'l(y)IP dy ln Ix _ yl(N-l)p' (1.36)
per ogni x E n.
Sia adesso R > Otale che Inl = IB(O, R)I = wNRN . Per il Lemma 1.49
(f dy )? < (f dY )? -cR'-l(;' (1.37)lnlx -yl{N-I)P' - lB(O,R) lyl(N-l)p' - ,
dove c = c(N,p) > °è una costante che dipende da N e da p. Mettendo
assieme (1.36) e (1.37) otteniamo che
1111100 < c(N, p) IIV'Ilip R' - ~ = c(N, p, n) Il V'III..
La tesi segue per densità. D
COROLLARIO 1.51. Sia n C]RN aperto limitato di classe C'. Allom
w',p(n) '-' LOO(fl).
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OIM. Sia n'aperto limitato di ]RN tale che n cc n'. Allora esiste un
operatore di estensione
U 1-+ Eu
tale che IIEullw~.p(o') < Cllullw,.p(l1) per ogni u E W"p(n) e qualche C> O
(vedi ad esempio [l, Teorema III.3.16, Teorema IV.4.26J.) Per il Teorema




Proviamo ora le immersioni degli spazi di Sobolev con p > N in spazi di
funzioni h6lderiane.
LEMMA 1.52. ·Siano n un aperto convesso limitato di ]RN, u E C'(n),
S c n di misura non nulla. Posti Us = I~I fs u e d = diam(n) risulta per
ognixEn
dN ( l\7u(y)1
lu(x) - usi < NISI Jo Ix _ ylN , dV·
OlMo Siano x, y due distinti elementi di n. Poniamo w = IY - XI e g(t) =V-x
u(x + /w) per O< t < Iv - xl. La convessità di n assicura che la funzione 9
è ben definita. Per il Teorema fondamentale del calcolo integrale si ha
(I,-xl






Integrando rispetto a y su S e dividendo per ISI ambo i membri di quest'ul-
tima uguaglianza risulta
1 ( 11,-x l
Us - u(x) = ISUs dy o \7u(x + /w). w dt.
Posto
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risulta
lus - u(x)1 < I~I { dy (''' V(x + tw) dt
J1y-xj<d ./0
l 1d 1 100 tN - 1-ISI pN-1 dp dcr(w) V(x + tw) dt· N I
O SN-I O t
dN (V(X+Z) dN J. V(X-Z)
NIBI i"N IzlN l dz = NISI RN IzlN l dz
dN J. V(y) dy _ dN ( lV'u(y)1 dy
NISI RN Ix - ylN l - NISI in Ix - y!N-1 .
PROPOSIZIONE 1.53. Siano u E WI'P(B(xo, R)) e N < p < 00; al/ora
(i) u E C(B(xo, H))
(ii) Itultoo < c(N, H,p)ltuItW"P(B(••.R))
N(iii) lu(x) - UB(••.R)I < c(N,p)ltV'uItLP(B(•• ,R))RI-p per x E B(xo, H).
OSSERVAZIONE 1.54. Dalla (iii) discende immediatamente che
lu(x) - u(y)1 < 2c(N,p)ltV'ulb(B(••,R))HI-~
per ogni x, y E B(xo, H).
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DIM. (Proposizione 1.53) (Passo l) Supponiamo p < 00.
Sia u E CI(B(xo, R)). Per il Lemma 1.52, posti S = n = B(xo, R), abbiamo
che
2N /, lV'u(y)1
lu(x) - UB(•• ,R)I < N I IN l dy
WN B(xQ,R) X - Y
(1.39)
l
per ogni x E B(xo, R). Siccome p > N la funzione .p(y) = Ix _ ylN l E
LP' (B(xo, R)) e per il Lemma 1.49 JB(•••R) .p(y)dy < JB(x,R) .p(y)dy. Per la
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disuguaglianza di HOlder, dalla (1.39) discende
Posto
(N ) = 2
N (NWN)-~ ( )
c ,p c=.! > O 1.40
(N - (N -I);!!) ,
abbiamo provato la (iii) per funzioni di classe CI(B(xo, R)). Dalla (iii)
discende immediatamente la (ii), infatti per ogni x E B(xo, R)
Iu(x) I < UB(zo,R) +c(N, P)Rl - .; Il'17ulI L'(B(zo,R» < c(N, R, p) lIuliW1"(B(zo.R»,
dove abbiamo posto
(1.41)
Sia ora U E W1,P(B(xo, R)). Poiché CI(B(xo. R)) è denso in W1'P(B(xo. R))
esiste (Un)nEN C C1(B(xo,R)) che converge ad U in W1,P(B(xo.R)). Dalla
(ii) ricaviamo che per ogni n, m E N
lIun- u.. lloo < c(N,R,p) lIun- u..IIJ."
e cioè che la successione (Un) è di Cauchy per la norma 11·11=. Questo prova
la (i). infatti (un) converge ad u uniformemente in B(xo, R) ed u risulta
perciò continua in B(xo, R). Per ciascuna Un valgono sia la (ii) che la (iii).
Da queste, per n --> 00, si ricavano la (ii) e la (iii) per la funzione u.
(Passo 2) Supponiamo p = 00.
Sia U E WI,OO(B(xo. R)). Allora per ogni p > N U E Wl,P(B(xo, R)) e per
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il primo passo u E C(B(xo, R)) e valgono le stime
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lIull oo < c(N, R,p)llullw"P(B(x,R» (1.42)
lu(x) - UB(xo,RJ1 < c(N,p)llV'uIlLP(B(xo,R))R1- ~ (1.43)
per ogni x E B(xo,R), Osserviamo che le costanti c(N,R,p) e c(N,p)
definite rispettivamente in (1.40) ed in (1.41) non esplodono al tendere di
p all'infinito, Facciamo tendere allora p ad infinito in (1.42) e (1,43) ed
otteniamo le stime
lu(x) - UB(xo,R) I < 2N R lIV'uIILoo(B(xo,R))
Ilull oo < c(N, R) Ilullw"oo(B(x"R)),
che sono proprio rispettivamente la (iii) e la (ii) dell'enunciato, O
TEOREMA 1.55 (Morrey), Sia N < p < cc; allora, posto a = 1 - ~ , risulta
DIM, Sia u E WI,P(lRN), Fissiamo una palla B(xo, 1), Per la Proposizione
1.53
Ilull oo < c(N,p) lIullwLP(B(x"l» < c(N,p) Ilullw"p(IRN),
per ogni x E B(xo,I), Data l'arbitrarietà della palla B(xo,l) e data
l'indipendenza della costante c(N,p) da quest'ultima abbiamo cbe
IluIILOO(B(x"l) < c(N,p) Ilullw"p(RN), (1.44)
Sia ora (Un)nEN una successione di fu~zioni di C;:"'(lRN) che converge ad u
in W1,p(lRN ), Applicando la disuguaglianza (1.44) alla differenza Un - u e
facendo tendere n all'infinito ricaviamo che u E CO(lRN ).
Prendiamo x, y E lRN e consideriamo la palla B(x, Ix - yl). Per l'Osserva-
zione 1.54
lu(x) - u(y)1 < 2c(N,p) IIV'uIILP(B(x,lx-YI)) Ix _ yll- ~
e quindi
1 J:!.lu(x) - u(y)1 < 2c(N,p) lIV'uIlLP(IRN) Ix - yl - p.
NQuesta prova che u E ca(lRN), con a = 1 - -,
p
O
Grazie a quanto visto finora si può agevolmente provare la seguente carat-
terizzazione dellospazio W1'OO(lRN).
TEOREMA 1.56, Risulta
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DIM. "C" : Sia u E W"oo(IRN ). Allora u E Loo(IRN ) e u E W',P(B(xo, R))
per ogni p > l e per ogni Xo E IRN ed R > O. Presi x, y E IRN consideriamo
la palla B(x, Ix - yl) e per l'Osservazione 1.54 abbiamo che
lu(x) - u(y)1 < 2c(N,p) IIVuIIL'(B(x,lx-YI) Ix _ YI'-;·
Mandando p ad infinito nella disuguaglianza precedente e ricordando che la
costante c(N, p) non esplode al tendere di p all'infinito, si ha
lu(x) - u(y)1 < 2c(N) IIVuIILoo(B(x,(x-yl) Ix - yl
< 2c(N) IIVuIILoo(D<N) Ix - yl·
Quest'ultima stima ci dice che u E Lip(IRN).
Vediamo un altro modo per provare questa implicazione. Consideriamo una
famiglia di mollificatori ('Po) C C.;"'(IRN ) e poniamo u, = u * 'P, per ogni
€ > O. Per ogni € > 0, u, E coo(IRN ) e
IIVuoll oo = IIVu * 'P,lloo < IIVulloo.
Siccome U é ---? U in LfocCJR.N ) possiamo estrarre una successione Ue.. che
converge ad u quasi ovunque in }RN _ Per il Teorema di Lagrange
IU'n (y) - u'n (x)1 < IIVu,.. lIoo Ix - yl < IIVulloo Ix - yl
per ogni x, y E }RN. Da questa stima se mandiamo n --+ 00 otteniamo che
u E Lip(IRN).
" ::J " : Sia u E LOO(IRN ) n Lip(IRN). Esiste allora L > °tale che lu(x) -
u(y)1 < L Ix - yf per ogni x,y E IR N. Per ogni h> °poniamo
( ) _u(xl+h,x" ... ,XN)-U(Xl,X" ... ,XN)Th U x - Ihl
per ogni x = (Xl, X2, .. ' l In) E RN. Per l'ipotesi di lipschitzianità di ti
risulta
hu(x)1 < L (1.45)
per ogni h > °ed x E IR N. Fissata allora la palla B(O, R) si ha
{ hul' < L'IB(O, R)I·
} B(O.H)
Per la rifiessività di L'(B(O, R)) esistono hn -> °e v E L'(B(O, R)) tali che
Th n U -> V per n -> 00 debolmente in L'(B(O, R)). Ne segue
{ v q, = lim { Th
n
U q, = - lim { u Lh
n
q,JaN n_cc JaN n_cc JRN
_ ( U oq,
}RN aXI
per ogni q, E C.;"'(B(O, R)). Allora u ammette derivata nel senso delle
distribuzioni D,u = v in B(O, R). Siccome R > °è arbitrario u ammette
derivata debole D, u in IRN.
Rimane da provare che D,u E LOO(IRN ). Sia E un insieme misurabile tale
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che lEI> O, E C B(O, R) per qualche R > O. Allora dalla (1.45) discende
che
1~ll Dlu = I~II< D,u,XE >1 = I~I ,:~';, < ThnU,XE > <L
e quindi, data l'arbitrarietà di E, segue che IID,ull"" < L. D
Proviamo infine che se N < p < 00 le funzioni in W,::(IR N) sono quasi
ovunque differenziabili. In particolare ciò si applica alle funzioni lipschitzia-
ne.
TEOREMA 1.57. Siano N < p < 00 ed u E W,::(IRN). Allora u è differen-
ziabile quasi ownque.
DIM. Possiamo supporre p < 00. Sia u E W,~':(IRN) e sia Xo E !>,.c(V'u)
(cioè un !>,punto di Lebesgue per ciascuna componente di V'u). Poniamo
per ogni x E ]RN
g(x) = u(x) - u(xo) - V'u(xo) . (x - xo).
La funzione 9 così definita appartiene a W,::(IRN), g(xo) = Oe V'g(x) =
V'u(x) - V'u(xo) per ogni x E]RN Fissata la palla B(xo, Ix - xol), per
POsservazione 1.54 si ha
Ig(x)1 Ig(x) - g(xo)1
"
< 2c(N,p) ( r lV'g(y)IP dY)' Ix - xol'-%J8(xo.lx-xol)
J.
2c(N,p) Ix - xol 1- ~ ( r lV'u(y) - V'u(xo)IPdV) ,JB(xo.lz-zoD
Dividiamo primo e secondo membro della disuguaglianza precedente per
Ix - xol # Oed otteniamo
lu(x) - u(xo) - V'u(xo} . (x - xo)1
Ix - xol
,
< 2c(N,p) (I 1 IN r lV'u(y) - V'u(xo}IP dV) ii
x - Xo JB(xo,lx-xol>
che converge e zero per x ~ Xo- Quindi u è differenziabile nel punto Xo-
Per il Corollario 1.37 quasi ogni punto di ]RN è un !>,punto di Lebesgue per
una funzione localmente !>,sommabile e da qui segue la tesi. D
TEOREMA 1.58 (Rademacher). Le funzioni Lipschitziane sono differenzia-
bili quasi ovunque.
DlM. Basta usare i Teoremi 1.56 e 1.57. D
