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Das Seriellogramm - ein Programmsystem zur Quantifizierung der 
Dynamik von EEG-Änderungen vom Kurzzeit- bis in den 
Langzeitbereich 
Müllner, E. und W. S. Tirsch 
Zusammenfassung 
Basierend auf einer voraussetzungsarmen stufenweisen, konti-
nuierlichen Interval-Amplituden- Vermessung wurde ein Pro-
grammsystem zur quantitativen Eifassung kurzzeitiger EEG-
Ä'nderungen im Sekunden bereich erstellt. Die komprimierte 
Darstellung als sequentielles oder kumulatives Seriellogramm 
erlaubt Einblick in die zeitliche und topographische Dynamik 
spontaner oder z. B. durch Kurzzeitnarkotika induzierter corti-
caler und subcorticaler Prozesse, wie sie mit dem EEG eifaßbar 
sind. Dabei sind auch Einzelereignisse quantijizierbar. 
Das Verfahren folgt visuellen Abbildungsstrategien und wur-
de zunächst modellhaft an einem kleineren Laborrechner und 
anschließend auf einem Großrechner im ojJ-line Betrieb reali-
siert. Zeitsegmente, die durch einen Code markiert sind, kön-
nen mit einer Startgenauigkeit von ± 0.1 sec analysiert wer-
den. Die Segmentlänge ist variabel; sie beträgt in der Regel ei-
ne Sekunde, kann jedoch auf Minutendauer ausgedehnt wer-
den, wodurch das Veifahren auch JUr die Eifassung langsame-
rer Prozesse, z. B. der Schlafperiodik geeignet ist. Zu beliebigen 
Zeitpunkten können besonders interessierende Abschnitte varia-
bler Länge exakt herausgegriffen und dem beschriebenen Ver-
fahren der Intervall-Amplituden- Vermessung zugeJUhrt werden . 
Der modulare Aubau des Systems erlaubt eine relativ einfache 
Übertragung auf Mikroprozessoren. 
Summary 
Based on an unconditional stepwise, continuous intervalampli-
tude measurement a computer system for a quantitative analy-
sis of short-term EEG changes within the range of seconds was 
constructed. The summary representation as a sequential or cu-
mulative serialogram permits an insight into the temporal and 
topographie dynamics of spontaneous cortical and subcortical 
processes, or processes e. g. induced by short-term narcotic 
drugs. Both can be registered by means of the EEG, whereby 
single events can also be quantijied. The described procedure 
follows visual mapping strategies and is realized as a conceptu-
al model description ojJ-line firstlyon a small laboratory com-
puter and later on a large computer system. Temporal segments 
marked by a time-code can be analysed with a starting accura-
cy of ± 0.1 sec. The length of segments may be freely selected. 
Usually it amounts to 1 sec, but can be extended up to minutes. 
Thus, the procedure is also suitable for the quantijication of 
slower processes, i. e. the periodicity of sleep. At optionally se-
lected points of time, periods of special interest with arbitrary 
duration can be picked out exactly and analysed by the above 
mentioned procedure of interval-amplitude measurement. The 
modular construction of the system permits a relatively simple 
transmission on micro-processors. 
I. Einleitung 
Seit der ersten technischen EEG-Analyse durch DIETSCH (5), 
1932, ist es vor allem seit der Vorstellung der Fast-Fourier-
Transformation (FFT) durch COOLEY und TUKEY (4) 1965 zur 
Entwicklung und Anwendung verschiedener EEG-Analyse-
Verfahren gekommen, die in ihren Hauptrichtungen von 
KOZHEVNIKOV (14) 1958 und BURCH (2) 1959 sowie in den 
Symposiumsbänden von JOGNY sur VEVEY 1973 und 1975 
durch SCHENK (26) und MA TEJCEK (18) sowie im Symposiums-
band von Kronberg 1974 durch DOLCE und KÜNKEL (6) darge-
stellt sind. Es fällt auf, daß in nahezu sämtlichen Analysesyste-
men versucht wird, den komplexen Informationsgehalt des 
EEG zwar hinsichtlich des Frequenz- und Amplitudengehaltes 
sowie der topographischen Verteilung zu erfassen, die 
Zeitstruktur des Signals jedoch vernachlässigt wird. Die 
meisten Verfahren, wie auch das von uns vorgestellte 
Intervall-Amplitudensystem, verwischen die Zeitstruktur, in-
dem Mitteilungen über mehrere Sekunden bis Minuten vorge-
nommen werden. Bei der Anwendung einiger Verfahren, her-
vorzuheben ist die Spektralanalyse, wird das Problem einer 
zeitlichen Änderung der Signalstruktur allenfalls durch eine 
spezielle Versuchsordnung berücksichtigt und bei einigen Ver-
fahren sogar die Stationarität des Signals vorausgesetzt. 
Für bestimmte Fragestellungen z. B. bei kontrollierten psy-
chophysiologischen Situationen ist dieses Vorgehen sinnvoll 
und wird auch von verschiedenen Firmen kommerziell angebo-
ten; für die Untersuchungen kurzzeitiger, dynamischer Prozes-
se im Elektroencephalogramm wie sie u. a. während Hyperven-
tilation oder unter Kurzzeitnarkotika ablaufen, sind diese Ana-
lysemethoden doch wenig geeignet. 
Das visuelle, cognitive und kombinative System des erfahre-
nen EEG-Auswerters ist für diese Fragestellungen im ersten 
Ansatz teilweise effektiver, auf jeden Fall aber billiger. Die 
Quantifizierung der visuellen Auswertung ist jedoch schwierig 
(21), das Problem der Reliabilitäten innerhalb eines oder zwi-
schen mehreren Auswertern kaum berührt (20,22). Deshalb ha-
ben wir für die quantitative Analyse kurzzeitiger EEG-Verän-
derungen, wie sie z. B. während der Einwirkung von Kurzzeit-
narkotika auftreten, ein Analysesystem entwickelt, das sich eng 
an die visuelle Analysemethode anlehnt, die zeitliche Dynamik 
der EEG-Veränderungen erfaßt und zudem mathematisch vor-
aussetzungsfrei ist. 
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Abb. 1. Strukturierung des Programmsystems durch die Module INIT, 
SKIAM, OUTPT, In den Kästchen sind die wesentlichen Programm-
funktionen dargestellt, die Pfeile kennzeichnen den Programmfluß. 
11. Beschreibung der Methode 
Bei unserem Verfahren erfolgt eine kontinuierliche Bestim-
mung der Anzahl und Amplituden sowohl der dominanten Tä-
tigkeit, als auch eingelagerter, unter- und überlagerter Wellen 
nach dem Vorgehen der Intervall-Amplitude Vermessung (29), 
Jede Einzelwelle ist jedoch nicht nur in ihrer Amplitude und 
Frequenz vermessen, sondern auch in dem Zeitpunkt ihres 
Auftretens festgehalten. 
1. Programmstruktur und Formelinventar 
Das Programmsystem ist entsprechend den drei Hauptaufga-
ben aufgebaut: 
- Datenerfassung (INIT) 
- Datenanalyse (SKIAM) 
- Ergebnisausgabe (OUTPT) 
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a. Programm INIT (Steuermodul) 
Dieses Programm dient der Vorbereitung der Analyse. Die auf 
Digitalband gespeicherten Daten werden in der vorliegenden 
Version zur Selektion der EEG-Abschnitte über ein Steuerfile 
angesprochen. Der Beginn der gesuchten Analysestrecke wird 
an Hand des mitgespeicherten Zeitcodes unter Berücksichti-
gung einer konstanten, aufbaubedingten Zeitverschiebung er-
kannt. Artefaktgestörte Strecken können ausgeblendet werden. 
Steuerparameter für die Bedienung der Programmteile 
SKIAM und OUTPTwerden auf Platte gespeichert. Nach Ein-
lesen der Steuerparameter erfolgen die weiteren Schritte auto-
matisch, durch entsprechende Prüfschritte erfolgt die weitere 
Abarbeitung der Daten rechnerkontrolliert. 
b. Programm SKIAM (Frequenzbänder und Belegungsindex) 
Das Einlesen der Zeitstücke und die Berechnung der Basis-
komponenten des EEG-Signals erfolgt entsprechend dem Mo-
dul b. der Abb. 10 des Intervall-Amplituden-Analysesystems 
(TIRSCH/ MüLLNER). 
Das hier vorgestellte System würde erlauben, sämtliche Er-
gebnisse mit einem Zeitraster von 2 msec entsprechend einer 
Abtastfrequenz von 500 Hz seriell auszugeben. Da dieses Ver-
fahren jedoch einen Überblick über die Dynamik mehrere Mi-
nuten dauernde, also relativ langsamer EEG-Veränderungen 
geben sollte, mußte eine Datenreduktion durchgeführt werden. 
Einerseits wird das frei wählbare Zeitraster in den folgenden 
Beispielen auf Einsekundenabschnitte verlängert, andererseits 
wurden die im EEG interessierenden Frequenzen in sieben 
Frequenzbänder (0.2-3.9 Hz; 4,0-5.9 Hz; 6.0-7.9 Hz ; 
8.0-10.4 Hz; 10.5-12.9 Hz; 13.0-17.9 Hz; 18.0-30.0 Hz) auf-
geteilt. Um diese Methode nicht zu sehr zu vergröbern und den-
noch als Screening-Verfahren einsetzen zu können, wurden 
auch in Hinblick auf die Einwände von KÜNKEL (15) der The-
ta-, Alpha- und Betabereich inje ein höher- und niederfrequen-
tes Band zerlegt. Hierbei erfolgt die Umrechnung der absoluten 
Häufigkeit in den Belegungsindex, also den relativen Prozent-
satz der ermittelten Wellen eines Frequenzbandes in Hinblick 
auf die maximal mögliche Anzahl von Wellen pro Zeiteinheit. 
Darüber hinaus wird für jedes Frequenzband auch die mittlere 
Amplitude berechnet. 
In der Regel greifen Wellen von einem Zeitabschnitt in den 
nächsten über. Langsame Wellen können in Abhängigkeit von 
der gewählten Segmentlänge und der unteren Grenzfrequenz 
sogar mehrere Segmente belegen. Fehler an diesen Schnittstel-
len werden dadurch verringert, daß die zeitliche Belegung einer 
Ganzwelle jeweils allen voti ihr berührten Segmenten (max. 5) 
zugeordnet wird. Die Länge der Abschnitte beeinflußt dadurch 
nicht die untere Grenzfrequenz des Analysesystems. Die Am-
plitude jeder Ganzwelle wird entsprechend ihrer zeitlichen Be-
legung pro Segment gewichtet. 
Formelinventar 
i Laufindex der zeitlichen Belegung einer Welle/ Segment 
n Laufindex einer Ganzwelle 
A Amplitude einer Ganzwelle 
i Lal.Jfindex einer Frequenzklasse 
Laufindex eines Zeitintervalls 
L zeitliche Belegung einer Ganzwelle pro Segment 
T Segmentlänge 
L Länge eines Analysestückes 
Belegungsindex/ Zeitintervall/ Frequenzklasse: 
Es sei z . _ LI,I,i 
I,I,I-T 
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der diskret anfallende Belegungsindex einer Einzelwelle inner-
halb eines Segmentes. 
Der gesamte Belegungsindex aller anfallenden Ganzwellen 
aus sämtlichen Analysestufen innerhalb eines Zeitintervalls be-
rechnet sich für die Frequenzklasse 1 als Summe der Einzelbel-
gungen. 
WI,I,i = WI,I,i + ZI,I,i wobei WI,I,i = 0 
für i = 0 





gl,l,i = 1 wenn sich Anfangs- und Endpunkt einer Welle 
innerhalb eines Segmentes befindet 
gl,l,i = ZI,I,i im anderen Fall 
Es sei ferner: 
GI,I,i+1 = GI,I,i + gl,l,i+1 wobeiGI,I,i = 0 
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8.0-1 0.4 Hz 1 0% 
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In der obersten Zeile sind zwei Sekundenabschnitte eines Signals 
mit verschiedenen Frequenzen dargestellt. Darunter die sieben 
Frequenzbänder und als Balken die prozentuale Belegung in dem 
jeweiligen Zeitabschnitt. Beispielsweise ist der Deltafrequenzbe-
reich in der ersten Sekunde. mit 50 %, in der zweiten Sekunde mit 
0 % an der Belegung beteiligt. 
Abb. 3. Schema der zeitlichen Belegungen der Ganzwellen 
W"W2,W3 in den Segmenten SI - S" dargestellt für eine Analyse-
stufe. 
Auf der Ordinate ist die Amplitude in ~ V, auf der Abszisse die 
Anzahl der Segmente mit der Länge T aufgetragen. Die zeitliche 
Belegung einer Ganzwelle W n über mehrere Segmente ist mit <I,n 
bezeichnet, wobei t der Laufindex eines Segmentes und n der 
Laufindex der Ganzwelle ist. 
A 
dann ist 
GI " MI· + AI· I gl· M. _ ,1,1 ,1,1 ,1 + ' ,1,1 
1,1,1+1- G 
1,I,i+1 
Im Hysteresefall gilt: 
GI,I,i - I = GI,I,i - gl,l,i füri =1= 0 
und 
GI· MI· AI· ·gl· M. = ,1,1' ,1,1- ,1 ,1,1 
1,1,1-1 G . 
1,1,1 - 1 
Bei der gleitenden Berechnung von Belegungsindex und 
Mittelwert erfolgt der Schritt von i auf i + 1 bei Aufnahme einer 
Belegungsdauer. Im Hysteresefall wird der Schritt von i auf 
i-I durchgeführt und die zuletzt verarbeitete Welle wieder 
kompensiert. 
c. Programm OUTPT (Datenausgabe ) 
In diesem Programmodul erfolgt die sequentielle oder kumu-
lierte Seriellogrammdarstellung. Belegungsindex und Ampli-
tude werden seriell, also jeweils den aktuellen Wert pro Zeitab-
schnitt repräsentierend, und/ oder kumuliert als integrale Dar-
stellung der Zeitreihe auf Bildschirm ausgegeben und auf Digi-
talband gespeichert. 




WI,k = L WI,I . 100 [%] fürk = 1,2, .. . L 
I ~ I 
Arithmetischer Mittelwert/ Frequenzklasse: 
k 
SI,k = L MI,I [Il V] 
I ~ I 
2. Anwendungsbeispiel 
fürk = 1,2, ... L 
Als Beispiel sind in Abb. 4 die Seriellogramme eines Elektroen-
zephalogramms von 240 sec abgebildet. Auf den Abszissen 
sind die Zeitsegmente alle 20 Sekunden in Dezimalen markiert. 
Im oberen Seriellogramm ist auf der Ordinate der Belegungsin-
dex im Deltafrequenzbereich in Prozent angegeben. 
Im unteren Seriellogramm ist auf der Ordinate die Amplitu-
de in Il V dargestellt. Sequentielle und kumulierte Darstellung 
sind in einem Bild zusammengefaßt. 
51 
T 2T 3T 4T 5T t 
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Abb. 4. Simultane Darstellung des kumulierten und nichtkumulierten 
Seriellogramms. Die kumulierte Zeitreihe ist als durchgezogene Linie 
dimensionslos dargestellt; die nichtkumulierte Zeitreihe als Punktfol-
ge, jeweils ein Einzelereignis repräsentierend. Zeitlicher Beginn und 
Ende des selektierten EEG-Stückes ist im oberen Bildteil mit >TCA< 
und >TCE< festgehalten. 
Der nahezu gleichbleibende Anteil von Deltawellen in die-
sem EEG läßt sich an dem gleichförmigen Anstieg erkennen. 
Kurze, steilere Strecken decken sich mit einer vorübergehen-
den Vergrößerung des Belegungsindex. 
Die Amplituden steigen zwischen der 90. und 120. Sekunde 
stark an, bei der 145. Sekunde springt die kumulierte Darstel-
lung wegen Erreichens der oberen Bildgrenze auf die untere 
Bildgrenze zurück. Abflachung zwischen der 225. bis zur 240. 
Sekunde. 
Das kumulierte Seriellogramm weist deutlicher als das se-
quentielle auf die Orte größter Dynamik in diesem Frequenz-
bereich hin. Das sequentielle Seriellogramm zeigt die Fein-
struktur im Sekundenbereich, wobei quantitative Aussagen in 
jedem Sekundenbereich interessieren. 
111. Datenreduktion 
Bei einer vollen Ausnutzung der Analysekapazität mit 240 Seg-
menten fallen bei der Analyse von 4 EEG-Kanälen mit einer 
Abtastfrequenz von 500 Hz eine Datenmenge von 960 Kbyte 
an. Nach stufenweiser Analyse mit drei Iterationen und Ver-
dichtung auf sieben Frequenzbänder, liegen insgesamt 28 Se-
riellogramme vor. Dies ergibt eine Datenmenge von 6.72 Kby-
te, was einer Datenverdichtung um den Faktor 72 entspricht. 
Dieser Faktor ist der Segmentlänge direkt proportional. 
In Hinblick auf die bei Kurzzeitnarkotika Beschränkung der 
Frequenzbänder auf die besonders interessierende Theta- bzw. 
Deltaaktivität erhöht sich der Faktor auf insgesamt 7*72 
502. 
IV. Systemkonfiguration 
Das Programmsystem wurde auf einem Laborrechner älterer 
Generation modellhaft realisiert, die Algorithmen wurden 
auch auf eineq SIEMENS-Großrechner übertragen. 
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Das auf Analogband gespeicherte EEG wird nach Tiefpaß-
filterung (obere Grenzfrequenz 70 Hz) über einen ADU in den 
Rechner eingelesen und zusammen mit einer Zeitcode-Identifi-
kation auf Digitalband gespeichert. Dies ist im on-line Betrieb 
bei einer Abtastrate von 2 msec für maximal 4 Kanäle möglich. 
Siehe auch Abb. 9 der Arbeit TIRSCH/MüLLNER. 
Im off-line Betrieb werden vom Digitalband über Steuerfile 
oder im Dialog ausgewählte Zeitstücke abgerufen, analysiert 
und als sequentielle und kumulierte Seriellogramme auf Bild-
schirm ausgegeben. 
Darüber hinaus können beliebige Zeitabschnitte besonde-
ren Interesses durch Zugriff auf das Intervall-Amplituden-Sy-
stem (TIRSCH/MüLLNER) in Form von Histogrammen und mit 
dem Vorteil einer feineren Frequenzauflösung von minimal 
0.25 Hz dargestellt werden. 
Die Ergebnisse können auch automatisch vom Bildschirm 
fotographiert oder tabellarisch auf dem Schnelldrucker ausge-
geben werden. Zusammen mit der Patientenidentifikation und 
dem Zeitcode werden sie auf ein zweites Digitalband für die 
statistische Nachverrechnung abgespeichert. 
V. Ergebnisse 
1. Testsignale 
Zur Überprüfung des Programmsystems in Hinblick auf die 
Trennbarkeit der einzelnen Frequenzbänder, die Amplituden-
zuordnung, die zeitliche Überlappung über die Segmentgren-
zen hinweg und auf die Erhaltung der Zeitstruktur des analy-
sierten Signals innerhalb des Seriellogramms wurden Testsig-
nale verwendet. 
Das auf dem Laborrechner erstellte Simulations programm 
erlaubte zu bestimmten Zeitpunkten die Erzeugung einer oder 
mehrerer überlagerter Sinusschwingungen definierter Fre-
quenzen und Amplituden. Die Auswahl überlagerter Frequen-
zen erfolgte in Anlehnung an Frequenzzusammensetzungen, 
die in den verschiedenen, physiologisch differenzierbaren Fre-
quenzbereichen des EEG vorkommen können. Diese techni-
schen Signale wurden auf Digitalband gespeichert und wie be-
schrieben der Analyse zugeführt. 
Die Darstellung der Analyseergebnisse erfolgt entsprechend 
der Frequenzeinteilung im EEG, also im Delta-, Theta-, Alpha-
und Beta-Frequenzband. 
a. Delta-Frequenzband (0.2 - 3.9 Hz) 
Wie aus Abb. 5 ersichtlich, sind von Beginn des Testsignals bis 
zur 100. Sekunde, sowie von der 200. bis zur 240. Sekunde Wel-
lenanteile aus diesem Frequenzbereich enthalten. 
Der Belegungsindex im 1. Histogramm bleibt bis zur 100. Se-
kunde stabil auf 100 % und fällt über ein Einzelereignis von ca. 
75 % auf 0 % ab. Dann springt er über ein Einzelereignis von ca. 
45 % bei der 200. Sekunde wieder auf 100 % und beträgt bis auf 
zwei kurze Abnahmen auf ca. 95 % bei der 220. und 240. Sekun-
de konstant 100 %. 
Die kumulierte Darstellung im 3. Histogramm weist einen 
kontinuierlichen Anstieg bis zur 100. Sekunde auf, keine Ver-
änderung bis zur 200. Sekunde und anschließend einen erneu-
ten Anstieg. 
Die Amplitude im 2. Histogramm bleibt konstant auf 16 fL V, 
steigt bei der 200. Sekunde über einen abweichenden Einzel-
wert auf 16 fLV wieder an. Bei der 220. Sekunde folgt auf ein 
niedrigeres ein höheramplitudiges Einzelereignis. Bis zur 240. 
Sekunde stabile Amplitude. 
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Die Ereignisse zeigen eine exakte Analyse der eingegebenen 
Testsignale. Die Seriellogramme für den Belegungsindex und 
der mittleren Amplitude zeigen einen analogen Verlauf. Einzel-
ereignisse im Belegungsindex sind auf Ein- und Ausschaltphä-
nomene zurückzuführen; ebenso die kleineren Abweichungen 
im Amplitudenverhalten. Lediglich das höheramplitudige Ein-
zelereignis bei der 220. Sekunde ist algorithmusbedingt und als 
Artefakt zu bezeichnen. Es entsteht dadurch, daß das vorange-
gangene Minimum der hochamplitudigen Überlagerung zur 
Amplitudenbestimmung der nachfolgenden langsameren Wel-
le herangezogen wird. 
Abb. 5. Tabellarische Darstellung der Einschaltzeitpunkte der Fre-
quenzen f, und f2 mit den Amplituden A, und A2• 
Im rechten Teil der Abbildung sind Ausschnitte der Signale geplottet 
dargestellt, unter besonderer Berücksichtigung der Frequenzübergän-
ge. 
Abb. 6. Darstellung des nichtkumulierten (NKUM) und kumulierten 
(KUM) Seriellogramms im Delta-Frequenzband. Auf der Abszisse 
sind die einzelnen Zeitsegmente alle 20 Sekunden in Deziinalen mar-
kiert. Die gewählte Segmentlänge,jeweils einen Bildpunkt repräsentie-
rend, beträgt 1 Sekunde. In der oberen Bildhälfte, dem nichtkumulier-
tenSeriellogramm, ist auf der Abszisse des 1. Histogramms der zeitliche 
Belegungsindex in %, auf der Abszisse des 2. Histogramms die mittlere 
Amplitude innerhalb einer Segmentes in Il V aufgetragen. 
In der unteren Bildhälfte, dem kumulierten Seriellogramm, ist auf der 
Abszisse des 3. Histogramms der Maßstab für die prozentuale Bele-
gung gegenüber dem I . Histogramm um den Faktor 100, auf der Abs-
zisse des 4. Histogramms ist er gegenüber der Einzeldarstellung im 2. 
Histogramm um den Faktor 50 größer. 
ZElT FREQUENZ AMPLITUDE 
t(sec) ',(H.) f Z(Hz) Al ( .. V) A2 (IlV) 
16 50 
so 11.5 16 50 
100 16 16 50 
ISO 25 16 50 
200 16 
no 16 16 150 
220.64 16 
- 240 50 uvT 
1 sec 
b. Theta-Frequenzband (4.0 - 5.9 Hz und 6.0 - 7.9 Hz) 
Sinusschwingungen aus dem langsamen Thetafrequenzbe-
reich wurden von der 100. bis zur 150. Sekunde, aus dem ra-
schen Thetafrequenzbereich von der 150. bis zur 200. Sekunde 
eingegeben (s. Abb. 5). 
Sowohl im Belegungsindex als auch in der Amplitude wird 
das Testsignal korrekt in ein höher- und niederfrequentes Fre-
quenzband zerlegt. Ein- und Ausschaltvorgänge sind auch hier 
zu beobachten. Es fällt auf, daß bei der 100. Sekunde eine ra-
sche Thetawelle auftritt, die jedoch bei der visuellen Analyse 
auch als solche bestimmt würde. 
c. Alpha-Frequenzband (8.0 - 10.4 Hz und 10.5 -12.9 Hz) 
Sinusschwingungen aus dem langsamen Alphafrequenzbe-
reich wurden von der O. bis zur 50. Sekunde, aus dem raschen 
Alphafrequenzbereich von der 50. bis zur 100. Sekunde einer 
Deltafrequenz von 2 Hz überlagert (s. Abb. 5). 
Trotz unterlagerter langsamer Wellen wird die zeitliche Bele-
gung und die Amplitude in bei den Frequenzbändern korrekt 
bestimmt. Neben den bekannten Ein- und Ausschaltphänome-
nen tritt im langsamen Alphafrequenzbereich bei der 150. Se-
kunde ein Einzelereignis niedriger Amplitude auf. Es entstand 
durch das gleichzeitige Einschalten des Überlagerungssignals 
von 7 und 25 Hz, wobei eine 7-Hz-Schwingung bis in den Al-
phafrequenzbereich verzerrt wurde. 
d. Beta-Frequenzband (13.0 - 17.9 Hz und 18.0 - 30 Hz) 
Sinusschwingungen aus dem langsamen Betafrequenzbereich 
wurden von der 100. bis zur 150. Sekunde, aus dem raschen Be-
tafrequenzbereich von der 150. bis zur 200. Sekunde, sowie als 
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Abb. 7. Darstellung des nichtkumu-
lierten und kumulierten Seriello-
gramms im Theta-Frequenzband. 
In der linken Bildhälfte der langsame 
Frequenzbereich, in der rechten Bild-
hälfte der rasche. 
Abb. 8. Darstellung des nichtkumu-
lierten und kumulierten Seriello-
gramms im Alpha-Frequenzband. 
Bildaufbau entsprechend Abb. 7. 
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Kurzzeitereignis von der 220. bis zur 220.64 Sekunde langsa-
men Wellen überlagert (s. Abb. 5). 
Auch in diesem Frequenzbereich beeinflussen die unterla-
gerten Wellen unterschiedlicher Frequenzen den Belegungsin-
dex und die Amplitude nicht. Das Kurzzeitereignis bei der 220. 
Sekunde wird dem entsprechenden Frequenzband zugeord-
net; lediglich eine Einzelwelle wird infolge des Umschaltvor-
ganges in den raschen Betafrequenzbereich gelegt. Die Ampli-
tude dieses Einzelereignisses wird korrekt bestimmt und er-
scheint als Punkt mit mehr als 100 J.l V am oberen Bildrand des 
Seriellogramms. 
Häufig wird versucht, Kurzzeitveränderungen auch mit Hil-
fe der Spektralanalyse zu erfassen. Unberücksichtigt bleiben 
hierbei die Voraussetzungen der Stationarität und Ergodizität, 
sowie die Problematik der Segmentgrenzen des Signals. Ein-
schwingvorgänge und Abbrucheffekte sind von der Phasenla-
ge und der Art des Signals abhängig und werden durch speziel-
le Fensterfunktionen nur unvollständig korrigiert. Überlap-
pungsalgorithmen sind nicht bekannt; lediglich Annäherung 
durch teil weises Überschneiden der Segmente und deren Mit-
telung sind realisiert (33). 
Wird eine Kurzzeitänderung wie in Abb. 5 in der 220. Sekun-
de einer Spektralanalyse zugeführt, sind die Ergebnisse von der 
Lage der Segmentgrenzen und der Art der Überlappung abhän-
gig. 
Aus den Kurvenverläufen der Abb. 10 wird deutlich, daß 
nicht nur im Delta- und Beta1-Frequenzbereich erwartungsge-
mäß Frequenzen auftreten, sondern auch abgeschwächt in al-
len übrigen Frequenzbereichen. Diese Ungenauigkeit der 
Spektralanalyse ist für eine quantitative serielle Auswertung 
von Nachteil. 
Zusammenfassend läßt sich feststellen, daß die Erprobung 
des Analysesystems mit einer Folge von Testsignalen korrekte 
Ergebnisse in allen Frequenzbändern geliefert hat. Sowohl im 
Belegungsindex als auch bei der Amplitudenbestimmung tre-
ten Einzelereignisse auf, die sich auch bei der visuellen Auswer-
tung auf Umschaltvorgänge bei der Synthese des Testsignals 
zurückführen lassen. Lediglich bei stark amplitudendifferen-
ten Signalen können algorithmusbedingte Verfälschungen im 
Amplitudenbereich auftreten. 
Durch diese Art der Erprobung hat sich in Hinblick auf die 
klinische Anwendung des Analysesystems die Korrektheit der 
Analysemethoden und die Reproduzierbarkeit der Ergebnisse 
gezeigt. 
2. Elektroenzephalogramm 
Die Aufzeichnung einer Ableitung von 4 Minuten EEG ergibt 
bei einer Schreibgeschwindigkeit von 30 mml sec einen Papier-
streifen von 7.2 m Länge. Aufgrund dieser Datenfülle sind bei 
einer visuell-manuellen Auswertung Periodizitäten und Trends 
nur schwer erkennbar und quantitative Vergleiche erschwert. 
Bewährt hat sich bei Schlafuntersuchungen die Einteilung in 
30- oder 60-Sekundenabschnitte; kurzzeitige EEG-Verände-
rungen werden hierbei jedoch verwischt. Versuche diese Ein-
teilung für die Untersuchung kurzzeitiger EEG-Fluktuationen 
wie in der Anästhesie zu verwenden sind durch das grobe Zeit-
raster beschränkt und für eine automatische Steuerung der An-
ästhesie ungeeignet. 
In dem Beispiel der Abb. 11 ist die rasche Änderung des 
EEG während der Verabreichung eines Kurzzeitnarkotikums 
ersichtlich. In der präzentro-zentra1en Ableitung links treten 
bis zur 40. Sekunde zunächst niedrige Wellen aus dem Alpha-
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Abb. 10. Spektralanalyse des Kurzzeitereignisses bei der 220. Sekunde 
(s. Abb. 5.). 
Im oberen Bildteil das Signal mit Darstellung der 3 Analysesegmente I, 
11, 111 mit einer Länge von je I sec. Im unteren Bildteil die Ergebnisse 
der Spektralanalyse. Auf der Abszisse sind die Frequenzen und die Fre-
quenzbandeinteilung der Seriellogramme eingetragen, auf der Ordina-
te die Power mit dem zeitlichen Ablauf der Segmente. 
Abb. 11. EEG über 240 





nung, links die Zeit. Injek-
tion von der 10. bis zur 20. 
Sekunde. 
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frequenzbereich auf, die in der 45. Sekunde an Amplitude zu-
nehmen. Theta- und Deltawellen bestimmen das Bild bis zur 
220. Sekunde, auch Betawellen treten auf und stehen ab der 
220. Sekunde im Vordergrund. 
Für die Darstellung der Analyseergebnisse wurden zur bes-
seren Detailerkennung der Delta- und Thetafrequenzbereich 
(Abb. 12) und der Alpha- und Betafrequenzbereich (Abb. 13) 
in je einer Abbildung vereinigt. 
Im Deltafrequenzbereich nehmen zunächst niederamplitu-
dige Unterlagerungen ab der 45. Sekunde rasch an Amplitude 
zu, was sich in einer großen Steilheit des kumulierten Amplitu-
den-Seriellogramms (links unten in Abb. 12) zeigt. Im langsa-
men Thetafrequenzbereich fällt eine starke Amplitudenzunah-
me bei der 55. und 170. Sekunde auf, während die Amplituden-
zunahme im raschen Thetafrequenzbereich gemäßigter und bei 
der 170. Sekunde etwas später auftritt. 
Der Belegungsindex zeigt vor allem im raschen Thetafre-
quenzbereich eine zunehmend zeilenfönnige Anordnung, was 
für eine Frequenzstabilisierung der Wellen spricht. 
Im Alphafrequenzbereich (Abb. 13) fällt eine Amplituden-
zunahme ab der 45. Sekunde auf. In späteren EEG-Abschnit-
ten sind Wellen aus dem Alphafrequenzbereich langsamen 
Wellen überlagert, werden jedoch durch die iterative Analyse 
korrekt erkannt. Die Ausprägung der Frequenzstabilität ist 
auch hier an der zeilenfönnigen Struktur des Belegungsindex 
erkennbar. 
Im Betafrequenzbereich ist der Anstieg des Belegungsindex 
der raschen Wellen bei der 40. und 220. Sekunde wie auch in 
der EEG-Kurve eindrucksvoll. Im weiteren Verlauf kann es zu 
periodischem Auftreten unterschiedlicher Frequenzanteile 
kommen. 
Abb. 14 zeigt die EEG-Veränderungen während der Ab-
klingphase des Kurzzeitnarkotikums. Strecken mit vorherr-
schender Deltaaktivität (5 . bis zur 25 . Sekunde, 70. bis zur 75. 
Sekunde, 100. bis zur 120. Sekunde und 170. bis zur 180. Se-
kunde) werden abgelöst durch Strecken vennehrter Alpha- und 
Betatätigkeit. Diese Entwicklung wird auch durch unregelmä-
ßig schwingende Zu- und Abnahme im Belegungsindex und im 
Amplitudenseriellogramm deutlich. 
Die dargestellten Analyseergebnisse spiegeln den visuellen 
Eindruck wieder und sind durch manuelle Einzelwellenver-
messung reproduzierbar. Durch die quantitative Erfassung 
werden die gezeigten periodischen Veränderungen einem ge-
eigneten statistischen Verfahren zur Nachverrechnung zugäng-
lich. Darüber hinaus sind durch die simultane Analyse von bis 
zu vier Kanälen Aussagen über topographische Zusammen-
hänge möglich. 
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Durch die Verlängerung der Segmentdauer auf 30 Sekun-
den, der international üblichen Epochenlänge von Schlafsta-
dien, oder in den Minutenbereich, kann auch die Dynamik 
langsam ablaufender Prozesse quantitativerfaßt werden. 
VI. Diskussion 
Seitdem DIETSCH (5) 1932 auf Veranlassung von H. Berger 
nach einem von ZIPPERER 1923 angegebenen Verfahren erst-
mals eine harmonische Analyse des Elektroencephalogramms 
durchgeführt hatte, wurden eine Reihe von Verfahren zur 
Quantifizierung des Informationsgehaltes des EEG entwickelt. 
Bei der Anwendung von Verfahren aus dem Frequenzbeich, 
wie z. B. der Spektralanalyse, bestehen Anforderungen bezüg-
lich Stationarität und Normalität sowie Ergodizität (7,8), wie 
sie z. B. bei der Untersuchung der Wirkung von Kurzzeitnarko-
tika kaum erfüllt werden können. Für die Quantifizierung von 
in Sekunden ablaufenden EEG-Änderungen sind Verfahren 
wie die Spektralanalyse (9), Walsh Transformation (31), Haar 
Funktion (11) sowie Bi- und Polyspektren (8) ungeignet, zumal 
sie meist in Mitte1ungsprozesse münden. Mit Einschränkungen 
gilt dies auch für das Autoregressive Modell (10,17,24) und die 
complexe Demodulation. Letzteres von D.O. Walter (32) 1968 
angegebene Verfahren erlaubte immerhin gewisse Aussagen 
über das zeitliche Auftreten in bestimmten Frequenzbändern. 
Abb. 12. Analyseergebnisse im Delta- und im langsamen und raschen 
Thetafrequenzband. In den Histogrammpaaren links der Deltafre-
quenzbereich (Bildaufbau entsprechend Abb. 6), in der Mitte der lang-
same Thetafrequenzbereich und rechts der rasche. Im Deltafrequenz-
bereich beträgt der Maßstab des Belegungsindex 400 %, während in 
den übrigen Frequenzbereichen die Ordinate den Maßstab von 100 % 
aufweist. 
Erschwerend bei der Auswahl geeigneter Analysemethoden 
wirkt sich die derzeitige Unsicherheit bezüglich der neurophy-
siologischen Modelle zur Entstehung des EEG aus. Immerhin 
ist es derzeit schon möglich, den Informationsgehalt verschie-
dener Analysemethoden mittels Redundanzmaßen abzuschät-
zen (25). Darüber hinaus konnte gezeigt werden, daß die Aus-
wahl der Analyseverfahrenje nach Fragestellung gezielt erfol-
gen muß. So erlaubte die Anwendung des autoregressiven Mo-
dells eine gute altersspezifische Trennung des kindlichen 
EEG; für die Untersuchung geschlechtsspezifischer Unter-
schiede stand es jedoch der Intervall-Amplitudenanalyse und 
auch der Spektralanalyse weit nach (28). Während die vorge-
nannten Verfahren aus dem Frequenzbereich auf math.-stati-
stischen Voraussetzungen basieren, deren Erfüllung auf die 
Signalstruktur des EEG nicht immer gesichert sind, können 
Methoden aus dem Zeitbereich aufgrund ihres pragmatischen, 
mehr deskriptiven Vorgehens als nahezu voraussetzungsfrei 
betrachtet werden. Sowohl die Verfahren von BURCH (3), BEN-
TE (1), LEGEWIE und PROBST (16), PÖPPL, MÜLLNER und 
CREUTZFELDT (23), SCHENK (27), MATEJCEK (19) und auch un-
ser im vorausgegangenen Artikel vorgestelltes Verfahren mün-
den jedoch in Mittelungsprozesse, welche die Dynamik der 
EEG-Änderungen verwischen. 
Neben dem Seriellogramm wären noch die von TÖNNIES (30) 
1969 und HARN ER (12,13) 1973 und 1975 angegebenen Verfah-
ren in der Lage, die Prozeßdynamik zu quantifizieren. In bei-
den erfolgt jedoch die Intervallbestimmung nach dem Vorge-
hen des Zero-ranging- bzw. Zero-crossing-Verfahrens. Dies be-
deutet, daß über- bzw. unterlagerteWellen nicht erfaßt werden 
können. Daneben bestehen Unschärfen im Hysteresebereich 
und in der Amplitudenbestimmung. 
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Abb. 13. Analyseergebnisse im langsamen und raschen Alpha- und Be-
tafrequenzband. In dem Histogrammpaar links der langsame Alpha-
frequenzbereich. Ganz rechts der rasche Betafrequenzbereich. Bild-
aufbau entsprechend Abb. 6. 
langsamung von Thetawellen im Beispiel der Abb. 12 vom ra-
schen in das langsame Thetafrequenzband) kann es zu einem 
zeitlich nur schwer, immerhin aber faßbaren Driften der Vertei-
lung zwischen den Frequenzbändern kommen. Für die Fein-
analyse steht jedoch mit der stufenweise, kontinuierlichen In-
tervallamplitudenvermessung ein Verfahren zur Verfügung, 
welches erlaubt, zu beliebigen Zeitpunkten Abschnitte wählba-
rer Dauer exakt herauszugreifen und in ihre gesamten Fre-
quenz- und Amplitudenzusammensetzung zu quantifizieren. , 
Die Einführung von Frequenzbändern stellt also nur einen 
Schritt der Datenreduktion dar. 
Abb. 14. EEG in der Abklingphase des Kurzzeitnarkotikums. Ablei-
tung präzentro-zentrallinks. 
Abb. 15. Analyseergebnisse im Delta- und im langsamen und raschen 
Thetafrequenzband. Bildaufbau entsprechend Abb. 12. 
Eine Schwäche unseres Systems scheint die Einteilung in 
Frequenzbänder zu sein. In Übergangsbereichen, (z. B. bei Ver- Da das Verfahren im off-li ne Betrieb an einem Laborrechner 
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Abb. 16. Analyseergebnisse im langsamen und raschen Alpha- und Betafrequenzband. Bildaufbau entsprechend Abb. 13. 
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realisiert wurde, ist es zeit- und kostenintensiv. Durch Umstel-
lung auf einen Prozeßrechner neuerer Generation oder durch 
den Einsatz von Mikroprozessoren ließe sich dieses Verfahren 
jedoch auch im on-line Betrieb realisieren. Damit stünde die 
klinische Anwendung in der Narkoseüberwachung oder auf 
der Intensivstation offen. 
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A multilaboratory hemodynamic data processing system under areal 
time monitor 
Bernd Winkler, Gerhard Stämmler, Wolfgang Schaper 
Summary 
We have developed a signal processing system Jor hemodyna-
mic experiments which is working on a PDP 11/ 45 under the 
RSX 11 M-monitor. It is supervising two different experiments 
simultaneously. Three analog data channels can be digitized 
and processed Jor each experiment The program is written in 
FORTRAN and different problems are divided in single tasks 
which communicate via a mastertable. The Jollowing hemody-
namic parameters are monitored on-line: left ventricular pressu-
re, aortic pressure, heart-rate, dp/ dt max, dp/ dt min and 
myocardial oxygen consumption. 
Zusammenfassung 
Es wurde ein Signalverarbeitungssystem fiir hämodynamische 
Experimente entwickelt, welches von dem RSX 11 M-Betriebs-
system einer PDP 11/ 45 unterstützt wird. Es werden zwei un-
terschiedliche Experimente gleichzeitig überwacht. Für jedes 
Experiment sind drei analoge Datenkanäle vorgesehen, die di-
gitalisiert und verarbeitet werden können. Das Programm ist in 
FORTRAN geschrieben . Die unterschiedlichen Programmteile 
sind eigene TASKS, die über ein MASTERTABLE kommuni-
zieren. Folgende hämodynamische Parameter werden on-line 
überwacht: links ventrikulärer Druck, Aortendruck, Herzrate, 
dp/ dtmax, dp/ dtmin und der myokardiale SauerstojJver-
brauch. 
Introduction 
There has been a growing interest in recent years in the on-line 
analysis of data, which are acquired du ring catheterization in 
cardiological centres as well as du ring animal experiment in he-
modynamics. 
When monitoring heart-rate, left ventricular pressure and 
aortic pressure, different parameters can be derived, which pro-
vide a sufficient basis for hemodynamic control for many con-
ditions . On-line processing also allows, on the basis of the 
readily available results, the proper continuation of experi-
ments. An on-line data accumulation- and processing system 
accomplishing these possibilities depends mainly on the confi-
guration ofthe computer system and the electronic equipment 
involved. Applying a medium size computer for supervising 
different hemodynamic experiments in several laboratories, 
these tasks could be performed only under a real time monitor 
with a multi-user capability. The program system presented in 
this paper was originally designed for experimental research in 
EDV in Medizin und Biologie 4/ 1982 
hemodynamics but it can be modified für diagnostic on-line use 
as well. 
Equipment 
We have designed our data accumulation and processing sys-
tem (DAPS) for two laboratories parallel working. The exten-
sion to further experiments can be perfürmed without any prin-
cipal difficulties. 
DAPS is installed on a PDP 11145 computer, which is run-
ning under the RSX 11 M monitor. The hardware configura-
tion of our computer system is presented in Fig. 1. The central 
processing unit of the PDP 11 / 45 is equipped with a floating-
point processing unit which provides very fast computations. 
Data storage during the experiments is carried out via the high 
speed disk cartridges. For further and more refined caIcula-
tions accumulated data can be transfered to DEC-tapes as well 
as for documentation in form ofusua1 data files. 
The output ofthe on-line calculations is directed to terminals 
or the keyboard which are also used for accepting commands 
initiating and supervising the experiments. The analog signals 
coming from the electronic equipment like pressure trans-
ducers are amplified and digitized with the AR 11 analog-
digital converting unit. 
Fig. I. Hardware configuration of our computer system. 
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Fig. 2. Schematic representation of our data ac-
cumulation and processing system (DAPS). Ab-
breviations are explained in the text. 
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The PD P 11 / 45 computer system has to carry out the complete 
computer processing. Therefore the DAPS was developed with 
the following requirements : 
1. Beside monitoring of the experiments, the usual data hand-
ling like statistical calculations, pro gram developing or data 
evaluation should be performed without significant limita-
tions. 
2. High flexibility ofDAPS should be secured for further devel-
opments. 
3. New electronic equipment should simply appended by 
'writing the special task, which can communicate via 'master-
table. 
4. The commands initiating and supervising the DAPS should 
be simple and understandable for a person who is inexperien-
ced with computers. 
To realize these requirements the entire system was written in 
FORTRAN with the special restrictions and possibilities ofthe 
Multi-user RSX 11 M monitor system. 
The following description of DAPS isrestrieted to only one 
laboratory (experiment) because the extension to the second 
one is provided by specifying different command names and 
working with a different mastertable. The scheduling and syn-
chronization of tasks are organized by event-flags (I). Event 
flag dec1aration is also carried out to secure completion of tasks 
which were initiated. As an example: the calculating REPORT 
task must be completed to prevent an interrupt from the samp-
ling task which would result in a modified data set. 
Three different analog channels can be processed for every 
laboratory, i. e. .. 
1. the intraventricular pressure, which is obtained from a tip ca-
'theter 
2. the aortic pressure, which is transmitted via conventional ex-
temal pressure transducer 
3. this channel can be used for any other analog-signal, as for 
example the venous pressure or the signal from a flowmeter etc. 
All signals are amplified and digitized-by the AR 11 analog-
digital converter with a frequency of 500 Hz. In most experi-
ments only the left ventricular pressure is digitized with this fre-
quency, but the other channels are sampled with a frequency of 
250 Hz. The high resolution of the left ventricular pressure is 
reasonable because other parameters (heart-rate and dp/dt) 
are derived from these values. 
The entire system consists of single tasks, which define para-
meters, starting or cancelling programs. They communicate via 
a mastertable. A schematic representation of DAPS is given in 
MA::::TEF, --- TABLE 
TVA CYCLE NBUF NTRA TRA-M TRA-U 
700 10 00 54 0 0 0 
LVF' AOF' '3' 
0 1 
0.82 522.48 5 23.91 
0 0 0 
2~!1.69 6:;6.51 660.:-;7 
9B 100 100 
Fig. 2. The mastertable is defined during an experiment as a 
shared common, a core-resident region, which contains alls pa-
rameters necessary for the experiment. At the beginning of the 
experiment the shared common is filled with previous values 
from the disk (SCE-task). During the experiment the master-
table is updated with new values after the corresponding com-
mand was given. The mastertable is saved at the end ofthe ex-
periment (SA V-task). A summary of the mastertable para-
meters is given in Fig. 3. 
The single tasks, presented on both sides of the mastertable 
in Fig. 2 can be devided in two groups: 
A. Command tasks, wh ich modify the parameter values in the 
mastertable: 
I. CAL - Calibration module for the three different analog-di-
gital channels. Two reference values are collected for linear 
scaling of every channel, respectively. 
2. COM - Comment task, which accepts arbitrary alphanume-
ric text of72 bytes. 
3. SIN - Definition of sampling time in msec. 
4. TV A - Threshold value for dp/ dt for a he art cyc1e recogni-
tion. 
5. PMT - Printing of all mastertable values. 
6. ANT - The supervising task for data transfer to the disko This 
task facilitates the cancellation of poor data. 
These single tasks are interpreted by the GETMCR directive 
(I), which can transmit an 80-byte command line, containing 
the corresponding parameters. 
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In the example CAL LVI, 0 represents CAL the task name 
and the parameters are interpreted as 
L: lower calibration level 
V: left ventricular pressure 
I: channel number 
0: reference value. 
B. Working tasks, which are reporting the current status of the 
experiment (REPORT) or arrange the disk-data transfer 
(TRASIT). 




The initialization task (RIN, TRA) defines the cycle time for 
a repetitive execution of the corresponding data handling mo-
dule. 
REPORT or TRASIT Is executed by the RUN-directive of 
the RSX 11 M monitor. 
The cancellation tasks (CNR, CNT) remove the data hand-
ling tasks from the scheduling. 
The REPORT-Task: 
The on-line supervision ofhemodynamicvalues during experi-
ments was a main goal ofthe described software system. Hemo-
dynamic values are derived from the following catheters: left 
ventricular catheter, aortic catheter and a venous catheter. Digi-
tized values are accumulated in specified memory arrays, 
which are transfered temporarily to disk with the very fast QIO-
command. Calibrating the analogdigital channels, as described 
in the CAL command, all acquired data are converted to their 
real values. The sampling frequency of 500 Hz for the left ven-
tricular catheter provides an accurate determination of some re-
lated parameters. The data-processing is carried out by the fol-
lowing calculations: 
I . Determination of peak systolic values of the left ventricular 
pressure. 
2. The left ventricular pressure pulse is differentiated according 
to a least square procedure of SA VITZKY and GOLA Y (2). From 
the derivative of the press ure pulse are determined dp/ dt max 
anddp/ dtmin. 
3. The heart-rate is also obtained from this derivative: A heart 
cycle is detected when a threshold value (defined in the master-
table) is exceded in dpl dt before and after the systolic peak of 
the left ventricular pressure. 
4. The enddiastolic pressure EDP is determined as minimal 
value between 
a) the pressure at time 50 msec before dp/ dt max 
and 
b) the pressure at the time where dp/ dt > 200 mmHg/ sec 
with the constraint, that the left ventricular pressure must be 
lowerthan 30mmHg to exclude the a-wave. 
5. The difference in time between pressure valuesequal EDP 
during the relaxation period and EDP is defined as the systolic 
duration. 
6. The ejection time is approximated by the time-interval be-
tween dp/ dt max and dp/ dt min. 
7. The data of the aortic channel are smoothed according to the 
method of SA VITZKY and GOLAY (2). The systolic and diastolic 
aortic pressure is ca1culated in turn by the predefined times. 




E3 = dt ma x 
d 2p E4= -max 
dt 2 
dp 1.5 
or, E4 = dt max 
[ ml02 ] 
min·100 g 
kO (kO= 7,0 . 10- 1 ) 
Fig. 4. Bretschneider's equation for calculation of myocardial oxygen 
consumption. Abbreviations are explained in the text. 
8. The mean value ofthe venous pressure is determined. 
9. The oxygen consumption of the heart muscle is calculated ac-
cording to the method of BRETSCHNEIDER (3). As it is seen from 
the equation (Fig. 4) the oxygen consumption ofthe heart can 








systolic-duration of the left ventricular pres-
sure pulse 
peak-Ieft ventricular pressure 
ejection-time 
maximum of the first derivative of the left ven-
tricular press ure pulse. 
The parameters Ki are empirically determined. The single 
expressions in the formula have the following meaning: 
EO basic oxygen consumption 
EI energy demand du ring the activation, mainte-
nance ofthe depolarization and repolariza-
tion ofthe membrane 
E2 energy demand of stress conservation during 
the ejection period 
E3 energy demand of stress development during 
the isometric tension period 
E4 energy demand of the inactivation process of 
the contracting system during the isometric re-
laxation. 
In Fig. 5 a comparison is presented between this method and 
the usual method ca1culated from the product of arteriovenous 
difference and coronary blood flow. A good correlation can be 
obtained either during normal conditions or during the occlu-
sion of a coronary artery in the canine heart (4). 
The median is calculated from nine consecutive ventricular 
beats to exclude values from arrhythmic left ventricular beats 
for the following parameters: dp/ dt max, dp/ dt min, heart-
rate, systolic and aortic pressure. The other values are derived 
from the cycle determined by the largest dp/ dt max. 
Fig. 6 is an original print -out of the REPO RT task, where the 
following values are given: clock time, heart rate, dp/ dt max, 
dp/ dt min, left ventricular peak systolic press ure, enddiastolic 











6 TIME HR dp/dt , dp/dt 
max min 
09:41:06 64. 24B1. -2:;00. 
09:42:06 62. 24B1. -"253<7' • 
09:43:06 63. 2539. --2578 + 
09:44:06 62. 2500. -"2559. 
09:45:06 63. 2461. --2461. 
09:46:06 59. 2500. -'2402. 
09:47:07 67. 2012. -"2305. 
30·0 40·0 50·0 
MVCE (FICK) 
LVSP EDP AOP 
SYS 
136. 4.B 139. 
140. '" '" d.J 142. 
141. 4.7 147. 
138. 4 -, . , 140. 
133. 3.9 137. 
132. 4.0 137. 
1.34. 6.6 13~.; t 
press ure, aortic systolic and diastolic pressure, the oxygen con-
sumption, the cycle time, the systolic time and ejection time. 
Ihe TRASIT task: 
The data transfer task accumulates during a predefined period 
digitized values of the three analog-digital channels which are 
transmitted to the RK05 disko These data arestored on the disk 
in random-access files for further advanced offline programs. 
The files can be transmitted to DEC-tapes for documentation 
ofthe experiments. In Fig. 7 an example for an advanced off-
line program is given. This example is agraphie representation 
of the left ventricular pressure, the corresponding derivative 
and two traces, related to different contractility parameters. 
Conclusion 
The described data accumulation and processing system was 
successful applied to more than hundred experiments. It is ex-
tremely useful in supervising experiments where rapid hemo-
dynamic changes occur. Monitoring the oxygen consumption 
continuously provides an additional important parameter dur-
ing the experiment. The multi-user real time monitor perrnits on 
the other side the general computer work during experiments 
which was the main requirement to develop this software sy-
stem. 
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Bei Vorliegen zensierter Beobachtungen, z. B. nicht vollständig 
beobachtbarer Überlebenszeiten, kann der Median oder jedes 
andere Quantil der zugrunde liegenden Verteilung mit Hilfe 
des Kaplan-Meier-Schätzers oder gewissen Modifikationen 
desselben geschätzt werden. Bis vor kurzem waren for solche 
Lokalisationsschätzer keine adäquaten Vertrauensbereiche an-
gebbar, obwohl sie in der medizinischen Fachliteratur ausgie-
bigst verwandt werden. Diese neueren Methoden werden vorge-
stellt, klassifiziert und diskutiert. 
Summary 
In the presence of censored data, e. g. censored survival or fai-
lure tim es, the median or any other quantile ean be estimated 
by the Kaplan-Meier estimate or some other nonparametrie 
estimates for the distribution function of the survival time. Al-
though those loeation estimates were used in medicine frequent-
ly only now conjidence bounds are available. Here, these new 
methods will be presented, classified, and discussed. 
1. Einleitung 
Sowohl in kontrollierten klinischen Studien als auch in Beob-
achtungsstudien sind die Überlebenszeit oder auch allgemein 
andere Zeiten des Eintretens eines bestimmten Ereignisses 
häufig verwandte Zeitvariablen. Diese Zeiten können oft nicht 
vollständig beobachtet werden; man spricht deshalb von zen-
sierten Daten oder zensierten Überlebenszeiten. 
Es ist üblich, die Überlebenszeit eines Kollektivs durch eine 
empirische Schätzung der Überlebensfunktion statistisch zu 
beschreiben. Daraus ergeben sich sofort Schätzungen für die 
Wahrscheinlichkeiten, einen bestimmten Zeitpunkt zu überle-
ben, wie z. B. 1- oder 5-1ahres-Überlebensraten. Weitverbreitet 
ist auch, die mediane Überlebenszeit mittels der empirischen 
Überlebensfunktion zu schätzen und als Lagemaß zu benut-
zen. Im Gegensatz zu den Überlebensraten, für die in der Regel 
die Variabilität, sei es in der Form einer Standardabweichung 
oder in der Form eines Vertrauensbereiches, angegeben wird, 
fehlt bisher eine solche Angabe in aller Regel bei Lageparame-
terschätzungen wie z. B. dem Median. Werden aber aufgrund 
solcher Medianschätzungen Größenvergleiche zwischen ver-
schiedenen Populationen vorgenommen oder gar Unterschie-
de festgestellt, ohne die Genauigkeit dieser Schätzer zu berück-
sichtigen, so erheben sich von statistischer Seite Bedenken: Die 
Variabilität zweier Schätzungen kann so groß sein, daß selbst 
ein augenfälliger Unterschied noch durch eine Zufallsschwan-
kung erklärt werden könnte. Ein solches, z. B. in der medizini-
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sehen Fachliteratur zitiertes Ergebnis könnte hier zu fehlerhaf-
ten Schlußfolgerungen führen. PETO et al. (1977) warnen des-
wegen vor dem Gebrauch von Medianschätzungen insbeson-
dere dann, wenn die Überlebenskurven im Bereich des Me-
dians nicht steil abfallen. 
Es ist das Ziel dieser Arbeit, einige Vorschläge zur Konstruk-
tion von Vertrauensbereichen bei zensierten Daten zusammen-
fassend darzustellen und zu diskutieren. Eine praktische Er-
probung dieser Verfahren insbesondere bei kleinen Stichpro-
ben steht ebenso noch aus wie eine Untersuchung der Auswir-
kung verschiedener Zensiermechanismen. Die etwas allgemei-
nere Formulierung für ein beliebiges Quantil hat neben größe-
rer Allgemeinheit auch den Vorteil, daß das Problem simulta-
ner Vertrauensbereiche für mehrere Quantile gleich mit formu-
liert werden kann. 
Die oben genannte Lücke im Methodenspektrum der Analy-
se zensierter Daten war Ausgangspunkt eigener Überlegungen. 
Dabei stellte sich heraus, daß eine Lösungsmöglichkeit auf der 
Hand liegt (BROOKMEYER und CROWLEY, 1982; EMERsoN, 
1982 und SIMON und LEE, 1981), bereits einige Arbeiten über 
diese Frage vorliegen (REm, 1981; EFRON, 1981) und daß die 
vorgeschlagenen Lösungen asymptotisch und approximativ 
sind und eine praktische Erprobung auch im Vergleich zuein-
ander noch aussteht, wenn man von einigen Simulationsergeb-
nissen absieht. Wir konzentrieren uns hier auf zufällig rechts 
zensierte Überlebenszeiten und beginnen in Abschnitt 2 so-
wohl mit punktuellen als auch mit simultanen Vertrauensbän-
dern für die Überlebensfunktion bzw. Verteilungsfunktion 
(VF). Die für unzensierte Daten bekannte Methode, vgl. NOE-
THER (1949), von Vertrauensbereichen (VB) für die Vertei-
lungsfunktion »umzusteigen« auf VB für Quanti1e wird im Ab-
schnitt 3 für den Kap1an-Meier-Schätzer angewendet. Dabei 
wird auch ihr Zusammenhang mit einer Verallgemeinerung der 
Vorzeichen- bzw. Quantil-Tests dargestellt. In Abschnitt 4 wer-
den Bootstrap-Methoden zur approximativen Bestimmung der 
Verteilung von Quantilschätzern referiert. Schließlich werden 
in Abschnitt 5 simultane VB besprochen. 
Wir beschränken uns im folgenden auf nichtparametrische 
Methoden. Bemerkungen zu parametrischen VB für exponen-
tiell verteilte Überlebenszeiten findet man bei EMERsoN (1982). 
Im folgenden bezeichnen wir mit N (0,1) die Standard-Nor-
malverteilung und mit zp ihre p-Quantile. B (n,p) bezeichne die 
Binomialverteilung mit Parametern n > 1 und ° < p < 1. 
n! 
b(n,p,k) = k!(n-k)! pk(l_p)n-k, ° ~k ~ n 
bezeichne die Wahrscheinlichkeitsfunktion dieser Binomial-
verteilung und 
k 
B (n,p)(k) = L b (n,p,i) die VF. X; = ZT-UI2 sei das (1- a) 
i~l 
Quantil der x2-Verteilung.1 . I bezeichne die Anzahlfunktion. 
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2. Vertrauensbereiche für die Überlebenswahrscheinlich- Kaplan-Meier-Schätzung 
keiten 
Wir beginnen mit der Schätzung der Überlebensfunktion und 
der Angabe von Vertrauensbereichen bzw. Vertrauensbändern 
für die Überlebensfunktion. 
Definitionen 
Es seien nunabhängige Beobachtungspaare (Ti,Ci), i = I, . . . ,n 
gegeben. Ti bezeichnet die echte (oder wahre) Überlebenszeit 
(bzw. Zeit bis zum Ausfall) und Ci die Zensierzeit für das i-te 
Objekt. 
VoraussetzungTI, . .. ,Tn sind unabhängig und identisch verteilt 
mit einer stetigen Verteilungsfunktion (VF)F. CI, ... ,Cn sind 
unabhängig und identisch verteilt mit einer i. a. linksstetigen 
VF G,P(Cl < t) = G(t). Die beiden Mengen von Zufallsvaria-
blen {TI, ... ,Tn) und {CI, . .. ,Cn) sind stochastisch unabhängig. 
Wir definieren dann die beobachtete Überlebenszeit Yi und 
den Zensierstatus ~h durch 
Yi = min {Ti,q 
~h = I (Ti <;; Ci) 
wobei IA die Indikatorfunktion für ein Ereignis A bezeichne. 
Für praktische Berechnungen ist eine Schreibweise, die sich 
auf die beobachteten echten Todeszeitpunkte bezieht, von Vor-
teil. Wir nehmen an, daß zu k verschiedenen Zeitpunkten To-
desfälle (oder Ausfälle) beobachtet werden, k ..-; n, 
o = to < t l < h < . .. < tk < tk+ I = 00, 
mit ihren entsprechenden Vielfachheiten 
die Anzahlen der unmittelbar vor diesen Todeszeitpunkten 
(d. h. zur Zeit ti - 0) unter Risiko stehenden Objekte sei 
und die Anzahlen der zwischen diesen Todeszeitpunkten zen-
sierten Beobachtungen sei 
Dabei sei, wie üblich, bei einer Gleichheit von zensierten mit 
einer unzensierten Beobachtung angenommen, daß die zen-
sierte infinitesmal größer ist. Unter den obigen Voraussetzun-
gen sind alle di f. s. gleich I. Da in der Praxis aber mit Bindun-
gen zu rechnen ist, wollen wir die Schätzungen so angeben, daß 
dieser Fall mit abgedeckt wird und die di's mitführen. Gleich-
zeitig gelten die Formeln dann auch meist für den allgemeine-
ren Fall von linksstetigen VF. Die Überlebensfunktion sei 
durch 
Set) = I - F(t) = P(Tl ;;. t), 
das p-Quantil der Überlebenszeit durch 
Q(p) = inf{t:F(t);;. p) = S-l(1_p) 
und speziell der Median der Überlebenszeit durch 
M=Q(1) 
definiert. f bezeichne die Dichte der VF F der Überlebenszei-
ten. 
Eine nichtparametrische Schätzung der Überlebensfunktion 
liefert der Kaplan-Meier oder Produkt-Limit Schätzer S (KA-
PLAN und MEIER, 1958). Wir wählen hier den Produkt-Limit 
Schätzer in der selbst-konsistenten Form von EFRON (1967): 
d· 
{ 
II (I-~) O<t<Y(n) 
~ J 
Set) = j :tj<t 
o t ;;. Y(n) 
wenn Y(n) = max {YI, . .. ,Yn) die n-te Ordnungsstatistik be-
zeichnet. 
S ist verallgemeinerter Maximum Likelihood Schätzer, ein-
deutiger selbst-konsistenter Schätzer, f. s. konsistent und 
asymptotisch normal und linksstetig. In Verteilung konvergiert 
Vn (S(t) - S(t» gegen einen Gauß-Prozeß mit Erwartung 0 und 
Kovarianzfunktion 
min{xI,x2) 
S(Xl)S(X2) J dF/ (I- F)2(1_ G), vgl. MILLER(1980). 
o 
Folglich gilt für festes t > 0 asymptotisch 
Set) - Set) - N (0, Var S(t» 
mit 
~ S2(t) t dF(u) 
Var Set) = n ! (1- F(u) )2(1_ G(u) r 
Schätzung von Var S(t) 
Die Varianz oben hängt ab von den unbekannten VF Fund G. 
Ersetzt man sie durch ihre empirische VF, so erhält man als 
asymptotische Approximation für Var Set) die klassische 
Greenwood-Formel, vgl. KALBFLEISCH und PRENTICE (1980): 
(1) 
Ein Schätzer für die Varianz von Set) vorgeschlagen von PE-
TO (1977) beruht auf einem Binomial-Modell und benutzt ei-
nen effektiven Stichprobenumfang für den Zeitpunkt t, vgl. SI-
MON und LEE (1981): Ist der Umfang der Risikomenge zur Zeit t 
gleichr(t): = I {Yj : Yj ;;. t) l,hatderSchätzervon PETodie Form 
~P = S(t)(I-S(t»~gj. (2) 
Da unser Ziel nicht primär die Schätzung der Varianz von 
Set) sondern ein VB für Set) ist, sind auch Formeln von Var Set) 
erlaubt, die das unbekannte Set) noch explizit enthalten. Dar-
aus resultiert ein Vorschlag von SIMON und LEE (1981): 
~S&L = S(t)( I _ S(t» Set) 
r(t) 
und schließlich eine Formel von ROTHMANN (1978) 
--::- ~ S(t)(I- S(t» 
VarS(t)R = VarS(t)GW S(t)(I- Set) r 
Vertrauensbereich für S(t) 
(3) 
(4) 
Sei Zl- a das (1- a)-Quantil der Standard Normalverteilung 
N (0,1): <D(ZI -a ) = 1- a, wenn <D die VFvon N(O,I) bezeich-
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net. Dann folgt aus der asymptotischen Normalität von Sein 
asymptotischer VB zum Niveau I - a für Set) als -{yE[0,1]:(y-S(t))2,,;;; x;VarS(t)} (5) 
mit x~ = zr -a/ 2 dem (1- a)-Quantil der x2-Verteilung mit ei-
nem Freiheitsgrad. 
Für Va;S(t) kann eine der Formeln (1)-(4) genommen wer-
den, vgl. SIMON und LEE (1981). . 
Man erhält somit asymptotische VB zum Niveau 1 - a für fe-
stes t. Bezeichnet man mit L'(t) die untere Grenze und mit U'(t) 
die obere Grenze dieser Invervalle so gilt 
P(L'(t) ,,;;; Set) ,,;;; U'(t)) = 1 - a für jedes t ;;. o. (6) 
Im Gegensatz dazu sind simultane Vertrauensbänder zum 
Niveau 1 - a für Set), t ;;. 0 durch zwei Grenzfunktionen L(t) 
und U(t) gegeben, so daß 
P(L(t) ,,;;; Set) ,,;;; U(t) fürt ;;. 0) = 1 - a . (7) 
Simultane Vertrauensbänder für (S(t), t;;. 0) 
Ein simultanes Band für alle t ;;. 0 ist bei zensierten Daten 
schwer zu konstruieren. HALL & WELLNER (1980) geben 
asymptotisch simultane Vertrauensbänder für das Intervall 
[O,-r] mit L < inf {t : F(t) = I und G(t) = I}, einem Zeitpunkt im 
gemeinsamen Träger von Fund G. In der Praxis wählt man 
L < tk. Die VF der Zensierzeiten sei stetig vorausgesetzt. 
Ist 
- - ~ K(L) = {l + S(L)2/n Var S(L)GW}-l 
und ~aT das »(1- a)-Quantil« des Betrags der Brownschen 
Brücke (BO(t), 0,,;;; t,,;;; I) eingeschränkt auf[O,K(L)]: 
P( sup I BO(t) I ,,;;; ~aT) = l-a 
O,,;;;t";;;K(L) 
dann werden durch 
- ~GW 
S- (o)_AaT.(S-(o) nVarxS(ti) ) t, + n t, + S(ti) 
simultane Vertrauensgrenzen für alle Ausfallzeiten ,,;;; L defi-
niert. Man setzt dann L(t) und U(t) im Intervall (ti,ti + d konstant 
gleich diesen beiden Werten und erhält so ein simultanes Ver-
trauensband. 
3. Vertrauensbereiche für Quantile der Überlebenszeit I 
Unser Ziel sind VB für Quantile der Überlebensfunktion bzw. 
Überlebenszeitverteilung. Diese erhält man nun sehr einfach, 
indem man auf ein bereits von No ETHER (1949) beschriebenes 
Vorgehen zurückgreift. Für eine Familie von VB für Set) wie in 
(6) beschrieben werde das Niveau 1 - a festgehalten. Dann ist 
ein VB zum Niveau 1 - a für das p-Quantil Q(p) gegeben durch 
alle diejenigen x, für die L'(~) < 1 - p < U'(x) gilt. Diese Menge 
ist beschränkt durch zwei beobachtete Todeszeitpunkte ta - I 
und tu, wobei tu der kleinste Wert mit U'(x) < 1- P und ta - I der 
kleinste Wert mit L'(x),,;;; 1 - p ist. In Formeln: 
P(ta-I ,,;;; Q(p),,;;; tu) ;;. 
P(L'-l(l-p),,;;;Q(p),,;;;U'-l(l-p));;'I-a 
für alle 0 < p < 1. Die Abb. I des ersten Beispiels veranschau-
licht dies für den Median. 
L' bzw. U' sind stückweise konstante unstetige Funktionen, 
so daß das Niveau I - a nicht exakt eingehalten werden kann 
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und, wenn man von einer Glättung oder Randomisation ab-
sieht, man wie üblich die nächst weiter außerhalb liegenden tj-
Werte als Grenzen wählt, was dann i. a. mit einer Erhöhung des 
Niveaus der VB über I - a hinaus verbunden ist. Eine ausführ-
liche Begründung für dieses »Umsteigen« wird in EDLER 
(1982) angegeben. 
VB für Quantile aus VB für S(t) 
Wir müssen die Ergebnisse aus Abschnitt 2 nun lediglich um-
schreiben und erhalten somit aus (5) einen VB zum Niveau 
1- a für Q(p) als 
- ~ 
R = {t;;.O :R(I-p; Set), VarS(t)) ";;;x;} (8) 
,...----:::-- ".---.::::--
mit R (y; Set), Var S(t)) = (y - S(t))2 / Var Set) . 
Die asymptotisch approximativen Formeln (1)-(4) liefern 
dann in (8) eingesetzt asymptotisch approximative VB für Q(p). 
Für den Median folgt z. B. der VB von BROOKMEYER & 
CROWLEY (1982) aus (1): 
I - ~ 
{t ;;. 0 : ("2 - S(t)? ,,;;; X~ Var S(t)GW} (9) 
oder der VB von Simon & Lee (1981) aus (3) 
Allgemein gilt 
ta = Min {tj:tj ER und S(tj) > I-p} 
tu = Max{tj:tjERundS(tj)<I-p}. 
(10) 
Bei der praktischen Berechnung wird, wie z. B. in (10) nur die 
Menge der beobachteten Ausfallzeiten angegeben, die das Ein-
schlußkriterium erfüllen. Bei der linksstetigen Definition der 
L'(t) und U'(t) vereinbaren wir, daß mit ti auch das halboffene 
Intervall (ti.,.l ,ti] mit zum Vertrauensbereich gehört, so daß der 
VB fürQ(p) vom Niveau mindestens 1 - a gleich (ta- I,tu] wird. 
Bei rechtsstetiger Definition erhielte man entsprechend 
[ta,tu+ I). Es ist zu beachten, daß man nicht notwendigerweise 
zusammenhängende Intervalle als Vertrauensbereiche erhält. 
BROOKMEYER & CROWLEY zeigen mit einer starken Zensierung 
an einem Punkt, daß der VB in zwei Intervalle zerfallen kann. 
Deswegen erscheint es sinnvoll in der Praxis als VB zum Ni-
veau I-a das Intervall Ia = [Q(p), Q(p)] zu nehmen, wenn 
Q(p) = (ta+ ta_I}l2undQ(p) = (tu + tu+I)l2gesetztwird. 
Statt dieser Mittelwerte kann auch eine echte Interpolation, li-
near oder nichtlinear, der Funktionen L' und U' benutzt wer-
den. Man erhält rechts offene Intervalle, wenn S(tj) ;;. I - P für 
alle tj oder wenn tk E Ia. 
Verallgemeinerter Vorzeichen test 
Bei unzensierten Daten benutzt man in der Regel die Äquiva-
lenz von Hypothesentests und VB um einen nicht-parametri-
sehen VB für den Median abzuleiten. BROOKMEYER & 
CROWLEY (1982) nutzen diese Idee zur Herleitung eines VB für 
den Median bei zensierten Daten, indem sie für die Nullhypo-
these Ho : Median von F = Mo die für unzensierte Daten gülti-
ge Teststatistik N + (Mo) = I {j : Yj;;' Mo} leiner Idee EFRoNs 
(1967) folgend zu einer selbstkonsistenten Teststatistik erwei-
tern. Für das p-Quantil geht dies entsprechend. 
Die Nullhypothese Ho : Q(p) = Qo wird getestet gegen H1 : 
Q(p) * Qo. Man wählt im Prinzip die Teststatistik des unzen-
sierten Falls, berücksichtigt dabei aber die vor Qo zensierten Be-
obachtungen dadurch, daß man für jede von ihnen die beding-
te Wahrscheinlichkeit Qo zu überleben, gegeben Yj wurde be-
reits überlebt, P (T > Qo I T > Yj), zu N + (Qo) = IU : Yj > Qo} I 
hinzuschlägt. Diese bedingte Wahrscheinlichkeit wird mit Hil-
fe des bereits berechneten Kaplan-Meier-Schätzers geschätzt: 
~ P(T>Qo) 8(Qo) 
P(T>Qo IT> Yj) = peT> Yj) = S(Yj + ), 
. Für das obige Testproblem erhält man somit die Teststatistik 
N + BC(Qo) = IU : Yj > Qo} I + L 8(Qo)/ 8(Yj +). 
Yj < Qo,8j ~ O 
Aus der Selbstkonsistenz des Produkt-Limit-Schätzers folgt 
dann 
N +BC(Qo) = n . 8(Qo) 
und aufgrund der asymptotischen Normalität von 8 gilt unter 
Ho asymptotisch 
N +BC(Qo)-n S(Qo) = 
N +BC(Qo)-n(l-p)- N (O,n2Var8(Qo)). 
Schätzt man die Varianz auf der rechten Seite mit der Green-
wood-Formel (1) so erhält man einen VB für Q(p) zum Niveau 
1- a sofort durch Übergang vom Testproblem zu Vertrauens-
bereichen als 
---.::-
RBC {Q : (N +BC(Q) - n(l-p)?~x;n2 VarS(Q)GW} 
{Q : (8(Q) - (I_p))2 ~ X; . ~)GW}. 
Dies ist genau Formel (8) mit der Greenwood Approxima-
tion. Man beachte, daß BROOKMEYER & CROWLEY (1978) statt 
(I) eine für endliche Stichproben geringfügig anti-konservati-
vere Form wählen, in der d/n/ statt d/nj (nj - dj) als Summen-
glieder benutzt werden. 
Diese Idee, die zensierten Beobachtungen aus der vorhande-
nen Stichprobe hochzuschätzen, wurde von EMERSON (1982) 
weitergeführt und auch für kleine Stichproben angewendet. Im 
Fall des Medians M = Q(1I2) berechnet er N + (Q) und ent-
sprechend N _ (Q) und approximiert die jeweils größere der 
beiden Teststatistiken durch eine Binomial-Verteilung B (n,1) 
analog dem Vorgehen bei nicht zensierten Daten. Dieser Vor-
schlag wird dort nicht weiter begründet, sondern lediglich 
durch Simulationsrechnungen gestützt. Für p =1= ! wäre N _ (Q) 
durch B (n, 1- p) und N +(Q) durch B (n,p) zu approximieren. 
Die Güte einer solchen Approximation wäre jedoch noch 
nachzuprüfen. 
4. Vertrauensbereiche für Quantile der Überlebenszeit 11 
Für die Intervallschätzung im vorangegangenen Abschnitt war 
eine Schätzung des Quantils selbst unnötig. Im folgenden wol-
len wir aber von einer solchen Schätzung ausgehen, versuchen, 
ihre Wahrscheinlichkeitsverteilung zu bestimmen und daraus 
einen VB ableiten. Auf der Hand liegt die Schätzung 
Q(p)=inf{t:8(t)~I-p} (11) 
die aus der empirischen Überlebensfunktion sofort abgelesen 
werden kann. In der Regel nicht explizit, aber für die Herlei-
tung einer Intervallschätzung dennoch ausreichend ist die von 
REIO (1981) vorgeschlagene Schätzung 
Q(p) = T([npJ +l) (12) 
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durch die [np] + I-te Ordnungsstatistik der wahren Überlebens-
zeiten TI, . . . ,T n. Die Wahl einer solchen Schätzung ist kein Wi-
derspruch, da wir hier nicht an einer Punktschätzung, sondern 
an einer Intervallschätzung interessiert sind und folglich nur 
die Verteilung von Q(p) benötigen, um mittels Perzentilen ei-
nen VB zu konstruieren. 
Asymptotische Approximation der Verteilung von Q(P} 
Eine Formel für die asymptotische Varianz von Q(p) kann man 
zwar angeben, sie ist aber von geringer praktischer Bedeutung, 
da sie die i. a. unbekannte Dichte der Überlebenszeitverteilung 
enthält. Einfacher ist es, VB direkt über die Verteilung von Q(p) 
abzuleiten; für Einzelheiten siehe REm (1981). Mit F = 1- 8 
ist 
P(Q(p) = Ym) = P(F(YU - l))<p, F(Ym»p) 
= P(F(YU-l)) < p) - P(F(Ym) < p). (13) 
Die Wahrscheinlichkeiten auf der rechten Seite von (13) 
können mittels der asymptotischen Normalität von F asympto-
tisch approximativ bestimmt werden und es folgt daraus, wenn 
man die Varianz von F durch die Greenwood-Formel asympto-
tisch approximiert, 
P(Q(p) = Ym) - <D ( F(Ym)-p ) - <D ( F(YU - l))-p ) 
VarF(Ym)GW VarF(YU_l ))GW (14) 
Einen asymptotischen VB zum Niveau 1 - a erhält man 
durch die al2- und 1 - al2-Quantile der rechten Seite von (14). 
Das Resultat ist genau der VB von Brookmeyer & Crowley 
(1982) aus Abschnitt 3. 
Bootstrap-Approximation der Verteilung von Q(p} 
Einen indirekten Zugang zur Verteilung von Q(p) bietet die 
Bootstrap-Methode von EFRoN (1981): Sei R = {(Yi,Oi), i = 
1, ... ,n} die gegebene Stichprobe und Q(p) die Schätzung von 
Q(p) nach (11). Dann erhält man eine Bootstrap-Strichprobe 
durch n-maliges Ziehen mit Zurücklegen aus R; diese Boot-
strap-Stichprobe wollen wir mit R * = {(Yi,Oi)* ,i = 1, ... ,n} be-
zeichnen. Jedes Paar (Yi,Oi) hat die gleiche Wahrscheinlichkeit 
1/ n in R * vorzukommen. Für diese Bootstrap-Stichprobe wer-
den der Produkt-Limit-Schätzer F* und der Quantilschätzer 
Q*(p) = inf{t: F*(t»p} bestimmt. B-maliges Ziehen einer 
solchen Bootstrap-Stichprobe aus R erzeugt B Bootstrap-Re-
plikationen und man gewinnt daraus B Replikationen 
8*1, ... ,8*B für die Überlebensfunktion und daraus wiederum 
B Replikationen Qj (p), ... ,Q* (p) für das p-Quantil. 
B _ B 
Wenn Q*(p) = (IIB) L Qj(p) den Bootstrap-Mittelwert be-
zeichnet, so ist j ~ 1 
B _ 
cr2Boot,Q(p) = (II(B-l)) L (Qj(p) _ Q*(p))2 
j~l ~ 
die Bootstrap-Varianzschätzung für Q(p). 
A * Boot,Q(p) bezeichne die empirische VF der Bootstrap-Replika-
tionen. Sie approximiert die Verteilung von Q(p) auf der Basis 
der B Simulationen Q~p), i = 1, ... ,B und könnte eventuell 
noch geglättet werden, vgl. EFRON (1981). Ein approximativer 
VB für Q(p) zum Niveau 1 - a ist dann das abgeschlossene In-
tervall 
[A *ii~ot,Q(p)(al2),A *ii~ot,Q(p)(I- al2)] (15) 
dessen Grenzen durch das al2- bzw. (1- al2)-Quantil von 
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A * Boot,Q(p)bestimmt sind. A * Boot,Q(p) ist ungeglättet unstetig mit 
Sprüngen höchstens zu den usprünglich beobachteten wahren 
Ausfallzeiten. 
Asymptotische Approximation der Verteilung von Tr[np}+ I ) 
REIO (1981) verwendet die mediane Ordnungsstatistik der ech-
ten Überlebenszeiten zur Herleitung von VB für den Median, 
d. h. p = 112, wenn n ungerade ist. Für beliebige Quantile und 
somit beliebige T(k) ist ihre Herleitung übertragbar. Sei c = k(~). 
Dann gilt 
t-
C JF(y)k-I(1-F(y))n- kf(y)dy 
o 
F(t) 
C J Uk- I (1- u)n-kdu 
o 
Beta(k,n-k+ I)(F(t)) 
gleich der Betaverteilung mit Parameter (n,n - k + 1) an der 
Stelle F(t). Ersetzt man F(t) durch den Produkt-Limit-Schätzer 
F(t), so erhält man eine Schätzung für die Verteilung von T(k): 
P(T(k) = Y m) = Beta(k,n - k + 1 )(F(Y m) ) 
-Beta(k,n-k+ 1)(F{YU-I))) 
B(n,F(YU_I)))(k) - B (n,F(Ym))(k). (16) 
Bezüglich einer Bootstrap-Approximation vergleiche man 
REID (1981). 
Diese Methode nimmt direkten Bezug auf das unbekannte 
Stichprobenquantil und ist somit direkter als die Methode des 
vorangegangenen Abschnitts, welche sich auf die Schätzung 
von Q(p) bezog und eher angebracht erscheint, wenn mit der 
Quantilschätzung gleichzeitig auch eine Aussage über deren 
Variabilität getroffen werden soll. 
5. Simultane Vertrauensbereiche für Quantile 
Simultane VB lassen sich schließlich sofort aus den entspre-
chenden simultanen Vertrauensbändem für die Überlebens-
funktion ableiten. Ist z. B. {[L(t), U(t) 1 0 .;;; t .;;; LI ein simulta-
nes Band nach HALL und WELLNER (1980) und ist L-l(x) = inf 
{t: L(t) < xl, U-l(X) = inf {t: U(t) < xl und U-l(L) = PT' Dann 
gilt 
I-Cl .;;; P(L(t) .;;; Set) .;;; U(t) für 0 .;;; t .;;; L) 
.;;; P(L-l(1-p).;;; Q(p).;;; U-l(1-p) für 0 .;;; p.;;; I-pT)' 
6. Beispiele 
Zur Illustration wurden von den oben beschriebenen Verfah-
ren drei ausgewählt und mit ihnen 95 % VB für den Median bei 
Tabelle 1. Medianschätzung und 95 % VB für eine Zwischenauswer-
tung ZW und die Endauswertung E für 52 Patienten mit einem gastro-
intestinalem Karzinom. Alle Angaben sind in Tagen 
ZW E 
Median 376 299 
95%VBnach 
B&C (218,456) (256,402) 
Boot (256,456) (256,402) 
Reid (218,446) (237,410) 
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Abb. I. Kaplan-Meier-Schätzung (durchgezogen) mit 95 % Ver-
trauensintervallen (untere: punktiert, obere: gestrichelt) für die Über-
lebensfunktion der Leukämie-Überlebenszeiten nach ZIPPIN und AR-
MIT AGE (1966). 
zwei verschiedenen Beispielen berechnet. Es sind dies 
B&C: die Methode von BROOKMEYER & CROWLEY, Formel (8) 
und(1); 
Boot: die Bootstrap-Methode nach EFRoN, Formel (15); 
Reid: die Methode von REm, Formel (16). 
Als erstes Beispiel wurden aus der Literatur die 17 Leukä-
mie-Überlebenszeiten von FEIGL und ZELEN (1965) mit den 5 
zufälligen Zensierungen gewählt, wie sie von ZIPPIN und AR-
MIT AGE (1966) eingeführt wurden. Die beobachteten Zeiten 
sind 1, 1 *,4,5,5*,13*,13*,16,34*,39,65,65,100,108,121, 
143 und 156 Wochen. Dabei kennzeichnet ein hochgestellter * 
eine zensierte Beobachtung. Abb. 1 zeigt die Kaplan-Meier-
Schätzung der Überlebensfunktion und die punktuellen 95 % 
VB für Set) berechnet nach Formel (5) mit der Greenwood-Ap-
proximation (1) für Var Set). Als Medianschätzung erhält man 




Zur Berechnung des VB nach der Bootstrap-Methode wurde 
B = 200, 400, 800 und 1600 gewählt. Es ergab sich jedesmal 
das Intervall (16, 121). Emersons Biomialapproximation liefert 
ebenfalls das Intervall (16,121). 
Als zweites Beispiel wurden die Überlebenszeiten von 52 Pa-
tienten mit metastasierendem gastro-intestinalem Karzinom, 
die in einer randomisierten klinischen Studie mit der Kombina-
tionstherapie 5-Fluorouracil-Carmustin (BCNU) behandelt 
wurden, vgl. QUEISSER et al. (1981) gewählt. Bei einer Zwi-
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Abb. 2. Kaplan-Meier-Schätzung der Überlebensfunktion für eine 
Zwischenauswertung (ZW) und die Endauswertung (E) für 52 Pa-
tienten mit einem gastrointestinalen Karzinom. Die obere Abzisse 
zeigt die Lage der zensierten Beobachtungen. 
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schenauswertung im Februar 1979 lagen noch 22 zensierte Be-
obachtungen vor, während bei der Endauswertung im Februar 
1980 noch 8 Beobachtungen zensiert waren. Bei der Endaus-
wertung lagen die zensierten Beobachtungen alle rechts vom 
Median und selbst nicht mehr in dem 95 % Vertrauensintervall, 
das auf dem üblichen nicht-parametrischen Weg über den Vor-
zeichentest bestimmt wurde. Die mediane Überlebenszeit bei 
der Endauswertungwar 306,5 Tage mit(2l8, 425) als 95 % Ver-
trauensintervall. 306,5 ist das arithmetische Mittel der beiden 
in der Mitte liegenden Beobachtungen von 299 und 314 Tagen. 
Die Kaplan-Meier-Schätzungen der Überlebenskurven und 
die Lage der zensierten Beobachtungen sind in Abb. 2 (ZW und 
E) dargestellt. Die Medianschätzungen und die 95 % VB für die 
Zwischen- und die Endauswertung sind aus Tabelle 1 ersicht-
lich. Es fällt auf, daß die VB bei der Endauswertung enger sind 
als der klassische nicht-parametrische VB. Dies mag daran lie-
gen, daß diese asymptotischen VB für kleine Stichproben leicht 
antikonservativ sind. Der Unterschied ist allerdings gering; er 
beruht in diesem Beispiel auf einem zusätzlichen Meßwert: die 
nächstkleinere Beobachtung nach 256 ist 218 und die nächst-
größere nach 418 ist 425 . 
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Allgemeine Lösungen multiplerTestprobleme 
E. Sonnemann 
Zusammenfassung 
Die Einfohrung der sequentiell verwerfenden Testprozeduren 
durch EINOT, GABRIEL, 1975, NAIK , 1975, MARCUS, 
PERITZ, GABRIEL, 1976 und HOLM, 1977/79 hat zu ei-
nem beträchtlichen Fortschritt in der Theorie multipler Tests ge-
fohrt. In dieser Arbeit wird ein Überblick über die allgemeinen 
theoretischen Grundlagen und die neueren Forschungsergeb-
nisse gegeben. Besonderes Gewicht wird dabei auf die Darstel-
lung des Abschlußprinzips for multiple Tests gelegt, mit dem 
alle Verbesserungen erzielt wurden. Weitere neue Anwendungs-
möglichkeiten werden gezeigt, und der Zusammenhang mit der 
Theorie der Konjidenzbereiche wird diskutiert. 
Summary 
The introduction of sequentially rejective multiple test proce-
dures (EINOT, GABRIEL, 1975, NAIK, 1975, MARCUS, 
PERl TZ, GABRIEL, 1976, HOLM, 1977/79) has caused 
considerable progress in the theory of multiple comparisons. 
Emphasizing the closure of multiple tests we give a survey of the 
general theory and its recent results in applications. Some new 
applications are given including a discussion of the connection 
with the theory of conjidence regions. 
1. Einleitung 
Die Einführung der sequentiell verwerfenden Testprozeduren 
durch EI NOT, GABRIEL, 1975, NAIK, 1975, MARCUS, PERITZ, 
GABRIEL, 1976, und HOLM, 1977179, hat zu einem beträchtli-
chen Fortschritt in der Theorie der multiplen Tests geführt, so 
daß viele der bisher empfohlenen Verfahren (vgl. MILLER, 
1966/77) verbessert werden können. NAIK und MARCUS et al. 
haben diese Methode nur auf das Problem des Vergleichs meh-
rerer Populationen mit einer Standard population angewendet. 
Vielleicht deswegen ist die allgemeine Verwendbarkeit nicht 
immer erkannt worden, obwohl MARCUS et al. darauf hinwei-
sen. Ein Verdienst von HOLM ist, daß er u. a. die Verbesserung 
des klassischen BONFERRoNI-Tests zeigt. Das Problem des 
paarweisen Mittelwertvergleichs in der Varianzanalyse wird 
von EI NOT, GABRIEL behandelt. Sie weisen auf eine von PERITZ, 
1970, vorgeschlagene Korrektur des NEWMAN-KEULS-
Tests hin, empfehlen aber noch den TUKEY-Test. Erst BEGUN, 
GABRIEL, 1981, propagieren den verbesserten NEWMAN-
KEULS-Test. Alle diese Ergebnisse lassen sich aus einem allge-
meinen Abschlußprinzip herleiten, das zu dem sogenannten 
Abschlußtest führt und das schon von EINOT, GABRIEL formu-
liert wurde. Ziel dieser Arbeit soll es sein, diese allgemeine 
Theorie darzustellen und einige weitere Anwendungsmöglich-
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keiten ZU beschreiben. Bevor jedoch die Gliederung der Arbeit 
erläutert wird, sollen die Grundbegriffe eingeführt werden. 
Durch eine Zufallsvariable X mit unbekannter Verteilung 
aus lPe : 8 E G) werde ein statistisches Experiment beschrie-
ben. Liegen die Realisierungen x von X in dem Stichproben-
raum X und bezeichnet B die zugehörige cr-Algebra, so werde 
das Experiment dargestellt durch den statistischen Raum 
(X,B,{Pe : 8 E G)). Ein multiples Testproblem ist gegeben, 
wenn hierin eine Familie {Rb : i E I) zu prüfender Nullhypo-
thesen ausgezeichnet ist mit Hb =1= Hb für i =1= j. Dabei ist Hb Null-
hypothese, wenn gilt Hb ~ G und 0 * Rb =1= G . H\ : = G -
Hb bezeichnet die zugehörige Alternativhypothese. Die Index-
menge I der Nullhypothesen sei beliebig (nicht notwendig end-
lich oder abzählbar), sie enthalte aber mindestens zwei Elemen-
te, um den Fall eines einfachen Testproblems auszuschließen. 
Bemerkung 1.1.: Die Voraussetzung paarweise verschiedener 
Nullhypothesen verbietet das Anwenden verschiedener Tests 
auf ein und dieselbe Nullhypothese. Eine solche durchaus in-
teressierende, wenn auch in der bisherigen Praxis immer ver-
pönte Erweiterung der Theorie des multiplen Testens soll hier 
also nicht untersucht werden. Doch sei soviel angemerkt, daß 
eine solche Erweiterung kaum zu neuen mathematischen Pro-
blemen führt, sondern lediglich Identifikationsprobleme 
schafft und damit insbesondere die Diskussion der Wider-
spruchsfreiheit multipler Tests (s. § 2) erheblich erschwert. 
Ist ein multiples Testproblem (X,B,{Pe : 8 E Gj), {Rb: i E I) 
gegeben, so bestehe die Aufgabe darin, einen (nichtrandomi-
sierten) multiplen Test <P = (<Pi : i E I) anzugeben, dessen 
Komponenten <Pi : X ---> {0,1) als Tests für die einfachen Test-
probleme Rb : H\ interpretiert werden. Dementsprechend ist 
{<Pi = 1) = {x EX: <p(x) = 1) der Ablehnungs- oder kritische 
Bereich und {<Pi = 0) der Annahmebereich von <Pi. 
Bemerkung 1.2.: Das Zulassen auch überabzählbarer Hypo-
thesenfamilien führt zu Meßbarkeitsproblemen, die aber nicht 
allgemein diskutiert werden sollen. Im folgenden wird einfach 
immer vorausgesetzt, daß ein multipler Test <P in dem Sinne 
meßbar ist, daß die mit seinen kritischen Bereichen vorgenom-
menen mengenalgebraischen Operationen auch zu meßbaren 
Mengen führen. Im konkreten Fall benötigt man bei höchstens 
abzählbarer Indexmenge I nur die Meßbarkeit der {<Pi = 1). Bei 
überabzählbarem I führen Stetigkeits- oder Monotonieüberle-
gungen zum Erfolg. 
Ein multipler Test soll, wenn möglich, widerspruchsfreie 
Entscheidungen liefern und die Wahrscheinlichkeiten für 
Fehlentscheidungen kontrollieren. Dementsprechend werden 
im Abschnitt 2 die Begriffe Kompatibilität, Kohärenz und 
Konsonanz erläutert und im 3. Abschnitt Fehler 1. Art und 
Fehler 2. Art diskutiert. Der Begriff des Tests zum multiplen 
Niveau a wird ins Zentrum der Untersuchung gestellt. Zusam-
men mit der Forderung der Kohärenz führt er direkt zum allge-
meinen Abschlußtest im 4. Abschnitt. Seine vorteilhafte 
sequentielle Durchführung wird mit Beispielen erläutert. 
Dabei wird im 5. Abschnitt davon ausgegangen, daß für die 
einfachen Testprobleme jeweils Vereinigungs-Durchschnitts-
tests verwendet werden. Den Schluß bilden einige Anwendun-
gen des allgemeinen Durchschnittstests auf primär einfache 
Testprobleme einerseits und Konfidenzschätzprobleme ande-
rerseits. 
2. Widersprüchliche Entscheidungen 
Gegeben seien ein statistischer Raum (X,B,{Pe : 8 E 0}) mit ei-
ner Familie von Nullhypothesen {Rb : i E I} sowie ein multipler 
Test <P = (<Pi : i E I). Trifft man für Stichproben x E X bei 
<Pi(X) = 1 die Entscheidung für Hi und bei <Pi(X) = 0 die Ent-
scheidung für Hb, so liefert der multiple Test <P einen Wider-
spruch, wenn der Durchschnitt all der Null- und Alternativhy-
pothesen, für die man sich bei beobachtetem <p(x) entscheidet, 
leer ist. 
Definition 2.1. (LEHMANN, 1957, I): Ein multipler Test <P 
(<Pi: i E I) heißt kompatibel oder allgemein widerspruchsjrei, 
wenn gilt: 
n . 
V x EX: i E I H~i(X) =t= 0. 
Dieses Konzept einer allgemeinen Widerspruchsfreiheit be-
deutet eine starke Einschränkung (siehe Beispiel 2.3). Der An-
wender statistischer Tests trifft jedoch im allgemeinen nur 
dann wirklich eine Entscheidung, nämlich die für Hi, wenn 
<piCx) = 1 gilt, während er im Falle <Pi(X) = 0 sich nicht explizit 
für Hb entscheidet, sondern vorsichtig formuliert, daß Rb nicht 
verworfen werden kann. Dies bedeutet formal eine Entschei-
dung für 0 und führt zur folgenden Abschwächung der allge-
meinen Widerspruchsfreiheit. 
Definition 2.2. (vgl. LEHMANN, 1957, 11): Ein multipler Test 
heißt kompatibel 1. Art oder widerspruchsjrei 1. Art, wenn gilt: 
n . 
VxEX: . () IH\=t=0. 
l:<Pi x = 
Beispiel 2.3.: In einer Varianzanalyse seien drei Mittelwerte 
paarweise und global zu vergleichen. Dabei möchte man fol-
genden Widerspruch allgemeiner Art zulassen: 
HA2 :J.!1 = J.!2 HA3 :J.!1 = J.!3 HB3 :J.!2 = J.!3 
<P12(X) = 1 <P13(X) = 0 <P23(X) = 0 
~ 123. I / 
Ho . J.!1 = J.!2 = J.!3 
<P123(X) = 1 
Deshalb wird man anstelle der allgemeinen Widerspruchs-
freiheit nur die in 1. Art verlangen. Doch erscheint die schwä-
chere Forderung wiederum zu schwach, wie die folgenden Ent-
scheidungsmöglichkeiten für dieselbe Situation zeigen. Man 
möchte verhindern (eine Nicht-Kohärenz) 
<P12(X) = 1 <P13(X) = 0 <P23(X) = 0 
_______ I ~ 
<P123(X) = 0 
SONNEMANN, Allgemeine Lösungen multipler Testprobleme 121 
und, wenn möglich, möchte man auch vermeiden (eine Disso-
nanz) 
<P12(X) = 0 <pu(x) = 0 <P23(X) = 0 
~ <P123(~) = 1/ 
In beiden Fällen liegt kein Widerspruch 1. Art vor, sondern 
nur einer allgemeiner Art. 
Definition 2.4. (GABRIEL, 1969): Ein multipler Test 
<P = (<Pi : i E I) heißt kohärent, wenn gilt: 
Vi,j E I :Hb;:2 Rb=> {<pj = I} ~ {<pi = I}. 
<P heißt konsonant, wenn gilt: 
. U 
Vi EI: [3 Hb::>Rb => {<Pi = I} ~ . 'Hj Hi {<pj = l}]. 
J. 0::> 0 
Hierin bedeutet Hb::> Hb die strenge Inklusion, also Hb;:2 Rb und 
Hb=t= Hb· 
Bemerkung 2.5.: Kohärenz eines multiplen Tests ist gleichbe-
deutend mit jeder der folgenden Aussagen: 
(i) V j EI: {<pj = I} = .. H~C Hi!<Pi = I}; 
1. 0- 0 
(ii) ViEI:"H~ Hd<pj= 1}={<pi= I}. 
J. 0::> 0 
Ein kohärenter und konsonanter multipler Test hat also die 
Eigenschaft 
U 
{<Pi = I} = j:Hb::> Rb{<pj = I} 
für alle Hb, zu denen echte Obermengen Hb existieren. 
Bemerkung 2.6.: Die hier aus der Literatur übernommene De-
finition der Konsonanz verhindert nicht notwendig einen Wi-
derspruch allgemeiner Art, ihre Forderung kann im Gegenteil 
einen solchen erzwingen. Das überlegt man sich etwa für drei 
Nullhypothesen HA, RB, HÖ mit HÖC Hb n HB. Hierin ist <Pl(X) 
= <P2(X) = 0, <P3(X) = 1 nicht widersprüchlich. 
»Strenge« Konsonanz, die genau den im Beispiel 2.3. ange-
sprochenen Widerspruch verhindert, sollte man definieren 
durch: 
V i EI' Rb - n Hj => {<po - I} C U J<p - I} 
. - j:Hb::> Rb 0 1 - - j:Hb::>Hb I J - • 
Da diese »strenge« Konsonanz aus der üblichen Konsonanz 
folgt, und in den hier behandelten Beispielen Pathologien der 
beschriebenen Art nicht vorkommen werden, wollen wir auf 
diese Präzisierung verzichten. 
Bemerkung 2.7.: Widerspruchsfreiheit läßt sich durch einfa-
che Strukturforderungen an die Hypothesenfamilie {Hb : i E I} 
erzwingen. Beispielsweise hat die Forderung 
V E E {O,l}!: i~I H~i =t= 0 
zur Folge, daß allgemeine Widersprüche nicht auftreten kön-
nen. Ebenso verhindert die Eigenschaft niE I Hi =t= 0 jeden 
Widerspruch 1. Art. Die erste Forderung ist etwa in der Va-
rianzanalyse erfüllt, will man nur k-Verfahren jeweils mit ein 
und derselben Kontrolle vergleichen. Ist man jedoch an allen 
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paarweisen Mittelwertvergleichen interessiert, so gilt die erste 
Forderung nicht mehr, wohl aber noch die zweite. Daß aber 
auch die zweite Forderung noch zu wesentlichen Einschrän-
kungen führt, erkennt man am Beispiel der bei den einseitigen 
Nullhypothesen Hb : !LI :$ !L2 und H~ : !LI :::::: !L2 in einem 2-
Stichproben-Problem. Um also unnötige Einschränkungen zu 
vermeiden, werden Überlegungen in dieserRichtung nicht wei-
ter verfolgt. Außerdem wird sich im folgenden Abschnitt zei-
gen, daß Strukturforderungen der hier angedeuteten Art ande-
ren sinnvolleren gerade entgegenliefen. 
3. Fehlentscheidungen 
Gegeben seien ein multiples Testproblem (X,B,{Pe : 8 E 8 )), 
{Rb : i E I) und ein multipler Test <P = (<Pi: i E I). Dann ergibt 
<P einen Fehler 1. Art, wenn ein Rb abgelehnt wird, obwohl der 
wahre Parameter 8 in Rb liegt. Ein Fehler 2. Art liegt vor, wenn 
ein Hh nicht abgelehnt wird bei wahrem 8 E H\ . Bei einem mul-
tiplen Test können beide Fehlerarten gleichzeitig auftreten. 
Definition 3.1. <P = (<Pi : i E I) heißt Test zum multiplen Niveau 
Umgekehrt ist für 1(8) = 0 nichts zu beweisen. Für 1(8) =1= 0 
folgt aus (3.4.) sofort die Eigenschaft der Definition 3.1. 
Beispiel 3.5.: Der klassische BONFERRONI-Test hält das 
multiple Niveau a. Für eine endliche Hypothesenfamilie 
{Rb, ... ,Hg folgt nämlich aus 
V 1 :$ i :$ n : V 8 E Hh : Pe( <Pi = 1) :$ a / n 
sofort 
V } ~ I : V 8 E Ht : Pe( j ~} {<pj = 1) :$ j ~} Pe( <pj = 1) :$ a. 
Beispiel 3.6. : Bekanntlich hält der multiple t- Test nicht das 
multiple Niveau a , nicht einmal das globale Niveau a. Der 
multiple t-Test ist für die paarweisen Mittelwertvergleiche 
HB : !Li = !Li> 1 :$ i < j :$ k, 
im Varianzanalysemodell definiert durch <P = (<Pl ,2, ... ,<Pk-r ,k) 
mit 
<Pij = 
1 > ° ,I tij I ~ tn. -,- k; al2 
a für {Rb: i E I), wenn gilt: und 
u 
V 8 E 8 : Pe(iEI(8) {<Pi = 1)) :$ a. 
Hierbei seien das Niveau a E [0,1] und 1(8) : = {i EI: Hh 38) 
die Menge der zu den jeweils wahren Nullhypothesen gehören-
den Indizes. Gilt 1(8) = 0, so wird die Konvention U iE 0 Ai 
: = 0 angewendet. 
Ein Test (<p : i 3 I) zum multiplen Niveau a kontrolliert also 
die Wahrscheinlichkeit für einen Fehler 1. Art durch die obere 
Schranke a. Gleichgültig, welche der Hh, i E I, wahr sind, wird 
die Wahrscheinlichkeit, eine wahre Nullhypothese abzuleh-
nen, kleiner gleich a gehalten. Dies ist gleichbedeutend damit, 
daß die Wahrscheinlichkeit, alle wahren Nullhypothesen nicht 
zu verwerfen, größer gleich 1 - a ist. 
Bemerkung 3.2.: Oft wird in der Literatur anstelle des multi-
plen Niveaus a nur das globale Niveau a gefordert. Das bedeu-
tet, daß <P lediglich die Eigenschaft besitzt: 
n. u 
V 8 E Ho : = i E I Hb : Pe (i E I {<Pi = 1)) :$ a. -
Abgesehen davon, daß Ho = 0 vorkommen kann, bedeutet 
dies, daß nur die Fehler 1. Art begrenzt bleiben, die auftreten 
können, wenn die Globalnullhypothese Ho wahr ist. Dieses Gü-
tekriterium ist einem multiplen Testproblem nur mit Ein-
schränkungen angemessen (siehe auch HOLM, 1977, 1979). 
Lemma 3.3.:<p = (<Pi : i E I) ist Test zum multiplen Niveau a 
für {Hh : i E I) genau dann, wenn gilt: 
n· u 
(3.4) V} ~ I: V 8 E Ht: = jE} Hb : Pe(jE} {<pj= l)):$a. 
Hierbei ist n jE 0 Hb : = 8 die Konvention. 
Beweis: Sei <P ein Test zum multiplen Niveau a. Dann ist für} 
= 0 oder Ht = 0 die Behauptung trivial bzw. leer. Ist 8 E 
HJ, so folgt} ~ I (8) und damit 
U U 
Pe(iE}{<Pj = 1)):$ Pe (jEI(8) {<pj = 1)):$ a . 
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Beispiel 3.7.: Der LSD-Test (least significant difference test) 
von FISHER, 1935, für das Problem des Beispiels 3.6. hält das 
globale Niveau a, aber i. a. nicht das multiple Niveau a. Der 
LSD-Test schaltet vor die Ausführung des multiplen t-Tests 
noch den F-Test <Po für die Globalnullhypothese Ho : !LI = 
... = !Lk, hat also die Gestalt 
<P = (<Po ' <Pr ,2, ... ,<PO' <Pk-r,Ü 
Lemma 3.3 . verdeutlicht, daß <P = (<Pi: i E I) genau dann ein 
Test zum multiplen Niveau a für {Rb : i E I) ist, wenn für jede 
Durchschnittshypothese Ht = n j EJ Hb =1= 0 mit 0 =1= } ~ I 
der nach dem allgemeinen Vereinigungs-Durchschnittsprinzip 
von ROY (siehe Roy, 1957, GABRIEL, 1969) abgeleitete Test <PJ 
mit dem kritischen Bereich 
U 
{<pJ = 1) : = jE} {<pj = 1) 
ein Test zum Niveau a ist. 
Da ein Test <P = (<Pi: i E I) zum multiplen Niveau asomit 
immer für alle Ht mit} ~ I Tests zum Niveau a liefert, stellt es 
keine Einschränkung der Allgemeinheit dar, wenn im folgen-
den Abschnitt sogleich eine durchschnittsabgeschlossene Hy-
pothesenfamilie und ein multipler Test vorausgesetzt werden, 
dessen Komponenten Niveau-a-Tests für die zugehörigen ein-
zelnen Hypothesen sind. 
Definition 3.8.: Ein multiples Testproblem (X,B,{Pe : 8 E G), 
{Rb : i E I) bzw. eine Familie von Nullhypothesen {Rb : i E I) 
heißt durchschnittsabgeschlossen, wenn gilt : 
n . 
V 0 =1= } ~ I: Ht : = jE} Hb = 0 oder Ht E {Hh : i EI). 
Beispiel 3.9. : In einer 1-faktoriellen Varianzanalyse ist die Hy-
pothesenfamilie 
HÖ2 : !LI = !L2, HÖ "3 : !LI :$ !L3, Hö > 3 : !LI > !L3, 
HÖ2:53 : !ll = !l2 :5 !l3, HÖ2 >3 : !ll = !l2 > !l3 
durchschnittsabgeschlossen. 
In einer beliebigen Hypothesenfamilie {Hb : i E I} heiße Rb 
eine Elementarhypothese, wenn kein Rb echte Obermenge von 
Rb ist. Die Elementarhypothesen sind genau die maximalen 
Elemente bezüglich der durch die Mengeninklusion gegebenen 
Halbordnung. (Der i. a. in der Literatur verwendete Name 
»Minimalhypothese« verwirrt häufig.) Die minimalen Ele-
mente in dieser Ordnung heißen Globalhypothesen. Ist ein Rb 
Durchschnitt seiner echten Obermengen, gilt also 
. n i 
Rb = j:Hb:::lRb HO, 
so sprechen wir VOn einer Schnitthypothese. 
Bemerkung 3.10.: In einer durchschnittsabgeschlossenen Hy-
pothesenfamilie ist eine Hypothese, die nicht Schnitthypothese 
ist, nicht notwendig eine Elementarhypothese. Ein Gegenbei-
spielliefert schon der Abschluß der in der Bemerkung 2.6. be-
schriebenen Familie. Auch lassen sich die Schnitthypothesen 
nicht immer als Durchschnitte VOn Elementarhypothesen dar-
stellen. Die hier getroffene Definition der Durchschnittsabge-
schlossenheit läßt mehrere Globalhypothesen zu, sie läßt aber 
auch zu, daß keine Globalhypothese existiert. In der Familie 
{H"b : y E IR I} mit H"b = (- oo,y] beispielsweise ist jede Hypo-
these Schnitt-, aber keine Global- oder Elementarhypothese. 
4. Der Abschlußtest 
Seien (XB,{Ps : 9 E 0), {Rb: i E I} ein durchschnittsabge-
schlossenes multiples Testproblem und <P = (<pi : i E I) ein 
multipler Test, dessen Komponenten sämtlich Niveau-a-Tests 
sind. Es gelte also für a E [0,1]: 
(4.1.) 'Vi E I :'V9 E Rb :Ps(<pi=I):5 a. 
Dann wird der Abschlußtest 'V( <p) = ('Vi: i E I) aus <P in der 
Weise aufgebaut, daß 'Vi die Hypothese Rb genau dann ablehnt, 
wenn alle Hypothesen Hb <:;; Hb durch ihre <pj abgelehnt wer-
den. Dies bedeutet 
'V i EI: 'V x EX: 'Vi(X) : = { 
oder kurz 
1, 'V Hb<:;; Rb: <pj{x) = 1 
0, sonst 
(4.2.) 'Vi E I : {'Vi=l} = "HjnCUi {<pj= 1}. 
J. 0-'''0 
Satz 4.3.: Existiert zu einem durchschnittsabgeschlossenen 
multiplen Testproblem (X,B,{Ps: 9 E 0)), {Hb: i E I} ein 
multipler Test <p = (<Pi: i E I), dessen Komponenten <Pi alle Ni-
veau-a-Tests sind, die also (4.1.) erfüllen, so gilt: 
(i) Ist<p kohärent, so ist <p ein Test zum multiplen Niveau a. 
(ii) Der Abschlußtest 'V( <p) ist ein kohärenter Test zum multip-
len Niveau a. 
Beweis: (i) Seien 9 E 0 und 1(9) = {i EI: Hb E 9) * 0. 
Dann folgt aus der Durchschnittsabgeschlossenheit von 
iHb: i E I} die Existenz eines j E I mit 
Hj - HI(S)_ n ui 
o - 0 - i E 1(9)'''0' 
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Wegen j E 1(9) und der Kohärenz von <p (vgl. Bemerkung 
2.5) folgt daraus 
U U 
{<pj = 1} <:;;iE 1(9) {<pi = 1} = i:Hb:2Hb{<Pi = 1} ~ {<pj = 1}. 
Damit erhält man die Behauptung 
U 
Ps (iEI(9) {<Pi = I)) = Ps(<pj = 1):5 a 
wegen 9 E Hb mit der Voraussetzung (4.1.). 
(ii) Der Abschlußtest 'V( <p) ist per definitionern kohärent, da 
aus (4.2.) für Hb:2 Hb direkt folgt 
n n 
{'Vj = 1} = k 'HkCHi!<Pk = 1} <:;;k 'Hkcud<pk = I} = {'Vi = 1}. 
. 0- 0 . 0-'''0 
Seine Komponenten sind wegen {'Vj = I} <:;; {<pj = I} sämt-
lich Niveau-a-Tests, so daß 'V( <p) alle Voraussetzungen des 
Teils (i) dieses Satzes erfüllt. 
Beispiel 4.4. : In den Anwendungen ist es i. a. nicht notwendig, 
die Komponenten des Abs'chluß-Tests explizit zu bestimmen. 
Bei endlicher Hypothesenfamilie führt man die gegebenen Ni-
veau-a-Tests sequentiell durch, indem man in dem Hypothe-
senverband schrittweise vorgeht. Dies sei am Beispiel dreier 




Führt auf diesem Stufenweg ein Test zur Annahme der zuge-
hörigen Nullhypothese, so werden auch alle Hypothesen ange-
nommen, die hierzu Obermenge sind. Der Abschluß-Test kann 
also folgende Entscheidungsmuster ergeben (abgesehen VOn 
Permutationen der Hb): ' 
(1) (2) (3) (4) (5) 
000 000 000 000 000 
000000100110111 
o 1 1 1 1 
(6) (7) (8) (9) 
100100110111 
110 111 111 111 
1 1 1 1 
Daran ist die Kohärenz direkt abzulesen. Konsonanz gilt ge-
nau dann, wenn höchstens die Muster(I), (6), (8), (9) auftreten. 
Bemerkung 4.5.: Ähnlich wie beim Übergang von <p zum Ab-
schlußtest 'V(<p) im Satz 4.3. die Kohärenz erzwungen wurde, 
läßt sich auch die Konsonanz herbeiführen, indem man VOn 
'V( <p) in einem zweiten Abschluß zu \fI( <p) übergeht. Dabei hat 
man die Komponenten \fIi von \fI( <p) über die Komponenten 'Vi 
von 'V( <p) folgendermaßen zu definieren: Ist die Hypothese Rb 
echte Teilmenge einer anderen, so sei 
3 Hb:::lRb:'ViCx) = 1, 
sonst 
andernfalls, wenn als Rb Elementarhypothese ist, setze man 
\fIi = 'Vi· Im Beispie14.4. bedeutet dieses Vorgehen, daß die Mu-
ster(I), (6), (8), (9) beibehalten werden, während die Muster (2) 
bis (5) durch (1) und (7) durch (6) ersetzt werden. 
Da für den Abschluß-Test 'V( <p) beliebige Niveau-a-Tests <Pi, 
i E I für die Hb vorausgesetzt werden, sind seine Anwendungs-
möglichkeiten unbegrenzt. Einige wichtige Beispiele werden 
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im folgenden Abschnitt behandelt. Hier sei nur noch aus histo-
rischen und methodischen Gründen der Spezialfall des paar-
weisen Vergleichs dreier Mittelwerte behandelt. 
Beispiel 4.6.: Betrachten wir wieder die Situation in den Bei-
spielen 3.6. und 3.7., so hat die durchschnittsabgeschlossene 
Hypothesenfamilie die Struktur: 
Hö2: 111 = 112 Hö3 : 111 = 113 Hij3 : 112 = 113 
~ I / 
Ho : 111 = 112 = 113 
Wir setzen gleiche Stichprobenumfänge ni = n voraus, um 
alle benötigten Verteilungen exakt bestimmen zu können. Auf 
die Elementarhypothesen Hg werden die t-Tests 
angewendet und auf die Globalhypothese Ho einmal der F-Test 
3 
<po = { b ,F ~ F2,3(n- l) ;a mit F = i tY(i. -X.Y/S2 
und zum anderen der Spannweitentest 
{ I 2: 1 <po = 0 ,maxi<jltijl < V2 Q3,3(n - l);a. 
Hierbei gilt immer S2 = L L (Xij - Xi.? /3(n - 1), und ta, Fa, 
Qa bezeichnen die a-Fraktile der t- bzw. F-Verteilung bzw. der 
Verteilung der studentisierten Spannweite. 
Alle Tests sind Niveau-a-Tests. Also ist FISHERs LSD-Test 
(<Po, <po . <P12, <po ,<P13, <Po . «23) ein kohärenter Test zum multi-
plen Niveau a für !Ho, HÖ2, HÖ3, Hij3), weil er per definitionem 
ein Abschluß-Test ist. 
Ebenso ist der Test (<Po, <Po . <P12, <Po . <P13, <Po . «23) ein kohä-
renter Test zum multiplen Niveau a. Dieser Test ist mit dem 
NEWMAN-KEULS-Test identisch. Da beide Tests auch kon-
sonant sind, stehen sie in Konkurrenz miteinander, und es ist 
noch nicht klar, welcher von beiden wann und in welchem Sin-
ne überlegen ist. 
Deutlich wird in diesem Beispiel die Überlegenheit des 
NEWMAN-KEULS-Tests gegenüber dem TUKEY-Test (<Po, 
<P12' <P13' <P23) mit 
<Pij= { b ,Itijl ~ ~Q3'3\n - l);a 
und die des LDS-Tests gegenüber dem »SCHEFFE-Test« 





t3(n-l);a/2 < V2 Q3,3(n - l);a < VF2,3(n-l) ;a. 
Während der TUKEY-Test kohärent und konsonant zum 
multiplen Niveau a ist, besitzt der »SCHEFFE-Test« die Ei-
genschaft der Konsonanz bekanntlich nicht. Kombiniert man 
beide zu (<Po, <P12' <PlJ' <P23), so erhält man einen Test zum multi-
plen Niveau a, der weder kohärent noch konsonant ist. 
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5. Endliche Hypothesenfamilien 
Es sollen durchschnittsabgeschlossene Hypothesenfamilien 
untersucht werden, die von endlich vielen Elementarhypothe-
sen erzeugt werden. Dabei werden für die einzelnen N ullhypo-
thesen Vereinigungs-Durchschnitts-Tests zum Niveau a ver-
wendet, aus denen mit dem Abschlußprinzip ein kohärenter 
Test zum mutliplen Niveau a resultiert. 
Gegeben sei also ein durchschnittsabgeschlossenes multi-
ples Testproblem (X,B,(Pe : 8 E E»), !Hb : 1 ~ i ~ n). Hierbei 
seien für 2 ~ m ~ n 
(5.1.) HÖ, ... ,H'ö' Elementarhypothesen 
und alle übrigen Hb Durchschnitte hiervon, d. h. für sie gelte: 
m 
(5.2.) V m + 1 ~ i ~ n : Hb = n Hb. 
j= 1 
Hb~Hb 
Mit der Bezeichnung 
l(i) : = U : 1 ~ j ~ m, Hb ;2 Hb) 
gilt dann 
(5 3 ) ...., 1 < . < n' HJ(i). - n Hj - ui .. v _1_ . o'-jEl(i) 0-'''0, 
und diese neue Indizierung der Hypothesen soll im folgenden 
immer verwendet werden. 
Anmerkung: Unter den gegebenen Voraussetzungen sind ver-
schiedene Durchschnittsdarstellungen für die Schnitthypothe-
sen denkbar. So können 1 c l(i) existieren mit HlJi) = Hö = 
n JEJ Hb. Daß hier immer die maximale Indexmenge l(i) 
gewählt wird, geschieht, um im folgenden die Tests eindeutig 
festzulegen. Wählte man nicht die Zuordnung i --+ 1 (i), sondern 
eine andere i --+li mit der Eigenschaft HlJi) = Hbi für alle I ~ i 
~ n, so erhielte man auch andere Tests. Die Konstruktionsme-
thode jedoch ließe sich genauso anwenden. 
Für die Elementarhypothesen H(li der Familie mögen Prüf-
statistiken 
(5.4.) Pi : (X,B)--+(rR 1,fB 1), 1 ~ i ~ m, 
gegeben sein, die unter den Verteilungen der zugehörigen Al-
ternativen H(il kleinere Werte bevorzugen. Das können bei-
spielsweise die Überschreitungswahrscheinlichkeiten ge-
bräuchlicher Prüfgrößen sein (s. HOLM, 1977/79, SONNE-
MANN, 1981). Dann sollen, dem Vereinigungs-Durchschnitts-
Prinzip von Roy folgend (vgl. die Bemerkung im Anschluß an 
Beispiel 3.7.), für die Schnitthypothesen Hb(i), m + 1 ~ i ~ n, 
als Prüfstatistiken minjEJ(i) pj verwendet werden. Schließlich 
benötigt man noch kritische Werte ca(l(i)), so daß alle Vereini-
gungs-Durchschnitts- Tests 
{ 1,min (5.5.) <PJ(i) = 0 jE l(i) Pj 
~ > ca(l(i)), 
Niveau-a-Tests sind. Es wird also vorausgesetzt: 
(5 .6.) V 1 ~ i ~ n: 3 ca(l(i)) E rR 1 : 
8 J(i) (min < (1('))) < V E Ho : Pe jE l(i) pj - Ca 1 - a. 
Damit ist für die durchschnittsabgeschlossene Familie 
!Hb(i) : 1 ~ i ~ n) ein multipler Test 
<P = (<PJ(i) : 1 ~ i ~ n) 
gegeben, aus dem man mit Satz 4.3. (ii) den Abschluß-Test 
\j1(<p) = (\j11(i) : I ::::; i ::::; n) 
erhält mit den kritischen Bereichen 
(5.7.){\j11(i) = I} 
n 
J(j):2J(i) {<P1U) = I} 
n min . 
J(j):2J(i) {kEJ(jlk::::; ca(J(j))}. 
Dies ist ein kohärenter Test zum multiplen Niveau a. 
Diese in großer Allgemeinheit anwendbare Konstruktion 
wird vervollständigt dadurch, daß in der Praxis der Abschluß-
Test \j1( <p) nicht explizit bestimmt werden muß, sondern sich di-
rekt aus der im Beispiel 4.4. beschriebenen sequentiellen 
Durchführung der Tests <Pl(i) ergibt. 
Beispiel 5.8. : Ist man wieder am paarweisen Vergleich der Mit-
telwerte in einer einfaktoriellen Varianzanalyse interessiert 
(vgl. Beispiel 4.6.), so hat man bei 4 Stichproben neben den Ele-
mentarhypothesen 
Hg : J.!i = J.!j, I ::::; i <j ::::; 4, 
auch noch deren Schniuhypothesen zu prüfen, also 
Hg,k/: J.!i = J.!j und J.!k = J.!/, i < j, k < I, {i,j,k,/} = {1 ,2,3,4} ; 
Jijjk : J.!i = J.!j = J.!k, 1 ::::; i < j < k ::::; 4 ; 
HA234 : J.!I = J.!2 = J.!3 = J.!4. 
Wählt man die Vereinigungs-Durchschnitts-Tests (5 .5.), so 
sind deren kritische Bereiche gegeben durch 
I tij I ~ t4(n - I);al2, 
max {Itijl, Itk/l} ~lmI2,4(n-I);a, 
max {I tij I, I tik I, I tjk I} ~ q 3,4(n - I);al v'L, 
max 
1 <'<'<4Itijl ~ q4,4(n-I) ;al v'L. _1 J-
Hierbei sind die Fraktile ta und qa wie im Beispiel 4.6. defi-
niert, und Imla bezeichnet das Fraktil der Maximum-Modulus-
Verteilung. 
Ausführlich wird dieser Paarvergleich von EINOT und GA-
BRIEL, 1975 behandelt. Dort und vor allem bei BEGUN und GA-
BRIEL, 1981 findet man den von PERITZ, 1970 vorgeschlagenen 
und hier angedeuteten Abschluß des NEWMAN-KEULS-
Tests. An dieser Stelle sei noch bemerkt, daß dieser Test für 3 
Stichproben noch konsonant ist, aber nicht mehr für 4. Zum 





XI' +X4 . <2X2. <2X3. <X2. +X4., 
_ _ S 
X4· - Xl· > rnq4.4(n-I );a, 
s s 
rnQ3,4(n-I) ;a> h -Xl. > rnv'Llmb(n - I) ;a. 
In diesem Fall wird HÖ3,24 abgelehnt, aber weder HA3 noch HÖ4. 
Der Abschluß \j1(<p) (5.7.) der Vereinigungs-Durchschnitts-
Tests (5.5.) ist also im allgemeinen nicht konsonant. Diese Aus-
sage bleibt auch dann gültig, wenn die Konsonanz des Aus-
gangstests <pgegeben ist, und das ist der Fall, wenn gilt: 
(5.9.) "f;j I ::::; i,j ::::; n : [H{P)C HbU) => ca(J(i)) ::::; ca(J(j))]. 
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Durch den Abschluß beim Übergang zu \j1(<p) geht im Bei-
spieI5.8 . diese Eigenschaft verloren, weil nicht alle Schnitte der 
Elementarhypothesen paarweise verschieden sind (HHk = 
H8 n Hi~ = HH n Hj~etc.). Gilt jedoch für die durchschnittsab-
geschlossene Familie {Hb(i) : 1 ::::; i ::::; n} mit den Eigenschaften 
(5.1.) und (5.2.) die Beziehung n = 2m - I, so bedeutet dies ge-
rade, daß alle aus den Elementarhypothesen gebildeten Durch-
schnitte paarweise verschieden und nicht leer sind. In diesem 
Spezialfall einer kompletten Familie läßt sich die Konsonanz 
des Abschluß-Tests \j1(<p) nachweisen. 
Satz 5.10.: Gegeben sei das multiple Testproblem 
(X, B,{Pe : 8 E G}), {Hb(i): 1 ::::; i ::::; n} mit den Voraussetzungen 
(5.1.) bis (5.6.). Gilt zusätzlich (5.9 .) und n = 2m - 1, so ist der 
Abschlußtest (5 .7) ein kohärenter und konsonanter Test zum 
multiplen Niveau a. 
Beweis: Multiples Niveau a und Kohärenz sind bereits durch 
die Konstruktion gemäß Satz 4.3. gegeben. Zum Nachweis der 
Konsonanz sei X E X und o. B.d. A. PI(X) ::::; P2(X) ::::; .. . 
::::; Pm(X). Gilt dann PI(X) >ca({I ,oo. ,m}), so folgt aus (5.5.) 
<pp, ... ,ml(x) = 0 und daraus mit (5.7.) 
"f;j 1 ::::; i ::::; n : \jJl(i)(X) = 0, 
so daß die Konsonanzforderung trivialerweise erfüllt ist. Im 
anderen Falle sei gegeben : 
(a) "f;j 1 ::::; I::::; k: P/(x)::::;ca({/,oo.,m}) und 
(ß) Pk+ leX) > ca( {k + 1, . . . ,m}). 
Dann folgt aus (ß) <PIk + 1, ... ,m}(X) = 0 und daraus 
"f;j 0 =!= J(i) ~ {k + I, 00 . ,mi : \jJJ(i)(X) = O. 
Aus (a) erhält man mit (5.5 .) zunächst 
"f;j 1 ::::; I::::; k : <P /l, .. . ,m}(x) = 1 
und daraus mit (5 .9.) 
"f;j J(i) ~ {l,oo. ,m} : [J(i) n {1 , oo . ,k} =!= 0 => <Pl(i)(X) = 1]. 
Denn J(i) n {l, 00 . ,k} =!= 0 impliziert b : = min J(i) ::::; kund 
somit 
j ;~~i) pj(x) = Pb(X) ::::; ca( {b, . . ,m}) ::::; ca(J(i)). 
Dann folgt aber mit (5.7 .) 
"f;j J(i) ~ {l,oo.,m} : [J(i) n {l , oo.,k} =!= 0 => \j11(i)(X) = 1], 
so daß auch hier die Konsonanzforderung erfüllt ist. 
Bemerkung 5.11 .: Der Beweis des Satzes 5.10. zeigt, daß im 
Falle einer kompletten Hypothesenfamilie und eines konso-
nanten Vereinigungs-Durchschnitts-Tests folgendes sequen-
tielle Vorgehen gewählt werden kann (wie es von HOLM, 
1977/79 beschrieben wird). Ist PI(X) ::::;oo.::::;Pm(X), so prüfe 
man PI(X) > ca( {I, ... ,m}). Ist dies richtig, so lauten alle Ergeb-
nisse \j11(iJCX) = O. Andernfalls folgt \j1J(i)(X) = 1 für alle J(i) 31, 
und man prüfe im zweiten Schritt P2(X) > ca ( {2, ... ,m}). So 
fahre man fort bis zum ersten I, für das PI (x) > ca( {l, .. . ,m}) 
gilt. Dann gilt \j1J(i)(X) = 1 genau für die J(i) mit J(i) n 
{I, . . . ,1- I} =!= 0 . Im Falle, daß die Pi(X) nicht in dieser Ord-
nung vorliegen, ordne man sie der Größe nach und wähle die 
zugehörigen kritischen Werte. 
Beispiel 5.12.: Aus dem Satz 5.10. läßt sich eine gleichmäßige 
Verbesserung des klassischen BONFERRONI-Tests (vgl. Bei-
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spiel 3.5 .) zum sogenannten BONFERRONI-HOLM- Testfol-
gern. Ist das multiple Testproblem mit den Voraussetzungen 
(5.1.) bis (5 .3.) gegeben und gilt für die Prüfstatistiken PI, . . . ,pm 
aus (5.4.) 
'</8 E HIP): '</ 8 E [0,1) : Pe(Pi:::;8) :::; 8, 
eine von Überschreitungswahrscheinlichkeiten p häufig erfüll-
te Eigenschaft, so kann man als kritische Werte in (5.5.) bis 
(5.7.) ca(J(i)) = a / IJ(i)1 wählen. Damit ist auch (5.9.) gesichert, 
und im Falle n = 2m-l ist der Abschluß-Test (5.7.) auch kon-
sonant, während für n < 2m - 1 die Konsonanz nicht notwen-
dig gegeben ist. 
Komplette Hypothesenfamilien treten vor allem bei multiva-
riaten Problemen auf, aber auch in der einfaktoriellen Varianz-
analyse, wenn man an den Vergleich mehrerer Behandlungen 
mit einem Standard denkt. Dann lauten die Elementarhypo-
thesen: 
Hb:J..Lo=J..Li,1 :::;i:::;m 
Dieses Beispiel ist behandelt worden von NAIK, 1975, MARcus, 
PERITZ, GABRIEL, 1976 und HOLM, 1977/79. 
6. Verschiedene Beispiele 
Die Idee, die zweiseitige Hypothese J..Ll = J..L2 aufzufassen als 
Schnitt der beiden einseitigen J..Ll :::; J..L2 und J..Ll ~ J..L2 und dement-
sprechend als multiples Testproblem zu behandeln, stammt 
von HOLM, 1977/79. Dieser Gedankengang sowie eine überra-
schende Variante werden im Beispiel 6.1. wiedergegeben. Die 
Einbettung der Hypothese J..Ll = J..L2 in die Familie lJ..Ll - J..L21:::; y, 
y E [0, 00) wird im Beispiel 6.3. behandelt und erinnert deutlich 
an die Konstruktion von Konfidenzintervallen. Deshalb be-
treffen die abschließenden Überlegungen den Zusammenhang 
zwischen multiplen Tests und Konfidenzbereichen. 
BeispieI6.l.: Es seien die Mittelwerte J..Ll und J..L2 in folgendem 
Modell zu vergleichen: 
Xij, j = 1, ... ,n, i = 1,2, stoch. unabh. Zv. mit 
L(Xij) = N(J..Li,(J2); J..Li E rR I, (J2 E rR '.; (n ~ 2). 
Dazu verwende man die übliche Prüfgröße 
t(x) = 'V1(XI.-h)/ Smits2 = f T (xij- xi.?I2(n-l). 
Falll: Formuliert man als Nullhypothesen 
H~ :J..Ll:::;J..L2undH~ : J..Ll~J..L2' 
so ist ein multiples Testproblem gegeben mit der durchschnitts-
abgeschlossenen Hypothesenfamilie {HO' , H~, H~ }mit HO' : 
J..Ll = J..L2. Niveau-a-Tests für die einzelnen Hypothesen sind die 
t-Tests 
1 > 
<p" = { 
1 > 
<p " = 0 ' t ~ 12(n-I);a 0 ' -t ~ t2(n - I) ;a 
1 
, I t I 
~ 
t2(n-I);al2. <p- = - 0 < 
Setzt man noch a < Yz voraus, so ist der hieraus resultieren-
de Abschluß-Test \II(<p - , <p " , <p,,) widerspruchsfrei und liefert 
die Entscheidungen für 
Ho n H~ n H "o : J..Ll = J..L2 -= It(x)1 < 12(n-I) ;aI 2, 
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H, n Hf n Hf : J..Ll > J..L2 -= t(x) ~ t2(n - I) ;al2, 
H, n Ha' n Hf' : J..Ll < J..L2 -= - t(x) ~ 12(n-I);al2. 
Der Test ist kohärent und konsonant und hält das multiple 
Niveaua. 
Fall 2: Formuliert man jedoch als Nullhypothesen 
HO' : J..Ll < J..L2 und Hö : J..Ll > J..L2, 
so ist diese Familie {HO' ,Hö} bereits durchschnittsabgeschlos-
sen. Wähltman<p< = <p" und <P > = <p", so sind dies Niveau-a-
Tests, und der Test <p = (<p<,<P » ist trivialerweise kohärent 
und konsonant, also nach Satz 4.3. (i) ein Test zum multiplen 
Niveau a. Er ergibt für a < Yz die Entscheidungen für 
HO' n Hö = 0 -= It(x)1 < t2(n-I); a, 
HO' n H( : J..Ll < J..L2-= -t(x) ~ t2(n-I);a. 
Nimmt man den allgemeinen Widerspruch bei 
HO' n Hö = 0, der kein Widerspruch 1. Art ist, in Kauf, so be-
sitzt dieser Test gegenüber dem aus dem 1. Fall deutliche Vor-
teile wegen der besseren kritischen Werte. 
Bemerkung 6.2.: Geht man in einer einfaktoriellen Varianz-
analyse nicht von den zweiseitigen Elementarhypothesen H~ : 
J..Li = J..Lj, sondern von einseitigen Hypothesen HH" : J..Li:::; J..Lj, 
HH" : J..Li ~ J..Lj oder von HH<, HH> aus, so wird die Struktur der 
abgeschlossenen Hypothesenfamilien erheblich komplizierter. 
Diese Tatsache und die erforderliche Bestimmung der kriti-
schen Werte der Vereinigungs-Durchschnittstests (5 .5.) haben 
wohl bisher eine allgemeine Lösung verhindert (vgl. MARCUS et 
al., 1976, p. 657). 
Beispiel 6.3.: Für das Zweistichproben-Modell des Beispiels 
6.1. soll die Hypothesenfamilie 
H'b : lJ..Ll- J..L21 :::; y, y E [0,00) 
geprüft werden. Diese Familie ist durchschnittsabgeschlossen, 
besitzt H~ : J..Ll = J..L2 als Globalhypothese, aber keine Elementar-
hypothesen. Für H'b nehme man den Niveau-a-Test 
<py = { I f o ' 
:::; 
< 
mit der Prüfstatistik t aus Beispiel 6.1. und dem a-Fraktil der 
nicht-zentralen F-Verteilung mit Freiheitsgraden 1,2(n-l) 
und dem Nichtzentralitätsparameter y2. Dann ist der Test <p = 
(<py : y E [0,00 [) kohärent, also nach Satz 5.3. (i) ein Test zum 
multiplen Niveau a. Liegt eine Stichprobe x E Xim Annahme-
bereich von <po, gilt also f(x) < FI,2(n-I);a(0), so führt kein <py 
zur Ablehnung. Andernfalls hat man die Gleichung 
f(x) = FI ,2(n_I);a(y2) 
nach y2 aufzulösen. Erhält man dabei y(x), so können genau 
die H'b mit y :::; y(x) abgelehnt werden. Diese Zahl y(x), ver-
wendet zur Deskription der Aussagekraft der Stichprobe x, tritt 
damit in Konkurrenz zu der üblicherweise für Hg angegebenen 
Überschreitungswahrscheinlichkeit 
p(x): = P~,_~, (f~f(x)). 
Ihr Vorteil liegt in der Interpretierbarkeit als Abstand der zu 
vergleichenden Mittelwerte. 
Die Übertragbarkeit der in den Beispielen 6.1 und 6.3 darge-
stellten Methoden auf 2-Stichproben-Probleme mit anderen 
Verteilungsannahmen und auch auf I-Stichproben-Probleme 
ist offenbar und soll deswegen nicht in voller Allgemeinheit 
dargestellt werden. Auch die Diskussion der Hypothesenfami-
lie H~ : Ifll- fl21 ~ 5,5 E jO, 00 [, läßt sich in diesem Zusammen-
hang führen. Statt dessen sollen abschließend zwei weitere Hy-
pothesenfamilien im l-Stichproben-Problem untersucht wer-
den, um zu den angekündigten Konfidenzintervallen zu kom-
men. 
Beispiel 6.4. : In dem Modell 
Xi, i = 1, . . . ,n , stoch. unabh. Zv. mit 
L(Xi) = N(fl,CJ2) ; flE IRI , CJ2 E 1R ~ ;(n~2); 
bilden die zweiseitigen Hypothesen 
Ho : fl = v, v E IR I, 
eine durchschnittsabgeschlossene Familie. Alle Ho sind Ele-
mentar- und gleichzeitig Globalhypothesen. Die t-Tests 
<pv = tn-l ;a/2 
mit 
X. -v 1 n 
tv(x) = {ri--, S2 = --1 L (Xj-xY, 
s n- j~l 
bilden also trivial erweise einen kohärenten und konsonanten 
Test<p = (<Pv : v E IR I) zum multiplen Niveau a . 
Auch die einseitigen Hypothesen 
Hg: fl S 5, 5 E I IR I, 
bilden eine durchschnittsabgeschlossene Familie, bestehend 
nur aus Schnitthypothesen. Die t-Test 
\118 = {
I> ° ,tv ~ tn-l;a 
bilden einen kohärenten Test \11 = (\118 : 5 E IR I) zum multi-
plen Niveau a. Natürlich ist \11 nicht konsonant. Es sei an~e­
merkt, daß die Forderung der Konsonanz hier wie auch im Bei-
spiel 6.3. zu dem multiplen Test \ji == ° führte bei a < 1, also 
nur triviale Lösungen zuließe. 
Bekanntlich konstruiert man einen Konfidenzbereich zum 
Konfidenzniveau 1 - a aus den Annahmebereichen eines mul-
tiplen Tests, dessen Komponenten sämtlich Niveau-a-Tests 
sind. So erhält man im Beispiel 6.4. aus den <pv ein Konfidenz-
intervall für fl und aus den \118 eine untere Konfidenzschranke 
für fl. Deshalb stellt sich die Frage, welchen Gewinn man er-
zielt, wenn man sich auf einen Test zum multiplen Niveau a 
stützen kann, und diese Frage soll allgemein behandelt werden. 
In einem statistischen Raum (X,B,(Pe : 8 E 0}) sei ein Kon-
fidenzschätzproblem für den Teilparameter fl = fl(8) gegeben, 
der durch eine surjektive Abbildung fl : 0 --> M beschrieben 
werde. Zur vollständigen Festlegung des Problems gehört noch 
die Angabe der unter fl als »falsch« anzusehenden Parameter-
werte fl', deren Gesamtheit mit [~ bezeichnet wird und nicht 
leer sein soll (vgl. WITTING 1966, S. 27ff). Ihr Komplement 
[It = M - [~beschreibe die unter fl »richtigen« Parameter und 
enthalte dementsprechend fl selbst. Vorausgesetzt wird also 
(6.5.) V flE M : fl E [It c M, [~ = M - [It. 
Im Beispiel 6.4. ist [It = {/l} zu wählen, will man ein Konfi-
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denzintervall für /l bestimmen, und [It = [/l, oo [ für eine untere 
Konfidenzschranke. 
Durch die Definitionen Hit : = {8 E 0 : /l E [~(e) } und H~ : 
= 0 - Hö'erhält man die zu (6.5.) dualen Testprobleme 
(6.6.) V flE M : 0 9= Hit c0, H~ = 0 - Hit, 
und damit ein multiples Testproblem (X,B,{Pe : 8 E 0}), {Hit: /l 
E M}. Ist nun hierfür (<pI-' : /l E M) ein multipler Test mit einer 
der beiden folgenden Eigenschaften 
(6 .7.) V /lE M : V8E Hit: Pe(<pfl= 1) S a 
bzw. 
U 
(6.8.)V8E 0 :Pe(/lEM(8){<PI-'=l}) s a 
mit M(8) : = {/lE M : 8 E Hit} (vgl. Definition 3.1.), so kon-
struiert man daraus den Konfidenzbereich 
e : X--> 2M mit C(x) : = {/lE M : <Pfl(X) = O}. 
Die Voraussetzung (6.7.) an den multiplen Test (<Pfl : /lE M) 
erweist sich dann als äquivalent mit 
(6.9.) V 8E 0 : V /l' E [~(e): Pe(e:3 fl') ~ l-a, 
während (6.8.) äquivalent ist mit der i. a. stärkeren Aussage 
(6.10.) V 8E 0 : Pe(e 2 [~(e») ~ 1-a. 
Für [~ = {/l} sind beide Eigenschaften (6.9.) und (6.10.) des 
Konfidenzbereichs e identisch, so daß man im Beispiel 6.4. 
beim Konfidenzintervall für /l keine neue Aussage erhält. 
Auch im Falle der unteren Konfidenzschranke 
l!:(x) = x. - stn-l ;a/ {ri in diesem Beispielfolgt aus 
(6.9a.)V(/l,CJ2)E IR I x 1R-I- :V/l'E[/l,oo[: 
direkt 
(6.10a.) V(/l,CJ2) E IR 1 X IR -I- : pfl.a'([l!:, 00 [ ::2 [/l, oo[) ~ 1- a, 
so daß der Umweg über das multiple Niveau a nicht notwendig 
war. 
Ein Test zum multiplen Niveau a (Vgl. (6.8.)) liefert also ei-
nen Konfidenzbereich, der die Menge aller »richtigen« Para-
meter mit dem Konfidenzniveau 1-a überdeckt (vgl. (6.10.)). 
Stellt man schließlich die Frage, ob die sequentiell verwerfen-
den multiplen Tests Verbesserungen für simultane Konfidenz-
bereiche liefern, so wird diese Frage verneint werden müssen. 
Die sequentiell verwerfenden multiplen Tests verbessern die 
klassischen simultanen Testprozeduren, indem ihr Ableh-
nungsbereich - der Bereich, in dem mindestens eine Nullhypo-
these verworfen wird - verfeinert wird. Dies verdeutlicht etwa 
der Vergleich des klassischen BONFERRONI-Tests (Beispiel 
3.5.) mit dem BONFERRONI-HOLM-Test (Beispiel 5.12.). 
Der Annahmebereich des multiplen Tests - in dem keine Null-
hypothese verworfen wird - bleibt unverändert. Aus diesem 
Annal\mebereich, der ja dann i. a. der Annahmebereich der 
Globalhypothese ist, wird aber im wesentlichen der Konfi-
denzbereich entwickelt. 
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Die vorliegende Zusammenstellung soll einen Überblick über den Ein-
satz der EDV im Gesundheitswesen geben. Dabei werden in kurzen 
Darstellungen jeweils die grundsätzlichen Fragen behandelt und an-
schließend Firmenpräsentationen für die erforderliche Hard- und Soft-
ware gegeben. Im einzelnen werden angesprochen: Textverarbeitung 
und Dokumentation, EDV in der Praxis des niedergelassenen Arztes, 
Einsatz in medizinischen Laboratorien, Systeme für Krankenhausver-
waltung und Apotheke, Systeme für die Radiologie, die Kardiologie 
und die Lungenfunktionsdiagnostik. 
Es ist nicht überraschend, daß die einzelnen Beiträge und insbeson-
dere auch die Firmenpräsentationen recht unterschiedlich gelungen 
sind. Hier könnte ein konsequent durchgehaltenes Schema den Ver-
gleich zwischen möglichen Alternativen wesentlich erleichtern. Den-
noch muß diese erste Darstellung begrüßt werden. Es ist zu erwarten, 
daß eine solche Arbeit, wenn sie fortgeschrieben wird, mit der Zeit zu 
einem unentbehrlichen Informations- und Entscheidungsinstrument 
wird. Ge. 
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Auch für Pascal gibt es nun schon eine ganze Anzahl Einführungen. 
Hier liegt aber eine »unkonventionelle« Einführung vor, die den Leser 
direkt zwingt mitzuarbeiten. Dabei wird - wie es im Vorwort heißt -
versucht, »auf humorvolle Art die Inhalte zu vermitteln« . - Es ist scha-
de, daß dieses ausgezeichnete Buch nur im Schreibmaschinensatz 
(Computerausdruck) vorliegt. Die neue Technik (Lichts~tz) erm~g­
licht doch eigentlich auch hier qualitativ bessere und damit auch wie-
der besser lesbare Bücher. Ge. 
