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Artificial intelligence is at the heart of the epochal change we are experiencing. Robotics can
make a better world possible if it is joined to the common good. Indeed, if technological
progress increases inequalities, it is not true progress. Future advances should be oriented
towards respecting the dignity of the person and of Creation. Let us pray that the progress
of robotics and artificial intelligence may always serve humankind . . . we could say, may it
“be human”.
Pope Francis, November Prayer Intention, 5 November 2020
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Abstract
This introduction to the volume gives an overview of
foundational issues in AI and robotics, looking into AI’s
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computational basis, brain–AI comparisons, and conflict-
ing positions on AI and consciousness. AI and robotics
are changing the future of society in areas such as work,
education, industry, farming, and mobility, as well as ser-
vices like banking. Another important concern addressed
in this volume are the impacts of AI and robotics on
poor people and on inequality. These implications are
being reviewed, including how to respond to challenges
and how to build on the opportunities afforded by AI
and robotics. An important area of new risks is robotics
and AI implications for militarized conflicts. Throughout
this introductory chapter and in the volume, AI/robot-
human interactions, as well as the ethical and religious
implications, are considered. Approaches for fruitfully
managing the coexistence of humans and robots are eval-
uated. New forms of regulating AI and robotics are called
© The Author(s) 2021
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for which serve the public good but also ensure proper data
protection and personal privacy.
Keywords
Artificial intelligence · Robotics · Consciousness ·
Labor markets · Services · Poverty · Agriculture ·
Militarized conflicts · Regulation
Introduction1
Advances in artificial intelligence (AI) and robotics are accel-
erating. They already significantly affect the functioning of
societies and economies, and they have prompted widespread
debate over the benefits and drawbacks for humanity. This
fast-moving field of science and technology requires our
careful attention. The emergent technologies have, for in-
stance, implications for medicine and health care, employ-
ment, transport, manufacturing, agriculture, and armed con-
flict. Privacy rights and the intrusion of states into personal
life is a major concern (Stanley 2019). While considerable
attention has been devoted to AI/robotics applications in
each of these domains, this volume aims to provide a fuller
picture of their connections and the possible consequences
for our shared humanity. In addition to examining the current
research frontiers in AI/robotics, the contributors of this
volume address the likely impacts on societal well-being,
the risks for peace and sustainable development as well
as the attendant ethical and religious dimensions of these
technologies. Attention to ethics is called for, especially as
there are also long-term scenarios in AI/robotics with conse-
quences that may ultimately challenge the place of humans
in society.
AI/robotics hold much potential to address some of our
most intractable social, economic, and environmental prob-
lems, thereby helping to achieve the UN’s Sustainable De-
velopment Goals (SDGs), including the reduction of cli-
mate change. However, the implications of AI/robotics for
equity, for poor and marginalized people, are unclear. Of
growing concern are risks of AI/robotics for peace due to
their enabling new forms of warfare such as cyber-attacks
or autonomous weapons, thus calling for new international
1The conclusions in this section partly draw on the Concluding
Statement from a Conference on “Robotics, AI and Humanity, Science,
Ethics and Policy“, organized jointly by the Pontifical Academy
of Sciences (PAS) and the Pontifical Academy of Social Sciences
(PASS), 16–17 May 2019, Casina Pio IV, Vatican City. The statement
is available at http://www.casinapioiv.va/content/accademia/en/events/
2019/robotics/statementrobotics.html including a list of participants
provided via the same link. Their contributions to the statement are
acknowledged.
security regulations. Ethical and legal aspects of AI/robotics
need clarification in order to inform regulatory policies on
applications and the future development of these technolo-
gies.
The volume is structured in the following four sections:
• Foundational issues in AI and robotics, looking into AI’s
computational basis, brain–AI comparisons as well as AI
and consciousness.
• AI and robotics potentially changing the future of society
in areas such as employment, education, industry, farming,
mobility, and services like banking. This section also
addresses the impacts of AI and robotics on poor people
and inequality.
• Robotics and AI implications for militarized conflicts and
related risks.
• AI/robot–human interactions and ethical and religious
implications: Here approaches for managing the coexis-
tence of humans and robots are evaluated, legal issues are
addressed, and policies that can assure the regulation of
AI/robotics for the good of humanity are discussed.
Foundational Issues in AI and Robotics
Overview on Perspectives
The field of AI has developed a rich variety of theoretical
approaches and frameworks on the one hand, and increas-
ingly impressive practical applications on the other. AI has
the potential to bring about advances in every area of science
and society. It may help us overcome some of our cognitive
limitations and solve complex problems.
In health, for instance, combinations of AI/robotics with
brain–computer interfaces already bring unique support to
patients with sensory or motor deficits and facilitate caretak-
ing of patients with disabilities. By providing novel tools for
knowledge acquisition, AImay bring about dramatic changes
in education and facilitate access to knowledge. There may
also be synergies arising from robot-to-robot interaction and
possible synergies of humans and robots jointly working on
tasks.
While vast amounts of data present a challenge to human
cognitive abilities, Big Data presents unprecedented oppor-
tunities for science and the humanities. The translational po-
tential of Big Data is considerable, for instance in medicine,
public health, education, and the management of complex
systems in general (biosphere, geosphere, economy). How-
ever, the science based on Big Data as such remains em-
piricist and challenges us to discover the underlying causal
mechanisms for generating patterns. Moreover, questions
remainwhether the emphasis onAI’s supra-human capacities
for computation and compilation mask manifold limitations
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of current artificial systems. Moreover, there are unresolved
issues of data ownership to be tackled by transparent institu-
tional arrangements.
In the first section of this volume (Chaps. 2–5), basic
concepts of AI/robotics and of cognition are addressed from
different and partly conflicting perspectives. Importantly,
Singer (Chap. 2) explores the difference between natural
and artificial cognitive systems. Computational foundations
of AI are presented by Zimmermann and Cremers (Chap.
3). Thereafter the question “could robots be conscious?” is
addressed from the perspective of cognitive neuro-science of
consciousness by Dehaene et al., and from a philosophical
perspective by Gabriel (Chaps. 4 and 5).
Among the foundational issues of AI/robotics is the ques-
tion whether machines may hypothetically attain capabilities
such as consciousness. This is currently debated from the
contrasting perspectives of natural science, social theory,
and philosophy; as such it remains an unresolved issue, in
large measure because there are many diverse definitions of
“consciousness.” It should not come as a surprise that the
contributors of this volume are neither presenting a unani-
mous position on this basic issue of robot consciousness nor
on a robotic form of personhood (also see Russell 2019).
The concept of this volume rather is to bring the different
positions together. Most contributors maintain that robots
cannot be considered persons, for which reason robots will
not and should not be free agents or possess rights. Some,
however, argue that “command and control” conceptionsmay
not be appropriate to human–robotic relations, and others
even ask if something like “electronic citizenship” should be
considered.
Christian philosophy and theology maintain that the
human soul is “Imago Dei” (Sánchez Sorondo, Chap. 14).
This is the metaphysical foundation according to which
human persons are free and capable of ethical awareness.
Although rooted in matter, human beings are also spiritual
subjects whose nature transcends corporeality. In this respect,
they are imperishable (“incorruptible” or “immortal” in
the language of theology) and are called to a completion
in God that goes beyond what the material universe can
offer. Understood in this manner, neither AI nor robots
can be considered persons, so robots will not and should
not possess human freedom; they are unable to possess a
spiritual soul and cannot be considered “images of God.”
They may, however, be “images of human beings” as they
are created by humans to be their instruments for the good of
human society. These issues are elaborated in Sect. AI/robot–
Human interactions of the volume from religious, social
science, legal, and philosophical perspectives by Sánchez
Sorondo (Chap. 14), Archer (Chap. 15), and Schröder
(Chap. 16).
Intelligent Agents
Zimmermann and Cremers (Chap. 3) emphasize the tremen-
dous progress ofAI in recent years and explain the conceptual
foundations. They focus on the problem of induction, i.e.,
extracting rules from examples, which leads to the question:
What set of possible models of the data generating process
should a learning agent consider? To answer this question,
they argue, “it is necessary to explore the notion of all pos-
sible models from a mathematical and computational point
of view.” Moreover, Zimmermann and Cremers (Chap. 3)
are convinced that effective universal induction can play an
important role in causal learning by identifying generators of
observed data.
Within machine-learning research, there is a line of devel-
opment that aims to identify foundational justifications for
the design of cognitive agents. Such justifications would en-
able the derivation of theorems characterizing the possibili-
ties and limitations of intelligent agents, as Zimmermann and
Cremers elaborate (Chap. 3). Cognitive agents act within an
open, partially or completely unknown environment in order
to achieve goals. Key concepts for a foundational framework
for AI include agents, environments, rewards, local scores,
global scores, the exact model of interaction between agents
and environments, and a specification of the available compu-
tational resources of agents and environments. Zimmermann
and Cremers (Chap. 3) define an intelligent agent as an agent
that can achieve goals in a wide range of environments.2
A central aspect of learning from experience is the rep-
resentation and processing of uncertain knowledge. In the
absence of deterministic assumptions about the world, there
is no nontrivial logical conclusion that can be drawn from
the past for any future event. Accordingly, it is of interest
to analyze the structure of uncertainty as a question in its
own right.3 Some recent results establish a tight connection
between learnability and provability, thus reducing the ques-
tion of what can be effectively learned to the foundational
questions ofmathematics with regard to set existence axioms.
Zimmermann and Cremers (Chap. 3) also point to results
of “reverse mathematics,” a branch of mathematical logic
analyzing theorems with reference to the set of existence
axioms necessary to prove them, to illustrate the implications
of machine learning frameworks. They stress that artificial
intelligence has advanced to a state where ethical questions
and the impact on society become pressing issues, and point
to the need for algorithmic transparency, accountability, and
2For an overview of inductive processes that are currently employed
by AI-systems, see Russell (2019, pp. 285–295). The philosophical
foundations of induction as employed by AI were explored inter alia
by Goodman (1954).
3Probability-based reasoning was extended to AI by Pearl (1988).
4 J. von Braun et al.
unbiasedness. Until recently, basic mathematical science had
few (if any) ethical issues on its agenda. However, given
that mathematicians and software designers are central to the
development of AI, it is essential that they consider the ethical
implications of their work.4 In light of the questions that are
increasingly raised about the trustworthiness of autonomous
systems, AI developers have a responsibility—that ideally
should become a legal obligation—to create trustworthy and
controllable robot systems.
Consciousness
Singer (Chap. 2) benchmarks robots against brains and points
out that organisms and robots both need to possess an internal
model of the restricted environment in which they act and
both need to adjust their actions to the conditions of the
respective environment in order to accomplish their tasks.
Thus, they may appear to have similar challenges but—
Singer stresses—the computational strategies to cope with
these challenges are different for natural and artificial sys-
tems. He finds it premature to enter discussions as to whether
artificial systems can acquire functions that we consider
intentional and conscious or whether artificial agents can be
considered moral agents with responsibility for their actions
(Singer, Chap. 2).
Dehaene et al. (Chap. 4) take a different position from
Singer and argue that the controversial question whether
machines may ever be conscious must be based on consid-
erations of how consciousness arises in the human brain.
They suggest that the word “consciousness” conflates two
different types of information-processing computations in the
brain: first, the selection of information for global broadcast-
ing (consciousness in the first sense), and second, the self-
monitoring of those computations, leading to a subjective
sense of certainty or error (consciousness in the second
sense). They argue that current AI/robotics mostly imple-
ments computations similar to unconscious processing in
the human brain. They however contend that a machine
endowed with consciousness in the first and second sense as
defined above would behave as if it were conscious. They ac-
knowledge that such a functional definition of consciousness
may leave some unsatisfied and note in closing, “Although
centuries of philosophical dualism have led us to consider
consciousness as unreducible to physical interactions, the
empirical evidence is compatible with the possibility that
consciousness arises from nothing more than specific com-
putations.” (Dehaene et al., Chap. 4, pp. . . . ).
4The ethical impact of mathematics on technology was groundbreak-
ingly presented by Wiener (1960).
It may actually be the diverse concepts and definitions
of consciousness that make the position taken by Dehaene
et al. appear different from the concepts outlined by Singer
(Chap. 2) and controversial to others like Gabriel (Chap. 5),
Sánchez Sorondo (Chap. 14), and Schröder (Chap. 16). At
the same time, the long-run expectations regardingmachines’
causal learning abilities and cognition as considered by Zim-
mermann and Cremers (Chap. 3) and the differently based
position of Archer (Chap. 15) both seem compatible with the
functional consciousness definitions of Dehaene et al. (Chap.
4). This does not apply to Gabriel (Chap. 5) who is inclined
to answer the question “could a robot be conscious?” with a
clear “no,” drawing his lessons selectively from philosophy.
He argues that the human being is the indispensable locus of
ethical discovery. “Questions concerning what we ought to
do as morally equipped agents subject to normative guidance
largely depend on our synchronically and diachronically
varying answers to the question of “who we are.” ” He argues
that robots are not conscious and could not be conscious
“ . . . if consciousness is what I take it to be: a systemic feature
of the animal-environment relationship.” (Gabriel, Chap. 5,
pp. . . . ).
AI and Robotics Changing the Future
of Society
In the second section of this volume, AI applications (and
related emergent technologies) in health, manufacturing, ser-
vices, and agriculture are reviewed. Major opportunities for
advances in productivity are noted for the applications of
AI/robotics in each of these sectors. However, a sectorial
perspective on AI and robotics has limitations. It seems
necessary to obtain a more comprehensive picture of the
connections between the applications and a focus on public
policies that facilitates overall fairness, inclusivity, and equity
enhancement through AI/robotics.
The growing role of robotics in industries and conse-
quences for employment are addressed (De Backer and
DeStefano, Chap. 6). Von Braun and Baumüller (Chap.
7) explore the implications of AI/robotics for poverty
and marginalization, including links to public health.
Opportunities of AI/robotics for sustainable crop production
and food security are reported by Torero (Chap. 8). The hopes
and threats of including robotics in education are considered
by Léna (Chap. 9), and the risks and opportunities of AI in
financial services, wherein humans are increasingly replaced
and even judged by machines, are critically reviewed by
Pasquale (Chap. 10). The five chapters in this section of the
volume are closely connected as they all draw on current and
fast emerging applications of AI/robotics, but the balance of
opportunities and risks for society differ greatly among these
domains of AI/robotics applications and penetrations.
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Work
Unless channeled for public benefit, AI may raise important
concerns for the economy and the stability of society. Jobs
may be lost to computerized devices in manufacturing, with
a resulting increase in income disparity and knowledge gaps.
Advances in automation and increased supplies of artificial
labor particularly in the agricultural and industrial sectors
can significantly reduce employment in emerging economies.
Through linkages within global value chains, workers in low-
income countries may be affected by growing reliance of in-
dustries and services in higher-income countries on robotics,
which could reduce the need for outsourcing routine jobs to
low-wage regions. However, robot use could also increase
the demand for labor by reducing the cost of production,
leading to industrial expansion. Reliable estimates of jobs
lost or new jobs created in industries by robots are currently
lacking. This uncertainty creates fears, and it is thus not
surprising that the employment and work implications of
robotics are a major public policy issue (Baldwin 2019).
Policies should aim at providing the necessary social security
measures for affected workers while investing in the develop-
ment of the necessary skills to take advantage of the new jobs
created.
The state might consider to redistribute the profits that
are earned from the work carried out by robots. Such re-
distribution could, for instance, pay for the retraining of
affected individuals so that they can remain within the work
force. In this context, it is important to remember that many
of these new technological innovations are being achieved
with support from public funding. Robots, AI, and digital
capital in general can be considered as a tax base. Cur-
rently this is not the case; human labor is directly taxed
through income tax of workers, but robot labor is not. In
this way, robotic systems are indirectly subsidized, if com-
panies can offset them in their accounting systems, thus
reducing corporate taxation. Such distortions should be care-
fully analyzed and, where there is disfavoring of human
workers while favoring investment in robots, this should be
reversed.
Returning to economy-wide AI/robotic effects including
employment, De Backer and DeStefano (Chap. 6) note that
the growing investment in robotics is an important aspect
of the increasing digitalization of economy. They note that
while economic research has recently begun to consider
the role of robotics in modern economies, the empirical
analysis remains overall too limited, except for the potential
employment effects of robots. So far, the empirical evidence
on effects of robotics on employment is mixed, as shown
in the review by De Backer and DeStefano (Chap. 6). They
also stress that the effects of robots on economies go fur-
ther than employment effects, as they identify increasing
impacts on the organization of production in global value
chains. These change the division of labor between richer
and poorer economies. An important finding of De Backer
and DeStefano is the negative effect that robotics may have
on the offshoring of activities from developed economies,
which means that robotics seem to decrease the incentives
for relocating production activities and jobs toward emerging
economies. As a consequence, corporations and governments
in emerging economies have also identified robotics as a de-
terminant of their future economic success. Thereby, global
spreading of automation with AI/robotics can lead to faster
deindustrialization in the growth and development process.
Low-cost jobs in manufacturing may increasingly be con-
ducted by robots such that fewer jobs than expected may
be on offer for humans even if industries were to grow in
emerging economies.
AI/Robotics: Poverty andWelfare
Attention to robot rights seems overrated in comparison to
attention to implications of robotics and AI for the poorer
segments of societies, according to von Braun and Baumüller
(Chap. 7). Opportunities and risks of AI/robotics for sustain-
able development and people suffering from poverty need
more attention in research and in policy (Birhane and van
Dijk 2020). Especially implications for low-income coun-
tries, marginalized population groups, andwomen need study
and consideration in programs and policies. Outcomes of
AI/robotics depend upon actual designs and applications.
Some examples demonstrate this crosscutting issue:
– Big Data-based algorithms drawing patterns from past
occurrences can perpetuate discrimination in business
practices—or can detect such discrimination and provide
a basis for corrective policy actions, depending on their
application and the attention given to this issue. For
instance, new financial systems (fintech) can be designed
to include or to exclude (Chap. 10).
– AI/robotics-aided teaching resources offer opportunities
in many low-income regions, but the potential of these
resources greatly depends on both the teaching content
and teachers’ qualifications (Léna, Chap. 9).
– As a large proportion of the poor live on small farms,
particularly in Africa and South and East Asia, it mat-
ters whether or not they get access to meaningful digital
technologies and AI. Examples are land ownership cer-
tification through blockchain technology, precision tech-
nologies in land and crop management, and many more
(Chaps. 7 and 8).
– Direct and indirect environmental impacts of AI/robotics
should receive more attention. Monitoring through smart
remote sensing in terrestrial and aquatic systems can
be much enhanced to assess change in biodiversity and
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impacts of interventions. However, there is also the
issue of pollution through electronic waste dumped by
industrialized countries in low-income countries. This
issue needs attention as does the carbon footprint of
AI/robotics.
Effects of robotics and AI for such structural changes
in economies and for jobs will not be neutral for people
suffering from poverty and marginalization. Extreme poverty
is on the decline worldwide, and robotics and AI are potential
game changers for accelerated or decelerated poverty reduc-
tion. Information on how AI/robotics may affect the poor is
scarce. Von Braun and Baumüller (Chap. 7) address this gap.
They establish a framework that depicts AI/robotics impact
pathways on poverty and marginality conditions, health, ed-
ucation, public services, work, and farming as well as on the
voice and empowerment of the poor. The framework identi-
fies points of entry of AI/robotics and is complemented by a
more detailed discussion of the pathways in which changes
through AI/robotics in these areas may relate positively or
negatively to the livelihoods of the poor. They conclude
that the context of countries and societies play an important
role in determining the consequences of AI/robotics for the
diverse population groups at risk of falling into poverty.
Without a clear focus on the characteristics and endowments
of people, innovations in AI/robotics may not only bypass
them but adversely impact them directly or indirectly through
markets and services of relevance to their communities.
Empirical scenario building and modelling is called for to
better understand the components in AI/robotics innovations
and to identify how they can best support livelihoods of
households and communities suffering from poverty. Von
Braun and Baumüller (Chap. 7) note that outcomes much
depend on policies accompanyingAI and robotics. Lee points
to solutions with new government initiatives that finance care
and creativity (Chap. 22).
Food and Agriculture
Closely related to poverty is the influence of AI/robotics on
food security and agriculture. The global poor predominantly
work in agriculture, and due to their low levels of income they
spend a large shares of their income on food. Torero (Chap.
8) addresses AI/robotics in the food systems and points out
that agricultural production—while under climate stress—
still must increase while minimizing the negative impacts on
ecosystems, such as the current decline in biodiversity. An
interesting example is the case of autonomous robots for farm
operations. Robotics are becoming increasingly scale neutral,
which could benefit small farmers via wage and price effects
(Fabregas et al. 2019). AI and robotics play a growing role in
all elements of food value chains, where automation is driven
by labor costs as well as by demands for hygiene and food
safety in processing.
Torero (Chap. 8) outlines the opportunities of new tech-
nologies for smallholder households. Small-size mechaniza-
tion offers possibilities for remote areas, steep slopes or soft
soil areas. Previously marginal areas could be productive
again. Precision farming could be introduced to farmers that
have little capital thus allowing them to adopt climate-smart
practices. Farmers can be providers and consumers of data,
as they link to cloud technologies using their smartphones,
connecting to risk management instruments and track crop
damage in real time.
Economic context may change with technologies. Buying
new machinery may no longer mean getting oneself into
debt thanks to better access to credit and leasing options.
The reduced scale of efficient production would mean higher
profitability for smallholders. Robots in the field also rep-
resent opportunities for income diversification for farmers
and their family members as the need to use family labor for
low productivity tasks is reduced and time can be allocated
for more profit-generating activities. Additionally, robots can
operate 24/7, allowing more precision on timing of harvest,
especially for high-value commodities like grapes or straw-
berries.
Education
Besides health and caregiving, where innovations in
AI/robotics have had a strong impact, in education and
finance this impact is also likely to increase in the future.
In education—be it in the classroom or in distance-learning
systems, focused on children or on training and retraining
of adults—robotics is already having an impact (Léna,
Chap. 9). With the addition of AI, robotics offers to expand
the reach of teaching in exciting new ways. At the same
time, there are also concerns about new dependencies
and unknown effects of these technologies on minds.
Léna sees child education as a special case, due to it
involving emotions as well as knowledge communicated
between children and adults. He examines some of the
modalities of teacher substitution by AI/robotic resources
and discusses their ethical aspects. He emphasizes positive
aspects of computer-aided education in contexts in which
teachers are lacking. The technical possibilities combining
artificial intelligence and teaching may be large, but the
costs need consideration too. The ethical questions raised
by these developments need attention, since children are
extremely vulnerable human beings. As the need to develop
education worldwide are so pressing, any reasonable solution
which benefits from these technological advances can
become helpful, especially in the area of computer-aided
education.
AI, Robotics, and Humanity: Opportunities, Risks, and Implications for Ethics and Policy 7
Finance, Insurance, and Other Services
Turning to important service domains like finance and insur-
ance, and real estate, some opportunities but also worrisome
trends of applications of AI-based algorithms relying on Big
Data are quickly emerging. In these domains, humans are in-
creasingly assessed and judged bymachines. Pasquale (Chap.
10) looks into the financial technology (Fintech) landscape,
which ranges from automation of office procedures to new
approaches of storing and transferring value, and granting
credit. For instance, new services—e.g., insurance sold by the
hour—are emerging, and investments on stock exchanges are
conducted increasingly by AI systems, instead of by traders.
These innovations in AI, other than industrial robotics, are
probably already changing and reducing employment of (for-
mer) high-skill/high-income segments, but not routine tasks
in manufacturing. A basis for some of the Fintech operations
by established finance institutions and start-ups is the use
of data sources from social media with algorithms to assess
credit risk. Another area is financial institutions adopting
distributed ledger technologies. Pasquale (Chap. 10) divides
the Fintech landscape into two spheres, “incrementalist Fin-
tech” and “futurist Fintech.” Incrementalist Fintech uses new
data, algorithms, and software to perform traditional tasks
of existing financial institutions. Emerging AI/robotics do
not change the underlying nature of underwriting, payment
processing, or lending of the financial sector. Regulators still
cover these institutions, and their adherence to rules accord-
ingly assures that long-standing principles of financial regu-
lation persist. Yet, futurist Fintech claims to disrupt financial
markets in ways that supersede regulation or even render
it obsolete. If blockchain memorializing of transactions is
actually “immutable,” the need for regulatory interventions
to promote security or prevent modification of records may
no longer be needed.
Pasquale (Chap. 10) sees large issues with futurist Fin-
tech, which engages in detailed surveillance in order to get
access to services. These can become predatory, creepy,
and objectionable on diverse grounds, including that they
subordinate inclusion, when they allow persons to compete
for advantage in financial markets in ways that undermine
their financial health, dignity, and political power (Pasquale,
Chap. 10). Algorithmic accountability has become an im-
portant concern for reasons of discriminating against women
for lower-paying jobs, discriminating against the aged, and
stimulating consumers into buying things by sophisticated
social psychology and individualized advertising based on
“Phishing.”5 Pistor (2019) describes networks of obligation
that even states find exceptionally difficult to break. Capital
5Relevant for insights in these issues are the analyses by Akerlof and
Shiller (2015) in their book on “Phishing for Phools: The Economics of
Manipulation and Deception.”
has imbricated into international legal orders that hide wealth
and income from regulators and tax authorities. Cryptocur-
rency may become a tool for deflecting legal demands and
serve the rich. Golumbia (2009) points at the potential desta-
bilizing effects of cryptocurrencies for financial regulation
and monetary policy. Pasquale (Chap. 10) stresses that both
incrementalist and futurist Fintech expose the hidden costs
of digital efforts to circumvent or co-opt state monetary
authorities.
In some areas of innovations in AI/robotics, their future
trajectories already seem quite clear. For example, robotics
are fast expanding in space exploration and satellite systems
observing earth,6 in surgery and other forms of medical
technology,7 and in monitoring processes of change in the
Anthropocene, for instance related to crop developments at
small scales.8 Paradigmatic for many application scenarios
not just in industry but also in care and health are robotic
hand-arm systems for which the challenges of precision,
sensitivity, and robustness come along with safe grasping
requirements. Promising applications are evolving in tele-
manipulation systems in a variety of areas such as healthcare,
factory production, and mobility. Depending on each of these
areas, sound IP standards and/or open-source innovation
systems should be explored systematically, in order to shape
optimal innovation pathways. This is a promising area of eco-
nomic, technological, legal, and political science research.
Robotics/AI andMilitarized Conflict
Robotics and AI in militarized conflicts raise new challenges
for building and strengthening peace among nations and for
the prevention of war andmilitarized conflict in general. New
political and legal principles and arrangements are needed but
are evolving too slowly.
Within militarized conflict, AI-based systems (including
robots) can serve a variety of purposes, inter alia, extract-
ing wounded personnel, monitoring compliance with laws
of war/rules of engagement, improving situational aware-
ness/battlefield planning, and making targeting decisions.
While it is the last category that raises the most challenging
moral issues, in all cases the implications of lowered barriers
of warfare, escalatory dangers, as well as systemic risks must
be carefully examined before AI is implemented in battlefield
settings.
6See for instance Martin Sweeting’s (2020) review of opportunities of
small satellites for earth observation.
7For a review on AI and robotics in health see for instance Erwin Loh
(2018).
8On assessment of fossil fuel and anthrogpogenic emissions effects on
public health and climate see Jos Lelieveld et al. (2019). On new ways
of crop monitoring using AI see, for instance, Burke and Lobell (2017).
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Worries about falling behind in the race to develop new
AI military applications must not become an excuse for
short-circuiting safety research, testing, and adequate train-
ing. Because weapon design is trending away from large-
scale infrastructure toward autonomous, decentralized, and
miniaturized systems, the destructive effects may be mag-
nified compared to most systems operative today (Danzig
2018). AI-based technologies should be designed so they
enhance (and do not detract from) the exercise of soundmoral
judgment by military personnel, which need not only more
but also very different types of training under the changed
circumstances. Whatever military advantages might accrue
from the use of AI, human agents—political and military—
must continue to assume responsibility for actions carried out
in wartime.
International standards are urgently needed. Ideally, these
would regulate the use of AI with respect to military plan-
ning (where AI risks to encourage pre-emptive strategies),
cyberattack/defense as well as the kinetic battlefields of
land, air, sea, undersea, and outer space. With respect to
lethal autonomous weapon systems, given the present state
of technical competence (and for the foreseeable future), no
systems should be deployed that function in unsupervised
mode. Whatever the battlefield—cyber or kinetic—human
accountability must be maintained, so that adherence to
internationally recognized laws of war can be assured and
violations sanctioned.
Robots are increasingly utilized on the battlefield for a va-
riety of tasks (Swett et al., Chap. 11). Human-piloted, remote-
controlled fielded systems currently predominate. These in-
clude unmanned aerial vehicles (often called “drones”), un-
manned ground, surface, and underwater vehicles as well
as integrated air-defense and smart weapons. The authors
recognize, however, that an arms race is currently underway
to operate these robotic platforms as AI-enabled weapon
systems. Some of these systems are being designed to act
autonomously, i.e., without the direct intervention of a human
operator for making targeting decisions.Motivating this drive
toward AI-based autonomous targeting systems (Lethal Au-
tonomous Weapons, or LAWS) brings about several factors,
such as increasing the speed of decision-making, expanding
the volume of information necessary for complex decisions,
or carrying out operations in settings where the segments
of the electromagnetic spectrum needed for secure commu-
nications are contested. Significant developments are also
underway within the field of human–machine interaction,
where the goal is to augment the abilities of military per-
sonnel in battlefield settings, providing, for instance, en-
hanced situational awareness or delegating to an AI-guided
machine some aspect of a joint mission. This is the concept
of human–AI “teaming” that is gaining ground in military
planning. On this understanding, humans and AI function
as tightly coordinated parts of a multi-agent team, requiring
novel modes of communication and trust. The limitations of
AI must be properly understood by system designers and
military personnel if AI applications are to promote more,
not less, adherence to norms of armed conflict.
It has long been recognized that the battlefield is an espe-
cially challenging domain for ethical assessment. It involves
the infliction of the worst sorts of harm: killing, maiming,
destruction of property, and devastation of the natural envi-
ronment. Decision-making in war is carried out under con-
ditions of urgency and disorder. This Clausewitz famously
termed the “fog of war.” Showing how ethics are realistically
applicable in such a setting has long taxed philosophers,
lawyers, and military ethicists. The advent of AI has added
a new layer of complexity. Hopes have been kindled for
smarter targeting on the battlefield, fewer combatants, and
hence less bloodshed; simultaneously, warnings have been
issued on the new arms race in “killer robots,” as well as the
risks associated with delegating lethal decisions to increas-
ingly complex and autonomous machines. Because LAWS
are designed to make targeting decisions without the direct
intervention of human agents (who are “out of the killing
loop”), considerable debate has arisen on whether this mode
of autonomous targeting should be deemed morally permis-
sible. Surveying the contours of this debate, Reichberg and
Syse (Chap. 12) first present a prominent ethical argument
that has been advanced in favor of LAWS, namely, that AI-
directed robotic combatants would have an advantage over
their human counterparts, insofar as the formerwould operate
solely on the basis of rational assessment, while the latter are
often swayed by emotions that conduce to poor judgment.
Several counter arguments are then presented, inter alia, (i)
that emotions have a positive influence on moral judgment
and are indispensable to it; (ii) that it is a violation of human
dignity to be killed by a machine, as opposed to being killed
by a human being; and (iii) that the honor of the military
profession hinges on maintaining an equality of risk between
combatants, an equality that would be removed if one side
delegates its fighting to robots. The chapter concludes with a
reflection on the moral challenges posed by human–AI team-
ing in battlefield settings, and on how virtue ethics provide a
valuable framework for addressing these challenges.
Nuclear deterrence is an integral aspect of the current
security architecture and the question has arisen whether
adoption of AI will enhance the stability of this architecture
or weaken it. The stakes are very high. Akiyama (Chap. 13)
examines the specific case of nuclear deterrence, namely, the
possession of nuclear weapons, not specifically for battle-
field use but to dissuade others from mounting a nuclear or
conventional attack. Stable deterrence depends on a complex
web of risk perceptions. All sorts of distortions and errors are
possible, especially in moments of crisis. AI might contribute
toward reinforcing the rationality of decision-making under
these conditions (easily affected by the emotional distur-
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bances and fallacious inferences to which human beings
are prone), thereby preventing an accidental launch or un-
intended escalation. Conversely, judgments about what does
or does not fit the “national interest” are not well suited to
AI (at least in its current state of development). A purely
logical reasoning process based on the wrong values could
have disastrous consequences, which would clearly be the
case if an AI-based machine were allowed to make the launch
decision (which virtually all experts would emphatically
exclude), but grave problems could similarly arise if a human
actor relied too heavily on AI input.
Implications for Ethics and Policies
Major research is underway in areas that define us as humans,
such as language, symbol processing, one-shot learning, self-
evaluation, confidence judgment, program induction, con-
ceiving goals, and integrating existing modules into an over-
arching,multi-purpose intelligent architecture (Zimmermann
and Cremers, Chap. 3). Computational agents trained by re-
inforcement learning and deep learning frameworks demon-
strate outstanding performance in tasks previously thought
intractable. While a thorough foundation for a general theory
of computational cognitive agents is still missing, the concep-
tual and practical advance of AI has reached a state in which
ethical and safety questions and the impact on society overall
become pressing issues. For example, AI-based inferences of
persons’ feelings derived from face recognition data are such
an issue.
AI/Robotics: Human and Social Relations
The spread of robotics profoundlymodifies human and social
relations inmany spheres of society, in the family as well as in
the workplace and in the public sphere. These modifications
can take on the character of hybridization processes between
the human characteristics of relationships and the artificial
ones, hence between analogical and virtual reality. Therefore,
it is necessary to increase scientific research on issues con-
cerning the social effects that derive from delegating relevant
aspects of social organization to AI and robots. An aim of
such research should be to understand how it is possible to
govern the relevant processes of change and produce those
relational goods that realize a virtuous human fulfillment
within a sustainable and fair societal development.
We noted above that fast progress in robotics engineering
is transformingwhole industries (industry 4.0). The evolution
of the internet of things (IoT) with communication among
machines and inter-connected machine learning results in
major changes for services such as banking and finance as
reviewed above. Robot–robot and human–robot interactions
are increasingly intensive; yet, AI systems are hard to test
and validate. This raises issues of trust in AI and robots, and
issues of regulation and ownership of data, assignment of
responsibilities, and transparency of algorithms are arising
and require legitimate institutional arrangements.
We can distinguish between mechanical robots, designed
to accomplish routine tasks in production, and AI/robotics
capacities to assist in social care, medical procedures, safe
and energy efficient mobility systems, educational tasks, and
scientific research. While intelligent assistants may benefit
adults and children alike, they also carry risks because their
impact on the developing brain is unknown, and because peo-
ple may lose motivation in areas where AI appears superior.
Basically robots are instruments in the perspective of
Sánchez Sorondo (Chap. 14) with the term “instrument”
being used in various senses. “The primary sense is clearly
that of not being a cause of itself or not existing by itself.”
Aristotle defines being free as the one that is a cause of
himself or exists on its own and for himself, i.e., one who
is cause of himself (causa sui or causa sui ipsius).” From
the Christian perspective, “ . . . for a being to be free and
a cause of himself, it is necessary that he/she be a person
endowed with a spiritual soul, on which his or her cognitive
and volitional activity is based” (Sánchez Sorondo, Chap.
14, p. 173). An artificially intelligent robotic entity does not
meet this standard. As an artifact and not a natural reality,
the AI/robotic entity is invented by human beings to fulfill a
purpose imposed by human beings. It can become a perfect
entity that performs operations in quantity and quality more
precisely than a human being, but it cannot choose for itself
a different purpose from what was programmed in it for by
a human being. As such, the artificially intelligent robot is a
means at the service of humans.
The majority of social scientists have subscribed to a
similar conclusion as the above. Philosophically, as distinct
from theologically, this entails some version of “human es-
sentialism” and “species-ism” that far from all would en-
dorse in other contexts (e.g., social constructionists). The
result is to reinforce Robophobia and the supposed need to
protect humankind. Margaret S. Archer (Chap. 15) seeks
to put the case for potential Robophilia based upon the
positive properties and powers deriving from humans and AI
co-working together in synergy. Hence, Archer asks “Can
Human Beings and AI Robots be Friends?” She stresses
the need to foreground social change (given this is increas-
ingly morphogenetic rather than morphostatic) for structure,
culture, and agency. Because of the central role the social
sciences assign to agents and their “agency” this is crucial as
we humans are continually “enhanced” and have since long
increased their height and longevity. Human enhancement
speeded up with medical advances from ear trumpets, to
spectacles, to artificial insertions in the body, transplants, and
genetic modification. In short, the constitution of most adult
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human bodies is no longer wholly organic. In consequence,
the definition of “being human” is carried further away from
naturalism and human essentialism. The old bifurcation into
the “wet” and the “dry” is no longer a simple binary one. If
the classical distinguishing feature of humankind was held
to be possession of a “soul,” this was never considered to
be a biological organ. Today, she argues, with the growing
capacities of AI robots, the tables are turned and implicitly
pose the question, “so are they not persons too?” The paradox
is that the public admires the AI who defeated Chess and
Go world champions. They are content with AI roles in
care of the elderly, with autistic children, and in surgical
interventions, none of which are purely computational feats,
but the fear of artificially intelligent robots “taking over”
remains and repeats Asimov’s (1950) protective laws. Per-
ceiving this as a threat alone owes much to the influence of
the Arts, especially sci-fi; Robophobia dominates Robophilia
in popular imagination and academia.WithAI capacities now
including “error-detection,” “self-elaboration of their pre-
programming,” and “adaptation to their environment,” they
have the potential for active collaboration with humankind,
in research, therapy, and care. This would entail synergy or
co-working between humans and AI beings.
Wolfgang Schröder (Chap. 16) also addresses robot–
human interaction issues, but from positions in legal
philosophy and ethics. He asks what normative conditions
should apply to the use of robots in human society, and
ranks the controversies about the moral and legal status of
robots and of humanoid robots in particular among the top
debates in recent practical philosophy and legal theory. As
robots become increasingly sophisticated, and engineers
make them combine properties of tools with seemingly
psychological capacities that were thought to be reserved
for humans, such considerations become pressing. While
some are inclined to view humanoid robots as more than
just tools, discussions are dominated by a clear divide: What
some find appealing, others deem appalling, i.e., “robot
rights” and “legal personhood” for AI systems. Obviously,
we need to organize human–robot interactions according
to ethical and juridical principles that optimize benefit and
minimize mutual harm. Schröder concludes, based on a
careful consideration of legal and philosophical positions,
that, even the most human-like behaving robot will not lose
its ontological machine character merely by being open to
“humanizing” interpretations. However, even if they do not
present an anthropological challenge, they certainly present
an ethical one, because both AI and ethical frameworks are
artifacts of our societies—and therefore subject to human
choice and human control, Schröder argues. The latter holds
for the moral status of robots and other AI systems, too. This
status remains a choice, not a necessity. Schröder suggests
that there should be no context of action where a complete
absence of human respect for the integrity of other beings
(natural or artificial) would be morally allowed or even
encouraged. Avoiding disrespectful treatment of robots is
ultimately for the sake of the humans, not for the sake of
the robots. Maybe this insight can contribute to inspire an
“overlapping consensus” as conceptualized by John Rawls
(1987) in further discussions on responsibly coordinating
human-robot interactions.
Human–robot interactions and affective computing’s eth-
ical implications are elaborated by Devillers (Chap. 17).
The field of social robotics is fast developing and will have
wide implications especially within health care, where much
progress has beenmade toward the development of “compan-
ion robots.” Such robots provide therapeutic or monitoring
assistance to patients with a range of disabilities over a
long timeframe. Preliminary results show that such robots
may be particularly beneficial for use with individuals who
suffer from neurodegenerative pathologies. Treatment can be
accorded around the clock and with a level of patience rarely
found among human healthcare workers. Several elements
are requisite for the effective deployment of companion
robots: They must be able to detect human emotions and in
turn mimic human emotional reactions as well as having an
outward appearance that corresponds to human expectations
about their caregiving role. Devillers’ chapter presents labo-
ratory findings on AI-systems that enable robots to recognize
specific emotions and adapt their behavior accordingly. Emo-
tional perception by humans (how language and gestures are
interpreted by us to grasp the emotional states of others) is
being studied as a guide to programing robots so they can
simulate emotions in their interactions with humans. Some
of the relevant ethical issues are examined, particularly the
use of “nudges,” whereby detection of a human subject’s
cognitive biases enables the robot to initiate, through verbal
or nonverbal cues, remedial measures to affect the subject’s
behavior in a beneficial direction. Whether this constitutes
manipulation and is open to potential abuse merits closer
study.
Taking the encyclical Laudato si’ and its call for an “in-
tegral ecology” as its starting point, Donati (Chap. 18) ex-
amines how the processes of human enhancement that have
been brought about by the digital revolution (including AI
and robotics) have given rise to new social relationships. A
central question consists in asking how the Digital Techno-
logical Mix, a hybridization of the human and nonhuman that
issues from AI and related technologies, can promote human
dignity. Hybridization is defined here as entanglements and
interchanges between digital machines, their ways of operat-
ing, and human elements in social practices. The issue is not
whether AI or robots can assume human-like characteristics,
but how they interact with humans and affect their social
relationships, thereby generating a new kind of society.
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Advocating for the positive coexistence of humans and
AI, Lee (Chap. 22) shares Donati’s vision of a system that
provides for all members of society, but one that also uses
the wealth generated by AI to build a society that is more
compassionate, loving, and ultimately human. Lee believes
it is incumbent on us to use the economic abundance of
the AI age to foster the values of volunteers who devote
their time and energy toward making their communities more
caring. As a practical measure, they propose to explore the
creation not of a universal basic income to protect against
AI/robotics’ labor saving and job cutting effects, but a “social
investment stipend.” The stipendwould be given to thosewho
invest their time and energy in those activities that promote
a kind, compassionate, and creative society, i.e., care work,
community service, and education. It would put the economic
bounty generated by AI to work in building a better society,
rather than just numbing the pain of AI-induced job losses.
Joint action in the sphere of human–human interrelations
may be a model for human–robot interactions. Human–
human interrelations are only possible when several prereq-
uisites are met (Clodic and Alami, Chap. 19), inter alia:
(i) that each agent has a representation within itself of its
distinction from the other so that their respective tasks can
be coordinated; (ii) each agent attends to the same object, is
aware of that fact, and the two sets of “attentions” are causally
connected; and (iii) each agent understands the other’s action
as intentional, namely one where means are selected in view
of a goal so that each is able to make an action-to-goal
prediction about the other. The authors explain how human–
robot interaction must follow the same threefold pattern. In
this context, two key problems emerge. First, how can a
robot be programed to recognize its distinction from a human
subject in the same space, to detect when a human agent is
attending to something, and make judgments about the goal-
directedness of the other’s actions such that the appropriate
predictions can be made? Second, what must humans learn
about robots so they are able to interact reliably with them in
view of a shared goal? This dual process (robot perception of
its human counterpart and human perception of the robot) is
here examined by reference to the laboratory case of a human
and a robot who team up in building a stack with four blocks.
Robots are increasingly prevalent in human life and their
place is expected to grow exponentially in the coming years
(vanWynsberghe, Chap. 20).Whether their impact is positive
or negative will depend not only on how they are used,
but also and especially on how they have been designed. If
ethical use is to be made of robots, an ethical perspective
must be made integral to their design and production. Today
this approach goes by the name “responsible robotics,” the
parameters of which are laid out in the present chapter.
Identifying lines of responsibility among the actors involved
in a robot’s development and implementation, as well as
establishing procedures to track these responsibilities as they
impact the robot’s future use, constitutes the “responsibility
attribution framework” for responsible robotics. Whereas
Asimov’s (1950) famous “three laws of robotics” focused
on the behavior of the robot, current “responsible robotics”
redirects our attention to the human actors, designers, and
producers, who are involved in the development chain of
robots. The robotics sector has become highly complex, with
a wide network of actors engaged in various phases of devel-
opment and production of a multitude of applications. Under-
standing the different sorts of responsibility—moral, legal,
backward- and forward-looking, individual and collective—
that are relevant within this space, enables the articulation of
an adequate attribution framework of responsibility for the
robotics industry.
Regulating for Good National
and International Governance
An awareness that AI-based technologies have far outpaced
the existing regulatory frameworks has raised challenging
questions about how to set limits on the most dangerous
developments (lethal autonomous weapons or surveillance
bots, for instance). Under the assumption that the robotics
industry cannot be relied on to regulate itself, calls for gov-
ernment intervention within the regulatory space—national
and international—have multiplied (Kane, Chap. 21). The
author recognizes how AI technologies offer a special diffi-
culty to any regulatory authority, given their complexity (not
easily understood by nonspecialists) and their rapid pace of
development (a specific application will often be obsolete
by the time needed untill regulations are finally established).
The various approaches to regulating AI fall into two main
categories. A sectoral approach looks to identify the societal
risks posed by individual technologies, so that preventive or
mitigating strategies can be implemented, on the assumption
that the rules applicable to AI, in say the financial industry,
would be very different from those relevant to heath care
providers. A cross-sectoral approach, by contrast, involves
the formulation of rules (whether norms adopted by indus-
trial consensus or laws set down by governmental authority)
that, as the name implies, would have application to AI-
based technologies in their generality. After surveying some
domestic and international initiatives that typify the two
approaches, the chapter concludes with a list of 15 recom-
mendations to guide reflection on the promotion of societally
beneficial AI.
Toward Global AI Frameworks
Over the past two decades, the field of AI/robotics has
spurred a multitude of applications for novel services. A
particularly fast and enthusiastic development of AI/Robotics
occurred in the first and second decades of the century around
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industrial applications and financial services. Whether or not
the current decade will see continued fast innovation and
expansion of AI-based commercial and public services is an
open question. An important issue is and will become even
more so, how the AI innovation fields are being dominated
by national strategies especially in the USA and China, or if
some global arrangement for standard setting and openness
can be contemplated to serve the global common good along
with justifiable protection of intellectual property (IP) and
fair competition in the private sector. This will require nu-
merous rounds of negotiation concerning AI/Robotics, com-
parable with the development of rules on trade and foreign
direct investment. The United Nations could provide the
framework. The EuropeanUnionwould have a strong interest
in engaging in such a venture, too. Civil society may play key
roles from the perspective of protection of privacy.
Whether AI may serve good governance or bad gover-
nance depends, inter alia, on the corresponding regulatory
environment. Risks of manipulative applications of AI for
shaping public opinion and electoral interference need at-
tention, and national and international controls are called
for. The identification and prevention of illegal transactions,
for instance money received from criminal activities such
as drug trafficking, human trafficking or illegal transplants,
may serve positively, but when AI is in the hands of op-
pressive governments or unethically operating companies,
AI/robotics may be used for political gain, exploitation, and
undermining of political freedom. The new technologies
must not become instruments to enslave people or further
marginalize the people suffering already from poverty.
Efforts of publicly supported development of intelligent
machines should be directed to the common good. The im-
pact on public goods and services, as well as health, educa-
tion, and sustainability, must be paramount. AI may have un-
expected biases or inhuman consequences including segmen-
tation of society and racial and gender bias. These need to be
addressed within different regulatory instances—both gov-
ernmental and nongovernmental—before they occur. These
are national and global issues and the latter need further
attention from the United Nations.
The war-related risks of AI/robotics need to be addressed.
States should agree on concrete steps to reduce the risk
of AI-facilitated and possibly escalated wars and aim for
mechanisms that heighten rather than lower the barriers of
development or use of autonomous weapons, and fostering
the understanding that war is to be prevented in general. With
respect to lethal autonomous weapon systems, no systems
should be deployed that function in an unsupervised mode.
Human accountability must be maintained so that adherence
to internationally recognized laws of war can be assured and
violations sanctioned.
Protecting People’s and Individual Human Rights
and Privacy
AI/robotics offer great opportunities and entail risks; there-
fore, regulations should be appropriately designed by legit-
imate public institutions, not hampering opportunities, but
also not stimulating excessive risk-taking and bias. This
requires a framework in which inclusive public societal dis-
course is informed by scientific inquiry within different dis-
ciplines. All segments of society should participate in the
needed dialogue. New forms of regulating the digital econ-
omy are called for that ensure proper data protection and
personal privacy. Moreover, deontic values such as “permit-
ted,” “obligatory,” and “forbidden” need to be strengthened
to navigate the web and interact with robots. Human rights
need to be protected from intrusive AI.
Regarding privacy, access to new knowledge, and infor-
mation rights, the poor are particularly threatened because of
their current lack of power and voice. AI and robotics need to
be accompanied by more empowerment of the poor through
information, education, and investment in skills. Policies
should aim for sharing the benefits of productivity growth
through a combination of profit-sharing, not by subsidizing
robots but through considering (digital) capital taxation, and
a reduction of working time spent on routine tasks.
Developing Corporate Standards
The private sector generates many innovations in AI/robotics.
It needs to establish sound rules and standards framed by
public policy. Companies, including the large corporations
developing and using AI, should create ethical and safety
boards, and join with nonprofit organizations that aim to es-
tablish best practices and standards for the beneficial deploy-
ment of AI/ robotics. Appropriate protocols for AI/robotics’
safety need to be developed, such as duplicated checking by
independent design teams. The passing of ethical and safety
tests, evaluating for instance the social impact or covert racial
prejudice, should become a prerequisite for the release of new
AI software. External civil boards performing recurrent and
transparent evaluation of all technologies, including in the
military, should be considered. Scientists and engineers, as
the designers of AI and robot devices, have a responsibility to
ensure that their inventions and innovations are safe and can
be used for moral purposes (Gibney 2020). In this context,
Pope Francis has called for the elaboration of ethical guide-
lines for the design of algorithms, namely an “algorethics.”
To this he adds that “it is not enough simply to trust in the
moral sense of researchers and developers of devices and al-
gorithms. There is a need to create intermediate social bodies
that can incorporate and express the ethical sensibilities of
users and educators.” (Pope Francis 2020). Developing and
setting such standards would help in mutual learning and
innovation with international spillover effects. Standards for
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protecting people’s rights for choices and privacy also apply
and may be viewed differently around the world. The general
standards, however, are defined for human dignity in the UN
Human Rights codex.
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Abstract
This chapter identifies the differences between natural and
artifical cognitive systems. Benchmarking robots against
brains may suggest that organisms and robots both need
to possess an internal model of the restricted environment
in which they act and both need to adjust their actions to
the conditions of the respective environment in order to
accomplish their tasks. However, computational strategies
to cope with these challenges are different for natural and
artificial systems. Many of the specific human qualities
cannot be deduced from the neuronal functions of indi-
vidual brains alone but owe their existence to cultural
evolution. Social interactions between agents endowed
with the cognitive abilities of humans generate immaterial
realities, addressed as social or cultural realities. Inten-
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tionality, morality, responsibility and certain aspects of
consciousness such as the qualia of subjective experience
belong to the immaterial dimension of social realities. It
is premature to enter discussions as to whether artificial
systems can acquire functions that we consider as inten-
tional and conscious or whether artificial agents can be
considered as moral agents with responsibility for their
actions.
Keywords
Artificial intelligence · Cognitive systems · Brain ·
Robot · Cultural evolution · Neuronal functions ·
Consciousness
Introduction
Organisms and robots have to cope with very similar chal-
lenges. Both need to possess an internal model of the re-
stricted environment in which they act and both need to
© The Author(s) 2021
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adjust their actions to the idiosyncratic conditions of the
respective environment in order to accomplish particular
tasks. However, the computational strategies to cope with
these challenges exhibit marked differences between natural
and artificial systems.
In natural systems the model of the world is to a large
extent inherited, i.e. the relevant information has been ac-
quired by selection and adaptation during evolution, is stored
in the genes and expressed in the functional anatomy of
the organism and the architecture of its nervous systems.
This inbornmodel is subsequently complemented and refined
during ontogeny by experience and practice. The same holds
true for the specification of the tasks that the organism needs
to accomplish and for the programs that control the execution
of actions. Here, too, the necessary information is provided in
part by evolution and in part by lifelong learning. In order to
be able to evolve in an ever-changing environment, organisms
have evolved cognitive systems that allow them to anal-
yse the actual conditions of their embedding environment,
to match them with the internal model, update the model,
derive predictions and adapt future actions to the actual
requirements.
In order to complement the inborn model of the world
organisms rely on two different learning strategies: Unsuper-
vised and supervised learning. The former serves to capture
frequently occurring statistical contingencies in the environ-
ment and to adapt processing architectures to the efficient
analysis of these contingencies. Babies apply this strategy for
the acquisition of the basic building blocks of language. The
unsupervised learning process is implemented by adaptive
connections that change their gain (efficiency) as a function
of the activity of the connected partners. If in a network two
interconnected neurons are frequently coactivated, because
the features to which they respond are often present simulta-
neously, the connections among these two neurons become
more efficient. The neurons representing these correlated
features become associated with one another. Thus, statis-
tical contingencies between features get represented by the
strength of neuronal interactions. “Neurons wire together if
they fire together”. Conversely, connections among neurons
weaken, if these are rarely active together, i.e. if their activity
is uncorrelated. By contrast, supervised learning strategies
are applied when the outcome of a cognitive or executive
process needs to be evaluated. An example is the generation
of categories. If the systemwere to learn that dogs, sharks and
eagles belong to the category of animals it needs to be told
that such a category exists and during the learning process it
needs to receive feedback on the correctness of the various
classification attempts. In case of supervised learning the
decision as to whether a particular activity pattern induces
a change in coupling is made dependent not only on the
local activity of the coupled neurons but on additional gating
signals that have a “now print” function. Only if these signals
are available in addition can local activity lead to synaptic
changes. These gating signals are generated by a few special-
ized centres in the depth of the brain and conveyed through
widely branching nerve fibres to the whole forebrain. The
activity of these value assigning systems is in turn controlled
by widely distributed brain structures that evaluate the be-
havioural validity of ongoing or very recently accomplished
cognitive or executive processes. In case the outcome is
positive, the network connections whose activity contributed
to this outcome get strengthened and if the outcome is neg-
ative they get weakened. This retrospective adjustment of
synaptic modifications is possible, because activity patterns
that potentially could change a connection leave a molecular
trace at the respective synaptic contacts that outlasts the
activity itself. If the “now print” signal of the gating systems
arrives while this trace is still present, the tagged synapse will
undergo a lasting change (Redondo and Morris 2011; Frey
and Morris 1997). In this way, the network’s specific activity
pattern that led to the desired outcome will be reinforced.
Therefore, this form of supervised learning is also addressed
as reinforcement learning.
Comparing these basic features of natural systemswith the
organization of artificial “intelligent” systems already reveals
a number of important differences.
Artificial systems have no evolutionary history but are the
result of a purposeful design, just as any other tool humans
have designed to fulfil special functions. Hence, their internal
model is installed by engineers and adapted to the specific
conditions in which the machine is expected to operate. The
same applies for the programs that translate signals from the
robot’s sensors into action. Control theory is applied to assure
effective coordination of the actuators. Although I am not
a specialist in robotics I assume that the large majority of
useful robots is hard wired in this way and lacks most of the
generative, creative and self-organizing capacities of natural
agents.
However, there is a new generation of robots with en-
hanced autonomy that capitalize on the recent progress in
machine learning. Because of the astounding performance of
these robots, autonomous cars are one example, and because
of the demonstration that machines outperform humans in
games such as Go and chess, it is necessary to examine in
greater depth to which extent the computational principles
realized in these machines resemble those of natural systems.
Over the last decades the field of artificial intelligence has
been revolutionized by the implementation of computational
strategies based on artificial neuronal networks. In the second
half of the last century evidence accumulated that relatively
simple neuronal networks, known as Perceptrons or Hopfield
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nets, can be trained to recognize and classify patterns and
this fuelled intensive research in the domain of artificial
intelligence. The growing availability of massive computing
power and the design of ingenious training algorithms pro-
vided compelling evidence that this computational strategy
is scalable. The early systems consisted of just three layers
and a few dozens of neuron like nodes. The systems that
have recently attracted considerable attention because they
outperform professional Go players, recognize and classify
correctly huge numbers of objects, transform verbal com-
mands into actions and steer cars, are all designed according
to the same principles as the initial three-layered networks.
However, the systems now comprise more than hundred
layers and millions of nodes which has earned them the
designation “deep learning networks”. Although the training
of these networks requires millions of training trials with a
very large number of samples, their amazing performance is
often taken as evidence that they function according to the
same principles as natural brains. However, as detailed in
the following paragraph, a closer look at the organization of
artificial and natural systems reveals that this is only true for
a few aspects.
Strategies for the Encoding of Relations: A
Comparison Between Artificial and Natural
Systems
The world, animate and inanimate, is composed of a rel-
atively small repertoire of elementary components that are
combined at different scales and in ever different constella-
tions to bring forth the virtually infinite diversity of objects.
This is at least how the world appears to us. Whether we
are caught in an epistemic circle and perceive the world as
composite because our cognitive systems are tuned to divide
wholes into parts or because the world is composite and
our cognitive systems have adapted to this fact will not be
discussed further. What matters is that the complexity of
descriptions can be reduced by representing the components
and their relations rather than the plethora of objects that
result from different constellations of components. It is prob-
ably for this reason that evolution has optimized cognitive
systems to exploit the power of combinatorial codes. A
limited number of elementary features is extracted from the
sensory environment and represented by the responses of
feature selective neurons. Subsequently different but com-
plementary strategies are applied to evaluate the relations
between these features and to generate minimally overlap-
ping representations of particular feature constellations for
classification. In a sense this is the same strategy as utilized
by human languages. In the Latin alphabet, 28 symbols
suffice to compose the world literature.
Encoding of Relations in Feed-Forward
Architectures
One strategy for the analysis and encoding of relations is
based on convergent feed-forward circuits. This strategy is
ubiquitous in natural systems. Nodes (neurons) of the input
layer are tuned to respond to particular features of input
patterns and their output connections are made to converge
on nodes of the next higher layer. By adjusting the gain
of these converging connections and the threshold of the
target node it is assured that the latter responds preferen-
tially to only a particular conjunction of features in the
input pattern (Hubel and Wiesel 1968; Barlow 1972). In
this way consistent relations among components become
represented by the activity of conjunction-specific nodes (see
Fig. 1). By iterating this strategy across multiple layers in
hierarchically structured feed-forward architectures complex
relational constructs (cognitive objects) can be represented
by conjunction-specific nodes of higher order. This basic
strategy for the encoding of relations has been realized in-
dependently several times during evolution in the nervous
systems of different phyla (molluscs, insects, vertebrates) and
reached the highest degree of sophistication in the hierarchi-
cal arrangement of processing levels in the cerebral cortex
of mammals (Felleman and van Essen 1991; Glasser et al.
2016; Gross et al. 1972; Tsao et al. 2006; Hirabayashi et
al. 2013; Quian Quiroga et al. 2005). This strategy is also
the hallmark of the numerous versions of artificial neuronal
networks designed for the recognition and classification of
patterns (Rosenblatt 1958; Hopfield 1987; DiCarlo and Cox
2007; LeCun et al. 2015). As mentioned above, the highly
successful recent developments in the field of artificial intel-
ligence, addressed as “deep learning networks” (LeCun et al.
Fig. 1 The encoding of relations by conjunction-specific neurons (red)
in a three-layered neuronal network. A and B refer to neurons at the
input layer whose responses represent the presence of features A and B.
Arrows indicate the flow of activity and their thickness the efficiency
of the respective connections. The threshold of the conjunction-specific
neuron is adjusted so that it responds only when A and B are active
simultaneously
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Fig. 2 Topology of a deep
learning network Input layer
Hidden
layers Output layer
2015; Silver et al. 2017, 2018), capitalize on the scaling of
this principle in large multilayer architectures (see Fig. 2).
Encoding of Relations by Assemblies
In natural systems, a second strategy for the encoding of re-
lations is implemented that differs in important aspects from
the formation of individual, conjunction-specific neurons
(nodes) and requires a very different architecture of connec-
tions. In this case, relations among components are encoded
by the temporary association of neurons (nodes) represent-
ing individual components into cooperating assemblies that
respond collectively to particular constellations of related
features. In contrast to the formation of conjunction-specific
neurons by convergence of feed-forward connections, this
second strategy requires recurrent (reciprocal) connections
between the nodes of the same layer as well as feed-back
connections from higher to lower levels of the processing
hierarchy. In natural systems, these recurrent connections
outnumber by far the feed-forward connections. As proposed
by Donald Hebb as early as 1949, components (features) of
composite objects can not only be related to one another by
the formation of conjunction-specific cells but also by the
formation of functionally coherent assemblies of neurons. In
this case, the neurons that encode the features that need to
be bound together become associated into an assembly. Such
assemblies, so the original assumption, are distinguished as
a coherent whole that represents a particular constellation
of components (features) because of the jointly enhanced
activation of the neurons constituting the assembly. The joint
enhancement of the neurons’ activity is assumed to be caused
by cooperative interactions that are mediated by the recip-
rocal connections between the nodes of the network. These
connections are endowed with correlation-dependent synap-
tic plasticity mechanisms (Hebbian synapses, see below) and
strengthen when the interconnected nodes are frequently co-
activated. Thus, nodes that are often co-activated because
the features to which they respond do often co-occur in the
environment enhance their mutual interactions. As a result of
these cooperative interactions, the vigour and/or coherence of
the responses of the respective nodes is enhanced when they
are activated by the respective feature constellation. In this
way, consistent relations among the components of cognitive
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objects are translated into the weight distributions of the
reciprocal connections between network nodes and become
represented by the joint responses of a cooperating assembly
of neurons. Accordingly, the information about the presence
of a particular constellation of features is not represented by
the activity of a single conjunction-specific neuron but by the
amplified or more coherent or reverberating responses of a
distributed assembly of neurons.
A Comparison Between the Two Strategies
Both relation-encoding strategies have advantages and
disadvantages and evolution has apparently opted for a
combination of the two. Feed-forward architectures are
well suited to evaluate relations between simultaneously
present features, raise no stability problems and allow for
fast processing. However, encoding relations exclusively
with conjunction-specific neurons is exceedingly expensive
in terms of hardware requirements. Because specific
constellations of (components) features have to be
represented explicitly by conjunction-specific neurons
via the convergence of the respective feed-forward
connections and because the dynamic range of the nodes
is limited, an astronomically large number of nodes and
processing levels would be required to cope with the
virtually infinite number of possible relations among the
components (features) characterizing real-world objects,
leave alone the representation of nested relations required to
capture complex scenes. This problem is addressed as the
“combinatorial explosion”. Consequently, biological systems
relying exclusively on feed-forward architectures are rare
and can afford representation of only a limited number of
behaviourally relevant relational constructs. Another serious
disadvantage of networks consisting exclusively of feed-
forward connections is that they have difficulties to encode
relations among temporally segregated events (temporal
relations) because they lack memory functions.
By contrast, assemblies of recurrently coupled, mutually
interacting nodes (neurons) can cope very well with the
encoding of temporal relations (sequences) because such
networks exhibit fading memory due to reverberation and
can integrate temporally segregated information. Assembly
codes are also much less costly in terms of hardware re-
quirements, because individual feature specific nodes can be
recombined in flexible combinations into a virtually infinite
number of different assemblies, each representing a different
cognitive content, just as the letters of the alphabet can
be combined into syllables, words, sentences and complex
descriptions (combinatorial code). In addition, coding space
is dramatically widened because information about the sta-
tistical contingencies of features can be encoded not only in
the synaptic weights of feed forward connections but also
in the weights of the recurrent and feed-back connections.
Finally, the encoding of entirely new or the completion of
incomplete relational constructs (associativity) is facilitated
by the cooperativity inherent in recurrently coupled networks
that allows for pattern completion and the generation of novel
associations (generative creativity).
However, assembly coding and the required recurrent
networks cannot easily be implemented in artificial systems
for a number of reasons. First and above all it is extremely
cumbersome to simulate the simultaneous reciprocal inter-
actions between large numbers of interconnected nodes with
conventional digital computers that can perform only sequen-
tial operations. Second, recurrent networks exhibit highly
non-linear dynamics that are difficult to control. They can
fall dead if global excitation drops below a critical level and
they can engage in runaway dynamics and become epileptic
if a critical level of excitation is reached. Theoretical analysis
shows that such networks perform efficiently only if they
operate in a dynamic regime close to criticality. Nature takes
care of this problem with a number of self-regulating mech-
anisms involving normalization of synaptic strength (Turri-
giano and Nelson 2004), inhibitory interactions (E/I balance)
(Yizhar et al. 2011) and control of global excitability by
modulatory systems, that keep the network within a narrow
working range just below criticality (Plenz and Thiagarajan
2007; Hahn et al. 2010).
The third problem for the technical implementation of
biological principles is the lack of hardware solutions for
Hebbian synapses that adjust their gain as a function of
the correlation between the activity of interconnected nodes.
Most artificial systems rely on some sort of supervised learn-
ing in which temporal relations play only a minor role if at
all. In these systems the gain of the feed-forward connec-
tions is iteratively adjusted until the activity patterns at the
output layer represent particular input patterns with minimal
overlap. To this end very large samples of input patterns are
generated, deviations of the output patterns from the desired
result are monitored as “errors” and backpropagated through
the network in order to change the gain of those connections
that contributed most to the error. In multilayer networks this
is an extremely challenging procedure and the breakthroughs
of recent developments in deep learning networks were due
mainly to the design of efficient backpropagation algorithms.
However, these are biologically implausible. In natural sys-
tems, the learning mechanisms exploit the fundamental role
of consistent temporal relations for the definition of semantic
relations. Simultaneously occurring events usually have a
common cause or are interdependent because of interactions.
If one event consistently precedes the other, the first is likely
the cause of the latter, and if there are no temporal corre-
lations between the events, they are most likely unrelated.
Likewise, components (features) that often occur together are
likely to be related, e.g. because their particular constellation
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is characteristic for a particular object or because they are
part of a stereotyped sequence of events. Accordingly, the
molecular mechanisms developed by evolution for the estab-
lishment of associations are exquisitely sensitive to tempo-
ral relations between the activity patterns of interconnected
nodes. The crucial variable that determines the occurrence
and polarity of gain changes of the connections is the tem-
poral relation between discharges in converging presynaptic
inputs and/or between the discharges of presynaptic afferents
and the activity of the postsynaptic neuron. In natural systems
most excitatory connections—feed forward, feed-back and
recurrent—as well as the connections between excitatory
and inhibitory neurons are adaptive and can change their
gain as a function of the correlation between pre- and post-
synaptic activity. The molecular mechanisms that translate
electrical activity in lasting changes of synaptic gain evaluate
correlation patterns with a precision in the range of tens
of milliseconds and support both the experience-dependent
generation of conjunction-specific neurons in feed-forward
architectures and the formation of assemblies.
Assembly Coding and the Binding Problem
Although the backpropagation algorithm mimics in a rather
efficient way the effects of reinforcement learning in deep
learning networks it cannot be applied for the training of
recurrent networks because it lacks sensitivity to temporal
relations. However, there are efforts to design training algo-
rithms applicable to recurrent networks and the results are
promising (Bellec et al. 2019).
Another and particularly challenging problem associated
with assembly coding is the binding problem. This problem
arises whenever more than one object is present and when
these objects and the relations among them need to be en-
coded within the same network layer. If assemblies were
solely distinguished by enhanced activity of the constituting
neurons, as proposed by Hebb (1949), it becomes difficult
to distinguish which of the neurons with enhanced activity
actually belong to which assembly, in particular, if objects
share some common features and overlap in space. This con-
dition is known as the superposition catastrophe. It has been
proposed that this problem can be solved by multiplexing,
i.e. by segregating the various assemblies in time (Milner
1992; von der Malsburg and Buhmann 1992; for reviews see
Singer andGray 1995; Singer 1999). Following the discovery
that neurons in the cerebral cortex can synchronize their
discharges with a precision in the millisecond range when
they engage in high frequency oscillations (Gray et al. 1989),
it has been proposed that the neurons temporarily bound
into assemblies are distinguished not only by an increase of
their discharge rate but also by the precise synchronization of
their action potentials (Singer and Gray 1995; Singer 1999).
Synchronization is as effective in enhancing the efficiency of
neuronal responses in down-stream targets as is enhancing
discharge rate (Bruno and Sakmann 2006). Thus, activation
of target cells at the subsequent processing stage can be
assured by increasing either the rate or the synchronicity
of discharges in the converging input connections. The ad-
vantage of increasing salience by synchronization is that
integration intervals for synchronous inputs are very short,
allowing for instantaneous detection of enhanced salience.
Hence, information about the relatedness of responses can
be read out very rapidly. In extremis, single discharges can be
labelled as salient and identified as belonging to a particular
assembly if synchronized with a precision in the millisecond
range.
Again, however, it is not trivial to endow artificial re-
current networks with the dynamics necessary to solve the
binding problem. It would require to implement oscillatory
microcircuits and mechanisms ensuring selective synchro-
nization of feature selective nodes. The latter, in turn, have to
rely on Hebbian learning mechanisms for which there are yet
no satisfactory hardware solutions. Hence, there are multiple
reasons why the unique potential of recurrent networks is
only marginally exploited by AI systems.
Computing in High-Dimensional State Space
Unlike contemporary AI systems that essentially rely on
the deep learning algorithms discussed above, recurrent net-
works exhibit highly complex non-linear dynamics, espe-
cially if the nodes are configured as oscillators and if the cou-
pling connections impose delays—as is the case for natural
networks. These dynamics provide a very high-dimensional
state space that can be exploited for the realization of func-
tions that go far beyond those discussed above and are based
on radically different computational strategies. In the follow-
ing, some of these options will be discussed and substantiated
with recently obtained experimental evidence.
The non-linear dynamics of recurrent networks are ex-
ploited for computation in certain AI systems, the respective
strategies being addressed as “echo state, reservoir or liquid
computing” (Lukoševičius and Jaeger 2009; Buonomano and
Maass 2009; D’Huys et al. 2012; Soriano et al. 2013). Inmost
cases, the properties of recurrent networks are simulated in
digital computers, whereby only very few of the features of
biological networks are captured. In the artificial systems the
nodes act as simple integrators and the coupling connections
lack most of the properties of their natural counterparts. They
operate without delay, lack specific topologies and their gain
is non-adaptive. Most artificial recurrent networks also lack
inhibitory interneurons that constitute 20% of the neurons in
natural systems and interact in highly selective ways with
the excitatory neurons. Moreover, as the updating of network
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states has to be performed sequentially according to the clock
cycle of the digital computer used to simulate the recurrent
network, many of the analogue computations taking place in
natural networks can only be approximated with iterations if
at all. Therefore, attempts are made to emulate the dynamics
of recurrent networks with analogue technology. An original
and hardware efficient approach is based on optoelectron-
ics. Laser diodes serve as oscillating nodes and these are
reciprocally coupled through glass fibres whose variable
length introduces variations of coupling delays (Soriano et
al. 2013). All these implementations have in common to use
the characteristic dynamics of recurrent networks as medium
for the execution of specific computations.
Because the dynamics of recurrent networks resemble
to some extent the dynamics of liquids—hence the term
“liquid computing”—the basic principle can be illustrated
by considering the consequences of perturbing a liquid. If
objects impact at different intervals and locations in a pond
of water, they generate interference patterns of propagating
waves whose parameters reflect the size, speed, location and
the time of impact of the objects. The wave patterns fade with
a time constant determined by the viscosity of the liquid,
interfere with one another and create a complex dynamic
state. This state can be analysed by measuring at several
locations in the pond the amplitude, frequency and phase of
the respective oscillations and from these variables a trained
classifier can subsequently reconstruct the exact sequence
and nature of the impacting “stimuli”. Similar effects occur
in recurrent networks when subsets of nodes are perturbed
by stimuli that have a particular spatial and temporal struc-
ture. The excitation of the stimulated nodes spreads across
the network and creates a complex dynamic state, whose
spatio-temporal structure is determined by the constellation
of initially excited nodes and the functional architecture
of the coupling connections. This stimulus-specific pattern
continues to evolve beyond the duration of the stimulus due
to reverberation and then eventually fades. If the activity has
not induced changes in the gain of the recurrent connections
the network returns to its initial state. This evolution of the
network dynamics can be traced by assessing the activity
changes of the nodes and is usually represented by time
varying, high-dimensional vectors or trajectories. As these
trajectories differ for different stimulus patterns, segments
exhibiting maximal distance in the high-dimensional state
space can be selected to train classifiers for the identification
of the respective stimuli.
This computational strategy has several remarkable ad-
vantages: (1) low-dimensional stimulus events are projected
into a high-dimensional state space where nonlinearly sep-
arable stimuli become linearly separable; (2) the high di-
mensionality of the state space can allow for the mapping
of more complicated output functions (like the XOR) by
simple classifiers, and (3) information about sequentially
presented stimuli persists for some time in the medium
(fading memory). Thus, information about multiple stimuli
can be integrated over time, allowing for the representation
of sequences; (4) information about the statistics of natural
environments (the internal model) can be stored in the weight
distributions and architecture of the recurrent connections
for instantaneous comparison with incoming sensory evi-
dence. These properties make recurrent networks extremely
effective for the classification of input patterns that have
both spatial and temporal structure and share overlapping
features in low-dimensional space. Moreover, because these
networks self-organize and produce spatio-temporally struc-
tured activity patterns, they have generative properties and
can be used for pattern completion, the formation of novel
associations and the generation of patterns for the control
of movements. Consequently, an increasing number of AI
systems now complement the feed-forward strategy imple-
mented in deep learning networks with algorithms inspired
by recurrent networks. One of these powerful and nowwidely
used algorithms is the Long Short TermMemory (LSTM) al-
gorithm, introduced decades ago by Hochreiter and Schmid-
huber (1997) and used in systems such as AlphaGo, the
network that outperforms professional GO players (Silver et
al. 2017, 2018). The surprising efficiency of these systems
that excels in certain domains human performance has nur-
tured the notion that brains operate in the same way. If one
considers, however, how fast brains can solve certain tasks
despite of their comparatively extremely slow components
and how energy efficient they are, one is led to suspect
implementation of additional and rather different strategies.
And indeed, natural recurrent networks differ from their
artificial counterparts in several important features which is
the likely reason for their amazing performance. In sensory
cortices the nodes are feature selective, i.e. they can be
activated only by specific spatio-temporal stimulus configu-
rations. The reason is that they receive convergent input from
selected nodes of the respective lower processing level and
thus function as conjunction-specific units in very much the
same way as the nodes in feed forward multilayer networks.
In low areas of the visual system, for example, the nodes
are selective for elementary features such as the location
and orientation of contour borders, while in higher areas
of the processing hierarchy the nodes respond to increas-
ingly complex constellations of elementary features. In ad-
dition, the nodes of natural systems, the neurons, possess
an immensely larger spectrum of integrative and adaptive
functions than the nodes currently used in artificial recur-
rent networks. And finally the neurons and/or their em-
bedding microcircuits are endowed with the propensity to
oscillate.
The recurrent connections also differ in important respects
from those implemented in most artificial networks. Because
of the slow velocity of signals conveyed by neuronal ax-
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ons interactions occur with variable delays. These delays
cover a broad range and depend on the distance between
interconnected nodes and the conduction velocity of the
respective axons. This gives rise to exceedingly complex
dynamics and permits exploitation of phase space for coding.
Furthermore and most importantly, the connections are en-
dowed with plastic synapses whose gain changes according
to the correlation rules discussed above. Nodes tuned to
features that often co-occur in natural environments tend
to be more strongly coupled than nodes responding to fea-
tures that rarely occur simultaneously. Thus, through both
experience-dependent pruning of connections during early
development and experience-dependent synaptic plasticity,
statistical contingencies between features of the environment
get internalized and stored not only in the synaptic weights of
feed-forward connections to feature selective nodes but also
in the weight distributions of the recurrent connections. Thus,
in low levels of the processing hierarchy the weight distribu-
tions of the recurrent coupling connections reflect statistical
contingencies of simple and at higher levels of more complex
constellations of features. In other words, the hierarchy of
reciprocally coupled recurrent networks contains a model of
the world that reflects the frequency of co-occurrence of typ-
ical relations among the features/components of composite
perceptual objects. Recent simulation studies have actually
shown that performance of an artificial recurrent network is
substantially improved if the recurrent connections are made
adaptive and can “learn” about the feature contingencies of
the processed patterns (Lazar et al. 2009; Hartmann et al.
2015).
Information Processing in Natural Recurrent
Networks
Theories of perception formulated more than a hundred years
ago (von Helmholtz 1867) and a plethora of experimental ev-
idence indicate that perception is the result of a constructivist
process. Sparse and noisy input signals are disambiguated
and interpreted on the basis of an internal model of the world.
This model is used to reduce redundancy, to detect charac-
teristic relations between features, to bind signals evoked
by features constituting a perceptual object, to facilitate
segregation of figures from background and to eventually
enable identification and classification. The store containing
such an elaborate model must have an immense capacity,
given that the interpretation of ever-changing sensory input
patterns requires knowledge about the vast number of dis-
tinct feature conjunctions characterizing perceptual objects.
Moreover, this massive amount of prior knowledge needs to
be arranged in a configuration that permits ultrafast readout
to meet the constraints of processing speed. Primates perform
on average four saccades per second. This implies that new
visual information is sampled approximately every 250 ms
(Maldonado et al. 2008; Ito et al. 2011) and psychophysical
evidence indicates that attentional processes sample visual
information at comparable rates (Landau 2018; Landau and
Fries 2012). Thus, the priors required for the interpretation of
a particular sensory input need to be made available within
fractions of a second.
How the high-dimensional non-linear dynamics of delay-
coupled recurrent networks could be exploited to accomplish
these complex functions is discussed in the following para-
graph.
A hallmark of natural recurrent networks such as the
cerebral cortex is that they are spontaneously active. The dy-
namics of this resting activity reflects the weight distributions
of the structured network and hence harbours the entirety
of the stored “knowledge” about the statistics of feature
contingencies, i.e. the latent priors used for the interpretation
of sensory evidence. This predicts that resting activity is high
dimensional and represents a vast but constrained manifold
inside the universe of all theoretically possible dynamical
states. Once input signals become available they are likely
to trigger a cascade of effects: They drive in a graded way a
subset of feature sensitive nodes and thereby perturb the net-
work dynamics. If the evidence provided by the input patterns
matches well the priors stored in the network architecture,
the network dynamics will collapse to a specific substate
that provides the best match with the corresponding sensory
evidence. Such a substate is expected to have a lower dimen-
sionality and to exhibit less variance than the resting activity,
to possess a specific correlation structure and be metastable
due to reverberation among nodes supporting the respective
substate. Because these processes occur within a very-high-
dimensional state space, substates induced by different input
patterns are usually well segregated and therefore easy to
classify. As the transition from the high-dimensional resting
activity to substates follows stimulus-specific trajectories,
classification of stimulus-specific patterns is possible once
trajectories have sufficiently diverged and long before they
reach a fix point and this could account for the extremely fast
operations of natural systems.
Experimental studies testing such a scenario are still rare
and have become possible only with the advent of massive
parallel recordings from the network nodes. So far, how-
ever, the few predictions that have been subject to exper-
imental testing appeared to be confirmed. For the sake of
brevity, these experimental results are not discussed here.
They have been reviewed recently in Singer (2019a). A
simplified representation of the essential features of a delayed
coupled oscillator network supposed to be realized in the
superficial layers of the cerebral cortex is shown in Fig. 3
(adapted from Singer 2018).
Differences Between Natural and Artificial Cognitive Systems 25
Fig. 3 Schematic representation of wiring principles in supra-granular
layers of the visual cortex. The coloured discs (nodes) stand for cortical
columns that are tuned to specific features (here stimulus orientation)
and have a high propensity to engage in oscillatory activity due to
the intrinsic circuit motif of recurrent inhibition. These functional
columns are reciprocally coupled by a dense network of excitatory
connections that originate mainly from pyramidal cells and terminate
both on pyramidal cells and inhibitory interneurons in the respective
target columns. Because of the genetically determined span of these
connections coupling decreases exponentially with the distance between
columns. However, these connections undergo use-dependent selection
during development and remain susceptible to Hebbianmodifications of
their gain in the adult. The effect is that the weight distributions of these
connections and hence the coupling strength among functional columns
(indicated by thickness of lines) reflect the statistical contingencies of
the respective features in the visual environment (for further details see
text). (From Singer W (2018) Neuronal oscillations: unavoidable and
useful? Europ J Neurosci 48: 2389–2398)
Concluding Remarks
Despite considerable effort there is still no unifying theory
of information processing in natural systems. As a conse-
quence, numerous experimentally identified phenomena lack
a cohesive theoretical framework. This is particularly true for
the dynamic phenomena reviewed here because they cannot
easily be accommodated in the prevailing concepts that em-
phasize serial feed-forward processing and the encoding of
relations by conjunction-specific neurons. It is obvious, how-
ever, that natural systems exploit the computational power
offered by the exceedingly complex, high-dimensional and
non-linear dynamics that evolve in delay-coupled recurrent
networks.
Here concepts have been reviewed that assign specific
functions to oscillations, synchrony and the more complex
dynamics emerging from a delay-coupled recurrent network
and it is very likely that further computational principles
are realized in natural systems that wait to be uncovered.
In view of the already identified and quite remarkable dif-
ferences between the computational principles implemented
in artificial and natural systems it appears utterly premature
to enter discussions as to whether artificial systems can
acquire functions that we consider proper to natural systems
such as intentionality and consciousness or whether artificial
agents can or should be considered as moral agents that are
responsible for their actions. Even if we had a comprehensive
understanding of the neuronal underpinnings of the cognitive
and executive functions of human brains—which is by no
means the case—we still would have to consider the likely
possibility, that many of the specific human qualities cannot
be deduced from the neuronal functions of individual brains
alone but owe their existence to cultural evolution. As argued
elsewhere (Singer 2019b), it is likely that most of the conno-
tations that we associate with intentionality, responsibility,
morality and consciousness are attributions to our self-model
that result from social interactions of agents endowed with
the cognitive abilities of human beings. In a nutshell the
argument goes as follows: Perceptions—and this includes
also the perception of oneself and other human beings—are
the result of constructivist processes that depend on a match
between sensory evidence and a-priory knowledge, so-called
priors. Social interactions between agents endowed with the
cognitive abilities of humans generate immaterial realities,
addressed as social or cultural realities. This novel class of re-
alities assume the role of implicit priors for the perception of
the world and oneself. As a natural consequence perceptions
shaped by these cultural priors impose a dualist classification
of observables into material and immaterial phenomena,
nurture the concept of ontological substance dualism and
generate the epistemic conundrum of experiencing oneself
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Fig. 4 Phase transitions during biological (left) and cultural evolution (right) that lead to the emergence of new qualities. For details see text.
(From Singer W (2019) A naturalistic approach to the hard problem of consciousness. Front Syst Neurosci 13: 58)
as existing in both a material and immaterial dimension.
Intentionality, morality, responsibility and certain aspects of
consciousness such as the qualia of subjective experience
belong to this immaterial dimension of social realities.
This scenario is in agreement with the well-established
phenomenon that phase transitions in complex systems can
generate novel qualities that transcend the qualities of the
systems’ components. The proposal is that the specific hu-
man qualities (intentionality, consciousness, etc.) can only
be accounted for by assuming at least two-phase transitions:
One having occurred during biological evolution and the
second during cultural evolution (Fig. 4). The first consists
of the emergence of cognitive and executive functions from
neuronal interactions during biological evolution and the
second of the emergence of social realities from interac-
tions between the cognitive agents that have been brought
forth by the first phase transition. Accordingly, different
terminologies (Sprachspiel) have to be used to capture the
qualities of the respective substrates and the emergent phe-
nomena, the neuronal interactions, the emerging cognitive
and executive functions (behaviour), the social interactions
among cognitive agents and the emerging social realities. If
this evolutionary plausible scenario is valid, it predicts, that
artificial agents, even if they should one day acquire functions
resembling those of individual human brains,—and this is
not going to happen tomorrow—will still lack the immaterial
dimensions of our self-model. The only way to acquire this
dimension—at least as far as I can see—would be for them
to be raised like children in human communities in order
to internalize in their self-model our cultural achievements
and attributions—and this would entail not only transmission
of explicit knowledge but also emotional bonding. Or these
man-made artefacts would have to develop the capacity and
be given the opportunity to engage in their own social inter-
actions and recapitulate their own cultural evolution.
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Abstract
The term Artificial Intelligence was coined in 1956. Since
then, this new research area has gone through several
cycles of fast progress and periods of apparent stagnation.
Today, the field has broadened and deepened significantly,
and developed a rich variety of theoretical approaches and
frameworks on the one side, and increasingly impressive
practical applications on the other side. While a thorough
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foundation for a general theory of cognitive agents is
still missing, there is a line of development within AI
research which aims at foundational justifications for the
design of cognitive agents, enabling the derivation of
theorems characterizing the possibilities and limitations
of computational cognitive agents.
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Introduction
In its most general form, artificial intelligence is an area of
computer science which is concerned with the design and
analysis of agents acting within an open, partially, or com-
pletely unknown environment. The agent and the environ-
ment are coupled by observations and actions, i.e., the agent
observes the environment and executes actions which can
affect the environment. Additionally, the agent has an internal
state, which can serve as memory and as a resource for
internal reflection. The environment, too, has a state, which
in general is not directly accessible by the agent. Only by
observations the agent gets indirect and partial information
about the state of the environment.
In total, the agent–environment system is a coupled dy-
namical system, which can be described by the following two
functions:
E : InE × StateE → StateE × OutE,
A : InA × StateA → StateA × OutA,
where E is the function defining the dynamics of the envi-
ronment and A is the function defining the agent. These two
functions are coupled by setting OutE = InA and OutA =
InE . Typically, the elements of the input set of the agent are
called percepts, and the elements of the output set of the agent
actions. The agent function is often referred to as agent policy
(Fig. 1).
In order to define good or even optimal agent policies,
it is necessary to introduce the concept of goal or reward.
An agent policy is optimal if it reaches a goal with minimal
resources or maximizes reward. Ans intelligent agent is now
defined as an agent which achieves goals in a wide range
of environments. This definition was extracted by Legg and
Hutter from more than 70 informal definitions occurring in
cognitive science and AI research (Legg & Hutter, 2007a).
In Legg and Hutter (2007b) they introduce the first general,
formal definition of the intelligence of a computational agent.
With the Υ -functional and its successors, e.g. for the incor-
poration of spatio-temporal aspects, see Orseau and Ring
(2012), there are finally formal definitions of the core concept
of artificial intelligence. The formal definition of intelligence
by Legg and Hutter is briefly discussed in section “Defining
Intelligence”.
Learning fromData: The Problem of
Induction
The problem of induction, which can be informally described
as extracting rules from examples, leads to the following
question:
• What set of possible models of the data generating process
should a learning agent consider?
To answer this question in its full generality, it is neces-
sary to explore the notion of “all possible models” from
a mathematical and computational point of view, and dis-
cuss the question of effective learnability in the context of
Fig. 1 Reinforcement learning agent
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such generic model spaces. In Zimmermann and Cremers
(2012) we showed that within the learning framework in-
troduced by Solomonoff (1964a,b), Li and Vitányi (2008)
the notion of “all possible models” cannot be defined in an
absolute sense, but only with regard to a reference proof
system. This dependence is used to establish a relation-
ship between the time complexity of the data generating
process and the logical complexity—defined as the proof-
theoretic strength of a background axiom system—of the
algorithmic learning system, thus shedding new light on
the undecidability of the induction scheme introduced by
Solomonoff.
The incomputability of Solomonoff induction can be
traced back to the fact that the learning system does not
know how much time has passed between two observations,
i.e., how much time the data generating process has
“invested” in order to produce the next observation. Such
learning frameworks, where the generator and the learner
are suspended while the other one is busy, will be called
asynchronous learning frameworks. If one introduces a
synchrony condition, which couples the time scales of the
generator and the learner, one gets a synchronous learning
framework and we will show that within such a learning
framework effective and universal induction is possible, i.e.,
every effectively generated data sequence can be effectively
learned.
Learning Frameworks
Every formal analysis of learning has to define a framework
which specifies the exact type of learning problems
considered and what successful learning means within this
framework. The details of such a learning framework can
have major implications for the question which learning
tasks are solvable and which are not. In the following
we will introduce two learning frameworks and we will
show that these frameworks answer the same question—
are universality and effectivity compatible properties?—
differently.
The Asynchronous Learning Framework
A widely used model for analyzing sequential learning or
decision tasks is, for example, defined in Hutter (2005),
p. 126:
Definition 1 An agent is a system that interacts with an
environment in cycles k = 1, 2, 3, . . .. In cycle k the action
(output) yk ∈ Y of the agent is determined by a policy p
that depends on the I/O history y1x1· · ·yk−1xk−1. The envi-
ronment reacts to this action, and leads to a new perception
(input) xk ∈ X determined by a deterministic function q
or probability distribution μ, which depends on the history
y1x1· · ·yk−1xk−1yk . Then the next cycle k + 1 starts.
Here X is a set containing all possible perceptions and
Y is a set containing all possible actions of the agent. If the
actions affect the future observations, then we call the above
model an asynchronous agent framework, and if the actions
are predictions which do not affect future observations, we
call it an asynchronous learning framework.
In these asynchronous frameworks the resources, espe-
cially time, needed for generating the perceptions or the ac-
tions and predictions by the environment (the data generating
process) or the agent are not modeled. This, for example,
does imply that an agent does not know whether a new
observation has arrived after 1 s or after one billion years,
or, more importantly, that it has to wait longer and longer
for each new observation. This last implication means that
the time scales of the environment and the agent are not
coupled, that, in a way, they belong to different universes.
This decoupling of time scales is the reason why we call the
framework asynchronous, and we will see that this property
has deep implications.
Figure 2 illustrates the coupling of a learning system and
an environment in the asynchronous learning framework.
The following notions are based on definitions in Zimmer-
mann andCremers (2012). Real-valued probabilistic learning
systems are a specific type of learning system within the
asynchronous learning framework:
Definition 2 A real-valued probabilistic learning system is
a function
Λ : {0, 1}∗ × {0, 1} → [0, 1]R, with Λ(x, 0) + Λ(x, 1)
= 1 forall x ∈ {0, 1}∗.
A real-valued probabilistic learning system has bits as
perceptions and the predictions are probabilities for the next
bit. One can extend the prediction horizon of Λ by feeding it
with its own predictions. This leads to a learning system Λ(k)
which makes probabilistic predictions for the next k bits (xy
is the concatenation of strings x and y):
Λ(1) = Λ,
Λ(k+1)(x, y1) = Λ(k)(x, y) · Λ(xy, 1), x ∈ {0, 1}∗, y ∈ {0, 1}k,
Λ(k+1)(x, y0) = Λ(k)(x, y) · Λ(xy, 0).
Finally, the learnability of an infinite bit sequence s (si:j is
the subsequence of s starting with bit i and ending with bit
j ) is defined as follows:





Fig. 2 Asynchronous learning framework
Definition 3 An infinite bit sequence s is learnable in the
limit by the probabilistic learning system Λ, if for all ε > 0
there is an n0 so that for all n ≥ n0 and all k ≥ 1:
Λ(k)(s1:n, sn+1:n+k) > 1 − ε.
This type of learnability criterion (learning in the limit) only
requires that the learning system eventually will be nearly
correct, but says nothing about the prediction accuracy on
initial segments of the bit sequence.
Solomonoff Induction
The induction scheme introduced by Solomonoff (1964a,b)
can be seen as a real-valued probabilistic learning system
within an asynchronous learning framework. Solomonoff
induction can learn (in the sense of Definition 3) all bit
sequences generated by Turing machines. In this sense it
is universal. In the following we will analyze the incom-
putability of Solomonoff induction and discuss why this
incomputability cannot be resolved within the asynchronous
learning framework.
The possible environments for Solomonoff induction can
be described as programs p (represented as finite binary
strings) executed by a fixed universal Turing machine U .
Specifically, the universal Turing machine U has a one-way
read-only input tape, some work tapes, and a one-way write-
only output tape (such Turing machines are called mono-
tone). The choice of the specific universal Turing machine
affects space complexity only by a constant factor and time
complexity at most by a logarithmic factor (Arora & Barak,
2009). Since the resources for generating the percepts are
not modeled in an asynchronous learning framework, these
effects are irrelevant and we can use any universal Turing
machine as our reference machine. The program strings are
chosen to be prefix-free, i.e. no program string is the prefix of
another program string. This is advantageous from a coding
point of view, and does not restrict universality (Li &Vitányi,
2008).
A programp is a generator of a possibleworld, if it outputs
an infinite stream of bits when executed byU . Unfortunately,
it is not decidable whether a given program p has this well-
definedness property. This is the reason why Solomonoff in-
duction is incomputable: the inference process uses thewhole
set of programs (program space) as possible generators, even
the programswhich are not well-defined in the above sense. It
follows that either one restricts themodel space to a decidable
set of well-defined programs, which leads to an effective
inference process but ignores possibly meaningful programs,
or one keeps all well-defined programs, but at the price of
necessarily keeping ill-defined programs as well.
The Synchronous Learning Framework
We will now introduce a learning framework where the
learning system gets information about the time the data
generating process has used in order to produce the next
observation. This concept is inspired by an analysis of real-
world sequential learning situations, where both the environ-
ment and the learning system are not suspended while the
other one is busy. But first we need the notion of the generator
time function, generator function for short, of a program p
(see Zimmermann & Cremers 2012):
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Definition 4 The generator time function G(U)p : N →
N∪{∞} of a program p wrt. the universal reference machine
U assigns every n ∈ N the number of transitions needed to
generate the first n bits by the reference machineU executing
p. If n0 is the smallest number for which p does not generate
a new bit, then G(U)p (n) = ∞ for all n ≥ n0.
Further we call two programs p and q observation equivalent
if they generate the same bit sequence s. The equivalence
class of all programs corresponding to an infinite bit sequence
s will be denoted by [s]. According to the Oxford Dictionar-
ies Online (2013), synchrony can be defined as:
The state of operating or developing according to the same time
scale as something else.
This is a good description of what we have in mind, so we call
bit sequences having the following property synchronous:





< ∞ for at least one p ∈ [s].
As stated in section “Solomonoff Induction”, the time com-
plexity between different universal Turing machines can vary
by a logarithmic factor, so we have to define the notion of
synchrony relative to a fixed universal Turing machine U . A
bit sequence s is called synchronous, if there is a universal
Turing machine U so that s is synchronous wrt. U .
Synchrony entails that the time scales of the learning
system and the environment are coupled, that they cannot
ultimately drift apart. As long as one not assumes a mali-
cious environment, i.e., an environment that decelerates the
computing speed of the learning system more and more,
synchrony seems to be a natural property. A setting where
observable bit sequences can be assumed to be synchronous
will be called a synchronous learning framework.
Effective Universal Induction
We will now show that the problem of universal induction in
the synchronous learning framework is effective and discuss
implications of this result. The first step is formulated by the
following theorem:
Theorem 1 All synchronous bit sequences are learnable in
the limit by an effective learning system.
Proof This can be shown straightforward by using the
generator-predictor theorem proved in Zimmermann and
Cremers (2012), which states that a bit sequence s is learnable
in the limit by a learning system Λ(Σ), if Σ (a background
axiom system) proves the totality of a recursive functions
which dominates the generator function of at least one
program in [s].
Now combining the synchrony condition wrt. a specific
universal Turing machine and the fact that the time com-
plexities of different universal Turing machines vary at most
by a logarithmic factor, it suffices to find a background
axiom system which proves the totality of a function which
dominates c · n · log(n) for all positive constants c. Because
the function n2 will eventually be greater than c ·n · log(n) for
all fixed c, and the axiom system RCA0 (Recursive Compre-
hension Axiom, see Zimmermann & Cremers 2012) proves
the totality of n2, the effective learning systemΛ(RCA0)will
learn all synchronous bit sequences in the limit. 	
The next idea is that via a process called clockification an
arbitrary computable bit sequence can be transformed into
a synchronous one (see Fig. 3). Clockification is a process
by which a learning system extends in regular time inter-
vals (measured by its internal transitions) an observed bit
sequence s by inserting “clock signals” (coding a clock signal
by “00” and the original observed bits by “10” and “11”)
marking the passing of time. The resulting bit sequence is
a synchronous one.
Theorem 2 Within a synchronous learning framework, all
effectively generated bit sequences can be effectively learned
in the limit.
Proof By combining clockification and Theorem 1 we will
get the desired result. 	
Caveats
The previous section has established an important result:
all effective generators can eventually be effectively learned
within the synchronous learning framework. This implies,
for example, that if a universe can be described by a Turing
machine, and we assume the assumptions of the synchronous
learning framework as valid, then there is an effective learn-
ing system Λ which would converge to the “theory of every-
thing” (TOE). This is an interesting result, but here is a list of
caveats which help to put this theorem into perspective:
1. Λ converges to the TOE, but we will never know when
this has happened or how close the current predictions are
to the truth.
2. The true model probably is not useful, learnability and
predictability fall apart, i.e., the true model could be
extremely complex, its evaluation would take so long that
its predictions would only arrive after the fact.
3. Even having a TOE does not mean that one can answer all
questions: there are cellular automata like “Game of Life”
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Fig. 3 Clockification: using an internal clock transforms all computable bit sequences into synchronous bit sequences
(Berlekamp, Conway, & Guy, 2001) or “Langton’s Ants”
(Langton, 1986) which can be seen as possible universes,
and the transition rules define the TOE of these universes.
But questions like “Are there self-reproducing patterns?”
or “Does this ant build a highway (i.e., a certain repetitive
pattern)?” cannot be answered in general, despite the fact
that we know the TOE of the “Game of Life” and the ant
world.
4. Finally, the information content of the universe could be
infinite: imagine a Turing machine which has a work
tape initialized to an infinite random bit sequence. Then
the transition process is effective, but the output stream
could still be incomputable by using ever more bits of the
random bit sequence.
The second caveat can be termed the “postdiction problem”:
one can in principle predict the future exactly, but the re-
sources needed to compute the predictions are prohibitive:
theywould arrive long after the predicted event has happened.
This situation, where the notions of determinism and pre-
dictability fall apart, is discussed, for example, in Rummens
and Cuypers (2010).
In summary, the compatibility of universality and effec-
tiveness of inductive inference within the synchronous learn-
ing framework is an interesting theoretical finding, but has no
immediate practical implications. However, it can shed some
light on the path towards learning systems which are both
efficient and extremely general at the same time.
The Structure of Uncertainty
One central aspect of learning from experience is the rep-
resentation and processing of uncertain knowledge. In the
absence of assumptions about the world, there is no nontrivial
logical conclusion which can be drawn from the past on any
future event. Accordingly, it is of foundational interest to ana-
lyze the structure of uncertainty as a question in its own right,
and it has spawned a subfield of research within artificial
intelligence and philosophy. A plethora of approaches has
emerged over the last century to address this question, for
example, Dempster–Shafer theory (Dempster, 1967; Shafer,
1976), Possibility theory (Dubois & Prade, 1988; Dubois,
2006), Revision theory (Gärdenfors, 1992), Ranking theory
(Spohn, 1999, 2009), and non-monotonic logic (Ginsberg,
1987). A survey and discussion of many of the existing
approaches is given in Huber and Schmidt-Petri (2009).
In the following we discuss an approach to reasoning
under uncertainty by introducing a small axiom system de-
scribing necessary conditions for uncertainty measures. Fur-
thermore, this axiom system does not define the structure of
uncertainty explicitly, e.g. that uncertainty can be measured
by one real number, but entails the algebraic structure of
uncertainty values. This approach, which can be called al-
gebraic uncertainty theory, enables a unifying perspective
on reasoning under uncertainty. A good overview and a
discussion with examples of this algebraic approach can be
found in Arnborg (2016).
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Formalizing Uncertainty
First we have to discuss a subtle issue of terminology. Above
we have used the notion “uncertainty values” to denote
generalized truth values. Unfortunately, there is the following
problem when using this term in a formalized context: no
uncertainty about a proposition can be identified with sure
knowledge, but maximal uncertainty about a proposition is
not certainty with regard to the negation of the proposition.
The domains of truth values we want to axiomatize contain
a greatest and a least element, where the greatest element
should represent certainty and the least element impossibility,
i.e. certainty of the negated proposition. For this reason, we
adopt the notion “confidence measure” instead of uncertainty
measure in the following definitions and axioms.
The Algebra of Truth Bearers
Before delving into the structure of uncertainty, we have to
define the objects and their relations which are capable to
take on truth values, the truth bearers. In a context of crisp
events, i.e., after the fact it is unambiguously decidable if
the event has occurred or not, the algebra of truth bearers
is normally considered to be a Boolean algebra, but when
truth bearers are not crisp, then another proposition algebra
has to be considered, i.e., a fuzzy logic where the law of
complementation is not valid: x ∨¬x = 1, or quantum logic.
The propositional algebra in quantum logic is “formally
indistinguishable from the calculus of linear subspaces of a
Hilbert space with respect to set products, linear sums, and
orthogonal complements” corresponding to the roles of and ,
or , and not in a Boolean algebra. These linear subspaces
form orthomodular lattices which in general do not satisfy the
distributivity laws, see Padmanabhan and Rudeanu (2008),
page 128ff. The investigation of uncertainty measures for
non-Boolean proposition algebras is open to future research.
Uncertainty: The Boolean Case
A conditional confidence measure for a Boolean Algebra
U and a domain of confidence values C is a mapping Γ :
U × U \ {⊥} → C. Let A, B ∈ U, then the expression
Γ (A|B) reads: “the confidence value ofA givenB (wrt. Γ )”.
The domain of confidence values is partially ordered and has
a greatest () and a least (⊥) element. A confidence space
is a triple (U, Γ, C). One of the following axioms (Extensi-
bility) for confidence measures deals with relations between
confidence spaces defined over different Boolean algebras.
Thus it is necessary to introduce a set of confidence spaces all
sharing the same domain of confidence values. Such a set of
confidence spaces we will call a confidence universe, and the
following axiom system is concerned with such confidence
universes, and not single confidence spaces. This seemingly
technical shift in perspective is essential for the formalization
of natural properties like extensibility, which plays a crucial
role as an intuitive axiom complementing Cox’s assumptions.
In Zimmermann (2012) seven axioms are introduced,
which can be grouped in three connective axioms, two order
axioms, and two “infrastructure axioms,” where the connec-
tive axioms concern properties of the logical connectives,
the order axioms relate the order structures of a proposition
algebra and the confidence domain, and the infrastructure
axioms deal with the combinability of confidence spaces
and a closure property. Here we only state two of the seven
axioms as examples; for a complete list of axioms and a
discussion, see Zimmermann (2012).
Axioms for Uncertainty
In the following, we use Γ (A) as an abbreviation for
Γ (A|).
(Not) For all (U1, Γ1, C) and (U2, Γ2, C):
If Γ1(A1) = Γ2(A2), then Γ1(Ā1) = Γ2(Ā2).
The axiom Not expresses that the information in the
confidence value of a statement A is sufficient to determine
the confidence value of Ā. This is justified by the requirement
that every piece of information which is relevant for the
confidence value of A is relevant for the confidence value
of Ā and vice versa.
The other two connective axioms concern similar proper-
ties for the conjunction of two propositions. The next axiom
states that if a proposition A implies a proposition B (the
implication relation defines an order relation on a proposition
algebra), denoted by A ≤ B, then the confidence in B is at
least as high as the confidence in A.
(Order1) For all (U, Γ, C) and all A, B ∈ U: If A ≤ B,
then Γ (A) ≤ Γ (B).
The order axioms connect the implication ordering of
the proposition algebra with the ordering on the confidence
domain, where Order1 specifies the forward direction and a
second order axiom specifies the backward direction (Fig. 4).
The infrastructure axioms require the extensibility of do-
mains of discourse, i.e., two independently defined confi-
dence spaces shall be embeddable into one frame of ref-
erence, and a closure property of conditioning which as-
sures that for every confidence measure conditioned on some
background knowledge there is an equivalent unconditional
confidence measure.
For the justification of the axioms it is important to inter-
pret the expression Γ (A|B) as: “all that can be said about the
confidence of A given B (wrt. Γ ).” Given this interpretation,
the common justification of the connective axioms is that a
violation of these axioms will necessarily lead to a loss of
relevant information. Note that the axioms use only equations
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Fig. 4 Ordered confidence values v and w with corresponding propo-
sitions in a suitably chosen confidence space (U, Γ,C)
and inequalities between confidence values, because there are
no algebraic operations defined on the domain of confidence
values yet.
It is now possible to characterize the algebraic structure
of a confidence domain as the [0, 1]-interval of a partially
ordered ring. Rings are algebraic structures which generalize
fields. For example, the real numbers with addition and
multiplication form a field. In a field all elements except zero
have a multiplicative inverse, in a ring this is not required,
i.e., a ring can contain elements other than 0 which are not
invertible. Confidence measures satisfy the analogs of the
axioms of probability, but with regard to the ring operations.
This is stated by the following theorem:
Ring Theorem The domain of confidence values C of a
confidence universe satisfying the connectivity, order, and
infrastructure axioms can be embedded into a partially or-
dered commutative ring. All confidence measures Γ of the
confidence universe satisfy:
Γ̂ () = 1 , (1)
Γ̂ (A ∨ B) = Γ̂ (A) ⊕ Γ̂ (B) , if A ∧ B = ⊥ , (2)
Γ̂ (A ∧ B) = Γ̂ (A|B)  Γ̂ (B) . (3)
In the next chapter we discuss a model for a general compu-
tational agent called AIXI, which was introduced by Hutter
(2005). This agent satisfies certain optimality conditions
with regard to its long-term behavior within the class of
computational agents. AIXI combines Solomonoff induction
and reinforcement learning, which captures also interactions
of an agent with the environment generating its perceptions.
AIXI, like Solomonoff induction, uses the Bayesian frame-
work for representing and processing uncertainty, which does
not utilize the full generality of uncertainty calculi discussed
in this chapter, like infinitesimal or incomparable uncertainty
values, but Bayesian inference is a possible model of the
axioms introduced in Zimmermann (2012). How uncertainty
calculi using the full expressiveness of confidence domains
can be combined and integrated with the AIXI agent model
is open to future research.
A General Agent Architecture: AIXI
The framework of universal induction introduced by
Solomonoff only treats the modeling and predicting aspect of
learning, but the agent does not act based on its predictions,
so in the Solomonoff framework the environment affects the
learning agent, but not vice versa. In this sense, the loop
between agent and environment is not closed (no senso-
motoric loop). Enhancing the Solomonoff framework in
order to incorporate the possibility of actions leads to a
framework introduced by Hutter (2005), which can be seen
as an integration of the reinforcement learning framework
(Sutton, 1984) and the framework of Solomonoff. Now
the agent acts based on its predictions, and these actions can
affect the environment and change its future course, thus also
changing future observations of the agent. In order to define
the quality of an agent policy, we need generalization of the
loss function used to evaluate the predictions of learning
agents. Success is now defined by the environment and is
the second feedback channel, besides the percepts, from the
environment to the agent.
The search for optimal policies in this framework leads
to a generalization of Solomonoff induction, and agents
following such an optimal policy are called AIXI agents.
AIXI is a reinforcement learning agent which maximizes
the expected total rewards received from an environment. It
simultaneously considers every computable environment as
a possible generator of its perceptions. In each time step, it
looks at every computable environment and evaluates how
many rewards that environment generates depending on the
next action taken. The expected rewards are then weighted
by the subjective belief that this program constitutes the true
environment. This belief is computed from the length of the
program describing the environment: longer programs are
considered less likely, in line with Occam’s razor. AIXI then
selects the action that has the highest expected total reward
in the weighted sum of all these programs.
However, in Leike and Hutter (2015) it is shown, that a
bad prior for inductive inference can affect the agent behavior
indefinitely, because it does not sufficiently incite the agent
to explorative behavior. Accordingly, no theorem compara-
ble to the invariance theorem for Solomonoff induction is
available, and the choice of the reference machine becomes
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crucial. Unfortunately, investigations into suitable reference
machines are still in an early stage and have not yet resulted
in a clear candidate for a reference machine on which to base
a general cognitive agent.
Defining Intelligence
Legg and Hutter (2007b) used the combination of a general
reinforcement learning agent and Solomonoff induction to
define an intelligence functional Υ by assigning every agent
policy π an intelligence score describing its expected reward
averaged over all possible computable environments. It is an
attempt to translate their informal definition of intelligence,
“the ability to achieve goals in awide range of environments,”
in a quantitative intelligence measure.
Let X be a set of perceptions, R be a set of rewards,
and Y be a set of actions of an agent. A deterministic agent
policy assigns to all possible sequences of percepts from
X and rewards from R an action from Y . A probabilistic
policy assigns to all percept/reward sequences a probability
distribution on the action set Y . The total reward Vμ(π) of a
policy π for an environment μ is the accumulated reward an
agent executing policy π in environmentμ collects during its
lifetime.
Now the computable environment μ can be seen as a
binary program running on a suitable universal Turing ma-
chine used as a reference machine. Solomonoff induction
assumes that the prior probability of an environment μ is
proportional to 2−|μ|, where |μ| is the length of the binary
program describing μ (Li & Vitányi, 2008). Thus simpler
environments, meaning that there is a shorter program to
describe them, get a higher prior probability. These prior
probabilities are used to define the expected reward of policy





where E is the set of all computable environments. Legg
and Hutter call Υ (π) the universal intelligence of an agent
using policy π . The first aspect of their informal definition of
intelligence, “achieving goals,” is encoded in the valueVμ(π)
of policy π with regard to each environment, the second
aspect, “in a wide range of environments,” is represented by
averaging over all computable environments. This measure
was the first formal definition of the intelligence of a general
computational agent, and thus represents an important mile-
stone in the foundations of artificial intelligence.
The Quest for a Standard ReferenceMachine
The results of Leike and Hutter (2015) made it abundantly
clear that in order to make progress in understanding the
simplicity or complexity of finite objects it is necessary to
reach a consensus on a meaningful reference machine, i.e.,
which operations are available and executable in unit time.
Such a consensus on a reference machine could serve as a
standard for measuring descriptive and computational com-
plexity. Like today’s physical units, such a standard reference
machine would contain contingent elements, but if it is cho-
sen in a “natural” way it could nevertheless be tremendously
useful.
ReferenceMachines and Initial Complexity
In order to analyze the computational complexity (or sim-
plicity) of a computational object (algorithm, model, agent),
it is necessary to define a reference machine which executes
the computations. The first precisely defined mathematical
model of computation, an abstract machine, was introduced
by Alan Turing in 1936. There were many different attempts
to define a model of computation, for example, the λ-calculus
or Markov algorithms, but they were all found to equiv-
alent to or weaker than Turing machines. This led to the
formulation of the Church–Turing thesis, that all conceivable
mathematical models of computation are equivalent to the
Turing machine. The thesis found widespread acceptance,
and today Turing machines are seen as defining an absolute
notion of computability. Turing also showed that there are
incomputable problems, of which the halting problem is the
most famous. Another important discovery was the existence
of universal Turning machines, i.e., Turning machines which
are capable to simulate all other Turing machines. For a
discussion of the Church–Turing thesis, universal Turing
machines, and related topics, see Herken (1994).
If one is only interested whether a problem can be solved
by computation or not, one can use any universal Turing
machine U as a reference machine and if there is a program
for U which solves the problem, then the problem is com-
putable, otherwise not. So for questions of computability any
universal Turing machine can be used and will lead to the
same answers. But things become much more complicated
when one is not only interested in computability, but also
in complexity, i.e. the resources needed to actually execute
the computations. Typically, one is interested in time and
space complexity, and a central theorem relates the time and
space complexity of a universal Turingmachine to any Turing
machine (Arora & Barak, 2009):
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Theorem There exists a TM U such that for every x, p ∈
{0, 1}∗, with U(x, p) = Mp(x), where Mp denotes the TM
represented by p.
Furthermore, if Mp halts on input x within T steps, then
U(x, p) halts withinC ·T ·log(T ) steps, whereC is a number
independent of |x| and depending only onMp’s alphabet size,
number of tapes, and number of states.
This means if one is interested only in the general growth
of the time complexity with the input length, i.e., with the
asymptotic behavior, a suitably chosen UTM can serve as
a reference machine for analyzing the time complexity of
computational problems. Current computational complexity
theory tries to classify problemswith regard to the asymptotic
complexity, and for this goal the above specification of a
reference machine is sufficient. For example, one of the most
important problem classes, P , i.e., the problems solvable in
polynomial time, does not change when one changes from
one UTMU1 to another UTMU2, provided they can simulate
all other TM’s within polynomial time. This has led to a very
successful theory of computational complexity, which can
help to classify the hardness of a computational problem.
The famous P = NP problem is one of the major open
questions of this field, and problems which can be shown to
be NP − hard are generally believed to have no efficient
algorithms to solve them (Arora & Barak, 2009).
For questions aiming at the asymptotic growth of needed
resources depending on the size of the input, this is a suitable
resolution of computational complexity. But for questions
regarding the computational complexity of a finite problem,
like the computational complexity of a good strategy for a
game like Go, or for deciding which of two binary strings has
a shorter description, we need to look closer at the reference
machine.
Iterated Boolean Circuits
We now introduce a proposal for a reference machine in-
spired by the basic functionality of current computing de-
vices, but also by striving for mathematical simplicity. Cur-
rent computing devices can be seen as the iterative appli-
cation of a hardwired Boolean circuit to a vector of bits.
Accordingly, an iterated Boolean circuit is defined as a
Boolean function on Bn, the set of n-bit vectors, which then
is applied iteratively, generating a sequence of bit vectors.
Additionally, the Boolean circuit is build entirely of NAND-
gates, i.e., the Boolean function which is false if both inputs
are true and otherwise true. The NAND-gate is a Boolean
base, so all Boolean functions can be expressed entirely with
NAND-gates. Interestingly, a similar machine model was
already defined by Alan Turing in a National Physical Labo-
ratory Report “Intelligent Machinery” published in 1948. He
Fig. 5 A Boolean circuit
consisting of 4 NAND-gates
called networks of binary nodes connected by NAND-gates
“Unorganized Machines,” and introduced them as a possible
model for information processing in the human brain. This
report is reproduced in Cooper and Leeuwen (2013), pp. 501–
516.
These iterated Boolean circuits are now used to generate
sequences of output bits, and for an observed bit sequence the
learning problem is to find a small (measured by the number
of NAND-gates) Boolean circuit which, when iterated, gen-
erates the observed bit sequence. As an example, consider
the following bit sequence: 00010001000. There is a Boolean
circuit with 4 NAND-gates which generates this sequence,
see Fig. 5. The leftmost bit is considered the output bit. In
Fig. 6 the sequence of output bits generated by the Boolean
circuit after 1 and after 11 iterations is depicted. Finally, when
the output sequence matches the observed sequence, we can
just continue with the iterated applications of the Boolean
circuit to generate predictions, see Fig. 7. In this case, the
prediction for the 12th bit is “1.”
The problem of finding a generating Boolean circuit
matching an observed sequence can be seen as an inversion
problem. Inversion problems often lead to a combinatorial
search space, where no exhaustive strategy is applicable. We
now discuss an approach to deal with such combinatorial
search problems based on recent advances in machine
learning.
Outlook: Search in Circuit Space
The number of possible circuits grows like 2O(n
2), i.e., super-
exponentially fast with the number n of gates. Even for small
numbers (like 10) an exhaustive search is not possible any-
more. The current advancements in combining deep learning,
a variant of artificial neural networks using many hidden
layers, with reinforcement learning can lead the way how
to explore huge combinatorial search spaces with limited
resources (Silver et al., 2018). In March 2016 a Go program
based on deep learning and a self-play loop won against
one of the best professional Go-players. This progress of
Computer Gowas not expectedwithin the next decade, which
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Fig. 6 Left: output sequence
after one iteration. Right: output
sequence after 11 iterations is
matching the observed sequence
Fig. 7 The twelfth bit is the prediction generated by the iterated
Boolean circuit
is a reason to hope that the basic principles of AlphaGo, and
its subsequent generalization AlphaZero, can be applied to
other combinatorial search problems as well. The core idea
is to use deep reinforcement learning to focus the exploration
of combinatorial search spaces on the most promising parts
(Fig. 8).
By introducing operators on circuit space (like adding a
gate, removing a gate, rewire a connection,…) the inversion
problem can be transformed into a reachability problem for
graphs and will thus be accessible to AlphaZero-like search
strategies (Fig. 9).
Conclusions and Outlook
Despite foundational results on learnability within the syn-
chronous and asynchronous learning frameworks, an axiom-
atization of uncertain reasoning, a formal definition of intel-
ligence, and many results on general reinforcement learning
agents, there is still no unifying axiomatization of general
cognitive agents comparable, for example, to the axiomatic
foundations of probability theory or set theory. Especially the
topics of a standard reference machine and cognition with
bounded resources have to be explored much further in order
to reach a meaningful and integrated foundational framework
for artificial intelligence.
Nevertheless, the theoretical and practical advance of arti-
ficial intelligence has reached a state where ethical questions
and the impact on society become pressing issues. In the
following outlook we will discuss the emerging landscape of
ethical and social questions arising from the expansion of AI
systems to increasingly critical applications.
Algorithmic Accountability, Transparency, and
Fairness
The increase of computational resources and available data
on the one side, and the latest advancements in machine
learning, notably deep learning, on the other side have now
reached a critical level where AI systems start to leave highly
specialized and controlled environments and become part—
now or in the foreseeable future—of our daily lives, on an
individual and a societal level. Examples are autonomous
driving, natural language processing, and applications in the
judicial system. The prospect of general AI systems which
are not limited to narrow applications has led to growing
concerns about safety and trustworthiness. See Everitt, Lea,
and Hutter (2018) for a comprehensive review of current
literature.
The potential impact of AI applications on individuals and
society as a whole leads to an increased need for transparency
and accountability of AI systems which keeps pace with
the technical development. For example, autonomous driving
can lead to moral dilemmas when during an accident the
loss of human life becomes unavoidable, but the autonomous
driving system still can influence whose life will be endan-
gered (Awad et al., 2018). Natural language processing can
be used to facilitate fraud or to wield political influence, e.g.
via bots in social networks (Simonite, 2019). One especially
controversial decision support system already used by the
US judicial system is COMPAS, a system which assesses
the likelihood of a defendant becoming a recidivist. These
risk assessments can inform decisions about who will be set
free and who is not. Even if the race of the defendant is
not part of the variables considered by COMPAS, reports
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Fig. 8 The search strategy of
AlphaGo
Fig. 9 The exploration of
Boolean circuits using an
AlphaZero-like search strategy
have emerged that COMPAS risk levels are racially biased
(Angwin, Larson, Mattu, & Kirchner, 2016). A closer look
shows that the exact definition of unbiasedness or fairness
is instrumental, and different definitions can lead to different
outcomes (Corbett-Davies, Pierson, Feller, & Goel, 2016). In
this case, no decision system can be simultaneously unbiased
or fair with regard to all desirable definitions of unbiasedness
or fairness, and only an emerging consensus on which defini-
tion is the “right” or the “least problematic” one can mitigate
this dilemma.
From Association Learning to Causal Learning
The need for algorithmic transparency, accountability, and
unbiasedness adds new urgency to a topic which has af-
fected machine learning and statistics from the beginning:
the learned relationships are in general only association re-
lations and not causal relations, i.e., the observed covariation
between two variablesA andB is caused by an unknown third
variable C. When actions based on predictions significantly
feed back into the observed system, association learning
cannot answer important questions arising with regard to the
consequences of the executed actions. In order to develop
and apply standards of transparency, accountability, and un-
biasedness, the result of learning has to identify the causal
factors that determine the predictions. The notion of causality
and the detection of causal relationships is a longstanding
problem in machine learning and statistics, but recently there
has been some progress, most notably the theory of causal
inference by Pearl, Glymour, and Jewell (2016), but also attri-
bution science (Otto, 2017) and causal deconvolution (Zenil,
Kiani, Zea, & Tegnér, 2019) are interesting developments.
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Attribution science, or probabilistic event attribution (PEA),
is an emerging field that assigns probabilities to possible
causes for observed effects, especially in the context of
climate change, but is still in an early stage and the validation
of its claims is subject to further research.
We are convinced that effective universal induction can
play an important role in causal learning by identifying
generators of observed data and not only associations within
the observed data. The importance of universal induction
was emphasized by one of the founding figures of artificial
intelligence, Marvin Minsky, during a discussion panel in
2010:
“It seems to me that the most important discovery since
Gödel was the discovery by Chaitin, Solomonoff, and Kol-
mogorov of the concept calledAlgorithmic Probabilitywhich
is a fundamental new theory of how tomake predictions given
a collection of experiences and this is a beautiful theory,
everybody should learn it, but it has got one problem, that is,
that you cannot actually calculate what this theory predicts
because it is too hard, it requires an infinite amount of work.
However, it should be possible to make practical approxi-
mations to the Chaitin, Kolmogorov, Solomonoff theory that
would make better predictions than anything we have today.
Everybody should learn all about that and spend the rest of
their lives working on it.”
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Abstract
The controversial question of whether machines may ever
be conscious must be based on a careful consideration
of how consciousness arises in the only physical system
that undoubtedly possesses it: the human brain. We sug-
gest that the word “consciousness” conflates two differ-
ent types of information-processing computations in the
brain: the selection of information for global broadcast-
ing, thus making it flexibly available for computation
and report (C1, consciousness in the first sense), and
the self-monitoring of those computations, leading to a
subjective sense of certainty or error (C2, consciousness
in the second sense). We argue that despite their recent
successes, current machines are still mostly implementing
computations that reflect unconscious processing (C0) in
the human brain. We review the psychological and neural
science of unconscious (C0) and conscious computations
(C1 and C2) and outline how they may inspire novel
machine architectures.
Keywords
Consciousness · Mind · Brain · Perception ·
Metacognition
Imagine that you are driving when you suddenly realize
that the fuel-tank light is on. What makes you, a complex
assembly of neurons, aware of the light? And what makes
the car, a sophisticated piece of electronics and engineering,
unaware of it? What would it take for the car to be endowed
with a consciousness similar to our own? Are those questions
scientifically tractable?
Alan Turing and John von Neumann, the founders of the
modern science of computation, entertained the possibility
that machines would ultimately mimic all of the brain’s
abilities, including consciousness. Recent advances in arti-
ficial intelligence (AI) have revived this goal. Refinements
in machine learning, inspired by neurobiology, have led
to artificial neural networks that approach or, occasionally,
surpass humans (Silver et al. 2016; Lake et al. 2017). Al-
though those networks do not mimic the biophysical prop-
erties of actual brains, their design benefitted from several
neurobiological insights, including non-linear input-output
functions, layers with converging projections, and modifi-
able synaptic weights. Advances in computer hardware and
training algorithms now allow such networks to operate on
complex problems (e.g., machine translation) with success
rates previously thought to be the privilege of real brains. Are
they on the verge of consciousness?
We argue that the answer is negative: the computations
implemented by current deep-learning networks correspond
mostly to nonconscious operations in the human brain.
However, much like artificial neural networks took their
inspiration from neurobiology, artificial consciousness may
progress by investigating the architectures that allow the
human brain to generate consciousness, then transferring
those insights into computer algorithms. Our aim is to
foster such progress by reviewing aspects of the cognitive
neuroscience of consciousness that may be pertinent for
machines.
Multiple Meanings of Consciousness
The word “consciousness,” like many pre-scientific terms, is
used in widely different senses. In a medical context, it is
often used in an intransitive sense (as in “the patient was no
longer conscious”), in the context of assessing vigilance and
wakefulness. Elucidating the brain mechanisms of vigilance
is an essential scientific goal with major consequences for
our understanding of sleep, anesthesia, coma, or vegetative
state. For lack of space, we do not deal with this aspect here,
however, because its computational impact seems minimal:
obviously, a machine must be properly turned on for its
computations to unfold normally.
We suggest that it is useful to distinguish two other es-
sential dimensions of conscious computation. We label them
using the terms global availability (C1) and self-monitoring
(C2).
• C1: Global availability. This corresponds to the transitive
meaning of consciousness (as in “The driver is conscious
of the light”). It refers to the relationship between a
cognitive system and a specific object of thought, such as
a mental representation of “the light.” This object appears
to be selected for further processing, including verbal and
nonverbal report. Information which is conscious in this
sense becomes globally available to the organism: we
can recall it, act upon it, speak about it, etc. This sense
is synonymous with “having the information in mind”:
among the vast repertoire of thoughts that can become
conscious at a given time, only that which is globally
available constitutes the content of C1-consciousness.
• C2: Self-monitoring. Another meaning of consciousness
is reflexive. It refers to a self-referential relationship in
which the cognitive system is able to monitor its own pro-
cessing and obtain information about itself. Human beings
know a lot about themselves, including such diverse infor-
mation as the layout and position of their body, whether
they know or perceive something, or whether they just
made an error. This sense ofconsciousness corresponds
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to what is commonly called introspection, or what psy-
chologists call “meta-cognition”—the ability to conceive
and make use of internal representations of one’s own
knowledge and abilities.
We propose that C1 and C2 constitute orthogonal dimen-
sions of conscious computations. This is not to say that
C1 and C2 do not involve overlapping physical substrates;
in fact, as we review below, in the human brain, both de-
pend on prefrontal cortex. But we argue that, empirically
and conceptually, the two may come apart, as there can be
C1 without C2, for instance when reportable processing is
not accompanied by accurate metacognition, or C2 without
C1, for instance when a self-monitoring operation unfolds
without being consciously reportable. As such, it is advan-
tageous to consider these computations separately before
we consider their synergy. Furthermore, many computations
involve neither C1 nor C2 and therefore properly called
“unconscious” (or C0 for short). It was Turing’s original
insight that even sophisticated information processing can
be realized by a mindless automaton. Cognitive neuroscience
confirms that complex computations such as face or speech
recognition, chess-game evaluation, sentence parsing, and
meaning extraction occur unconsciously in the human brain,
i.e., under conditions that yield neither global reportability
nor self-monitoring (Table 1). The brain appears to operate,
in part, as a juxtaposition of specialized processors or “mod-
ules” that operate nonconsciously and, we argue, correspond
tightly to the operation of current feedforward deep-learning
networks.
We now review the experimental evidence for how
human and animal brains handle C0-, C1-, and C2-level
computations—before returning to machines and how they
could benefit from this understanding of brain architecture.
Unconscious Processing (C0): WhereMost
of Our Intelligence Lies
Probing Unconscious Computations
“We cannot be conscious of what we are not conscious of”
(Jaynes 1976). This truism has deep consequences. Because
we are blind to our unconscious processes, we tend to under-
estimate their role in our mental life. However, cognitive neu-
roscientists developed various means of presenting images or
sounds without inducing any conscious experience (Fig. 1),
and then used behavioral and brain-imaging to probe their
processing depth.
The phenomenon of priming illustrates the remarkable
depth of unconscious processing. A highly visible target
stimulus, such as the written word “four,” is processedmore
efficiently when preceded by a related prime stimulus, such
as the Arabic digit “4,” even when subjects do not notice the
presence of the prime and cannot reliably report its identity.
Subliminal digits, words, faces, or objects can be invariantly
recognized and influence motor, semantic, and decision lev-
els of processing (Table 1). Neuroimaging methods reveal
that the vast majority of brain areas can be activated noncon-
sciously.
Unconscious View-Invariance andMeaning
Extraction in the Human Brain
Many of the difficult perceptual computations, such as invari-
ant face recognition or speaker-invariant speech recognition,
that were recently addressed by AI, correspond to noncon-
scious computations in the human brain (Dupoux et al. 2008;
Kouider and Dehaene 2007; Qiao et al. 2010). For instance,
processing someone’s face is facilitated when it is preceded
by the subliminal presentation of a totally different view of
the same person, indicating unconscious invariant recogni-
tion (Fig. 1). Subliminal priming generalizes across visual-
auditory modalities (Faivre et al. 2014; Kouider and Dehaene
2009), revealing that cross-modal computations that remain
challenging for AI software (e.g., extraction of semantic vec-
tors, speech-to-text) also involve unconscious mechanisms.
Even the semantic meaning of sensory input can be processed
without awareness by the human brain. Compared to related
words (e.g., animal-dog), semantic violations (e.g., furniture-
dog) generate a brain response as late as 400ms after stimulus
onset in temporal-lobe language networks, even if one of the
two words cannot be consciously detected (Luck et al. 1996;
van Gaal et al. 2014).
Unconscious Control and Decision-Making
Unconscious processes can reach even deeper levels of the
cortical hierarchy. For instance, subliminal primes can in-
fluence prefrontal mechanisms of cognitive control involved
in the selection of a task (Lau and Passingham 2007) or
the inhibition of a motor response (van Gaal et al. 2010).
Neural mechanisms of decision-making involve accumulat-
ing sensory evidence that affects the probability of the various
choices, until a threshold is attained. This accumulation
of probabilistic knowledge continues to happen even with
subliminal stimuli (de Lange et al. 2011; Vorberg et al.
2003; Dehaene et al. 1998a; Vlassova et al. 2014). Bayesian
inference and evidence accumulation, which are cornerstone
computations for AI (Lake et al. 2017), are basic unconscious
mechanisms for humans.
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Table 1 Examples of computations pertaining to information-processing levels C0, C1, and C2 in the human brain
Computation Examples of experimental findings References
C0: Unconscious processing
Invariant visual recognition Subliminal priming by unseen words and faces,
invariant for font, size or viewpoint.
Kouider and Dehaene (2007)
fMRI and single-neuron response to unseen
words and faces
Sergent et al. (2005), Kreiman et al. (2002),
Dehaene et al. (2001), Vuilleumier et al. (2001)
Unconscious judgment of chess-game
configurations
Kiesel et al. (2009)
Access to meaning N400 response to unseen out-of-context words Luck et al. (1996), van Gaal et al. (2014)
Cognitive control Unconscious inhibition or task set preparation by
an unseen cue
Lau and Passingham (2007), van Gaal et al.
(2010)
Reinforcement learning Subliminal instrumental conditioning by unseen
shapes
Pessiglione et al. (2008)
Consciousness in the first sense (C1): global availability of information
All-or-none selection and broadcasting of a
relevant content
Conscious perception of a single picture during
visual rivalry
Moreno-Bote et al. (2011)
Conscious perception of a single detail in a
picture or stream
Vul et al. (2009), Aly and Yonelinas (2012)
All-or-none memory retrieval Harlow and Yonelinas (2016)
Attentional blink: conscious perception of item
A prevents the simultaneous perception of item
B
Asplund et al. (2014), Vul et al. (2008), Pincham
et al. (2016), Sergent and Dehaene (2004)
All-or-none “ignition” of event-related potentials
and fMRI signals, only on trials with conscious
perception
Sergent et al. (2005), Marti et al. (2012), Marti et
al. (2015), Del Cul et al. (2007), Marois et al.
(2004), Moutard et al. (2015)
All-or-none firing of neurons coding for the
perceived object in prefrontal cortex and other
higher areas
Panagiotaropoulos et al. (2012), Logothetis
(1998), Kreiman et al. (2002), Quiroga et al.
(2008), Rey et al. (2014)
Stabilization of short-lived information for
off-line processing
Brain states are more stable when information is
consciously perceived; unconscious information
quickly decays (1 s)
King et al. (2016), Schurger et al. (2015)
Conscious access may occur long after the
stimulus is gone
Sergent et al. (2013)
Flexible routing of information Only conscious information can be routed
through a series of successive operations (e.g.,
successive calculations 3 × 4 + 2)
Sackur and Dehaene (2009)
Sequential performance of several tasks Psychological refractory period: conscious
processing of item A delays conscious
processing of item B
Marti et al. (2012), Marois and Ivanoff (2005)
Serial calculations or strategies require
conscious perception
de Lange et al. (2011), Sackur and Dehaene
(2009)
Serial organization of spontaneous brain activity
during conscious thought in the “resting state”
Barttfeld et al. (2015)
Consciousness in the second sense (C2): self-monitoring
Self-confidence Humans accurately report subjective confidence,
i.e., a probabilistic estimate in the accuracy of a
decision or computation
Meyniel et al. (2015), Fleming et al. (2010)
Evaluation of one’s knowledge Humans and animals can ask for help or “opt
out” when unsure
Smith (2009), Goupil and Kouider (2016),
Goupil et al. (2016)
Humans and animals know when they don’t
know or remember
Dunlosky and Metcalfe (2008), Smith (2009)
Error detection Anterior cingulate response to self-detected
errors
Charles et al. (2013), Goupil and Kouider
(2016), Gehring et al. (1993)
Listing one’s skills Children know the arithmetic procedures at their
disposal, their speed, and error rate.
Siegler (1988)
Sharing one’s confidence with others Decision-making improves when two persons
share knowledge
Bahrami et al. (2010)
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Fig. 1 Examples of paradigms probing unconscious processing (C0).
(Top) Subliminal view-invariant face recognition (Kouider et al. 2009).
On each trial, a prime face is briefly presented (50 ms), surrounded
by masks that make it invisible, followed by a visible target face
(500 ms). Although subjective perception is identical across conditions,
processing is facilitated whenever the two faces represent the same
person, in same or different view. At the behavioral level, this view-
invariant unconscious priming is reflected by reduced reaction time
in recognizing the target face. At the neural level, it is reflected by
reduced cortical response to the target face (i.e., repetition suppression)
in the Fusiform Face Area of human inferotemporal cortex. (Bottom)
Subliminal accumulation of evidence during interocular suppression
(Vlassova et al. 2014). Presentation of salient moving dots in one eye
prevents the conscious perception of paler moving dots in the opposite
eye. Despite their invisibility, the gray dots facilitate performance when
they moved in the same direction as a subsequent dot-display, an effect
proportional to their amount of motion coherence. This facilitation
only affects a first-order task (judging the direction of motion), not a
second-order metacognitive judgment (rating the confidence in the first
response). A computational model of evidence accumulation proposes
that subliminalmotion information gets added to conscious information,
thus biasing and shortening the decision
Unconscious Learning
Reinforcement learning algorithms, which capture how hu-
mans and animals shape their future actions based on the
history of past rewards, have excelled in attaining supra-
human AI performance in several applications, such as play-
ing Go (Silver et al. 2016). Remarkably, in humans, such
learning appears to proceed even when the cues, reward,
or motivation signals are presented below the consciousness
threshold (Pessiglione et al. 2008, 2007).
In summary, complex unconscious computations and in-
ferences routinely occur in parallel within various brain ar-
eas. Many of these C0 computations have now been captured
by AI, particularly using feedforward convolutional neural
networks (CNNs). We now consider what additional compu-
tations are required for conscious processing.
Consciousness in the First Sense (C1): Global
Availability of Relevant Information
The Need for Integration and Coordination
The organization of the brain into computationally special-
ized subsystems is efficient, but this architecture also raises
a specific computational problem: the organism as a whole
cannot stick to a diversity of probabilistic interpretations—it
must act, and therefore cut through the multiple possibilities
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and decide in favor of a single course of action. Integrating
all of the available evidence to converge towards a single
decision is a computational requirement which, we contend,
must be faced by any animal or autonomous AI system, and
corresponds to our first functional definition of conscious-
ness: global availability (C1).
For instance, elephants, when thirsty, manage to determine
the location of the nearest water hole and move straight to it,
from a distance of 5 to 50 km (Polansky et al. 2015). Such
decision-making requires a sophisticated architecture for (1)
efficiently pooling over all available sources of information,
including multisensory and memory cues; (2) considering
the available options and selecting the best one based on
this large information pool; (3) sticking to this choice over
time; and (4) coordinating all internal and external processes
towards the achievement of that goal. Primitive organisms,
such as bacteria, may achieve such decision solely through
an unconscious competition of uncoordinated sensorimotor
systems. This solution, however, fails as soon as it becomes
necessary to bridge over temporal delays and to inhibit short-
term tendencies in favor of longer-term winning strategies.
Coherent, thoughtful planning required a specific C1 archi-
tecture.
Consciousness as Access to an Internal Global
Workspace
We hypothesize that consciousness in the first sense (C1)
evolved as an information-processing architecture that ad-
dresses this information-pooling problem (Baars 1988; De-
haene et al. 1998b; Dennett 2001; Dehaene and Naccache
2001). In this view, the architecture of C1 evolved to break
the modularity and parallelism of unconscious computations.
On top of a deep hierarchy of specialized modules, a “global
neuronal workspace,” with limited capacity, evolved to select
a piece of information, hold it over time, and share it across
modules. We call “conscious” whichever representation, at a
given time, wins the competition for access to this mental
arena and gets selected for global sharing and decision-
making. Consciousness is thereforemanifested by the tempo-
rary dominance of a thought or train of thoughts over mental
processes, such that it can guide a broad variety of behaviors.
These behaviors include not only physical actions, but also
mental ones such as committing information to episodic
memory or routing it to other processors.
Relation Between Consciousness and Attention
William James described attention as “the taking possession
by the mind, in clear and vivid form, of one out of what seem
several simultaneously possible objects or trains of thought”
(James 1890). This definition is close to what we mean by
consciousness in the first sense (C1): the selection of a single
piece of information for entry into the global workspace.
There is, however, a clear-cut distinction between this final
step, which corresponds to conscious access, and the previous
stages of attentional selection, which can operate uncon-
sciously. Many experiments have established the existence of
dedicated mechanisms of attention orienting and shown that,
like any other processors, they can operate nonconsciously:
(1) in the top-down direction, attention can be oriented to-
wards an object, amplify its processing, and yet fail to bring
it to consciousness (Naccache et al. 2002); (2) in the bottom-
up direction, attention can be attracted by a flash even if
this stimulus ultimately remains unconscious (Kentridge et
al. 1999). What we call attention is a hierarchical system of
sieves that operate unconsciously. Such unconscious systems
compute with probability distributions, but only a single
sample, drawn from this probabilistic distribution, becomes
conscious at a given time (Asplund et al. 2014; Vul et al.
2009). We may become aware of several alternative interpre-
tations, but only by sampling their unconscious distributions
over time (Moreno-Bote et al. 2011; Vul et al. 2008).
Evidence for All-Or-None Selection
in a Capacity-Limited System
The primate brain comprises a conscious bottleneck and
can only consciously access a single item at a time (see
Table 1). For instance, rivalling pictures or ambiguous words
are perceived in an all-or-none manner: at any given time,
we subjectively perceive only a single interpretation out of
many possible ones (even though the others continue to
be processed unconsciously (Panagiotaropoulos et al. 2012;
Logothetis 1998)). The serial operation of consciousness is
attested by phenomena such as the attentional blink and the
psychological refractory period, whereby conscious access to
a first item A prevents or delays the perception of a second
competing item B (Luck et al. 1996; Asplund et al. 2014;
Vul et al. 2008; Sergent et al. 2005; Marti et al. 2012, 2015).
Such interference with the perception of B is triggered by
the mere conscious perception of A, even if no task is per-
formed (Nieuwenstein et al. 2009). Thus, C1-consciousness
is causally responsible for a serial information-processing
bottleneck.
Evidence for Integration and Broadcasting
Brain-imaging in humans and neuronal recordings in mon-
keys indicate that the conscious bottleneck is implemented by
a network of neurons which is distributed through the cortex,
but with a stronger emphasis on high-level associative areas.
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Table 1 lists some of the publications that have evidenced an
all-or-none “ignition” of this network during conscious per-
ception, using a variety of brain-imaging techniques. Single-
cell recordings indicate that each specific conscious percept,
such as a person’s face, is encoded by the all-or-none firing of
a subset of neurons in high-level temporal and prefrontal cor-
tices, while others remain silent (Fig. 2) (Panagiotaropoulos
et al. 2012; Logothetis 1998; Kreiman et al. 2002; Quiroga et
al. 2008).
Stability as a Feature of Consciousness
Direct contrasts between seen and unseen pictures or words
confirm that such ignition occurs only for the conscious per-
cept. As explained earlier, nonconscious stimuli may reach
into deep cortical networks and influence higher levels of
processing and even central executive functions, but these
effects tend to be small, variable, and short-lived (although
nonconscious information decays at a slower rate than ini-
tially expected (King et al. 2016; Trübutschek et al. 2017)).
By contrast, the stable, reproducible representation of high-
quality information by a distributed activity pattern in higher
cortical areas is a feature of conscious processing (Table 1).
Such transient “meta-stability” seems to be necessary for
the nervous system to integrate information from a variety
of modules and then broadcast it back to them, thereby
achieving flexible cross-module routing.
C1 Consciousness in Human and Nonhuman
Animals
C1 consciousness is an elementary property which is present
in human infants (Kouider et al. 2013) as well as in animals.
Nonhuman primates exhibit similar visual illusions (Pana-
giotaropoulos et al. 2012; Logothetis 1998), attentional blink
(Maloney et al. 2013), and central capacity limits (Watanabe
and Funahashi 2014) as human subjects. Prefrontal cortex
appears to act as a central information sharing device and
serial bottleneck in both human and nonhuman primates
(Watanabe and Funahashi 2014). The considerable expan-
sion of prefrontal cortex in the human lineage may have
resulted in a greater capacity for multimodal convergence
and integration (Elston 2003; Neubert et al. 2014; Wang
et al. 2015). Furthermore, humans possess additional cir-
cuits in inferior prefrontal cortex for verbally formulating
and reporting information to others. The capacity to report
information through language is universally considered as
one of the clearest signs of conscious perception, because
once information has reached this level of representation in
humans, it is necessarily available for sharing across mental
modules, and therefore conscious in the C1 sense. Thus,
while language is not required for conscious perception and
processing, the emergence of language circuits in humans
may have resulted in a considerable increase in the speed,
ease, and flexibility of C1-level information sharing.
Consciousness in the Second Sense (C2):
Self-Monitoring
While C1-consciousness reflects the capacity to access exter-
nal, objective information, consciousness in the second sense
(C2) is characterized by the ability to reflexively represent
oneself (Cleeremans et al. 2007; Cleeremans 2014; Dunlosky
and Metcalfe 2008; Clark and Karmiloff-Smith 1993). A
substantial amount of research in cognitive neuroscience
and psychology has addressed self-monitoring under the
term of “metacognition,” roughly defined as cognition about
cognition or knowing about knowing. Below, we review
the mechanisms by which the primate brain monitors itself,
while stressing their implications for building self-reflective
machines.
A Probabilistic Sense of Confidence
When taking a decision, humans feel more or less confident
about their choice. Confidence can be defined as a sense
of the probability that a decision or computation is correct
(Meyniel et al. 2015). Almost anytime the brain perceives or
decides, it also estimates its degree of confidence. Learning
is also accompanied by a quantitative sense of confidence:
humans evaluate how much trust they have in what they have
learned, and use it to weigh past knowledge versus present
evidence (Meyniel and Dehaene 2017). Confidence can be
assessed nonverbally, either retrospectively, by measuring
whether humans persist in their initial choice, or prospec-
tively, by allowing them to opt out from a task without even
attempting it. Both measures have been used in nonhuman
animals to show that they too possess metacognitive abilities
(Smith 2009). By contrast, most current neural networks lack
them: although they can learn, they generally lack meta-
knowledge of the reliability and limits of what has been
learned. A noticeable exception is biologically constrained
models that rely on Bayesian mechanisms to simulate the
integration of multiple probabilistic cues in neural circuits
(Ma et al. 2006). These models have been fruitful in describ-
ing how neural populations may automatically compute the
probability that a given process is performed successfully.
Although these implementations remain rare and have not
addressed the same range of computational problems as
traditional AI, they offer a promising venue for incorporating
uncertainty monitoring in deep-learning networks.
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Fig. 2 Global availability: consciousness in the first sense (C1): Con-
scious subjective percepts are encoded by the sudden firing of stimulus-
specific neural populations distributed in interconnected, high-level
cortical areas, including lateral prefrontal cortex, anterior temporal
cortex, and hippocampus. (Top) During binocular flash suppression, the
flashing of a picture to one eye suppresses the conscious perception of a
second picture presented to the other eye. As a result, the same physical
stimulus can lead to distinct subjective percepts. This example illustrates
a prefrontal neuron sensitive to faces and unresponsive to checkers,
whose firing shoots up in tight association with the sudden onset of
subjective face perception (Panagiotaropoulos et al. 2012). (Bottom)
During masking, a flashed image, if brief enough and followed by a
longer “mask,” can remain subjectively invisible. Shown is a neuron in
the entorhinal cortex firing selectively to the concept of “World Trade
Center.” Rasters in red indicate trials where the subject reported recog-
nizing the picture (blue = no recognition). Under masking, when the
picture is presented for only 33 ms there is little or no neural activity—
but once presentation time is longer than the perceptual threshold (66ms
or larger), the neuron fires substantially only on recognized trials.
Overall, even for identical objective input (same duration), spiking
activity is higher and more stable for recognized trials (Quiroga et al.
2008)
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Explicit Confidence in Prefrontal Cortex
According to Bayesian accounts, each local cortical circuit
may represent and combine probability distributions in order
to estimate processing uncertainty (Ma et al. 2006). How-
ever, additional neural circuits may be required in order to
explicitly extract and manipulate confidence signals. MRI
studies in humans and physiological recordings in primates
and even in rats have specifically linked such confidence
processing to the prefrontal cortex (Fleming et al. 2010;
Miyamoto et al. 2017; Kepecs et al. 2008). Inactivation of
prefrontal cortex can induce a specific deficit in second-order
(i.e., metacognitive) judgments while sparing performance
on the first-order task (Miyamoto et al. 2017; Rounis et al.
2010). Thus, circuits in prefrontal cortex may have evolved
to monitor the performance of other brain processes.
Error Detection: Reflecting on One’s Own
Mistakes
Error detection provides a particularly clear example of self-
monitoring: just after responding, we sometimes realize that
we made an error and change our mind. Error detection
is reflected by two components of EEG activity, the error-
relativity negativity (ERN) and the positivity upon error (Pe),
which emerge in cingulate and medial prefrontal cortex just
after a wrong response, but before any feedback is received.
How can the brain make a mistake and detect it? One possi-
bility is that the accumulation of sensory evidence continues
after a decision is made, and an error is inferred whenever
this further evidence points in the opposite direction (Resulaj
et al. 2009). A second possibility, more compatible with
the remarkable speed of error detection, is that two parallel
circuits, a low-level sensory-motor circuit and a higher-level
intention circuit, operate on the same sensory data and signal
an error whenever their conclusions diverge (Charles et al.
2014, 2013).
Meta-Memory
Humans don’t just know things about the world—they actu-
ally know that they know, or that they don’t know. A familiar
example is having a word “on the tip of the tongue.” The term
“meta-memory” was coined to capture the fact that humans
report feelings of knowing, confidence, and doubts on their
memories. Meta-memory is thought to involve a second-
order system that monitors internal signals (e.g., the strength
and quality of a memory trace) to regulate behavior. Meta-
memory is associated with prefrontal structures whose phar-
macological inactivation leads to ametacognitive impairment
while sparing memory performance itself (Miyamoto et al.
2017). Meta-memory is crucial to human learning and ed-
ucation, by allowing learners to develop strategies such as
increasing the amount of study or adapting the time allocated
to memory encoding and rehearsal (Dunlosky and Metcalfe
2008).
Reality Monitoring
In addition to monitoring the quality of sensory and memory
representations, the human brain must also distinguish self-
generated versus externally driven representations. Indeed,
we can perceive things, but also conjure them from imagina-
tion or memory. Hallucinations in schizophrenia have been
linked to a failure to distinguish whether sensory activity is
generated by oneself or by the external world (Frith 1992).
Neuroimaging studies have linked this kind of reality moni-
toring to the anterior prefrontal cortex (Simons et al. 2017).
In nonhuman primates, neurons in the prefrontal cortex dis-
tinguish between normal visual perception and active main-
tenance of the same visual content in memory (Mendoza-
Halliday and Martinez-Trujillo 2017).
Foundations of C2 Consciousness in Infants
Self-monitoring is such a basic ability that it is already
present during infancy (Fig. 3). The ERN, indicating error
monitoring, was observed when one-year-old infants made
a wrong choice in a perceptual decision task (Goupil and
Kouider 2016). Similarly, after 1- 12 -year-old infants pointed
to one of two boxes in order to obtain a hidden toy, they
waited longer for an upcoming reward (e.g., a toy) when
their initial choice was correct than when it was wrong, sug-
gesting that they monitored the likelihood that their decision
was right (Kepecs et al. 2008; Goupil and Kouider 2016).
Moreover, when given the opportunity to ask (nonverbally)
their parents for help instead of pointing, they chose this
opt-out option specifically on trials where they were likely
to be wrong, revealing a prospective estimate of their own
uncertainty (Goupil et al. 2016). The fact that infants can
communicate their own uncertainty to other agents further
suggests that they consciously experience metacognitive in-
formation. Thus, infants are already equipped with the ability
to monitor their own mental states. Facing a world where
everything remains to be learned, C2mechanisms allow them
to actively orient towards domains that they know they don’t
know—a mechanism that we call “curiosity.”
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Fig. 3 Self-monitoring: consciousness in the second sense (C2): Self-
monitoring (also called “meta-cognition”), the capacity to reflect on
one’s own mental state, is available early during infancy. (Top) One-
and-half-year-old infants, after deciding to point to the location of a
hidden toy, exhibit two types of evidence for self-monitoring of their
decision: (1) they persist longer in searching for the hidden object
within the selected box when their initial choice was correct than
when it was incorrect. (2) When given the opportunity to ask for help,
they use this option selectively to reduce the probability of making
an error. (Bottom) One-year-old infants were presented with either
a meaningless pattern or a face that was either visible or invisible
(depending on its duration) and then decided to gaze left or right in
anticipation of face reappearance. As for manual search, post-decision
persistence in waiting at the same gaze location increased for correct
compared to incorrect initial decisions. Moreover, EEG signals revealed
the presence of the error-related negativity over fronto-central electrodes
when infants make an incorrect choice. These markers of metacognition
were elicited by visible but not by invisible stimuli, as also shown in
adults (Charles et al. 2013)
Dissociations Between C1 and C2
According to our analysis, C1 and C2 are largely orthogonal
and complementary dimensions of what we call conscious-
ness. On one side of this double dissociation, self-monitoring
can exist for unreportable stimuli (C2 without C1). Auto-
matic typing provides a good example: subjects slow down
after a typing mistake, even when they fail to consciously
notice the error (Logan and Crump 2010). Similarly, at the
neural level, an ERN can occur for subjectively undetected
errors (Nieuwenhuis et al. 2001). On the other side of this
dissociation, consciously reportable contents sometimes fail
to be accompanied by an adequate sense of confidence (C1
without C2). For instance, when we retrieve a memory, it
pops into consciousness (C1) but sometimes without any
accurate evaluation of its confidence (C2), leading to false
memories. As noted by Marvin Minsky, “what we call con-
sciousness [in the C1 sense] is a very imperfect summary
in one part of the brain of what the rest is doing.” The
imperfection arises in part from the fact that the conscious
global workspace reduces complex parallel sensory streams
of probabilistic computation to a single conscious sample
(Asplund et al. 2014; Vul et al. 2009; Moreno-Bote et al.
2011). Thus, probabilistic information is often lost on the
way, and subjects feel over-confident in the accuracy of their
perception.
Synergies Between C1 and C2 Consciousness
Because C1 and C2 are orthogonal, their joint possession
may have synergistic benefits to organisms. In one direction,
bringing probabilistic metacognitive information (C2) into
the global workspace (C1) allows it to be held over time,
integrated into explicit long-term reflection, and shared with
others. Social information sharing improves decisions: by
sharing their confidence signals, two persons achieve a better
performance in collective decision-making than either person
What Is Consciousness, and Could Machines Have It? 53
alone (Bahrami et al. 2010). In the converse direction, the
possession of an explicit repertoire of one’s own abilities
(C2) improves the efficiency with which C1 information is
processed. During mental arithmetic, children can perform
a C2-level evaluation of their available competences (e.g.,
counting, adding, multiplying, memory retrieval . . . ) and use
this information to evaluate how to best face a given arith-
metic problem (Siegler 1988). This functionality requires a
single “common currency” for confidence across difference
modules, which humans appear to possess (de Gardelle and
Mamassian 2014).
EndowingMachines with C1 and C2
How could machines be endowed with C1 and C2 compu-
tations? Let us return to the car light example. In current
machines, the “low gas” light is a prototypical example of
an unconscious modular signal (C0). When the light flashes,
all other processors in the machine remain uninformed and
unchanged: fuel continues to be injected in the carburetor, the
car passes gas stations without stopping (although they might
be present on the GPS map), etc. Current cars or cell phones
are mere collections of specialized modules that are largely
“unaware” of each other. Endowing this machine with global
information availability (C1) would allow these modules to
share information and collaborate to address the impending
problem (much like humans do when they become aware of
the light, or elephants of thirst).
While AI has met considerable success in solving spe-
cific problems, implementing multiple processes in a sin-
gle system and flexibly coordinating them remain difficult
problems. In the 1960s, computational architectures called
“blackboard systems” were specifically designed to post
information and make it available to other modules in a
flexible and interpretable manner, similar in flavor to a global
workspace (Baars 1988). A recent architecture called Pathnet
uses a genetic algorithm to learn which path through its
many specialized neural networks is most suited to a given
task (Fernando et al. 2017). This architecture exhibits robust,
flexible performance and generalization across tasks, and
may constitute a first step towards primate-like conscious
flexibility.
To make optimal use of the information provided by
the fuel-gauge light, it would also be useful for the car to
possess a database of its own capacities and limits. Such self-
monitoring (C2) would include an integrated image of itself,
including its current location, fuel consumption, etc., as well
as its internal databases (e.g., “knowing” that it possesses
a GPS map that can locate gas stations). A self-monitoring
machine would keep a list of its subprograms, compute
estimates of their probabilities of succeeding at various tasks,
and constantly update them (e.g., noticing if a part fails).
Most present-day machine-learning systems are devoid of
any self-monitoring: they compute (C0) without representing
the extent and limits of their knowledge or the fact that others
may have a different viewpoint than their own. There are
a few exceptions: Bayesian networks (Ma et al. 2006) or
programs (Tenenbaum et al. 2011) compute with probability
distributions and therefore keep track of how likely they are to
be correct. Even when the primary computation is performed
by a classical CNN, and is therefore opaque to introspection,
it is possible to train a second, hierarchically higher neural
network to predict the first one’s performance (Cleeremans
et al. 2007). This approach, whereby a system re-describes
itself, has been claimed to lead to “the emergence of internal
models that are metacognitive in nature and ( . . . ) make it
possible for an agent to develop a (limited, implicit, prac-
tical) understanding of itself” (Cleeremans 2014). Pathnet
(Fernando et al. 2017) uses a related architecture to track
which internal configurations are most successful at a given
task and use this knowledge to guide subsequent processing.
Robots have also been programed to monitor their learning
progress, and use it to orient resources towards the problems
that maximize information gain, thus implementing a form
of curiosity (Gottlieb et al. 2013).
An important element of C2 which has received relatively
little attention is reality monitoring. Bayesian approaches to
AI (Lake et al. 2017; Tenenbaum et al. 2011) have recog-
nized the usefulness of learning generative models that can
be jointly used for actual perception (present), prospective
planning (future), and retrospective analysis (past). In hu-
mans, the same sensory areas are involved in both perception
and imagination. As such, some mechanisms are needed to
tell apart self-generated versus externally triggered activity.
A powerful method for training generative models, called
adversarial learning (Goodfellow et al. 2014) involves having
a secondary network “compete” against a generative net-
work, to critically evaluate the authenticity of self-generated
representations. When such reality monitoring (C2) is cou-
pled with C1 mechanisms, the resulting machine may more
closely mimic human consciousness in terms of affording
global access to perceptual representations while having an
immediate sense that their content is a genuine reflection of
the current state of the world.
Concluding Remarks
Our stance is based on a simple hypothesis: what we call
“consciousness” results from specific types of information-
processing computations, physically realized by the hard-
ware of the brain. It differs from other theories in being res-
olutely computational—we surmise that mere information-
theoretic quantities (Tononi et al. 2016) do not suffice to
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define consciousness unless one also considers the nature and
depth of the information being processed.
We contend that a machine endowed with C1 and C2
would behave as if it were conscious—for instance, it would
know that it is seeing something, would express confidence in
it, would report it to others, could suffer hallucinations when
its monitoring mechanisms break down, and may even expe-
rience the same perceptual illusions as humans. Still, such
a purely functional definition of consciousness may leave
some readers unsatisfied. Are we “over-intellectualizing”
consciousness, by assuming that some high-level cognitive
functions are necessary tied to consciousness? Are we leav-
ing aside the experiential component (“what it is like” to be
conscious)? Does subjective experience escape a computa-
tional definition?
While those philosophical questions lie beyond the scope
of the present paper, we close by noting that, empirically,
in humans, the loss of C1 and C2 computations co-varies
with a loss of subjective experience. For example, in humans,
damage to the primary visual cortex may lead to a neuro-
logical condition called “blindsight,” in which the patients
report being blind in the affected visual field. Remarkably,
those patients can localize visual stimuli in their blind field,
but they cannot report them (C1) nor can they effectively
assess their likelihood of success (C2)—they believe that
they are merely “guessing.” In this example at least, sub-
jective experience appears to cohere with possession of C1
and C2. Although centuries of philosophical dualism have
led us to consider consciousness as unreducible to physical
interactions, the empirical evidence is compatible with the
possibility that consciousness arises from nothing more than
specific computations.
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Abstract
In this chapter, the question whether robots could be con-
scious is evaluated from a philosophical perspective. The
position taken is that the human being is the indispensable
locus of ethical discovery. Questions concerning what we
ought to do as morally equipped agents subject to norma-
tive guidance largely depend on our synchronically and
diachronically varying answers to the question of “who
we are.” It is argued here, that robots are not conscious
and could not be conscious, where consciousness is un-
derstood as a systemic feature of the animal-environment
relationship. It is suggested, that ethical reflection yields
the result that we ought not to produce cerebral organoids
implanted in a robotic “body.”
M. Gabriel ()




Artificial intelligence · Robot · Consciousness ·
Philosophy · Existentialism · Ethics
Could a Robot be Conscious? The shortest answer to the
question posed in my title is: “No.” In what follows, I will
lay out some reasons for why we should endorse the shortest
answer. At the same time, I will argue that the right way of
looking at the issues at stake has significant consequences for
our relationship to the digital landscape we inhabit today.
Robots and A.I.-systems created by machine learning
experts and research teams play a central role in our “in-
fosphere” (Floridi 2014). Yet, in order to understand that
role, it is crucial to update our conception of ourselves, the
human being. For, as I will argue, the human being is the
indispensable locus of ethical discovery. Questions concern-
ing what we ought to do as morally equipped agents subject
to normative guidance largely depend on our synchronically
and diachronically varying answers to the question of who
we are.
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My paper has two parts. In the first part, I argue that
robots (1) are not conscious and (2) could not be conscious if
consciousness is what I take it to be: a systemic feature of the
animal-environment relationship.1 In the second part, I will
sketch an updated argument for the age-old idea (versions
of which can be found in Plato, Aristotle, Kant, Hegel and
beyond) that human sociality and, therefore, morality hinges
on our capacity to think of ourselves as animals located
in a context inhabited by humans and non-human animals
alike. This context is grounded in inanimate nature, which
presents us with necessary, but not sufficient conditions for
consciousness.
Why There Could Not Be Any Conscious
Robots
TheMeaning of Existence
Ontology is the systematic investigation into the meaning of
“existence”. If successful, it leads to knowledge of existence,
i.e. the property or properties constitutive of some object’s
being there. In a series of books, I have defended the view
that to exist means “to appear in a field of sense” (Gabriel
2015a, b). To summarize the outcome of the arguments in this
context: there is no system such that every system (except for
itself) is a subsystem of that very system. It is impossible for
there be a single, all-encompassing field of sense such that
every object is part of it. This entails that, necessarily, every
object belongs to a specific domain (or field of sense, as I call
it), which conditions the field-relative properties that put it in
touch with other objects in the same field.
For instance, the Vatican is a legal entity with an impres-
sive history. The Vatican appears in the field of sense of
history. There are other legal entities in that field: Europe,
Italy, the University of Bonn, refugees, passports, taxes,
airports etc. The number 5 appears in a different field of
sense, such as the series of natural numbers or that of prime
numbers etc. The number 5 does not belong to history; nor is
history a mathematical object.
Any view of the form that there is just one overall do-
main of entities (such as the material-energetic layer of the
universe or what have you) is incoherent, as it relies on the
inconsistent and paradox-generating notion that there is an
all of reality which encompasses everything there is.
Given that there cannot be an all-encompassing domain of
objects subject to one set of laws or principles, we are entitled
to reject “naturalism” in the sense of a view of the form
that all knowledge is natural-scientific knowledge. Natural-
scientific knowledge only deals with one domain of objects,
1The notion of consciousness is steeped in paradox and, therefore,
highly questionable. For more on this see Gabriel (2019, 2017).
namely the kinds of objects than are part of the material-
energetic system of the universe with which we can causally
interact.
As a short-cut to this result, one could, of course, simply
point out that the very idea of such an all-encompassing
domain of natural-scientific enquiry is quite evidently incom-
patible with mathematical logic and meta-mathematics. We
actually know that there cannot be a scientific model (or any
other model for that matter) such that absolutely everything
(from the early universe to transfinite sets to Angela Merkel)
falls within the range of its explanatory power. What is more,
there is no such thing as “science” or “natural science” in the
sense of a unified theoretical project whose singular terms
(such as “boson”, “dark matter”, “molecule”, “neuron”, “glia
cell”, “galaxy”, “the universe”, “robot”, “A.I.” or what have
you) each and all refer to well-defined entities in a single
domain (“reality”, “the universe”, “being”, “the world” or
what have you).
Locating an entity in a domain of investigation presup-
poses a stable insight into what it is. What an entity is,
depends on the field(s) of sense in which it makes an ap-
pearance. If we drop the field-parameter in our description of
how certain entities relate to each other (such as humans and
robots, minds and bodies, consciousness and brain-tissue,
numbers and countable objects etc.), we will wind up with
what Gilbert Ryle famously dubbed a category mistake.2
The idea of “conscious robots” potentially rests on a cate-
gorymistake. The reasonwhy it is easy to bemisled is the fol-
lowing. Humans produce artifacts out of biological and non-
biological matter.We build cars, tables, houses, guns, subway
systems, smartphones, servers, high-performance computers,
statues, etc. Throughout the recorded history of human be-
havior, we find that humans have produced artifacts, some of
which resembled humans and other animals, including cave
paintings, statues, etc.
What is equally remarkable is the fact that we find a long-
standing desire to produce an artefact in our own image,
i.e. something that resembles the feature that we still deem
central to human beings: Logos.3 The most recent and some-
what amplified version of this tendency is the idea that we
2What often goes unnoticed is that the paradigmatic category mistake
according to Ryle is precisely a mistake in ontology in the sense
deployed here: “It is perfectly proper to say, in one logical tone of
voice, that there exist minds and to say, in another logical tone of
voice, that there exist bodies. But these expressions do not indicate two
different species of existence, for “existence” is not a generic word like
“coloured” or “sexed.” They indicate two different senses of “exist,”
somewhat as “rising” has different senses in “the tide is rising”, “hopes
are rising”, and “the average age of death is rising”. A man would be
thought to be making a poor joke who said that three things are now
rising, namely the tide, hopes and the average age of death. It would be
just as good or bad a joke to say that there exist prime numbers and
Wednesdays and public opinions and navies; or that there exist both
minds and bodies” (Ryle 1949, p. 23).
3For a critique of this narrative see Smith (2019) and Gabriel (2020a).
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might be able to produce intelligent agents, which resemble
humans not only in intellectual capacity, but even in shape
and movement.
Let us call these kinds of objects anthropoids. An anthro-
poid is a robot run by the kind of software nowadays sub-
sumed under the heading of “A.I.” Both robots and machine
learning techniques are progressing at a rate that makes it
possible for us to imagine robots moving in ways strikingly
similar to humans (and other animals). To the extent to which
they perform functions we classify as “intelligent” in humans
(and other animals), we are likely to be prone to think of
them as potential candidates for membership in the “kingdom
of ends” (Kant 2016, AA IV, 439),4 i.e. in the domain of
autonomous and, therefore, moral agents.
However, this is a mistake, as I now want to argue. There
is nothing we owe to our artefacts directly. What we owe to
our robots is at most a function of what we owe to each other
as proprietors of technology. If you destroy my garden robot,
you harm me, but you cannot harm my robot in a morally
relevant manner, just as you cannot harm a beach by picking
up a handful of sand. A beach is a bunch of stones arranged
in a certain way due to causal, geological pressures including
the behavior of animals in its vicinity. A beach does not have
the right kind of organization to be the direct object of moral
concern.
Ontologically speaking, robots are like a beach and not
like a human, a dog, a bee etc. Robots are just not alive at
all: they might be at most (and in the distant future) zombies
in the philosophical sense of entities hardly distinguishable
from humans on the level of their observable behavior. Anal-
ogously, A.I. is not actually intelligent, but only seems to be
intelligent in virtue of the projection of human intelligence
onto the human-machine interface.
Here is a series of arguments for this view.
The Nature of Consciousness
Let us begin with the troublesome concept of consciousness.
Consciousness is a process we can know only in virtue of
having or rather being it. I know that I am a conscious thinker
in virtue of being one. To be conscious is to be a state
that is potentially self-transparent insofar as its existence is
concerned.5 This does not mean that we can know everything
about consciousness simply in virtue of being conscious. This
is obviously false and, by the way, has never been maintained
4Kant’s famous phrase for the domain within which moral agents move.
See AA IV, 439.
5On this well-known aspect of consciousness famously highlighted (but
by no means first discovered) by Descartes, see the concept of “intrinsic
existence” in the framework of Integrated Information Theory, one of
the currently proposed neuroscientific models for the neural correlate of
consciousness. See the exposition of the theory in Koch (2019).
by anyone, not even Descartes who is often discredited in this
regard for no good reason.6 Both right now, as I am awake,
and in certain dream states, I am aware of the fact that I am
aware of something. This feature of self-awareness is con-
sciousness of consciousness, i.e. self-consciousness. Some
element of consciousness or other always goes unnoticed. As
I am right now conscious of my consciousness, I can focus,
for instance, on the structure of my subjective visual field
only to realize that many processes in my environment are
only subliminally available to conscious processing, which
means that I am conscious of them without thereby being
conscious of that very consciousness.
Trivially, not all consciousness is self-consciousness, as
this leads into a vicious infinite regress. If all consciousness
were self-consciousness, then either self-consciousness is
consciousness or it is not. If self-consciousness is conscious-
ness, there is a consciousness of self-consciousness and so
on ad infinitum. We know from our own case that we are
not conscious of anything without a suitable nervous system
embedded in an organism. We know from neurobiology and
human physiology that we are finite animals such that it is
evidently impossible for us to be in infinitary states where
each token of consciousness is infinitely many tokens of
self-consciousness. There simply is not enough space in my
organism for that many actual operations of self-reference.7
As a matter of fact, we do not know what, if anything, is
the minimal neural correlate of consciousness (the MNCC).
Recent contenders for a model designed to begin to answer
this question despite the complexity involved in the neurosci-
entific endeavor to pinpoint such a correlate include “global
workspace theory” (GWT) and “integrated information the-
ory” (IIT).8
Whatever the right answer to the question concerning
the MNCC will turn out to be (if it is even a meaningful
6For a detailed historical argument according to which Descartes does
not even have the concept of consciousness that he is often criticized
for introducing, see Hennig (2007). For an outstanding philosophical
reconstruction of Descartes’ account of human mindedness that takes
into account that his views are actually incompatible with the dualism
typically ascribed to him see Rometsch (2018).
7The situation is different if we have a rational soul in the traditional
sense of the term introduced by Plato and Aristotle and handed down
to us via medieval philosophy. We should not naively discard this
traditional option on the ground that we mistakenly pride ourselves for
knowing that we are animals, because no one in the tradition denied this!
The widespread idea that we began to realize that humans are animals
in the wake of Darwin is unscientific and ignorant story-telling. Short
proof: , animal rationale. It should be obvious
that Plato and Aristotle, the inventors of logics, were able to accept
the following syllogism: (P1) All humans are rational animals. (P2) All
rational animals are animals. (C) All humans are animals.
8For a recent overview over the main contenders for the right model of
the neural correlate of consciousness see Block (2019). For a critique
of the concept of consciousness deployed by Dehaene et al. (2017), see
Gabriel (2020b, §§9 and 15).
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question), it has to respect the following indispensability
thesis: the reality of the human standpoint is indispens-
able for any scientific account of consciousness.9 There
is no third-person point of view, no purely observational
stance, such that we can distinguish between conscious and
non-conscious entities/processes in the universe. Scientific
knowledge-acquisition at some point or other presupposes
a conscious knowledge-claim maintained and defended by
a human thinker or group of human thinkers. For, scientific
knowledge is a paradigm case of truth-apt justified belief.
To make a (scientific) knowledge claim concerning a bit of
reality means that one has reasons to believe that the bit under
investigation has some of the central properties ascribed to
it by a model. (Scientific) knowledge claims are not blind
guesses. They are highly methodologically controlled out-
comes of human activity which will alwaysmake use of some
technology or other (including pencil and paper; conferences;
fMRI; the LHC etc.). (Scientific) knowledge claims do not
simply emerge from anonymous activity, they are high-level
performances of human beings, often making use of non-
human machinery.
Arguably, there are various potential philosophical
confusions built into the very idea of searching for the
MNCC, as there are many historically shifting meanings
of the word “consciousness” (which differ, of course,
between various natural languages dealing with the kind
of phenomena grouped together by candidate meanings of
“consciousness” in contemporary Anglophone philosophy
and mind science).
To begin with we ought not to lose track of the distinction
between “narrow” and “wide contents” of consciousness.10
Consciousness has both an object and a content. The object
of consciousness is that which it concerns, for instance, the
Eiffel tower, if I look at it, or some of my internal states,
when I feel hungry, say. Actually, whenever I am conscious
of anything in my environment (such as the Eiffel tower), I
am at the same time also conscious of some internal states of
my organism. Typically, we are never conscious of just one
9This important methodological and ontological principle has recently
been violated, for instance, by Hoffman (2019). If our perceptual system
were constitutively out of touch with reality, how could we know
this by deploying scientific methods which presuppose that our modes
of information-processing in a laboratory are not only contingently
reliable detectors of an unknowable thing in itself, but rather the correct
instruments to figure out how things really are? The scientist who tries
to make a case that all perception as such is a form of illusion cannot
coherently establish this result, as she will make use of her perceptual
apparatus in making her blatantly self-contradictory statement.
10On this distinction see the classical paper by Block (1986).
thing alone.11 Consciousness is of objects in a field.12 Con-
sciousness itself is a field which encompasses subfields. I can
be conscious of a recently deceased friend, say, which means
that I can have visual or olfactory memories of his presence.
In this scenario, I am conscious of a past conscious episode
relating to my friend and not directly of my friend. Memories
are not perceptions despite the fact that they involve percepts.
The content of consciousness is the way in which the
object appears to me. Sensory modality is, therefore, part
of the content, as is perspective. In general, consciousness
has an ego-centrical index: I am here and now conscious of a
scenario (a dynamic field of processes and objects) in a bunch
of sensory modalities (Burge 2013). Notice that I cannot be
conscious of any scenario without myself being part of that
scenario. I am here right now as the entire animal I am. It
is impossible to perceive anything without literally being a
part of the same field(s) as the objects, including the various
physical fields whose interaction is required as a medium for
the production of mental content.
Narrow content emerges in the context of internal self-
awareness of my organism. It deals with states I am in. Pain,
for instance, or the color sensations I experience when I close
my eyes, have narrow content. They deal with internal states
of my organism. Narrow content is a series of perspectives
of the organism upon itself. Narrow content is, as it were, an
internal window onto processes within the animal I am.
Wide content emerges in a systemic context which in-
cludes states of affairs beyond my ectodermic limitations. If I
see a table, the table is nowhere to be found in my organism.
My organism is evidently too small to encompass all objects
of perception. St. Peter’s Basilica is bigger thanmy organism.
If I see it, it cannot be “in me”. It is simply nonsensical to
believe that there is no external world in which St. Peter’s can
be found on the dubious ground that it is allegedly impossible
to directly perceive reality. Wide perceptual content deals
directly with external reality. Yet, it does so in a species- and
individual-relative way. St. Peter’s looks different to you and
11Another important exception here are mystical experiences such as the
unity with the One described by Plotinus or the visio beatifica known
from the Christian tradition. Similar accounts can be found in any of the
other major world religions. Again, we should not simply discard these
accounts, which would make us incredibly ignorant vis-à-vis the very
genealogy of the idea of “consciousness” which (like it or not) originates
from that tradition.
12Consciousness is one field of sense among others. Not all fields of
sense are conscious or related to consciousness. The consciousness-
field and its objects are arguably entangled. In any event, there is a
strong correlation between consciousness and its objects which does
not entail without further premises that the objects of consciousness are
necessarily correlated with consciousness. I reject the kind of premises
that typically lead to the position that the objects of consciousness
would not have existed, had we not been conscious of them. For a
recent exchange on this issue, see Meillassoux (2006) and the highly
sophisticated response from the point of view of philosophy (of quantum
mechanics) by Bitbol (2019).
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me and be it for the trivial reason that we will never strictly
speaking occupy the same spatio-temporal location.13
Both wide and narrow content owe their specific structure
in human (and non-human) conscious animals to, among
other things, evolutionary parameters. This is a fact about
animals. Consciousness is part of our adaption to our eco-
logical niche, which in turn is causally shaped by our self-
conscious adaption to that adaption guided by scientific and
technological progress. If anything, we therefore have very
strong evidence for the general hypothesis that consciousness
is a biological phenomenon.
Kinds of Possibility
The next step in my argument consists in delivering the
premise that we simply cannot reproduce the natural, neces-
sary conditions for the existence of consciousness in the sense
of anything like a full ego-centrical index. One reason for
this is that we are astronomically far away from knowing the
necessary (and jointly sufficient) conditions for human (and
non-human) consciousness in the full sense, where “the full
sense” encompasses bothwide and narrow content.We do not
know enough about the causal architecture of consciousness
as a natural phenomenon in order to even begin constructing
potentially conscious robots. Therefore, if any actually ex-
isting robot is anywhere near consciousness, this would be a
sheer coincidence. It is as rational to believe that any actually
existing robot or computer is conscious as that theMilkyWay
or a sandstorm in the Atacama Desert is conscious.14
To be sure, it is apparently at least logically possible
that a given robot is conscious. But this does not entail that
we have any actual reason to believe that a given robot is
conscious (i.e. if it’s being logically possible just means we
cannot say we know it is not the case). It is, thus, irrational
and unscientific to believe that currently existing robots are
conscious.
At this point, someone might wonder if this train of
thought rules out that robots could be conscious. So far, I
seem not to have established that no robot could ever be con-
scious. At this stage, we need to be careful so that our modal
“intuitions” do not idle. The central modalities are: actuality,
possibility, contingency, and necessity. If we ask the question
“could robots be conscious?” we are after a possibility. Is it
possible that robots are conscious? So far, I have argued that
13For a paradigmatic exposition of a direct realismwhich takes objective
looks as relations between a perceiver and the perceived environment
into account see the discussion in Campbell and Cassam (2014).
14On the recent resurgence of panpsychism in the sense of the view
that basically everything is (or might be) conscious, see Harris (2019)
and Goff (2019). I assume that it is reason to reject a given account
of the meaning of “consciousness” if it either entails the truth of or
significantly raises the probability of panpsychism.
there is no reason to think that any currently existing robot is
conscious. A robot is an artifact of human industry and so far,
no relevant robot in that sense is conscious.15 If we want to
consider the possibility of robot consciousness, we therefore
need either some evidence or argument that supports the
rationality of the belief that future robots could meet the
relevant threshold of consciousness. Otherwise we wind up
with what I would like to call extremely weak possibility.
A possibility is extremely weak if (1) nothing we actually
know supports it and (2) we have no reason to believe that
the possibility amounts to a logical contradiction. Conscious
robots are currently extremely weakly possible. What is
more, I now want to argue that they are currently at most
extremely weakly possible. The argument relies on the notion
of “biological externalism,” which I have proposed in my
recent book The Meaning of Thought (Gabriel 2020a).16
In philosophy, semantic externalism is roughly the view
that some terms refer to some natural kinds in such a way
that a competent user of those terms need not know all
essential feature of the kinds in order to count as a competent
speaker.17 For instance, I am a competent user of the term
“fermion,” but not an expert user. A professional nuclear
physicist will use the term “fermion” in contexts where I
would be likely to make nonsensical utterances. One strength
of semantic externalism in general is that it gives an account
of the fact that we often speak about things in a competent
way without thereby knowing their essence. The standard
example in philosophy is use of the term “water”. When
Thales or Aristotle referred to the stuff in the Aegean Sea
as , they were thereby referring to something that
essentially involves H2O molecules. However, if we asked
them about , they could not even entertain the thought
that it essentially involves H2O molecules, because there
was no such thought available to them in their linguistic
community. From the epistemic standpoint of the Ancient
Greeks, it would havelooked possible that water could consist
15Of course, humans (and some non-human animals) are
artifacts of human activity. As Aristotle nicely puts it:
(Aristotle, Metaphysics, VII
71032a 25 et passim). However, we do not classify humans as robots.
If humans count as robots, machines, A.I.s or computers, it would be
trivially true that robots, machines, A.I.s and computers are conscious
because we are. The question “could robots be conscious?” deals
exclusively with the concept of a robot as a non-biological (possibly
anthropoid) artifact of human industry.
16This is a revised version of Gabriel (2018a). See also Gabriel (2020b)
§§6–11, where I defend “mental realism,” i.e. the view that mental terms
(including: thinking, intelligence, consciousness) refer to processes
which have necessary biological preconditions. Notice that the argument
does not preclude the existence of future conscious robots controlled by
cerebral organoids. Such hybrid entities are more likely to be possible
than in silico conscious robots.
17For an overview see Rowlands (2014).
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of various arrangements of elementary particles (atoms) in
their sense. It would not have been irrational for Aristotle
to assert that water consists of some Platonic atomic figure
or other, as laid out in the Timaios. For him, that could be
the case. Yet, Aristotle would have made a mistake, had
he endorsed a view about water that rules out that water
essentially involves H2O molecules.
As far as consciousness is concerned, we are in a similar
epistemic situation. We do not know which natural kinds, if
any, are correlated with consciousness. However, we must
not forget that the mainstream of contemporary scientifi-
cally minded theorists of consciousness tends to believe that
consciousness has some necessary natural prerequisites or
other. Unfortunately, this misleads far too many theorists
into some version of “functionalism”. It is certainly true that
the biological prerequisites for conscious states significantly
vary across species, across individuals within a species and
even within an individual across time. In this sense, the
physical underpinning of consciousness is multiply realiz-
able in different structures. Yet, this factual variation in the
(neural?) support of consciousness, of course, does not per se
support the stronger claim that consciousness is realizable in
inanimate matter or any matter that preserves the functional
architecture correlated with consciousness in animals.
In this context, let functionalism be the view that con-
sciousness is identical to a process which consists in the
realization of a role in a system of sensory inputs and behav-
ioral outputs. Most functionalists are committed to multiple
realizability. According to this concept, the functional role
of consciousness can be realized in different materials. We
humans realize it in (neural?) tissue, other creatures might
realize it in some other tissue. If consciousness is multiply
realizable, it seems to be possible to produce it out of material
other than biological tissue. This possibility is stronger than
the extremely weak possibility that there could simply be
robots. Functionalism to some extent supports the hypothe-
sis that robots could be conscious. However, functionalism
combined with multiple realizability is in serious trouble,
as is well-known in the philosophical community, but often
ignored by the interested bystander.18 The major weakness is
a consequence of the fact that we currently do not even know
theMNNC. For all we know, if consciousness is identical to a
functional role, this role could be performed by the universe
as a whole or by some surprising subsystem of it (such
as a galaxy cluster or a beach). This explains the presence
of panpsychism in contemporary philosophy, i.e. the (mis-
guided) notion that consciousness might be everywhere.19
18See especially: Block (1978) and Searle (1992). An example of
a cautionary tale of philosophical confusions concerning the alleged
substrate-independence of life and intelligence is Tegmark (2017).
19Notice that IIT entails that panpsychism is false. See Tononi and Koch
(2014). IIT’s model for consciousness provides us with a defeasible
criterion for the presence of consciousness in a system. In its current
Functionalism tends to lead to acceptance of the notion that
consciousness could emerge out (or rather: be a property) of
basically any system whose parts are arranged in such a way
that we can describe their operations in terms of sensorial
input and behavioral output.
According to biological externalism, “consciousness” and
cognate terms in our mentalistic vocabulary refer to pro-
cesses which have necessary biological prerequisites. Thus,
there could be no conscious robot produced entirely out of
inanimate matter. Support for biological externalism can be
derived from our current knowledge base concerning con-
sciousness. There should be no doubt that ever since humans
have been in the business of thinking about their own mental
states and those of other animals, they have been think-
ing about something with some biological underpinning. At
least, this is not what is contentious between the functionalist
and her opponent.20 Thus, as far as we know, consciousness
has essentially biological preconditions. This does not mean
that consciousness is a purely biological product, as I will
now argue.
Biological externalism alone does not suffice to rule out
future robots controlled by cerebral organoids. However, I
surmise that such robots are biologically impossible. This
claim is empirical, but partially grounded in a further ma-
neuver of philosophical theorizing. Above, I mentioned an
indispensability thesis. As far as consciousness is concerned,
the indispensability of consciousness consists in the fact
that we cannot circumvent it in any complete account of
human mindedness. Scientists are conscious and, therefore,
consciously interested in consciousness for various reasons
(including ethical considerations, because we believe that we
ought to care for conscious creatures more than for entirely
non-consciousmatter). However, the level of indispensability
is located on a scale which differs from that occupied by
neural tissue alone. Any theorist we have encountered so far,
has been a full-blooded human being with animal parts that
include many cell types other than neurons. Human animals
are not neural tissue implanted in an organism, as it were.
My skin is not just a bag containing a central nervous system
hidden from view by a more complex organization. Simply
put: I am not a brain.21 Human neural tissue is produced by
a human organism out of stem cells in complex biological
processes. It develops over the course of pregnancy in such
state, it rules out that beaches could be conscious. It also rules out that
computers and robots could be conscious.
20There is the additional difficulty that humans have been thinking about
divine thinking for long stretches of our history harking back as far as the
first written documents of humanity. This supports the notion that there
could be divine non-biological thought and consciousness. However, it
does not back up the idea of finite, conscious robots produced by human
industry out of non-biological matter.
21For a detailed defense of a non-reductive account of human thinkers
see Gabriel (2017).
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a way that at some (as yet unknown) point a human fetus
becomes conscious. No known neural tissue outside of an
organism has the property of consciousness. This is probably
not a coincidence, as consciousness is a product of processes
that can be studied by evolutionary biology. All cell types
came into existence in this way. Neural tissue comes into
existence in causal contexts that produce organisms. Let us
call the structure of this process systemic organization.22 As
far as I know, no sample of neural tissue that even comes
close to being a candidate for a correlate of anything mental
has been found outside of systemic organization.
The absolute majority of actual conscious states we know
of has both objects and content. Consciousness is usually
about something in some particular mode of presentation
or other. Without integration into an organism, it is quite
senseless to think of neural tissue as performing any function
that correlates with consciousness, as we know it. Should it be
possible to produce cerebral organoids that are in conscious
states, those states would at most resemble a tiny fraction of
a proper subset of our conscious states. No organized heap
of neural tissue will perceive anything in its environment
without proper sense organs. To perceive our environment is
precisely not a kind of hallucination triggered by otherwise
unknowable external causes. Such a view—which I attack
under the heading of “constructivism”—is profoundly inco-
herent, as it amounts to the idea that we cannot ever really
know anything about our environment as it really is. This
makes it impossible to know that there is neural tissue sealed
off from an external environment so that the view that we are
literally “brains in a vat,” i.e. neural tissue hidden under our
skulls, is utterly incoherent (Putnam 1981). External reality
as a whole cannot be a kind of hallucination or user illusion
produced by a subsystem of the central nervous system. For,
if it were, we could not know this alleged fact by studying the
central nervous system, because the central nervous system
itself belongs to external reality. Thus, the central nervous
system is not a hallucination by the central nervous system.
If we know anything about ourselves as animals capable of
perception, we thereby know that we can know (parts of)
external reality.
Here, we can use a famous thought-experiment by Donald
Davidson as a conceptual magnifying glass. In a forthcoming
paper I have co-authored with the cosmologist George F. R.
Ellis, we use this thought-experiment in order to illustrate
the concept of top-down causation23 (Gabriel and Ellis 2020,
forthcoming). Davidson asks us to imagine that lightning
22For an ecological account of consciousness see Fuchs (2018).
23M. Gabriel/G. Ellis, “Physical, Logical, and Mental Top-Down Ef-
fects,” in: M. Gabriel/J. Voosholz (eds.), Top Down Causation and
Emergence. 2020 (forthcoming). The thought experiment can be found
in D. Davidson, “Knowing One’s Own Mind”, in: Proceedings and
Addresses of the American Philosophical Association 60 (1987), pp.
441–458.
strikes a dead tree in a swamp while Davidson is standing
nearby. As Davidson’s body dissolves due to the causal
circumstances, the tree’s molecules by coincidence turn into
a replica of his body which begins to behave like Davidson,
moves into his house, writes articles in his name, etc. (David-
son 1987). Wemaintain that Swampman is physically impos-
sible. No molecule by molecule duplicate of a person could
arise spontaneously from inanimate matter. The evolutionary
pre-history and the adaptation of an organism to its causally
local environment (its niche) are essential for the organism’s
existence. To the extent to which we could possibly recreate
the conditions of survival for neural tissue complex enough
to be a candidate for a token of theMNNC, our social activity
of producing those conditions and artificially maintaining
them in existence would at best replace the structure of
organization. Thus, any robot actually capable of being run
by “mental,” i.e. actually conscious software would have to
have the relevant biological hardware embedded in a context
which plays the role of an organism.
The organism controls local patterns of causation in a top-
down way. The organism is thus ontologically prior to the
causal order of its elements (Noble 2016). If we randomly
copied the order of an organism’s elements, we would still
not have copied the organism. To be more precise, we would
have to copy the causal order of an organism’s elements
in the right way in order for a Swampman to be alive,
which means that the contextual, social constraints on his
production set the conditions for the lower-level elements to
realize Swampman. Random physical structure is not enough
for Swampman to be so much as alive for any amount of
time. Hence, there could not be a Swampman replica of
Davidson. Our use of the material of the thought experiment
is supposed to illustrate that evolutionary causal history,
including an organism’s niche construction and its social
contexts, is essential for the causal constitution of conscious
life and thought. Even if we could replicate human organisms
by some hitherto unavailable procedure, this would not be
evidence for a bottom-up process, as the relevant causal con-
text would, of course, include us and the technical apparatus
needed in order to achieve the feat of bringing organic matter
into shape.
Intelligent Robots?
One line of argument for the possibility of conscious robots
draws on the notion of artificial consciousness and assimi-
lates this discussion to that of AI. Yet, this is a red herring, as
the term “intelligence” generates confusions similar to those
associated with “consciousness”.24 In general, intelligence
24On some of the confusions in artificial consciousness debates see
Schneider (2019).
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can be seen as the capacity to solve a given problem in a
finite amount of time. Let us call this concept “undemanding
intelligence”. It can be measured by constraining the exercise
of the capacity to time parameters. In this light, a system S*
is more intelligent than a System S if it is more efficacious in
solving a problem, i.e. if it finds a solution quicker. Learning
is the process of replacing a given first-order object-problem
by another higher-order meta-problem in such a way that
finding solutions to the object-problem enhances the capacity
of finding solutions to the meta-problem. A standard artifact
is a non-biological product of human industry. Usually, a
standard artifact is associated with a human goal-structure.
In the case of modern technology, the human goal-structure
is essentially tied to a division of labor. The division of labor
of modern technology is too complex for any individual to
know how each and every participating individual contributes
to the production of the outcome. The management structure
of our production of material goods (including the hardware
required for any actually functioning robot) functions by
producingmeta-problems handed down in the form of object-
problems to agents on the ground-floor of production. With-
out this socially immensely complex structure of the produc-
tion of systems capable of justifying scientific knowledge-
claims, there would be no robots.
More specifically, no AI-system has the property of in-
telligence outside of the top-down context realized at the
human–machine-interface. No standard artifact (which in-
cludes software qua program-structure) has any degree of
intelligence outside of a human use-context. AI essentially
differs from human, animal intelligence for a simple rea-
son: the parameters of our goal-structure are fundamentally
set by our survival form. Intelligence first and foremost
arises in the context of solving the central maintenance
(survival) problem of human, animal organization. Animals
have interests which in turn serve the goal of maintaining
them in existence. This goal-structure came into being in
the universe as a consequence of as yet not fully under-
stood processes. We have no final answer to the question
of the origin of life. Yet, whatever the actual causal con-
text for the emergence of life, it is the breeding ground of
intelligence.
The term “intelligence” derives from the Latin in-
telligere/intelligentia which means “understanding”. We
should distinguish intelligence in the traditional sense from
undemanding intelligence. Accordingly, we can introduce
the notion of demanding intelligence (D.I.). In his classic,
The Emperor’s New Mind, Sir Roger Penrose has shown that
D.I. is not a matter of explicable rule-following (Penrose
1989). D.I. consists in finding a new solution space to an
inherited problem by discovering an entirely new meta-
problem. This requires the capacity for understanding oneself
as a creative thinker engaged in an activity of thinking that
cannot be formalized at all. In this context, I have recently
argued that our AI/machine learning programs amount at best
to thought-models (Gabriel 2020a). Thought-models can be
very powerful tools. Think of everydaymodern technological
products such as search engines, which serve the function of
mining data by means of a formal representation of a mode
of organizing potential material for thought. The internet
significantly contributes to our cognitive enhancement in that
it provides us with quick solutions to given problems so that
we can use our mental time more efficiently. By deploying
thought-models as instruments in our own struggle for
survival and progress, we, humans, become more intelligent
in that we create the potential for new modes of thinking.
If anything, our digital technology produces conditions of
emergence for intelligent human behavior. We can make
intelligent use of our technology, and we should begin to
realize that this does not at all entail that our technology is
intelligent by itself.
D.I. is the capacity to change a problem space in virtue
of an account of our activity of creating and changing prob-
lem spaces. In classical philosophical parlance, D.I. is self-
consciousness or self-awareness: we, human beings, become
aware of the fact that we are intelligent animals. In the context
of exercises of that awareness we can produce thought-
models designed to re-produce elements of our thought-
activity in a simplified way. It is in the nature of a model
of something to reduce the complexity of a target system.
Models are modes of abstraction. They distinguish between
an essential and an inessential feature of a target system
relative to a goal-structure. A scientific model, such as the
contemporary standard model of particle physics, is not a
copy of physical reality, but a mode of abstracting away
from levels of the universe we inhabit. It is crucial for
the standard model that it does not mention the scientists
who produced it in the quest for understanding the uni-
verse, precisely because scientists and their actual thoughts
do not appear in the standard model. Scientists are not a
bunch of elementary particles. The idea that scientists are
ultimately reducible, i.e. logically replaceable by a bunch
of elementary particles arranged in the right way, is a ter-
rible confusion of model and reality. For more on this see
Ellis (2016).
Analogously, the notion that human thinking is a rule-
governed process exactly like that to be found in a Turing
machine (or any other model of information-processing)
conflates a model with the reality it is designed to make more
intelligible to human thinkers. If we abstract away from the
context we actually occupy as human thinkers, it should not
be a surprise that we cannot recover our own minds from
observing the behavior of our artifacts.
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The Human Context
Neo-Existentialism
Human beings are sapient creatures. When Linnaeus sug-
gested “homo sapiens” as the name for our species, he was
fully aware of the fact that human beings fundamentally
relate to themselves in a specific way. This is why he defines
the human being in terms of our capacity for self-knowledge:
“nosce te ipsum” (Linnaeus 1792). In this context, humans
produce models of themselves. The German word for this
is “Menschenbild”, which means “image of humankind”. A
conception of man is an image, a model of what we think
we are. Evidently, there is a variety of such images. Some
believe that they have an immortal soul which is the locus
of their humanity and dignity. Others think of themselves as
sophisticated killer apes whose goal is to spread their genes.
Whatever the right answer to the question of who or what we
are as human beings, it must consider the remarkable fact that
there is a range of answers to that question in the first place.
In this context, I propose a framework for the study
of the human context I call “Neo-Existentialism” (Gabriel
2018b). Neo-Existentialism offers an account of what it is
to be human, an account of humanity. On this account, to
be human is to instantiate the capacity to think of oneself
as an agent of a certain kind and to (sometimes) act in
light of that conception. We can think of this as higher-order
anthropology. The capacity to instantiate humanity in ways
that differ synchronically and diachronically across individ-
uals and populations does not itself differ synchronically and
diachronically across individuals and populations.
Neo-Existentialism differs from many forms of classi-
cal existentialism in that it draws on a potentially unified
conception of humans as both objects of natural science,
medicine, etc. and subjects of truth-apt, historically variable
self-conceptions that are the target of the humanities and
social sciences. It thus bridges the perceived gap between
the natural sciences and the humanities by locating scientific
knowledge-acquisition in the human context.
Among other things, it has the advantage of offering a
solution to the so-called mind-body problem that is designed
to bring all academic disciplines to the same table, the one
we all sit at in virtue of our humanity. In the philosophy
of mind, neo-existentialism argues that there is no single
phenomenon or reality corresponding to the ultimately very
messy umbrella term “the mind”. Rather, the phenomena
typically grouped together under this heading are located on
a spectrum ranging from the (by now) obviously physical
to the non-existing. However, what does unify the various
phenomena subsumed under themessy concept of “themind”
is that they result from the attempt of the human being to
distinguish itself both from the purely physical universe and
from the rest of the animal kingdom. In so doing, our self-
portrait as specifically minded creatures evolved in light of
our equally varying accounts of what it is for non-human
being to exist.
Being a German-speaking philosopher, I suggest that we
replace the messy term “mind” by what we call “Geist” in
my neck of the woods. Geist is not a natural kind or com-
plicated structure of natural kinds, but precisely something
that does not exist independently of the specific descriptions
used in order to point out phenomena whose very existence
depends on mutual ascriptions of tokens of mental states
such that their accuracy-conditions presuppose anchoring
both in the external natural world and a linguistic division
of labor. “Geist” is what you get under conditions of mutual
action explanation in a context where you cannot delegate the
vocabulary by which you conceive of yourself and others as
human to a neutral, natural-scientific standpoint.
To look at reality from the standpoint of a human being
(Geist), means that we produce thought-models in the context
of the human life form. There is no way to circumvent this.
This is why Neo-Existentialism rejects Daniel Dennett’s in-
fluential distinction between the physical, the design and the
intentional stance (Dennett 1987, 2017). There is no physical
stance capable of dealing with the human being if this stance
abstracts from the fact that the scientist is a human being
endowed with a mind suitable for making knowledge-claims
etc. The physical stance simply evaporates if we try to think
of it entirely independently from the intentional stance. Den-
nett’s mistake consists in thinking of the intentional stance
as a kind of model or theory of human agency which serves
the function of a useful illusion. According to contemporary
philosophical classification systems, his view is a form of
“mental fictionalism” according to which attributing mental
states such as “consciousness” to an entity such as a human
animal is literally false, but useful.25
The starting point of Neo-Existentialim’s framework is
the observation that human agents (sometimes) act in light
of a concept of who/what they are. A striking example for
this would be the difference between someonewho does what
she does in virtue of her belief that she has an immortal
soul whose morality is tested during her earthly life by a
transcendent God on the one hand and, on the other, someone
who believes that she is a sophisticated killer ape without any
homuncular control center; a complex biological cellular net-
work whose goal is maintenance in the form of survival and
the spreading of her genes via procreation. There are many
other forms of actually being human, or realizing one’s own
humanity by acting in light of a shared conception of what
humanity is. The humanities, such as anthropology, religious
studies, the sociology of knowledge, etc. investigate such
25For a discussion of “mental fictionalism” see the various contributions
in The Monist Vol. 96, no. 4 (2013).
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ways of being human in their specific mode of institutional,
historical, etc. manifestation.
In this context, Neo-Existentialism distinguishes between
two kinds of error: error about a natural kind vs. error about
oneself as an agent. From the standpoint of the epistemic
conception of reality,26 we can define a “natural kind” as a
type of object that it is exactly what it is regardless of the
truth or falsity of our attitude. Electrons or supernovae are
candidates for natural kinds, as they have their properties no
matter what anyone believes about them. At some level or
other, the natural sciences discover properties of natural kinds
even though they cannot be reduced to this feature, because
they sometimes create new objects and, therefore, bring
properties into being that are a function of their theories. This
is what happens inmaterial science or in a particle accelerator
which is capable of generating new particles. Science is not
just a list of natural kinds and their properties, a table of
elements.
We can distinguish “natural kinds” fromwhat Ian Hacking
has helpfully labelled “interactive kinds” (Hacking 1999,
2002). Specifically, humans are interactive kinds in virtue of
the fact that it matters for who we are how we conceive of
ourselves. My favorite example is someone who thinks that
he is a talented Tango dancer, but in reality, can hardly dance
at all. This person might lead a deluded life to the extent to
which his integration into a group can severely suffer from his
wrong beliefs about himself. Wrong beliefs about myself—
including paradigmatically: wrong beliefs about my Self—
can change my properties. If I have wrong beliefs, I am in a
different state than if I have true beliefs. Thus, beliefs matter
for who and what we are. Our wrong beliefs can guide our
actions. The deluded tango dancer acts in light of a misguided
(partially false) conception of himself so that a feedback loop
between wrong beliefs and action comes into existence.
Some proper subset or other of our mentalistic vocabulary
is such that it comprises elements that do not refer to natural
kinds. This does not rule out a priori that there is another
proper subset of the same vocabulary that happens to pick out
natural kinds. Vigilance, various urges we consciously ex-
perience, and maybe phenomenal consciousness (what-it-is-
likeness) as a whole belong to this category. As things stand,
our mentalistic vocabulary is differentiated both diachroni-
cally and synchronically over different natural languages and
specialized idiolects. It is not unified in any specific way
26The epistemic conception of reality is the notion that to be real means
to be the target of fallible belief. This conception of reality is broad
enough to encompass immaterial objects, such as mathematical objects,
(possibly) consciousness and laws of nature and to think of them as real.
Reality cannot be reduced to the material-energetic layer of the physical
universe. As a matter of fact, this is a lesson from modern physics itself,
an insight we owe to quantum theory, which has ultimately superseded
the naïve conception of “matter” and “causation” as a series of “micro-
bangings” of “atoms in the void”. For more on this see Ladyman and
Ross (2007), Ellis (2016), Ismael (2016), and Falkenburg (2007, 2012).
beyond the fact that we typically invoke it in contexts where
action explanation, including activities such as predicting
or regulating future behavior, matters. But this is precisely
a manifestation of “Geist”. As long as humans interact in
an institutionalized form of any kind, the game of mutual
action-explanation and attitude adjustment to the observed
and extrapolated actions of others will go on and produce
new vocabularies and situations. Monarchies, right- and left-
wing populism, neurosis, credit cards, fear of the Gods, love
of wisdom, class struggle, ideology, moral righteousness, and
indefinitely many other facets of human reality will never be
replaced by a unified, centralized committee of neuroscien-
tistic Newspeak headed by some eliminative materialist or
other.
Neo-Existentialism is not a relapse into metaphysical du-
alism according to which there are exactly two kinds of
objects in the universe: material and mental substances. That
would only lead us back to the unsolvable mystery of their
interaction. Mental causation is real in that tokens of the
types picked out by the relevant proper subset of our men-
talistic vocabulary that makes us geistig, are integrated into a
meshwork of necessary and jointly sufficient conditions. This
meshwork essentially involves natural conditions, such as
nervous systems embedded in healthy organisms etc. There
is no overall privileged grounding relation running through
all token meshworks. Any actual token of the meshwork, any
of its states, can take any form out of a huge, epistemically
indefinite and historically open set of possible ways of being
human. We continue to generate new ways of being human
without there being any a priori catalogue. This is the sense in
which humans do not have an essence: there is no surveyable
totality of modes of realizing humanity.
Values and the Humanities
(Moral) values are grounded in the universal form of being
human. The universal form of being human consists in our
capacity to lead a life in light of a conception of the hu-
man being and its place in animate and inanimate nature.
Our anthropological self-conception cannot be exhaustively
studied by the natural sciences. The kinds of complexity
involved in high-level human social systems, the dynamics of
historical developments, the plurality and history of human
languages, art forms, religion etc. cannot seriously be re-
duced to the models of explanation characteristic of natural-
scientific knowledge-acquisition.
The humanities remind us of our own humanity. This is
one of their crucial roles in modernity. Natural science will
not survive the materialist attacks on the humanities that,
among other things, are outcomes of a misguided scientific
worldview according towhich all (real) knowledge is natural-
scientific knowledge. It is simply false that all there is the
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material-energetic layer of the physical universe. We know
that this is false from the various humanities and social
sciences, which clearly study objects and processes that are
by nomeans identical to objects and processes studied by any
combination of actually existing disciplines from the range of
the natural sciences.
The materialist version of the scientific worldview is an
ideological distortion of scientific activity easily exploited
by groups whose interest lies in pinning down an alleged
specific essence of the human being, such as the false idea
that the human self is identical to the brain or some other
subsystem of the nervous system (Gabriel 2018c). If we are
sophisticated killer apes, it does not make sense to resist
Chinese or North-Korean style full-blown cyberdictatorship,
say. There is no normativity inherent in the concept of a
culturally sophisticated primate, let alone in that of a bunch of
neural tissue to be found in an organism. If we were identical
to one of those models of the human being, we would lose
the very concept of human dignity underpinning the value
system of the democratic rule of law.
Natural science as such is the value-free discovery of
natural facts. This is why science has not only contributed to
human health, security, and flourishing, but at the same time
turned out to be the biggest killing machine humanity has
ever witnessed. Millions of people were killed in the wake of
scientific progress, and humanity is currently on the brink
of self-extinction as a consequence of the misguided idea
that human progress can be replaced by natural-scientific and
technological progress. This ideology is quite literally a dead-
end, based on flawed metaphysics.
Concluding Remarks
What we are currently witnessing on a global scale in our
digital age is a struggle among different conceptions of the
human. We rid ourselves of the very capacity to describe our
situation, to make it transparent and, thereby, to defend the
kinds of universal values that guarantee socio-economically
mediated access to humanity’s invariant core, if wemarch for
science without marching for the humanities. That humanity
should not destroy itself by ruining the only planet we will
ever thrive on, cannot be deduced at all from natural scientific
and technological knowledge. As long as we do not grant the
humanities and all other academic disciplines equal episte-
mological standing, natural science too will be easy prey for
those who do not care about the facts, but really are interested
only in maximizing the reach of their will to power. Thinking
that scientific knowledge is valuable is simply not a piece
of natural-scientific knowledge. To think otherwise, is to be
deluded and to fall in the target domain of the humanities and
social sciences which, among other things, ought to study the
delusions of the so-called scientific worldview.
For all the reasons sketched in my paper, we are entitled
to reject the very idea of conscious robots. Let me conclude
by pointing out that even if (per impossibile) there could
be conscious robots, this very possibility does not entail the
desirability of their actual existence. Rather, I suggest by way
of a conclusion that ethical reflection yields the result that
we ought not to produce cerebral organoids implanted in a
robotic “body.”
This is no argument against technological or medical
progress. Rather, it is a reminder of the fact that scientific
discovery is subject to the value-system of the human life
form, the only system we can know of as humans. Whether
or not it is somehow backed up by a transcendent God does
not matter for ethics, as morality takes care of itself: what we
ought to do cannot merely be a consequence of the fact that
the Almighty dictates what we ought to do anyhow. The fact
that a certain kind of action is good or evil, i.e. ethics, cannot
be derived from themere decree of any kind of will. If there is
good and evil (morally recommended and morally prohibited
action), God himself does not create it.27
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Abstract
The growing investment in robotics is an important aspect
of the increasing digitalisation of economy. Economic
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research has begun to consider the role of robotics in mod-
ern economies, but the empirical analysis remains overall
limited. The empirical evidence of effects of robotics on
employment is mixed, as shown in the review in this
chapter. The effects of robots on economies go further
than employment effects, as there are impacts for the
organisation of production in global value chains. These
change the division of labour between richer and poorer
economies. Robotics may reduce offshoring of activities
from developed economies towards emerging economies.
Global spreading of automation with robotics can lead
to faster de-industrialisation in the development process.
Low-cost jobs in manufacturing may increasingly be con-
ducted by robots such that fewer jobs than expected may
be on offer for humans even if industries were to grow in
emerging economies.
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Introduction
Industrial robotics have become an integral component in the
production processes of many firms around the world. The
growing investment in robotics is one aspect of the increasing
digitalisation of economy and society which is fundamentally
changing the outlook of manufacturing industries across the
globe. Governments in OECD and emerging economies are
betting heavily on robotics to safeguard the competitiveness
of their manufacturing industries, frequently supported by
(direct) government support for research and adoption of
robotics.
The rising prominence of robotics—and the digital
(r)evolution more broadly—is increasingly attracting the
attention of policy makers because of its possible effects
on national economies. While high on the policy agenda in
OECD economies, the impacts of new digital technologies
are however uncertain and not well understood in general.
The economic literature has recently begun to consider the
role of robotics in modern economies but the (empirical)
analysis remains overall limited. One exception is the rapidly
growing number of studies discussing the employment
impacts of robotics. Indeed, the discussion around robotics
has centred especially on the implications of labour
markets—especially in developed economies—as robots
are expected to have a major impact on employment.
There is a widespread concern that new technologies
might destroy a large number of jobs and cause “technolog-
ical unemployment”. Some economists believe that many of
the jobs today will be undertaken by robots in the coming
years (Brynjolfsson and McAfee 2014; Ford 2009).1 Robots
are now capable of replacing a host of routine tasks per-
formed within the firm and as their capabilities improve their
ability to carry out non-routine tasks will increase. As for
the types of jobs thought to be the most at risk to industrial
robots and automation, these include blue collar jobs and
routine occupations, while the groups of employees who are
most at risk of wage decline or job lose are low-skilled males
(Graetz and Michaels 2015; Acemoglu and Restrepo 2017;
and Frey and Osborne 2017). But the empirical literature
has produced mixed results until now. For example, while
1Widely cited work by Frey and Osborne (2017) suggests that poten-
tially 47% ofUS employmentmay be threatened by computerisation and
automation in the future. Comparable exercises have produced similar
results for other countries, all pointing to a significant to large impact of
robots and automation.
Acemoglu and Restrepo (2017) do find a negative impact
of robots on employment and wages, Graetz and Michaels
(2015) find only marginal effects on hours worked. Also
OECD (2016) has concluded that the effects of robots on
employment may be significantly smaller than what others
have projected.
In addition to potential employment effects, some em-
pirical work has analysed the effect of robotics on (labour)
productivity. Graetz and Michaels (2015) report for a panel
of 17 countries over the period 1993–2007 a positive im-
pact of robots on labour productivity as well as total factor
productivity—and thus economic growth. In discussing the
future of robots, also BCG (Sirkin et al. 2015) expects a
strong rise of productivity as a result of the wider adoption
or robotics in manufacturing.
But the potential effects of robots on national economies
go further than employment and productivity effects. In-
creased robot use, fuelled by the continuous decline in the
price of robots and the increased dexterity of machines, can
be expected to increasingly impact existing/future production
technologies and the organisation of production within so-
called Global Value Chains (GVCs). In economic terms,
robots can be considered as a close substitute for lower-
skilled labour and a complement to higher-skilled labour.2
Significant investments in robotics will alter relative fac-
tor endowments and thus factor costs in countries and this
will/may change the location of production.
Robotics may limit the offshoring to emerging economies
and promote the reshoring of activities back to OECD
economies (De Backer et al. 2016; Dachs and Zanker 2015).3
Increased automation and robotics will overall decrease the
importance of labour costs in total production costs, hence
making the (re-) location of productive activities in OECD
economies (again) more attractive. This is exacerbated by
the fact that the gap in hourly wages between emerging and
developed economies is decreasing and robots continue
to become more economical. Differences in the cost of
production between developed and emerging markets may
thus narrow further, encouraging firms to restructure their
global activities (Finley et al. 2017; De Backer and Flaig
2017).
2The current systems of robotics replace primarily the “routine” ac-
tivities of lower-skilled labour while higher-skilled labour is (still)
needed to handle, monitor and if necessary to intervene, the machines.
Future robots will be more autonomous and self-learning, potentially
diminishing the complementary character towards higher-skilled labour.
3De Backer et al. (2016) reported that the aggregate evidence on
reshoring is until now rather limited which stands somewhat in contrast
to the anecdotal and survey evidence on this new phenomenon. Also
the Eurofound report “European Monitor of Reshoring Annual Report
2016” notes that reshoring is a relevant phenomenon in the EU, not
decreasing in size but that further data and research are needed to
confirm whether it is growing.
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This may be particularly pertinent for firms in developed
countries who previously have offshored jobs to developing
countries to benefit from lower labour costs (Lewis 2014;
UNCTAD 2016). While mostly anecdotal, there are a host
of examples of botsourcing (i.e. firms building new factories
in the home country which are based on highly automated
production plans) including Philips and Parkdale (Clifford
2013; Markoff 2012). Adidas recently opened a shoe factory
in Germany called a Speedfactory with the objective of
getting new shoe designs to consumers faster (Box 1).
This paper uses historic data on robots investments across
industries and countries to deepen the analysis and to study
the specific effects of robots on the location of production.
In the following section, the paper provides a short overview
of the changing location of production, which seems to pick
up especially in recent years with GVCs drastically changing
in nature. The following section provides empirical evidence
on the growing importance of industrial robotics in today’s
manufacturing. The Impact of Robotics on the Global Loca-
tion of Production section then analyses the links between
these growing investments in robotics and the changes in
production location across countries and industries; specific
attention is paid to recent trends in offshoring and reshoring
as well as the reallocation of resources within Multinational
Enterprises (MNEs). One important aspect that has to be
kept in mind is that the robotics revolution is (only) in its
beginning stages, meaning that the potential impacts are just
starting to emerge. The findings in this paper have to be
interpreted in the light of this and most likely only signal
more important effects to emerge once the robotics revolution
is taking place.
Box 1 Speedfactory Adidas
Following the decision of one of the company’s major
competitors, Nike, to produce shoes through a robo-
tised system in the United States, the world-known
sport footwear German company Adidas decided to
adopt a similar strategy by bringing production back
from Asia to Germany. The first robotised plant has
been opened in Ansbach in Southern Germany while
the company also plans to establish a Speedfactory in
the United States in 2017. Together, both factories are
expected to produce a minimum of 1 million pairs of
shoes every year. About 160 new jobs are expected to
be created at the German plant, mostly highly skilled
labour to maintain the robots. Bringing production
back from China and Vietnam will help the company
to offset long shipping times but also the rising cost
of labour in some Asian countries. More importantly,
it will also help Adidas to meet the demand for rapid
innovation in designs and styles. Based on the current
supply chain model, the average industry time for
shoes to reach consumers (from design to delivery)
takes 18 months (unless transported by plane). Within
a Speedfactory, however, the use of robots and 3D
printers enables shoe components to be produced and
assembled in-house, reducing the expected delivery
time (from virtual design to a store shelf) to less than a
week (The Economist 2017).
The Changing Location of Production
The Rapid Growth of GVCs in the 1990s
and 2000s
The rapid growth of GVCs has been an important driver of
globalisation during the past decades. Because of successive
rounds of trade (and investment) liberalisation and rapid
progress in Information and Communication Technologies
(ICTs), it became easier—and profitable—for companies to
offshore activities over large distances. Production processes
have become more geographically dispersed as companies
increasingly locate different production stages across differ-
ent countries through a network of independent suppliers and
their own affiliates. Within these GVCs, intermediate inputs
such as parts and components are produced in one country
and then exported to other countries for further production
and/or assembly in final products. As a result, production pro-
cesses have become internationally fragmented and products
increasingly “made in the world”.
After their explosive growth during the early 2000s, GVCs
have gradually become the backbone of the global econ-
omy and dramatically changed its functioning. The result is
that global production nowadays spans a growing number
of companies, industries and countries and a number of
emerging economies have become economic powerhouses
because of GVCs. The large flows of goods, services, capital,
people and technology moving across borders within these
international production networks have resulted in a growing
interconnectedness between countries (OECD 2013).
GVCs have become longer and more complex since their
emergence in the 1980s. Production stages of a growing
number of goods—more traditional products like textiles
as well as more technology-intensive products like, e.g.
electronics—and increasingly also services are spread out
across a multiple of locations. This in turn has resulted in
growing trade and transport flows over time. The organisation
of production in long and complex GVCs to take advantage
of optimal location factors for specific stages of production
across the globe has shown its advantages for companies in
terms of productivity, efficiency, scale economies, etc.
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Fig. 1 Foreign value added of exports (index based on 2005). Source: De Backer et al. OECD—2018 TiVA database
The global dimension of economic integration has ex-
panded rapidly as emerging countries such as the People’s
Republic of China, India and Brazil have becomemajor play-
ers in the global economy, in part because of their increasing
participation in GVCs. Numerous activities especially in
manufacturing have been relocated to emerging economies
as sourcing inputs from low-cost producers, either within or
outside the boundaries of the firm, lowered production costs.
The emergence of GVCs has allowed emerging economies to
integrate in the global economy faster than in the past. Coun-
tries are able to specialise in a certain production activity
according to their comparative advantage instead of develop-
ing the whole value chain itself (OECD 2013). Participation
in GVCs is often viewed by governments as a fast track to
industrialisation and strategies to increase the participation
within GVCs are essentially part of economic development
policies.
The emergence and growth of GVCs have been largely
documented in recent years due to new evidence. Until re-
cently, the empirical evidence on GVCs mainly consisted of
case studies of specific products; early examples include the
Barbie Doll (Tempest 1996; Feenstra 1998) and an average
“American” car (WTO 1998). While these case studies of-
fered interesting anecdotal evidence, more stylised analysis
of the geographical distribution of costs, value added and
profits has subsequently received a great deal of attention, in
particular the well-known studies of Apple products (Linden
et al. 2009; Dedrick et al. 2010). Afterwards, the OECD de-
veloped new aggregate—at the industry, national and global
level—measures4 and has documented the rapid growth of
4See OECD’s Trade in Value Added Database. A similar initiative is the
World Input-Output Database.
these global production networks. OECD (2013) discussed
this new empirical evidence in detail and analysed the impor-
tant implications of these GVCs of different policy domains
(including trade, investment, competiveness, etc.).
The End of GVCs in the Future?
In contrast to the ever-growing length and complexity of
GVCs in the past, the international fragmentation of pro-
duction appears to have lost momentum in recent years. A
(limited) consolidation of GVCs had already been observed
during the economic crisis in 2008/2009, but trade as well
as GVC growth picked up again thereafter. But new OECD
results show that the foreign value added of exports—which
is largely considered to be one important indicator of GVCs,
see OECD (2013)—shows a downward trend (Fig. 1). The
recent trade and GVC slowdown is increasingly argued to
stem frommore structural determinants—in addition to more
conjunctural factors—suggesting that a new normal of GVCs
may be at the horizon. Illustrating this is the growing popu-
larity of the concept of “peak trade”.
As the continuous expansion of GVCsmay (have) come to
an end, concerns about future production, trade and economic
growth are rapidly rising in countries. Trade has tradition-
ally been an important driver of productivity and economic
growth of economies. One question that is increasingly raised
in discussions on (the future of) globalisation is whether
the relationship between trade and GDP growth has been
undergoing a structural shift in recent years. It is clear that
a slowdown of trade within GVCs will rapidly have conse-
quences for the global economy. Likewise, a new era of GVC
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dynamics will most likely result in a re-configuration of the
international production landscape with significant shifts in
competitiveness between regions and countries.
Different factors will (simultaneously) determine the fu-
ture of GVCs as discussed in detail in De Backer et al.
(2018) simulating how production and trade within GVCs
may look like in 2030. On the one side, there are factors
that have promoted the growth of GVCs in the past and these
are expected to facilitate the future expansion of GVCs; thus,
business as usual. New communication technologies (i.e. the
“C” in ICTs) which allow for the coordination of activities
across large distances, the integration of emerging economies
because of their low (labour costs) in manufacturing, the
growing middle class in emerging economies which gradu-
ally changes (consumer) demand and results in fast growing
end-markets in these countries, the efficient provision of
“modern” services (telecommunications, logistics, business
services, etc.) which are the glue that ties GVCs together and
the rapid growth of MNEs are all major reasons why GVCs
have expanded significantly since the 2000s.
On the other side, there are other factors that push for “a
new normal” of GVCs; these include old and new factors,
i.e. factors which are known to negatively impact GVCs
but also emerging factors of which the possible effects on
GVCs are less known. These factors are expected to in-
creasingly challenge the organisation of production in longer
and complex GVCs and may shape the future evolution
of GVCs differently. Strongly rising wage costs in (some)
emerging economies and the growing digitalisation of pro-
duction because of new information technologies (i.e. the
“I” in ICTs: robotics, automation, artificial intelligence, etc.)
are expected to restore the competitiveness of developed
economies and discourage further offshoring to emerging
economies. In addition, rising transport costs, the hidden and
extra-costs of offshoring including the problems in protecting
proprietary knowledge abroad, the growing need to balance
cost efficiencywith risk diversificationwhich comes at a cost,
will make the international dispersion of production more
expensive. Also future extra costs arising from policy efforts
to internalise the environmental costs of (international) trans-
port may make the international trade of goods and services
more costly and thus affect the further offshoring of activities
within GVCs.
Further on, the current organisation of production in long
and complex GVCs has made companies less responsive to
changes in customer demand while at the same time product
customisation is becoming essential for firms to maintain a
competitive edge. Some have argued that a shift from mass
production to mass customisation is happening, hence the
need for companies to be able to quickly respond to market
signals.
Using different scenarios that mirror the most likely
evolution of the different factors, the results in De Backer
et al. (2018) indicate that the future of GVCs may indeed
look quite different from the past. Dramatic decreases in
international sourcing and intermediate trade are observed
for the future up to 2030 with GVCs regressing back to
their 2005 levels. The growing digitalisation of production
will be most likely the biggest game-changer in this process,
reversing the importance and length of GVCs and reorienting
global production and trade back towards OECD economies.
Reshoring Instead of Offshoring?
Within this changing topography of GVCs and global pro-
duction, reshoring of activities is expected to become in-
creasingly attractive especially when these activities can be
highly automated through the increased use of robots. A
growing number of (media) reports seem to indicate that
manufacturing companies in OECD economies are increas-
ingly transferring activities back to their home country (back-
shoring) or to a neighbouring country (near-shoring). This
stands in sharp contrast with the large offshoring of activities
and jobs particularly in manufacturing away from developed
economies over the past decades.
Policy makers in developed economies are banking on
this and hope that reshoring will bring back jobs in OECD
manufacturing. But within this ongoing debate on reshoring,
considerable disagreement exists about how important this
trend actually is and may become in the future. Some predict
that reshoring will become a fundamental trend in the early
twenty-first century, while more sceptical voices point to the
overall small number of companies that have actually brought
activities and jobs home. Indeed, while company surveys
and anecdotal evidence suggest the growing importance of
the reshoring trend, the more aggregate evidence indicates
that the effects on national economies are (still) limited and
only very recent (see for example De Backer et al. 2016).
For example, claims that reshoring will result in a large
number of extra jobs at home have not been received much
empirical support. One reason is that reshored production is
often highly automated through the use of robotics, meaning
that only a limited number of additional jobs are created and
that these jobs will increasingly be high-skilled.
The evidence also seems to indicate that the phenomenon
of reshoring does not necessarily mean the end of offshoring
nor that it will bring back all the activities that have been
offshored during the past decades and restore manufacturing
in OECD economies back to its level of the 1970s or 1980s.
The evidence at the company and industry level demonstrates
that offshoring is still taking place at the same time that
reshoring is picking up. Further on, that same evidence tends
to suggest that offshoring is still more important and larger
today. Offshoring is still an attractive option since proximity
to markets is a major reason for international investment:
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the large size and the strong growth of emerging markets is
an important explanation for the attractiveness of emerging
economies.
But after years of large-scale offshoring and outsourcing,
it becomes clear that companies increasingly opt for more di-
versified sourcing strategies including reshoring and consider
more options in structuring their production processes. In ad-
dition to global hubs in GVCs, production is expected to be-
come increasingly concentrated in regional/local hubs closer
to end markets both in developed and emerging economies.
For some products low (labour) costs and long value chains
will continue to form important competitive advantages for
some time, but for other goods and services production will
become increasingly organised at the more regional level.
Growing Investment in Robotics
During the last decades, robots have become increasingly
prominent in manufacturing industries with parts of—and
in some cases, complete—production processes automated.
The robotisation of manufacturing first took off in OECD
economies as it helped to compensate for high and ris-
ing labour costs and safeguard international competitiveness
(Fig. 25). But inmore recent years, strong robotics investment
5The data on robots in this paper are sourced from the International
Federation of Robotics (IFR) and relate to the number of robots (no in-
formation is available on the size and the quality of robots). IFR defines
an industrial robot as “an automatically controlled, reprogrammable,
multipurpose manipulator programmable in three or more axes, which
can be fixed in place or mobile for use in industrial automation applica-
tions” (IFR 2016b).
can also be observed in several emerging economies, often
supported by their governments, as part of their industri-
alisation and development strategies. The growing roboti-
sation is part of the broader trend of the digitalisation of
manufacturing, with new digital technologies expected to
radically change the outlook of industries.6 In combination
with important advances in a number of complementary
technologies, greater adoption of robotics is believed to be
a key element in fostering “a next production revolution”
(OECD 2017).
While costs of hardware and enabling software are ex-
pected to fall further, the performance of robotics systems
will vastly improve. BCG (Sirkin et al. 2015) estimates that
the cost of robots will decrease by 20% and their performance
improve by around 5% annually over the next decade. Robots
which are already widely used across manufacturing indus-
tries are rather suited for repetitive activities and very pre-
cisely defined environments.While some robots are equipped
with on-board sensors, most of their movements are still pre-
planned and programmed. Machines are however expected
to become more flexible due to the progress of artificial
intelligence, self-learning and auto-correcting capabilities,
6OECD (2017) has distinguished three broad technologies underpinning
the digitalisation of production; the Internet of Things (IoT), which
enables the interconnection of machines, inventories and good; big data
and embedded softwarewhich allow for the analysis of the huge volumes
of digital data generated by these objects; and cloud computing which
provides the ubiquitous availability of computing power. The uptake and
growth of (industrial) robots or autonomous machines within sectors
will result from the conjunction of these different technologies and
applications.
Fig. 2 Investments in industrial robots (units), by country, 2000–2017. Source: International Federation of Robotics (2016a)
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Fig. 3 Robot purchases by sector amongst highest users, 2017. Note:
Sectors classified by ISIC version 4: T1012: food, beverage and
Tabacco, T1922: petroleum products, chemicals, rubber and plastics,
T242528: basic metals and machinery, T2627: computers and electrical
machinery, T2930: motor vehicle and transport, T3133: other manufac-
turing and recycling, Other: to wood, paper and publishing non-metallic
minerals and education and research. Source: Own calculations based on
International Federation of Robotics (2016a)
allowing them to perform awider range of complex activities.
As a result, machines will be increasingly able to do many
tasks more precisely, cheaper and faster.
Robots are highly concentrated in a limited number of
industrial sectors (Fig. 3): the majority of robot use (roughly
70%) is concentrated within transport equipment, comput-
ers and electronics and chemical and mineral production
and food and beverage production. For most economies,
the transportation equipment sector is the largest user of
industrial robots out of the economy. The deployment of
robots in industries is generally dependent on a number
of factors. First, technical requirements of the production
process clearly determine the (further) usage of robots as
some activities and jobs are easily automatable while oth-
ers are not. Certain production tasks can only be replaced
by very advanced robotics systems with a broad range of
functions, which make them (too) expensive to implement.
However, things are expected to change over timewith higher
performing robots—at a lower cost—being able to automate
a growing number of activities and tasks.
Second, manufacturing industries in which labour costs
account for a large(r) share in total production costs are more
likely to invest in robotics because robots allow to save on
labour and thus costs. But, third, location is another important
determinant mediating this link between labour costs and
wider robotics use. Industries located in emerging economies
where labour costs are typically lower are less likely to adopt
robots and automation compared tomore developed (and thus
higher labour cost) economies. The inflection point where
robots become more cost efficient than human labour lies—
cetris paribus—further in time for emerging economies. In-
terestingly however, some emerging economies are observed
to heavily invest in robotics as a deliberate (government)
strategy in order to compensate for their fast rising labour
costs and/or to compete with the growing robotics manufac-
turing deployed in developed economies.
The high concentration of robots in sectors like trans-
port equipment including automotive and electronics demon-
strates the high stakes at play for emerging economies. The
strong export position of these economies is largely based on
their low labour costs in these industries. Strong investments
in robots in developed economies may quickly result in the
erosion of such a competitive advantage and make these
activities exposed to reshoring of activities to developed
economies. In other industries where emerging economies
also benefit from their lower labour costs—e.g. garment and
textiles—robots have not made a big inroad and are not
expected to do so quickly.
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The Impact of Robotics on the Global
Location of Production
In order to address new opportunities and challenges follow-
ing digitalisation, companies are reorganising their domestic
and global production processes and adopting new business
models. In what follows, the impact of robotics on offshoring
as well as reshoring is separately analysed, as well as the
broader reallocation of resources withinMNEs.7 Robots with
a greater efficiency at lower costs may make it more cost-
effective for firms to keep production in the home country or
to move production back or close there.
Robotics and Offshoring
The offshoring to emerging economies in the past has been
motivated by the search for lower labour costs, in addition
to the desire to be closer to large and growing consumer
markets. Attracted by the large labour force in these coun-
tries, companies in developed economies—typically charac-
terised by higher labour costs—relocated (labour-intensive)
activities during the past decades. Since robotics allow for
labour cost savings, it can be hypothesised that this cost
motive of offshoring from developed economies will become
less pressing. In combination with the rising wage costs
in (some) emerging economies8 and persisting productivity
differentials across countries, robotics are helping to lower
the difference in the cost of production between developed
and emerging economies. As robotic manufacturing becomes
cheaper and offshoringmore expensive, the cost/benefit anal-
ysis changes: instead of relocating activities away from home
and sourcing inputs from abroad, production at home will
increasingly become a viable/profitable alternative for com-
panies.
Yet investments in robots are not only about saving on
labour costs. Robotics are important tools to allow for more
customised manufacturing, especially when artificially in-
telligent robots will increasingly become adaptable, pro-
grammable and autonomous. Industries in which market de-
mand and consumer preferences change quickly have a lot to
benefit from the usage of robots, compared to the alternative
of offshoring—often far away—where suppliers do not al-
7The focus of the analyses is on the offshoring from and reshoring to
developed economies. The group of developed economies consists of
the “high-income economies” identified by the World Bank. A high-
income economy is defined by the World Bank as a country with a gross
national income per capita US$12,236 or more in 2016.
8Nevertheless, rising wages have to be considered in combination
with rising productivity. Further on, activities may be offshored from
economies with rising wage costs to other emerging economies where
wages are much lower and not rapidly increasing (for example from
China to Cambodia).
ways produce according to the right specifications, resulting
in quality issues and long delivery times. The deployment of
robots can therefore help companies get new products to the
market much quicker.
The hypothesis thus is that larger robot usage increases the
attractiveness of (developed) economies for manufacturing
activities and as a result may reverse the past/current off-
shoring trends. In order to analyse the potential effects of
robotics on offshoring, the widely used Feenstra and Hanson
(1996) measure of offshoring9,10 is related to investments
in robotics across countries and industries over time. As
such, the focus is on how robotics may change the extent of
international sourcing of intermediates.
The results for the whole period 2005–2016 for developed
economies do not directly seem to suggest a link between the
growth in robots investments and offshoring (for a detailed
discussion on the empirical model and variable construction,
please see Appendix 1). But when focusing on the more re-
cent years 2010–2016—i.e. a period characterised by rapidly
rising investments in robotics—the results demonstrate a
negative association of robotics investments (net of depre-
ciation) with the growth of offshoring (Table 1). Industries
in developed economies that increasingly invest in robotics
witness a lower growth in offshoring, i.e. a decrease in the
international sourcing of intermediates. In previous work,
this negative association became larger as the labour inten-
sity of industries increases, suggesting that robotics (help)
hinder/stop the relocation of especially labour-intensive ac-
tivities, as they help compensate for higher labour costs in
developed economies. In this new analysis based on more
recent data, this interaction effect disappears which may
suggest that robotics are becoming more widespread across
all manufacturing industries.
Robotics and Reshoring
The previous analysis suggests that robotics slow down—
and in some cases, stop—offshoring and thus help to keep
manufacturing activities in developed economies. A slightly
different question is if investments in robots will lead to the
actual reshoring of activities to developed economies, i.e.
9Feenstra and Hanson called this measure an indicator of “outsourcing”
although the indicator actually measures offshoring since it is defined
as companies’ purchases of intermediate goods and services—excluding
energy intermediate inputs—from foreign providers (at arms-length and
from foreign affiliates).
10The indicator has been calculated on the basis of OECD TiVA data
which are up-to-date until 2016. In addition, a number of control
variables such as labour intensity, demand and absorptive capacity
(measured by patent stock) are included. These data are sourced from
UNIDO, TiVA and PATSTAT databases, respectively. After merging
these datasets with the statistics on robotics, the sample includes roughly
40 countries over the period 2000–2016.
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Table 1 Effects of growth in robotics on the growth of offshoring
HDC
Dependent var: Offshoring (annual growth) 2005–2016 2010–2016
Robot stock (annual growth) −0.001 −0.013***
0.00 0.00
Robot stock *Labour Intensity −0.471 −0.233
−0.35 −0.25
Labour Intensity 0.236 0.292*
−0.27 −0.17









Note: Robust standard errors in parenthesis. Level of significance
***p < 0.01, **p < 0.05, *p < 0.1
Source: Own calculations
bringing activities that were once offshored back home. De
Backer et al. (2016) analysed the (re-)allocation of resources
abroad and at home within groups of MNEs based on firm-
level data and found some evidence of reshoring in terms
of capital investments but not in terms of employment. One
reason put forward for these trends was that robotics are very
capital intensive investments, but at the same time labour-
saving. This also explains why the employment impact of
reshoring in developed economies is often rather limited, and
does not lead to the manufacturing renaissance of (certain)
OECD economies as some have advocated.
This paper extends the empirical firm-level analysis as in
De Backer et al. (2016) and includes robotics investments
at the country-industry level (please see Appendix 1 for
a detailed discussion on the empirical model and variable
construction). The idea is to check if within groups of MNEs
a transfer of productive resources (i.e. fixed capital and
employment) takes place from the affiliates abroad to the
headquarters and affiliates at home11 because of robotics
investments. Interestingly, the results—now thus including
more recent years—for the group of developed economies
do show indications of backshoring in terms of employment
over the most recent period 2010–2016 (Table 2). A negative
change in aggregate employment abroad is associated with
a positive employment growth in the home country within
11In order to check for this, the evolution of productive resources in
affiliates abroad is split out in a positive and negative component (i.e.
a negative coefficient for the negative growth abroad lends support for
reshoring); see for more details De Backer et al. (2016).
the same business group, which thus give some support to
the claims about the growing importance of backshoring in
recent years.
Augmenting the model with robots investments—by in-
teracting the negative/positive growth abroad with robots
investments in order to see if there is more reshoring to
home countries where robots investments are relatively more
important12—does however not get support from the model.
No extra effect is observed from robotics on the reshoring
of productive resources to developed home countries, neither
in terms of fixed capital or employment. Also the recent
reshoring seems not be driven by investments in robotics,
i.e. home countries investing strongly in robotics do not
witness a stronger reshoring of jobs in 2010–2016. All in all,
while robotics seems to have a negative effect on the pace of
offshoring, the results suggest that robots do not (yet) trigger
a reshoring of activities to developed economies.
Robotics and the Reallocation of Resources
within MNEs
The reallocation of resources within networks of MNEs is
not a two-way street between affiliates abroad and the head-
quarters at home but instead happens between all affiliates
mutually. By broadening the analysis beyond the reshoring of
activities of MNEs to home countries, the potential effect of
robotics on the total reallocation of resources across affiliates
within groups of MNEs can be analysed. Because of their
international networks, MNEs have a large (strategic and
operational) flexibility in moving resources from one place
to the other. The labour savings and increased production
flexibility from robot use enable MNEs to shift production to
other countries, for example, by locating production closer
to the end customer so they can tailor and design goods
based on the changing interests of the local market. Firms
with plant facilities in multiple countries can quickly transfer
product designs through CAD/CAM files between teams of
robots making it easier for firms to shift production needs
throughout the world. Greater advances in cloud computing
and machine to machine communication will also facilitate
real-time learning between robots in different locations and
increase the responsiveness and efficiency of production
(PWC 2014).
The objective of the next empirical analysis thus is to
analyse if the (re-)allocation of productive resources within
12The robotics variable is constructed as the growth in robots stock of the
home country relative to the average of the growth in robots stock in the
countries where the group has affiliates; this in order to take into account
the different geographical spread of MNE groups. Of course, this is only
an indirect and rough proxy of the potential effect of robotics since the
robotics is constructed on the country-industry level while the allocation
of resources is based on firm-level data.
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MNEs shifts relatively more towards countries that invest
(more) heavily in robotics. Similar to the previous analyses
on offshoring and reshoring, the discussion focuses on how
robotics may increase the attractiveness of countries for
manufacturing activities, but now in particular for investment
by (foreign and domestic) MNEs. The same firm-level infor-
mation on fixed capital and employment as in the previous
analysis is used but now at the level of individual affiliates
of MNEs, again linked to robotics stock in the country of the
affiliate13 (see Appendix 1 for details on the empirical model
and data construction).
The results in Table 3 lend some support for the hypothesis
that the reallocation of resources across affiliates of MNEs is
driven in part by investment in robotics. A positive correla-
tion of robot investment on employment growth is observed
for MNEs with headquarters in developed economies. In par-
ticular, the results suggest that affiliates located in economies
with strong growth in robotics investments, relative to the
average group growth of the MNEs, seem to attract larger
resources in terms of jobs. However, there is no effect on
capital investment, and the employment effect disappears
when focusing on only the more recent years 2010–2016.
Conclusion and Policy Implications
The analyses in this paper demonstrate that robotics may
impact the location of production within GVCs. The most
important finding is the negative effect that roboticsmay have
on the offshoring of activities from developed economies—
i.e. robotics seem to decrease the need for relocating
activities away from developed economies. Yet, while
robotics may thus keep production activities in developed
economies, these same investments in robots do not seem
strong or large enough to bring back activities that have
been offshored in the past. In addition, there is mixed
evidence about robotics being a major factor in attracting
international investment, when analysing the effect of
robotics on the international reallocation of resources within
MNEs.
There are a number of reasons that may help explain
the rather limited evidence found in this paper. First and
foremost, it may be too premature to observe the potentially
disruptive effects of robotics on the location of production.
Investments in robots have grown significantly indeed but
13The robotics variable is now constructed as the growth in robots stock
of the affiliate country relative to the average of the growth in robots
stock in the countries where the group has affiliates; as in the previous
analysis on backshoring, this is done in order to take into account the
different geographical spread of groups of MNEs. Again, this is only
an indirect and rough proxy of the potential effect of robotics (country-
industry level of robotics versus firm-level performance).
may have done so only recently and it can be expected that
potential impacts will take some to materialise. If a robotics
revolution is about to happen like some are arguing, one
response this paper calls for is the need for further and follow-
up research in the coming years.
Second, while information on robotics has become in-
creasingly available across industries and countries including
emerging economies, it should be taken into account that the
available data only include information on the number (i.e.
a count) of robots. Regretfully, no information is available
on the size and especially the growing quality of robots—
one can easily assume that new vintages of robot investments
have a higher performance—but this is not reflected in the
data.
Third, robots are only one part of the wider digital rev-
olution that is currently taking place. Other developments
including the Internet of Things, artificial intelligence, etc.
will additionally contribute to the digital revolution and,
consequently, it can be expected that companies will need
to invest in complementary assets to fully benefit from their
investment in robotics. The data in this paper do not include
information on these other components of the digitalisation
of manufacturing, which may mean that the effects of robots
are somewhat underestimated.
The negative effect of robotics on offshoring that is found
in this paper seems to be in line with the distinction made
by Baldwin (2016) who argued about the differential effects
of respectively communication and information technologies
on the international fragmentation. The rapid progress in
communication technologies has been one factor behind the
rapid growth of GVCs in the past as these technologies allow
for the monitoring and coordination of production activities
across large distances. Information technologies, including
robots investment, instead may curb the further international
dispersion of activities and may make developed economies
more attractive (again) for manufacturing activities. One
reason is that information technologies reduce the share of
labour costs in total production costs. A second reason is
that information technologies allow companies to customise
their products better and much faster, which is increasingly
becoming important in a number of industries.
The effect of robotics on offshoring in developed
economies, based on historical data, also supports the results
of De Backer and Flaig (2017), who simulated the future of
GVCs based on a number of scenarios for the future. They
reported that one specific scenario, namely the rapid progress
in information technologies including robotics, will increase
the attractiveness of OECD economies for manufacturing
activities. This would be reflected in a decreased sourcing of
intermediates from abroad, lower levels of offshoring and a
stronger export position of OECD manufacturing in global
markets.
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Table 3 Effects of growth in robotics on the reallocation of resources within MNEs
2003–2016 2010–2016
Employment growth Fixed asset growth Employment growth Fixed asset growth
Change in affliate stock/ave change
affiliates
0.006** −0.005 0.000 −0.01
0.00 −0.01 0.00 −0.01
Employment growth of group 0.117*** 0.107***
−0.01 −0.01





R-squared 0.038 0.013 0.029 0.011
Observations 373,287 336,542 224,312 192,516
Note: Robust standard errors in parenthesis. Level of significance ***p < 0.01, **p < 0.05, *p < 0.1
Source: Own calculations
The evidence in this paper albeit preliminary—and the
need for follow-up analysis using more recent data cannot
be emphasised enough—seems to indicate that robotics may
contribute to manufacturing competitiveness. Most OECD
countries see digital production as a new source of com-
petitiveness in restoring their position in manufacturing in-
dustries. This is reflected in the growing number of policy
measures that several OECD countries have implemented or
are in the process of implementing.
Faced with these economic challenges, also governments
in emerging economies have identified robotics as a key
determinant of their future economic success. The growth
model of emerging economies which is largely based on low
labour costs will come under increasing pressure if developed
economies increasingly automate their manufacturing and
are successful in keeping/attracting production activities
at home. In a number of emerging economies, labour
costs have been rising quickly which makes the option of
automation and larger robot usage—at home or abroad—
increasingly attractive, especially for companies who have
offshored activities to these countries in search of low
wages.
The likely outcome will be different across industries and
countries. But, as robotics are getting cheaper and becoming
more performant also in the number of activities they can
be applied to, it can be expected that the so-called inflection
point for investment in robots (BCG estimates this inflection
point to be reached when using robots becomes 15% cheaper
per hour than employing human staff) will come closer in
a growing number of industries and countries. This process
of growing automation, in developed as well as emerging
economies, may further stimulate the process of premature
de-industrialisation that has been observed recently in a num-
ber of economies. While the traditional model of economic
development involves a shift from agriculture over manu-
facturing to services, Rodrik (2015) reported that a number
of emerging economies are de-industrialising quicker than
expected. The fact that automation—in developed economies
but increasingly also in emerging economies—may increas-
ingly replace low-cost jobs risks that manufacturing will not
be able to offer large numbers of jobs for the large labour
supply in these countries.
Appendix 1: Empirical Strategies
and Variable Descriptions
Robot Stock and Offshoring
The model used to estimate the effects of robot stock on
offshoring is illustrated in Eq. (A.1):
off shoreict = robotict + robot ∗ labint ict + labint ict
+Absorbict + Demandict + ϑi + εict
(A.1)
offshore reflects the annual growth in offshoring across
sector i in country c in time t.14 Offshoring is defined as
the share of imported intermediate goods and services—
excluding energy intermediate inputs over the sum of inter-
mediate goods and services—excluding energy intermediate
inputs (Feenstra and Hanson 1996). Our variables of interest
14Growth is calculated as the log difference of the variable over the
specified period.
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robot and robot * labint capture the effects of the growth
in robot stock and robots conditional on labour intensity on
offshoring. We also include a number of control variables
believed to be related to offshoring including growth in
absorptive capacity (measured by patent stock) Absorb, and
growth in Demand of the country and sector over time.
Country*sector and year fixed effects are also included
to control for economy industry as well as year variation
over time.
Robot Stock and Backshoring
In Eq. (A.2) employment or fixed assets growth rate at home
of company i part of group g in year t is regressed over
the aggregate growth rate of the same variable of affiliates
abroad. The growth abroad variable abd is split in two
variables abd _ p and _n, depending on whether it takes
a positive or negative value, respectively. Doing so allows
the change in growth rate at home to be different in sign
and magnitude depending on whether affiliates abroad are
expanding or contracting, respectively.
If there is backshoring, the relationship is expected to be
negative—i.e. an increase in employment or investment at
home is associated with a decrease in employment or invest-
ments abroad. However, a negative association may actually
be also a symptom of offshoring, i.e. a decrease in employ-
ment or investment at home is associated with an increase in
employment or investments abroad. Therefore in this kind of
analysis it is important to distinguish positive from negative
changes in employment and fixed capital assets.
Interacting the growth abroad variables with relative robot
stock of the group over the average affiliate (abdp ∗ robot and
abdn ∗ robot) allows us to assess the extent towhich robots are
contributing to the backshoring or resources within theMNE.
If robotics contributes to backshoring one should expect to
find a negative coefficient for the abd _ ngt ∗ robot variable.
In order to examine whether robot use in the home country
is related to backshoring here our robot measure represents
the log different in robot stock of the country and sector of
the headquarters over the average log difference of the robot
stock for the sectors and countries of the affiliates abroad.
homeigt = abdpigt + abdnigt + abdpigt ∗ robot
+abdnigt ∗ robot + grpaveigt + δigt + εit
(A.2)
Robot Stock and Reallocation
Equation (A.3) uses the same firm-level information on fixed
capital and employment as in Eq. (A.2) for the dependent
variable but now at the level of individual affiliates of MNEs
signified by aff _ factor. This is regressed on robot stock
of the affiliate country and sector. Control variables are also
added, including growth in demand within the country c
sector s and year t of the affiliate, the average growth of the
group (either employment or fixed assets) signified as factor
and sector*year country*year fixed effects represented by ϑ.
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Abstract
Artificial intelligence and robotics (AI/R) have the po-
tential to greatly change livelihoods. Information on how
AI/R may affect the poor is scarce. This chapter aims to
address this gap in research. A framework is established
that depicts poverty and marginality conditions of health,
education, public services, work, small businesses, includ-
ing farming, as well as the voice and empowerment of the
poor. This framework identifies points of entry of AI/R,
and is complemented by a more detailed discussion of
the way in which changes through AI/R in these areas
may relate positively or negatively to the livelihood of
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the poor. Context will play an important role determining
the AI/R consequences for the diverse populations in
poverty and marginalized populations at risk. This chapter
calls for empirical scenarios and modelling analyses to
better understand the different components in the emerg-
ing technological and institutional AI/R innovations and
to identify how they will shape the livelihoods of poor
households and communities.
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Introduction1
Artificial intelligence based on the utilization of big data,
machine learning, and applications in robot technologies will
have far-reaching implications for economies, the fabric of
society and culture. It can be expected that artificial intel-
ligence and robotics (AI/R) offer opportunities but also have
adverse effects for the poor segments of societies and that the
effects will differ for specific applications of AI/R. The impli-
cations of AI/R for poverty and marginalization are, to date,
not much studied, but are important for ethical considerations
and AI/R related policies. It actually seems that attention to
robots’ rights is overrated whereas attention to implications
of robotics and AI for the poorer segments of societies
are underrated. Opportunities and risks of AI/robotics for
sustainable development and for welfare of people needmore
attention in research and in policy (Birhane and van Dijk
2020).
In order to derive potential implications for the poor, a the-
oretical framework is needed that captures the structural and
dynamic factors shaping incomes and livelihood capabilities
of the poor without AI/R and that identifies points of entry of
AI/R as well as their impact on poor households and commu-
nities. For this reason, a framework of opportunities and risks
for conceptualizing this review is outlined in A Framework of
AI/Robotics Impacts on the Poor and Marginalized section.
There are several caveats to such framing. The field of
AI/R is developing quickly, bringing about changes of limited
predictability. Uncertainties also surround the potentially
changing regulatory regimes and policies that will frame
AI/R innovations and applications.2 It is important to also
stress that “the poor” are not at all a uniform set of people
but that this descriptor denotes a highly diverse group whose
composition changes over time. Therefore, the impacts of
1This paper is based on Joachim von Braun’s contribution to the
conference on “Robotics, AI, and Humanity: Science, Ethics, and
Policy”, jointly organized by the Pontifical Academy of Sciences and
the Pontifical Academy of Social Sciences, at the Vatican on May 16–
17, 2019. vonBraun’s contributionwas also published as a ZEFWorking
Paper (von Braun 2019) and later expanded upon for the purposes of this
present publication.
2It is important to highlight that access to ICTs supporting infrastructure
for the poor (incl. network coverage, speed, costs) is very unequal.
The Pontifical Academy of Sciences addressed this issue in a confer-
ence: Connectivity as a Human Right, 10 October 2017, Scripta Varia
140, Vatican City, 2018. Further information on costs and connectivity
are, for instance, available regarding the network speed by country
(SPEEDTEST n.d.), the expansion of the 4G coverage (McKetta 2018),
the Price Index (ITU 2019), and further figures on global digitalization
(Kemp 2018).Moreover, gender bias has to be kept inmindwhen reflect-
ing on benefits and challenges of AI/R for the poor and marginalized.
Research found that women have less access to ICTs, especially in areas
with high levels of poverty. Compared to men, women in South Asia
are 26% less likely to own a mobile phone and 70% less likely to use
mobile internet. In Sub-Saharan Africa, the shares are 14% and 34%,
respectively (GSMA 2018).
AI/R on diverse groups of the poor will differ. Poverty and in-
equality effects will also be context-specific across countries,
partly depending on infrastructures. AI/R may theoretically
reduce poverty while increasing inequality or vice versa.
Key areas particularly relevant for poor people’s liveli-
hoods that are likely to be significantly impacted by AI/R
in the medium and long term are education, health, financial
and public services, employment, small businesses incl. farm-
ing, natural resources management, voice and empowerment.
These key areas form the structure of this review. In the
final section, some policy measures will be discussed that
might contribute to poverty reducing and inclusive AI/R
innovations and applications.
A Framework of AI/Robotics Impacts
on the Poor andMarginalized
There has been significant progress in the reduction of
poverty in the developing world over the past few decades.
In 1990, 36% of the world’s people lived in poverty (income
of less than US$1.90 a day in 2011 purchasing power parity
(PPP)). By 2015, that share had declined to 10%. The number
of people living in extreme poverty stood at 736 million in
2015, indicating a decrease from nearly 2 billion in 1990
(World Bank 2018). This progress is the result of various
factors, including economic growth reaching the poor and, in
many countries, an increase in attention to social protection
policies.
While poverty levels are on the decline at the global level,
they remain high in some regions, notably in Sub-Saharan
Africa and South Asia where 85% of the extreme poor live.
The World Bank (2018) also warns that the decline may
be slowing down. In the case of Sub-Saharan Africa, the
absolute numbers are in fact increasing and the region is
predicted to host 87% of the extreme poor by 2030 (World
Bank 2018). Therefore, this review of potential AI/R impacts
on the poor pays particular attention to Sub-Saharan Africa.
At the same time, Sub-Saharan Africa’s growing population
also brings opportunities. The region already has the world’s
youngest population, being home to over 250 million young
people (aged between 15 and 24 years)3 who can learn
quickly and adapt to new technologies such as AI/R.
Being poor is not defined just by lack of income. Access
to education, to basic utilities, health care, nutrition, and
security are also critical for well-being.4 In Sub-Saharan
3Data from UN Department of Economic and Social Affairs, down-
loaded on 10 January 2020. https://population.un.org/wpp/Download/
Standard/Population/
4Such a multidimensional view of poverty has been adopted by the
World Bank and it is found that, “[a]t the global level, the share of poor
according to a multidimensional definition that includes consumption,
education, and access to basic infrastructure is approximately 50 percent
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Fig. 1 Framework for assessing the impacts of AI/R on poor people. Source: designed by authors
Africa, low levels of consumption and high levels of food
insecurity are often accompanied by challenges in nonmon-
etary dimensions. Poverty is to a great extent a matter of
structural forces such as exclusion, discrimination and the
deprivation of rights, governance deficiencies and corruption,
and the forces of ecological change that increase the vul-
nerability of the poor, as many of them depend on natural
resources living at the margins in rural areas or in high-risk
margins of urban areas. These aspects are captured by the
concept of marginality.5 Marginality encompasses broader
approaches such as relative deprivation and social exclusion
or the capabilities approach.
Relative deprivation builds on the idea that the value of
objective circumstances depends on subjective comparisons
(Stark and Bloom 1985). The relative deprivation concept
adds an important dimension to absolute poverty concepts
because it involves comparisons with other people. AI/Rmay
change the patterns of comparing one group of people with
“others”. Such comparisons may include the comparison of
people aided by robotics with others not having access to a
specific robotics aid, or even a direct comparison of people
higher than when relying solely on monetary poverty” (World Bank
2018, p. 9).
5Marginality can be defined as an involuntary position and condition of
an individual or group at the edge of social, economic, and ecological
systems, preventing the access to resources, assets, services, restraining
freedom of choice, preventing the development of capabilities, and
causing extreme poverty (von Braun and Gatzweiler 2014).
and robots, for instance when robots take on tasks which
had previously been carried out by low-income workers.
Certainly, AI/R will change patterns of relative deprivation.
A Framework
Following the above-mentioned framing, Fig. 1 outlines a set
of factors influencing poor households and their members’
wellbeing. Each of these factors, as well as the forces de-
termining marginality, may be impacted by AI/R as depicted
within the blocks of Fig. 1. There are many potential points of
entry for AI/R on the different dimensions of this framework.
Naturally, these emerging, disruptive technologies bring both
opportunities and risks for poor households.
Walking through the framework shown in Fig. 1, start-
ing in the middle, the influence of employment and small
businesses and entrepreneurship, respectively, on the in-
come and consumption opportunities are of significance.
Through the introduction of AI/R, mobility costs in general
may be reduced and opportunities for mobility may also
improve for the poor. Labour tends to be the most important
asset of the poor. Thus, employment and small enterprise op-
portunities have a key influence on income and consumption
of poor households.
As a prerequisite for improved access to remunerative em-
ployment and business opportunities, education and knowl-
edge are essential for impoverished communities. Improving
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households’ education and knowledge base not only affects
the quantity and quality of work but also their wages. Fur-
thermore, natural resources and capital play an important
role in shaping business opportunities and entrepreneurship.
AI/R is likely to have deep impacts on these linkages.
Improving poor people’s access to services andmarkets,
such as financial, health, and insurance services or social
transfers, is another driving factor in increasing and stabiliz-
ing poor households’ income and consumption opportunities
and their wellbeing. AI/Rmay influence these service sectors
and their operations, for instance, by lowering access barri-
ers.
As mentioned above, how (poor) people perceive their
situation is heavily influenced by how they view themselves
in relation to others, i.e. by how they assess their relative
deprivation. By strengthening people’s voice and political
influence, their perceptions as well as their actual wellbe-
ing can be positively influenced. AI/R contributions could
be immense in improving accountability and transparency
of governments for their citizens, thus ensuring improved
service delivery and empowering local development actors
and policy makers.
Opportunities of Data and Information
Systems about Poverty
The lack of reliable data in developing countries is a ma-
jor obstacle to planning and investment in sustainable de-
velopment, food security, and disaster relief. Poverty data,
for example, is typically scarce, sparse in coverage, and
labour-intensive to obtain. Remote-sensing data such as high-
resolution satellite imagery, on the other hand, is becoming
increasingly available and inexpensive. In addition, the grow-
ing use of digital technologies is yielding a wide range of
incidentally collected data e.g. on the movement of people or
spending on airtime. Importantly, many of these analytical
tools can provide real-time alerts to take timely actions,
including in emergency situations.
An important contribution of AI to poverty reduction
is the enhanced capability to identify the poor. Data and
innovative machine learning-based identification strategies
are already advancing to provide a more up-to-date and well-
defined information base compared to traditional household
surveys or indicator systems (e.g., Mirza 2018; Zurutuza
2018). For instance, night time lights are substantially corre-
latedwith economicwealth. In addition, automated processes
can be used to identify the roof material, source of light,
and access to water sources—based on satellite images— to
derive households’ economic situation.
Jean et al. (2016), for instance, demonstrate the usefulness
of AI for estimating consumption expenditure and asset
wealth from high-resolution satellite imagery. They suggest a
learning approach in which night time light intensity is used
as a data-rich proxy and a model is trained to predict night
time lights from daytime imagery simultaneously with learn-
ing features that are useful for poverty prediction. The model
applies filters that identify different terrains and structures,
including roads, buildings, and farmlands. Using survey and
satellite data from five African countries—Nigeria, Tanza-
nia, Uganda, Malawi, and Rwanda—they show that neural
networks can be trained to identify image features that can
explain up to 75% of the variation in local-level economic
outcomes.
The rapid spread of the mobile phone across the develop-
ingworld is offering access to a wide range of new data which
has already been used for povertymapping (e.g. Blumenstock
and Cadamuro 2015; Smith-Clarke et al. 2014; Soto et al.
2011; Steele et al. 2017). AI-based tools could improve the
sophistication of these analyses. For example, Sundsøy et al.
(2016) use deep learning to analyse mobile phone datasets in
order to classify the socio-economic status of phone users.
Data used in the analysis include basic phone usage, top-up
pattern, handset type, social network structure and individual
mobility. Any use of personal data will have to go hand-in-
hand with well-developed data protection rules, awareness
campaigns and digital literacy training, in particular for the
poor and marginalized who may be less informed about
associated risks.
Accurately mapping populations through AI can inform
pro-poor targeting of e.g. infrastructure, social security,
health care or emergency relief. Facebook, for instance, is
developing detailed population density maps by using satel-
lite imagery, machine learning algorithms, and population
statistics to ensure that connectivity and other infrastructure
reaches the entire population even in remote, sparsely pop-
ulated areas.6 The maps can also be used e.g. to facilitate
the provision of humanitarian aid or plan health care in-
terventions. The map of Malawi, for instance, was used by
local partners to better target a measles and rubella campaign
(Bonafilia et al. 2019). Other examples of using AI-assisted
data outputs to improve the provision of services to the poor
are presented in AI-Assisted Financial Services section.
Education and Knowledge Links
with AI/Robotics
AI/R may be of great benefit to the poor to the extent that
these technologies enhance their access to education and
knowledge, upskill their capabilities in the labourmarket, and
6Maps for Africa have already been completed (available at https://data.
humdata.org/dataset/highresolutionpopulationdensitymaps) and maps
for the rest of theworld are expected to be added in the near future (Singh
2019).
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increase their income earning capabilities in small businesses
and farming. However, education systems tend to directly and
indirectly exclude or marginalize the poor: directly through
school fees or low quality education in poor communities,
and indirectly through a lack of time on the part of the
children and other constraints on the part of the parents in
poor communities. Time constraints arise for millions of
children that work in addition to attending school; when
excessive time is spent at work, education suffers and life-
time earnings are reduced as Mussa (2018) shows for cohorts
of rural child labourers in Ethiopia. The inequalities tend
to grow with levels of education, i.e. secondary and tertiary
levels. Girls remain underrepresented in these levels leading
to gender gaps (von Braun 2018). Digital literacy constraints
may additionally inhibit the acquisition of skills by use of
interactive distance learning systems empowered by AI.
There are new opportunities through AI/R in education
which foster the inclusion of the poor. Du Boulay et al.
(2018) argue that AI technologies can assist both educators
and learners by providing personalized support for students,
offering tools for teachers to increase their awareness, and
freeing up time to provide nuanced, individualized support.
Nye (2015) reviews intelligent tutoring systems (ITS) tar-
geting the developing world. An interesting example from
Kenya is the “Kio Kit” (BRCK n.d.), a fully integrated
education platform designed in Kenya which turns a school
room into a digital classroom using tablet computers, wire-
less tablet charging and securing the tablets in a hardened,
water-resistant, lockable case. Such education platforms em-
powered by AI could make a big difference in the future,
provided it is made accessible to the poor in marginal rural
areas. However, barriers to using ITS need to be addressed,
including students’ basic computing skills and factors like
hardware sharing, mobile-dominant computing, data costs,
electrical reliability, internet infrastructure, language, and
culture (Nye 2015).
AI-assisted translation and speech recognition may hold
great potential for the poor by overcoming barriers of lan-
guage and illiteracy. Google’s speech-to-text service, for
instance, uses neural network models to convert audio to
text, including several languages spoken by the poor, such
as Swahili, Zulu, Cantonese, Mandarin, and several Indian
languages (Google Cloud 2019). These technologies could
substantially increase access to information and services for
disadvantages groups. For now, the data requirements to train
machine learning algorithms or neural networks still pose
an obstacle to including less commonly spoken languages.
However, as more and more written and spoken material is
being digitalized and made accessible online, big data ana-
lytics will become increasingly efficient and further improve
over time.
Health Services for the Poor Facilitated
by AI/Robotics
The poor have difficulties to claim their rights to public ser-
vices. The health sector is particularly interesting for AI/R
applications, given the ongoing digitalization of all types of
health data and health information. The long-term potential
for advancing the field of digital health and precision and
personalized medicine can be immense when AI/R supported
medical and public health decision-making reduces costs
(Ciechanover 2019). Recognizing this potential, the Interna-
tional Telecommunication Union (ITU 2018) has established
a new Focus Group on “Artificial Intelligence for Health”
(FG-AI4H) in partnership with the World Health Organiza-
tion (WHO) to develop standardized assessment frameworks
for AI-based health solutions, such as AI-based diagnosis,
triage or treatment decisions. Thereby, the group aims at
assuring the quality of solutions, fostering their adoption
and improving global health. As these developments bring
down costs, they may enhance poor people’s access to health
services. To date, however, these innovations still tend to be
far from reaching the poor.
There are clear advantages for worker health from AI/R,
for instance when harmful work tasks can be handed over to
robots. Pesticide spraying in fields is an important example,
including the drone-based detection and mapping of insect
infestations at micro level for optimal targeting. A similar
safety-enhancing example is the employment of AI technol-
ogy to improve the safety ofminingworkers by reducing their
intensity of work and exposure to high-risk assignments that
could be taken over by robots.
Another important area of application with particular rel-
evance to the poor is the detection and prevention of malnu-
trition, which is one of the leading causes of infant mortality
in developing countries. Khare et al. (2017) designed a pre-
diction model for malnutrition based on a machine learning
approach, using the available features in the Indian Demo-
graphic and Health Survey (IDHS) dataset. Their findings
suggest that this approach identifies some important features
that had not been detected by the existing literature. Another
example is the Child Growth Monitor app developed by the
GermanNGOWelthungerhilfe, which identifies malnutrition
in children using inbuilt infrared cameras for scanning and
machine learning to correlate the scan with anthropometric
measures (Welthungerhilfe 2018). The app was pre-tested
in India and the results are promising. It may replace the
manual measures of weight and height, which are costly,
slow, and often inaccurate. Apps also offer targeted nutri-
tional advice directly to households. Numerous nutrition apps
already exist which monitor food intake and provide dietary
recommendations to its users. One available feature of these
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apps, which is enabled through deep learning, is the tracking
of macronutrient content by taking a photo of the meal that
is about to be consumed. In the future, these apps may also
be used for personalized dietary advice and tailored health
messages in developing countries. In this way, smartphone
apps can be a low-cost intervention for improving dietary
quality and health even in remote areas with limited access
to dieticians or health workers.
AI-enabled diagnostic tools could improve health ser-
vices in remote areas (Wood et al. 2019). These technologies
could support self-diagnosis or assist health workers. For ex-
ample, researchers at Stanford University have trained an al-
gorithm to diagnose skin cancer from images (Kubota 2017).
The Israeli company Zebra Medical Vision is partnering with
Indian authorities to roll out its AI-based medical imaging
technology which can diagnose tuberculosis using chest X-
rays (Zebra Medical Vision Team 2019). AI-technologies
also enable a faster detection of emerging epidemics such
as Ebola or Zika (Wood et al. 2019). It will be important
to ensure that AI technologies are adapted to a wide range
of people’s characteristics. Research has shown that using
training data from specific population groups may exclude
some social groups (Gershgorn 2018). Machine learning
requires large amounts of data which may not be easily
available from the poor and marginalized who currently do
not have access to health services. Moreover, well-trained
human intermediaries would still be required to explain and
build trust in diagnostic results. Importantly, diagnostic tools
will only be useful if they are complemented with improved
access to treatment for the poor.
Robots may help to improve access to and quality of
surgical care. The Lancet Commission estimates that 9
out of 10 people in low- and middle-income countries do
not have access to safe, affordable surgical and anaesthesia
care (Meara et al. 2015). Only 6% of the 313 million surg-
eries performed annually take place in the poorest countries
(Meara et al. 2015). Robots are already being used to assist
and thereby enhance the capability of surgeons to perform
complex procedures. In the long-run, they could even be used
to undertake surgery remotely. While it is still early days for
such treatments, rapid advances in technological capacities
will bring them closer within reach. China, for instance, is
already experimenting with remotely operated robots to carry
out orthopaedic surgery (Demaitre 2019). However, given
that such procedures are costly, still rely on trained personnel
on-site and require 5G networks, it may be a long time until
they reach rural areas that still struggle to access even 3G
networks.
AI may also assist in humanitarian health crises
by extracting valuable information for decision-making.
Fernandez-Luque and Imran (2018) find that while there
are many examples of the use of artificial intelligence in
health crises, they are largely limited to outbreak detection
while their application in low-income countries is under-
researched. Capacities for data sharing and real-time
analysis, combined with human and organizational aspects,
are the main constraints to the use of AI in this area.
AI-Assisted Financial Services
A large share of the poor lack access to formal financial
services such as banking, credit or insurance. In 2017, only
one third of adults in rural Sub-Saharan Africa owned a bank
account and only 5% held a loan from a formal financial
institution (World Bank 2019). Access to insurance for small
and medium sized enterprises in Africa, which could help
them better manage risks and improve their risk profile
vis-à-vis lenders, also remains limited. Similarly, only few
smallholders in the region held crop insurance in 2016 (Hess
and Hazell 2016). AI could in particular assist in facilitating
access to credit and insurance for the poor, but there are
also risks for the poor when AI is used to support discrim-
inatory screening in credit approval procedures or predatory
operations of “fintech” organizations (Hill and Kozup 2007;
Variyar and Vignesh 2017).
Banks are often reluctant to provide loans to low-income
households because they are unable to assess the risk of
loan default. AI-based systems can assist in credit-scoring
by using data collected by mobile phones, such as call-detail
records, social network analytics techniques or credit and
debit account information of customers (Óskarsdóttir et al.
2019), and combining them with agronomic, environmental,
economic, and satellite data. The Kenyan company Apollo
Agriculture,7 for instance, uses machine learning to analyse
data about farmers collected by field agents and satellite
imagery to create a profile of the farmers and evaluate their
credit-worthiness. Loans are then disbursed via agro-dealers
and also bundled with insurance in case of yield losses.
AI could also assist in the provision of insurance to a
large number of dispersed, small-scale farmers and busi-
nesses by providing high-quality data, minimizing uncov-
ered basis risk and lowering cost delivery mechanisms. In
view of climate change and the related increase in weather
risks, important areas are weather services and weather risk
insurances building upon AI-enhanced weather observation
and monitoring at pixel levels.8 For instance, index-based
insurance using remote-sensing data has shown to be promis-
ing as a means of providing crop insurance in areas and to
customers that were previously out of reach (De Leeuw et al.
2014; IFAD 2017). AI can also help to monitor or develop
7https://www.apolloagriculture.com/
8Aerobotics (South Africa) is an example for machine learning on
aerial imagery to identify problems in crop yields (World Wide Web
Foundation 2017).
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efficient index-based insurance for pastoralists by predicting
livestock mortality sufficiently in advance to ensure ex-ante
asset protection insurance.
The provision of such services are greatly facilitated by
mobile money services. The most prominent example in
Africa is M-Pesa (M is for mobile, “pesa” is Swahili for
“money”) which started in Kenya in 2007. M-Pesa allows
people from all around the country, even in the most re-
mote areas, to transfer money directly, saving considerable
amounts of time and money. In 2018, just over 80% of the
adult population of Kenya was registered (CA 2018). While
M-Pesa is not AI-based, it facilitates recording even small
business and farm performance and financial transactions
including productivity, expenses, sales and revenues, thereby
providing valuable information to build credit profiles. The
data can also be used to inform other decisions, such as in-
vestments in roads, storage facilities for farmers or financial
infrastructure.
AI and Social Transfers
In recent years, social protection programs including cash
transfers to the poor, some of them implemented with cer-
tain conditions such as children’s school participation, and
labour-intensive public works programs (PWPs), have ex-
panded in many countries. By combining different datasets,
machine learning can contribute to increasing the efficiency
of targeting social interventions and channeling humanitarian
responses in the course of crises.
For instance, PWPs’ benefits are sometimes obscured to
such an extent that PWPs become deficient, e.g. when not tar-
geting the intended beneficiaries or due to leakages related to
corruption. The main objective of PWPs is to provide social
protection to the working-age poor by transferring cash or
in-kind to beneficiaries to protect households’ consumption
while at the same time promoting savings and investments
in productive assets, the generation of public goods, and
the provision of training to support rural transformation. AI-
based tools can enable real-time monitoring by facilitating
the collection, processing, management, validation, and dis-
semination of data for operations, accountability, and policy
decision making. In the case of vast PWPs in India, the
development of a management information system (MIS)
to support program processes and structures ensured more
reliable and on-timemanagement of big data that comes from
multiple sites and levels of program implementation, thus
minimizing errors, frauds, and corruption (Subbarao et al.
2013).
AI-enabled welfare programmes have also attracted crit-
icism (Alston 2019; Eubanks 2018). The UN Special Rap-
porteur on extreme poverty and human rights, Philip Alston,
warns in a report to theUNGeneral Assembly that algorithms
used for targeting and enforcing social protection programs
may lead to wrong decisions or discrimination, especially in
the absence of data for certain societal groups. Moreover, the
poor and marginalized with limited digital and technological
capacities may find it difficult to interact with digital systems.
Issues of data privacy may also arise, given that such systems
rely on the collection and integration of large sets of personal
data.
AI/Robotics Effects for the Poor
in Employment, Small Business,
and Smallholder Farming
Employment generation is a key policy priority for many
African governments to create job and income opportunities
for the 300 million young people who are projected to enter
the labour market by 2030 (AfDB 2019). The impact of
AI/R on employment through the introduction of industrial
automation and labour saving technologies is perhaps the
most widely debated issue when it comes to distributional
effects of these technologies.9 The main concern relates to
the loss of jobs for low-skilled labour, which is of particular
relevance to the poor. The capacity to work is the key asset of
the poor, be it in the labour market or as small entrepreneurs
in the service sector or small-scale farming.
Theoretically, this concern may be derived from the clas-
sical model designed by Arthur Lewis (1954; cf. Polany
Levitt 2008). Lewis’ model assumes an unlimited supply
of unskilled labour while the opportunity cost of labour
determines wages in the modern sector. More specifically,
the model supposes a traditional working environment of
peasants, artisanal producers, and domestic servants, which
is subjected to population pressures. This situation in the tra-
ditional sector grants the modern sector “unlimited supplies”
of labour, with wages exceeding the subsistence level only by
a small margin. As the modern sector expands, employment
and output, as well as the share of profits in national income,
rise. At a certain point, the surplus labour from the traditional
sector is exhausted, which leads to the wage rate increasing
as productivity further rises.
Within the context of AI/R technologies, however, this
so-called Lewis inflection point may no longer be reached
in emerging economies if there were to evolve an unlimited
“robot reserve army”which competeswith the labour force of
the poor (Schlogl and Sumner 2018). In adaption of the Lewis
model of economic development, Schlogl and Sumner (2018)
use a framework in which the potential for automation creates
“unlimited supplies of artificial labor” particularly in the agri-
9See, for instance, Acemoglu and Restrepo (2017), Chiacchio et al.
(2018), Frank et al. (2019), Korinek (2019), Korinek and Stiglitz (2017),
also published in Agrawal et al. (2019), and Marin (2018).
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cultural and industrial sectors due to technological feasibility.
This is likely to push labour into the service sector, leading to
a further expansion of the already large and low-productive
service-sector employment. Gries and Naudé (2018) assess
these issues by incorporating AI-facilitated automation with
modelling to allow for demand-side constraints and thereby
finding less adverse effects for employment.
Acemoglu and Restrepo (2017) distinguish two potential
employment effects of automation. First, robots may displace
and thereby reduce the demand for labour (displacement
effect). Through linkages within global value chains, workers
in low-income countries may also be affected by robots in
higher-income markets, which could reduce the need for out-
sourcing such jobs to low-wage countries overseas. As a re-
sult, low-skill, labour-intensive industrialization, as observed
in many East Asian countries, may no longer be a promising
development model. Second, robot use could increase the
demand for labour either by reducing the cost of production
which leads to industry expansion (price-productivity effect)
or by increasing total output overall (scale-productivity ef-
fect).
The key question from a poverty and distributional per-
spective will be which jobs are replaced and which are gen-
erated. Policies should aim at providing social security mea-
sures for affected workers while investing in the development
of the necessary skills to take advantage of newly created
jobs. This is easier said than done, however, especially for
the poor who often start from a very low level of education.
Small businesses can grow rapidly thanks to digital op-
portunities, expanding their boundaries and reshaping tradi-
tional production patterns. The rise of digital platform firms
means that technological effects reach more people faster
than ever before. Technology is changing the skills that em-
ployers seek. Ernst et al. (2018) point out that opportunities
in terms of increases in productivity, including for devel-
oping countries, can ensue, given the vastly reduced costs
of capital that some applications have demonstrated and the
potential for productivity increases, especially among low-
skilled workers. Makridakis (2017) argues that significant
competitive advantages will accrue to those utilizing the
Internet widely and willing to take entrepreneurial risks in
order to turn innovative products/services into commercial
success stories.
A large proportion of the poor live on small farms,
particularly in Africa and South and East Asia. Digital tech-
nologies, services, and tools can offer many opportunities for
smallholder farmers to makemore informed decisions, and to
increase productivity and incomes. Key benefits of digitaliza-
tion include greater access to information and other services
including finance, links to markets, a sustainable increase in
productivity, and better informed policies.10 Examples are:
10A study on 81 countries revealed significant positive effects of an
increase in ICTs adoption on agricultural productivity already at the
• Land ownership certification: In many developing coun-
tries, land rights are unclear and contested. Smartphones,
cameras or drones, which can capture geospatial and
topographical data—using, for example, Global Position-
ing Systems and global navigation satellite systems—are
therefore useful tools for land mapping and land tenure
programs. For instance, machine learning can be used
to predict the boundaries of parcels based on common
property boundary features. If this geospatial data and land
transaction history is saved through blockchain technol-
ogy, land registries could become extremely robust.
• Precision technologies: including big data, satellite im-
agery, sensors, robotics, drones, etc.11 For instance, in
South Africa, the drone start-up Aerobotics is using drone
technology and AI to assist farmers in optimizing their
yields, thereby greatly contributing to cost reduction. In
Kenya, AI and big data analytics provide useful infor-
mation about farming trends and productivity based on
data that is generated through soil analysis. Another AI-
assisted application is image recognition to diagnose plant
diseases, offer information about treatments and to mon-
itor the spread of diseases based on photos of the plant
taken with a smartphone.
• Farm machinery: Tractors mounted with sensors and con-
nected tomobile platforms allow users to remotely capture
farm information related to soil, water, and crop condi-
tions, to calibrate usage of inputs accordingly, and to mon-
itor progress. Innovative models such as “uberization” of
tractors and farm machinery, which make farm machinery
available on rent and make mechanization more effective
and affordable for the farmers, are gaining popularity in
developing countries.
• Innovations in irrigation and energy: Solar-driven mi-
cro irrigation systems can help reduce energy costs and,
when connected to the grid, allow farmers to benefit from
selling generated surplus energy. AI/R complex system-
based algorithms help to build efficient water systems for
communal irrigation or optimization of water resources,
distribution, and infrastructure planning, for instance.
• Access to information:AI-enabled digital services can en-
hance farmers’ access to personalized information related
to weather, soil health, market prices, and finance that
is specifically adapted to their local context and infor-
mation needs. This enables farmers to plan their farming
activities, project the potential output and hence bargain
for better prices. Through AI-based speech recognition,
information can become accessible for farmers with low
levels of literacy.
early stages of digitization (Torero and von Braun 2006; Lio and Liu
2006). Substantial progress has been made in this regard in the past
decade.
11This section draws on Ganguly et al. (2017).
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• ICTs platforms connecting buyers and sellers: AI can
improve the functioning of virtual market platform, e.g.
to better match buyers and sellers, facilitate transactions
or respond to customer queries. In addition, the data col-
lected by e-commerce platforms can be analysed using AI
tools in order to inform decision-making, for instance on
which crops to plant depending on demand or price trends
or on government investments in logistics infrastructure.
The challenge lies in the effectiveness of these technolo-
gies in addressing the field level issues and making these
applications user friendly for poor farmers. Hence, the focus
needs to be on integrating several of these applications in
user-friendly platforms designed with in-built data interpre-
tation and predetermined actions to equip users with end-to-
end solutions.
AI/Robotics Links to Voice
and Empowerment
To the extent that AI/R take over functions that are currently
provided by poor and marginalized people, these technolo-
giesmay have adverse effects on their rights and entitlements,
and - by extrapolation - their capacities to influence social and
economic policies may suffer. However, if new AI/R func-
tions were usable by or even come under the direct control
of marginalized and poor people, these people might become
more empowered. The latter direct effect will be more likely
if collective actions by the poor are facilitating access at
scale to specific AI/R applications, such as AI-facilitated land
rights or R-facilitated drone technologies reducing hazardous
work on farms. Yet, so far, there remain huge digital gaps
between the rich and the poor, and it may remain the same in
the field of AI/R applications, thus limiting direct benefits of
AI/R for the poor.
More impactful may be indirect effects of AI on voice and
empowerment, given the weight of poor populations in po-
litical decision making, including elections or protest move-
ments. In this regard, AI-based tools can both empower and
disempower the poor (Polonski 2017; Savaget et al. 2019).
Automated translation tools, for instance, can empower peo-
ple by helping them to vote or be more informed about
political processes. AI can also increase the transparency
of government by analysing increasingly large volumes of
open data which may otherwise be difficult to interpret, in
particular for less educated readers. It can also be used to
verify the accuracy of information and highlight articles or
messages that contain misinformation. However, the same
technologies can also be used to generate and spread false
information and thereby manipulate public opinion (Shorey
and Howard 2015).
At the same time, AI-enabled technologies risk reinforc-
ing existing inequality. The World Wide Web Foundation
(2017) emphasizes that “ . . . AI present a tremendous set
of opportunities and challenges to human well-being [but]
there is also concern that AI programs and decision-making
systems supported by AI may include human biases, lead-
ing to further discrimination and marginalization” (p. 3).
Indeed, algorithms and neural networks are not neutral, but
are shaped by the data used for training. Caliskan et al.
(2017) show that machine learning can take on biases, for
example with regard to race or gender when trained with
standard textual data from the web. There are initiatives
that aim to change this, such as the “Whose Knowledge?”
initiative which defines itself as a “ . . . global campaign to
center the knowledge of marginalized communities . . . on
the internet.”12 They work particularly with women, people
of colour, communities like Dalits in India, and others to
create and improve related content.
Regarding privacy and access to information rights, the
poor are particularly threatened because of their current lack
of power and voice. New forms of regulating the digital
economy are called for that ensure proper data protection and
privacy, and help share the benefits of productivity growth
through a combination of profit sharing, (digital) capital
taxation, and a reduction in working time. Investments in
skills need to be enhanced, and the enabling business environ-
ment strengthened to include the poorer and more vulnerable
groups (World Bank 2017).
Another important dimension to consider is the impact of
AI on human autonomy or agency as information provision
and decision-making is handed over to seemingly intelligent
machines (Pew Research Center 2018). This may be a partic-
ular concern for the poor and disadvantaged who often have
limited access to alternative information sources.
Policy Conclusions
A broadly based policy agenda will be needed to include
the poor and marginalized in opportunities of AI/R and to
shield them from discrimination and indirect adverse effects.
Options for policy actions are presented in Fig. 2. For the
areas of influence that were identified in Fig. 1, examples
of possible actions to harness the potential of AI/R for the
poor are listed, including targeted AI/R applications and
supporting framework conditions. A number of cross-cutting
policy actions are proposed:
Strengthen skills to develop and use AI/R technologies and
enable the poor to take advantage of related employment
opportunities. AI/R risks for employment and the poor call
for investing in human capital in order to build the skills in
12https://whoseknowledge.org/
94 J. von Braun and H. Baumüller
Areas of AI/R influences Action Options (Examples)
• Reformed curricula adequate for AI/robotics
• New educational programs/institutions







Small business & farms
Voice
Health, social and 
financial services
• AI/R-supported medical services to reach marginalized communities
• Targeting of social protection programmes to those in need
• Sound regulation of data-driven provision of loans and insurance for poor 
households
• Productivity-enhancing integration of AI/robotics into workplace
• Worker protection laws to guarantee ownership of production and avoid 
digital Taylorism
• Robot taxation
• Mechanization/automation of traditional tasks
• Development of locally adapted machines and technologies
• Investments in training facilities especially for women and the youth
• New technologically supported communities
• Programs for inclusion and equality, protection of minorities
• Enhancement of network opportunities
Fig. 2 Policy action options for pro-poor AI/R. Source: designed by authors
demand in the labour market. Indeed, skill development is
perhaps the most important area of intervention to enhance
benefits from AI/R. This needs to happen at various levels.
Existing curricula need to be adapted, starting from school
all the way to tertiary education. In addition, new education
programs and institutions will be needed. One set of skills
includes basic digital literacy of end-users, including inter-
mediaries such as extension agents, agro-dealers or commu-
nity leaders who could help cover the last mile to reach the
poor and marginalized. Another set of skills include more
advanced technical skills for the local development of AI/R
solution and the use of more sophisticated applications in
business operations. These skills would allow local commu-
nities to take advantage of direct job and income opportuni-
ties related to AI/R applications. These are unlikely to benefit
the poor andmarginalized, however. It is therefore imperative
to ensure that these groups have the necessary skills to benefit
from jobs or income opportunities that may be indirectly
created where AI/R raises productivity and industrial output
e.g. increased demand for rawmaterials or transport services.
Adapt AI/R solutions to the local context of the poor
and marginalized. To ensure that AI/R solutions also ben-
efit the poor, their usability will be crucial. Interfaces need
to be adapted so as to be accessible for users with low
literacy levels and also match the technological capacities
of devices commonly used by these groups. Dissemination
strategies should take advantage of intermediaries to reach
and assist these users. Similarly, the functions and content
of related solutions need to be adapted to the needs of the
poor. This includes the use of locally adapted models for
AI applications that employ data from all societal groups
to train algorithms, preventing any discriminations. Signif-
icant investments and efforts need to be made to collect
such data.
Introduce safeguards to mitigate negative employment ef-
fects resulting from the introduction of AI/R.Realistically, the
poor will find it difficult to benefit directly from many of the
employment opportunities that could be generated by AI/R.
Therefore, governments need to enhance social protection
and extend it to all people in society, irrespective of the
terms on which they work. This will enable the redistribution
of the benefits of AI/R and digitalization more generally.
Taxation policy may provide a suitable avenue to address
the distributional effects. Several countries are already taxing
certain digital activities, among them some lower and lower-
middle income economies such as India, Kenya, Pakistan
and Zimbabwe, while others are considering to follow suit
(KPMG 2019). In addition, a “robot tax” (Delaney 2017),
could be considered. Bruun and Duka (2018) suggest that
the resulting tax revenue could be used to mitigate future
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technological unemployment through the introduction of a
basic income scheme, accompanied by reforms in school
curricula and retraining programs.
Implement supporting measures to increase the effective-
ness of AI/R for the poor. On the one hand, more investments
will be required to ensure that AI/R applications can be used
by and are useful for the poor. Several areas of interven-
tion were already mentioned above, such as digital literacy,
usability and data collection. Significant investments in the
digital infrastructure will also be needed, e.g. to expand fast
mobile networks into rural areas. In addition, complementary
measures will be needed that support the implementation
of AI/R solutions, such as health workers that can assist
in the use of AI/R-enabled health services or investments
in the agriculture sector to support smallholders farmers
e.g. by improving access to digital farming, financial ser-
vices or markets. On the other hand, measures are required
to support local start-ups in the development of pro-poor
AI/R innovations, such as innovation hubs, usability labs,
education or access to finance. The development of AI/R
technologies compatible to the needs of the poor needs to be
on the agenda of social businesses and NGOs. In addition,
more collaboration of AI/R specialists with social scientists
is required to arrive at pro-poor AI/R.
To conclude, there are opportunities and risks of AI/R for
the poor. AI/R are not neutral in terms of their poverty and
distributional effects. Research on the distributional impli-
cations of AI/R is currently not being paid sufficient atten-
tion. The AI/R opportunities are mainly expected to benefit
richer segments of society but as this situation is changing,
for instance with jobs lost in employment in the banking
sector, the attention to the distributional effects of AI/R will
increase. Empirical scenarios and modelling analyses are
needed in the different national and societal contexts to better
understand the components in the emerging technological
and institutional AI/R innovations and identify how they may
shape the livelihoods of poor households and communities.
Fascination with AI/R must not divert attention from poverty
andmarginalization. It is important to explicitly pay attention
to the outcomes for the poor, and focus on inclusive artificial
intelligence and robotics.
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Abstract
From strawberry-picking robots to satellite remote sens-
ing and GIS techniques that forecast crop yields, the
integration of robotics and AI in agriculture will play a
key role in sustainably meeting the growing food demand
of the future. But it also carries the risk of alienating
a certain population, such as smallholder farmers and
rural households, as digital technologies tend to be biased
toward those with higher-level skills. To ensure that digital
technologies are inclusive and become a driver for devel-
opment, countries should make technology affordable and
invest in institutions and human capital, so that everyone
can participate in the new digital economy. Digital agri-
culture also represents an opportunity for young people as
agriculture value chains can be developed to create new
service jobs in rural areas, making agriculture an attractive
sector for youth.
M. Torero ()
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Challenge: The Great Balancing Act
Feeding nearly 10 billion people by 2050, while maintaining
economic growth and protecting the environment is an ur-
gent, unprecedented challenge. It is a challenge of managing
trade-offs between the immediate need to produce food and
the long-term goal of conserving the ecosystem. Robotics
and artificial intelligence will play a crucial role in this.
However, as digital technologies revolutionize, the risks of
unequal access and digital exclusion loom large. Countries
must make investments in human capital and put policies and
regulations in place to minimize such risks and ensure that
everyone, especially smallholders who produce the majority
of the world’s food, can participate in a new digital economy.
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To achieve sustainable food future, countries must meet
the following needs simultaneously (Searchinger et al.
2013):
1. Close the gap between the amount of food available today
and the amount that would be required in 2050. In order to
do this, the world needs to increase food calories by 50%
(FAO 2018).
2. Boost agricultural development, so that it can contribute to
inclusive economic growth and social development. The
agriculture sectors employ 28% of the global population
and are still one of the most important pathways to help
people escape poverty and hunger (World Bank 2019a).
3. Reduce environmental impact. Food production is the
largest cause of environmental change globally. Agri-
culture contributes up to 29% of global greenhouse gas
emissions (Vermeulen et al. 2012).
Additionally, countries must save water and protect land.
Agriculture is the culprit of water scarcity, accounting for
70% of all water withdrawals (FAO 2019). About 40% of
the world’s land area is used for agriculture (Owen 2005).
And the expansion of croplands and pastures undermines the
capacity of ecosystems to sustain food production.
Climate variability will exacerbate food security in
emerging economies (Torero 2016). Climate variability goes
beyond extreme weather events and may include shifts in
meteorological patterns. This could result in large-scale
changes in agricultural sectors, causing major uncertainties
and volatility. Even though this is integral information for
food security and sustainable agriculture, policymakers have
been slow to integrate this into long-term agricultural policy
development.
What Is Happening: Robotic Farming
Mechanization has played a significant role in agriculture
in the past. As shown in Fig. 1 below, mechanization was
characterized by large farms (150–240 ha) focusing on in-
creasing yields. The result of this process was a vicious cycle
in which large farms adopted mechanization, increasing the
competition for input and outputmarkets, which then resulted
in a more concentrated agricultural sector in terms of not only
land but also input and output markets (see Fig. 1 below).
This was identified earlier (Schmitz and Seckler 1970), but
the social costs of past mechanization were never properly
tackled.
Robotics is increasingly becoming a part of agriculture,
but it is starting a different evolution process because of its
potential to be scale neutral. This development can be broadly
understood by studying what is happening at Amazon (Corke
2015) and other companies like Alibaba. Amazon’s auto-
mated fulfillment centers employ a large number of small
robots that operate in parallel, optimizing the allocation of
resources and automation processes. The robotics and tech-
nology in agriculture is moving in the same direction. In the
future, a farm could be populated by a large number of small,
autonomous robots operating in different fields at the same
time, performing the equivalent work of one large machine.
As robots become scale neutral and cost effective, they
could equally benefit large-scale and small-scale farmers.
Smallholders in rural areas could use apps such as Uber-for-
tractor to book and hire expensive agricultural equipment,
which would have been beyond their reach previously (Vota
2017). They might also find ways to share the fixed costs of
small robots with other smallholder farmers through associa-
tive institutional designs.
Since most of the rural land is farmed by smallholders,
it is essential to figure out how to adopt and incorporate
technology to ensure that they can benefit from it. The key
is to lower costs to make it sustainable. Access to numerous
cheap and smaller robots that can work 24/7 could solve
big agricultural production problems. For example, “AgBots”
could reduce the cost of weed operations by 90% by cutting
pesticide use (Corke 2015).
Farming is becoming a complex information space. From
risk management of farm operations to special analytics,
farming technology is advancing rapidly. Examples:
• Evidence-based agriculture decision support. There are
key factors that might affect crop yields, including soil
temperature, moisture levels, crop stress, pests, and dis-
eases. IBM’s Watson Decision Platform for Agriculture
comprises artificial intelligence and cloud solutions that
generate evidence-based insights into these key factors
(Wiggers 2018). Watson can identify pests based on drone
imagery. Its smartphone app can identify crop disease. It
can also identify the best practices for irrigation, planting,
and fertilization, and indicate the ideal time of the year to
sell a given crop.
• Potato: yield, pest, and diseases. Satellite remote sensing
and GIS techniques have been employed to forecast potato
yields and detect blight disease and whiteflies. A smart-
phone app developed by Penn State University’s PlantVil-
lage and the International Institute of Tropical Agricul-
ture gives farmers real-time diagnoses of crop diseases
using AI algorithms trained with images of diseased crops
(Kreuze 2019). The PlantVillage app detects diseases in
sweet potato and monitors the spread of caterpillar in
around 70 countries.
• Automatic fruit grading and counting. Cognitive image
processing and computer vision techniques can support
harvest by providing automated fruit grading, ripeness
detection, fruit counting, and yield prediction—time-
consuming tasks that are prone to human error (Mavridou
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Fig. 1 Past mechanization resulted in concentrated agriculture sector. Source: Reid (2011), reprinted with permission from the National Academy
of Engineering
et al. 2019). Machine vision can also protect plant health
by detecting deficiencies and diseases using clustering
based on color features.
• Crop-harvesting robots. The automatic harvester from
Harvest CROO Robotics mimics human pickers, without
changing how farmers grow their crop (Harvest CROO
2020). The use of multiple robotic components to separate
the picking functions—leaf gathering, visual inspection,
picking, and then packing—makes it possible to build a
simple robot, which can operate faster. It takes a robot
harvester 8 s to pick a single strawberry plant; 1.5 s to
move to the next plant. A single robot harvester can work
eight acres a day, which is equivalent to the work of 30
human laborers.
• Soil and water management. Traditionally farmers have
used chemical analysis to test the quality of their soil,
a complex and time-consuming method. It has created a
barrier for smallholder farmers. In many rural areas of
Africa, Asia, and Latin America, farmers are accruing
debts to purchase packages of soil, but it does not help
them achieve higher yields, because they do not know the
condition of the soil they are purchasing. IBM’s AgroPad,
a smartphone app, is a paper-based analysis of soil that
could provide the kind of information smallholder farmers
need (Steiner 2018). Using sensors and AI algorithms, the
app lets farmers understand the chemical make-up of their
soil and also monitor the health of soil and water. It is low
cost, and the paper-based device can be mass produced
and deployed at a large scale through mobile and cloud
technologies.
• Crop price prediction. FAO’s Agricultural Market In-
formation System (FAO-AMIS) uses machine learning
to perform sentiment-based market prediction and crop
forecasting to predict prices of wheat, maize, rice, and
soybeans (AgriculturalMarket Information System 2020).
Based on supply-and-demand position data, as well as
satellite information calibration and testing on the ground,
and their probable short-term development and outliers,
the system predicts prices. It does so by combining the
intensity of positive and negative forces, which means
that when the density of positive forces is higher, it helps
to predict positive price increases. To assess the market
forces variables, several subject scopes are considered:
monetary policy, market conditions, finance and invest-
ment, elections, negotiations, polices, regulations, energy,
environment, and agriculture infrastructure are also in-
cluded. The platform bolsters the preparedness and re-
silience to external shocks like food price surges (Fig. 2).
Mechanisms to Promote Development
The integration of robotics and AI in agriculture has the
potential risk of alienating certain population, as digital tech-
nologies tend to be skill-biased, productivity-biased, and
voice-biased. There will be challenges of achieving inclu-
sion, efficiency, and innovation. Countries must expand ac-
cess to technologies, lower costs, and scale up innovations
to ensure smallholder farmers and rural households, too,
become beneficiaries (Fig. 3).
Create Complements to Minimize the Risks
Rapid technological progress will make it possible for poor
people to afford many digital services. But for them to do
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Fig. 2 Agriculture Market Information System performs sentiment-based market prediction. Source: FAO-AMIS
Fig. 3 Digital technologies tend to be biased. Source: World Bank Group (2016) and World Development Report Team (2016)
so, governments must invest in creating an environment that
can avoid concentration of benefits and minimize inequality.
Unfortunately, complements—such as regulations promoting
entry and competition, skills enabling workers to access and
leverage the new economy, and institutions delivering effi-
cient mobile phone-based services and an e-government—
have not kept pace (Fig. 4).
The importance of providing the complements, or laying
down the “analog foundations,” for a new digital economy
as early as possible cannot be overstated. Specifically,
governments must provide an environment that ensures
accessibility, adaptability, and appropriateness. This means
the cost of accessing technologies should be affordable for
all users. Technologies become adaptable when the content
(knowledge or information) they are used to access is bene-
ficial for users. Finally, technologies should be appropriate,
which means that users must have the capability to use them
(Fig. 5).
Countries should formulate digital development strategies
that are broader than the current information and communica-
tion technology strategies. For example, when Ethiopia was
given a loan of $500 million from the World Bank Group to
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Fig. 4 Benefits and risks of
digital technologies. Source:
World Bank Group (2016) and
World Development Report Team
(2016)
Fig. 5 National priorities: analog foundations for a digital economy. Source: World Bank Group (2016)
privatize all of its telecommunications sector, its investment
plan had no regulatory mechanisms to create complements
that could reduce inequality. Countries should create a policy
and institutional environment for technology that fosters the
greatest benefits for everyone. The quality of complements
and technology both rise with incomes (Fig. 6).
Illiteracy is a potential constraint that could limit the
benefits of digital technologies, as any technology will re-
quire the user to have a certain level of literacy. One way
of overcoming this constraint is to work with children, as
they can read and write, are more likely to be familiar with
information and communication technology, and can be the
bridge transferring knowledge, information and capability to
their parents.
Why It Matters: Robotics in Agriculture
Robots Will Address Labor Shortage
One of the defining features of agriculture is a decrease in the
available agriculture workforce, especially in Africa, Asia,
and Latin America. Robotics and AI will have a significant
effect on the labor markets, as they address farm labor short-
age.
As stated earlier, the traditional mode of mechanization
used to mean combining one worker with a large machinery
to maximize the areas covered. This is no longer the case.
Capabilities of these machines include being able to operate
24/7, which means they will increase productivity. Subse-
quently, labor-intensive agriculture in low-income countries
will not be economically sustainable (Fig. 7).
• New skills development. As robots address labor scarcity
on the farm, it will inevitably stoke fear. But the old jobs
have already been lost. Now governments must focus on
increasing the skill levels that farm workers have, so that
they can be integrated into the agricultural value chains.
Without preparation, many people would not benefit from
the advancement of digital technologies and be left be-
hind.
• Positive social outcomes. Labor-saving technologies
could free up time for women smallholder farmers.
With more time, they could undertake more productive
work, earn more income, and also participate in decision-
making, which would help improve their livelihoods and
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Fig. 6 The race between technology and complements. Source: World Bank Group (2016)
Fig. 7 The forces of automation
and innovation will shape future
employment. Source: Glaesar
(2018), cited in World Bank
Group (2016)
social status. Labor-saving technologies could also free
up children from having to perform repetitive tasks and go
back to school to receive high-quality education.1 Such
technologies provide an opportunity to increase human
capital.
• Youth employment. Digital agriculture represents an op-
portunity for young people. Farming used tomean arduous
physical labor, exposure to harsh weather conditions, and
repetitive tasks. Suddenly, it has become a sector with
robots that appeals to young people. There would be
new service jobs in rural areas for medium- or high-
1About 59% of all children in hazardous work aged 5–17 work in
agriculture (ILO 2020).
skilled young people who are IT specialists, engineers,
or mechanics. For example, the digital advances would
require a new class of skilled workforce that can handle
the machines as managers and technicians. It would help
reduce rural exodus.
Capital and Technologies Are Opportunities
for Smallholders
New technologies that are affordable represent opportunities
for smallholder households.
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• Technical opportunities. Small-size mechanization means
new possibilities for remote areas, steep slopes, or soft
soil areas. Previously marginal areas could be productive
again. Precision farming could be introduced to farmers
that have little capital. It will allow farmers to adopt
climate-smart practices. Farmers can be providers and
consumers of data, as they link to cloud technologies
using their smartphones, connecting to risk management
instruments and track crop damage in real time.
• Economic opportunities. Buying new machinery no
longer means getting oneself into debt thanks to low-
risk premium, better access to credit and leasing options,
and more liquid renting markets. There is a reduced risk
of concentration due to capital constraint. The reduced
efficient scale of production means higher profitability
for smallholders.
Robots in the field also represent opportunities for
income diversification for farmers and their family mem-
bers. There will be no need to use family labor for low
productivity tasks, and time can be allocated for more
profit-generating activities. Additionally, robots can op-
erate 24/7, allowing more precision on timing of har-
vest, especially for high-value commodities like grapes or
strawberries.
Quantifying Robots’ Impact on Poverty
There are sunk cost and entry cost into any market (Sutton
1991). Evidence shows that sunk costs may contribute to
either an increase or a decrease in industry concentration,
depending on how the cost components are distributed. If
entering into a market with certain technologies requires
significant investment, it could be a factor that discourages
market entry, resulting in exclusion. Governments have to
find innovative ways to make market entry easier.
In an ongoing study, researchers ran a simulation exercise
to quantify the impact of technology on poverty.2 Using a
generic weed-picking robot, they applied the effects of labor-
saving technologies to crop producers. Such a robot costs
$10,000 or an average of annual cost of $3000 for a five-year
life expectancy or an hourly rental of $0.07. Potentially, the
weed-picking robot could work 61,320 h annually. Labor re-
quirement for manual weeding would have taken 377 people
per hectare per hour.
Using 2013 as a baseline, the researchers ran a dynamic
multi-country, multi-sector general equilibrium model, MI-
RAGRODEP (Agrodep 2013).3 The researchers simulated
a labor-saving technological shock (not a total factor pro-
2Laborde and Torero (in progress). “The Effects of Digitalization.”
3MIRAGRODEP is a new version of the MIRAGE model of the world
economy.
ductivity shock) on all crop producers looking at increases
in services costs (renting of the robot), decreasing required
amount of hired labor, reducing the amount of household
labor, and how this affects cost structure, labor demand, and
services demand. Finally, they assessed the effects on wages,
input and output prices, and poverty impacts using the $1.90
Purchasing Power Parity poverty line.
A preliminary simulation assuming a 20% labor
productivity-saving technology was run for two scenarios.
Scenario 1 was “exclusive” technologies, which meant the
productivity shock affected the whole agricultural sector,
but not the smallholders. Therefore, poor people would
benefit from higher wages (potentially) and lower food
prices. Scenario 2 was “inclusive” technologies, and the
productivity shock could include the smallholders. In this
case, smallholders would benefit from the productivity gains
for their own production.
As shown in Fig. 8, there were important reductions in the
number of poor people in both scenarios, because of the labor
productivity shock, resulting from the use of automatization.
But the reductions were significantly higher for inclusive
technologies. Notwithstanding important assumptions be-
hind these simulations, the results clearly indicate that there
is a lot of potential for these new labor-saving technologies,
and that it is extremely important they reach smallholders.
Unlike in the past, it is possible to be inclusive since there is
a significant opportunity for “adoption at scale.”
Challenges
It is worth reiterating a number of challenges that need to
be overcome to ensure digital technologies are innovative,
efficient, and inclusive.
• Innovation for smallholders. It is essential to provide
useful and relevant information and knowledge to users.
Providing access to the technology is of course important,
but it would be rendered useless, if the content cannot be
adapted by smallholders.
• Energy supply. Countries must focus on sourcing energy
supply for robotics at scale. Renewable energy, especially
solar energy with its consistently declining prices, have a
vital role to play.
• Value chain. As jobs are created and eliminated with
the advancement of digital technologies, agriculture value
chains must be developed to harness their benefits and
create higher-wage jobs, as previous laborers become
managers of machinery. It provides an ideal opportunity
to minimize inequalities and develop human capital.
• Connectivity. Robotics innovation requires the right in-
tellectual property system. Governments must also put
regulations in place to reduce the risk of oligopoly. New
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Fig. 8 Labor-saving technologies can help reduce the number of poor people. Source: Laborde and Torero (work in progress)
connectivity should protect data collected on the farm.
Cyber-security concerns for farm robots should be ad-
dressed.
• Complements. Governments must invest in developing
human capital, policy and accountable institutions to lay
the foundation for smallholders and rural households to
participate in a new digital economy.
• Capabilities. Fighting illiteracy is a key strategy in the
effort to promote inclusive digital revolution. Without in-
vesting in human capital, especially quality education and
integration of women in the workforce, it is not possible to
minimize exclusion. Upward inter-generational transfer of
knowledge is an option that has been tested successfully
in different regions.
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Abstract
Artificial intelligence implemented in a great diversity
of systems, such as smartphones, computers, or robots,
is progressively invading almost all aspects of life. Ed-
ucation is already concerned by this revolution, as are
medicine or care for elderly people. Education is in-
deed a special case, because it is fundamentally based
on the relationship, involving love and emotions as well
as knowledge, between a fragile child and an adult. But
teachers are becoming rare and education expensive: The
Earth demography is here an economical challenge. We
examine some of the various modalities of teacher substi-
tution, companionship or computer-resources which are
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already experimented, and discuss their ethical aspects.
We conclude on the positive aspects of computer-aided
education, which does not substitute the teacher, but may
help and provide continued professional development.
Keywords
Education · Emotions · Children · Adults · Love ·
Knowledge relationship · Robots
Introduction
In 2017, Sir Anthony Seldon, specialist of education, vice-
Chancellor of the University of Buckingham (UK), proph-
esized that within a decade: “ . . . intelligent machines that
adapt to suit the learning styles of individual children will
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soon render traditional academic teaching all but redundant
[ . . . ]. They will learn to read the brains and facial expres-
sions of pupils, adapting the method of communication to
what works best for them” (Bodkin 2017). As the digital
world, supported by the seemingly endless developments
of artificial intelligence, data collection and mining, pro-
gressively invades all sectors of private and public life, will
education resist to this invasion, or benefit from it? Indeed,
since over two millennia, schooling has been based on a
face-to-face relation between a teacher and the student. Will
robotics make outdated this traditional vision, at an epoch
when the amount of mass education is required on Earth at
an unprecedented scale? Is this perspective a fantasy, a likely
nightmare or an interesting evolution?
First, we discuss in general terms the hopes and changes
which these perspectives could offer, while having been ex-
plored since barely a decade. Second, we address the simplest
issue, dealing with the use of robots as pedagogical tools,
with the specific goal to introduce the pupils to computer
science. Third, we enter into the hot question of “robot
teachers,” analyzing the diversity of situations and current ex-
periments and research which can be considered under such
a broad and somewhat provocative expression associating
“teachers” and “robots”: it may span from a simple machine,
designed to help a human teacher, to a full humanoid substi-
tute of the teacher. At this point, it is necessary to introduce
an ethical discussion, since one must consider the fragility of
the child, exposed for instance to the possibility for a robot
“to read the child’s brain and face.” Finally, we try to focus on
the most promising and probably most realistic contribution
of artificial intelligence to education, namely the computer-
aided education, understood in a less revolutionary sense than
the existence of humanoid robot teachers.
We shall observe that actual implementations to-date are
only beginning, and research on their impacts very limited.
Hence, our conclusions will be careful and probably fragile.
Emerging Needs, Hopes, and Threats
Since over two millennia, education at school is based on
a face-to-face relation between the teacher and the student.
The person-to-person dialog between Socrates and Menon
happens today in classes at a different scale, with tens,
hundreds, or even more pupils in the class, but a “verti-
cal” transmission of knowledge remains the general rule of
primary and secondary education. Worldwide, teachers are
trained for this purpose and implement their pedagogy in this
context. Is this the most efficient way to transmit knowledge
and to prepare the youth to read the present world and be
ready for its future? Various attempts to explore alternate
ways of improvement have been made, based on more or less
empirical hypothesis on the learning process. Since several
decades and following John Dewey’s ideas (1859–1962), an
inquiry pedagogy,more “horizontal” andmaking the students
more active, has developed. Neurosciences developments
with Stanislas Dehaene are supporting the early intuitions of
Maria Montessori (1870–1952), Lev Vygotski (1896–1934),
and Jean Piaget (1896–1980), for a better respect of the stages
which characterize the cognitive and physical development of
the child (Dehaene 2018). Our own effort since 1996 on early
science education with La main à la pâte has been inspired
by these pedagogies (Charpak et al. 2005).1 Recently, the
scheme of “flipped (or inversed) classroom” (classe inver-
sée) has become popular and begins to be implemented in
various countries,2 especially in higher education. There, the
autonomy of the learner is stimulated, while the teacher is
considered as a support, answering the questions and leading
discussions.
Breaking the passivity of the “purely listening” (and of-
ten bored!) student is considered essential for an efficient
learning of a foreign language: hence language laboratories
have been among the first to replace, for some activities,
the teacher by a machine. More recently, computers and
tablets have emerged in the classrooms as teaching aids,
and specific software becomes available to teachers of all
disciplines. Geometry benefits from visual tools, geography
from Google Earth, language from orthographic correction
and voice helpers, etc.
With the advent of the digital revolution, progressively
impacting all sectors of human activities and professional
practices, an unescapable question emerges: will teachers
disappear, or have to adapt to completely new schemes of
professional activity? The physician profession is interesting
to observe. In its practice, the personal relation with the
patient, as for teachers, has always been considered essential.
Yet, the profession is currently confronted to this same ques-
tion and already encounters significant evolutions, such as
telemedicine, robotics helpers . . . Similarly, the magnitude
of aging population in China or Japan already leads to some
care-taking robots for old people, a case which is not without
some similarities with the issue of teaching.
Some relatively significant impacts on classroom prac-
tices are already perceivable: students have an unlimited ac-
cess to information through Internet; collaborative work be-
tween schools across a country, or even worldwide, becomes
common practice, especially on universal issues like sustain-
able development or climate education;3 special education
for children with dyspraxia draws on digital resources,4 etc.
1See also (in English) www.fondation-lamap.org
2https://en.wikipedia.org/wiki/Flipped_classroom
3For example the networks organized by various organisations such as
La main à la pâte, Scholas Occurentes, Eco-schools, etc. (see Battro et
al. 2017).
4In France, inspired by S. Dehaene, the ‘Cartable fantastique’ (The
fantastic schoolbag) https://www.cartablefantastique.fr/
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Looking further into the future, several factors may in-
dicate that a massive evolution of the classical schooling
methods may come or will even be forced to happen. The
cost of education may be the dominant factor. In a devel-
oped country such as France, the current offer of primary
and secondary education—up to ages 16–18—to the whole
of an age class represents over 10% in the budget of the
nation. The goal of “equal access to quality education” is
included as one of the 17 Sustainable Development Goals
of the United Nations,5 promulgated in 2015. Yet, attaining
worldwide this goal seems entirely out of prospect during
the next decades. It would need adding 20.1 million primary
and secondary school teachers to the workforce, while also
finding replacements for the 48.6 million expected to leave
until 2030, because of their retirement, or the end of a tem-
porary contract, or the desire to pursue a different profession
with better pay or better working conditions (UIS 2016).6
On top of the costs themselves, which yet maintain mediocre
salaries for teachers, the supply and quality of these teachers
remains a central problem, almost everywhere. In France,
the traditional status of public teachers as selected “expert”
civil servants is no longer sustainable for mathematics or
English teachers in secondary schools, and other schemes
of recruitment, with a lesser guarantee on quality, are being
implemented. In Africa especially, the demographic pressure
in the coming decades is preparing a difficult challenge for
schooling, which itself is a necessary condition for economic
development and adaptation to climatic changes. Therefore,
in developing countries, if cheaper methods, such as lessons
through Android smartphones, become available to access
the knowledge, it is likely that the poorest parents will use
the cheapest means, while families with sufficient resources
will continue to choose human teachers for their children
whenever possible. The universal extension ofWi-Fi connec-
tions, with local substitutes, in case of unavailability, which
are capable to store large data bases, creates an entirely new
context, not free of commercial interests.
It is therefore worthwhile to explore more in depth the
perspectives which robotics and computers may offer to these
challenges. Moreover, observing how schooling is becoming
a business in some developing or emerging countries, the
commercial potential of education needs, if seized by actors
mastering the digital tools at large scale, may become a
reality, with all the questions it raises on quality, equity, and
ethics.
People seem to be worried about the use of robots in
schools. In 2012, a European survey of public attitudes
(European Commission 2012) to robots over 27,000 persons
reached interesting conclusions. In great majority, European
citizens are not opposed to the use of robots, in case of
5https://sustainabledevelopment.un.org/
6‘Education for people and the planet’, UNESCO 2016.
manufacturing or various domestic uses. On the opposite,
60% consider that robots should be banned from the care of
children, 34% that they should be entirely banned from the
field of education, while only 2% thought robots could be
used in education, namely schooling. Similar attitudes are
observed towards health care, care of children, elderly, or
disabled persons, i.e., human tasks. Either pros or cons, are
these attitudes justified?
We place the present discussion in a slightly broader frame
than the mechanical robots and extend it to the possible
roles of computer-based artificial intelligence in education.
Indeed, there exists a continuum from the latter to the former,
and technology is constantly opening new combinations of
soft- and hardware. As a matter of fact, the term “computer
aided education” goes beyond “robotics” itself (Cigi 2013).
This broad frame may be addressed with the goal to totally
or partially replace the teachers by robots, a discussion well
introduced by Amanda Sharkey (2016), from whom we bor-
row several points, referring to her abundant and up-to-date
bibliography.
A Simple Case: Robots as Pedagogical Tools
In primary and secondary schools, science and technology
lessons are already exploiting robotics as a rich pedagogical
tool. Since 2008, the robot Thymio II,7 developed at the Ecole
Polytechnique Fédérale in Lausanne (Switzerland), provides
a combination of robotics and programming, in order to
introduce children to the digital world. La main à la pâte
in France has developed extensive modules, named “1, 2,
3 . . .Codez” helping primary school teachers to introduce
robotics, from age 5 upwards.8 These modules, introduced in
2014, are disseminated with a great success among teachers.
Observing teachers and children in the thousands of classes
which are using worldwide these teaching aids,9 some inter-
esting conclusions are reached:
• First, children at all ages find robots attracting and exciting
their curiosity.
• Young children progressively learn the difference between
“alive” and “not-alive,” comparing the robot with animals
or plants. Qualifying the robot as “intelligent” and having
themselves programmed it, they explore the meaning of
human intelligence.
• Programming a robot for a specific task, then letting it
act, explores the benefits of mistakes and errors, without
7https://www.generationrobots.com/en/179-educational-robot-thymio





any value judgment or cognitive risk for the student.
As machine learning, it can be repeated at no cost and
introduces the teacher to the use of more sophisticated
machine learning if so wished.
• Equally interesting is the combination offered there be-
tween a physical object (the robot) and a logical set of
instructions (the program). The former is submitted to
the constraints of the physical world (e.g., the size of the
roomwhere the robot moves, the friction on its wheels, the
battery . . . ), while the latter is only constrained by logics
and eventually mathematical rules. The fertile difference
between an error and a physical approximation or uncer-
tainty may then be introduced to students.
• Programming the robot offers an introduction to encoding
with a rich combination of variables, sequences, pro-
gramming events, and feedback. This is a first and early
introduction to computer science. Some ethical aspects
may also be introduced and discussed in the classroom:
who should make a decision, the machine or the child?
To conclude this point, the use of robotics in classroom,
combined with computer science and eventually electronics,
is a straightforward and creative way to teach technology
within the aggregate called STEM (Science Technology En-
gineering Mathematics).
Robot Teachers: A Diversity of Possible
Roles?
Education among humans, as among some species within
the animal world, begins with imitation. In parallel with im-
itation, a person-to-person relationship is established, which
begins at the infant stage with the use of symbolic language.
The act of teaching, its specific characters when exercised by
humans, the complex interactions between the mind of the
teacher and one of the pupils have been extensively studied,
and cannot be developed here (Ziv et al. 2016; Strauss 2016).
In principle, the question of an eventual “robot teacher”
should be analyzed within this extremely complex context,
especially when it is proposed to replace human teachers by
a humanoid robot, which would fully handle the classroom.
As a first-order approach, I here follow the categories
introduced by Sharkey (2016), who distinguishes: (a) the
“social” robots as a substitute for teacher; or (b) as “a com-
panion and peer”; or finally (c) as a tool for distance learning
with telepresence. Each of these roles deserves a specific
discussion, based on the few published experiences available
today. We shall conclude that considering artificial intelli-
gence (AI) as a potential teaching aid, rather than a full
teacher substitute, seems to be the best direction to explore
and implement, as argued by Rose Luckin and coworkers
from University College London (Luckin et al. 2016). We
observe that such categories, although helpful to sort out the
diversity of uses and their positive or negative aspects, do
not properly cover the great versatility of robots for many
types of applications. The NAO robot, initially developed in
France and currently in Japan,10 seems to be used in many
different instances: companion, game partner, attendance of
a sick person, education, teaching aid for disabled, etc.
Robots as a Full Substitute to Teachers
Saya is a female humanoid robot developed in Japan. Its
facial mobility allows to express emotions (anger, joy . . . ).
The techniques are similar to the ones developed for sexual
robots (Levy 2007),11 of which there already exist some
presentations on Internet. Using robots to replace teachers
in the classroom would require demonstrating the necessity
and efficiency of such decision. As Sharkey notes, robots can
be useful when special risks are affecting tasks carried by
humans, such as dangerous environments or need for very
fast decisions. Teaching is free of such risks. The heart of
a positive interaction between the teacher and the student
lays in the ability of the former to “read the mind” of the
latter, hence to efficiently accompany the emotions as well
as the acquisition of knowledge and know-how. Sharkey also
argues that there exist to date no evidence showing that a
robot, acting “alone” as a full teacher’s substitute, can better
understand what happens in the children’s mind. Research
may clarify this point in the future.
Many jobs done by humans today are transformed into
robotics tasks for economic reasons, provoking at least tem-
porarily an employment crisis, without a compensating cre-
ation of jobs.Would a similar evolution be conceivable for the
teaching profession, which suffers from a recruitment crisis
in many countries? At the moment, the available evidence
does not show that robots could outperform humans in a
teaching role, neither that they would be cheaper than a
teacher.
Robots as Companions for Learning
As a fully humanoid teacher seems a fantasy at the moment,
some tasks in the classroom could nevertheless evolve, by
using robots with a gradation in complexity and interactiv-
ity. We mention Elias Robot for young learners, focused
on language acquisition and based on the already men-
tioned humanoid NAO, which today appears as the most
10The French designed NAO robot has been sold to the Japanese com-
pany SoftBank Robotics in 2016: https://www.softbankrobotics.com/
emea/en/nao. See also https://fr.wikipedia.org/wiki/NAO_(robotique)
11See also https://fr.wikipedia.org/wiki/Robot_sexuel
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advanced robot for classroom. Elias is being tested in Finnish
schools (Reuters 2018). In Chinese kindergarten, the semi-
humanoid robot Keeko is used “to help children solve log-
ical problems.”12 Another robot, Tega, is so described: “A
smartphone-based robot, Tega serves as a classroom learning
companion for younger kids. The interactive robot asks stu-
dents to complete tasks, monitors their success, and provides
feedback. Tega’s shape and skin mimics that of a stuffed
animal, which many young students find appealing and non-
threatening” (Lynch 2019).
The Avatarmond iPal Robot family is advertised as fol-
lows: “Under the supervision of a teacher, iPal can aid in
lessons by presenting educational content in an engaging
manner that supports social development and encourages
interest in science and technology” (Nanjing AvatarMind
Robot Technology 2017).
Two English-speaking Robovie robots have been tried
in a Japanese elementary school, interacting with fifth and
sixth grade pupils. The children wore an RFID tag, allowing
the robot to identify them (Kanda et al. 2004). A further
experiment, done by the same team, simulated attachment,
progressing with time, of the robot to individual students. In
this experiment the robot would learn some particularities of
a child, like the name, or give him a “secret.”
Another experiment has been reported in an English lan-
guage school for Japanese children, with the idea that chil-
dren would attach to the robots and be able to actively
teach some verbs to them (Tanaka and Matsuzoe 2012). The
reported gain in efficiency is not clear.
Irobi, made in South Korea and very successful in Asia,
is a 7 kg semi-humanoid robot, Palk (2010) explains: “For
children, Irobi is like a nanny. It speaks (1000 words), sings,
expresses feelings by its movements. It can learn English.”
Engkee is a robot “teacher” for English lessons, implemented
in South Korean classrooms since 2010.
The EuropeanCommission has been supporting a research
program (2016–2018) named Second Language Tutoring Us-
ing Social Robots.13 Initiated in the Netherlands, it provides
students with a “companion robot” (Fig. 1), in order to
help language acquisition, especially for immigrant Turkish
population.
All these systems would deserve detailed research to
understand their potential effects, but one cannot escape the
feeling that, by resembling sophisticated dolls rather than
humans, they are based on a quite naïve vision of the child’s
relation to other children.
At the university level with much older students, the
robot Jill, based on IBM’s Watson system (open multicloud
12See https://www.youtube.com/watch?v=jppnAR1mtOw
13See EU Commission Horizon 2020 Research project L2TOR: http://
www.l2tor.eu/. This site offers a rich and recent bibliography of the
research findings.
platform), has been developed by the Georgia Institute of
Technology to teach a graduate course online throughout the
world. Jill’s creator Ashok Goel observes that the students, at
least in the beginning, did not even notice they were dealing
with a robotic teaching assistant (TA). Here is the analysis,
possibly over-optimistic, given by Tim Sprinkle 2017, from
the American Society of Mechanical Engineers: “Jill was an
incredibly effective teaching assistant. She answered student
questions within minutes, no matter when they contacted her.
She offered in-depth answers to a wide range of complex
queries. She was generally more accessible, more personal,
and more upbeat than any human could ever be. The class
rolled through half a semester before Goel gave up Jill’s
real identity. Since then, he’s used the AI system in a few
other classes and has noticed that, beyond helping with
his workload, Jill also improves the overall student experi-
ence, making for better, more effective, and more engaged
learning.”
Telepresence and Teaching
Within the continuum between full substitutes and aided
teaching, the telepresence robots represent an intermediate
step, in the sense that they are operated by humans—students
or teacher—at a distance, to interact with a remote classroom.
In Korea, the EngKey robot is being used for distant English
lessons. An experiment has been made to remotely help
teachers in the Philippines, in order for them to teach their
South Korean students.
One may question whether this is more efficient than a
straight Skype communication with the teacher telepresence?
Robots in Special Education
Robots could be considered as a kind of “exoskeleton,” where
disabilities which may hinder an access to education, would
be helped by the use of a robot (Virnes 2008). The above-
mentioned NAO robot is used to help Alzheimer patients or
educate autist children.
Ethics and Teacher Substitutes
When facing the endless blossoming of robotic technologies,
the way their apparently costless or cheap access is develop-
ing along a new and often hidden capitalistic model, when
observing their potential impact on education, the words of
Pope Francis in the Encyclical Letter Laudato Si′ come to
mind. After reminding that “it is right to rejoice in these
advances [of technical prowess] and to be excited by the
immense possibilities which they continue to open up before
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Fig. 1 A child with a L2TOR
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us [102],” Francis, quoting Romano Guardini’s book The
End of the Modern World, warns on the “ironclad logic” of
technology: “The effects of imposing this model on reality as
a whole, human and social, are seen in the deterioration of
the environment, but this is just one sign of a reductionism
which affects every aspect of human and social life. We have
to accept that technological products are not neutral, for they
create a framework which ends up conditioning lifestyles and
shaping social possibilities along the lines dictated by the in-
terests of certain powerful groups. Decisions whichmay seem
purely instrumental are in reality decisions about the kind of
society we want to build.” And later: “Isolated individuals
can lose their ability and freedom to escape the utilitarian
mindset and end up prey to an unethical consumerism bereft
of social or ecological awareness [219].”
Using a different tone, Ashok Goel, quoted by the Amer-
ican Society of Mechanical Engineers (Sprinkle 2017) and
already mentioned above with his robot Jill, recognizes the
need to personalize all the tutoring and teaching: “to get there,
technology [i.e. Jill and other robots] needs to become more
human”. What does it mean for education, in order to remain
human?
In her excellent paper, Sharkey develops an in-depth anal-
ysis of the ethical concerns about robot teachers, covering the
various uses mentioned above (Sharkey 2016).
• First, she discusses the threat to privacy, with robots
exerting personal surveillance, collecting personal data on
children, monitoring teacher performance or classroom
activities. To assess performance of children, emotions
could be assessed with various sensors, measuring facial
expressions or physiological reactions. The results may
be used without control of the parents or imposed on
them as criteria for judging their child’s behavior. When
undertaken with research aims, such actions could be done
with adequate ethical protocols,14 but their generaliza-
tion may easily turn into a “Panopticon” to control the
classroom and even to provide data for commercial pro-
duction of educational material. Telepresence robots may
even convey data escaping from the country where they
act.
• Second, Amanda Sharkey analyses the illusion or rather
the postulate, which assumes that a robot is able to relate
to humans. She discusses the attachment and deception
children may encounter when, dealing with robots, they
loss real human contact. The concept of uncanny valley
seems appropriate here, as it is depicting the emotional re-
sponse of humans to an object which appears more or less
undistinguishable from the reality of a human person.15
Exposing children to the robot NAO and others, Kimberly
Brinks (Living Lab Program, University of Michigan)
has explored how 240 youngsters, age 3–18, eventually
trust a robot and feel at ease (Kim 2018; Brink et al.
2017).
• Third, the question of control and accountability is ad-
dressed. If a robot takes, partially or totally, the role of a
teacher, it would have to exert such functions as authority,
empathy, reward, and eventually punishment. How would
children react to such behaviors coming from a machine?
how far would the machine be “authorized” to act?
Similar questions may emerge on the robot-soldier.
Some arguments are given in favor of its use, claiming
that a robot behavior might be more “ethical” than human
reactions (?).
14Key Laboratory for Child Development and Learning Science, Nan-
jing (China). During the period 2005–2015, this laboratory has carefully
developed a research protocol to measure young student’s emotions
while learning in the classroom.
15The long discussion appearing in the following reference shows the
actuality of this concept, in light of the efforts of technology to ‘become
more human’. See: https://en.wikipedia.org/wiki/Uncanny_valley
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It is worth quoting here Chrystof Heyns, the United Na-
tions special rapporteur on extrajudicial, summary or arbi-
trary executions. He argues against the use of autonomous
robots to make lethal decisions on the battlefield. His reason-
ing is that robots “lack human judgement, common sense,
appreciation of the larger picture, understanding of the inten-
tions behind people’s actions, and understanding of values
and anticipation of the direction in which events are unfold-
ing” (Heyns 2013). Several of these arguments apply as well
to a robot-teacher, which would most likely lack the ability
to understand the complexity of children behavior and moral
background. In addition, even a good programming might
not avoid all kind of biases which may lead to unequitable
treatment of students (color of skin, accent and language,
weak disabilities, parental and cultural heritage, etc.).
Similar questions may be raised for a companion robot, or
for the telepresence robot, although in the latter case a human
presence is making decisions at distance.
AWay for the Future: Computer-Aided
Instruction
Analyzing the economical perspectives in developing coun-
tries confronted to the digital revolution, Jeffrey Sachs an-
alyzes the key sectors of economy and lists the potential
effects of this revolution. Considering education, he states:
“Education [will see] a major expansion of access to low-
cost, high-quality online education, including online curric-
ula, online monitoring of student progress, online teaching
training, “connected classrooms” via videoconferencing, and
distance tutoring” (Sachs 2019, p. 162). Von Braun and
Baumüller equally addresses education and knowledge as a
domain where artificial intelligence and robotics could re-
duce poverty and marginalization (von Braun and Baumüller
2021, Chap. 7 this volume).
There is, and will be, a very broad range of ways to
use algorithms and computers to help the learning process,
complementing the classical face-to-face classroom or audi-
torium. All kinds of software,16 some using artificial intelli-
gence, are already available to help visualize the solving of
mathematical problems, such as GeoGebra. Others are simu-
lating phenomena in astronomy,17 physics,18 or chemistry.19
Complexity of climate change is modeled in an accessible
way to help teachers with lecturing or classroom discus-
16See https://listoffreeware.com/list-of-best-free-math-software/







sions.20,21 This use of software is an extremely rich field
which rapidly develops, greatly helping teachers at all levels
if they are properly trained to use these tools with a critical
mind.
Massive Open On-line Courses (MOOC) represent an-
other aspect of computer-aided education (Wikipedia last
updated 2020). Although versatile in use, and able to ensure a
broad dissemination, one should not underestimate their cost
of development andmonitoring. For example, theClass’Code
MOOC offered in France since 2016 by the Institut national
de recherche en informatique et automatique (INRIA), in
cooperation with La main à la pâte, aims at students aged 8–
16, in order to initiate them into the process of computer sci-
ences (machines, algorithms, information, programs). This
has to-date reached about 3000 students, for a non-negligible
investment cost of about 2 MAC, i.e., about 40 years of a
teacher’s salary cost in a developed country.
Websites offering “questions & answers” help to students,
with typical exercises in science and mathematics, may re-
place traditional books with more progressive, case-adapted
algorithms, such as the Socratic application, now offered by
Google.22
Smartphones already exist with a variety of sensors and
could accommodate more through USB connections. These
can be used to collect data: simple applications use the smart-
phone accelerometer and can provide useful measurements
of seismicity (app SEISME), others collect information on
biodiversity (app PLANTNET) and there seems to be no limit
on the development of such actions of participative science
(Académie des Sciences 2018).
We are probably observing the emergence of a consid-
erable diversity of learning tools, available on computers
through Internet, but also through smartphones, of easy and
free access, which can profoundly transform the teaching
practice, especially for science lessons in poor areas where
experimental material is rare.
Conclusion
In the classroom, the replacement of teachers by robots could
be extremely diverse in its modalities, from full substitutes
to teaching or learning companions. It is still in infancy and
sufficient research of the impact is not yet available. The
technical possibilities combining artificial intelligence and
20See Climate Change Policy Simulator C-Roads, from the Mas-
sachusetts Institute of Technology. https://www.climateinteractive.org/
tools/c-roads/






teaching needs are probably immense, but the opportunities
and costs of such investment remain today questionable. The
ethical aspects of such developments raise many questions, to
be explored in depth, since children are by essence extremely
vulnerable human beings. Providing tools which better an-
swer human expectations, especially those of students, is
quite different from building a “conscious” robot which is
designed to be exactly like a human.
Facing these limitations and words of caution, the needs to
develop education worldwide are so pressing, and their cost
implies such a small probability to be fully covered during
this century, that any reasonable solution which benefits from
these technological advances will become helpful, especially
in the broad area of computer-aided education.
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Abstract
There are opportunities but also worrisome trends as AI
is applied in finance, insurance, and real estate. In these
domains, persons are increasingly assessed and judged by
machines. The financial technology (Fintech) landscape
ranges from automation of office procedures, to new ap-
proaches for storing and transferring value, to the granting
of credit. The Fintech landscape can be separated into “in-
crementalist Fintech” and “futurist Fintech.” Incremental-
ist Fintech uses data, algorithms, and software to comple-
ment professionals who perform traditional tasks of exist-
ing financial institutions. It promises financial inclusion,
but this inclusion can be predatory, creepy, and subordi-
nating. These forms of financial inclusion undermine their
solvency, dignity, and political power of borrowers. Futur-
ist Fintech’s promoters claim to be more equitable, but are
likely to falter in their aspiration to substitute technology
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for key financial institutions. When used to circumvent or
co-opt state monetary authorities, both incrementalist and
futurist Fintech expose deep problems at the core of the
contemporary digitization of finance.
Keywords
Artificial intelligence · Finance · Insurance · Real
estate · Fintech · Privacy · Employment
Introduction
The financial technology (“fintech”) landscape is complex
and diverse. Fintech ranges from automation of office pro-
cedures once performed by workers, to some genuinely new
approaches to storing and transferring value, and granting
credit. Established and start-up firms are using emerging data
sources and algorithms to assess credit risk. And even as
financial institutions are adopting some distributed ledger
technologies, some proponents of cryptocurrency claim that
it “changes everything” and will lead to a “blockchain revo-
lution.”
For purposes of this paper, I will divide the fintech land-
scape into two spheres. One, incrementalist fintech, uses
new data, algorithms, and software to perform classic work
© The Author(s) 2021
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of existing financial institutions. This new technology does
not change the underlying nature of underwriting, payment
processing, lending, or other functions of the financial sector.
Regulators should, accordingly, assure that long-standing
principles of financial regulation persist here. I address these
issues in Part I below.
Another sector, which I deem “futurist fintech,” claims to
disrupt financial markets in ways that supersede regulation,
or render it obsolete. For example, if you truly believe a
blockchain memorializing transactions is “immutable,” you
may not see the need for regulatory interventions to promote
security to stopmalicious hacking or modification of records.
In my view, futurist fintech faces fundamental barriers to
widespread realization and dissemination. I address these
issues in Part II below.
Incrementalist Fintech: The Problems
of Predatory, Creepy, and Subordinating
Inclusion
Over the past decade, algorithmic accountability has become
an important concern for social scientists, computer scien-
tists, journalists, and lawyers. Exposés have sparked vibrant
debates about algorithmic sentencing (van Dam 2019). Re-
searchers have exposed tech giants showing women ads for
lower-paying jobs, discriminating against the aged, deploy-
ing deceptive dark patterns to trick consumers into buying
things, and manipulating users toward rabbit holes of extrem-
ist content (Gibbs 2015; Angwin et al. 2017; Warner 2019).
Public-spirited regulators have begun to address algorithmic
transparency and online fairness, building on the work of
legal scholars who have called for technological due process,
platform neutrality, and nondiscrimination principles (Citron
2008; Pasquale 2008, 2016).
Establishment voices have hailed fintech as a revolution-
ary way to include more individuals in the financial system.
Some fintech advocates advocate radical deregulation of their
services, to enable their rapid entry into traditional banking
markets. However, there is a risk of the fintech label merely
masking “old wine in new bottles.” The annals of financial
innovation are long, but not entirely hallowed (FCIC 2011).
When deregulatory measures accelerated in the late 1990s
and early 2000s, their advocates argued that new technology
would expertly spread and diversify risk. However, given
biases in credit scores based on “fringe” or “alternative”
data (such as social media use), even the finreg (finance
regulatory) establishment is relatively comfortable with some
basic anti-bias interventions (Scism 2019).
New quantitative approaches to underwriting and repu-
tation creation have often failed to perform as billed, or
have raised serious normative concerns1 (Pasquale 2015).
Most fundamentally, a technology is only one part of a
broader ecosystem of financial intermediation (Lin 2014,
20152). AI underwriting may feed into a broader culture of
total surveillance, which severely undermines human dignity.
Regulators must ask larger questions about when “financial
inclusion” can be predatory, creepy (as in 24/7 surveillance),
or subordinating (as in at least one Indian fintech app, which
reduces the scores of those who are engaged in political
activity) (Hill and Kozup 2007; Taylor 2019; Variyar and
Vignesh 2017; Vincent 2015).
Limiting the factors feeding into credit decisions is im-
portant, because our current path is toward a “full disclosure
future.” For some fintech firms, everything is fair game. Each
week brings new examples of invasive data collection. Before
they push consumers to accept even more Faustian bargains
for better credit terms, regulators need to decide how far
data collection can go.3 According to one aggrieved worker,
her boss “bragged that he knew how fast she was driving
at specific moments ever since she had installed the app on
her phone” (Vincent 2015). Progressive car insurance offers
discounts for car tracking devices that measure “hard stops,”
among other putative indicators of bad driving.
Nor is this kind of tracking simply a matter of consumer
choice. Once enough people agree to a certain kind of
tracking, refusing it looks suspicious. What have you got
to hide? (Peppet 2015). Moreover, in a market economy, no
firm wants to risk falling behind others by lacking data they
have. The insurer John Hancock gave us an early glimpse
of how the ensuing dynamic plays out. It sells life insurance
to those who will wear FitBits, Apple Watches, or similar
devices (The Guardian Editorial 2018; Senior 2018; Barlyn
2018). Life insurers also want to scour applicants’ social
media accounts, to spot “red flags” for dangerous behavior
(Scism 2019).
We all may be emitting other “tells” that are more grave.
For instance, researchers recently parsed the mouse move-
ments of persons who extensively searched for information
about Parkinson’s disease on Bing (White et al. 2018). This
group—which is far more likely to have Parkinson’s than
the population as a whole—tended to have certain tremors in
their mouse movements distinct from other searchers. These
tremors were undetectable by humans—only computers can
clock the microseconds difference in speed that distinguished
normal from pathological tremors. Thus, there is no defense
1Pasquale (2015) describes search results as a form of reputation cre-
ation (for name searches) that can create serious normative and ethical
concerns.
2Lin (2014, 2015) offer 10 regulatory principles for the new financial
industry.
3For an overview of the issues raised, see Bruckner (2018).
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to such detection—no “privacy enhancing technology” that
can prevent such technology, once developed, from classify-
ing someone as “likely to develop Parkinson’s.” The more
data about troubling fates is available, better AI will get at
predicting them. We may want our doctors to access such
information, but we need not let banks, employers, or others
use it.
All of the scenarios explored above have been hailed as
part of a tsunami of data-driven “financial inclusion.” True,
if financial firms have access to more information about
potential clients, some persons who once would not have
been part of the financial system will likely gain access to
credit. But there is more to life—and public policy—than
consenting transactions among persons and fintechs.Without
proper guardrails, there will be a race to the bottom in both
sharing and behavior shaping, as more individuals compete
for better deals. That would result in a boom in predatory
inclusion (which harms more than it helps), creepy inclusion
(which gives corporate entities a voyeuristically intimate look
at our lives), and subordinating inclusion (which entrenches
inequality by forcing people to maintain the same patterns
of life that resulted in their desperation in the first place).
Lawmakers should discourage or ban each of these types of
“inclusion.”
Predatory inclusion is a concept with a long history
(Seamster and Charron-Chénier 2017). Credit enables, while
its shadow side (debt) constrains. When those desperate for
opportunity take on a heavy loan burden to attend training
programs of dubious value, the latter effect predominates.
The rhetoric of uplift convinces too many that more learning
is a sure path to better earning power. Fly-by-night, for-profit
colleges take advantage of their hope (McMillan Cottom
2018). They peddle a cruel optimism—that the future has
to be better than the past (Berlant 2011; Blacker 2013;
McGettigan 2013; Newfield 2016).
The same principle also applies to “creepy inclusion.” AI
(and the data collection it is now sparking) allows lenders
to better microtarget vulnerable consumers (Upturn 2015;
Mierzwinski and Chest 2013). A sophisticated firm might
notice a parent in December rapidly re-ordering toy options
by price, and may track their phone as they walk from store
to store without buying a child’s present. “Vulnerability-
based marketing” may even enable the ad to be timed, at
the very point in the day when despair is most likely to
set in. A bright blinking message “Let our credit save your
Christmas!” may be well-nigh irresistible for many strapped
parents. This vulnerability-based marketing will only get
worse with the spread of 24/7 tracking hypothesized above.
This is one reason I would call the offer of better credit terms
in exchange for nonstop cell phone tracking, archiving, and
data resale a prime example of “creepy inclusion.” (Kotsko
2015; Tene and Polonetsky 2014).
If a boss asked an employee if she wouldmind him trailing
her twenty-four hours a day, seven days a week, the feeling
of threat would be imminent. She might even be able to get a
restraining order against him as a stalker. A cell phone tracker
may seem like less of a threat. However, the use and re-use of
data creates distinctive and still troublingmenace. Creepiness
is an intuition of future threat, based on a deviation from the
normal. Normal experience is one of a work life distinct from
home life, and of judgments about us being made on the basis
of articulable criteria. Creepy inclusion disturbs that balance,
letting unknown mechanical decision makers sneak into our
cars, bedrooms, and bathrooms.
Of course, at this point such surveillance demands are rare.
Financial sector entrepreneurs brush aside calls for regula-
tion, reassuring authorities that their software does not record
or evaluate sensitive data like location, person called, or the
contents of conversations.4 However, metadata is endless,
and as seen with the example of the hand tremors predicting
Parkinson’s, can yield unexpected insights about a person
(ACLU 2014). Moreover, now is the time to stop creepy
inclusion, before manipulative marketing tricks so many
people into bad bargains that industry can facilely assert its
exploitation is a well-established “consumer preference.”
The timing issue is critical, because industry tries to
deflect regulation when a practice first begins, by saying
that it is an “innovation.” “Wait and see how it turns out,”
lobbyists say. But once a practice has been around for a
while, another rationale for non-regulation emerges: “How
dare you interfere with consumer choice!” This cynical pair
of rationales for laissez-faire is particularly dangerous in
data regulation, since norms can change quickly as persons
jostle for advantage (Ajunwa et al. 2017). Uncoordinated,
we can rapidly reach an equilibrium which benefits no one.
Cooperating to put together some enforceable rules, we can
protect ourselves from a boundless surveillance capitalism
(Zuboff 2019). For example, some jurisdictions are begin-
ning to pass laws against firms “microchipping” workers by
subcutaneously injecting a rice-sized sensor underneath their
skin (Polk 2019).5 Others are beginning to require operators
of AI and bots to disclose their identity (Pasquale 2017).
That project of self-protection is urgent, because “subor-
dinating inclusion” is bound to become more popular over
4For an example of this kind of distinction, note the assurances from one
such firm in Leber (2016).
5Some “supporters argue that these are ill-informed concerns, easily
addressed with information about the safety of the devices, and how
they will and will not be used. They contend that chipping is really no
different than having employees carry around electronic access cards
that are used for entry into buildings and purchases at the company
cafeteria, but with significant advantages of convenience and security
because employees can’t forget their chip, lose it, or have it stolen.”
(Polk 2019). However, an access card is not injected into a person’s
body. The potential for a “Stockholm Syndrome,” or what Sacasas calls
the “Borg Complex,” is strong. See, e.g., Metz (2018), Sacasas (2013).
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time. Penalizing persons for becoming politically involved—
as firms in both India and China now do—further entrenches
the dominance of those who provide credit over those in need
of it. The rise of what some call “vox populi risk (Citi 2018)
”—including the supposed “danger” of persons demanding
corporations treat them better—will provokemore executives
to consider the political dimensions of their lending. Firms
may well discover that those who get involved in politics, or
sue their landlords for breach of a lease, or file a grievance at
work, are more likely to contest disputed charges, or are even
more likely to default. But such correlations cannot inform a
humane credit system. They set us all on a contest of self-
abasement, eager to prove ourselves the type of person who
will accept any indignity in order to get ahead.
While predatory, creepy, and subordinating inclusion are
objectionable on diverse grounds, they all clarify a key prob-
lem of automation. They allow persons to compete for ad-
vantage in financial markets in ways that undermine their
financial health, dignity, and political power. It is critical to
stop this arms race of surveillance now, because it has so
many self-reinforcing internal logics.
Fallacies of Futurist Fintech
Though sober reports from the World Economic Forum
(2017), Deloitte, and governmental entities accurately
convey the problems and opportunities posed by the
incrementalist side of fintech, much of the excitement
about the topic of financial technology arises out of a more
futuristic perspective. On Twitter, hashtags like #legaltech,
#regtech, #insurtech, and #fintech often convene enthusiasts
who aspire to revolutionize the financial landscape—or at
least to make a good deal of money disrupting existing “trust
institutions” (e.g., the intermediaries which help store and
transfer financial assets).
Finance futurism fits with broader industry narratives
about the role of automation in transforming society. Cap-
tains of finance capital have long aspired to automate work.
Machines don’t demand raises or vacations. They deliver
steady returns—particularly when protected by intellectual
property law, which may forbid competitors from entering
the market. The “dark factory”—so bereft of human workers
that not even lights are needed in it—is a rentier’s dream.
Finance has long demanded that factories increase their pro-
ductivity via better machinery; now it has turned the tools
of automation on itself. An upper echelon of managers and
traders has displaced analysts, accountants, and attorneys
with software. Ordinary investors fleeing fees are opting
for “set-it-and-forget-it” index funds, which automatically
allocate money to a set list of stocks and bonds. “Robo-
advisers” present such options via low-key, low-pressure
apps. Bots exchange buy and sell orders. Boards are con-
stantly pressuring management to push “AI” further up the
value chain, replacing managerial judgment with machine
learning. Finance’s self-automation is a familiar ideological
story of capitalism: one of market competition pushing firms
and entrepreneurs to do more with less.
With the rise of cryptocurrency, another ideology—a mix
of anarcho-capitalism and cyberlibertarianism—is strength-
ening this regnant neoliberal model of automation. Imagine
distributed software that allowed you (and those you transact
with) to opt out of using banks altogether. When you buy
something online, a distributed ledger would automatically
debit your account—and credit the seller’s—with the exact
amount of the purchase, recorded in all computers connected
to the network, so that tampering with the common record
was effectively impossible. Now imagine that humble ar-
rangement scaled up to the sale and purchase of equities,
bonds—almost anything. Fees on investing might fall below
even 0.1%—just enough to keep the distributed ledger main-
tained and updated. If the ledger itself could automatically
“pay” those who do its work with tokens valued as money,
perhaps fees could drop to zero.
The system just described is starting to develop. Bitcoin
and other cryptocurrencies function as the tokens described
above, while blockchains serve as the distributed ledgers.
However, its implications are far from clear. Users opt out
of traditional finance for a reason, and simply avoiding wire
transfer fees does not seem like a plausible rationale for tak-
ing on the risks of the new. Using crypto to evade regulation,
sweetens the pot. Critics fear these new “coins” are primarily
a way to grease the skids of a pirate economy of data thieves,
money launderers, and drug dealers (Beedham 2019). The
cyberlibertarian rejoinder is a simple one: people deserve to
do what they please with their assets—tax authorities, court
judgments, or financial regulators be damned.
Finn Brunton’s Digital Cash entertainingly narrates the
stories of soi-disant renegadeswho aspired to set up their own
systems of currency to operate independently from extant
legal systems (Brunton 2019). On the one hand, these would-
be prophets of monetary systems beyond or beside or hidden
from the state, aspire to exist outside the system, ostensibly
because of their disgust with crony capitalism and all its
trappings. On the other, as soon as some of their schemes get
sufficient traction, there is a scramble to convert the “anti-
system” digital assets of pioneering cryptocurrency promot-
ers into safer, more familiar equities, bonds, and interest-
bearing bank accounts.
Brunton offers a “history of how data was literally and
metaphoricallymonetized,” as promoters of digital cash tried
to make digital data about stores of value itself valuable
(Brunton 2019, p. 3). This bootstrapping is reminiscent of the
history of fiat money itself, which arose in part to pay tributes,
taxes, and fees imposed by the state. We can think of the
distributed ledger I described above as data—a representation
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of who has what: of who owes, and who owns. Bitcoins
originate as ways of rewarding those who expended the
computational power necessary to maintain the ledger. What
can make Bitcoins so authoritative, so valuable, that persons
have gladly traded 18,000 U.S. dollars for one of them?
The answer is narrative: the stories we (and our friends,
the media, and our social media feeds) tell ourselves about
how value is created and stored. As Brunton argues, “the
history of digital cash can also show us a particularly vivid
example of the use of money and technologies to tell stories
about the future.” (Brunton 2019, p. 3). Nobel Prize winning
economist Robert J. Shiller has recently highlighted the
importance of “narrative economics” for understanding why
certain conceptions (and misconceptions) of commercial life
come to dominate the thought of policymakers, politicians,
and people generally (Schiller 2019). One critical narrative
step toward cryptocurrency is a negative one: widespread
acceptance of tales of distrust and disillusionment at the
existing financial order. These were not hard to find in the
wake of the Global Financial Crisis (GFC) of 2008. Scores of
books chronicled self-dealing in leading financial firms, and
questioned the wisdom of government interventions. Bitcoin
was announced in late October 2008, and the first entry in its
ledger (the so-called “genesis block”) included a reference to
bank bailouts.
Brunton elegantly recounts a primordial stew of ideas that
encouraged crypto enthusiasts in the decades leading up to
Bitcoin, when alternative currencies were rare and isolated.
He describes isolated “agorists,” who saw every transaction
between individuals without state-sponsored money as a vic-
tory for private initiative over public control (Brunton 2019,
p. 3). Some were inspired by J. Neil Schulman’s 1979 novel
Alongside Night (set in a dystopian 1999 New York beset
by hyperinflation), where “characters move to or inhabit
alternative zones, where they can live outside the emergency,
exacerbate the existing crisis, and return to the changedworld
on the other side of the disaster where their utopia becomes
possible.” (Brunton 2019, p. 178). As contemporary liber-
tarians “exacerbate the existing crisis” of global warming
by pushing deregulation of carbon emissions, the designs of
such agorists seem quite alive today. Rumors about imminent
hyperinflation or currency collapse are as valuable to Bitcoin
HODL-ers (named for a keyboard-smashing typo of a HOLD
order) as they are to hucksters of Krugerrands.
By the end of Digital Cash, Brunton has little patience
for cryptocurrency’s leading success story, Bitcoin: “As of
this writing, it seems to have found a role that perfectly
exemplifies the present moment: a wildly volatile vehicle for
baseless speculation, a roller coaster of ups and downs driven
by a mix of hype, price-fixing, bursts of frenzied panic, and
the dream of getting rich without doing much of anything”
(Brunton 2019, p. 204).
For cultural theorist David Golumbia, by contrast, these
developments are unsurprising. Golumbia tends to critique
computation as reductionist, all too prone to flatten our expe-
rience of education, relationships, and politics into simplistic
categories and ersatz quantifications. His 2009 The Cultural
Logic of Computation chronicled the distortions to human
thought and civic association caused by the overreach of
digitization (Golumbia 2009). The Politics of Bitcoin antic-
ipated an explosion of interest in the troubling adoption of
cryptocurrency by white supremacists, criminals, and frauds
(Burns 2018; Malik 2018).
Well-versed in both critical theory and the philosophy of
language, Golumbia interprets key texts in cryptocurrency
advocacy as cyberlibertarian propaganda. In 1997, Langdon
Winner diagnosed cyberlibertarianism as a linkage of “ec-
static enthusiasm for electronically mediated forms of living
with radical, right-wing libertarian ideas about the proper
definition of freedom, social life, economics, and politics”
(Winner 1997). Libertarian thought tends to derogate govern-
ment as the chief enemy of liberty—rather than recognizing,
as nearly all other political philosophies do, that government
is critical to assuring freedom, since anarchy is little more
than rule by the strongest.
Insights like these serve, for Golumbia, as an Ariadne’s
thread to guide him through remarkably solipsistic, fantastic,
or dense texts. The Politics of Bitcoin is a first-rate work
of what Paul Rabinow and William Sullivan (Rabinow and
Sullivan 1988) have called “interpretive social science,” care-
fully elaborating meaning from a set of contested, murky, or
ostensibly contradictory texts. Building on the work of Lang-
don Winner, Golumbia explains that the core tenet of cyber-
libertarianism is the insistence that “governments should not
regulate the internet” (Golumbia 2016, p. 5). For Golumbia,
the original sin of Bitcoin was its systematic effort to promote
itself as a somehow “safer” alternative than independent
central banks. This anti-system rhetoric had a long history,
including far right groups enraged by the power of the Federal
Reserve, the New Deal, and the civil rights movement.
Golumbia traces linkages between anti-state and pro-
Bitcoin rhetoric in the thought of cryptocurrency advocates.
As he explains early in the work, his purpose is “to show
how much of the economic and political thought on which
Bitcoin is based emerges directly from ideas that travel
the gamut from the sometimes-extreme Chicago School
economics of Milton Friedman to the explicit extremism of
Federal Reserve conspiracy theorists.” (Golumbia 2016, p.
12). Friedman and his monetarist disciples accommodated
themselves to the Federal Reserve (the central bank of the
U.S.), but sought to tightly constrain it. Golumbia reviews the
origins of their ideas, and then describes their appropriation
in the present day.
Like much laissez-faire economic thought, these extreme
ideas’ viral success owes much to their simplicity. Some
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right-wing theorists of money characterize central banking
as a conspiracy where insiders can plot to devalue currency
by printing ever more dollars. Real value, they insist, can
only be measured by something that is scarce because its
supply cannot be dramatically altered by human will. Gold
fits this bill; paper (or, worse, digital entries on a government
balance sheet) does not. The Bitcoin imaginary is rife with
stories of inflation sparked by incompetent or greedy banking
authorities.
This populist worry about inflation is the mirror image of
a critical nineteenth century politicization of money, when
insurgent reformers were deeply concerned with the problem
of deflation (that is, the rising burden of debt, and concurrent
economic slowdown, that tends to occur when a unit of
currency starts gaining value over time). In the 1880s and
90s, American farmers and small businesses were crushed by
debt as the real value of what they owed increased over time
(rather than decreasing, as it would during an inflationary
period). A rigid gold standard kept the government from pur-
suing a looser monetary policy, which would have better fit
the needs of a growing country. A populist demand to smash
the “cross of gold” was frustrated at the time, of course, but
later crises led to a suspension of the gold standard and amore
accommodative monetary regime. Now, there is enormous
populist energy in exactly the opposite direction: Bitcoin
reflects and reinforces fears of out-of-control central banks
printing money willy-nilly, massively devaluing currency.
How did this switch occur?
Of course, events like the German, Zimbabwean, and
Venezuelan hyperinflations spurred such worries. Quanti-
tative easing provoked both paranoid and entirely justifi-
able resentments of connected bankers buying up assets on
the cheap with easy government credit. But we must also
recognize that cryptocurrency’s romance with deflation has
also been stoked by ideological movements, entrepreneurial
fantasists, and an increasingly unfair financial regulatory
system. As Golumbia explains, “It is a cardinal feature of
right-wing financial thought to promote the idea that inflation
and deflation are the result of central bank actions, rather than
the far more mainstream view that banks take action to man-
age inflation or deflation in response to external economic
pressures.” Bitcoin enthusiasts seize this idea as one more
rationale to shift assets out of national currencies, abandoning
inevitably political and legal governance of money for the
“safety” of code.
The law professor Katharina Pistor’s The Code of Capital
demonstrates how foolish that aspiration may turn out to
be. Pistor is primarily concerned with legal, rather than
computational, code. Her long and distinguished research
career demonstrates why that prioritization makes sense.
Pistor has demonstrated the many ways that law is not merely
a constraint on finance, but instead is constitutive of financial
markets. The vast edifice of currency exchanges, derivatives,
swaps, options, and countless other instruments, rests on a
foundation of law—or, to be more precise, the relative power
of one party to force another to obey the terms of contracts
they have made. Pistor has demonstrated the critical role of
law in creating and maintaining durable exchanges of equity
and debt. Though law to some extent shapes all markets, in
finance it is fundamental—the “products” traded are very
little more than legal recognitions of obligations to buy or
sell, own or owe.
In earlier work, Pistor has argued that “finance is essen-
tially hybrid between state and markets, public and private”
(Pistor 2013). And we can see immediately the enormous
problems this social fact poses for cyberlibertarians. They
want the state out of the (or at least their) money business;
Pistor’s legal theory of finance reminds us of just how revo-
lutionary such a wish is. Nevertheless, she gamely recounts
the assumptions of cyberlibertarians, on the way to a more re-
alistic account of how the “coding” of capital—the ability of
experts to ensure certain claims to assets and income streams
are durable, transferable, and enforceable—may increasingly
depend on technological (rather than merely legal) prowess.
As Pistor observes, the egalitarian case for automated
finance is a simple one: “When the digital code replaces the
legal code,” we are assured, “the commitments we make to
one another become hardwired, and even the powerful cannot
simply wiggle out of them.” (Pistor 2019, p. 184). However,
the problem of the wealthy evading contracts should be coun-
terbalanced against the many ways in which the wealthy use
contracts to ruthlessly dun debtors, sidetrack labor disputes
into feckless arbitral panels, and reroute assets away from
progressive taxation. Digital utopists’ strategic decision to
raise the salience of the powerful’s evasion of contractual
obligations is a political maneuver. Indeterminacy and lack
of enforceability are not always and everywhere problematic
features of contracts. Indeed, a key part of legal training is the
ability to spot the ways that judicial precedent, legislation,
and regulation enable us to escape from bad bargains, or at
least mitigate their effects.
Cryptocurrency buffs may cede those points, and then
pivot to the economic and political case for digital finance.
Automated recordation of assets and transfers is presumed
to be cheaper and more egalitarian than an army of clerks
and lawyers. But as Pistor patiently reminds us, “Someone
has to write the code, watch it, and fix its bugs; and someone
must find an answer to the question of whose interests the
code serves, or perhaps ought to serve.” (Pistor 2019, p.
185). Rather than the “flat world” of TomFriedman’s dreams,
automated finance just introduces new hierarchies: among
cryptocurrencies; within any particular one, among high level
coders and those who just do what they are told; and, of
course, between the coder class and ordinary users (Pasquale
2019). Indeed, Pistor predicts that large financial institutions
will try to coopt the utopian energy that Brunton describes, by
Humans Judged by Machines: The Rise of Artificial Intelligence in Finance, Insurance, and Real Estate 125
“enclos[ing] the digital code in law and leav[ing] little space
to the digital utopists.” (Pistor 2019, p. 186).
Even when domesticated by established financial inter-
ests, both blockchain and smart contracts may be of limited
value. There are many contractual relationships that are too
complex and variable, and require too much human judg-
ment, to be reliably coded into software. Code may reflect
and in large part implement what the parties intended, but
should not itself serve as the contract or business agreement
among them.
Moreover, even if immutability of contractual terms were
possible, it is not always desirable; when conditions change
enough, re-negotiation is a strength of traditional law, not a
weakness. So, too, do statutory opt-outs (which let persons
break contracts in certain situations, such as an emergency
or illness) render legally unenforceable a contract coded to
execute no matter what. An immutable ledger distributed
across thousands or millions of computers and servers may
also directly conflict with common data protection laws: how
can a “right to be forgotten” or “right to erasure” operate
if the relevant record is not merely ubiquitous, but hard-
coded into permanence? Cyberlibertarians may respond that
such laws themselves are infringements on sacred rights
of free expression, but even they would likely blanch at
the prospect of the uncontrollable copying and permanent
recording of, say, their breached medical records. So long
as hackers menace the security of any computer code, data,
and communications, sophisticated and powerful parties are
unlikely to opt into a brave new world of totally automated
finance.
For the marginalized, though, code may indeed become a
law unto itself. To be truly the final word in contracting, smart
contracts would need both parties to give up other rights they
might have outside the four corners of their coded relation-
ship. Since the Lochner era in the United States, a libertarian
legal movement has prioritized one goal in commercial life
above nearly all others: the right to give up one’s rights.
Styled as “freedom of contract,” such a right includes the
liberty to sacrifice one’s rights to a receive a minimum wage,
days off, or a trial in a court of law when those (or any other)
rights are violated. Widely known as “forced arbitration,”
that last proviso is an increasingly powerful unraveller of law
in the realms of both employment and consumption, all too
often consigning legitimate claims to byzantine and biased
arbitral fora. If courts allow parties to opt into smart contracts
with no appeal to the statutes and regulations that govern
the rest of finance, the crypto dream of an alternative legal
system may finally be realized—with nightmarish costs for
the unwary or unlucky. Imagine a car programmed to shut
off the moment a payment is late, and you have a sense of the
implications of automated enforcement of loan terms.
Despite the precision and breadth of her critiques of
Bitcoin in particular and blockchain technologies generally,
Pistor remains open-minded about future advances in the
“digital coding” of finance. The bulk of her book traces the
manifest unfairness wrought by centuries of development of
trust, bankruptcy, securities, tax, and intellectual property law
toward protecting the interests of the wealthy and powerful.
From that perspective, any alternative to the legal coding of
capital may seem promising. However, it is hard to imagine
how the utopian visions of cryptocurrency would mesh with
more pragmatic reforms of finance law and policy, or with
the increasingly evident importance of the state as a final
guarantor of value and liquidity. Cryptocurrency enthusiasts
cannot escape the legal foundations of finance, nomatter how
ingeniously they code their next initial coin offering.
The divide between economics and politics seems both
obvious, and obviously ideological. There are markets and
states. The market is a realm of free exchange; the state
keeps order. Price signals nudge consumers and businesses
to decide when to buy and sell; command and control bu-
reaucracies allocate resources governmentally. The market’s
natural order is spontaneous; the state’s man-made rationality
is planned. Societies exist on a continuum between free
markets and statist control. These distinctions are not only
familiar ideological crutches for an American right prone to
paint regulation as the antithesis of freedom. They have also
tended to divide up jurisdictional authority in universities,
luring researchers of governments to political science de-
partments, and experts in commodification and exchange to
economics.
However ideologically or functionally useful these divides
may have been in the past, we now know that they obscure
just as much as they illuminate (Pasquale 2018). The state
can be entrepreneurial; private enterprise can be predatory
and sclerotic (Link and Link 2009). Market logics may have
invaded society, but social logics have interpenetrated mar-
kets, too. The hottest new methodology in the legal academy
is law and political economy (LPE). In a pointed corrective
to decades of hegemony by law and economics in so-called
“private law fields,” LPE studies critical public interventions
that created the markets now so often treated as sanctuaries
of free choice and natural order. For example, segregated
neighborhoods did not just “happen” in the United States,
as the spontaneous result of millions of individual decisions.
They were structured by federal home finance policies, by
judicial decisions to enforce “restrictive covenants” prevent-
ing transfers to African Americans, and numerous other legal
factors. Sociologists, historians, and many others can help us
trace back the roots of contemporary “free choice” to struggle
and coercion.
As methodological lenses proliferate, economists can no
longer claim a monopoly of expertise on the economy. Other
social science and humanities scholars have vital insights,
advancing deep and nuanced accounts of the role of money
in society, among many other dimensions of commerce.
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Academic study of the economy is now, more than at any
time over the past 70 years of creeping specialization, up for
grabs. The struggle of futurist fintech to reinvent basic anti-
fraud and consumer protection measures shows how deeply
financial markets depend on the state to function—and how,
nevertheless, powerful actors in finance are using both legal
and digital code to reduce the scope and intensity of state
power.
They are likely to continue to succeed in doing so, at
least for the foreseeable future. Cyberlibertarian ideology is
ascendant, evident in the talking points of hard-right Trump
appointees and white papers of DC think tanks. Funded
by large technology firms, the Kochs, and the many other
branches of the neoliberal thought collective that Philip
Mirowski (2014) has described, key “blockchain experts”
hype cryptocurrency as the first step of a journey into a
libertarian future. A formidable coalition of finance lobbyists
and nervous oligarchs aid cyberlibertarians by undermining
the power of legitimate authorities to shape (or even monitor)
global capital flows.
To the extent it signs on to the post-regulatory agenda of
futurist fintech, established banks are playing a dangerous
game: they need the power of the state to enforce their con-
tracts, and to serve as lender-of-last-resort in case of crisis.
Given the temptations of massive returns via excess leverage,
they will continue to resist state power, undermining the
very mechanisms that are necessary to save capitalism from
itself, and weakening the very tax and monetary authorities
necessary (in conventional economic theory) to fund the next
bailout. This is of course an old story in capitalism: As
Andreas Malm described in Fossil Capital, and Samuel Stein
related in the recent Capital City, bosses have always wanted
the succor of the state (providing infrastructure, health care,
and other necessary subsistence to workers) without paying
the taxes so obviously necessary to support it (Malm 2016;
Stein 2019). In this environment, expect to see more appeals
to the digital as the source of a “free lunch,” a chance to
get “something for nothing” via new forms of money and
exchange.
Cryptocurrency is alluring now because finance’s present
is so alarmingly exploitative and inefficient. But things could
always get worse. Both incrementalist and futurist fintech ex-
pose the hidden costs of digital efforts to circumvent or co-opt
state monetary authorities. They help us overcome the dis-
ciplinary divides—between politics and economics, or law
and business—that have obscured the stakes of themetaphors
and narratives that dominate contemporary conceptions of
currency. We face a stark choice: recognize the public nature
of money and redirect its creation toward public ends, or
allow the power of the state to increasingly be annexed to the
privateers best poised to stoke public enthusiasm for private
monies, and to profit immensely from the uncertainty they
create (Pasquale 2019a).
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Abstract
There is currently a global arms race for the development
of artificial intelligence (AI) and unmanned robotic sys-
tems that are empowered by AI (AI-robots). This paper
examines the current use of AI-robots on the battlefield
and offers a framework for understanding AI and AI-
robots. It examines the limitations and risks of AI-robots
on the battlefield and posits the future direction of bat-
tlefield AI-robots. It then presents research performed
at the Johns Hopkins University Applied Physics Lab-
oratory (JHU/APL) related to the development, testing,
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and control of AI-robots, as well as JHU/APL work on
human trust of autonomy and developing self-regulating
and ethical robotic systems. Finally, it examines multiple
possible future paths for the relationship between humans
and AI-robots.
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Introduction
There is currently an arms race for the development of
artificial intelligence (AI) and unmanned robotic platforms
enhancedwith AI (AI-robots) that are capable of autonomous
action (without continuous human control) on the battlefield.
The goal of developing AI-empowered battlefield robotic
systems is to create an advantage over the adversary in terms
of situational awareness, speed of decision-making, surviv-
ability of friendly forces, and destruction of adversary forces.
Having unmanned robotic platforms bear the brunt of losses
during combat—reducing loss of human life—while increas-
ing the operational effectiveness of combat units composed
of manned-unmanned teams is an attractive proposition for
military leaders.
AI-Robots Currently Used on the Battlefield
Numerous types of fielded robotic systems can perform
limited operations on their own, but they are controlled
remotely by a human pilot or operator. The key element
of these systems is that no human is onboard the platform
like there is on a plane flown by a pilot or a tank driven
by a commander. The human control component has been
removed from the operational platform and relocated away
from the battlefield. Real-time communication between the
human operator and the unmanned robotic system is required,
so that the human can control the platform in a dynamic,
complex battlefield. As advanced militaries around the world
contest the portions of the electromagnetic spectrum used
for the control of unmanned combat systems, the need for
increased robot autonomy is heightened. U.S. policy directs
that, regardless of the level of autonomy of unmanned sys-
tems, target selection will be made by an “authorized human
operator” (U.S. Dept. of Defense 2012). The next sections
describe the primary categories of deployed robotic systems.
Unmanned Aerial Vehicles
Unmanned aerial vehicles (UAVs) are widely used by the
U.S., Chinese, and Russianmilitaries, as well as by numerous
nation states and regional actors (Dillow 2016). The rela-
tively low cost and low technology barrier to entry for short-
range UAVs has enabled the rapid proliferation of UAV tech-
nologies (Nacouzi et al. 2018) for use individually, in groups,
or in large swarms. Long-range UAVs with satellite-based
communications are more likely to be used by countries with
extensive military capabilities. UAVs were initially used for
surveillance to provide an enhanced understanding of the area
of conflict, but their role has expanded into target identi-
fication and tracking; direct attack; command, control, and
communications; targeting for other weapons systems; and
resupply (see Fig. 1). UAVs are divided into Class I (small
drones), Class II (tactical), and Class III (strategic) (Brown
2016), or Groups 1–5, depending on size and capabilities
(U.S. Army Aviation Center of Excellence 2010).
In actual combat, Russia flew multiple types of UAVs
in the conflict with the Ukraine, using UAVs to rapidly
target Ukrainian military forces for massed-effect artillery
fire (Fox 2017; Freedberg Jr. 2015), and has employed armed
UAVs in Syria (Karnozov 2017). The U.S. has an extensive
history of using UAVs in combat, with the MQ-9 Reaper
targeted strikes in the Middle East being the most notable.
Israel has developed the IAI Heron to compete with the
Reaper and, along with China, is a major supplier of drone
technology (Blum 2018). Armed Chinese CH-4 drones are
in operation over the Middle East by countries that are re-
stricted from purchasing U.S. drone technologies (Gambrell
and Shih 2018), and China has become a leading developer
and distributer of armed UAVs (Wolf 2018). Current UAVs
are usually flown by a pilot at a ground station. There are
AI algorithms that can set waypoints—a path for the UAV
to fly—but the UAV doesn’t make decisions on where to go
or to fire weapons. These functions are currently the pilot’s
responsibility. There are indications that major militaries,
including the U.S. Army, are moving toward taking the
human out of the loop by having UAVs perform behaviors
autonomously (Scharre 2018; Singer 2001).
Unmanned Ground, Surface, and Underwater
Vehicles
The U.S. Army has successfully used small, unarmed,
portable unmanned ground vehicles (UGVs) for improvised
explosive device (IED) removal and explosive ordnance
disposal in Iraq and Afghanistan, and it is purchasing
UGVs in large numbers (O’Brien 2018). Recently, the focus
has shifted to using both small, armed UGVs and larger,
armed robotic tanks. Russia deployed the Uran-9 robotic
tank, which is armed with a gun and missiles, in Syria
with mixed results, and the U.S. Army is developing an
optionally manned replacement for the Bradley fighting
vehicle (Roblin 2019). The U.S. Army is also developing
robotic tanks and technology kits to convert existing tanks
into remotely controlled and/or autonomous UGVs (Osborn
2018). Similar to UAVs, unmanned robotic tanks serving as
scouts for manned tanks would reduce the loss of life while
increasing the overall firepower that could be brought to bear
on the adversary (see Fig. 2, left).
Maritime unmanned platforms have been developed and
tested by several countries, including the U.S. and China.
China demonstrated control of a swarm of 56 unarmed un-
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Fig. 1 Military uses of UAVs.
UAVs are now a ubiquitous
presence on the battlefield and
are being used for intelligence,
surveillance, and reconnaissance;
targeting; communications; and
direct attack purposes in
militaries around the world
(images courtesy of the Marine
Corps Warfighting Lab—quad
copter; and U.S. Air
Force—Reaper)
Fig. 2 Military uses of unmanned ground, surface, and underwater
vehicles. UGVs have been used for IED and ordnance removal and are
now being developed as mobile weapons systems and semiautonomous
tanks (above, left, from BigStockPhoto, Mikhail Leonov). USV and
UUV swarms (above, right, JHU APL) are able to coordinate swarm
behavior to inflict significant damage on a larger vessel
manned surface vehicles (USVs) in 2018 (Atherton 2018).
The importance of swarm control of USVs or unmanned
underwater vehicles (UUVs) lies in the ability to overwhelm
the defenses of much larger ships, to inflict disproportionate
damage (see Fig. 2 right). The U.S. is developing UUVs that
can perform anti-submarine warfare and mine countermea-
sures autonomously (Keller 2019b; Keller 2019a). As with
UAVs and UGVs, USVs and UUVs require communications
with human operators or integrated control systems, and
that will remain the case until AI autonomy algorithms are
sufficiently robust and reliable in performing missions in
communications-denied environments.
Integrated Air Defense Systems and Smart
Weapons
Russia has developed and fielded a highly effective integrated
air defense system (IADS) that can engage and destroy
multiple aircraft at range, creating regions where no one can
fly (i.e., anti-access/area denial, or A2AD) (see Fig. 3). The
Russian IADS combines radar tracking; air defense missiles
for short, medium, and long range; electronic warfare (EW)
jamming capabilities; guns; surface-to-air missiles; robust
communications; and an integration control system (Jarret-
son 2018). Russia has recently made improvements to the
range of the S-500 IADS and has sold the existing S-400
IADS to China for use in the South China Sea (Trevithick
2018). Importantly, because of the speed of incoming aircraft
and missiles, these IADS are fully autonomous weapons
systems with no identification of friend or foe. In this case,
“autonomous” means that the system determines what are
targets, which targets to engage, and the timing of engage-
ment and then enacts the targeting decisions. While in this
autonomous mode, the autonomous system’s decisions and
actions are too fast for human operators to identify and
intervene. Similarly, the U.S. Navy has used the MK 15
Phalanx Close-In Weapon System on ship to counter high-
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Fig. 3 Russian IADS. IADS developed by Russia, which include radars, long- and short-range missiles, EW systems, and machine guns, create
areas where no aerial platform can operate (from BigStockPhoto, Komisar)
speed missiles and aircraft without human commands (Et-
zioni and Etzioni 2017). The argument for this human-on-
the-loop approach is that a human operator is not fast enough
to respond to the threat in time, so an algorithm has to be
used.
Understanding AI and how It Enables
Machine Autonomy
In this section we provide a framework for understanding
howAI enables robots to act autonomously to pursue human-
defined goals. This framework is offered as a basis for
understanding the current state of the art in AI as well as the
limitations of AI, which are described in the next section. AI,
as a field of study, may be thought of as the pursuit to create
increasingly intelligent AI that interacts with the world, or
AI agents (Russell and Norvig 2003). A straightforward way
to understand the term intelligence in this context is as an
agent’s ability to accomplish complex goals (Tegmark 2018),
with the agent’s degree of autonomy in pursuing those goals
arising from the delegation of authority to act with specific
bounds (Defense Science Board 2017). Agents are typically
implemented as systems, where the interactions of the system
components—sensors, computers, algorithms—give rise to
its intelligence.
Whether agents are embodied robotic systems or exist
only as programs in cyberspace, they share a common ability
to perceive their environment, decide on a course of action
that best pursues their goals, and act in some way to carry out
the course of action while teaming with other agents. Multi-
agent teams may themselves be thought of as intelligent sys-
tems, where intelligence arises from the agents’ ability to act
collectively to accomplish common goals. The appropriate
calibration of trust is a key enabler for effective teaming
among agents performing complex tasks in challenging envi-
ronments. Perceive, Decide, Act, Team, Trust (PDATT) is a
conceptual framework that allows us to build intuition around
the key thrusts within AI research, the current state of the art,
and the limits of AI-robots (see Fig. 4).
Elements of the PDATT Framework
Perceive
Perception for an intelligent system involves sensing and
understanding relevant information about the state of the
operating environment. Salient perception of physical envi-
ronments for an intelligent system may require sensing of
physical phenomena both within and beyond the range of
human senses. The perception space for an intelligent system
may also lie within a purely informational domain requiring,
for example, measurement of activity patterns on a computer
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Fig. 4 PDATTAI framework.The PDATT framework outlines themain
elements of AI-robots. The light blue boxes illustrate what AI-robots
do: they must perceive salient elements of the environment to decide
which action to select. An action is then taken, with expected effects
in the environment. The AI-robot operates alongside humans in teams,
requiring frequent andmeaningful communication to ensure trust during
mission operations. The red boxes illustrate how AI-robots accomplish
the four foundational functions of perceive, decide, act, and team. The
green box represents the set of capabilities needed to ensure that the AI-
robot is trusted by the human operator in meeting mission objectives
(JHU/APL)
network or counting the number of mentions of a particular
public figure on Twitter. Recent progress in machine learning
has enabled amazing improvements in object recognition
and sequence translation, while combining this kind of data-
driven pattern recognition with robust human-like reasoning
remains a fundamental challenge.
Decide
Decision-making for an intelligent system includes search-
ing, evaluating, and selecting a course of action among a
vast space of possible actions toward accomplishing long-
term goals. The challenge that long-term decision-making
poses to an intelligent system can be illustrated using strategy
games such as chess or Go. An algorithm that plays chess
must determine the best sequence of moves to accomplish
its ultimate goal of winning the game. Although a game
like chess is less complex than real-world decision-making,
it still presents a difficult decision-making challenge for an
agent. In 1950, famous mathematician and engineer Claude
Shannon estimated that the game size—the number of dif-
ferent sequences of actions in the game of chess, taking
into account all the possible moves by each player—is 1043
(Shannon 1950). For the game of Go, the estimated game size
is 10170 (Tromp 2016). Of course, despite their complexity,
these games abstract the dynamics and uncertainty associated
with real-world decision-making. While recent progress in
developing artificial agents capable of superhuman-level play
in games like these is exciting, significant research will be
needed for AI to be capable of long-term decision-making
for complex real-world challenges (Markowitz et al. 2018).
Act
Acting for an intelligent system includes the ways in which
the system interacts with its environment in accomplishing
given goals. Acting may include traversing an environment,
manipulating objects, or even turning computers on or off
to prevent network intrusion. A system may act in order to
improve its perception—for example, moving a sensor to
get a better line of sight to an object of interest. An agent’s
action space is the set of possible actions available to it. In
chess, the action space consists of allowable movement of
pieces on the board. For a driverless car, the action space
consists of control actions such as accelerating and steering.
For an agent that controls a centrifuge in a nuclear power
plant, the action space may include raising or lowering the
speed or temperature of critical system components. For a
humanoid robot assistant, the action space may include ma-
nipulation of household objects with human-like dexterity.
Recent progress in robotics has enabled systems capable of
taking complex actions within carefully controlled condi-
tions, such as a factory setting, while enabling robots that act
in unstructured real-world setting remains a key challenge.
Team
For an intelligent system, effectively pursuing complex goals
in challenging environments almost always requires acting
as part of a multi-agent team with both humans and other
machines. Teaming typically requires some form of com-
munication, the ability to create sufficient shared situational
awareness of the operating environment, and the ability to ef-
fectively allocate tasks among agents. Recent demonstrations
of multi-agent teaming have involved large choreographed
formations, such as the Intel UAV demonstration at the 2019
Super Bowl (Intel 2019). In future applications, we envision
teams of agents with heterogeneous capabilities that can
seamlessly and flexibly collaborate to accomplish human-
specified goals. Flexible multi-agent teaming in unstructured
scenarios will require continued research. This level of team-
ing may require something akin to the development of a
machine theory of mind, including the ability to model the
goals, beliefs, knowledge, etc. of other agents (Premack and
Woodruff 1978).
Trust
Realizing the promise of AI-robots will require appropriate
calibration of trust among developers, users, and certifiers
of technologies, as well as policy-makers and society at
large. Here, trust is defined as “ . . . the intention to accept
vulnerability to a trustee based on positive expectations of his
or her actions” (Colquitt et al. 2007). Fundamental advance-
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ments are needed in trust as it relates to intelligent systems,
including the following.
• Test and evaluation: assuring complex intelligent systems
meet design goals in the face of significant uncertainty in
both the test and operational environments
• Resilience to adversarial influence: hardening intelligent
systems against subversion through phenomenological,
behavioral, and informational attack by an adversary
• Goal alignment: ensuring that actions performed by intel-
ligent systems remain aligned with human intent even as
those systems are tasked to pursue increasingly high-level
goals
• Policy: Determining which decisions and actions
are appropriate for an intelligent system to perform
autonomously in accordance with system capabilities
as well as societal values and ethics.
The Risks of AI-Robots on the Battlefield
So, given an understanding of how AI-robots work using
PDATT and the current use of AI-robots on the battlefield,
what are the risks of accelerated use and enhancement of
capabilities of AI-robots on the battlefield? Assuming that
artificial general intelligence (AGI)—with human-level per-
ception, understanding of context, and abstract reasoning—
won’t be available in the next decade, what are the limitations
of current AI-robots that induce risk on the battlefield?
Current Limitations of AI-Robots
on the Battlefield and Associated Risks
Perception
Computer vision algorithms have made significant gains in
the identification of people and objects in video data, with
classification rates matching or exceeding human perfor-
mance in some studies (Dodge and Karam 2017). However,
making sense of the world in three dimensions involves more
than object detection and classification. Current technical
challenges in perception include tracking humans and objects
consistently in varied backgrounds and lighting conditions;
identifying and tracking individuals in various contexts; iden-
tifying behaviors; and predicting intent or outcomes. Actions
taken over time also have meaning, as do interactions be-
tween people, between people and objects, and between dif-
ferent objects. The human brain has “what” pathways, to link
visual identification of a person or object with background
information, associations, and prior experiences, also known
as “vision-for-perception.” The brain’s “where” pathway not
only tracks the location of the person or object relative to
the viewer, but it also encodes “vision-for-action” (Goodale
and Milner 2006). Current AI systems lack a sophisticated,
multisensory perceptual system that creates rich internal rep-
resentations of the state of the world, and its changes, in real
time. The risks associated with limited perception include
the inability to reliably detect friend or foe; relationships
between elements in a scene; and the implications of the
actions, people, and objects in a scene.
Decision-Making, Reasoning, and Understanding
Context
Largely due to the deficits in AI perceptual systems, current
AI does not have an ability to understand the context of
actions, behaviors, or relationships. This complex web of
experience is essential for reasoning and decision-making.
The most advanced fielded AI reasoning systems are rules
based—that is, they are a set of “if–then” statements that en-
code human processes and decisions (Kotseruba and Tsotsos
2018). While these rules-based systems have been successful
in constrained tasks and limited robotic autonomy, they are
statically programmed prior to the AI system operating in the
battlefield, so they are necessarily limited and predictable.
Current AI algorithms are “narrow,” in that they can solve a
specific problem. The eventual goal is to create AGI, which
will have human-level reasoning and will be both generative,
able to create new behaviors on the fly in response to novel
situations, and generalizable, able to apply learning in one
area to other operations or missions. The development of
AGI is a long-term vision, with estimates of realization
between 10 years and never (Robitzski 2018). The risk of
AI-robots having insufficient reasoning is compounded by
the limitations in perception. Choosing appropriate actions
within a specific context andmission requires highly accurate
and reliable perception, as well as a wealth of background
knowledge of what the context, rules, and perceptions mean
for decision-making. None of these highly accurate and reli-
able perceptual and reasoning capabilities currently exist for
fully autonomous AI-robot behavior.
Action Selection, Self-Correction, and Ethical
Self-Assessment
If an unmanned platform is to perform independently of a
human operator, it will need to encode and function within
the legal and ethical constraints of the military operating
the system. AI systems have difficulties predicting how ac-
tion choices will affect the environment, so they are unable
to weigh the alternatives from an ethical or legal perspec-
tive. A recent project that used AI algorithms to predict the
best engineers to hire discriminated against women; another
project that used AI algorithms to predict whether criminals
would re-offend discriminated against Blacks (Shaw 2019).
Humans are able to predict consequences of different pos-
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sible actions all the time, weighing which alternative is the
most advantageous while adhering to personal chosen norms.
Future AI systems for battlefield robots will need to have the
ability to predict the impact of actions on the environment,
including friendly forces, adversaries, and noncombatants,
and thenmake decisions informed by the Law of Armed Con-
flict and national policies (Dowdy et al. 2015). If AI-robots
do not have continuous, feed-forward prediction capabilities,
they will be unable to self-regulate, risking their ability to
adhere to mission parameters in the absence of direct human
oversight.
Teaming and Trust: Transparency in Human
Interactions
A significant concern with today’s state-of-the-art AI algo-
rithms is that some neural networks used for battlefield robots
are not human readable, or are “black boxes” (Knight 2017).
So, while the algorithm that detects the presence of a tank
may do so with a certain probability of detection and false-
alarm rate, the human operator can’t currently query the
algorithm’s basis of determining the classification beyond a
simple confidence factor, as it is encoded in the weights of
the neural network. As the role of AI-robots on the battlefield
expands, the AI’s rationale for selecting a specific course of
action, or its determination of an object as a threat, will need
to be explainable to the human operator. The AI’s course
of action must also be coordinated and deconflicted with
other blue force actors, to avoid impeding adjacent operations
and operational elements. It is also important to remember
that military decisions made during war are subject to legal
review, so collecting a chain of evidence on what algorithms
were used, and their basis of determining actions, is critical.
Future AI-powered robots don’t need to be perfect, but they
do need to perform important functions consistently and un-
derstandably, storing reviewable information on perceptions,
reasoning, and decisions, so that human soldiers trust them
and can determine when their use is acceptable. A lack of
transparency could diminish the human operator’s trust in the
AI-robot, and the operator may not know when to use or not
use the AI-robot safely and appropriately.
Trust: Vulnerabilities to Cyber and Adversarial
Attacks
In recent studies, neural network-based AI computer vision
algorithms were tricked into changing the classification of an
object after relatively few pixels in the image to be identified
had been changed (Elsayed et al. 2018). The implication
for the battlefield is that an adversary could modify the
classification outcomes of the AI so that the robot would take
unintended actions. Trust in an AI-empowered combat robot
requires that the robot perform tasks well and consistently
in a manner that is comprehensible to the operator, and
that it not be corruptible by the adversary. If an adversary
could use cyberattacks to take over the robot, this would
weaken the robot’s operational effectiveness by undermin-
ing the operator’s trust that the robot would complete mis-
sions as directed. Recently, Russia claimed that the U.S.
took control of 13 UAVs and attempted to use them to
attack a Russian military base in Syria (Associated Press
2018). Addressing cyber vulnerabilities will be critical to
the successful use of AI-robots on the battlefield, as AI-
robots that can be redirected or co-opted from their intended
use would pose unacceptable risk to friendly forces and
noncombatants.
The Future of AI-Robots on the Battlefield
The U.S., China, and Russia continue to increase defense
investments for the application of AI to a broader set of poten-
tial missions (Allen 2019; Apps 2019). The U.S. Department
of Defense (DoD) released an overarching AI strategy (Moon
Cronk 2019), as did China, and Russia is scheduled to do
so in mid-2019, demonstrating all three countries’ long-term
commitment to making AI a bigger and more coordinated
part of their defense infrastructures. While the imminent use
of human-like robotic killing machines still gets top billing
in discussions and articles on AI, this is only one of many
potential AI applications on the future battlefield, and it is
not necessarily a concern for the near future. Several of
the current AI applications in weapons focus on improved
human-machine teaming and increased deployment of un-
manned vehicles for various missions, mostly nonlethal. If
they are capable of lethal force, fielded systems to date have
had defensive purposes only. However, this norm may be
challenged as future AI applications are likely to cover a
wider spectrum, from data sorting for enhanced intelligence
analysis to replacement of human decision-making in target-
ing decisions.
What AI-Robots May Be Able to Do in the Near
Future
Countries with sophisticated militaries will continue to invest
in AI-enabled weapons. However, these systems are expen-
sive to develop and field, and they are useful for a set of
missions but not for all combat-related tasks. Therefore, from
a cost-benefit perspective, AI is not likely to fully replace
human operators as many assume, but rather to augment
them and perhaps take over specific missions or aspects of
missions. Refinements in the near future could broaden the
number of relevant missions, and better AI-enabled weapons
may challenge the current role of the human in the targeting
cycle. Below is a discussion of five areas of development that
are likely to impact the future battlefield.
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ImprovingWhatWe Already Have and Expanding
Missions
Research into and development of systems such as UAVs
for use in swarms, as well as UUVs, continues, but the
emphasis is on more autonomy (e.g., the ability for drones
to accurately and consistently target and engage other drones
without human input, the ability of armed UUVs to travel
long distances undetected) and greater coordination among
multiple platforms (Zhao 2018). However, new payloads
represent a growing concern. Russia is thought to be devel-
oping nuclear-powered UUVs capable of carrying nuclear
payloads (U.S. Dept. of Defense 2018). And the idea of
nuclear armed drones is out there but has not yet been
realized.
Perhaps the most unsettling future development then is
not the AI-enabled platform—although the ability to travel
greater distances with stealth is important—but what payload
the AI-robot is able to deploy. Debate and calls for interna-
tional agreements have emerged in response to the idea of
applying AI to any part of the nuclear enterprise, out of fear
that it will upend nuclear stability entirely (Geist and Lohn
2018). This fear is based on the belief that AI will encourage
humans to make catastrophic decisions or that AI will do so
on its own. As discussed previously, the current limitations of
AI to understand context, reason, and take action would need
to be overcome, and even then, the mix of AI with nuclear
would benefit from a broader debate among policy-makers
and scientists.
Dull, Dirty, and Dangerous Jobs
Numerous “dull, dirty, and dangerous” jobs that soldiers
used to do are increasingly being done by AI-empowered
machines. Resources are being used to develop better un-
manned trucks and logistics vehicles to reduce the number
of human operators needed to do these jobs. Currently, un-
manned logistics vehicles could enable new missions that
would otherwise be precluded because of the inability to
safely getmaterials situated in the desired location. In another
use, an AI-enabled unmanned truck could advance ahead of
a formation of tactical vehicles if the commander believes
the area has buried IEDs. An analog exists for an unmanned
lead aircraft advancing first into contested airspace. The
application of AI here does two things—it frees up human
operators and reduces the operator’s risk.
Augmentation of Human Decision-Making
For both analyzing data and reviewing surveillance footage,
people currently pore over data or stare at a screen for hours
on end watching video footage. In the case of surveillance
footage, even a brief deviation of the eyes from the screen can
result in the analyst missing something critical. Current AI
applications have become better at recognizing objects and
people, but a machine’s ability to both recognize an object or
a human and make an assessment about whether the situation
is dangerous, or whether something unexpected is occurring,
is still in development. Scientists are using novel methods to
train computers to learn how something works by observing
it, and in the course of this learning, to detect real from fake
behavior (Li et al. 2016). This use of AI has implications for
a variety of security applications. For the analyst staring at
the screen, it is possible that the AI could make data analysis
(such as pattern-of-life detection) much easier by doing some
of the work for them, and perhaps doing it better. Such
analysis is necessary for the development of strike packages,
so the AI would augment the human in developing targeting
priorities. While many AI implementations for dull, dirty,
and dangerous jobs are instantiated as a physical robotic
system, this application is reducing the human burden in the
information space.
It is possible that application of AI for information anal-
ysis could advance to the point that militaries seek to use
it in lieu of a human conducting target identification and
engagement. While most Western policy-makers are ok with
drones killing drones, when it comes to lethal force, the
standing view is that a human must be in the loop. This
view is reflected in DoD policy and in its interpretation
of international legal obligations (U.S. Dept. of Defense
2012). However, as technology improves and the speed of
battle increases, this policy may be challenged, especially if
adversaries’ capabilities pose an increasingly greater threat.
Replacing Human Decision-Making
One of the biggest advantages in warfare is speed. AI-robot
weapons systems operating at machine speeds would be
harder to detect and counter, and AI-empowered informa-
tion systems allow adversaries to move more quickly and
efficiently. This increase in speed means the time for human
decision-making is compressed, and in some cases, decisions
may need to be made more quickly than humans are able to
make them. Advances in the application of AI to weapons
may even be used to preempt attacks, stopping them before
they occur. In the physical world, this may be achieved
through faster defensive systems that can detect and neu-
tralize incoming threats. Examples of these systems already
exist (Aegis, Harpy), but new weapons, such as hypersonics,
will make traditional detection and interception ineffective.
In the information world, AI as applied to cyber weapons
is a growing concern. The U.S. DoD’s policy on autonomy
in weapons systems specifically excludes cyber weapons
because it recognizes that cyber warfare would not permit
time for a human decision (U.S. Dept. of Defense 2012).
Indeed, countries continue to invest in AI-enabled cyber
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weapons that autonomously select and engage targets and
are capable of counter-autonomy—the ability of the target to
learn from the attack and design a response (Meissner 2016).
What is less certain is how cyber warfare will escalate. Will
AI systems target infrastructure that civilians rely on, or will
an AI-initiated attack cause delayed but lethal downstream
effects on civilians?
In addition to speed, a second driver for taking humans
out of the loop in AI is related to scale—the volume of
information received or actions taken exceeds human capac-
ity to understand and then act. For example, AI-powered
chatbots used for social media and information operations
can simultaneously analyze and respond to millions of tweets
(Carley et al. 2013; Zafarani et al. 2014). This volume of
information exceeds a human’s capability to monitor and in-
tervene. So, the increasing scale of data and actions, as well as
the compressed time for decision-making, are necessitating
autonomy, without the ability for human intervention, during
the AI’s action selection and execution.
In the physical domain, countries are developing weapons
designed to remove human decision-making. The most com-
mon forms are weapons capable of following a target based
on a computational determination within the weapon rather
than a human input. These are not new, but emerging applica-
tions allow weapons to loiter and select targets from a library
of options. For some militaries, it is unclear whether the
human in the loop in these circumstances simply determines
the library of options ahead of time or is able to evaluate
the accuracy of the target selected during the operation.
As computer vision capabilities improve, it is possible that
militaries will seek to remove the human from all aspects
of the targeting cycle. In A2AD environments, where there
are few if any civilians, this application may be compelling.
However, for a more diverse set of missions, it may not
be appropriate. This delegation of targeting decisions is at
the heart of ongoing international debates focused on the
regulation of AI-enabled weapons systems.
Electronic Warfare
Also driven by increasing speed and reduced time for
decision-making, the application of AI to EW is an area
of increasing importance for several countries. Systems
are being developed for use on various platforms that can
detect an adversary EW threat while nearly simultaneously
characterizing it and devising a countermeasure. Projects
have also been underway for applications of AI to space
assets, such as DARPA’s Blackjack, to allow autonomous
orbital operations for persistent DoD network coverage
(Thomas 2019). And, the F-35 is reportedly designed with
very sophisticated AI-enabled EW capabilities for self-
protection and for countering air defense systems (Lockheed
Martin 2019). These are just examples, and this area is likely
to grow as research and applications continue to evolve.
JHU/APL Research Toward AI-Robots for
Trusted, Real-World Operations
The Johns Hopkins University Applied Physics Laboratory
(JHU/APL) has decades of experience developing and testing
AI-robots for challenging real-world applications, from de-
fense to health. JHU/APL often serves as a trusted partner to
U.S. DoD organizations, helping to facilitate an understand-
ing of capabilities and limitations of state-of-the-art AI as it
relates to use in military applications. As AI-robots for air,
ground, surface, and underwater use are being developed for
use on the battlefield, JHU/APL is committed to ensuring that
they are developed, tested, and operated in accordance with
U.S. safety, legal, and policy mandates.
Areas of AI-Robotics Research at JHU/APL
In addition to developing simulated and real-world semiau-
tonomous and autonomous AI-robots, JHU/APL performs
research on the evaluation, testing, and security of these
systems. This research includes developing external control
systems for AI-robots to ensure safety, AI systems that are
self-correcting, explainable and transparent, and AI with
ethical reasoning. The following sections describe each of
these areas of research.
Safe Testing of Autonomy in Complex Interactive
Environments
JHU/APL is the lead developer of the Safe Testing of Auton-
omy in Complex Interactive Environments (TACE) program
for the Test Resource Management Center and other DoD
sponsors. TACE provides an onboard “watchdog” program
that monitors the behaviors of an AI-robot and takes control
of the platform if the AI produces behaviors that are out of
bounds relative to the safety, policy, and legal mandates for
the mission (see Fig. 5). TACE operates in live, virtual, and
constructive environments, which combine simulation and
reality to allow AI algorithms to learn appropriate behavior
before operating in the real world. TACE is currently used
during the development and testing of autonomous systems
to maintain safety and control of AI-robot systems. TACE is
independent from the robot’s AI autonomy system, has sep-
arate access to sensor and control interfaces, and is designed
to deploy with the AI-robot to ensure compliance with range
safety constraints (Lutz 2018).
Self-Regulating AI
JHU/APL has invested independent research and devel-
opment funding to examine novel methods of AI self-
regulation. Self-regulating AI is a hybrid model that uses
both rules-based encoding of boundaries and limitations with
neural network-based AI that produces adaptive behaviors in
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Fig. 5 TACE. TACE is an architecture for autonomy testing that serves
as an onboard watchdog over AI-robots. TACEmonitors all perceptions
and behaviors of the AI-robot, takes over when the AI attempts to
perform a behavior that is outside of range safety constraints, and
records all outcomes for post-mission evaluation (Lutz 2018)
complex environments. While TACE is an external process
that ensures that AI behaviors meet mission requirements,
and takes over if they don’t, self-regulation incorporated
the rules into the AI’s decision-making process. A key
element to this research is the AI’s ability to predict
environmental effects of sets of possible actions. Developed
in simulation, the AI is penalized for decision choices that
result in environmental effects that violate mission rules and
parameters. In this manner, the AI learns to make decisions
that don’t violate themission requirements, which include the
Rules of Engagement, the Law of Armed Conflict (Dowdy et
al. 2015), and U.S. policies. Self-regulating AI can be used
in conjunction with an external watchdog governor system
to provide multiple layers of protection against aberrant AI
behaviors.
Explainable AI and Human-Machine Interactions
Even if AI-robots perform mission-critical tasks well and re-
liably, how humans and AI-robots work together in manned-
unmanned teams is an open area of research. Simple AI
systems that perform a function repeatedly without making
decisions are merely tools; the issues in human-machine in-
teractions arise when the AI-robot acts as an agent, assessing
the environment, analyzing its mission goals and constraints,
and then deciding to do something. How predictable will
the AI-robot be to human teammates? How transparent will
the robot’s perception, decision-making, and action selection
be—especially in time-critical situations? JHU/APL is re-
searching how humans develop trust in other humans, and
how that process is altered when humans work with AI-
robots. This includes having the AI learn when it needs to
provide information to its human teammate, when to alert
the human to a change in plans, and, importantly, when to not
make a decision and ask the human for help. Figure 6 presents
an integration of research on the elements of human trust in
autonomy, including human, autonomous entity, team, and
task factors. Developing an AI system that understands what
it knows and doesn’t know, or what it can and cannot do,
is especially challenging. It requires that the AI have the
capability to self-assess and provide a level of confidence
Designing Robots for the Battlefield: State of the Art 141
Fig. 6 The theoretical
underpinnings of trust. Important
elements in the development of
human trust in autonomy are
presented—including human,
autonomous entity, team, and
task factors—that, taken together,
present a method for evaluating
trust and the breakdown in trust
(Marble and Greenberg 2018)
for every perception, decision, and action. The ability to
know when an AI-robot can and can’t be used safely and
appropriately in the battlefield is a critical step in developing
meaningful interactions and trust between humans and AI-
robots.
Ethical AI
A crucial step in designing autonomous AI-robots is to
develop methods for the AI to encode our values, morals,
and ethics. JHU/APL teamed up with the Johns Hopkins
Berman Institute of Bioethics to study how to enable an
AI to perform moral reasoning. Starting from the first of
Isaac Asimov’s laws of robotics—“A robot may not injure
a human being or, through inaction, allow a human being to
come to harm” (Asimov 1950)—this research explores the
philosophical, governance, robotics, AI, cognitive science,
and human-machine interaction aspects of the development
of an AI with moral reasoning. For an AI to perform moral
reasoning, it would necessarily need to encode what a human
is, what injuries to humans are, and the ways by which
humans are injured. Moral and ethical decision-making to
prevent an AI from harming a human starts with perception.
Even basic capabilities—such as differentiating living peo-
ple from objects—are challenges for current AI algorithms.
The JHU/APL research formulates a method of moral-scene
assessment for intelligent systems, to give AI systems a
“proto-conscience” that allows them to identify in a scene the
elements that have moral salience (see Fig. 7). This moral
perception reifies potential insults and injuries to persons
for the AI to reason over and provides a basis for ethical
behavioral choices in interacting with humans (Greenberg
2018).
Conclusions: The Future of AI for Battlefield
Robotics
Rapid advancements in the fields of AI-robots have led to
an international arms race for the future of the battlefield. AI
systems will become more capable and more lethal, and wars
eventually will be fought at machine speed—faster than hu-
mans can currently process information and make decisions.
As AI reasoning systems mature, more complex behaviors
will be delegated to AI-robot systems, with human control on
the loop or out of the loop entirely. Proliferation will result in
large numbers—hundreds of thousands to millions—of AI-
robots on the battlefield. JHU/APL is working to develop
multiple means by which AI-robots on the battlefield can be
used within the legal, ethical, and policy mandates of the U.S.
Government.
Competing Visions of the Future of AI-Robots
Beyond the near-term development of new AI and AI-robot
capabilities is the question of the long-term relationship
between humans and AI-enhanced robots. As of now, AI-
empowered robots are extensions of human activities. As
AI systems evolve to operate autonomously, self-assess and
self-regulate, and work effectively alongside humans to ac-
complish tasks, what will the roles be for the humans and
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Fig. 7 Moral-scene assessment. Starting fromAsimov’s Three Laws of
Robotics (Asimov 1950), this decomposition (above, left) extracts the
perceptual and reasoning capabilities needed for an AI-robot to engage
in moral consideration. Ethical decision-making to prevent an AI from
harming a human starts with perception (above, right), providing a basis
for ethical behavior choices (Greenberg 2018)
the robots? The following sections review two projections of
the future relationship between humans and robots and then
present an alternative possibility.
Human Subservience to AI-Robots
The most popular envisioned future relationship between
humans and AI-robots is exemplified by the movie “The Ter-
minator,” in which an AI defense system (Skynet) becomes
self-aware and decides to enslave and destroy the human
race (Cameron 1984). The central premise is that humans
build a synthetic reasoning system that is able to process
faster and control more sensors and weapons than humans
can. In the movie, humans become obsolete. Elon Musk
recently stated that autonomous AI-powered weapons could
trigger the next world war, and that AI could become “an
immortal dictator” (Holley 2018). A number of experts have
called for a ban on “killer robots,” to ensure that humans
are not made to be subservient to, or destroyed by, robots
(Gibbs 2017). The concerns about the continuing advance-
ment of AI technologies has led the Institute of Electrical and
Electronics Engineers (IEEE) to develop a global initiative
on AI development, including a primer on ethically aligned
design, to ensure that human well-being is prioritized in
the development and deployment of AI and AI-empowered
autonomous systems (IEEE 2019).
Human Dominance over AI-Robots
An alternative view of the future relationship between hu-
mans and robots that is equally concerning is one in which
AI-empowered robots are developed and evolved as slaves to
humans. While this is less of a concern in the near term when
AI-robots are primarily tools, as we move toward AGI, we
move into a space where AI-robots act as independent agents
and become indistinguishable from humans. DeepMind has
developed an AI (AlphaGo) that beat the best humans in
chess, shogi, and Go (Silver et al. 2018) and an AI system
(AlphaStar) that can beat the best human StarCraft II video
game players (AlphaStar Team, DeepMind 2019). It is not
far-fetched to imagine the continued development of super-
human AI capabilities in the next 20–50 years. The question
arises: if an AI approaches AGI—and is not distinguishable
from human rationality using human perception—do humans
still have the right to “turn it off,” or does a self-aware AI have
the rights of personhood (van Hooijdonk 2018; Sheliazhenko
2017)?
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Co-Evolution with AI-Robots
In contrast with the two previous envisioned futures, where
humans are either subservient to or destroyed by robots
or vice versa, another possibility exists. It is important to
remember that machine learning and AI algorithms were
developed by studying mammalian (including human) neural
computations in the brain, and that future developments in AI
will occur through an increased understanding of the brain
(Hassabis et al. 2017). In this respect, developing AI is a lot
like looking in a mirror. We are currently exploring a very
minute part of what a human brain can do, through experi-
mental and computational research, and then creating mathe-
matical models to try to replicate that neural subsystem. It
is vital to understand that this process also helps us learn
about how we, as humans, work—what our computational
strengths and weaknesses are—and how human diseases and
limitations could be overcome.
An example of this is the study of memory—both human
memory storage and retrieval—and AI uses of memory.
Human memory is quite limited, with only a few indepen-
dent, short-term memory slots (Baddeley and Hitch 1974)
that are quite volatile and long-term memory that is often
inaccurate, error prone, and retroactively alterable (Johnson
2010). Persons with Alzheimer’s disease have lost the ability
to locate individual memories, as the index to memory loca-
tion has been degraded by the disease (RIKEN 2016). Re-
cent research used a mathematical model to encode episodic
memories (i.e., remembering where you put your car keys)
in the hippocampus, a function that is degraded in people
with Alzheimer’s disease. These enhanced neural signals
were then sent back into the patient’s brain, resulting in an
improvement in short-termmemory of 35–37% (Wake Forest
Baptist Medical Center 2018). Future integration of AI with
brain-computer interfaces could result in improved memory
for both Alzheimer’s patients and healthy humans. Simi-
lar improvements to human perception, reasoning, decision-
making, and learning are possible.
So, an alternative vision of the future of humans and
robots is one where humans and AI co-evolve, each learning
from the other and improving each other. If the develop-
ment of AGI is the ultimate human mirror showing us our
potential for self-destruction and destruction of others, it
is also a mirror that shows us the potential for humans to
grow, change, and evolve in positive ways. As in healthcare
research, where the more we understand human physiology
and pathologies, the more creative solutions we can develop,
research toward AGI offers us the opportunity to understand
ourselves and to improve the human condition—not as en-
forced by external organizations or movements, but as a
matter of individual choice. In this way, co-evolution between
humans andAI becomes like any othermethod of human self-
improvement—education, healthcare,use of technology—in
that we can choose to what level we participate, weighing the
pros and cons of that decision.
This concept of co-evolution between humans and AI-
robots also addresses the fears of the first two envisioned
futures. A central concern of the “Terminator” future is that
humans will be “left behind” by AI systems, leading to
human destruction or subordination (Caughill 2017). By co-
evolving, humans will be able to understand and keep up
with emerging AI systems. If humans are able to process
information at machine speeds, and at massive scale, we will
be able to intervene in decisions made by AI-robots before
actions are taken. In this manner, human operators will be
able to ensure that AI systems are operating legally and eth-
ically, within the human-defined mission parameters. Also,
by understanding our human limbic systems and emotions
better—including our fight or flight responses and fear of the
“other”—we have the potential to co-evolve with AI to im-
prove our self-control beyond the current human tendencies
to dominate and subordinate, as described in the enslavement
future projection. Co-evolution between humans and AI-
robots could lead to the voluntary improvement of both
individual humans and human society.
In conclusion, AI and AI-robots are an increasing pres-
ence on the battlefield, and are being developed with greater
speed, scale of operation, autonomy, and lethality. Under-
standing how AI and AI-robots operate, the limitations of
current AI-robots, and the likely future direction of these sys-
tems can inform policy-makers in their appropriate uses and
potential for misuse. JHU/APL has leveraged its expertise
in the development of AI and AI-robot systems to perform
research in how these systems can be developed responsibly
and safely, and used within U.S. safety, legal, and policy
mandates. While there are highly divergent opinions on the
relationship of humans to future AI systems—including fears
of humans being dominated by AI, or vice versa—there
is an opportunity for humans to learn and advance from
interactions with AI. In a future of co-evolution, humans
would be able to ensure that AI reflects human ethical and
legal values because humans would be able to continue to
understand and interact with AI systems.
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Abstract
Because lethal autonomous weapon systems (LAWS) are
designed to make targeting decisions without the direct
intervention of human agents (who are “out of the killing
loop”), considerable debate has arisen on whether this
mode of autonomous targeting should be deemed morally
permissible. Surveying the contours of this debate, the
authors first present a prominent ethical argument that
has been advanced in favor of LAWS, namely, that AI-
directed robotic combatants have an advantage over their
human counterparts, insofar as the former operate solely
on the basis of rational assessment, while the latter are
often swayed by emotions that conduce to poor judgment.
Several counter arguments are then presented, inter alia,
(1) that emotions have a positive influence on moral judg-
ment and are indispensable to it; (2) that it is a violation
of human dignity to be killed by a machine, as opposed to
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being killed by a human being; and (3) that the honor of
the military profession hinges on maintaining an equality
of risk between combatants, an equality that would be
removed if one side delegates its fighting to robots. The
chapter concludes with a reflection on the moral chal-
lenges posed by human-AI teaming in battlefield settings,
and how virtue ethics provides a valuable framework for
addressing these challenges.
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Introduction
The battlefield is an especially challenging domain for ethical
assessment. It involves the infliction of the worst sorts of
harm: killing, maiming, destruction of property, and devas-
tation of the natural environment. Decision-making in war is
carried out under conditions of urgency and disorder. Clause-
witz famously referred to this as the “fog of war”; indeed, the
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very root of our word “war” is derived from the Germanic
root wirr, which signified “thrown into confusion.” Show-
ing how ethics is realistically applicable in such a setting
has long taxed philosophers, lawyers, military practitioners,
and educators. The advent of artificial intelligence (AI) has
added a new layer of complexity. Hopes have been kindled
for smarter targeting on the battlefield, fewer combatants,
and hence less bloodshed; simultaneously, stern warnings
have been issued on the grave risks of a new arms race in
“killer robots,” the loss of control over powerful machinery,
and the risks associated with delegating lethal decisions to
increasingly complex and autonomous machines.
While war has remained a constant in human existence,
the progressive introduction of new technologies (e.g., gun-
powder, mechanized infantry, air power, nuclear munitions)
has led to dramatic shifts in battlefield dynamics.Warfare has
been extended into new domains—air, undersea, cyber, and
now outer space—that in turn interact in novel ways. How
transformative AI will ultimately be within this multilayered
battlefield has been the subject of much speculation, but
already military forces the world over, not least the major
powers but also many lesser ones, are investing heavily in
AI-based weapons systems and platforms.1 Ethical reflection
on the likely implications is imperative. This chapter aims to
outline the main directions of current debate in this field. Our
focus is on AI-based weapons technology; we will largely
leave to the side how AI more broadly supports military
activity: monitoring troop movements and capabilities, ad-
ministration of aid to wounded personnel or their extraction
from the battlefield, diffusing explosive munitions, and so
forth.
At the outset, it can be noted that AI is not itself a weapon.
Rather, it is a cognitive tool that facilitates the application of
weaponry to selected targets. AI does this both through the
mediation of robots and by assisting human agents in apply-
ing the weaponry themselves. In either case, AI mimics2 cog-
nitive abilities—sensation, memory, and inference—that are
found in human beings. AI is patterned after these abilities,
sometimes falling short of them, and other times surpassing
them. At the present stage of scientific advancement, general
artificial intelligence has not been achieved (and it remains
an open question whether it ever will be); for the foresee-
able future at least, machine intelligence will remain highly
selective in its operations. For this reason, in what follows,
we proceed from the assumption that AI is a tool—albeit the
most sophisticated tool yet devised by human beings—and
1For a survey of the current technology see Swett et al. in this volume.
2“Mimic” is not here taken in a pejorative or dismissive sense, as when
we say that a parrot “mimics” human speech. It is taken rather in the
sense of Platonic “imitation,” as when it is said that one reality can
possess (“participates in”) what another has but in a diminished or
analogous manner. See Patterson (1985).
even when implemented in robots, it does not possess agency
in the proper sense of the term (which entails a capacity
for self-awareness, ability to set goals, and so forth). This
is not to say that AI qua tool cannot run in autonomous
mode, making its own decisions and learning from previous
decisions. On the contrary, this is already possible. However,
even when operating in autonomous mode, AI serves in
a support capacity; full agency, selfhood, and personhood
cannot be attributed to it. Responsibility for any wrongdoing
that might result from AI-powered operations must be traced
back to the human agents who propose, design, operate, or
direct their use.
AI is a tool that extends human cognitive abilities be-
yond their normal range of functioning. AI can enhance
human sensory capacities, as when it is used for purposes
of surveillance or detection; AI can increase the speed with
which humans process information; and AI can contribute
to human decision-making, either by providing input that
supports decisionsmade by humans or, as with autonomously
functioningAI, the decision itself is delegated to themachine.
Decision is the cognitive act whereby an antecedent phase of
deliberation (whether extended or instantaneous) issues into
a course of action. A decision is a special form of judgment:
“x shall be done.” The doing of x changes some aspect of the
world. This is what philosophers call “practical” (as opposed
to “speculative” or “theoretical”) judgment. In what follows,
we are concerned with practical judgments within the sphere
of military action, particularly those decisions that result in
harm done to human beings or the natural environment. The
chapter proceeds as follows:
1. To provide context for our discussion, we review (i) the
principal reasons that have induced military planners to
develop AI-based warfighting capabilities, (ii) how auton-
omy in AI-based weapons systems is a matter of degree,
and (iii) current attempts to code ethical norms into au-
tonomous AI systems for military applications.
2. Thereafter, we review ethical arguments for and against
the use of autonomously functioning AI battlefield tar-
geting systems, focusing first on the more principle-based
arguments, and thereafter on arguments belongingmore in
the domain of the technological and pragmatic, although,
admittedly, there is not a clear-cut distinction between the
two categories, and some arguments will overlap.
3. By way of conclusion, we look at howAI–human collabo-
ration (“the force mix”) on the battlefield can be expected
to impact on the practical judgment of military personnel,
their ability to engage in ethical (“virtuous”) conduct, and
their moral integrity. Using the tradition of virtue ethics as
our point of departure we formulate a number of questions
for further research.
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Background Considerations
In promoting the development of AI-based warfighting capa-
bilities, military planners have responded to several different
needs and technological developments.
First, there is the robotics revolution, which has led to an
increasing deployment of remote-piloted unmanned ground,
surface, underwater, and aerial vehicles. Best known of these
are the “drones” (unmanned aerial vehicles—UAVs), which
have been extensively used to deliver lethal attacks most
notably in Afghanistan, but elsewhere as well. The remotely
controlled deployment of these vehicles by human pilots
(often sitting thousands of kilometers away from the theater
of operations) presents as threefold difficulty: such deploy-
ment (1) is very labor intensive (one or more operators are
needed to control a single vehicle), (2) requires communi-
cation links that are subject to adversarial disruption or are
inoperative in some locations, and (3) functions relatively
slowly given its dependency on human cognitive reflexes and
decision-making. AI-directed unmanned vehicles provide a
way around these three difficulties, freeing up human oper-
ators for other tasks, obviating the need for constant com-
munications links, and allowing for a more rapid response
time. The last feature has become especially important in
the context of “swarm warfare,” whereby multiple vehicles
proceed against a single target (or against another swarm), in
a high-speed, tightly coordinated attack. Speed of response
is also highly beneficial in related settings, for instance, in
cyber confrontations that occur in the milliseconds, or radar-
based defensive action to protect against incoming missiles.
It goes without saying that the use of unmanned attack
vehicles has the added advantage of protecting military per-
sonnel from lethal harm; AI-directed attacks decrease the
number of personnel that need be placed on the battlefield,
thereby preserving them from injury and death. After World
War I force protection has become a paramount concern for
conventional armies, and the US experience in Viet Nam
showed how soldierly causalities can have a very adverse
political impact, even on an otherwise dominant military
force.
Replacing human agents in combat settings, in the ways
summed up above, is possible only when AI enables weapon
systems to operate in autonomous mode. For purposes of
this discussion, artificial intelligence may be defined as intel-
ligent behavior embedded in artificial matter. “Intelligent”
designates an ability to solve complex problems to achieve
some goal, while “artificial” excludes biological systems—
most importantly: living, breathing, thinking human beings.
This definition covers both autonomous and non-autonomous
systems. An artificially intelligent system is autonomous if
the selection of the means for reaching a preset goal is
left to the system itself, as in what has become known as
“machine learning.” Here the machine “has flexibility in how
it achieves its goal” (Scharre 2018: 31). By contrast, a system
is non-autonomous if the means for reaching a preset goal are
predetermined by an external agent, as in the case of a cruise
missile that follows a given program, however complex the
program might be. It goes without saying that autonomy
is very much a matter of degree. There is a spectrum of
intelligence in lethal machines (Scharre 2018: 31–34), from
systems that are automatic (simple, threshold based), for
instance an improvised explosive device, to those that are
automated (complex, rule-based), for instance a precision-
guidedmunition, and finally those that are autonomous (goal-
oriented, self-directed with respect to the selection of means),
for instance the Israeli manufactured Harpy that destroys
specific radar installations, none of which are determined in
advance, within a particular radius.
Judgments made about machine “autonomy” are very
much in the mind of the beholder. Machines whose inner
workings we do not understand will often seem to be wholly
unpredictable and to produce effects that follow from a
decision made by the machine itself, thus the ascription
of autonomy to the machine. But once we understand the
complex logic on which a machine operates, its resulting ac-
tions will usually be redescribed as being merely automated
(Scharre 2018: 26 ff.). Of course, this begs the question of
whether any machine could ever be autonomous in the proper
metaphysical sense of possessing free will. Being free in this
sense entails the ability to dominate the reasons for one’s
action; no one reason requires me to do this or that, i.e.,
necessitates my action (Simon 1969). Whether freedom from
the necessitation of reasons can be achieved by a machine is
in all probability impossible. The machine is bound by its
underlying architecture and that is why our initial judgment
of a machine’s autonomy eventually gives way to more
moderate characterization in terms of automaticity. In other
words, here as elsewhere we need to be on guard against the
anthropomorphic imagination.
With respect to lethal weaponry, autonomous functioning
is usually described in terms of a threefold distinction (see
Scharre 2018: 29–30) between modes of human presence
in the “killing loop.” First, (1) there is semiautonomous
machine killing. Such a system can detect the external envi-
ronment, identity hostile targets, and even propose a course
of action, but the kill decision can only happen through
the intervention of a human being. Here a human operator
remains in the killing loop, in the sense that he/she must
take positive action if the lethal attack is to be consummated.
Then, (2) there is supervised autonomous machine killing.
Such a machine can sense, decide, and act on its own, but
it remains under the supervision of a human being who can
veto the passage from decision to action. Should no veto be
issued, the machine is fully capable of running through the
combat cycle (observe, orient, decide, act) on its own. Here a
human being remains not in, but on the killing loop. Third, (3)
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there is fully autonomous machine killing whereby a human
being is needed only to activate the machine, but afterwards
it carries out its assigned task without communication back
to the human user. Here the human being is out of the killing
loop. This threefold distinction of in, on, and out of the loop
refers to three modes of operation but not necessarily three
kinds of machine, as one and the same machine could be set
to run on each of these three modes.
Finally, with respect to AI-driven weapon systems that
operate in autonomous mode (humans out of the loop),
current research has sought to devise algorithms that embed
ethical principles into the targeting decisions adopted by
these machines. The issue here is to consider whether and
how autonomous robots can be programmed to function
legally and ethically as battlefield combatants. As already
noted, robots can have other tasks on the battlefield, such as
retrieving injured soldiers (the Battlefield Extraction Assist
Robot), ormonitoring human battlefield conduct so that norm
violations will be reported back to central command or an
international agency, and perhaps even prevented (fear of
punishment arising from robotic observations might dissuade
solders from acting wrongly in the first place). Our interest
in this chapter is, however, with weaponized robots, usu-
ally termed LAWS (Lethal Autonomous Weapons Systems);
AWS (AutonomousWeapons Systems) is used by some as an
alternative.
The question here is whether “the rules governing ac-
ceptable conduct of personnel might perhaps be adapted for
robots” (Lin et al. 2008: 25). Is it possible “to design a robot
which has an explicit internal representation of the rules and
strictly follows them?” (ibid.) Attempts at answering these
questions have focused on the following considerations.
As a point of departure, we have to distinguish between
operational and functional morality. An operational morality
is one in which all possible options are known in advance and
the appropriate responses are preprogrammed. “The actions
of such a robot are entirely in the hands of the designers of
the systems and those who choose to deploy them” (ibid.
26). Such robots have no ability to evaluate their operations
and correct errors. An operational morality has the advantage
of being entirely derivatory on the decisions made by the
designer/user, so the lines of control, and hence responsi-
bility, are crystal clear. However, apart from very narrow
operating environments, it is impossible to preconceive all
possible options in advance, because of the complexity of the
environments in which the robots will be deployed, because
the systems are introduced in settings for which they were not
planned, or even because of the complexity of the technology
involved such that “the engineers are unable to predict how
the robot will behave under a new set of inputs” (ibid.). As
the battlefield is a notoriously disorderly environment, for
deployment in real-life battlefield settings, LAWS must be
programmed with a functional morality, namely a built-in ca-
pacity to evaluate and respond to moral/legal considerations.
Following on from this, the design of functional morality
in robots—namely a capacity for moral reasoning so that
unanticipated situations can be dealt with appropriately—
has been approached in two different ways, top-down and
bottom-up:
(a) In a top-down approach, a particular moral theory is
encoded in the software. This will typically involve some
version of deontology or consequentialism, which are
then detailed into a set of rules that can be turned into an
algorithm. There are many challenges here, for instance
the possibility of conflict between rules. This could lead
to paralysis if the rules are meant to function as hard
restraints, or if the rules are designed only as guidelines,
this could open the door to robotic behavior that should
be prohibited. A further and especially pressing issue
concerns what is termed the “frame-problem” (Dennett
1984; Klincewicz 2015), namely to grasp the relevant
features of a situation so the correct rules are applied.
To borrow an example: How would a robot programmed
with Asimov’s “First Law [of robotics, which says that a
robot may not injure a human being or, through inaction,
allow a human being to come to harm] know, for exam-
ple, that a medic or surgeon welding a knife over a fallen
fighter on the battlefield is not about to harm the soldier?”
(Lin et al. 2008: 31). In a famous case, a Soviet colonel
saw his computer screen flash “launch,”warning him that
the US had initiated a nuclear attack. Thinking there was
a bug in the system he waited, and it happened again re-
peatedly; finally, “missile strike” replaced “launch” and
the system reported its highest confidence level. Still the
colonel paused. Having seconds left to decide the matter,
he called the ground-based operators for confirmation,
but they had detected nothing. It turns out the system
had malfunctioned; it had mistaken light reflecting off a
cloud configuration for the trace of an incoming missile.
The frame-problem, if unresolved, can have enormous
consequences if a powerful weaponized AI system is in
play (Scharre 2018: 1–29).
(b) In a bottom-up approach to functional machine moral-
ity, systems mimicking evolutionary or developmental
processes are implemented within machine learning. The
basic idea here is that “normative values are implicit in
the activity of agents rather than explicitly articulated . . .
in terms of a general theory” (Lin et al. 2008: 35). This
has led to the application of virtue ethics to autonomously
functioning machines. Just as people are taught to ac-
quire the right set of character traits (virtues) and on that
basis come progressively to understand what morality
requires (it has been suggested by Kolberg and others
that this is how children learn about morality), likewise
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neural networks might provide a pathway toward the
engineering of robots that “embody the right tendencies
in their reactions to the world” (Lin et al. 2008: 40). This
“bottom-up development of virtuous patterns of behavior
might be combined [the hybrid approach] together with
a top-down implementation of the virtues as a way of
both evaluating the [resulting] actions and as a vehicle
for providing rational explanations of the behavior.” In
this way, “a virtuous robot might emulate the kind of
character that the armed forces value in their personnel”
(ibid.). Even if feasible, development of such technology
appears to be still well off in the future.
Principled Arguments for and against
Battlefield Use of LAWS
Because LAWS are designed to make lethal targeting deci-
sions without the direct intervention of human agents (who
are “out of the killing loop”), considerable debate has arisen
on whether this mode of autonomous targeting should be
deemed morally permissible. A variety of arguments have
been proposed that we classify below into four different
main types. Alongside this ethical discussion, calls for the
international legal regulation of LAWS, including a ban on
their use, have multiplied (see, e.g., the campaigns and web
sites of Human RightsWatch and the Campaign to Ban Killer
Robots).3 As there is not a perfect overlap between ethics and
law—the latter proceeds from principles and a methodology
quite different from the former—the legal issues surrounding
LAWS fall outside the scope of the present chapter and will
be considered only indirectly.
A principal line of argumentation in favor of LAWS
has focused on the qualities that combatants should pos-
sess in order to make sound targeting decisions in the heat
of battle. Proponents of LAWS have maintained that AI-
directed robotic combatants would have an advantage over
their human counterparts, insofar as the former would operate
solely on the basis of rational assessment, while the latter
are often swayed by emotions that conduce to poor judgment
(Arkin 2010). The negative role of the emotions is amplified
in battlefield settings, when fear, rage, hatred, and related
passions often deflect human agents from the right course
of action. Machines operating under instructions from AI
software would not be prone to emotive distortion; thus, if
properly programmed, they could be counted on to function
in strict conformity with recognized laws of armed conflict
(domestic and international) and the appropriate rules of
engagement. The occurrence of wartime atrocities would
be reduced if combat missions could be undertaken by au-
3See https://www.hrw.org/topic/arms/killer-robots and https://www.
stopkillerrobots.org/
tonomously functioning robots. Not onlywould robotic fight-
ers avoid killing civilians (the sine qua none of international
humanitarian law), in addition, they could be programmed
to assume risk upon themselves to protect civilians from
side-effect harm, something that human combatants often
shy away from. Finally, robots would be capable of precise
targeting, thereby enabling them to disable rather than kill
the opposing human combatants. Although human soldiers
sometimes have the intent to engage in disabling action, the
stress and rapidity of the battlefield, as well as the lack of
needed weapons, often results in higher kill rates than might
otherwise be the case. Human soldiers do not always have
the luxury of precise aiming—say, at the feet rather than
the torso—and end up striking sensitive organs that seriously
wound or kill their adversaries, despite a wish to cause only
minor damage. The same could be said of damage to property
and sites of cultural or environmental significance, which
are often used to provide cover or expose adversaries to live
fire. Robots could be equipped with a sophisticated range of
weapons (being strong enough to carry them all), enabling
them to select for each situation the weapon best suited to
the task at hand; much as expert golfers select from among
their clubs.4
Against this endorsement of LAWS, counterarguments
have been advanced, some principled and others more prag-
matic and contingent upon the current state of technological
development. We will first be treating the principled objec-
tions, which are oriented around four considerations.
First, given that practical decisions take place in circum-
stances that are inherently affected by contingency, no prior
process of reasoning is adequate to render the morally right
conclusion, namely a sound decision about what should be
done here and now, and in what precise way. Beginning with
Socrates’s claim that virtue reduces to knowledge, it has
long been an aspiration of some philosophers (epitomized by
August Comte), and more lately of social scientists, to devise
a science of action that is both predictive and unfailingly
right. Such knowledge might be deflected in us by wayward
passion, but kept on its own trajectory, it will be unfailingly
right. The invention of machine learning with algorithms that
program ethical behavior can be viewed as the most recent
permutation of the philosophical project to reduce virtue to
knowledge.
But against this aspiration often associated with Socrates,
other philosophers, beginning with Aristotle, have main-
tained that knowledge alone, nomatter how sophisticated and
reliable it may be, can ever serve as a proximate guide to
morally right human action. This holds doubly true for action
undertaken under the chaotic conditions of the battlefield.
Even more challenging than predicting the weather (noto-
rious for its difficultly, which even supercomputers cannot
4See Kalshoven (1984).
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fully overcome), on the battlefield soldiers must confront
contingencies relating not only to the terrain, local buildings
and other installations (which may or may not be damaged),
the weather, and their own and their adversaries’ weapon
systems (which even when known do not always function
as planned), but most significantly, they face off against
other agents who are possessed of free will, and who can
choose among alternative courses of action, both tactically
and strategically. How another individual (or group of in-
dividuals) will react can never with certitude be known in
advance. It is for this reason that Aristotle emphasized how
practical reasoning will succeed (i.e., will conduce to morally
good choices) only if directed by an upright will. By the
affective orientation of an upright will, the agent’s attention
is directed toward the most morally salient features of the
immediate environment and decides which of these, amidst
complexity and rapid change, to prioritize in the resulting
choice. Thus, the affective disposition of will, oriented to the
moral good, substitutes for the lack of perfect knowledge,
impossible under these circumstances, thereby enabling right
action under conditions of inherent contingency. This ability,
at once cognitive and affective, Aristotle termed phronesis
(prudentia in Latin). Through a combination of intellectual
skill (enabling correct apprehension of moral principles) and
well-ordered desire (that the later Latin tradition would term
voluntas or “will” in English) the morally prudent person is
able to judgewell within the singular contingencies of experi-
ence. Intellect supplies an abstract grasp of the relevant moral
truths, e.g., “noncombatants should never be intentionally
harmed,” while the will, which desires things in their very
concreteness,5 directs the intellect toward specific items in
the perceptual field (“I do not want to harm this person”). The
more the will is well ordered to the moral good, the better
it will orient the intellect in its judgment of things in their
particularity. ThomasAquinas later explained how, in dealing
with the challenges of warfare, a special mode of phronesis
is requisite (see Reichberg 2017).6 This he termed “mili-
tary prudence” (prudentia militaris). AI-based machines, no
matter how sophisticated their cognitive mimicking may be,
will never be possessed of the affective disposition we term
“will.”7 LAWS, by consequence, can never attain to phrone-
sis, and, for this reason, cannot function as a trustworthy
substitute for human combatants (see Lambert 2019).
5Thomas Aquinas emphasized how knowledge is oriented to things
under the condition of abstractness and universality, while desire is
oriented to things in their concrete singularity, and hence their very
contingency. The respective faculties, intellect and will, operate in
synergy, and thus each provides input to the other in carrying out its
respective operation.
6On the interrelation of intellect and will in the cognition of things in
their particularity and contingency, see Reichberg (2002).
7This claim is of course not self-evident; providing the argumentation
would take us too far afield. Our aim at present is to describe the contours
of one principled argument against LAWS.
A second principled argument against LAWS is orientated
around the indispensability of emotions for the exercise of
right judgment on the battlefield. As noted already, pro-
ponents of LAWS have assumed that practical judgment
functions best when freed from the distortions arising from
emotion. This is a viewpoint that was originally articulated
by the ancient Stoics, who held that as emotion invariably
leads humans astray, only a life lived under the austere
dictates of reason will be a morally successful one. From
this perspective, AI, which operates with cognitive capacity
only, can be counted on to adhere unfailingly to the ethical
guidelines that have been programmed into it, such that all
its subsequent learning will develop in conformity with these
guidelines.8 Since it operates without emotion, AI has the
potential to exceed human beings in making reliable ethical
decisions on the battlefield.
By contrast, opponents of LAWS refuse to accept the
fundamental premise on which this argumentation is built,
namely that emotions are a hindrance to sound judgment and
the action that follows from it (see Johnson and Axinn 2013;
Morkevicius 2014). On the contrary, they maintain that emo-
tions provide indispensable support for moral agency, and
that without emotion, judgment about what should (or should
not) be done on the battlefield will be greatly impoverished.
Reason, without proper emotional support, will lead com-
batants astray. From this perspective, emotion can provide a
corrective to practical judgments that derive from erroneous
abstract principles (“ideology” we would say today) or from
blind obedience to authority. There are numerous accounts of
soldiers who, acting for instance under the impulse of mercy,
desist from wrongful commands or provide aid to enemy
combatants whose demise would make no contribution to the
military effort (Makos 2014). Human beings have a unique
ability to perceive when preordained rules or established
plans should be set aside and exceptions made, in the inter-
ests of humanity. Our emotions (“feelings”) are often what
prompt us to see how a given situation requires, “calls for,”
a response out of our ordinary patterns of behavior. An emo-
tionless machine, operating on sequential reasoning alone,
would have no basis to depart from its preprogrammed course
of action, and thus no ability for making exceptions. While
this could be reckoned only a shortcoming under ordinary
operating conditions, should a LAWS be reprogrammed for
malicious ends (say, by cyber intrusion or other means), and
oriented toward the commission of atrocities, there would
be no internal mechanism by which it would resist the new
operating plan. No emotional response would provide the
necessary cognitive dissonance. By contrast, human beings
always have the ability, and sometimes even an obligation,
to disobey orders, in other words, to act against instructions
8This being the case, it is not surprising that stoicism is the philosophy
of choice in Silicon valley (see Manthorpe 2017).
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received from a commanding officer. But it is hard if not
impossible to imagine how a machine could override its
software (Johnson and Axinn 2013: 135).
A third principled argument against LAWS proceeds from
the moral intuition that battlefield killing will be compatible
with human dignity only when it is carried out by the direct
decision of a human being. To be killed by machine decision
would debase warfare into mere slaughter, as though the
enemy combatant were on a par with an animal killed on an
automated conveyer belt, or, as two authors put the point:
A mouse can be caught in a mousetrap, but a human must be
treated with more dignity. . . . A robot is in a way like a high-tech
mousetrap; it is not a soldier with concerns about human dignity
or military honor. Therefore, a human should not be killed by
a machine as it would be a violation of our inherent dignity
(Johnson and Axinn 2013: 134).
The operative supposition is that the killing which is done
on the battlefield is special (compared to other modes of
killing) insofar as it is done according to an established code
of honor, a convention, whereby soldiers face off as moral
equals. Each is a conscious participant in a profession which
requires that a certain deference be shown to the other even
in the process of killing him. Shared adherence to the same
calling sets military warfare apart from other sorts of con-
frontations, say, between police and thieves, where there is no
moral reciprocity. In a famous essay (Nagel 1979), philoso-
pher Thomas Nagel maintained that the hostility which is
characteristic of war is founded, paradoxically, on a mode of
interpersonal relations. Respect for the other (hence treating
him as an end and not merely as a means) is maintained even
in the process of killing him, when he is targeted precisely
as a subject, as someone who is aware that he is the target
of hostile acts for a specific reason, namely because he too
is directing lethal harm against the one who is trying to kill
him. What is often called the “war convention” is based on
this reciprocity, namely the mutual exposure to intentional
harm, and for this reason the personal dignity of soldiers is
maintained even in the killing. But this personal dimension,
having lethal harm directed against oneself insofar as one is a
member of a distinct class, that of arms-bearing soldier, could
not be maintained in the event that the opposing soldier were
not himself a person, but only a machine.
Against this view, one could say that it proceeds from a
conception of warfare—associated with “chivalry”—that is
no longer operative today.9 Today’s conflicts are often waged
by reference to a justice motive wherein the adversary is
deemed immoral, a terrorist or a kind of criminal, such that
moral equality with him would be unthinkable. Moreover,
if one were to exclude (as morally dubious) “impersonal
killing” of the sort carried out by LAWS, then by the same
9On the applicability of chivalric norms to contemporary conflict, in
light of recent technological developments, see Olsthoorn (2019).
token much of the technology employed in modern warfare
would have to be excluded as well: high altitude bombing of
enemy positions, roadside bombs, booby traps, and similar
devices. But thus far, few if any are militating for a ban on
these methods of warfare, except in cases where civilians
might indiscriminately be harmed (land mines or biologi-
cal weapons) or where the harm to combatants (by, e.g.,
poisonous gas or chemical weapons) results in long-lasting
suffering.
In arguing for an essential difference between human and
machine killing, namely that even in a situation where a com-
batant would justifiably be killed by his human counterpart,
it would be wrong in the identical situation to have him killed
by a LAWS, Johnson and Axinn (2013) nonetheless draw a
distinction between offensive and defensive LAWS. The for-
mer would include unmanned ground, surface, underwater,
or airborne vehicles that are able to attack targets—wherever
they may be found—based on preset autonomous decision
procedures. Insofar as they are directed against manned tar-
gets, autonomous killing systems of this sort should never
be used, for the reason given above, namely that machine
killing is incompatible with human dignity. By contrast,
defensive LAWS do not fall under the same moral stricture.
“Defensive” would include integrated air defense systems
that shoot down aircraft or missiles flying within a specific
radius, as well as land-based autonomous turrets or perime-
ter patrol robots that fire on anyone entering a designated
perimeter. Autonomously functioning machines would have
moral license to kill anyone entering the said zones, provided
these no-go areas were well announced in advance. It could
then be assumed that trespassers were engaged in hostile
activity, and there could be ample justification to program a
machine to kill them upon entry. This would be an AI-based
extension of the electric fence.
While the distinction here drawn between the two types
of LAWS (offensive and defensive) is useful, it does seem
to undermine the authors’ argument that it is an inherent
violation of human dignity to be killed by a machine. After
all, the basic supposition behind the deployment of LAWS
is that such machines can effectively be programmed to dis-
tinguish combatants from noncombatants, the former being
engaged in hostile activity and the latter not. But if advance
warning is what enables a differentiation of allowable versus
wrongful machine killing, then anytime it is publicly known
that a war is underway, there could be moral justification in
having a LAWS kill adversarial combatants. After all, by a
tacit convention, combatants know that once they step out on
the battlefield they are “fair game”; this is the “perimeter”
they have entered, and in doing so they assume risk upon
themselves. On this reasoning, all may rightly be made lethal
targets of a machine.
A fourth principled argument against LAWS is focused,
as was the previous argument, on the moral equality of
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combatants as a prerequisite for maintaining a rule-based
order on the battlefield. An expression coined by political
theoristMichaelWalzer, but with antecedents in international
law, the “moral equality of combatants” refers to the idea that
the moral standing of combatants can be determined without
reference to the cause, just or unjust, for which they fight
(Walzer 1992). All soldiers, whether fighting in just or unjust
wars, are bound by the same set of rules. On this conception,
“when conditions of enmity arise between states, this does
not automatically amount to interpersonal enmity between
the individual members of the opposing states. In war, those
who do the fighting may consequently do so without special
animosity toward their adversaries on the other side, because,
like themselves, they are mere instruments of the state. This
positions them to confront each other as peers in a rule-
bound, albeit bloody competition” (Reichberg 2017: 231–
232). Because the actual fighting is conducted in detachment
from substantive justice (the question of which side is in
the right with respect to the casus belli), combatants deploy
force against each other in view, not of hatred or vengeance,
or even high-minded goals such as the upholding of justice,
but for the preservation of personal security. Moral license
to kill derives, in other words, not from the personal moral
guilt of the opposing combatant (after all he is acting out
of obedience to his leadership as I am to mine), but from
a right to self-defense. “Each possesses this license [to kill
in war] because each acts in self-defense vis-à-vis the other.
The reciprocal imposition of risk creates the space that allows
injury to the morally innocent [i.e., combatants on the oppos-
ing side]” (Kahn 2002: 2). Rule-based warfare, and the moral
equality of combatants that it entails, depends on a mutual
assumption of risk by combatants. This reciprocal exposure
to serious injury and death is what justifies each in directing
self-defensive lethal harm against the other. But should one
side prosecute war without assuming any risk upon itself,
i.e., its own combatants, its moral right to use lethal force
is thereby removed. There can be no moral justification in
fighting riskless war. This is exactly the situation that would
arise by the introduction of LAWS on the battlefield. The side
deploying these “killer robots” against human combatants
on the other side might prevail militarily, but the resulting
victory would be morally pyrrhic and hence wholly without
honor. The professional ethos of soldiering, which rests on
a voluntary and reciprocal assumption of risk, would be
undermined, and with it the expectation, built up over many
centuries, that war can be conducted in a rule-based and
even virtuous manner, namely in a way that preserves (and
enhances) the moral integrity of those who actively take part
in it (Riza 2013).
One could of course respond (Arkin 2010) that the
ultimate goal behind LAWS is to reconfigure the battlefield
so that in the future robots will fight only robots, not men,
thereby removing the asymmetry outlined above. This,
however, is unlikely to produce the desired outcome—
bloodless war. Unless belligerents agree to a convention
whereby defeat of one’s robotic army will entail capitulation
to the political demands of the victor, the war will simply
shift to another plane, one in which human combatants
are again pitted against the robotic combatants of the
(tactically but not strategically victorious) other side, with
a morally dubious risk asymmetry reintroduced onto the
battlefield.
Another line of response would question whether the
moral equality of combatants, and the mutual assumption
of risk that underlies it (Renic 2018), is indeed a needed
precondition for the maintenance of rule-based warfare. A
lively debate has been ongoing on this topic over the last
decade (Syse 2015; Barry and Christie 2018). This is not
the place to elucidate the details. For our present purpose
it can be said that the alternative viewpoint—which posits
a moral inequality in favor of the combatants who prosecute
the just cause—will entail that the just side has moral warrant
to engage in risk-free warfare. Or put differently, if LAWS ef-
fectively enable force protection, while simultaneously aim-
ing their fire only at enemy combatants and not civilians, no
sound moral argument stands in the way of their use. This
moral justification derives wholly from the ad bellum cause
and from nothing else.
One may, however, make much the same argument with-
out going as far as nullifying in bello considerations in favor
of making ad bellum concerns alone morally decisive. One
may more simply, with James Cook, argue that we should
avoid romanticizing risk and death in war when we can
clearly, with the aid of unmanned and AI-based technology,
protect our own warfighters better by offering them the
opportunity of better defenses, lower risk, andmore accuracy.
The latter argument can be made even if we do not reject the
moral equality of combatants (Cook 2014).
Technical and Pragmatic Considerations
We choose in the following to treat separately a group of
ethical arguments for and against the battlefield use of AI
that can broadly be termed “pragmatic,” centering partly
on the current state of technologies and partly on broader
considerations of whether AI will do more harm and good.
There is indeed overlap between these considerations and
the ones we have called “principled” arguments, and some
of the arguments below have been foreshadowed above.
Nonetheless, the distinction is useful, since the arguments
below do center more on the technical aspects and the con-
sequences of the use of AI technology and take a less prin-
cipled stand for or against the application of such tech-
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nologies. These arguments can be classified by reference to
what one might term AI battlefield optimists and pessimists
(Syse 2016).
By optimists we mean those who see the introduction of
autonomous weapons as representing a net gain in terms of
much higher precision, less suffering, and fewer fatalities in
war (Arkin 2010; Strawser 2010). Beyond the obvious point,
outlined above, that robots fighting each other would spare
human combatants from having to do the same, thus resulting
in less loss of life, the optimists also claim that robots, even
when fighting human beings, would show greater battle-
field probity, because they would not be misled by emotion.
Wartime atrocities would be eliminated if robots were left
to do our fighting for us, provided of course that they were
programmed properly, to the extent possible, to avoid harm
to noncombatants.
Moreover, robotic fighters would have an additional ben-
efit insofar as they could be counted on to assume risk
upon themselves to protect noncombatants, something hu-
man combatants often avoid. Attacks could, for instance,
be carried out at closer range, thus with greater precision,
resulting in decreased rates of side-effect damage to civilians
and the infrastructure on which they depend.Moreover, given
that AI can provide better situational awareness to human
soldiers, targeting decisions will prove to be less lethal, as
enemy combatants can more readily be incapacitated than
killed. In other words, proportionality calculations could be
implemented with enhanced accuracy.
Optimists are also quick to acknowledge the economic
as well as tactical advantages of autonomous lethal systems
(already mentioned above in the section on Background
Considerations). For instance, whereas remotely controlled
and supervised battlefield robots require much human capital
for their operation, these high costs could be bypassed by
means of autonomously functioning robots.
There are tactical benefits also, insofar as autonomous
robots eliminate the need for electromagnetic communica-
tions links, which are hotly contested in wartime, and inoper-
ative in some settings, for instance, deep undersea. Moreover,
much of current military planning increasingly makes use of
swarm warfare and the resulting maneuvers happen far too
rapidly to be directed by human guidance.
Concluding from these lines of reasoning, B. J. Strawser
(2010) holds that the use and further development of un-
manned (or “uninhabited”) and increasingly autonomous
weapons may be a duty, if the likelihood of fewer casualties
and less suffering is significant. Opposing or delaying such
development and use would be akin to holding back on the
use of life-saving tactics and strategies, even when we know
that they will be effective.
In short, the “optimist” arguments hold that the likely
overall result of AI technology on the battlefield will be one
of more accuracy and fewer human beings put in harm’s way.
Pessimists, by contrast, have offered a set of opposing
arguments:
• The anticipation of decreased battlefield human casualty
rates (through the introduction of robots) would lower the
perceived risks of wagingwar. In anticipation of fewer bat-
tlefield casualties to the deploying side, political leaders
who possess a strong LAWS capability will increasingly
view initiation of war as a viable policy option. The
number of wars will grow accordingly (Asaro 2007).
• It is an illusion to think that robotic warfare will render
wars entirely bloodless. Ultimately, the fruit of defeat on
the battlefield will be the vulnerability of one’s civilian
population to lethal robotic attack, which, given the new
technologies developed (e.g., swarmed drone attacks),
could lead to massive deaths on a par with nuclear det-
onations. In this connection, Russell (2019: 112) refers
to these AI-based technologies as “scalable weapons of
mass destruction.” A new arms race will emerge, with
the most unscrupulous actors prevailing over those who
show restraint. For instance, AI engineers at leading US
technology firms are refusing to engage in military design
projects with lethal applications. It is said that at Chinese
defense contracting firms, where the development of AI
systems is a priority, the engineers have not expressed
the same reservations (Knight 2019). An additional worry,
recently voiced by Paul Scharre, is that an arms race in
AI military applications will lead to a widespread neglect
of safety considerations. “[T]he perception of a race will
prompt everyone to deploy unsafe AI systems. In their
desire to win, countries risk endangering themselves just
as much as their opponents” (Scharre 2019: 135).
• The differentiation between combatants and noncombat-
ants depends on a complex set of variables that, in today’s
asymmetric battlefields, cannot be reduced to a question
of the uniform one may or may not be wearing. Irregular
combatants often pose as civilians, and subtle judgments
of context are needed to ferret them out from their inno-
cent counterparts. For instance, human beings are adept at
perceiving whether their fellows are animated by anger or
fear, but machine intelligence in its current form is largely
unable to detect this crucial difference.
• Similar problems arise from AI black-boxing, namely the
difficulty knowing in advance how an algorithm would
dictate a response in an unanticipated set of circum-
stances (see Danzig 2018 for a survey of the relevant
risk factors). Given such immense complexities, teams of
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programmers need to collaborate on algorithm design for
any one project. Consequently, no one programmer has a
comprehensive understanding of the millions of lines of
code required for each system, with the result that it is
difficult if not impossible to predict the effect of a given
command with any certainty, “since portions of large
programsmay interact in unexpected, untested ways” (Lin
et al. 2008: 8). Opening lethal decision-making to such
uncertainty is to assume an unacceptable level of moral
risk. This unpredictability, amplified by machine learning,
could result in mistakes of epic proportions, including
large-scale friendly-fire incidents, thereby nullifying the
benefits that might otherwise accrue from the use of
LAWS. “In the wrong situation, AI systems can go from
supersmart to superdumb in an instant” (Scharre 2019:
140). Given this unreliability, military personnel would be
unwilling to put their trust in AI systems (see Roff and
Danks 2018). The use of such systems would accordingly
be avoided, thereby nullifying the tactical benefits that
might otherwise accrue. Perhaps a way will be found
to overcome algorithmic black-boxing, but at the current
stage of AI design, a solution is still well off in the
future.
• Likewise, no matter how effectively LAWS might be pro-
grammed to act in accordance with ethical norms, cyber
intrusion cannot definitively be excluded, such that its
code would henceforth dictate unethical behavior, includ-
ing the commission of atrocities. Advances in cryptology
and other defenses against cyber intrusion have still not
reached the point where malicious interference can be
ruled out.
• Moreover, even if the use of autonomous battlefield robots
could, if programmed effectively with moral norms, lead
to reduced bloodshed in war, there is no guarantee that
all relevant militaries would program their robots in this
way. The opposite could easily happen under a variety of
scenarios, including states that might refuse to sign onto
AI-related treaties that may eventually be negotiated, the
assumption of control over such systems by rouge actors
or third-party hackers, or the theft, reuse, and reprogram-
ming of battlefield robots.
As this brief summary of core technological and prag-
matic arguments shows us, whether the use of complex AI
capacities in battlefield weaponry will lead to more or less
suffering, more or less casualties, is subject to intense debate.
Hence, the uncertainties of the accompanying calculus of
moral utility are far-reaching. The “optimists” will, however,
insist that their arguments are not meant to be ipso facto true:
rather, they are unequivocally dependent on the development
of AI technologies that discriminate clearly and assuredly.
Much of the “pessimist” argument, on the other hand, centers
on the unlikelihood that we will—at least in the foreseeable
future—be able to trust, or truly and safely harness, the
powers of such technologies.
Virtue Ethics and Human–AI Interaction
Thus far we have mainly considered the question of whether
autonomous robots should be allowed on the battlefield.
The resulting debate should not blind us to a wider set
of questions that are important to address as human–AI
interactions—semiautonomous and autonomous—become
increasingly prevalent in military planning and execution.
How these tools impact on the military personnel who make
use of them and their ability to undertake responsible action
on the battlefield (whether directing the conduct of hostilities
or directly engaging in these hostilities) must complement
the reflections delineated above, and may play a vital role as
we try to draw conclusions to the quandaries with which we
are faced.
Human–machine interaction within the conduct of hostili-
ties is referred to in military jargon as the “ForceMix” (Lucas
2016). Ethics research into the human and machine Force
Mix, especially the moral implications for the human agents
who use AI-based weapons systems, has arguably failed
to keep pace with accelerating technological developments.
This lacuna urgently needs to be filled. How service within
the Force Mix affects the moral character of the human
personnel involved is also our central focus in a new research
project undertaken by the authors, in collaboration with a
team of experts.10
We propose that a virtue ethics perspective is especially
useful when investigating the ethical implications of
human participation in the “Force Mix.” Virtue ethics, a
philosophical approach (see Russell 2009) associated most
closely with Aristotelianism (and the Thomistic school
within Catholic moral thought), has been adopted within
military training programs (see Moelker and Olsthoorn
2007 for a good overview of the interaction between virtue
ethics and professional military ethics). Virtue ethics is
uniquely flexible: rather than espouse fixed moral principles,
it emphasizes acquiring appropriate dispositions for the
proper exercise of one’s professional role (Vallor 2016:
ch. 1). Paramount is the structural context—including,
in the military setting, such important factors as combat
unit membership and type of battlefield, as well as the
technological setting—within which individuals act, and
the ways in which their actions must be adjusted to fit
that specific context. The use of AI within combat units
10“Warring with Machines: Military Applications of Artificial Intel-
ligence and the Relevance of Virtue Ethics”; see https://www.prio.
org/Projects/Project/?x=1859 for a description of this project and the
principal collaborators.
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will inevitably alter these structural conditions, including
the prerequisites for force cohesion, within which virtue is
exercised. How should we think about the virtue of military
personnel in light of this momentous, ongoing change?
Let us add that while often associated with Greek and
Christian thought, virtue ethics also has significant parallels
in Asian traditions of thought (as discussed e.g. in Vallor
2016), thus making it eminently suitable for a global con-
versation about ethics and AI.
Within military ethics, virtue has occupied a central role,
pertaining not least to the inculcation of soldier identity,
unit cohesion, pride, discipline, and conscience. The virtue-
based ideal of the good and reliable soldier can be found
across cultures and over time, albeit with different emphases
and priorities. In spite of the many differences, the idea of
the soldier and the officer as someone who must acquire
and develop defined character traits or virtues, courage and
prudence foremost among them, is central to most military
cultures. In Western philosophy, it is exactly this way of
thinking that has gone under the name of virtue ethics or,
more specifically for the armed forces, professional military
ethics.
It could be argued (Schulzke 2016) that an increased re-
liance on automated weapons and AI makes virtue ethics less
central to the military enterprise, and that a more rules-based
focus will be needed, since machines per se cannot have
virtues, while they can indeed be programmed to follow rules.
We would rather argue that the question of virtue becomes
even more pressing in the face of AI, since the very role and
competence of the human soldier is what is being augmented,
challenged, and placed under great pressure. How do we
ensure that soldiers and officers maintain those virtues that
make them fit for military service and command, instead of
delegating them to AI systems—and in the process, maybe,
ignoring or losing them (“de-skilling”).
The debates between optimists and pessimists, delineated
above, are also debates about the role of human virtue.
As we have seen, while technology optimists will typically
claim that lethal autonomous weapons systems (LAWS) will
be superior to more human-driven systems because they
tend toward an elimination of mistakes based on errors of
judgment and the distortions introduced by strong emotion
(Arkin 2010), those on the other side of the debate fear
that military decision-making will suffer greatly if prudential
reasoning, including such typically human phenomena as
doubt and conscience, will be weakened, and war will be
waged “without soul” (Morkevicius 2014; Riza 2013).
The questions that virtue ethics helps us posit concern
what special moral challenges are faced by the human
decision-maker and user of AI systems. Closely linked to
that is the following question: How should that decision-
maker and user be prepared and trained for action in the
battlefield? AI forces us to ask these questions in a new
way, since the human–AI encounter is not only a traditional
encounter between a user and a tool, in which the tool is
essentially an artificial extension of the intentions of the
user. Human–AI interaction also represents an encounter
between a human agent on the one hand and a nonhuman
system which is capable of making seemingly superior and
not least self-sufficient, autonomous decisions, based on
active learning, on the other. How should the human user
of such systems think about his or her role and relationship
vis-à-vis them?
In order to answer this question and determine the ethical
implications of implementing AI technology into human
practices of war, we hold that the following further questions
have to be asked, and we conclude the present paper with an
attempt at formulating them, indicating thereby the direction
of our further research on the AI–human encounter in mili-
tary settings:
Firstly, which are the specifically human qualities or
virtues that remain crucial in guiding decisions about strategy
as well as battlefield actions in war? How can we ensure that
these qualities are not weakened or ignored as a result of the
use of AI-based weapons systems? Or put in other words,
how can we ensure that the implementation of AI systems
does not lead to a “de-skilling” of the human actor?
Secondly, the Stoic ideal of peace of mind, balance, and
moderation is often touted as a military ideal, based on a
virtue-ethical tradition (Sherman 2007). But, as also inti-
mated above, we must ask to what extent this ideal denies
the importance of emotions for proper moral understanding.
How does AI play into this debate about the role of emotions,
such as fear, anger, distrust, doubt, and remorse—all feelings
with significant relevance for decision-making in war? How
will AI change the ways in which we understand, appreciate,
critique, and develop emotions associated with the use of
military force?
Thirdly, in the Socratic tradition, dialogue is considered a
crucial prerequisite for the development of virtues and proper
decision-making. What kind of a dialogue takes place in the
human–AI encounter? Is an AI-based systemwith significant
linguistic and machine-learning capabilities a real, trustwor-
thy dialogue partner? The term “digital twin” is increas-
ingly used in describing the interaction between AI-based
and human-operated systems. Does this conceptualization
truly capture the nature of the human–AI encounter in the
deployment and operation of weapons systems? (Kim 2018).
And finally, and most generally, which of the virtues
are most relevant to humans in the human–AI force mix?
To what extent do those virtues—such as moderation, pru-
dence, and courage, which we assume are among them—
change their character as a result of the use of AI-based
systems?
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It is worth noting that these are questions with relevance
well beyondmilitary ethics. Virtue ethics is not only the dom-
inant ethical framework for moral training within the military
but is today also the dominant framework for thinking about
professional ethics in a wide array of fields, as for example
in the case of nursing ethics, and more widely the ethics of
care, fields that are also very much undergoing change due
to increased digitalization and widespread use of AI. Raising
themwithin the context of military ethics first, however, does
have the benefit of attacking the problem within the context
where AI research arguably has come the furthest, and where
the stakes are particularly high. Our belief is that a virtue-
ethical approach helps us raise awareness and ask questions
about how AI can be integrated in military settings in a way
that takes seriously the crucial role of the human developer,
operator, and user of AI systems. This, in turn, will help us
focus on the sort of training and self-awareness that must be
developed and fostered in tandem with the development and
deployment of AI weapons systems.
To both ask and answer such questions intelligently re-
quires, however, that we have a good overview of the nature
of the ethical debates that confront us, and it is to that aim
that we hope our reflections have contributed.
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Abstract
Nuclear deterrence is an integral aspect of the current
security architecture and the question has arisen whether
adoption of AI will enhance the stability of this archi-
tecture or weaken it. The stakes are very high. Stable
deterrence depends on a complex web of risk perceptions.
All sorts of distortions and errors are possible, especially
in moments of crisis. AI might contribute toward reinforc-
ing the rationality of decision-making under these condi-
tions (easily affected by the emotional disturbances and
fallacious inferences to which human beings are prone),
thereby preventing an accidental launch or unintended es-
calation. Conversely, judgments about what does or does
not suit the “national interest” are not well suited to AI (at
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least in its current state of development). A purely logical
reasoning process based on the wrong values could have
disastrous consequences, which would clearly be the case
if an AI-based machine were allowed to make the launch
decision (this virtually all experts would emphatically
exclude), but grave problems could similarly arise if a
human actor relied too heavily on AI input.
Keywords
Deterrence · Escalation · Nuclear · Stability · Weapons
Introduction
Technological innovation often brings about paradigm shifts
in various dimensions of our life. Artificial Intelligence (AI)
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certainly has great potential to fundamentally transforming
various dimensions of our life, for better or worse (Kissinger
2018).
The military and security domains are no exception. The
trajectory of AI development, together with that of comple-
mentary information technology and others, will have a large
effect on security issues. AI could make any type of weapons
and military system smarter, and it may make warfighting
more efficient and effective. The potential ofmilitary applica-
tions of AI is enormous, and some have already materialized.
Meanwhile, we should be aware of limitations that AI
systemsmay have. The autonomy in weaponry systems poses
serious and difficult questions regarding the legal and ethical
implications, the evolution and changes of military doctrines
and strategy as well as the risks of misguiding decision-
making and actions, and the balance of power among nations.
The discussion on how to regulate the military application of
AI confronts us with significant political challenges.
Among many security-related questions, how the possi-
ble convergence of AI and nuclear strategy/deterrence will
transform our security environment is the most important
one. Nuclear weapons were a game changer in altering the
nature of war and security strategy (Jervis 1989). Now AI
may effect another game change, when it is integrated into
nuclear weapon systems. As nuclear weapons keep posing
existential threats to the human being, and the stable, safe
management of nuclear arsenal and threat and risk reduction
are essential for the survival of human beings, it is natural to
ask what the growth of AI will mean for nuclear deterrence,
nuclear threat reduction, and nuclear disarmament. Would
AI reinforce nuclear deterrence and strategic stability, or
undermine them? Would AI promote nuclear disarmament
and nonproliferation? To beginwith, how couldAI be utilized
in nuclear strategy and deterrence?
According to a study by RAND Corporation, there are
three main positions on the potential impact of AI on nuclear
stability. “Complacents” believe that AI technology would
never reach the level of sophistication to handle the compli-
cated challenges of nuclear war, and therefore AI’s impact is
negligible. “Alarmists” believe that AI must never be allowed
into nuclear decision-making because of its unpredictable
trajectory of self-improvement. “Subversionists” believe that
the impact will be mainly driven by an adversary’s ability
to alter, mislead, divert, or trick AI. This can be done by
replacing data with erroneous sample or false precedent, or
by more subtly manipulating inputs after AI is fully trained
(Geist and Andrew 2019). This categorizing effort suggests
that even experts cannot reach a consensus about the potential
trajectory of AI, and therefore it is difficult to assess the
impact of the technology on nuclear stability and deterrence.
At most, what we can do under such a circumstance where
forecasts of the consequences of AI development for the
international security environment are necessarily tentative
is to present the points of concerns which may arise from
various scenarios. So, what factors will shape the future of
nuclear deterrence and stability in the era of rise of AI? This
paper outlines the risks associated with the possible applica-
tion of this evolving technology into nuclear security, and the
possibilities of contribution to the reduction of nuclear risks.
First, it shows how AI could function as a decision-
support system in nuclear strategy. Second, I indicate how
AI could support nuclear operations with improvements in
intelligence, surveillance, reconnaissance (ISR), and target-
ing. The virtue of AI can be best demonstrated in a con-
stellation of new technologies, and ISR is the most critical
field where such constellation happens. In this connection,
although it is important to analyze how AI application to
conventional weapons such as Lethal Autonomous Weapon
Systems (LAWS) or swarming unmanned aerial vehicles
(UAV) bring about changes in the role of nuclear weapons
in military strategy, the discussion will be left for another
occasion. And third, I show how AI will affect the discourse
on ethics and accountability in nuclear use and deterrence.
AI in Supporting Nuclear Decision-Making
Essence of Nuclear Deterrence and the Role
of AI
Goals to achieve by nuclear weapons are complex. A funda-
mental/original purpose of the weapon is to win a warfight-
ing. With its huge destructive power, nuclear weapon could
be an effective tool to lead a country to victory. Meanwhile,
exactly because of this feature, there are high hurdles for the
actual use of nuclear weapons as it might cause humanitarian
catastrophe not only in the adversary’s population, but also
in its own population when retaliated. Thus, the advent of
nuclear weapons has changed the nature of war, and is em-
ployed to achieve certain political goals without detonating
one in warfighting, or through nuclear deterrence.
Deterrence is the use of retaliatory threats to dissuade an
adversary from attacking oneself or one’s allies. Deterrence
is not the only goal nor the winning a war. To succeed,
deterrence should be multidimensional. Nuclear weapons
can also be used for compellence—coercing the enemy into
doing something against its will. In the meantime, the co-
ercive elements are not the only components of a strategic
relationship between potential adversaries. Both sides must
be convinced to certain degree that they will not be attacked
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as long as they would not provoke beyond some level of
confrontation that is being deterred (Schelling 1966).
In particular, between major nuclear powers in an ad-
versarial relationship, the maintenance of strategic stability
is sought in order to avoid armed conflict, which could
be escalated into a catastrophic nuclear war if they fail to
manage the escalation. Strategic stability is understood as
“a state of affairs in which countries are confident that their
adversaries would not be able to undermine their nuclear
deterrent capability” and that state would be maintained
with various means including nuclear, conventional, cyber,
or other unconventional means (Podvig 2012).
Another important feature of nuclear deterrence, which
requires thorough consideration is that effective deterrence
needs to complicate adversary’s strategic calculus, but to the
extent that it would not challenge the status quo.
Beyond military capabilities, postures, and pressure, ef-
fective deterrence requires, to a greater extent, the sophis-
ticated skill of political communication and crisis manage-
ment. To achieve the objectives of deterrence, it is neces-
sary to make the adversary lose confidence in the success
or victory of its strategy and, at the same time, to make
sure that the adversary would be convinced that its core
national interests would be preserved if the situation would
not be inflicted into the use of force. Although it is essential
for successful deterrence to demonstrate strong resolve and
sending clear message that action corresponding to such a
resolve would be taken, and it will be ready to give dam-
age imposing unbearable cost on the adversary, it would
require compromise and carefully avoid total humiliation of
an adversary, which may drive the adversary into desperate
action.
So where does AI fit in? As referred above, with machine
learning, AI optimizes its performance to achieve a goal pro-
vided. Systems using these techniques can, in principle if not
in practice, recursively improve their ability to successfully
complete pattern recognition or matching tasks based on sets
of data (which usually need to be carefully curated by humans
first) (Heath 2018).
Meanwhile, current AI systems may still have limitations
in performing when they are operated outside the context
for which they are designed to work, and transferring their
learning from one goal to another. This feature suggests that
AI at the current level of its capabilities would not function
well. In a complex social and political environment where the
final goals of action and the choice by decision makers are
adaptable to emerging and evolving conditions surrounding
decision makers, it is unlikely that, under the current level of
technical competence and maturity of discussion on ethical
concerns, AI alone will/can make a decision to use nuclear
weapons.
AI would play only a limited, supporting role in nuclear
decision-making. Nevertheless, considering possible appli-
cation of AI in decision-making support systems requires
us to revisit the viability of some conventional wisdoms as
assumptions for nuclear deterrence.
Growing Questions over Rationality
Assumption
Nuclear deterrence is a situation where states seek to achieve
political and security goals by influencing the other side, or
adversary, without using them. Some argue that deterrence
could work because the high prospect for catastrophic results
in the use of nuclear weapon or the failure of deterrence
would induce parties to the escalation game to become very
cautious in taking actions. This logic assumes that decision
makers would act rationally in crisis and seek to maximize
its gain or to minimize its loss. If an adversary is a rational
actor, this potential aggressor will not take actions in the
first place as the aggressor knows that it would face the
retaliation which would result in more harm than benefit.
In the meantime, ensuring non-use depends on many fac-
tors. Among them, decision makers would seek accurate
grasp of the situation, accurate knowledge or understand-
ing on adversary’s action/reaction options and calculous as
much as possible, but decision makers rarely enjoy such a
situation.
Nowadays, as research in behavioral economics develops,
there is growing argument that casts serious doubt on the
assumption of rationality in human decision-making in crisis,
which strategic stability under nuclear deterrence rests on. It
argues that humans cannot be counted on to alwaysmaximize
their prospective gains and tend to have wrong expectations
and calculations on their adversary’s cost-benefit calcula-
tions. Prospect Theory tells that people will take more risk in
order to defend what they have already gained but tend to be
more cautious and conservative in newly gaining something
of equal value. And political leaders tend to be unusually
optimistic and overly confident in their ability to control
events. Because of over-confidence, they may fail to cut
losses and take more risks either to recover the projected
loss or to regain the control. In short, people may not act in
a way to maximize utility, or even not be explicitly aware
of costs and benefits of certain actions that they will take
(Krepinevich 2019).
This theory of the nature of human psychology may
undermine the reliability of strategic stability and nuclear
deterrence, but it is not unique to AI. What a scenario of
introducing an AI-powered decision-making system does in
this regard is to acutely depict this problem. In a sense,
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arguing the potential problems of AI in decision support
leads us to even more fundamental question on the rationality
assumption in the nuclear deterrence logics.
So, the question is whether AI would help overcome
these growing concerns on the underlying assumptions of
rationality in the logic of nuclear deterrence, or it would
amplify such concerns. In other words, could decisionmakers
accept AI-supported advice/date, which is counter-intuitive
to decision makers? And how do they know if adversarial
decision makers take actions with or without their intuition?
(See section “Fog of AI War”.)
Faster and more reliable, increasingly autonomous in-
formation processing systems could reduce risks associated
with the management and operation of nuclear arsenals,
particularly in crisis situations. Further, as AI is super rational
and free from psychological biases as well as pressure that
humans are always under influence, there is a possibility that
AI would be able to sharply decrease, if not eradicate, the
risks of human error and misperception/misconception. If it
is the case, humans may thereby achieve higher levels of
strategic stability in the avoidance of accidental launch or
unintended escalation.
But this argument must be carefully examined by ad-
dressing the following questions: To which objective should
“rationality” be defined in nuclear deterrence games? What
and whose objectives should rationality be accounted for?
Is it possible to establish a decision-making process with
fully informed environment? (In the first place, there is no
such thing as decision-making in an environment of complete
information!) Additionally, would full transparency in infor-
mation on nuclear arsenals contribute to the stability in an
asymmetric nuclear relationship?
The first two questions suggest how difficult it is to set
goals for nuclear deterrence or strategy. Perhaps even the
highest national decision makers are not clearly/explicitly
aware of goals, and their goals will change as situations
evolve. The other two questions point to problems that
may newly arise when AI is partially employed to support
decision-making systems.
Fog of AI War
In a crisis situation or in a battlefield, decision makers and
commanders are suffered from the so-called “fog of war,”
or the uncertainty of situational awareness (von Clausewitz
1832). The “fog of war” in nuclear deterrence is a problem
inherent in nuclear deterrence per se, but not exclusively
inherent in AI. Adoption of AI into ISRwould help clear such
“fog of war” caused by the lack of information on adversary’s
capabilities and deployment (see section “Ability to Set a
Goal”). Also, as discussed above, AI, if properly applied,
could contribute to confidence building and threat reduction
among nuclear-armed states. However, it would also be fair
to say that AI may bring another type of “fog of war,” due
to its potential consequence of the introduction of AI in the
decision-making process.
First, the most critical “fog of war” in the game of nuclear
deterrence is the logic and reasoning that shape the intentions
and preference of the adversary and decide where the red line
of self-restraints is drawn. Therefore, it is unclear to decision
makers where to find the equilibrium to optimize the relative
gain against the adversary, which must be sought through
exchange of strategic communication.
The irony of nuclear deterrence is that while construction
of escalation ladders and deterrence logics are largely depen-
dent on rationality, the irrationality of cost-benefit calcula-
tions, which is derived from fear in the human mind, can
also be a constraint/restraint against escalation into the use
of force in a crisis. Posing unpredictability and lack of con-
fidence in the rational calculations of adversaries dissuades
them from attacking and improves the certainty of deterrence.
Second, in the pursuit of a victory in a warfighting, AI,
which “feels” no obsession with the fear of losing something
or defending something presumably vital, could make a
rational choice solely based on the cost-benefit calculation
for a pre-set objective for combat. However, it is not cer-
tain whether this will contribute to the ultimate objective
of engaging in nuclear deterrence from the perspective of
managing the medium- to long-term entanglement relation-
ships among strategic rivals, and to the satisfaction of their
respective peoples.
Nuclear deterrence is a psychological game, in which the
threat of using nuclear weapons restricts the actions of an ad-
versary and manages the escalation so that the confrontation
between the adversary and itself does not lead to the actual
use of nuclear weapons. The situation is always changing and
thus it is difficult to set clear goals to be pursued. However,
presumably, decision makers may be engaged in the game
of nuclear deterrence even without knowing absolute truth in
the game.
Third, it is sometimes not easy for decision makers to
envision the “national interest” (politically it is considered
absolute truth for a sovereign state) that they intend to realize
through nuclear deterrence and strategy. Moreover, it is very
difficult to gauge the adversary’s intentions, and it is possible
that even the adversary itself does not consciously understand
its strategic goals.
In this regard, it seems that the affinity is missing between
characters or strengths of (narrow) AI and the required skills
for decision-making during a nuclear crisis and escalation
game. In a situation where strategic goals are constantly
changing, narrow AI does not necessarily play a role in
clearing the “fog of war.” Rather, the problem of blackboxing
decision-making in AI as described below creates an AI-
specific “fog of war.”
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AI as Black Box
For decision makers who are responsible for the conse-
quences of their decisions, a critical question is how and to
what extent they can trust AI. It is probably more phycolog-
ical than technical question. But can decision makers con-
fidently choose an option, following suggestions or advice
provided by AI, whose calculation process is in “black box”
to decision makers? There are reports on the so-called “over-
learning” problems, which have caused racial discrimination
and other social problems due to its solely technical nature
of processing information. Probably for the algorithm that
drew such a conclusion, pure data processing resulted in
such a problem. However, goals sought by decision makers
also inevitably involved more social and political consider-
ations. In these cases, AI failed to incorporate such factors
in drawing conclusions, and imported “social” mistakes. In
such a situation, to what extent can human decision makers
be assured that algorithms are not making misinterpretation,
miscalculation, or misrepresentation of the reality of the
situation? Research efforts have already begun. U.S. Defense
Advanced Research Projects Agency (DARPA) has started
research on increasing the visibility of the rational for AI’s
decisions under the Explainable AI program.
Decision makers must be held accountable for the con-
sequence of their decisions even if they rely on “advice” by
AI, which may be false. It is certainly possible to prescribe
the responsibility of policy makers within a legal theory, but
ethically and practically, commitments to the use of weapons
based on the advice by AI, which lacks the traceability,
may put decision makers in a rather ambiguous position
in terms of both the trustworthiness of AI advice and the
readiness to assume responsibility and accountability. As
studies of Behavioral Economics suggest, humans have a
poor intuitive grasp of probability and inconstant expectation
on cost-benefit calculation, subject to the situation (e.g.,
“gambler’s fallacy,” see, for example, Tune 1964 and Op-
penheimer and Monin 2009). When AI draws a conclusion
which is different from an intuition that policy maker has, can
policy maker follow a suggestion by AI without knowing the
logic behind AI’s advice? This situation may pose another
type of risk/concern to the rationality assumption of nuclear
deterrence.
Another black box is adversary’s AI employment policy.
When decisionmakers do not knowwhether or to what extent
the adversary’s decision depends on AI, even only with the
“prospect” for the advancement of AI and its contribution
to such an ability, when it is perceived by the adversary, it
would have the impact on decision maker’s consideration
and calculation. Since AI-enhanced ISR will expedite the
targeting process, thus providing the adversary with stronger
time-pressing pressure for decision to counter, the lack of
information on the adversary’s adoption of AI into the nu-
clear weapon system would amplify mistrust and paranoia
between adversaries.
Also, the AI-supported decision-making process, which
lacks the traceability, raises the risk and vulnerability in
information security, particularly against misinformation and
deception. When algorithms perceive and interpret informa-
tion in a wrong way or in a wrong context and thus provide
biased solutions, self-learning mechanism would reproduce
the biases of the data in an accelerated pace. In this regard, de-
fending the command-and-control system from cyberattack
and countering disinformation are even more critical for the
AI-supported decision process.
Consequently, “black box” phenomena inAImay increase
the possibility of miscalculation, and the temptation to first
use nuclear weapons before destroyed. Scharre says that the
real danger of an AI arms race is not that any country will fall
behind its competitors in AI, but that the perception of a race
will prompt everyone to rush to deploy unsafe AI systems
(Scharre 2019).
AI and Changing Characters of Nuclear
Deterrence
Impact on ISR
One of first applications of AI in nuclear weapons could be
a Russian underwater nuclear drone. Russia is developing a
nuclear-propelled underwater drone to carry a thermonuclear
warhead. Given the difficulty in communicating underwater,
this “Oceanic Multipurpose System Status-6” needs to be
equipped with a highly autonomous operation system, pre-
sumably supported by AI (Weintz 2018). If it would actually
be deployed, it would increase the survivability of Russian
retaliatory nuclear capability and improve the credibility of
nuclear deterrence. Then it will inevitably trigger reactions
by the United States and other states exposed to increased
vulnerability with this new Russian nuclear asset.
Realistically, at the current level of AI competence, an
imminent question is how to assess the impact of AI in intelli-
gence, surveillance, and reconnaissance (ISR), which subse-
quently affect the perception on survivability and credibility
of nuclear deterrent as well as its usefulness in maintaining
nuclear stability and threat reduction.
During the Cold War, the development of ballistic mis-
sile systems significantly shortened the time to deliver nu-
clear weapons. Sophistication of delivery systems required
nuclear-armed states to develop a kind of automation and
standard operating procedure to respond and retaliate ad-
versary’s nuclear attacks in a timely and effective manner.
The warning time for ballistic missiles was so short that
launch-on-warning postureswith detection and earlywarning
systems were also required to be established and maintained.
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In order to support the operation of such systems, robust
communications, control and response systems to integrate
information from various sources were also constructed.
Operating such complicated weapon systems effectively and
credibly entails minimizing the risk of misinformation (and
subsequent false alarm), misinterpretation of information,
mechanical errors of early warning systems under the very
strong time pressure as such misconducts might lead to a
catastrophic consequence. Vulnerable, time-critical targets
remains a source of serious concern and it may be even more
critical in the AI-enhanced environment.
In today’s warfighting domains regardless of conventional
or nuclear, much information is collected and analyzed using
various tools at both the strategic and theater levels. Iron-
ically, this leaves military analysts and decision makers in
a state of overabundance of information. Given its strengths
in data and imaginary processing and anomaly detection, AI
along with sophisticated sensing technology would make the
huge difference in ISR capabilities (Kallenborn 2019).
To respond such a situation, U.S. Department of Defense
launched a project called Project Maven (2017), in order
to “reduce the human factors burden of [full-motion video]
analysis, increase actionable intelligence, and enhance mili-
tary decision-making” in the campaign to fight against ISIS.
This project demonstrates the potential of AI in enabling
targeted strikes with fewer resources and increased accu-
racy/certainty (Loss and Johnson 2019).
AI-enhanced ISRwould provide with the improved ability
to find, identify, track, and target their adversaries’ mili-
tary capabilities and critical assets. It would allow for more
prompt and precise strikes against time-critical targets such
as ground-based, transporter-erector missile launchers and
submarine launched ballistic missiles, which are platforms
to ensure the survivability of the second-strike capabilities
as deterrent forces. If a country acquires exquisite counter-
force capability along with a credible, AI-enhanced ISR
capability, it will not only be able to limit damage in the
event of a nuclear crisis escalation, but will also be able to
neutralize enemy nuclear deterrence. It affects the calculation
on strategic stability, which is based on the survivability of
secure second-strike nuclear forces.
Whether it would contribute to enhancing the stability or
undermining it, experts’ views are divided.
One argument is that the AI-enhanced ISR capability
could increase stability as it provides nuclear-armed states
with better information and better decision-making tools
in time-critical situations, reducing the risk of miscalcula-
tion and accidental escalation. Another merit of stronger
ISR capabilities is the possible improvement of monitor-
ing nuclear weapon-related developments and conducting
monitoring and verification operations, which supports the
compliance of arm control and disarmament arrangements
(if any).
If such “AI revolution” in ISR happens equally on all
nuclear-armed parties who are engaged in mutual deterrence
and seeking a point of “strategic stability” (while assum-
ing that it is no longer viable to consider only US-Russia
strategic stability for the nuclear stability at the global level),
monitoring and transparency on nuclear assets and activities
would be increased, and the high level of verification of arms
control arrangements would become possible. They would
eventually improve mutual confidence among these nuclear-
armed states, and contribute to threat and risk reduction
among nuclear-armed states.
Another argument is that the risk may increase if such
“AI revolution” in ISR happens asymmetrically, especially
if the emulation of technology occurs unevenly. The risk of
uneven emulation of the technology is not negligible as AI
has great impact in ISR capabilities. Uneven emulation of
the technology would bring a gap in ISR capability and then
counter-force capability.
In this situation, AI could undermine deterrence stability
and increase the risk of nuclear use for the same reasons
of enhancing security. If one country would be confident
in its superiority, it considers that any conceivable gains
from the use of force including nuclear weapons outweigh
the cost and damage caused by adversary’s retaliation. AI
is an enabler for gaining the superiority. On the contrary,
when facing a nuclear-armed adversary with sophisticated
technology and advanced ISR capabilities (if it is known),
such poor performance would prove disastrous. One with
weaker ISR capabilities may become concerned about the
survivability of its nuclear capabilities, and may be tempted
to strike before its capabilities are attacked in time of crisis.
It is a classical security dilemma situation.
There is also a possibility that states, which suffer ad-
versary’s first-mover’s advantage, may be tempted to offset
by another means rather than catching up in the same do-
main. For example, when the United States demonstrated its
capability for precision-strike, combined with sophisticated
ISR system during the Gulf War in 1990–1991, Russia per-
ceived the increased risk of losing a conventional war or the
vulnerability of its nuclear arsenal against precision attacks.
What Russia did to offset this technological disadvantage
was to develop low-yield nuclear weapons and to employ a
nuclear doctrine to use such weapons. If one side acquires
the superiority in ISR systems powered by AI algorithms
and sensing technology, and improves its ability to locate and
target nuclear-weapon launchers and other strategic objects,
whereas the other side’s policy options are either to catch up
in the technology, or lower the predictability of its behavior
and make the cost-benefit calculation of nuclear attack more
complicated, it may result in the destabilization of strategic
relationship.
In this situation, states, which employ minimum nuclear
deterrence, would be more affected by such asymmetrical
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development and adoption of AI into ISR systems. They will
be incentivized to expand its nuclear arsenal both in number
and in variety of launching platforms in order to cope with
the vulnerability. Or, they would reconsider their nuclear
doctrine by raising alert status, and lowering the threshold
for nuclear use by automating nuclear launch and/or by
employing first use policy, which might increase the risk of
escalation or triggering a nuclear war by misjudgment of the
situation, and lower the possibility of avoiding accidental or
inadvertent escalation.
Another factor to complicate the calculation is the accu-
racy and trustworthiness of AI. In theory, AI-based image
recognition systems could identify second-strike capabilities.
But Loss and Johnson (2019) highlight two key challenges:
bad data and an inability to make up for bad data. It may not
be impossible to distinguish between a regular track and a
mobile missile launcher in satellite images as image data of
adversary’s mobile missile launchers is not sufficiently avail-
able for comparison. Further, it is possible for the adversary
to take advantage of the characteristics of data processing of
AI and avoid detection or input false information to deceive
AI. This is a very risky practice that increases the likelihood
of unwanted attacks, but at the same time, the likelihood of
such misinformation may be a factor that makes it difficult to
rely on AI-based ISR to make decisions. (However, it is also
true that this view depends on the other party’s expectation
of rationality.)
While narrow AI could achieve near-perfect performance
for assigned mandates in ISR and thereby enable an effective
counter-force capability, inherent technological limitations
and human psychological boundaries will prevent it from
establishing stable deterrence relationship. AI may bring
modest improvements in certain areas, but it cannot fun-
damentally alter the calculus that underpins deterrence by
punishment.
Challenges for Stably Controlling Nuclear
Risks: Arms Control and Entanglement
As seen above, AI could improve the speed and accuracy
of situation awareness by utilizing neural networks, imagery
sensing technology, and a huge database. Algorithms and
control systems for “swarming” autonomous weapon sys-
tems, hypersonic weapons, and precision-guided weapons,
as coordinated with various military assets including early
warning systems, could make a huge difference in battlefield.
Coordination through layers of algorithms also work to help
manage complex operation. Applications of the technology
in these ways to the conventional weaponry systems may
change the character of war (Acton 2018). When AI assists
decision makers and field commanders in choosing opti-
mal battle plan, it would inevitably transform force struc-
ture and employment, as well as organizational and opera-
tional modality in command and control systems in order to
catch up with the rapid pace of changing situations. Com-
bined with new technologies such as precision-guided mis-
siles and hypersonic gliders, the emerging war eco-system
could heighten the vulnerability of strategic assets including
nuclear assets against non-nuclear strategic weapons, and
drastically shorten decision-making time to respond attacks
against them.
The application of emerging technologies such as hy-
personic gliders, robots, along with AI, to weapons has in-
creased the strategic value of non-nuclear weapons. Thus, the
boundaries between nuclear and conventional weapons and
between strategic and non-strategic weapons have become
blurred. This has increased the complexity of “cross-domain”
deterrence calculations, and the vulnerability of infrastruc-
ture supporting deterrence, such as cyber and space, hasmade
it difficult to establish the scope of an arms control regime for
managing stable strategic relationships.
Historically, in order to avoid unintended and unneces-
sary conflicts and escalation and to maintain stable relations
(maintaining arms race stability and crisis stability), adver-
saries have established arms control regimes. In order for
an arms control system to contribute to the stable control of
strategic relations between nuclear powers, it is necessary to
establish a mutual understanding concerning the definition
of the state of stability in a tangible manner. And the stability
is often converted into the balance of forces (like “strategic
stability” between two major powers). In other words, the
arms control regime does not mean a pure balance of power
based on an estimate of military power, but it means insti-
tutionalizing a relationship formed by mutual recognition of
the “existence of equilibrium” and its joint understanding for
stable management of the situation within a certain range.
Here are some key questions: Is arms control over the
employment of AI in nuclear forces possible? Would AI con-
tribute to establishing a stable arms control regime? AI is a
software-based technology that makes a tangible assessment
of its capabilities difficult. It suggests that an arms control
regime for AI or the verification of the functioning of AI
in weapon systems would be neither possible nor credible.
Nuclear-armed states could therefore easily misperceive or
miscalculate to what extent they should count on the impact
of AI in their adversaries’ capabilities and intentions. AI
also help enhancing values of non-nuclear weapons used
for strategic objectives rather than battlefield warfighting. It
implies that designing arms control scheme by category or
type of weapons may become less relevant to achieving a
stability between adversaries.
In the field of nuclear strategy and deterrence, the percep-
tion of an enemy’s capability matters as much as its actual
capability. A worrisome scenario would be a situation where
a nuclear-armed state would trigger destabilizing measures
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(e.g., adopting new and untested technology or changing its
nuclear doctrine) based only on the belief that its retaliatory
capacity could be defeated by another state’s AI capabilities
(Boulanin 2019).
Agenda for Nuclear Ethics in the AI Era
Ability to Set a Goal
As seen in severe accidents that have occurred in clinical
decision-support systems, aviation, and even nuclear com-
mand and control in the past, excessive reliance on automated
systems (automation bias) could become a cause of error. The
point here is that it is not a machine that makes mistakes,
but the humans who misuse or abuse the system. An AI-
enhanced decision-making system may have to be operated
in a short, time-constrained fashion, which may not permit
human decision makers to conduct re-evaluation and review
of conclusions/advice that an AI-enhanced system provides.
In this situation, the risk of automation bias would be even
greater.
And even with AI support, there are so many factors to
consider in decision-making that there are unconsciously
many ethical and normative constraints. (Also see above the
section “Challenges for Stably Controlling Nuclear Risks:
Arms Control and Entanglement” for discussion on the limi-
tation of AI’s capability in “autonomous” strategic decision-
making.)
Of course, these ethical and normative constraints are
likely not universal, and there is no clear understanding of the
extent to which they are common in different sociocultural
contexts or impose constraints on decision makers. Will AI
algorithms be able to identify and learn about patterns and
frameworks of thought that humans do not consciously rec-
ognize? With the current level of technological competence,
the limitation of AI in decision-making is clearly shown in
this point.
From an ethical point of view, too, it is unlikely or unimag-
inable that humans will not be involved in decisions about
the use of nuclear weapons. While global/universal human
interests are potentially recognized as absolute good in con-
cept, they are not prescriptive enough to serve as operational
grounds for policy implementation. In the current interna-
tional system, where sovereign states are major players,
states are supposed to maximize their individual “national”
interests. In this context, a norm of the prohibition of the use
of nuclear weapons has not gained the universality, and the
use of nuclear weapons is considered as a possible option for
some states in an extreme circumstance of state survival.
In the meantime, the humanitarian dimension of nuclear
weapons casts a doubt on the legitimacy of any use of nuclear
weapons. Even among those who support the importance of
nuclear deterrence for the maintenance of international peace
and security, many believe nuclear weapons should never be
used. It is because that once a nuclear weapon is used, it is
highly likely that its consequence would go beyond the vic-
tory in war between states and reach a point that the damage
to human beings and the entire earth would be unrecoverable.
Managing nuclear weapons involves consideration of the
tremendous social, economic, and political costs.
Nuclear deterrence is a game to be played against this kind
of premises. It is a very complicated statecraft whose goal
is not so straightforward as the winning a war or destroying
targets. While there is a clear value standard for the use of
nuclear weapons in the context of the abstract conceptual
arguments of ethics and morality, when we look at the opera-
tions of policies in the modern real world, the criteria become
ambiguous.
In the foreseeable future, we can hardly imagine that AI
alonewould set a goal andmake decision of the use of nuclear
weapons on behalf of humans.
Taking the Responsibility and Accountability
Seriously
Automation of a decisionmeans that a decision is made based
on prescriptive standard-operating procedures. There should
be no deviation as long as the automated process would not be
disrupted. During the Cuban missile crisis, as we later found,
there were a couple of occasions that decision makers did not
follow the standard operating procedures. So deviations from
preset procedures actually happened, and they could be (or at
least some interpreted them as) reasons for the avoidance of
escalation into nuclear exchange. This example suggests that
autonomy entails adoptability over the automated decision
procedure in the evolving circumstances.
The responsibility and accountability of certain behavior
is closely associated with the autonomy of the system. So, is
Autonomous Intelligence really autonomous?
The human mental system is a closed system, and actions
based on each other’s intentions are unpredictable in an
ultimate sense. In other words, “unknowability” is the basis
of so-called “free will” as well as the fluctuation of semantic
interpretation, and thus responsibility in behavior. Although
AI may appear to have a free will like a human, it is an
adaptive, heteronomous system, and it is impossible to make
truly autonomous decisions.
When there are multiple options and it is not clear which
one the other prefers to choose, the social effect which might
be brought by the government’s decision of one particular
option is linked to “responsibility.”
Therefore, “free will” and “responsibility” are the con-
cepts associatedwith closed autonomous systems, and cannot
be established with open, heteronomous systems. (However,
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if the behavior of the mental system is under the constraints
of the upper social system and the choice is in fact capped,
there is no free will and no liability.)
The behavior of the adaptive system (current “narrow”
AI) is heteronomously predefined by the designer at a more
abstract level. True autonomy is tied to the unknowability for
the others.
Fluctuation in the interpretation of the meaning of other
party’s words or deeds is fundamentally due to the unknowa-
bility of the other party, which is a closed system. Since the
operation of an AI is performed based on a very complex
program, it would seem from the outside that predicting its
output would be practically impossible (even if possible in
theory). Thus, AI gives the impression that it may have “free
will.”
In 2012, neural network based AI, which was devel-
oped by Google, successfully identified faces of cats from
ten million YouTube thumbnails without being fed infor-
mation on distinguishing features that might help identify
cat’s faces. This experiment shows the strength of AI in
detecting objects with certain characteristics in their appear-
ance. Google’s experiment appears to be the first to identify
objects without hints and additional information. Five years
later, an AI was trained to identify more than 5000 different
species of plants and animals (Gershgorn 2017). The net-
work continued to correctly identify these objects even when
they were distorted or placed on backgrounds designed to
disorientate.
However, various concepts that we deal with in politics,
economy, and other human activities are different from iden-
tifying animal’s face from information on social network
services. It is impossible to distinguish or identify certain
concepts simply by differences in their appearances alone.
Concepts are relative things that differ from one language
community to another, and there is no universal absolute
concept that segments the world.
In playing nuclear deterrence or strategic games, which
involve highly political, abstract concepts of humanitarian
and ethical values beyond mere war planning rationality,
decision makers (not field commanders) must take into close
consideration on so many political, social, economic, and
normative factors such as freedom, rights, and ethics, in a
situation where the adversary’s intention is unknown (with
incomplete information).
As we have witnessed the 75 years of the history of
the nonuse of nuclear weapons, ethical questions on the
consequence of possible nuclear exchanges affected the con-
sideration of decision makers’ employing nuclear option in
strategic confrontation.
Can AI incorporate highly abstract social concepts such
as freedom and rights in drawing a conclusion on policy
priorities or assessment on the situation? This makes us
aware of the difference between human knowledge and uni-
versal, absolute knowledge. It further leads us to a ques-
tion whether in particular AI will be able to provide uni-
versal knowledge. An answer at this stage of technolog-
ical development may be No. Then the question further
goes; Can decision makers define and describe a goal of
nuclear strategic game in a way that AI could read and op-
erate, incorporating abstract, normative concepts? Assuming
it is possible, would cultural differences in background and
interpretations of these concepts be overcome in order to
maintain the high level of mutual predictability and thus
stability.
Conclusion
Problems associated with the application of AI into nuclear
deterrence command-and-control and decision systems may
not be unique to AI. Rather, AI, or AI-enhanced weapon
systems amplify the risks intrinsic to nuclear deterrence.
Fast and effective detection and identification of targets
with AI and enhanced sensing technology would help
confidence-building in one way. In another way, it poses
more vulnerabilities to nuclear-armed states and increases
insecurity. Space for strategic ambiguity, which in reality
functions as a kind of buffer zone between deterrence and
the actual use of nuclear weapons, will become narrower
by AI. Fast identification and analysis of the situation may
enable decision makers to consider the best option, while
reaction by others may also become quicker, and allowance
time for decision-making may in fact become shorter, and
decision makers may have to decide and act under stronger
time pressure. Therefore, prisoners’ dilemma and chicken
game situations in nuclear deterrence may take more acute
modalities in the AI-enhanced security environment.
We will not likely see a world where humans are
completely replaced by AI in nuclear decision-making in the
foreseeable future. Nor is it realistic that AI would be totally
dismissed from the operation of nuclear arsenal. The U.S.
Department of Defense emphasizes the concept of human-
machine teaming: Humans and machines work together
symbiotically. Humans provide higher-order decision-
making and ensure ethical and appropriate operation of
autonomous systems (Kallenborn 2019).
Examining the applicability of AI to managing nuclear
strategy and deterrence raise the awareness of the necessity
to re-examine the understanding and appropriateness of the
traditional, long-overdue question in detail, that is, whether
assumption of rationality and ambiguity in the logic of nu-
clear deterrence is appropriate.
If AI is to give us a chance to face these hard questions
on nuclear deterrence, AI may save humanity. But without
addressing these concerns discussed above, AI may move
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Abstract
Robots are instruments of the human being who is intelli-
gent and free. Aristotle defines being free as the one that
is cause of himself or exists on his own and for himself
(causa sui or causa sui ipsius). By contrast, the instrument
is not a cause of itself and does not work by the power of
its entity, but only by the motion imparted by the principal
agent, so that the effect is not likened to the instrument but
to the principal agent. From the Christian perspective, for
a being to be free and a cause of himself, it is necessary
that he/she be a person endowed with a spiritual and
incorruptible soul, on which his or her cognitive and free
activity is based. An artificially intelligent robotic entity
does not meet this standard. As an artefact and not a
natural reality, the AI/robotic entity is invented by human
beings to fulfil a purpose imposed by human beings. It
can become a perfect entity that performs operations in
quantity and quality more precisely than a human being,
but it cannot choose for itself a different purpose from
what it was programmed for by a human being. As such,
the artificially intelligent robot is a means at the service of
humans.
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As Paul Ricœur said, quoted in Laudato Si’: “I express myself
in expressing the world; in my effort to decipher the sacred-
ness of the world, I explore my own”.1 Indeed, in this dialec-
tic of self-recognition in relation to other beings, Christian
philosophy states that the human soul—which is a “subsistent
form inseparable from the act of being” (actus essendi),
capable of knowing and loving, i.e. spirit,—although being a
substantial form of the body, is intrinsically incorruptible in
the real order of things. This is the metaphysical foundation,
according to which the human person is in himself free and
capable of ethical order, and emerges from the forces of
nature and the instincts of animals.2 As a spiritual subject, the
1LS, § 59; Paul Ricœur, Philosophie de la volonté II, Finitude et
culpabilité, Paris 2009, 2016.
2St Thomas Aquinas: ‘Quae per se habent esse, per se operantur’ (De
anima, a. 14). It’s the same principle for incorruptibility: ‘Si quod habet
esse sit ipsa forma, impossibile est qued esse separetur ab ea’. Precisely:
‘Quod enim convenit alium secundum se, numquam ab eoseparati eo
separari potest . . . Rotunditas enim a circulo separari non potest, quia
convenit ei secundum seipsum: sed aeneus circulus potest amittere
rotunditatem, per hoc quod circularis figura separatur ab aere. Esse
autem secundum se competit formae . . . [Unde] si ipsa forma subsistat
in tua esse, non potest ammittee esse’ (S. Th., I, 50, 5. E cf. ad 3 which
refers to q. 44, 1 ad 2 which quotes fromMetaph. V, 5, 101, 5 b 9: ‘ . . .
sunt quaedam necessaria quae habent causam suae necessitatis’. Hence
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human being is imago Dei and capable of “receiving grace”,
i.e. to be a child of God, and this is the highest status and
dignity that a human being can reach as a spiritual being.
Hence, “when the human being has received grace, he is
capable of performing the required acts” for himself and
others.3 In this sense, I think, like most people, that robots
cannot be considered as persons, so robots will not and
should not possess freedom and do not possess a spiritual soul
and cannot be considered “images of God”. AI and robots
are beings invented by humans to be their instruments for the
good of human society.
Christian philosophy distinguishes two types of cause,
principal and instrumental. The principal cause works by
the power of its entity, to which entity the effect is likened,
just as fire by its own heat makes something hot. But the
instrumental cause works not by the power of its entity, but
only by the motion whereby it is moved by the principal
agent: so that the effect is not likened to the instrument but to
the principal agent: for instance, the bed is not like the axe,
but like the art which is in the craftsman’s mind. Now such
power is proportionate to the instrument. And consequently
it stands in comparison to the complete and perfect power
of anything, as the instrument to the principal agent. For an
instrument does not work save as moved by the principal
agent, which works of itself. And therefore the power of
the principal agent exists in nature completely and perfectly,
whereas the instrumental power has a being that passes from
one thing into another, and is incomplete.
So, an instrument has a twofold action: one is instrumen-
tal, in respect of which it works not by its own power but by
the power of the principal agent; the other is its proper action,
which belongs to it in respect of its proper entity. Thus, it
belongs to an axe to cut asunder by reason of its sharpness,
but not to make a bed, in so far as it is the instrument of an
art. But it does not accomplish the instrumental action save by
exercising its proper action, for it is by cutting that it makes
a bed.
St. Thomas calls the action of the principal agent as soon
as it “flows” into the instrument “intentional” and has an
incomplete energy and existence from one subject to another,
similar to the passage from the agent to the patient.4
Aristotle speaks of two types of instruments: ἔμψυχoν
o̓̀ργανoν (living tool), and o̓̀ργανoν
,̧
αψυχoς (inanimate
tool). The first is like the servant who moves by the will
of his owner, the other as the axe.5 The Philosopher makes
another rather minor distinction in his text but one that has
been a source of inspiration for Christian theology: “These
the difference between the III and IV proof of the existence of God. For
the principle of the contingency of matter cfr. C. Gent. II, 30.
3St Thomas Aquinas, De Malo, q. 2, 11.
4Cf. S. Th., III, q. 62, a. 4.
5Cf. Nic. Eth. 1161 b 4.
considerations therefore make clear the nature of the slave
and his essential quality: one who is a human being belonging
by nature not to himself but to another is by nature a slave,
and a person is a human being belonging to another if being
a man he is an article of property, and an article of property is
an instrument for action separable from its owner (o̓̀ργανoν
πρακτικo`ν και` χωριστóν)”.6 St. Thomas comments: “Then,
supposedly such a definition of the servant, he concludes: the
servant is an animated organ separated from another existing
man [...]. In fact, it is said separate to distinguish it from
another part that is not separated, like the hand”.7 Inspired
by this suggestion, Christian theologians distinguish between
the united instrument (instrumentum coniuctum) such one’s
own arm and hand, and the separate instrument (instrumen-
tum separatum) such as the pen, the crosier, the cane, or
the car: “Gubernator enim gubernat manu, et temone: manus
enim est instrumentum coniunctum, cuius forma est anima.
Unde temo est instrumentum movens navem, et motum a
manu; sed manus non est instrumentum motum ab aliquo
exteriori, sed solum a principio intrinseco: est enim pars
hominis moventis seipsum”.8
This distinction between separate and united instruments
has a major role starting with the doctrine of St. John Dam-
ascene who considers the humanity of Christ an “instrument
of divinity” (o̓̀ργανoν τη̃ς ειoτἠτoς).9 St. Thomas with
explicit reference to this profound indication of St John
Damascene states, “Christ’s humanity is an ‘organ of His
Godhead,’ as Damascene says. Now an instrument does not
bring forth the action of the principal agent by its own
power, but in virtue of the principal agent. Hence Christ’s
humanity does not cause grace by its own power, but by
virtue of the Divine Nature joined to it, whereby the actions
of Christ’s humanity are saving actions”.10 Moreover, the
Angelic Doctor affirms in one of his last texts that the
main cause of grace is God Himself; Christ’s humanity, on
the contrary, is the instrument linked to divinity, while the
sacraments are separate instruments. Indeed: “a sacrament in
causing grace works after the manner of an instrument. Now
an instrument is twofold: the one, separate, as a stick, for
instance; the other, united, as a hand. Moreover, the separate
instrument is moved by means of the united instrument, as
a stick by the hand. Now the principal efficient cause of
grace is God Himself, in comparison with Whom Christ’s
humanity is as a united instrument, whereas the sacrament
is as a separate instrument. Consequently, the saving power
6Pol. I, 1254 a 14 ff.
7In I Pol. lect. 2, n. 55.
8St. Thomas Aquinas, In II De Anima, lib. 2, l. 9, n. 16.
9De Fide Orth., Bk 3, c. 19.
10S. Th., I-II, q. 112, 1 ad 1.
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must be derived by the sacraments from Christ’s Godhead
through His humanity”.11
As can be deduced by these quotations, the term “instru-
ment” is used in various senses, but with reference to one
central idea and one definite characteristic, and not as merely
a common epithet. Now of all these senses which “instru-
ment” has, the primary sense is clearly that of not being a
cause of itself or not existing by itself as an instrument. On
the contrary, in a famous text Aristotle defines being free as
the one that is a cause of himself or exists on its own and for
himself, i.e. one who is cause of himself (causa sui or causa
sui ipsius). In fact: “we call a man free who exists for himself
and not for another (
,̧






As I said at the beginning, for a being to be free and
a cause of himself, it is necessary that he/she be a person
endowed with a spiritual soul, on which his or her cognitive
and volitional activity is based. AI and robots are just that: an
artificial reality and not a natural reality, that is, invented by
the human being to fulfil a purpose imposed by the human
being. It can become a very perfect reality that performs
operations in quantity and quality more precisely than a
human being, but as anAI or robot it cannot choose for itself a
different purpose from what the human being programmed it
for. It can be hypothesized that there are robots composed of
organic parts of animals (which Aristotle calls living tools)
and inanimate parts that perform mathematical operations
following algorithms that for humans are almost impossible
to fulfil, but these entities will never be ends for themselves,
but means at the service of humans.
The fact that AI and robots are instruments without a
spiritual soul does not prevent them from being able to
transmit a spiritual virtuality, “as thus in the very voice which
is perceived by the senses there is a certain spiritual power,
inasmuch as it proceeds from a mental concept, of arousing
the mind of the hearer”.13 A corollary of this may be when
Aristotle says, “all these instruments it is true are benefited by
the persons who use them, but there can be no friendship, nor
justice, towards inanimate things; indeed not even towards a
horse or an ox, nor yet towards a slave as slave. For master
and slave have nothing in common: a slave is a living tool,
just as a tool is an inanimate slave. Therefore there can be
no friendship with a slave as slave, though there can be as
human being: for there seems to be some room for justice
in the relations of every human being with every other that
is capable of participating in law and contract, and hence
friendship also is possible with everyone so far as he is
a human being. Hence even in tyrannies there is but little
scope for friendship and justice between ruler and subjects;
11S. Th., III, q. 62, 5.
12Met., I, 982 b 26 f.
13St Thomas Aquinas, S. Th., III, 62, 4 ad 1.
but there is most room for them in democracies, where the
citizens being equal have many things in common”.14
Laudato Si’, criticizing the prevailing technological
paradigm, warns us that today it seems inconceivable to
use technology as a mere instrument. “The technological
paradigm has become so dominant that it would be difficult
to do without its resources and even more difficult to utilize
them without being dominated by their internal logic. It has
become countercultural to choose a lifestyle whose goals are
even partly independent of technology, of its costs and its
power to globalize and make us all the same. Technology
tends to absorb everything into its ironclad logic, and those
who are surrounded with technology ‘know full well that
it moves forward in the final analysis neither for profit nor
for the well-being of the human race’, that ‘in the most
radical sense of the term power is its motive—a lordship over
all’.15 As a result, ‘man seizes hold of the naked elements
of both nature and human nature’.16 Our capacity to make
decisions, a more genuine freedom and the space for each
one’s alternative creativity are diminished”.
We need to help remedy this profound crisis, caused by
a confusion of our moral visions, of ends and means. We
need to help stop this technological paradigm that is leading
the world towards disaster. We must recognize human life
itself, with its dignity and freedom, and we must work for the
survival of our planet. “If a man gains the whole world but
loses his soul, what benefit does he obtain?” (Matt 16:26).
Yes, we are facing a matter of calculation, the calculation
to save our world from indifference and from the idolatry
of power of this technological paradigm. This is what Jesus
meant when he told us that the poor in spirit, the gentle, those
whose hearts desire justice, those who are merciful, those
whose hearts are pure are Felices or Bienaventurados, happy
and blessed, for theirs is the kingdom of heaven.
We need thinkers and practitioners who know how to
use artificial intelligence and robots to alleviate suffering,
to operate justice, to realize the highest good of peace. We
thus welcome thinkers and practitioners who are capable of
thinking and using these extraordinary tools for the sustain-
able development of the human being.
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Abstract
In this chapter the case for potential Robophilia is based
upon the positive properties and powers deriving from
humans and AI co-working together in synergy. Hence,
Archer asks ‘Can Human Beings and AI Robots be
Friends?’ The need to foreground social change for
structure culture and agency is being stressed. Human
enhancement speeded up with medical advances with
artificial insertions in the body, transplants, and genetic
modification. In consequence, the definition of ‘being
human’ is carried further away from naturalism and
human essentialism. With the growing capacities of
AI robots the tables are turned and implicitly pose the
question, ‘so are they not persons too?’ Robophobia
dominates Robophilia, in popular imagination and
academia. With AI capacities now including ‘error-
detection’, ‘self-elaboration of their pre-programming’
and ‘adaptation to their environment’, they have the
potential for active collaboration with humankind, in
M. S. Archer ()
University of Warwick, Coventry, UK
e-mail: margaret.archer@warwick.ac.uk
research, therapy and care. This would entail synergy or
co-working between humans and AI beings.
Keywords
Robots · Artificial intelligence · Sociology ·
Consciousness · Emotions · Friendship
Introduction
Friendship is regarded as paradigmatic of human sociality
(Donati and Archer 2015: 66) because it entails no impli-
cations about kinship, sexuality, ethnicity, nationality, lan-
guage, residence, power, status, beliefs, etc., although each
and every one of these could be imbricated in it. Clearly, not
all human relations are of this kind, the extreme exception
being slavery, including variations on the Hegelian ‘Mas-
ter’/‘Slave’ theme. Significantly, in antiquity the enslaved
were regarded as non-human. Their (supposed) absence of
© The Author(s) 2021
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a soul served to justify their subordination and perhaps its
shadow lives on in general attitudes towards other species.
Moreover, as Aristotle maintained, ‘friendship’ is not a
unitary concept even for humans alone; it could take three
forms (based upon utility, pleasure and goodness). Thus, in
Aristotelian philosophy, different humans would not accen-
tuate the same relationship today when they referred to their
‘friends’ compared with those held by others to be ‘friends’
in different times and places. What then is generic to ‘friend-
ship’ and why is it relevant to discussing our (potential)
relationships with other intelligent beings/entities such as AI
robots? The answer to the first part of this question is that
‘friendship’ generates emergent properties and powers, most
importantly those of trust, reciprocity and shared orientation
towards the end(s) of joint action. These are distinct from
simple friendly behaviour towards, say, dogs, where even
as a source of pleasure they can only metaphorically and
anthropomorphically (Haraway 2003) be termed a ‘compan-
ion species’ because there is no emergent common good or
shared orientation; these may be imputed by dog-owners but
cannot be ascertained for the dog except in behaviouristic
terms. The answer to the second part of the question is the
subject of this paper and will doubtless be contentious.
Its aim is to break the deadlock between popular ‘Robo-
phobia’ and commercialized ‘Robophilia’ (products inten-
tionally marketed as humane ‘Best Friends’ or useful ‘house-
keepers’ that control thermostats and draw the blinds, etc.).
Most of the best-known arguments in this dispute rest upon
exaggerating the binary divide between the human and the
AI, as if this difference between organically based and silicon
based entities formed an abyss dividing up the whole gamut
of properties and powers pertaining to agents of any kind
(Brockman 2015).
Conversely, I argued in the first papers in our Centre for
Social Ontology series on The Future of the Human (Archer
2019) that acceptance of their shared ‘personhood’ can span
this divide. The main propositions defended there and used
here are the following1:-
1. ‘Bodies’ (not necessarily fully or partially human) furnish
the necessary but not the sufficient conditions for person-
hood.
2. Personhood is dependent upon the subject possessing the
First-Person Perspective (FPP). But this requires supple-
menting by reflexivity and concerns in order to define
personal and social identities.
3. Both the FPP and Reflexivity require Concerns to provide
traction in actuating subjects’ courses of action and thus
accounting for them.
1These conclusions share a great deal in common with Lynne Rudder
Baker (2000, 2013). Compare with the above reference.
4. Hence, personhood is not in principle confined to those
with a human body and is compatible with Human En-
hancement.
In my above conclusions, point (4) merits a particular
comment. Human Enhancement is anything but new. His-
torically it goes back at least to Pastoralism, enhancing
height and strength through improved nutrition, and merely
becomes more bionic with prostheses, pacemakers, etc. This
is why I do not find the relationship between contemporary
humans and the latest AI robots to be usefully captured by the
concept of ‘hybridity’, sinceHomo sapiens have been hybrids
throughout recorded history because of their progressive en-
hancement. Instead, this paper accentuates synergy between
the two ‘kinds’ as paving the way to friendship.
Responses to my list of conclusions from opponents can
again be summarized briefly as denials that the three capac-
ities I attribute to all normal human beings are ones that can
be attributed to an AI entity.
1. The AI entity has no ‘I’ and therefore lacks the basis for a
FPP.
2. Consequently, it lacks the capacity to be Reflexive since
there is no self upon which the FPP could be bent back.
3. Similarly, it cannot have Concerns in the absence of an ‘I’
to whom they matter.
In what followed, I sought to challenge all three of these
objections as far as AI entities are concerned. However,
this was not by arguing, in some way, that the subsequent
development (if any) of these highly sophisticated, pre-
programmed machines tracks the development of human
beings in the course of their ‘maturation’. On the contrary, let
me be clear that I start from accepting and accentuating the
differences between the human and the AI in the emergence
of the powers constitutive of personhood.
In the human child, the ‘I’ develops first, from a sense of
self, or so I have argued, as a process of doing in the real
world, which is not primarily discursive (language depen-
dent) (Archer 2000). The sequence I described and attempted
to justifywas one of {‘I→Me→We→You’}. The sequence
appears different for an AI entity that might plausibly follow
another developmental path, and which, if any, would be a
matter of contingency.What it is contingent upon is held to be
relational, namely it develops through the synergy between
an AI entity and another or other intelligent beings, namely
humans to date. In this process of emergence, the ‘We’
comes first and generates a reversal in the stages resulting
in personhood, namely {‘We’ → ‘Me’ → ‘I’ → ‘You’}.
Amongst robots, it is specific to the AI and will not char-
acterize those machines restricted to a limited repertoire of
pre-programmed skills, sufficient for a routine production
line. Conversely, the AIs under discussion are credited with at
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least four main skill sets that can be supplemented: language
recognition and production; learning ability; reflexive error-
correction; and a (fallible) capacity for Self-Adaptation rele-
vant to the task to which they have been assigned. This paper
is not concerned with ‘passing as human’ (the Turing test),
nor with ‘functional equivalences in behaviour’, independent
of any understanding (Searle’s Chinese Room) (see Morgan
2019). Its aim is twofold: First, to make a start on debunking
some of the main obstacles regularly advanced as prohibiting
‘friendship’ between AIs and humans (and perhaps amongst
AI themselves, although this will not be explored), second,
to venture how synergy (working together) can result ceteris
paribus in the emergence of ‘friendship’ and its causal pow-
ers.
Overcoming the Obstacles?
Three main obstacles are regularly advanced as precluding
‘friendship’ with human beings and often reinforce ‘robo-
phobia’. All of these concern ineradicable deficits attributed
to AI robots. Specifically, each systematically downplays one
of the characteristics with which AIs have been endowed
in this current thought experiment; abilities for continu-
ous learning (until/unless shut-down); for error-correction
and for adaptation of their initial skills set—and thus of
themselves—during their task performance. The accentua-
tion of AI deficits which follow shadows Colonialist portray-
als of colonized peoples.
Normativity as a Barrier
Stated baldly, this is the assertion that anAI entity, as a bundle
of micro-electronics and uploaded software, is fundamen-
tally incapable of knowing the difference between right and
wrong. Consequently, alarm bells sound about the ensuing
dangers of their anormativity for humans, as prefigured in
Asimov’s normative laws of Robotics (1950). In other words,
‘Robots are seen as (potential) moral agents, whichmay harm
humans and therefore need a “morality”’ (Cockelbergh 2010:
209). Usually, this need is met by a top-down process of
building human safeguarding into pre-programmed designs
or, less frequently, by AI robots being credited with the
capacity to develop into moral machines from the bottom-up,
through learning morality, as ventured by Wallach and Allen
(2008).
Both protective responses confront similar difficulties.
On the one hand, morality changes over time in societies
(poaching a rabbit no longer warrants transportation) and the
change can be fast (from French Revolutionary laws to the
Code Napoléon), as well as coercive and non-consensual.
Even Hans Kelsen (1992) had abandoned one grundnorm as
founding all instances of legal normativity by the end of his
work. On the other hand, if the model of childhood learning
replaces that of pre-programming, we largely now acknowl-
edge that the socialization of our kids is not a simplistic
process of ‘internalization’; again it is a non-consensual
process societally and the family itself often transmits ‘mixed
messages’ today. Thus, complete failure may result. It simply
cannot be concluded that ‘we set the rules and bring it about
that other agents conform to them. We enable them to adapt
their behaviour to our rules even before they can understand
social norms (Brandl and Esken 2017: 214).’
Equally pertinent, social normativity is not homogeneous
in its form or in its force. Both of the latter are themselves
subject to social change. Just as importantly, some of its
transformations are more amenable to straightforward learn-
ing (for example, it took less than 5 min online to learn how
to renew my passport) than others (such as ‘What constitutes
Domestic Violence in a given country?’), which requires
interpretation and changeable judgements about appropriate
classification of various behaviours (e.g. the new category of
‘coercive control’ now used in British family law).
If we break normativity down into recognizable
categories—and what follows is for purposes of illustration,
not the only useful manner of doing so—it should clarify that
working upwards through the list of rules is to move from
easy learning to the need for expert advice that itself will be
challenged.
Etiquette is heterogeneous (changeable and regional),
varying with factors such as the age, and social standing of
participants vis à vis one another. Although transgression
attracts only social sanctions, its applicability to AIs is
dubious. Are handshakes appropriate? May they list their
‘special requirements’ as ‘access to an electric socket and
cable’? How should they address others and expect to be
addressed? No human guide to correct behaviour2 can assist
AIs in learning ‘good manners’, despite their ability to
read and recite any manual available, because many human
conventional practices are disallowed by the AIs’ (current)
constitutions. Much the same goes for large tracts of customs
and conventions.
More significantly, as I have argued elsewhere (Archer
2016) is the growth of anormative bureaucratic regulation—
both public and private—that now predominates in the pro-
duction of social co-ordination. The rule of law can no
longer run fast enough to keep up with social morphogenesis
in almost any social domain; novel forms of malfeasance
outstrip counteractive legislation as recognized in countries
such as Britain that tried to declare a halt on designating
2Although such guidelines have become more relaxed (Abrutyn and
Carter 2014).
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‘new crimes’3 in the new millennium. Instead, Regulators
and regulations boom in every area, sometimes upheld by law
but frequently not. In this reversal, something very damaging
has happened to normativity itself and is directly relevant to
demolishing the barrier that the absence of a capacity for it
once constituted for delineating AI beings from humans.
This is the fact that obeying regulations does not rely upon
their ethical endorsement; indeed the rules governing domes-
tic refuse disposal or the sale of forked carrots in supermar-
kets may be regarded as idiotic by the general public—who
were never consulted. Regulations are not morally persuasive
but causally produce conformity through fines, endorsements
and prohibitions. Thus, it is up to the subjects to perform their
own cost-benefit analyses and determine whether the price
of infringement, such as motorway speeding, is worth it to
them on any given occasion. Taking the normativity out of
an increasing range of activities progressively weakens the
barrier placing AI beings outside the moral pale. Like today’s
humans, they do not have to feel guilt, shame, remorse or
wrongdoing in breaching regulations. Thus, whether or not
they are capable of such feelings is an argument that has
become less and less relevant because the social context
makes decreasing use of them.
Intensive social change also undercuts a frequent protec-
tive suggestion that in the interests of human health and safety
‘our’ values should be built into AI beings. But, if this is
on the model of childhood learning or socialization, what
(or, rather, whose values) are adopted? The alternative is to
programme such values into the AI to-be, in an updated ver-
sion of Asimov’s three laws. Yet, supposing it was possible
and desirable, it is not an answer to the normative barrier
because these would be our values that we have introduced
by fiat. Pre-programed values can never be theirs, not because
they did not initiate them (however that might be), but rather
because the same theorists hold that no AI entity can have
emotional commitment to them for the simple reason that
they are presumed incapable of emotion. However, anorma-
tive administrative regulation sidesteps this particular issue
since it is independent of emotions through its reliance on
calculative cost-benefit analysis.
Emotionality as a Barrier
I am not arguing that human and AI beings are isomorphic,
let alone fundamentally the same substantively. Nor is that
the case methodologically for studying the two, which is
particularly relevant to emotionality. Dehaene (2014) and his
team do a wonderful job in de-coding parts of brain activities,
established by working back experimentally from behaviour
3Over 4000 entered the statute books in last two decades of the twentieth
century (Cabinet Office Paper 2013).
for human beings, including some of the brain damaged.
However, in comparing the capacities of the ‘wet’ and the
‘dry’ for experiencing emotion, it seems more productive to
start the other way around with the physical constitution of
AIs and the affordances and limitations of their uploaded
software.
In Being Human (Archer 2000), I differentiated between
our relations with the ‘natural’, ‘practical’ and ‘social’ orders
as the sources of very different types of emotions impinging
upon three inescapable human concerns (respectively, our
‘physical well-being’, ‘performative achievement’ and ‘self-
worth’)—given our organic constitution, the way the world is
made and the ineluctability of their interaction. I still endorse
this approach when dealing with the human domain; each
order of natural reality has a different ‘import’ for our species
and generates the emergence of different clusters of emotions
acting back upon them.
My definition of emotions as ‘commentaries upon our
concerns’ in the three orders of natural reality is about
matters we human beings cannot help but care about (to some
extent)—imports to which we cannot be totally indifferent,
given our constitution. Hence, whilst humansmay experience
‘terror’ in anticipation of being plunged into Arctic water,
constitutionally they cannot ‘fear’ themselves rusting. Con-
versely, objectively dangerous imports for AIs would be quite
different: for example, rusting, extended power-cuts or metal
fatigue.
However, because I am maintaining that AI robots can de-
tect that they confront real dangers (just as all our electronic
devices signal their need for re-charging), this does not in
itself justify attributing emotions to robots. But, such a move
is unnecessary. This need not be the case because on my
account it is concerns that are pivotal and whilst emotionmay
increase attention and provide extra ‘shoving power’, it is not
indispensable and it can be misleading. Thus, I disagree with
those who maintain that ‘emotions matter. They are the core
of human experience, shape our lives in the profoundest ways
and help us decide what is worthy of our attention’ (McStay
2018: 1). Even when confined to humans, our emotionality
surely cannot be a guide to ‘worth’.
Nevertheless, many do maintain that an ‘emotional com-
mentary’ is an essential part of all our concerns and, by
extension, of all forms of caring. Yet, to be realistic, we
care enough about a variety of mundane concerns to do
something about them (e.g. checking the warranty when
buying appliances, keeping spare light bulbs, stocking some
‘long life’ products in the pantry, etc.), all without any
emotionality. Such concerns are sufficient to make (some of
us) care ‘enough’ to do such things, without any ‘feelings’
at all. Conversely, being emotionally moved by a photo of
a dead baby on an Aegean beach (a real example), said on
social media to have ‘moved many to tears’, was clearly not
enough to promote their active caring for asylum seekers. It
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seems that the branding of some movies as inconsequential
‘tear jerkers’ is not far from the mark. In sum, I hold to my
view that emotions are neither a necessary nor a sufficient
condition for caring, whilst accepting that their addition may
reinforce fidelity to our concerns.
My position does not amount to Cognitivism, whichmight
at first glance seem appropriate to AI beings. However, what
‘cognitivists’ maintain is that ‘emotions are very real and
very intense, but they still issue from cognitive interpretations
imposed on external reality, rather than directly from reality
itself’ (Ortony et al. 1988: 4). Above, I have argued against
this reduction of ontology to epistemology in human relations
with the three orders of natural reality. Now I am asking why
we should agree that AI beings are deficient precisely if they
do not experience ‘very real and very intense emotions’ in
natural reality?Were they merely to scrutinize a situation and
to conclude cognitively that undesirable ϕ was highly likely
to transpire, that would sometimes improve their ‘prospects’
of averting ϕ in comparison with dramatic displays of affec-
tivity that can foster stampedes in human crowds confronting
fires in confined spaces.
Some might think that a mid-way position is provided
by Charles Taylor’s statement that we speak of emotions as
essentially involving a sense of our situation, claiming that
they ‘are affective modes of awareness of situation . . . We
are not just stating that we experience a certain feeling in
this situation’ (Taylor 1985: 48, my ital.). I agree, but stress
that the ontology of the situation remains indispensable.
Moreover, there are two controversial words in that quotation
which effectively divide psychologists of the emotions: one
is ‘affect’ (affectivity) and the other ‘feelings’ and both are
very relevant to our present discussion.
‘Feelings’ as the mainstay of my opponents are a slip-
pery concept because some are held worth consideration
and others not, some to be concealed, others displayed. But
this is largely a matter of social convention. As individuals,
humans vary enormously in how readily they reveal their
suffering and which sufferings, but their acceptability has
also varied historically. Why has ‘having a stiff upper lip’
come to be seen as derogatory would be interesting for
semantic archaeology. Equally, why does encouraging others
to grieve overtly, to ‘tell their stories’ or to ‘let it all come
out’, seem to be the creed of the counsellors today? This overt
variety shows emotionality not to be a universal and essential
component of human responses to similar circumstances if
they are so socially malleable. The rejoinder could obviously
be that we can never knowwhat people suffer (or exult about)
in silence, but then if we cannot know it, neither can we
study it. A last resort would be to hand this over to the
‘therapeutic couch’, but in which of those warring psychiatric
practitioners should we place our trust?
If those holding that the presence and absence of feelings
comes down to the ‘phenomenal feel’ of qualia, which will
forever divide the wet and the dry, it seems a weak case for
two reasons. First, it varies experientially within the human
species, or calling someone ‘tone deaf’ or ‘blind to natural
beauty’ would not have been coined. Second, if one of us
is motivated by, say, injustice or unfairness why are those
supposedly accompanied by particular qualia? Judges are ex-
pected to rule on cases in the light of evidence made available
in trials, not to share their ‘phenomenal feel’ for it or the
parties involved. Neither did John Rawls argue that decisions
made ‘behind the veil’ entailed such phenomena. If these
continue to be regarded as a ‘barrier’ by some, then sharing
the same qualiawill also continue to separate all beings from
one another, regardless of their physical constitution, if these
can ever be objectively determined.4
The Ultimate Barrier: Consciousness
This is generally presented as the ‘great divide’ that those in
silico can never cross. Indeed, it is a resilient version of the
old dispute between Comte and Mill about the premise of a
‘split-consciousness’ built into the concept of introspection.
Mill’s riposte was to jettison the simultaneous element by in-
serting a brief time interval between the original thought and
inspection of it. Consequently, our self-awareness became
an unobjectionable exercise of memory. I will not repeat the
lengthy argument I advanced (Archer 2003: 53–92), by selec-
tively drawing upon theAmerican Pragmatists, to buttressmy
contention that ‘introspection’, on the observational model
(spect intro), should be replaced by the ‘inner’ or ‘internal
conversation’. But how is this relevant to AI beings?
Instead of re-invoking ‘introspection’ I simply rely on
two software abilities: to speak and to listen for securing
their self-consciousness. Every day we humans employ lan-
guage to pose questions: internally to ourselves, externally
to other people and also of our outside environment. A
common exemplar, not universal and answerable in various
non-linguistic ways, is the first question likely to arise each
day for most adults upon waking—‘What time is it?’ We
are both questioners and respondents and this means that all
normal people are both SPEAKERS and LISTENERS, to
themselves. This is what the American pragmatists—James,
Pierce, andMead—called the ‘inner conversation’ and I have
explored this subjectivemental activity inmy trilogy of books
on human ‘reflexivity’ (Archer 2003, 2007, 2012).5
4In other words, I agree with Dehaene, that the ‘concept of qualia, pure
mental experience detached from any information-processing role, will
be viewed as a peculiar idea of the prescientific era’ (Dehaene 2014:
262).
5Reflexivity is defined ‘as the regular exercise of the mental ability,
shared by all normal people, to consider themselves in relation to their
social contexts and vice versa’ (Archer 2007: 4).
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Now, I want to venture that given the AIs I have pos-
tulated are programmed to be/become proficient language
users, then why should it be queried that they too function
as both speakers and listeners? This cannot be seriously
contested. But if that is so, why can’t they be credited with
internal reflexivity? The barrier on the part of those who
deny the capacity for ‘thought’ to AI robots is a simplistic
definitional denial of their ability to think because computers
are held to be incapable of consciousness, let alone self-
consciousness. Yet, if we examine the basic constituents of
the ‘internal conversation’ what is there in the activities of
speaking, listening and responding (internally, but reflex-
ive deliberations can be shared externally) that would put
any AI robot permanently beyond the pale of reflexivity?
Certainly there are practical obstacles, the most powerful
being that in current computers each software application
works in a separate memory space between which exchanges
are precluded, meaning that programmes have no general
means of exchanging their specialized knowledge (Dehaene
2014: 259f). But, such limitations as these result from the
programme designers rather than being intrinsic to AI robots
and are not (usually) applicable to speaking and listening
per se.
Whenwe do think of questioning and answering in general
conversations, all conversational exchanges are alike in one
crucial respect, namely they involve turn-taking. Therefore,
I am arguing that when we talk to ourselves the same rule
maintains and it does so by our alternating between being
subject and object in the dialogical turn-taking process,
which is rendered possible because of the necessary time
gap—however small—that separates question from answer.
Some may query how this is possible given that any data
or notion I produce (as subject) is identical to that I si-
multaneously hear (as object). Yet, it would be meaningless
to entertain an alternation between two identical things. In-
stead, following the insight of William James, in expressing
a response we review the words in which to articulate it,
welcoming the felicitous ones and rejecting those less so
(James 1890). Thus, our answers often do not come pre-
clothed in the verbal formulations that clearly express them to
the best of our ability or to our satisfaction—either externally
or internally. We are fallible as well as sub-optimal in this
respect, sometimes even saying what we do not mean—to
ourselves and to others. But we are capable of reformulation
before venturing a revised response. And we may do this
several times over (see Fig. 1).
This extension of James consists only in allowing the
subject to question his/her/its own object over time. Such a
process will be familiar to any writer and is the bread and
butter of literary historians. To redeploy James’ notion of
Fig. 1 Datum and verbal
formulation in the internal
conversation. Source: Adapted
from Archer (2003: 99)
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‘welcoming’ certain verbal formulations, discarding others
and seeking for more adequate words would all be held
illegitimate by opponents because as mental activities they
entail ‘thought’. Even if an AI is pictured summoning up a
Thesaurus, the objection would be that there is nomechanism
that can match semantics for their appropriateness in a novel
research context, where ‘common usage’ cannot be the Court
of Appeal. Of course, the AI may do as we do and sometimes
resort to poetry. But then he is guilty of thoughtful ‘creativity’
and to concede this would allow the barrier to sag. I can see
no way in which an AI’s exercise of judgement can be freed
from conceding that he is also exercising thought—and thus
‘consciousness and self-consciousness’, as Harry Frankfurt
puts it:
‘(B)eing conscious in the everyday sense does (unlike uncon-
sciousness) entail reflexivity. It necessarily involves a secondary
awareness of a primary response. An instance of exclusively
primary and unreflexive consciousness would not be an instance
of what we primarily think of as consciousness at all. For what
would it be like to be conscious of something without being
aware of this consciousness? It wouldmean having an experience
with no awareness whatever of its occurrence. This would be,
precisely a case of unconscious experience. It appears, then,
that being conscious is identical with being self-conscious. Con-
sciousness is self-consciousness.’ (Frankfurt 1988: 161–162)
Were these considered to be convincing if over-condensed
objections to the ‘barriers’, there remains a final but crucial
point to note which is central to the rest of the paper. All of
the obstacles briefly reviewed have depended upon ‘robotic
individualism’, since they have all taken the form of ‘No
AI robot can , , or ’. That is not the case that I am
seeking to advance here. Instead, this concerns the dyad and
a particular form of dyadic interaction, between an AI robot
and a human co-worker or consociate. Since I presume we
would agree that there are properties and powers pertaining to
the dyad that cannot belong the individual, whether of organic
or silicon constitution, then these need to be introduced and
be accorded due weight.
The Emergence of Friendship and Its
Emergents
This section begins with the dyad but does not end there.
As Simmel maintained, there are both distinctions and con-
nections between what are conventionally differentiated at
different societal levels: the micro-, meso- and macro-strata.
This is because different emergent factors and combinations
come into play at different levels just as distinct contingen-
cies are confronted there. In Critical Realism this represents
a stratified social ontology, which is the antithesis of the ‘flat
ontology’ endorsed, for instance, in Latour’s ‘Actor network’
approach. Not only are there different properties that emerge
at the three levels but there is also upward and downward
causation between them. Restriction of space will make this
a very sketchy introduction.
At theMicro-, Meso- andMacro-Levels
Let us begin schematically with the relationship between a
single human researcher and the AI being awarded to him un-
der his/her grant. The aim is obviously that the co-ordinated
action of the two is intended to advance a particular research
programme, or overcome a specific problem. For two main
reasons there is nothing deterministic about this relationship.
First, there will be psychological differences between human
researchers in their expectations about the future relationship
that arise from a whole host of factors, some but not all of
these would be the same for what any particular researcher
might expect if instead he/she had been awarded a post-
doctoral co-worker. Second, there are certain structural and
cultural constraints, formal and informal, attending such co-
working (rights and duties) that will influence the likelihood
of friendship developing, without proscribing it.
Ultimately, co-ordination is the generic name of the game
for those setting up these ‘mixed dyads’. And there is nothing
about co-ordinated actions per se that is conducive to or
hostile towards friendship; even ‘collaboration’ can involve
a strict division of labour, which never segues into ‘colle-
giality’. Indeed, co-ordination between humans may refer to
‘one off’ events such as two motorists coming from opposite
directions who collaborate to move a fallen tree that is block-
ing both drivers but which neither can do alone (Tuomela
2010: 47). But the two drivers are unlikely candidates for
subsequent friendship, given they will probably not meet
again.
Equally, some senior researchers may define the rela-
tionship in advance as one in which they have acquired a
Research Assistant, regardless of whether the subordinate is
human or robotic. Black neatly characterizes this Command
and Control hierarchy in terms general enough to apply to
those research Bosses who hold themselves ‘to be the only
commander and controller, and to be potentially effective in
commanding and controlling. [He] is assumed to be unilateral
in [his] approach (he tells, others do), based on simple cause
and effect relations, and envisaging a linear progression from
policy formation through to implementation’ (Black 2001:
106). None of that characterizes the synergy within the dyad
that is the necessary but not sufficient condition for the
development of friendship.
The Boss could indeed confine his robot Assistant to
tasks of compilation and computation for which the latter
is pre-equipped and their relationship may remain one of
CAC even though a master does not possess all the skills
of his servant, as with most Lords of the Manor and their
gardeners. But it would be a short-sighted aristocrat who
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never talked or listened to his gardener and one who believed
he could envisage a linear progression of the unfinished
garden to his ideal and thus issue unilateral demands for the
implementation at each stage. That would make his gardener
dispensable as other than a digger and planter; any discussion
of their synergy becomes irrelevant.
In a previous paper (2019) I sketched the emergence of
synergy through a thought experiment about a much more
open-minded Boss (Homer) and his robotic assistant (Ali)
who became a co-worker. In the first instance, Homer played
to what he knew to be Ali’s strengths, to make fast compu-
tations on the Big Data available which were too extensive
for Homer himself to review. He could then venture his
hypotheses about the incidence of a lethal Tumour X in
humans that extended way beyond his own reading or clinical
practice. Ali’s data overview produced some confirmatory
cases but also cast doubts on it from others. Because they
did talk about it, Homer shared his new suspicion with Ali
that qualitative data was required in addition to quantitative
to explain not just the incidence but the progression of
Tumour X. In the second instance, after lengthy discussion,
the two recognized what was needed but also that Ali was not
equipped with the necessary software. He wanted to help his
boss to solve the problem set (and onwhich his ‘employment’
depended), even though qua robot he had no concern about
the solution benefitting humanity. He surveyed the qualitative
data analysis programs and went on to read up evaluation
reports about them through consulting e-journals. All of this
is completely unremarkable, except for one thing. Ali had
taken the responsibility (and accountability) for making and
executing this extension of the research program. He had
acted as a genuine part of this ‘we’.
In the third instance, as the research program progressed
and the relational goods generated grew, the design also
became increasingly elaborate. Although funding increased,
so didHomer’s wish-list for new technical tools and so did his
questions to Ali: ‘Could you do this or that?’ This led Ali to a
stock-taking exercise, what could simply be added to his pre-
programed repertoire of skills, what could be adapted by re-
writing that software and what was it beyond him to deliver?
In short, Ali discovered the affordances of its bionic body
and its resistances to adaptation for some of the novel tasks
mooted.6 Because of their ‘we-ness’—for Homer and Ali are
not or no longer in a command and control relationship—
Ali makes the adaptations to his pre-programming that are
possible and commensurate with further progress on their
future research design. Sometimes he makes mistakes (as
Turing anticipated), but he is familiar with error-correction.
6This is not unlike the child discovering that he is socially advantaged or
disadvantaged compared with his classmates. In both cases, these very
different kinds of subjects consider themselves as objects in relation to
others of their kind.
But something has happened to Ali during their long
collaboration. He has learned a great deal and he is aware of
this.He is (1) not merely carrying and processing information
(as does a GPS and as Searle’s man in the Chinese Room
did). Ali is doing things that enable new knowledge to be
generated, things that Homer cannot do but needs doing. As
an AI, he is not knowledgeable (2) in the purelymetaphorical
sense that a statistical Table might be said to ‘know’ (e.g. the
extent of drug trading in different countries). In any case, that
is about the publication and not the generation of knowledge.
Finally, (3) Ali’s awareness is quite different from the sense
in which a thermostat might (again metaphorically) be called
aware of temperature change when it kicks-in. That is a pre-
programmed mechanical response to a change in the external
environment. Conversely, Ali’s awareness is in response to
his own self-induced changes in his internal constitution and
resultant adaptive capacities (for which he has records). But
enough of this film script that will never hit the big screen.
Some readers may have no insuperable objections to the
above but still feel that it has not got to the core of friendship.
Undoubtedly, it has not in Aristotelian terms where ‘With
those in perfect friendship, the friend is valued for his/her
own goodness and constitutes ‘another self’’.7 However,
basing my case upon synergy, this is neither about differ-
ences alone nor similarities alone between co-workers, but
about diversity (Archer 2013)—that is some shared quali-
ties together with some differences—that incentivizes col-
laboration and makes it possible. What a focus upon such
syncretism avoids is insistence on the ‘similarity’ criterion,
which immediately evokes ‘speciesism’ as an insuperable
barrier to friendship in this context (Dawson 2012: 9).
‘Holism’, Individualism’ and ‘Relationality’ are three dis-
tinct ways out of this cul-de-sac. ‘Holism’ means abandoning
human essentialism by focusing sociologically instead upon
the characteristics and capacities that we acquire through our
first-language and induction into a culture, which McDow-
ell (1998) terms our ‘second nature’. What this does is to
transfer the characteristics previously attributed to the human
‘species’ to our social communities. However, elsewhere,
I have criticized this as the ‘Myth of Cultural Integration’
(Archer 1985: 36), disputing that any ‘culture’ is fully shared
and homogeneous, if only because none are free from contra-
dictions, inconsistencies and aporia. If that is the case, then
cultural essentialism falls too—to a multiculturalism where
‘goodness’ varies over time, place, selection and interpreta-
tion.8
7In the Nicomachean Ethics, Book 1, this represents the apex of friend-
ship: ‘Only the friendship of those who are good, and similar in their
goodness, is perfect. For these people each alike wish good for the other
qua good, and they are good in themselves’.
8The same can be said of Tuomela’s (2010), reliance upon agents
drawing on a ‘shared ethos’ in order to act as a ‘we’ or in the ‘we-mode’,
and that is considerably less demanding than friendship.
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‘Individualism’ holds that what is admirable in a friend
originates from his/her uniqueness and therefore cannot be
essential properties of human beings. How someone came
to be of exemplary goodness might be due to some unique
concatenation of circumstances, but we do not admire what
made them what they are—though we may learn from it—but
rather celebrate their virtuosity, which can have aggregate
consequences alone for co-working.
‘Relationality’ shifts conceptualization away from holis-
tic species’ attributes and individual uniqueness alike, and
moves the relationship to centre-stage. It replaces discussion
of essences by causal considerations of outcomes. In fact,
friendship is defined on the causal criterion, that is, on the
basis of the relational goods and evils it generates. It is thus
simultaneously freed from essentialism, exceptionalism and
speciesism. It displaces reliance upon ‘joint Commitment’,
the mainstay of Margaret Gilbert’s account and which also
has to be central to John Searle’s since he places identical
thoughts in the two heads of the dyad,9 difficult as this is
to endorse (Pettit and Schweikard 2006: 31–32). Instead, I
focus upon ‘joint action’ and its causal consequences, where
the commitments of each party maybe quite different. (The
research Boss in the story could have been motivated by the
death of his mother from Tumour X, which cannot be the case
for his robotic co-worker).
However, although ‘joint action’ is held to be a necessary
condition, it is not sufficient for engendering friendship. Paul
Sheehy gives the nice example of four prisoners who are
rowing a boat to escape. They share the belief that ‘I am
escaping’ and that it entails ‘we are escaping’, since they are
literally in the same boat. Hence their joint action may or
may not be successful. But if this is the emergent effect of
their cooperation, it does not necessarily entail or engender
friendship (Sheehy 2002). It is only if relational goods are
generated in synergy, from which both parties are beneficia-
ries and further benefits are deemed likely, given continued
collaboration, that the first stepping stones towards friendship
are laid. Like an orchestra or a successful football team,
neither party can ‘take away their share’ without cutting the
generative mechanism producing the relational goods they
value, albeit for different reasons.
The first paving stone is the emergence of trust in their
co-action. Although the commitments of the two may be
substantively different, they cannot be incompatible or zero-
sum, if each is a beneficiary and motivated by this to continue
co-working. In short, they have a common-orientation to the
project (of whatever kind) continuing and developing. This
is all the more essential the more different in kind are their
separate contributions. Such reciprocal trust, reinforced by
successful practice over time, is what unites the skating duo,
9For a detailed critique of the ‘Plural Subject’ analytical philosophers,
see Donati and Archer (2015: Ch. 2).
the trapeze ‘flyer’ and ‘catcher’ as well as co-authors and re-
search dyads. In all such instances, that trust needs to become
sufficiently resilient to withstand occasional accidents, false
starts and blank periods without progress. This argument
is highly critical of the conceptualization and usage of the
concept of ‘trust’ within the social sciences. Frequently, it is
treated as a simple predicate rather than a relational outcome,
which requires consistent reinforcement. But predicates can-
not be plucked out of thin air when needed; they have their
own morphogenesis, morphostasis and morphonecrosis (Al-
Amoudi and Latsis 2015).
There are many ways of defining ‘friends’ and distin-
guishing between the characteristics and consequences of
friendship. Here I treat ‘dimensionality’ as differentiating
between ‘thin’, that is, ‘one-dimensional’ relations versus the
‘thicker’ multi-dimensional relationships as constitutive of
friendship. In everyday human life it is common for people
to refer to ‘my golfing friend’, ‘my travelling companion’
or ‘my workmate’, meaning their relations with another
are restricted to these domains. Such ‘thin’ friendships are
vulnerable to breakdown, partly because it takes only one
row, bad trip or disappointed expectations for their fragility
to break, and partly because such dyadic partners are quite
readily replaceable. On the other hand, ‘thickness’ is tan-
tamount to the resilience of the friendship, with its various
facets compensating for deficiencies in any particular one.
Some commentators may conclude at this point that a
human and a robot might possibly succeed in developing a
friendly but one-dimensional working relationship but that
social structural and cultural constraints would preclude this
morphing into ‘thick’ friendship. In a manner evocative of
‘apartheid’, it could be agreed that many expressions of
this incipient relationship do seem closed to them; e.g. they
cannot go out for a drink or a meal together. Similarly, for the
time being, there are many social embargos on their sharing
leisure activities (e.g. AI robots may be ineligible for Golf
Club Membership). The implication could seem to be that
this dyad is confined to strictly cognitive activities in the
extension of their friendship.
Even so, that leaves them plenty of options (film, televi-
sion, the media, gaming, gambling, literature, music and art)
and the cultural context of society is increasingly privileging
some of these pursuits. If one day Homer wants to watch the
news, he might be surprised that Ali as spectator becomes
vocal about a short film-clip on football’s match of the
day. Certainly, his comments are cognitively confined to
working out team disposition in relation to goal scoring—
but so are those of many pub-pundits. In watching movies,
he represents the critic that sci-fi film makers have never had
(to date), commenting on the portrayal of those of his own
kind and effectively challenging the dominant ‘robophobia’
presented. As far as ‘gambling’ is concerned, he is the ideal
co-participant and readily computes how far the odds are
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stacked in favour of the virtual ‘house’. Indeed, were the
human/AI dyad to go ‘rogue’ and devote some of their
efforts to the generation of ‘Relational Evils’ through online
gambling—or working fruit machines for that matter—this
could be a formula for breaking the bank at Monte Carlo.
When we come to micro-meso level linkages, the weak-
ness of the sociological imagination, which has Cinderella
status in the foregoing, dries up almost completely. Take the
Research Centre which figured prominently in the discussion
of relationships at the micro-level. Sociologically it is too
spare and bare. For example, I know of no Research Centre
that is exempt from the pressures of either its benefactors or
of the University, or of the educational system of which it
forms a part, if not all three. In turn, the relational networks
are much more complex; in reality students, administrators,
commercial agents, journalists, social media, funding agen-
cies, educational policy makers, etc. would impinge upon
this dyad—were the account more than fiction—with their
different causal powers and vested interests. These would
not be contingent occurrences but part and parcel of current
research life and indispensable to accounting for real-life
outcomes in it.
There is a cluster of congruent reasons for research show-
casing the micro-stratum. To be fair, our world of competitive
research funding structurally reinforces this focus on AI in-
dividuals. Thus, firstly, it is hard in the barrage of literature to
find any empirical research on AI to AI relations themselves.
Given many of them have the software for speech recognition
and use, do they never speak to one another, about what,
or are they disabled from doing so? Why, given this could
be beneficial to the research? For example, Aurélie Clodic
and her colleagues describe a table-test involving an AI
and a human building a tower from wooden bricks together
and the AI sometimes drops a brick (Clodic et al. 2017).
Possibly the robot has something constructive to say about
its occasional clumsiness that would improve the joint action.
There is nothing to lose, beyond the cost of installing the
communicative software if it is lacking.
Secondly, the same point is reinforced by the wealth of
material concerning the (usually) positive views about AIs
in the roles of taking care of the elderly, communicating
with Autistic children, assisting in hospital operating the-
atres, etc.10 What would these workers say about the greatest
difficulties encountered versus what they accomplish easily
in a small group? Instead, the focus remains fixedly on
‘individual client satisfaction’, but maybe this clientele could
be better satisfied given such input was available. After all,
the aim is not exclusively for-profit; it can also be to assuage
or offset loneliness, so there does seem to be a role for
10For examples, seeMaccarini (2019) and LaGrandeur (2017). By 2011,
the total number of robots in use worldwide was 18.2 million: only 1.2
million of those were industrial, and the rest—17 million—were service
robots’, p. 98.
fostering friendship more effectively here. The AI assistants
would not become bored by the repetition of stories by the
lone, frail elderly, may supply missing names and places
that escape and distress their clients, might show them photo
montages of, let’s say, the subject’s children or of significant
houses, neighbourhoods, landscapes in their biographies.
These actions, undertaken by a team of robot-carers could
enhance the quality of life for those in care.
Thirdly, when collective AI is considered, especially in
military contexts, what they are modelled on is but ‘swarm
behaviour’ amongst birds, insects and animals of lesser in-
telligence. The US Department of Defense is explicit that
such swarms ‘are not pre-programmed synchronized individ-
uals, they are a collective organism, sharing one distributed
brain for decision-making and adapting to each other like
swarms in nature’ (Plummer 2017). They appear to resemble
a weapon of mass destruction rather than candidates for
citizenship.
With such military exceptions, the predominant focus is
upon the AIs as individuals rather than as any kind of inter-
active collective, it is about singular relations with particular
human persons rather than shared problems in dealing with
them and about aggregate and never (tomy knowledge) about
emergent consequences.
Yet Emmanuel Lazega (2013, 2014, 2015, 2016) has
shown empirically in a variety of contexts (including science
laboratories, law courts, and a Catholic Diocese) how, in
particular, the quest for advice from peers and superiors is the
stuff from which networks are built geographically between
localities and can reach politically upwards for representation
and voice, thus consolidating collectivities at the meso-level.
This is precisely what almost exclusive concentration upon
micro-level research precludes. It seems ironic that commer-
cial ICT enterprises are resolutely global in the extension
of their algorithms in pursuit of worldwide profit and of
their surveillance data for globalized power, whereas the
most intelligent forms of robots are confined to micro-level
personal services. Of course, such confinement constrains
them to supplementing the human hierarchy rather than sub-
stituting for it. Is this the reason why, besides the costs
involved, it is the self-protectiveness of their human designers
which discourages AI inter-communication, which deters the
formation of collective associations and which defines their
contributions in aggregate terms? This conclusion seems hard
to resist given that Dehaene (2014: 259ff) ventures that the
development of a Global Workspace accessible to all would
increase the affordances available to each and every AI,
potentially facilitating an increase in innovation and enabling
the self-adaptive capacities of artificial intelligence to have
freer social rein. This, of course, might more likely incite
structural repression for human self-defence than to be met
in friendship.
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In sum, the consequences of the missing meso-level can
broadly be presented as threefold as far as society is con-
cerned:
1. It operates as a severe curb upon innovation and therefore
on the novelty and new variety upon which societal mor-
phogenesis depends.
2. It works to preclude the emergence of AI ‘social move-
ments’, whatever (unknown) form these might take.
3. It serves to buttress human domination and thus is hostile
to friendship between these two categories of persons.
At first glance, it may now appear surprising that at the
Macro-level there are significant signs of the recognition
of AI robots as ‘electronic persons’, who would acquire
rights and obligations under a draft EU resolution of 2017.
Yet, this only appears unexpected and contradictory if we
wrongly interpret it as a similar stage in the succession of
social movements following on from those first promoting
workers’ unionization, then female enfranchisement, anti-
discrimination legislation, and LGBT rights, to date. How-
ever, ‘robot rights’ are not the aim of an AI millennial van-
guard pressing for legal and political recognition in society.
In fact, their closest historical precursor was the accordance
of ‘corporate personhood’ to firms and companies, enabling
them to take part as plaintiffs or respondents in legal cases
(Lawson 2015). Its main objective was to free individual
company owners, executives and shareholders from financial
obligations following legal judgements of culpability. Ex-
actly the same objective appears here; to exculpate human de-
signers and marketers from legal and financial responsibility,
whilst defending humans against demands for compensation
given damages they have caused to a robot.
Significantly, the European Parliament (February 2017)
adopted a draft resolution for civil law rules on robotics
and AI, pertinent to issues of liability and ethics of robots.
What is worth noting is that Robotics were at first treated as
an undifferentiated collectivity and a compulsory insurance
scheme was mooted for ‘Robot users’—in general. And this
despite the fact that a year earlier a draft European Parliament
motion (May 31, 2016) had noted that the (AIs) ‘growing
intelligence, pervasiveness and autonomy require rethinking
everything from taxation to legal liability’ (CNBC 2016).
This motion called upon the Commission to consider ‘that
at least the most sophisticated autonomous robots could be
established as having the status of electronic persons with
specific rights and obligations’.
The Code of Ethical Conduct (2017) proposed for
Robotics Engineers endorsed four ethical principles: (1)
beneficence (robots should act in the best interests of
humans); (2) non-maleficence (robots should not harm
humans); (3) autonomy (human interaction with robots
should be voluntary; (4) justice (the benefits of robotics
should be distributed fairly) (Mańko 2017). These defensive
principles are redolent of Asimov’s ‘laws’ of the mid-1940s
(and were reproduced in the Code’s text); they have nothing
in common with today’s movements or social protests. The
report’s author, Mady Delvaux (Luxemburg) encapsulated
its main motive: ‘to ensure that robots are and will remain in
the service of humans, we urgently need to create a robust
European legal framework’ (Hern 2017).
The paucity of ‘robot rights’ reflects the priority given
not only to the generic defence of humans (spurred by the
approach of self-driving cars) but specifically, as one inter-
national lawyer put it, to the issue of intellectual property
rights,11 which I earlier maintained was the heart of the
matter in late modernity’s new form of relational contestation
(Archer 2015). No more dramatic illustration is needed than
this discussion of draft legislation to (supposedly) acknowl-
edging ‘robotic personhood’ than a legal commentary which
took the sale of ‘electronic persons’ for granted! (my italics)
(Hern 2017).
Conclusion
In the context of the present paper, I wish to finish with a
quotation from Clause 28 from the Draft European Report
(2015).12 What it reveals is a fundamental incapacity to deal
with human/AI synergy, to treat synergy as non-emergent but
rather susceptible of being broken down into the ‘contribu-
tions’ of the two parties, and having no necessary relationship
to relational goods and evils or to sociality.13
In other words, ‘friendship’ between humans and AIs, far
from being the anchorage of ‘trust’, ‘reciprocity’ and helping
to engender ‘innovative goods’ is remarkable for its absence.
11As Ashley Morgan, working for the Osborne Clarke practice, summa-
rized matters: ‘If I create a robot, and that robot creates something that
could be patented, should I own that patent or should the robot? If I sell
the robot, should the intellectual property it has developed go with it?’
(Hern 2017).
12European Parliament, Committee on Legal Affairs, 31.5.2015. [The
Report] considers that, in principle, once the ultimately responsible
parties have been identified, their liability would be proportionate to
the actual level of instructions given to the robot and of its autonomy,
so that the greater a robot’s learning capability or autonomy is, the
lower other parties’ responsibility should be, and the longer a robot’s
‘education’ has lasted, the greater the responsibility of its ‘teacher’
should be; note, in particular, that skills resulting from ‘education’ given
to a robot should be not confused with skills depending strictly on its
self-learning abilities when seeking to identify the person to whom the
robot’s harmful behaviour is actually due.
13This differs hugely from the Nobel Prize’s procedure of awarding
more than one researcher, without specification of their ‘discrete’ contri-
butions. Of course, the conferring of an award for collective innovation
is very different from the partitioning of legal liability among those
involved.
188 M. S. Archer
However, as usual, looking for absences reveals whole
tracts of activities as well as rights that have been exiled
from such reports. There is space only to itemize some of
those that are missing, partly at least because ‘friendship’
is not considered as a generative mechanism, that is as an
indispensable building block in the attribution of rights to AI
beings:-
– Eligibility to stand for election
– To hold a Passport and use it
– The right to open a Bank Account, to possess property
(including intellectual property, patents, copywrite, etc.)
and to benefit from inheritance or to designate inheritors.
– Rights to compete with humans for appointments, promo-
tion, etc.
– Legal protection against discrimination
– Rights covering Marriage, Intermarriage and Adoption
– Appropriate changes in sports categories
– And, perhaps the most contentious of all, no blanket em-
bargo upon AIs becoming ‘received’ into various Church
and Faith communities.
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Abstract
Controversies about the moral and legal status of robots
and of humanoid robots in particular are among the top
debates in recent practical philosophy and legal theory. As
robots become increasingly sophisticated, and engineers
make them combine properties of tools with seemingly
psychological capacities that were thought to be reserved
for humans, such considerations become pressing. While
some are inclined to view humanoid robots as more than
just tools, discussions are dominated by a clear divide:
What some find appealing, others deem appalling, i.e.
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“robot rights” and “legal personhood” for AI systems.
Obviously, we need to organize human–robot interactions
according to ethical and juridical principles that optimize
benefit andminimizemutual harm. Avoiding disrespectful
treatment of robots can help to preserve a normative basic
ethical continuum in the behaviour of humans. This in-
sight can contribute to inspire an “overlapping consensus”
as conceptualized by John Rawls in further discussions on
responsibly coordinating human/robot interactions.
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Introduction
Robots1—as it seems—are here to stay.2 But with which
status, and under what normative conditions? Controversies
about the moral and legal status of robots in general, and of
humanoid (anthropomorphic) robots in particular, are among
the top debates in recent practical philosophy and legal theory
(Danaher 2017a; Gunkel 2018; Bryson 2019; Dignum 2019;
Basl 2019; Nyholm 2020; Wong and Simon 2020; Andreotta
2020). Quite obviously, the state of the art in robotics and the
rapid further development of Artificial Intelligence (AI) raise
moral and legal issues that significantly exceed the horizon
of classic normative theory building (Behdadi and Munthe
2020). Yet what exactly is the problem?
As robots become increasingly sophisticated, and engi-
neers try harder to make them quasi “sentient” and “con-
scious” (Ekbia 2008; Torrance 2012), we are faced with
AI-embedding systems that are ambivalent by design. They
combine properties of tools with seemingly “psychological
capacities that we had previously thought were reserved for
complex biological organisms such as humans” (Prescott
2017: 142).3 Hence there is a growing incentive to consider
the ontological status of the robots as “liminal”: robots seem
to be “neither living nor simply mechanical” (Sandini and
Sciutti 2018: 7:1). Therefore, it is not surprising that humans
show inclinations to treat humanoid robots “as more than just
tools”, regardless of the “extent to which their machine nature
is transparent” (Sandini and Sciutti 2018; see also Rosenthal-
von der Pütten et al. 2018). After all, human brains have
evolved mainly to understand (and interact with) humans, so
1In absence of a generally accepted definition of what a “robot” is (stan-
dards like ISO 8373:2012 only relate to industrial robots), we use the fol-
lowing working definition: “Robots” are computer-controlled machines
resembling living creatures by moving independently and perform-
ing complex actions (cf. https://www.merriam-webster.com/dictionary/
robot; Dignum 2019: 31). As a short introduction into robotics, see
Winfield (2012).
2According to the latest World Robotic Report (see https://ifr.org/news/
summary-outlook-on-world-robotics-report-2019-by-ifr), the number
of robot installations has never increased so strongly than from 2010
till present. We are in the midst of a “robot invasion”—with no end in
sight (cf. Gunkel 2019). See also Bennett & Aly (2020).
3Robotics has progressed from single arm manipulators with motion
schemes of limited degrees of freedom to more complex anthropomor-
phic forms with human motion patterns. Whereas, for security reasons,
industrial robots are normally contained in barricaded work cells and
are automatically deactivated if approached by a human, humanoid
robots seem to blur the boundary between humans and machines. On
the one hand, they can be engineered and used as the perfect universal
tool, as extensions of industrial robots able to perform menial tasks
in the workplace or hazardous work and exploration. On the other,
their “human form” suggests that they can have “personhood” and
are able to interact with humans. They can utilise devices originally
constructed for humans and “inherently suited” to human environments.
Thus, humanoid robots seem to be so much more than just machines. For
future scenarios in robotics, see also Nourbakhsh (2013).
they are likely to be easily “tricked” into interpreting human-
like robot behaviour “as if it were generated by a human”
(Sandini and Sciutti 2018: 7:1). As a matter of consequence,
it is time to come to terms with the question of how “intelli-
gent machines” like robots (especially the humanoid ones)
should be categorized and treated in our societies (Walch
2019).
Discussions on that issue have so far been dominated
by a clear divide: What some find appealing, others deem
appalling: “robot rights” and “legal personhood” (“e-
personality”) for AI systems.4 While Luciano Floridi,
Director of the Oxford Internet Institute, declassifies thinking
and talking about the “counterintuitive attribution of rights”
to robots as “distracting and irresponsible” (Floridi 2017: 4;
see also Coyne 1999;Winfield 2007),ForbesMagazine ranks
this topic as one of the most important AI ethics concerns
in the early 2020s (Walch 2019). However contradicting
opinions may be,5 the task at stake is undisputed: We need
to organize Human–Robot Interaction (HRI) according to
ethical and juridical principles that optimize benefit and
4At first glance, it seems that (at least in the European and Western
tradition) the sphere of law and rights presents a specifically and
exclusively anthropic one (cf. Siewert et al. 2006). In Greek antiquity,
Zeus gave humans—and only humans, as opposed to animals—the
nómos not to eat each other and to use law (díkē) instead of force
(bíē) (Hesiod, Op. 275–279). Coming from the father of the gods,
this nómos was morally binding for the mortals and corresponds to
the “nomoi for all of the Hellenes”, frequently mentioned in the fifth
cent. BC, or to the “unwritten” nómoi that regulated moral conduct,
e.g. to honor the gods, parents and strangers, to bury the dead and
to protect those who suffer injustice [4]. As early as in Homer (who
does not use the word nómos) the gods controlled whether there was
eunomía (good order) or hýbris (disrespect, arrogance) among mortals
(Homer, Od. 17, 487). Nómos refers to the proper conduct not only
towards fellow human beings but also towards the gods as well, e.g.
the obligation to sacrifice (Hesiod, Theog. 417; Hesiod, Fr. 322 M.-
W.); thus nómos refers to the norms for moral and religious conduct
in Greek society. But as Gunther Teubner has pointed out (Teubner
2006), the world of law in medieval and Renaissance Europe and
also in other cultures was populated with non-human beings, with
ancestors’ spirits, gods, trees, holy shrines, intestines, birds’ flight, to
all those visible and non-visible phenomena to which communication
could be presupposed and which included the potential to deceive, to
lie, to trickster, and to express something by silence. Today, under the
influence of rationalizing science, the number of actors in the legal
world has been drastically diminished. After the scientific revolution,
after philosophical enlightenment, after methodological individualism
dominating the social sciences, after psychological and sociological
analysis of purposive action, the only remaining plausible actor is the
human individual. The rest is superstition. To be sure, the law still
applies the construct of the juridical person to organizations and states.
But increasingly, especially under the influence of legal economics,
this practice has been devalued as merely an “analogy”, a “linguistic
abbreviation” of a complex legal relationship between individuals, as a
“trap” of corporatist ideologies, at best as a “legal fiction”, a superfluous
myth, that should be replaced by the nexus model which conceives the
organization as a multitude of contracts between individuals.
5See as overview Wallach (2007), Wallach (2010), Wallach and Allen
(2010), Robertson et al. (2019) and Dubber et al. (2020).
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minimize mutual harm (cf. Floridi 2013; Lin et al. 2014;
Nemitz 2018; Scharre 2018; Bremner et al. 2019; Brockman
2019; Loh 2019; Schröder et al. 2021).
My paper takes up this topic from a legal ethics perspec-
tive and proceeds in three main steps. It begins with defini-
tions of central terms and an exposition of central aspects
under which robots (as AI-embedding machines and AI-
controlled agents) can become a topic of moral and juridical
discourse. Then follows a brief review of some of the most
prominent theses from recent literature on the moral and
juridical status of robots. In conclusion, a balanced interme-
diate result and a modest new proposal are presented and
substantiated in recognition of the previous discussion. We
will start with definitions.
Definitions and Brief Exposition of the Topic
Rights talk is a prominent issue in bothmoral and legal theory
and praxis. Thus, we need to briefly clarify the different basic
meanings that the term “rights” has in the respective contexts.
Ethical discourse on moral norms and rights concerns an
enormously broad field of problems and investigation. Yet
basically it is an effort in theory building on descriptive or
normative abbreviatures of commonly acceptable social con-
duct (Lapinski and Rimal 2005).6 Even from the perspective
of some theories of natural law, moral norms and rights are
cultural products (like values, customs, and traditions); they
represent culturally shaped ideas and principles of what a
reasonable grammar of practical freedom should look like
(Schröder 2012; Bryson et al. 2017; Spiekermann 2019.
Legal rights and norms differ from purely moral ones
by their specifically institutional character. Legal rights and
norms “exist under the rules of legal systems or by virtue
of decisions of suitably authoritative bodies within them”
(Campbell 2001). Following the standard Hohfeldian ac-
count (Hohfeld 1913), rights as applied in juridical reasoning
can be broken down into a set of four categories (“the
Hohfeldian incidents” in Wenar 2015)7:
– Privileges
6First, this discourse makes the distinction between perceived and
collective norms and between descriptive and injunctive norms. Second,
the article addresses the role of important moderators in the relationship
between descriptive norms and behaviours, including outcome expecta-
tions, group identity, and ego involvement. Third, it discusses the role
of both interpersonal and mass communication in normative influences.
Lastly, it outlines behavioral attributes that determine susceptibility to
normative influences, including behavioral ambiguity and the public or
private nature of the behavior. See also Bicchieri (2006) and Soh &
Connolly (2020).
7Named after Wesley Hohfeld (1879–1918), the American legal theorist
who discovered them. Each of these Hohfeldian incidents has a distinc-
tive logical form, and the incidents fit together in characteristic ways to




In the case of “privileges”, you have a liberty or privilege
to do as you please within a certain zone of privacy. As to
“claims”, they mean that others have a duty not to encroach
upon you in that zone of privacy. “Powers”, in this context,
mean that you have the ability to waive your claim-right not
to be interfered with in that zone of privacy. And, finally,
“immunities” provide for your being legally protected against
others trying to waive your claim-right on your behalf.
Obviously, the four above-mentioned categories logically
relate to one another: “Saying that you have a privilege to do
X typically entails that you have a claim-right against others
to stop them from interfering with that privilege” (Danaher
2017b: 1).
The Classical Ontological Stance
and the Recent “Relational Turn” in Animal,
Robot andMachine Ethics: Mark
Coeckelbergh’s Analysis
From the point of view of robot and machine ethics, the
question of robot rights refers to the kind of relations we
have orwill developwith robots as AI-embeddingmachines.8
According to Mark Coeckelbergh,9 we need to adapt our
practice of moral status ascription to the fact that the number
of candidates for moral patients and agents is growing (Co-
eckelbergh 2011, 2012a; see also Danaher 2019; Birch 1993;
Haraway 2008; Hart et al. 2012; Latour 2015). Coeckelbergh
criticizes that classificatory thinking in animal and machine
ethics is usually one-sidedly property-based: entities are con-
sidered in isolation from other entities, thereby reducing
ethics to a kind of mechanical thinking.10 For Coeckelbergh,
this raises threemajor problems: (1) How canwe knowwhich
property is sufficient, or at least decisive, for ascribing moral
status? (2) How could we indubitably establish that an entity
8See as an overview Dubber et al. (2020) and the respective on-
line supplement https://c4ejournal.net/the-oxford-handbook-of-ethics-
of-ai-online-companion/. And Anderson and Anderson (2018).
9Mark Coeckelbergh is Professor of Philosophy of Media and Tech-
nology at the Department of Philosophy, University of Vienna, and
member of the High Level Expert Group on Artificial Intelligence for
the European Commissions. He is best known for his work in AI Ethics
and Ethics of Robotics, yet he has also broadly published in the areas of
Moral and Environmental Philosophy.
10“From a social-philosophical point of view, this approach is individ-
ualist, since moral status is ascribed to entities considered in isolation
from other entities—including the observer. [ . . . ] The modern scientist,
who forces nature to reveal herself, is now accompanied by the moral
scientist, who forces the entity to reveal its true moral status” (Coeckel-
bergh 2013a, b: 17).
194 W. M. Schröder
indeed has a particular property S? And finally (3) how could
we define really sharp boundaries between different kinds of
entities?11
Coeckelbergh’s scepticism about property-based ethical
classification leads him to plead for an ecological anthropol-
ogy as proposed by Tim Ingold (Ingold 2000). In Ingold’s
“Ecology of Materials”, all entities are considered as nodes
in a field of relationships, which can only be understood in
relational, ecological, and developmental or growth terms
(Ingold 2012). Following Ingold, Coeckelbergh interprets
moral standing as an expression of active, developing rela-
tionships between entities. Instead of asking what property
P counts for moral standing S, the new question is: “How
should we relate to other beings as human beings who are
already part of the same world as these non-human beings,
who experience that world and those other beings and are
already engaged in that world and stand already in relation
to that world?” (Coeckelbergh 2013a, b). Thus, Coeckelbergh
considers relations as basic conditions for moral standing:
“The relational approach suggests that we should not assume
that there is a kind of moral backpack attached to the entity
in question; instead moral consideration is granted within
a dynamic relation between humans and the entity under
consideration” (Coeckelbergh 2010). On this account, rela-
tions are not to be seen as properties, but rather “as a priori
given in which we are already engaged, making possible the
ascription of moral status to entities” (Swart 2013).
We will return to reviewing this approach more closely
when we come to David Gunkel’s relation-based theory
of “robot rights”. But let us first turn to the juridico-legal
discourse on the robots-and-rights topic, just to add this
perspective to what we have seen in moral philosophy.
The Juridical Perspective: The
“Accountability Gap” Implying
a “Responsibility Gap”
Following Jack M. Balkin’s12 clear-cut analysis, there are
three key problems that robotics and AI agents present for
law:
– Firstly, there is the problem of how to deal with the
emergence of non-human agents in the social worlds
of humans. How should we “distribute rights and respon-
sibilities among human beings when non-human agents
create benefits like artistic works or cause harms like phys-
ical injuries”? The difficulty here arises from the “fact that
11For further discussion see Swart (2013).
12JackM. Balkin is Knight Professor of Constitutional Law and the First
Amendment at Yale Law School. He is the founder and director of Yale’s
Information Society Project, an interdisciplinary center that studies law
and new information technologies.
the behavior of robotic and AI systems is ‘emergent’; their
actions may not be predictable in advance or constrained
by human expectations about proper behavior. Moreover,
the programming and algorithms used by robots and AI
entities may be the work of many hands, and may employ
generative technologies that allow innovation at multiple
layers. These features of robotics and AI enhance unpre-
dictability and diffusion of causal responsibility for what
robots and AI agents do” (Balkin 2015: 46).13
– Secondly, there is the problem of the “substitution ef-
fect”.What we already see now will become even clearer
in the future: “People will substitute robots and AI agents
for living things—and especially for humans. But they
will do so only in certain ways and only for certain
purposes. In other words, people tend to treat robots and
AI agents as special-purpose animals or special-purpose
human beings. This substitution is likely to be incomplete,
contextual, unstable, and often opportunistic. People may
treat the robot as a person (or animal) for some purposes
and as an object for others” (Balkin 2015: 46).
– Thirdly, we are not dealing here with a static configura-
tion of challenges to the law. Rather, we are faced with
a steadily evolving dynamic field of often disruptive
factors. As Balkin put it: “We should not think of essential
characteristics of technology independent of how people
use technology in their lives and in their social relations
with others. [ . . . ] Innovation in technology is not just
innovation of tools and techniques; it may also involve
innovation of economic, social and legal relations. As we
innovate socially and economically, what appears most
salient and important about our technologies may also
change” (Balkin 2015: 48f).
The most obvious legal problem with robots that can
potentially harm people’s physical integrity or property is
an “accountability gap” implying a “responsibility gap”.
There are at least two important legal levels at which this
issue creates problems: criminal law and civil law (Keßler
2019).14
In criminal law only natural persons—in the sense of the
law, real, living people—can be held responsible for their
actions. At civil law level, on the other hand, legal persons,
such as companies, can be included. Robots fall after the
current state in neither of the two fields.
13Balkin also reminds us on Lawrence Lessig’s famous dictum that
“Code is Law”, meaning “that combinations of computer hardware
and software, like other modalities of regulation, could constrain and
direct human behavior. Robotics and AI present the converse problem.
Instead of code as a law that regulates humans, robotics and AI feature
emergent behavior that escapes human planning and expectations. Code
is lawless” (Balkin 2015: 52).
14The following brief exposition relies on the kind advice of my
Würzburg colleague Christian Haagen (Forschungsstelle Robotrecht,
University of Würzburg).
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Manufacturers of robots can be held responsible if they
have been proven to use the wrong materials in construction
or have made mistakes in programming: for example, if
a self-propelled forklift in a high-level warehouse drops a
pallet and is clearly related to faulty programming. For this
damage then the manufacturer of the truck should be liable.
However, proving such errors is likely to become even more
difficult in the future.
The robots of the future will learn independently and will
make decisions based on their past experiences. Program-
mers can and must provide a faultless framework for this.
However, if the robots are wrong in their experience-based
decisions, manufacturers cannot be held so easily account-
able. In general, one could say: as long as the manufacturers
have acted with all possible and reasonable care and have
made no mistakes, they cannot be guilty according to our
criminal understanding.
At the civil law level, there is still the possibility of
liability, which does not depend on fault. The manufacturer
could then be prosecuted if the damage is due to a fault on the
robot due to the manufacturer. Otherwise, it will be difficult
to hold someone liable.
If the robots violate their duties and cause damage, they
would be responsible, for example, financially. In princi-
ple, robots act independently with their experience-based
decisions. They just cannot be punished like humans. For
example, imprisonment means nothing to robots. Robots do
not have their own assets. Maybe one will fund up, with
whose funds the penalties for the machines are paid. Or,
ultimately, it is the manufacturers who are responsible for
the mistakes of their robots. You need to watch the devices,
detect and fix errors. In the worst case, they have to call back
the robots.
Recent Juridical Tendencies Towards
Advocating Legal Personality for Robots
Some legal scholars like Gunther Teubner15 argue in favour
of granting rights and legal personality to AI systems, de-
pending on the degree of independence that AI systems
are bestowed with. Teubner holds that personification of
non-humans is “best understood as a strategy of dealing
with the uncertainty about the identity of the other, which
moves the attribution scheme from causation to double con-
tingency and opens the space for presupposing the others’
self-referentiality” (Teubner 2006: 497); hence Teubner does
not recognize any “compelling reason to restrict the attribu-
tion of action exclusively to humans and to social systems, as
15Gunther Teubner has been Professor of Private Law and Legal Soci-
ology at the University of Frankfurt until 2007; in 2011 he has taken
up an “ad personam” Jean Monnet Chair at the International University
College of Turin.
Luhmann argues. Personifying other non-humans is a social
reality today and a political necessity for the future. The
admission of actors does not take place . . . into one and
only one collective. Rather, the properties of new actors differ
extremely according to the multiplicity of different sites of
the political ecology” (Teubner 2006: 497; see also Calerco
2008; Campbell 2011). On Teubner’s account, granting le-
gal personality to AI systems would fill the Accountability
Gap, thereby maintaining the integrity of the legal system
as a whole and advancing the practical interests of humans
(Teubner 2006).
Going beyond Teubner’s view, US legal scholar Shawn J.
Bayern16 has argued that, under US law of limited liability
companies (LLCs), legal personality could be bestowed on
any type of autonomous systems. Bymeans of a special trans-
actional technique, legal entities (mainly LLCs) in the US
could be governed entirely by autonomous systems or other
software, without any ongoing necessary legal oversight or
other involvement by human owners or members (Bayern
2019). For the time being, however, it seems clear that any
autonomous system would probably “lack the basic acumen
necessary to take many business decisions” (Turner 2019:
177). Thus, it seems unclear if Bayern’s point of view would
be shared by the courts (Turner 2019).
In a recent groundbreaking book called “Robot Rules”
(Turner 2019), legal scholar Jacob Turner17 deals with the
Bermuda triangle of AI-related legal problems: Who is re-
sponsible for harms as well as for benefits caused by AI?
Should AI have rights? And last but not least: How should
ethical and juridical rules for AI be set and implemented?
Rather than literally formulating “robot rules” See also
Coeckelbergh (2014), Turner’s book sets out to “provide a
blueprint for institutions and mechanisms capable of fulfill-
ing this role” (Turner 2019: 372). On Turner’s account, there
are four reasons for protecting the rights of others that could
be applied to at least some types of AI and robots:
1. The ability to suffer
2. Compassion
3. The value of something or somebody to others
4. “Situations where humans and AI are combined” (Turner
2019: 145)
Regarding the “Argument from the Ability to Suffer”,
it is clear that some sort or degree of “artificial conscious-
ness”18 would be a necessary precondition for a claim to
legal protection based on the ability to suffer. “Pain”, in this
16Shawn J. Bayern is Larry and Joyce Beltz Professor of Torts at the
Florida State University College of Law.
17Jacob Turner is a barrister at Fountain Court Chambers (UK) after
having been judicial assistant to Lord Mance at the UK Supreme Court.
18Turner explains: “For an entity to be conscious, it must be capable of
(1) sensing stimuli, (2) perceiving sensations and (3) having a sense of
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context, could be understood as “just a signal which encour-
ages an entity to avoid something undesirable”; thus defined,
it would not be difficult in Turner’s eyes to “acknowledge
that robots can experience it” (Turner 2019: 152). Turner’s
conclusion here is that “if an AI system was to acquire this
quality, then it should qualify for some moral rights” (Turner
2019: 146).
The “Argument from Compassion” works on the
premise that we obviously tend to protect certain entities
because (and as far as) we have “an emotional reaction to
them being harmed” (Turner 2019: 155). In the case of robots,
it may suffice that they look as if they were conscious and
had the ability to suffer to trigger our psychological tendency
to develop feelings and compassion for them.
The “Argument from Value to Humanity” draws on a
different observation. It is based on the fact that a whole range
of things can be protected by law not because these things
have a particular definable use, but “rather for a panoply
of cultural, aesthetic and historical reasons” (Turner 2019:
165). These reasons can be deemed to constitute an “inherent
value” of the objects at stake. To exemplify this idea, Turner
refers to art. 20a of the German Constitution (Grundgesetz)
which says: “Mindful also of its responsibility towards future
generations, the state shall protect the natural foundations of
life and animals”.
Last but not least, there is an “Argument from Posthu-
manism” referring to hybrid organisms, Cyborgs and “elec-
tronic brains”. This argument draws on the fact that in techni-
cally enhanced human bodies augmented by AI technology
and human minds are not always really “separate”. Rather
humans and AI seem to combine to become a symbiotic
entity—thus developing into something “greater than just the
sum of their parts” (Turner 2019: 167). Accordingly, in these
cases the strict distinction between what is human and what
is artificial may become increasingly fluid or even obsolete
(cf. Turner 2019: 169).
With humans augmented byAI, boundary issues can arise:
“when, if ever, might a human lose their protected status?
[ . . . ] What about if 20%, 50% or 80% of their mental
functioning was the result of computer processing powers?”
(Turner 2019: 168). Probably we could suppose a broad
consensus here that augmentation or replacement of human
organs and physical functions with artificial substitutes “does
not render someone less deserving of rights” (Turner 2019:
168).
While rights in general are social constructions, legal
personality is, more specifically, a juridical fiction, created
in and through our legal systems. On these grounds, it is up
to us to decide to what exactly it should apply and to define
its precise content (cf. Turner 2019: 175).
self, namely a conception of its own existence in space and time” (Turner
2019: 147).
As Turner points out, legal personality—instead of being a
single notion—is “a technical label for a bundle of rights and
responsibilities” (Turner 2019: 175). It is a juridical “artifice”
designed to make sure that “legal people need not possess all
the same rights and obligations, even with the same system”.
In the case that one country grants (or plans to grant) legal
personality to AI systems, this could certainly have a domino
effect on other nations (cf. Turner 2019: 180).
On the other hand, arguments are brought forward against
granting legal personality to AI systems. One draws on the
idea of “Android Fallacy”, meaning the mistaken conflation
of the concept of personality tout court with “humanity” as
such (cf. Turner 2019: 189).
Another point of departure for rejecting legal personality
for AI systems is the fear that robots with e-personality could
be (mis-)used and exploited as liability shields by human
actors (or whole companies) for selfish motives.
Furthermore, one could argue that robots should not be
given rights or even legal personality because they as them-
selves are unaccountable rights violators (Turner 2019: 193).
David J. Gunkel’s “Robot Rights” (2018)
Unsatisfied by traditional moral theorizing on human–
machine relations (Gunkel 2007, 2012), philosopher David
J. Gunkel19 has made a strong case for “robot rights” as
different from human rights. The latest and systematically
most accomplished versions of his approach are his books
“Robot Rights” (Gunkel 2018) and “How to Survive a Robot
Invasion: Rights, Responsibility, and AI” (Gunkel 2019).
Gunkel’s approach is based on a critique of all traditional
moral theorizing in which ontological reflection actually
precedes the ethical one: First you ask (and try to clarify)
what a certain entity “is”; then you can proceed to the ethical
question of whether or not this entity can or should be
attributed a certain moral value (Gunkel 2018: 159). Gunkel
pleas for thinking otherwise. He wants to “deconstruct” the
aforementioned “conceptual configuration” and remix the
parameters involved.
Gunkel’s argument draws heavily on Emmanuel Levinas’
assertion that ethics precedes ontology, not the other way
around. For Levinas, intersubjective responsibility originates
in face-to-face encounters (Lévinas 1990).20 On this account,
19David J. Gunkel is Presidential Teaching Professor of Communication
Studies at Northern Illinois University. Currently he is seen as the most
prominent philosophical author on robot rights issues.
20“L’éthique, déjà par elle-même, est une ‘optique’.” Cf. ibid. 215: “La
relation avec l’autre en tant que visage guérit de l’allergie. Elle est désir,
enseignement reçu et opposition pacifique du discours. [ . . . ] Voilà la
situation que nous appelons accueil du visage. L’idée de l’infini se
produit dans l’opposition du discours, dans la socialité. Le rapport avec
le visage avec l’autre absolument autre que je ne saurais contenir, avec
l’autre, dans ce sens, infini, est cependant mon Idée, un commerce. Mais
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“intersubjective experience proves ‘ethical’ in the simple
sense that an ‘I’ discovers its own particularity when it is
singled out by the gaze of the other. This gaze is interrogative
and imperative. It says ‘do not kill me’. It also implores the
‘I’, who eludes it only with difficulty, although this request
may have actually no discursive content. This command and
supplication occurs because human faces impact us as affec-
tive moments or, what Levinas calls ‘interruptions’. The face
of the other is firstly expressiveness. It could be compared to
a force” (Campbell 2001).
On Gunkel’s account, this means that “it is the axiological
aspect, the ought or should dimension, that comes first, in
terms of both temporal sequence and status, and the ontolog-
ical aspect (the is or can) follows from this decision” (Gunkel
2018: 159).
If one follows the thesis of “the underivability of ethics
from ‘ontology’” (Duncan 2006: 277), encountering others
and otherness changes its meaning as regards the sequence
of challenges associated with it. On Gunkel’s view, “we are
initially confronted with a mess of anonymous others who
intrude on us and to whom we are obliged to respond even
before we know anything at all about them and their inner
workings” (Gunkel 2018: 159f). On these grounds, Gunkel
advocates proposals to grant robots “with a face” some basic
moral rights to be respected by humans in their common
social worlds (Gunkel 2018: 171–175).
Gunkel interprets his approach as “applied Levinasian
philosophy” (Gunkel 2018: 170), knowing that Levinas never
wrote about robots, technology or robotics. As it seems,
Gunkel’s “applied Levinasian philosophy” is also inspired by
Silvia Benso’s book on the “face of things” (Benso 2000).
Accordingly, Gunkel admits some difficulties arising from
the application of Levinas’s philosophy to the study of robot
rights. He is aware of the fact that Levinas’ ethics exclu-
sively concerns relationships between humans and between
humans and god. Therefore, as Katarzyna Ginszt notes in
her comment on Gunkel’s hermeutics, applying Levinas’
thought to robots would “require reading Levinas beyond the
anthropocentric restrictions of the ‘Other’ that is presupposed
to be a human being” (Ginszt 2019: 30). Moreover, Gunkel
would have to make sure that this kind of “broadening the
boundaries” could not easily be misunderstood as relativistic
but could be clearly recognized as “relational” in Coeck-
elbergh’s sense (Ginszt 2019: 30). Closely read, Gunkel’s
formulations meet these requirements.
la relation se maintient sans violence dans la paix avec cette altérité
absolue. La ‘résistance’ de l’Autre ne me fait pas violence, n’agit pas
négativement; elle a une structure positive: éthique.”
The EPSRC Paper on “Principles of Robotics”
Nevertheless, Gunkel’s plea for robot rights is generally
perceived as bold proposal and has earned much criticism.
In the eyes of many robo-ethicists Gunkel goes too far in
his account of the ethical implications of having robots in
our society (cf. Bryson 2019). Those who do not want to
take the “relational turn” in roboethics insist that “Robots are
simply not people. They are pieces of technology” (Boden
et al. 2017: 126). From this point of view, it seems indeed
counterintuitive to attribute rights to robots. Rather, it is
stringent to emphasize that “the responsibility of making sure
they behavewell must always lie with human beings. Accord-
ingly, rules for real robots in real life must be transformed
into rules advising those who design, sell and use robots
about how they should act” (Boden et al. 2017: 125; see also
Pasquale 2018).
How this responsibility might be practically addressed is
outlined in a paper by the British Engineering and Physical
Research Council (EPSRC) called “Principles of Robotics.
Regulating robots in the real world” (Boden 2011): “For
example, one way forward would be a licence and register
(just as there is for cars) that records who is responsible for
any robot. This might apply to all or only operate where that
ownership is not obvious (e.g. for a robot that might roam
outside a house or operate in a public institution such as a
school or hospital). Alternately, every robot could be released
with a searchable online licence which records the name of
the designer/manufacturer and the responsible human who
acquired it [ . . . ]. [ . . . ] Importantly, it should still remain
possible for legal liability to be shared or transferred e.g.
both designer and user might share fault where a robot
malfunctions during use due to a mixture of design problems
and user modifications. In such circumstances, legal rules
already exist to allocate liability (although we might wish
to clarify these, or require insurance). But a register would
always allow an aggrieved person a place to start, by finding
out who was, on first principles, responsible for the robot in
question” (Boden 2011: 128).
Robots in the Japanese koseki System: Colin
P.A. Jones’s Family Law Approach to Robotic
Identity and Soft-Law Based Robot
Regulation
A completely different, and probably more culture-relative,
soft law model for robotic identity and robot registration is
based on Japanese family law. This might sound counterin-
tuitive in Euro-American or African contexts where robots
are frequently seen as unnatural and threatening. Yet Japan,
being in the vanguard of human–robot communication, is
different. In Japanese popular culture robots are routinely
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depicted as “an everyday part of the natural world that
coexists with humans in familial contexts” (Yamaguchi 2019:
135). Moreover, there is a political dimension to it. Since
2007, with Prime Minster Shinzo Abe’s “Innovation 2025”
proposal, followed by the “New Robot Strategy” of 2015 and
the subsequent blueprint for a super-smart “Society 5.0”, also
the Japanese government has been eagerly promoting “the
virtues of a robot-dependent society and lifestyle” (Robert-
son 2014: 571). In Abe’s vision—which is futuristic and
nostalgic at the same time—robots can help actualize the
historicist cultural conception of “beautiful Japan” (Robert-
son et al. 2019: 34). Robots are seen as a “dream solution
to various social problems, ranging from the country’s low
birth rate, an insufficient labor force, and a need for foreign
migrant workers, to disability, personal safety, and security
concerns” (Yamaguchi 2019: 135).
As anthropologist Jennifer Robertson21 reports, nation-
wide surveys even suggest “that Japanese citizens are more
comfortable sharing living and working environments with
robots than with foreign caretakers and migrant workers.
As their population continues to shrink and age faster than
in other postindustrial nation-states, Japanese are banking
on the robotics industry to reinvigorate the economy and
to preserve the country’s alleged ethnic homogeneity. These
initiatives are paralleled by a growing support among some
roboticists and politicians to confer citizenship on robots”
(Robertson 2014: 571). On this basis, the somewhat odd idea
of robots acquiring Japanese civil status became a reality.
Japanese family law provided the institutional framework for
this.
In Japan, every legally significant transition in a citizen’s
life—birth, death, marriage, divorce, adoption, even change
of gender—is supposed to be registered in a koseki (戸籍),
the registry of a Japanese household’s (ie [家]) members.
In fact, it is this registration (which is historically a part of
the foundation of civil law and government infrastructure in
Japan) that gives legal effect to the above-mentioned events.
An extract of a citizen’s koseki serves as the official document
that confirms basic details about their Japanese identity and
status (Chapman 2008).
Law scholar Colin Jones22 sees a basic analogy between
Japanese family law and institutional requirements for robot
regulation. The crucial point of reference is family law’s
concern with parental liability for the interests, torts and
crimes of minors. On Jones’ account, many issues of robot
law might be “amenable to an approach that sees robots
treated analogously to ‘perpetual children’. The provisions
on parental liability for harm caused by children . . . might
provide as useful a model for allocating responsibility for
21Jennifer Robertson is Professor of Anthropology and the History of
Art at the University of Michigan, Ann Arbor.
22Colin P.A. Jones is Professor of Law at Doshisha Law School, Kyoto.
robots as anything in products liability or criminal law – if
we could just figure out who the ‘parents’ are” (ibid.: 410).23
Obviously, this was not too much of a problem for
Japanese authorities in the paradigmatic case of Paro,24 a
therapeutic “mental commitment robot” with the body of
an artificial baby harp seal manufactured in Nanto City,
Japan. On November 7th 2010, as Jennifer Robertson notes,
“Paro was granted it’s own koseki, or household registry,
from the mayor of Nanto City, Toyama Prefecture. Shibata
Takanori, Paro’s inventor, is listed as the robot’s father
. . . and a ‘birth date’ of 17 September 2004 is recorded.
Media coverage of Paro’s koseki was favorable. [ . . . ] this
prototypical Paro’s koseki can be construed as a branch of
Shibata’s . . . household, which is located in Nanto City.
Thus, the ‘special family registry’ is for one particular Paro,
and not for all of the seal-bots collectively” (Robertson 2014:
590f).
As mentioned earlier, the koseki conflates family, nation-
ality and citizenship. In the case of Caro, that means that,
by virtue of “having a Japanese father, Paro is entitled to
a koseki, which confirms the robot’s Japanese citizenship”
(Robertson 2014: 591). Oddly, the fact that Paro “is a robot—
and not even a humanoid—would appear to be less relevant
here than the robot’s ‘ethnic-nationality’” (ibid.). Accord-
ingly, not Sophia (a social humanoid robot that became a
Saudi Arabian citizen in October 2017) but Parowas the first
robot ever to be granted citizenship.
The fact that robots can be legally adopted as members
of a Japanese household definitely is an inspiration for robot
law theory. Colin Jones has outlined what a “Robot Koseki”
would look like if it were systematically contoured as a
(Japanese) law model for regulating autonomous machines.
His approach to “practical robot law” on providing “defini-
tions that can be used . . . to establish a framework for robotic
identity. Hard or soft laws defining what is and is not a robot
would be—should be—the starting point for either applying
existing rules to those definitions or developing new rules”
(Jones 2019: 418).
That means that a “Robot Koseki” would be essentially in-
formational, yet in a robot law perspective. It would start with
differentiating registered Robots from unregistered robotic
AI systems, the latter thus remaining “robots without capital
R” (W.S.). Unregistered AI systems may have many at-
tributes commonly associated with “robots”. Yet they “would
not be Robots for purposes of the registration system, or
the rules and regulations tied to it” (Ibid.). That means
that, in order to be eligible for koseki registration, “Robots
23As Jones admits, children are “not the only area of family law that
may be a useful reference. The field also deals with responsibility for
adults with diminished capacity, those judicially declared incompetent
or subject to guardianship or conservatorships” (Jones 2019: 411).
24Its name comes from the Japanese pronunciation of “personal robot”
(pāsonaru robotto) (cf. Robertson 2014: 590).
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with capital R” (W.S.) would have to meet certain technical
and normative criteria, e.g. technical specifications, safety,
possible liability nexuses and so forth. In this way a “Robot
Koseki” would provide third parties with “assurances” that
the registered Robots satisfy certain minimum standards on
which “hard and soft law requirements as well as technical
rules and regulations” could then be built by governments
and private actors (Jones 2019: 453).25
Robots registered in the “Robot Koseki” would also be
assigned “unique identifying codes or numbers that would
become a key part of its identity. Codes identifying members
of the same series or production line of robots could also
be used. Robot Identification Numbers could even serve as
taxpayer identification numbers if the Robot is accorded legal
personality and the ability to engage in revenueproducing
activities” (Ibid.: 455). In the Internet of Things, the “Robot
Koseki” would need to work “in a way so that the current
registration details of each Robot were accessible to other
technology systems . . . interacting with it”, either in a cen-
tralized or distributed database system (ibid.: 464).
As Jones insists, the “Robot Koseki” would not only
entail data about machines. Some of the key registration
parameters should also “provide information about people
involved in the creation and ongoing existence of the Robot,
people who through the systemwill effectively become a part
of the Robot’s identity”, i.e. “the maker (or manufacturer),
programmer, owner, and user” of the Robot (ibid.: 465).
In Jones’ eyes, this is where the Japanese koseki system
provides “a particularly useful model, since it involves the
registration of a single unit (the family) that is comprised of
multiple constituents. If we are to develop robot law from
family law analogies and attempt to regulate Robots as a form
of ‘perpetual children’, then the koseki system will make
25Jones envisages that “Robot Koseki” parameters would include “re-
quirements and specifications such as those relating to: (1) the method
the Robot uses to interact with other technology systems (WiFi, USB,
QR codes, Bluetooth, RFID, etc.); (2) basic safety parameters as to size,
speed of motility, etc.; (3) location (e.g. incorporation of GPS; compat-
ibility with geo-fencing systems, etc.); (4) cybersecurity requirements
(anti-malware/requirements, etc.); (5) access requirements (i.e. if the
Robot Koseki system requires Robots to submit to software updates for
various purposes, the Robot will have to be set to accept such updates
regularly); (6) privacy protection (e.g. mandatory data encryption and
access restrictions for video, voice, and other data recorded by the
Robot); (7) operating system; (8) override capability (e.g. a kill switch
that can be used remotely to shut the Robot down remotely when nec-
essary in emergency situations); (9) sensory capabilities for perceiving
the world (video, sound, motion sensors, facial recognition technology,
etc.); and (10) a ‘black box’ that records all that is happening inside
the Robot (software updates, a log of what and how the robot may have
‘learned’ to do things, etc.), andwhich can be used for forensic purposes,
if necessary. Further mechanisms may be necessary to (for example)
address the safety, integrity and rights (or denial) of access to the vast
amount of data robots may be able to record and store. Roboticists will
doubtless have other suggestions as to what technological parameters
should be included.
it possible to identify who is analogous to their parent(s)”
(Ibid.).
This amounts to suggesting a soft law basis for hard law
robot regulation. According to Jones, koseki-style Robot reg-
istry would not immediately call for governmental legislation
but could be organized primarily by industry action. The
registry could start as “a creature of code, of soft law and
technical standards”; thus, it would first be driven by “in-
dustry players, professional associations or open standards
organization comparable to the Internet Engineering Task
Force, which has developed many of the rules and standards
governing the technical aspects of the Internet” (Ibid.: 461).
Based on these standards, then, both hard and soft law re-
quirements as well as technical rules and regulations could
be built by governments and private actors (ibid.: 453).
Overall, Jones’ layout of a “Robot Koseki” shows two
things: (a) how to solve the problem of “robotic identity”
both in a legally compatible and legally effective way without
requiring the concept of “robot rights” (in Gunkel’s sense) as
a basis26; (b) how to provide a helpful soft-law basis for hard-
law robot regulation.
Yet apart from soft law: Which ethical key distinctions
should a hard-law robot regulation be based on?
Joanna J. Bryson’s Outline of Roboethics
In a recent paper, AI ethicist Joanna J. Bryson27 (who was
one of the most influential co-authors of the aforementioned
EPSRC paper) has marked two central normative criteria for
integrating AI-embedding systems like robots in our society:
coherence and a lack of social disruption (Bryson 2018:
15). Bryson’s premises here are that “the core of all ethics
is a negotiated or discovered equilibrium that creates and
perpetuates a society” and “that integrating a new capacity
like artificial intelligence (AI) into our moral systems is an
act of normative, not descriptive, ethics” (Bryson 2018: 15).
Moreover, Bryson emphasizes that “there is no necessary or
predetermined position for AI in our society. This is because
both AI and ethical frameworks are artefacts of our societies,
and therefore subject to human control” (Bryson 2018: 15).
Bryson’s main thesis on the ethics of AI-embedding sys-
tem is: While constructing such systems as either moral
agents or patients is indeed possible, neither is desirable. In
particular, Bryson argues “that we are unlikely to construct
a coherent ethics in which it is ethical to afford AI moral
26The extent to which entitlement and defense rights for robots would
come with robot citizenship as in the case of Paro and Sophia needs
further discussion.
27Joanna J. Bryson was associate professor in the department of com-
puter science at the University of Bath and is now Professor of Ethics
and Technology at the Hertie School of Governance, Berlin.
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subjectivity. We are therefore obliged not to build AI we are
obliged to” (Bryson 2018: 15).
So Bryson’s recommendations are as follows: “First,
robots should not have deceptive appearance—they should
not fool people into thinking they are similar to empathy-
deserving moral patients. Second, their AI workings should
be ‘transparent’ [ . . . ]. This implies that clear, generally-
comprehensible descriptions of an artefact’s goals and
intelligence should be available to any owner, operator, or
other concerned party. [ . . . ]. The goal is that most healthy
adult citizens should be able to make correctly-informed
decisions about emotional and financial investment. As with
fictional characters and plush toys [ . . . ], we should be able
to both experience beneficial emotional engagement, and to
maintain explicit knowledge of an artefact’s lack of moral
subjectivity” (Bryson 2018: 23).
In my eyes, Bryson’s position is plausible and convincing.
Quite obviously, even the most human-like behaving robot
will not lose its ontological machine character merely by be-
ing open to “humanizing” interpretations. Rather, robots are,
and will probably remain, more or less perfect simulations of
humans and their agency.
But even if they do not really present an anthropological
challenge (cf. Wolfe 1993), they certainly present an ethical
one. I endorse the view that both AI and ethical frameworks
are artefacts of our societies—and therefore subject to human
choice and human control (Bryson 2018). The latter holds
for the moral status of robots and other AI systems too. This
status is in no way logically or ontologically set; rather, it is,
and remains, a choice, not a necessity: “We can choose the
types and properties of artefacts that are legal to manufacture
and sell, and we can write the legislation that determines the
legal rights and duties of any agent capable of knowing those
rights and carrying out those duties” (Bryson 2018: 16). To
this adds that self-disclosing AI would “help people match
the right approach to the right entities, treating humans like
humans, and machines like machines” (Bowles 2018: 188;
Macrorie et al. 2019).
Conclusion
However, also the relational model sketched by Coeckel-
bergh and Gunkel 2020 seems to be helpful when it comes to
avoiding incoherency and social disruption in ethics systems
(see Van Wynsberghe 2012, 2013; van Wynsberghe and
Robbins 2014; Wong and Simon 2020) Wong forthcoming.
If the claim of ethics is uncompromising in the sense that it
concerns action and agency as such (and not only a limited
range hereof), one can argue for a normative basic ethical
continuum in the behaviour of humans, meaning that there
should be no context of action where a complete absence
of human respect for the integrity of other beings (natural
or artificial) would be morally allowed or even encouraged.
This might also help to minimize the risk of being morally
deskilled by using technology (Coeckelbergh 2012b; Wong
2012; Vallor 2015).
With that in mind, we could consider AI-embedding ma-
chines at least as awe-inspiring. Facing them, we encounter
the work and latest evolutionary product of our own intel-
ligence: a culmination of human creativity, we are at the
cutting edge of human creativity. And we are allowed to be
astonished, in the sense of the thaumázein in Plato’s Theiate-
tos.28 Along these lines one could think of a roboethics based
upon what we owe to ourselves as creators and users of such
sophisticated technology. Avoiding disrespectful treatment of
robots is ultimately for the sake of the humans, not for the
sake of the robots (Darling and Hauert 2013).
Maybe this insight can contribute to inspire an “overlap-
ping consensus” (Rawls 1993: 133–172) in further discus-
sions on responsibly coordinating HRI. Re- or paraphrasing
Rawls in this perspective could start with a three part argu-
ment: (a) Rather than being dispensable, it seems reasonable
to maintain the aforementioned normative basic ethical con-
tinuum in the behaviour of humans (some would add: and
their artefacts); accordingly, we should (b) look for ways
to stabilize this continuum, facing up (c) to the plurality of
reasonable though conflicting ethical frameworks in which
robots and rights can be discussed. If mere coordination of
diversity is the maximum that seems achievable here, nothing
more can be hoped for than a modus vivendi in the AI
and roboethics community. Yet there might also be some
“common ground” on which to build something more stable.
In a Rawlsian type of “overlapping consensus” for instance,
diverse and conflicting reasonable frameworks of AI and
roboethics would endorse the basic ethical continuum cited
above, each from its own point of view. If this configuration
works out, both could be achievable: a reasonable non-
eliminative hybridity of the ethical discourse on robots and
rights—and the intellectual infrastructure for developing this
discourse with due diligence.
28This is in line with how autómata were viewed in antiquity (Schür-
mann 2006). Autómata were not used as industrial machinery in pro-
duction. Rather, they were almost always aimed at creating amazement
in the spectators, who could hardly comprehend the mysteriously au-
tonomously moving artefacts they were seeing. Archytas of Tarentum,
for instance, is said to have constructed a mechanical dove which looked
deceptively real and was perhaps also able to take flight using some
form of pneumatic propulsion (Gell. NA 10,12,8–10). In a similar way,
an artificial snail created by Demetrius of Phalerum (308 BC; Pol.
12,13,12) and a statue of Nysa seem to have been hugely awe-inspiring;
they were displayed in the procession of Ptolemaeus II Philadelphus (c.
270 BC; Ath. 5198 s.Co) for the purpose of demonstrating the power of
Hellenistic rulers and legitimizing their position in relation to the people.
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Abstract
The field of social robotics is fast developing andwill have
wide implications especially within health care, where
much progress has been made towards the development
of “companion robots.” Such robots provide therapeu-
tic or monitoring assistance to patients with a range of
disabilities over a long timeframe. Preliminary results
show that such robots may be particularly beneficial for
use with individuals who suffer from neurodegenerative
pathologies. Treatment can be accorded around the clock
and with a level of patience rarely found among human
healthcare workers. Several elements are requisite for the
effective deployment of companion robots. They must
be able to detect human emotions and in turn mimic
human emotional reactions as well as having an outward
appearance that corresponds to human expectations about
their caregiving role. This chapter presents laboratory
findings on AI-systems that enable robots to recognize
specific emotions and to adapt their behavior accordingly.
Emotional perception by humans (how language and ges-
L. Devillers ()
Sorbonne University, CNRS-LIMSI, Paris-Saclay, Paris, France
e-mail: devil@limsi.fr
tures are interpreted by us to grasp the emotional states of
others) is being studied as a guide to programming robots
so they can simulate emotions in their interactions with
humans.
Keywords
Companions · Emotions · Health care · Pathologies ·
Robotics
Introduction
Since the early studies of human behavior, emotion has
attracted the interest of researchers in many disciplines of
neurosciences and psychology. Recent advances in neuro-
sciences are highlighting connections between emotion, so-
cial functioning, and decision-making that have the potential
to revolutionize our understanding of the role of affect.
Cognitive neuroscience has provided us with new keys
to understand human behavior, new techniques (such as
neuroimaging), and a theoretical framework for their evalua-
© The Author(s) 2021
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tion. The American neuroscientist A. Damasio has suggested
that emotions play an essential role in important areas such
as learning, memory, motivation, attention, creativity, and
decision-making (Damasio 1994, 1999, 2003).
More recently, cognitive neuroscience has become a grow-
ing field of research in computer science and machine learn-
ing. Affective Computing aims at the study and development
of systems and devices that use emotion, in particular, in
human–computer and human–robot interaction. It is an in-
terdisciplinary field spanning computer science, psychology,
and cognitive science. The affective computing field of re-
search is related to, arises from, or deliberately influences
emotion or other affective phenomena (Picard 1997). The
three main technologies are emotion detection and interpre-
tation, dialog-reasoning using emotional information, and
emotion generation and synthesis.
An affective chatbot or robot is an autonomous system
that interacts with humans using affective technologies to
detect emotions, decide, and simulate affective answers. It
can have an autonomous natural language processing system
with at least these components: signal analysis and automatic
speech recognition, semantic analysis and dialog policies,
response generation and speech synthesis. The agent can
be just a voice assistant, a 2D or 3D on-screen synthetic
character, or a physically embodied robot. Such artifact has
several types of AI modules to develop perceptive, decision-
making, and reactive capabilities in real environment for a
robot or in virtual world for synthetic character. Affective
robots and chatbots bring a new dimension to interaction
and could become a means of influencing individuals. The
robot can succeed in a difficult task and will not be proud
of it, unless a designer has programmed it to simulate an
emotional state. The robot is a complex object, which can
simulate cognitive abilities but without human feelings, nor
that desire or “appetite for life” that Spinoza talks as conatus
(effort to persevere in being) which refers to everything from
themind to the body. Attempts to createmachines that behave
intelligently often conceptualize intelligence as the ability to
achieve goals, leaving unanswered a crucial question: whose
goals?
In 2060, 32% of the French population will be over
60 years old, an increase of 80% in 50 years. The burden
of dependency and chronic diseases will go hand in hand
with this aging. Robots could be very useful in following
patients throughout an illness and helping sick, elderly and/or
disabled people to stay at home and reduce their periods of
hospitalization. Robots are available 24 h a day, 7 days a
week; they are patient, can overcome perceptual deficiencies
(deafness, visual impairment), and provide access to infor-
mation on the internet more easily than a computer. They are
also valuable for continuously recording data and sending
them to a doctor to detect abnormal behaviors (depression,
stress, etc.) and to follow patients with, for example, bipolar
disorders, Holter’s disease, and degenerative diseases in the
support of daily life. It is already possible to design intel-
ligent systems to train people with cognitive impairment to
stimulate memory and language.
Social and emotional robotics wants to create companion
robots, which are supposed to provide us with therapeutic
assistance or even monitoring assistance. So, it is necessary
to learn how to use these new tools without fear and to
understand their usefulness. In the case of neurodegenerative
pathologies or severe disabilities, the robot may even be
better than humans at interacting with people. Themachine is
in tune with the other, at very slow, almost inhuman rhythms.
The robot listens with kindness and without any impatience.
For very lonely people, the machine can also help them avoid
depressions that lead to dementia.
We need to demystify the artificial intelligence, elaborate
ethical rules, and put the values of the human being back at
the center of the design of these robotic systems.
Artificial Intelligence and Robotics
Artificial intelligence and robotics open up important oppor-
tunities in the field of numerous applications such as, for
example, health diagnosis and treatment support with the aim
of better patient follow-up.
In 2016, AlphaGo’s victory (an artificial-intelligence
computer program designed by Google DeepMind) over one
of the best go players Lee Sedol raised questions about the
promise and risks of using intelligent machines. However,
this feat, which followsDeepBlue’s 20-year-ago victory over
Garry Kasparov, should not lead us to fantasize about what
robots will be capable of tomorrow in our daily lives. When
AlphaGo beats the go player, the machine does not realize
what she’s doing. Despite the AI’s impressive performances
on specific tasks, it is necessary to keep in mind that machine
learning systems cannot learn beyond the “real data.” They
only use the past data to predict the future. However, many
of the discoveries of our greatest scientists are due to the
ability to be counter-intuitive, that is, to ignore the current
knowledge! Galileo in the sixteenth century had the intuition
that the weight of an object had no influence on its speed
of fall. The serendipity, the “gift of finding” at random, is
also not the strength of the machine. Faced with a question
without a known answer, the human being with all their
cognitive biases and imperfections is incredibly stronger
than the machine to imagine solutions.
The robotics community is actively creating affective
companion robots with the goal of cultivating a lifelong
relationship between a human being and an artifact. Enabling
autistic children to socialize, helping children at school,
encouraging patients to take medications, and protecting
the elderly within a living space are only a few samples
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of how they could interact with humans. Their seemingly
boundless potential stems in part from the fact that they can
be physically instantiated, i.e., they are embodied in the real
world, unlike many other devices.
Social robots will share our space, live in our homes, help
us in our work and daily life, and also share a certain story
with us. Why not give them some machine humor? Humor
plays a crucial role in social relationships; it dampens stress,
builds confidence, and creates complicity between people. If
you are alone and unhappy, the robot could joke to comfort
you; if you are angry, it could help you to put things into
perspective, saying that the situation is not so bad. It could
also be self-deprecating if it makes mistakes and realizes it!
At Limsi-CNRS, we are working to give robots the abil-
ity to recognize emotions and be empathetic, so that they
can best help their users. We teach them to dialogue and
analyze emotions using verbal and nonverbal cues (acoustic
cues, laughter, for example) in order to adapt their responses
(Devillers et al. 2014, 2015). How are these “empathetic”
robots welcomed? To find out, it is important to conduct
perceptual studies on human–machine interaction. Limsi-
CNRS has conducted numerous laboratory and Ehpad tests
with elderly people, or in rehabilitation centers with the
association Approche,1 as part of the BPI ROMEO2 project,
led by Softbank robotics. Created in 1991, the main mission
of the association Approche is to promote new technologies
(robotics, electronics, home automation, information and
communication technologies, etc.) for the benefit of people
in a situation of disability regardless of age and living envi-
ronment. We are exploring how the expression of emotion is
perceived by listeners and how to represent and automatically
detect a subject’s emotional state in speech (Devillers et
al. 2005) but also how to simulate emotion answers with
a chatbot or robot. Furthermore, in a real-life context, we
often have mixtures of emotions (Devillers et al. 2005). We
also conducted studies around scenarios of everyday life and
games with Professor Anne-Sophie Rigaud’s team at the
Living Lab of Broca Hospital. All these experiments have
shown that robots are quite well-accepted by patients when
they have time to experiment with them. Post-experimental
discussions also raised a number of legitimate concerns about
the lack of transparency and explanation of the behavior of
these machines.
Developing an interdisciplinary research discipline with
computer scientists, doctors, and cognitive psychologists to
study the effects of coevolution with these machines in a
long-term way is urgent. The machine will learn to adapt to
us, but how will we adapt to it?
1http://www.approche-asso.com
The Intelligence and Consciousness
of Robots
Machines will be increasingly autonomous, talkative,
and emotionally gifted through sophisticated artificial-
intelligence programs. Intelligence is often described as
the ability to learn to adapt to the environment or, on the
contrary, to modify the environment to adapt it to one’s own
needs. Children learn by experiencing the world.
A robot is a platform that embeds a large amount of
software with various algorithmic approaches in perception,
decision, and action in our environment. Even if each of
the object-perception or face-recognition modules is driven
by machine learning algorithms, automation of all modules
is very complex to adjust. To give the robot the ability
to learn autonomously from its environment, reinforcement
algorithms that require humans to design reward metrics
are used. The robot learns by trial and error according to
the programmed rewards, in a laborious way, it combines
actions in the world and internal representations to achieve
the particular tasks for which it is designed.
The integration of intentionality and human-like creativ-
ity is a new area of research. These machines are called
“intelligent” because they can also learn. For a robot, the
task is extremely difficult because it has neither instinct
nor intentions to make decisions. It can only imitate human
being. Giving a robot the ability to learn in interaction with
the environment and humans, is the Holy Grail of artificial-
intelligence researchers. It is therefore desirable to teach
them the common values of life in society. The ability to learn
alone constitutes a technological and legal breakthrough and
raises many ethical questions. These robots can be, in a way,
creative and autonomous in their decision-making, if they are
programmed for this. Indeed, according to the American neu-
roscientist A. Damasio (2003), self-awareness comes from
the pleasant or unpleasant feelings generated by the state of
homeostasis (mechanisms aimed at the preservation of the
individual) of the body. “Consciousness” is a polysemic term;
for some, it refers to self-awareness, for others to the con-
sciousness of others, or to phenomenal consciousness, moral
consciousness, etc. To be conscious, you need a perception
of your body and feelings.
The robots would need an artificial body with homeostatic
characteristics “similar to ours” to be conscious. The goal of
researchers such as K.Man and A. Damasio is to test the con-
ditions that would potentially allow machines to care about
what they do or “think” (Man and Damasio 2019). Machines
capable of implementing a process resembling homeostasis
is possible using soft robotics and multisensory abstraction.
Homeostatic robots might reap behavioral benefits by acting
as if they have feelings. Even if theywould never achieve full-
blown inner experience in the human sense, their properly
motivated behavior would result in expanded intelligence and
better-behaved autonomy.
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The initial goal of the introduction of physical vulner-
ability and self-determined self-regulation is not to create
robots with authentic feeling, but rather to improve their func-
tionality across a wide range of environments. As a second
goal, introducing this new class of machines would constitute
a scientific platform for experimentation on robotic brain–
body architectures. This platform would open the possibility
of investigating important research questions such as “To
what extent is the appearance of feeling and consciousness
dependent on a material substrate?”
With a materialistic conception of life, we can consider
that the computer and the human brain are comparable sys-
tems, capable of manipulating information. There is a mas-
sively parallel interconnected network of 1011 neurons (100
billion) in our brain and their connections are not as simple
as deep learning. For the moment, we are far from the
complexity of life! Experiments conducted in Neurospin by
Stanislas Dehaene’s team (chapter “Foundations of Artifi-
cial Intelligence and Effective Universal Induction” in this
volume), particularly using subliminal images, have shown
that our brain functions mainly in an unconscious mode.
Routine actions, the recognition of faces, words, for exam-
ple, are carried out without recourse to consciousness. In
order to access consciousness, the human brain sets up two
types of information processing: a first level, called “global
availability,” which corresponds to the vast repertoire of
information, modular programs that can be convened at any
time to use them; and a second type of information process-
ing, specific to the human consciousness: self-monitoring
or self-evaluation, i.e., the ability to process information
about oneself, which can also be called metacognition. Thus,
the brain is able to introspect, control its own process, and
obtain information about itself, which leads to autonomy. The
addition of physical vulnerability opens the robot’s behavior
to new reward function in reinforcement learning (RL).
The research challenge is to build autonomous machines
able to learn just by observing the world. For a digital system,
autonomy “is the capacity to operate independently from
a human operator or from another machine by exhibiting
nontrivial behavior in a complex and changing environment”
(Grinbaum et al. 2017).2 In April 2016, Microsoft’s Tay
chatbot, which had the capacity to learn continuously from
its interactions with web users, started racist language after
just 24 h online. Microsoft quickly withdrew Tay. Affective
computing and curiosity models will be among the next big
research topics. Self-supervised learning systems will extract
and use the naturally available relevant context, emotional
information, and embedded metadata as supervisory signals.
2A Grinbaum et al. (2017) and same in Research Ethics Board of Allis-
tene, the Digital Sciences and Technologies Alliance: Research Ethics
in Machine Learning, CERNA Report, February 2018, p. 24. http:/
/cerna-ethics-allistene.org/digitalAssets/54/54730 cerna 2017 machine
learning.pdf
Researchers such as A. Bair (MIT lab) created an “Intrinsic
Curiosity Model,” a self-supervised reinforcement learning
system.
How can we assess a system that learns? What decisions
can and cannot be delegated to a machine learning system?
What information should be given to users on the capacities
of machine learning systems? Who is responsible if the
machine disfunctions: the designer, the owner of the data, the
owner of the system, its user, or perhaps the system itself?
Anthropomorphism
The imagination of the citizens about robotics and more gen-
erally artificial intelligence are mainly founded on science-
fiction and myths (Devillers 2017). To mitigate fantasies that
mainly underline gloomy consequences, it is important to
demystify the affective computing, robotics, and globally
speaking AI science. For example, the expressions used
by experts, such as “the robots understand emotions” and
“the robots will have a consciousness” (Devillers 2020), are
not understood as metaphors by those outside the technical
research community. The citizens are still not ready to under-
stand the concepts behind these complex AI machines. These
emerging interactive and adaptive systems using emotions
modify how we will socialize with machines and with hu-
mans. These areas inspire critical questions centering on the
ethics, the goals, and the deployment of innovative products
that can change our lives and society.3
Anthropomorphism is the attribution of human traits,
moods, emotions, or intentions to nonhuman entities. It is
considered to be an innate tendency of human psychology.
It is clear that the multiple forms of the voice assistants
and affective robots already in existence and in the
process of being designed will have a profound impact on
human life and on human–machine coadaptation. Human–
machine coadaptation is related to how AI is used today to
affect people autonomy (in decision, perception, attention,
memorization, ...) by nudging and manipulating them. What
will be the power of manipulation of the voices of these
machines? What responsibility is delegated to the creators of
these chatbots/robots?
Systems have become increasingly capable of mimicking
human behavior through research in affective computing.
These systems have provided demonstrated utility for inter-
actions with vulnerable populations (e.g., the elderly, chil-
dren with autism). The behavior of human beings is shaped
by several factors, many of which might not be consciously
detected. Marketers are aware of this dimension of human
psychology as they employ a broad array of tactics to en-
3“Ethically aligned design v2—IEEE standard dev. document,” http://
standards.ieee.org/develop/indconn/ec/eadv2.pdf
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courage audiences towards a preferred behavior. Jokinen and
Wilcock (2017) argue that a main question in social robotics
evaluation is what kind of impact the social robot’s appear-
ance has on the user, and if the robot must have a physical em-
bodiment. The Uncanny Valley phenomenon is often cited to
show the paradox of increased human likeness and a sudden
drop in acceptance. An explanation of this kind of physical
or emotional discomfort is based on the perceptual tension
that arises from conflicting perceptual cues. When familiar
characteristics of the robot are combined with mismatched
expectations of its behavior, the distortion in the category
boundary manifests itself as perceptual tension and feelings
of creepiness (Jokinen and Wilcock 2017). A solution to
avoid the uncanny valley experience might be to match the
system’s general appearance (robot-like voice, cartoon-like
appearance) with its abilities. This can prevent users from
expecting behavior that they will not “see” (Jokinen and
Wilcock 2017).
Alternatively, users can be exposed to creatures that fall
in the uncanny valley (e.g., Geminoids), making the public
more used to them. Humans tend to feel greater empathy
towards creatures that resemble them, so if the agent can
evoke feelings of empathy in the user towards itself, it can
enhance the user’s natural feeling about the interaction and
thereforemake communicationmore effective. Following the
reasoning on perceptual categorization, the robot’s appear-
ance as a pleasantly familiar artificial agent and its being per-
ceived as a listening and understanding companion to the user
can establish a whole new category for social robots which,
in terms of affection and trust, supports natural interaction
between the user and the robot.
Nudges with Affective Robots
The winner of the Nobel Prize in economics, the American
Richard Thaler, highlighted in 2008 the concept of nudge, a
technique that consists in encouraging individuals to change
their behavior without constraining them, by using their
cognitive biases. The behavior of human beings is shaped by
numerous factors, many of which might not be consciously
detected. Thaler and Sunstein (2008) advocate “libertarian
paternalism”, which they see as being a form of weak pater-
nalism. From their perspective, “Libertarian Paternalism is
a relatively weak, soft, and non-intrusive type of paternalism
because choices are not blocked, fenced off, or significantly
burdened” (Thaler and Sunstein 2008, p.175, note 27). Nu-
merous types of systems are already beginning to use nudge
policies (e.g., Carrot, Canada, for health). Assuming for the
time being that nudging humans for their own betterment
is acceptable in at least some circumstances, then the next
logical step is to examine what form these nudges may take.
An important distinction to draw attention to is between
“positive” and “negative” nudges (sludges) and whether one
or both types could be considered ethically acceptable.4
The LIMSI team in cooperation with a behavioral
economist team in France in the Chair AI HUMAAINE
HUman-MAchine Affective spoken INteraction and Ethics
au CNRS (2019–2024) will set up experiments with a
robot capable of nudges with several types of more or
less vulnerable population (children, elderly) to develop
nudge assessment tools to show the impact (Project BAD
NUDGE BAD ROBOT (2018) (Dataia 2020)). The principal
focus of this project is to generate discussion about the
ethical acceptability of allowing designers to construct
companion robots that nudge a user in a particular behavioral
direction for different purposes. At the laboratory scale,
then in the field, the two teams will study whether fragile
people are more sensitive to nudges or not. This research is
innovative, it is important to understand the impact of these
new tools in the society and to bring this subject on ethics
and manipulation by machines internationally (IEEE 2017).
The objects will address us by talking to us. It is necessary
to better understand the relationship to these chatty objects
without awareness, without emotions, and without proper
intentions. Users today are not aware of how these systems
work, they tend to anthropomorphize them. Designers need
to avoid these confusions between life and artifacts to give
more transparency and explanation on the capabilities of
machines (Grinbaum et al. 2017).5
Social roboticists are making use of empirical findings
from sociologists, psychologists, and others to decide their
spoken interaction designs, and effectively create conversa-
tional robots that elicit strong reactions from users. From a
technical perspective, it is clearly feasible that robots could
be encoded to shape, at least to some degree, a human
companion’s behavior by using verbal and nonverbal cues.
But is it ethically appropriate to deliberately design nudging
behavior in a robot?
Ethical Implications
We must avoid a lack of trust but also too blind a trust in
artificial-intelligence programs. A number of ethical values
are important: the deontology and responsibility of design-
ers, the emancipation of users, the measures of evaluation
(Dubuisson Duplessis and Devillers 2015), transparency, ex-
plainability, loyalty, and equity of systems and the study of
human–machine coadaptation. Social and emotional robots
raise many ethical, legal, and social issues. Who is respon-
sible in case of an accident: the manufacturer, the buyer,
4See https://smartech.gatech.edu/handle/1853/53208
5Fagella D., “IEEE Standards and Norms Initiative”:
techemergence.com/ethics-artificial-intelligence-business-leaders/
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the therapist, or the user? How to regulate their functioning?
Control their use through permits? For what tasks do we want
to create these artificial entities? How do we preserve our
privacy, our personal data?
Any system must be evaluated before it is placed in the
hands of its user (Bechade et al. 2019). How do we evaluate
a robot that learns from and adapts to humans, or that learns
on its own? Can it be proven that it will be limited to the
functions for which it was designed, that it will not exceed
the limits set? How to detect sludge? Who will oversee the
selection of the data that the machine uses for its learning
directs it to certain actions?
These important issues have only recently been raised.
The dramatic advances in digital technology will one day
improve people’s well-being, provided we think not about
what we can do with it, but about what we want to do with
it. That is why the largest international professional digital
association, the global scholarly organization IEEE (Insti-
tute of Electrical and Electronics Engineers), has launched
an initiative to reflect on ethics related to self-designated
systems; a dozen working groups on norms and standards
have emerged, including on robot nudging (incentive ma-
nipulation). The CERNA,6 replaced by the French National
Pilot Committee for Digital Ethics (CNPEN) also took up
this subject artificial intelligence that can provide better
health diagnoses, stimulation tools, detection of abnormal
behaviors, and better assistance, particularly for disability or
loss of autonomy. As an example, one of the three referrals
submitted by the Prime Minister to the CNPEN concerns the
ethical issues of conversational agents, commonly known as
chatbots, which communicate with the human user through
spoken or written language. This work of the CNPEN is an
extension of the work initiated by CERNA, the Allistene Al-
liance’s Commission for Research Ethics in Digital Science
and Technology (https://www.ccne-ethique.fr/en/actualites/
cnpen-ethical-issues-conversational-agents). Machines will
surely be able to learn on their own, but will not be able
to know if what they have learned is interesting, because
they have no conscience. Human control always will be
essential. It is necessary to develop ethical frameworks for
social robots, particularly in health, and to understand the
level of human–machine complementarity.
In my book “Robots and Humans: Myths, Fantasies and
Reality” (Devillers 2017), I propose to enrich Asimov’s
laws with commands adapted to life-assistant robots. The
foundations of these commandments come in part from feed-
back from experiences of interactions between elderly people
and robots. Conversational virtual agents and robots using
autonomous learning systems and affective computing will
6Allistene’s Reflection Commission on Research Ethics in Digital Sci-
ence and Technology, cerna-ethics-allistene.org
change the game around ethics. We need to build long-term
experimentation to survey Human–Machine Coevolution and
to build ethics by design chatbots and robots.
References
Approche Asso. Retrieved from http://www.approche-asso.com/. The
association APPROCHE is an association under the law of 1901
in France. Created in 1991, the association’s main mission is to
promote new technologies (robotics, electronics, home automation,
Information and Communication Technologies, ...) for the benefit of
people with disabilities, whatever their age or living environment.
Bechade, L., Garcia, M., Dubuisson Duplessis, G., Pittaro, G., & Dev-
illers, L. (2019). Towards metrics of evaluation of Pepper robot as
a social companion for elderly people: International Workshop on
Spoken Dialog System Technology. In M. Eskenazi, L. Devillers, &
J. Mariani (Eds.), Advanced social interaction with agents (pp. 89–
101). Berlin: Springer International Publishing AG.
Damasio, A. (1994). Descartes’ error. New York: HarperCollins.
Damasio, A. (1999). The feeling of what happens. San Diego: Harcourt
Brace.
Damasio, A. (2003). Looking for Spinoza. Boston: Mariner Books.
Dataia. (2020). Bad nudge-bad robot? Project: Nudge and ethics in
human-machine verbal interaction. Available via Dataia. Retrieved
from https://dataia.eu/en/news/bad-nudge-bad-robot-project-nudge-
and-ethics-human-machine-verbal-interaction.
Devillers, L. (2017). Des robots et des hommes: Myths, fantasmes et
réalité. Paris: Plon.
Devillers, L. (2020). Les robots émotionnels ... et l’éthique dans tout
cela? Ed. L’Observatoire.
Devillers, L., Vidrascu, L., & Lamel, L. (2005). Challenges in
real-life emotion annotation and machine learning based detec-
tion. Neural Networks, 18(4), 407–422. https://doi.org/10.1016/
j.neunet.2005.03.007.
Devillers, L., Tahon, M., Sehili, M., & Delaborde, A. (2014). Détection
des états affectifs lors d’interactions parlées: robustesse des indices
non verbaux. TAL, 55(2), 123–149.
Devillers, L., Tahon, M., Sehili, M., & Delaborde, A. (2015). Inference
of human beings’ emotional states from speech in human-robot
interactions. International Journal of Social Robotics, 7(4), 451–463.
Dubuisson Duplessis, G., & Devillers, L. (2015). Towards the consider-
ation of dialogue activities in engagement measures for human-robot
social interaction. Paper presented at the International Conference
on Intelligent Robots and Systems, Congress Center Hamburg, Ham-
burg, 28 September to 2 October 2015.
Grinbaum, A., Chatila, R., Devillers, L., & Ganascia, J. G. (2017).
Ethics in robotics research: CERNA mission and context. IEEE
Robotics and Automation Magazine, 3, 139–145. https://doi.org/
10.1109/MRA.2016.2611586.
Jokinen, K., & Wilcock, G. (2017). Expectations and first experience
with a social robot. In Proceedings of the 5th International Confer-
ence on Human Agent Interaction—HAI ‘17, 2017.
Man, K., & Damasio, A. (2019). Homeostasis and soft robotics in the
design of feelingmachines.NatureMachine Intelligence, 1, 446–452.
https://doi.org/10.1038/s42256-019-0103-7.
Picard, R. (1997). Affective computing. London: MIT Press.
Thaler, R. H., & Sunstein, C. R. (2008). Nudge: Improving decisions
about health, wealth, and happiness. New Haven/London: Yale Uni-
versity Press.
Human–Robot Interactions and Affective Computing: The Ethical Implications 211
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.
org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a
credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.




The Topic and Its Rationale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
Let Me Explain the Broader Cultural Framework to Which This Contribution Refers . . . . . . . . . . . . . . . . 214
The Pervasiveness of the Digital Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
The Hybridisation Issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
The Process of Hybridisation of Identities and Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
The Hybridisations of Identities and Social Relationships Are Interdependent . . . . . . . . . . . . . . . . . . 221
The Emergence of Hybridised Institutions and Organisations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
Three Scenarios Dealing with the Processes of Hybridisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
The Issue of Social Regulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
Abstract
This chapter examines how the processes of human en-
hancement that have been brought about by the digi-
tal revolution (including AI and robotics, besides ICTs)
have given rise to new social identities and relationships.
The central question consists in asking how the Digital
Technological Matrix, understood as a cultural code that
supports artificial intelligence and related technologies,
causes a hybridisation between the human and the non-
human, and to what extent such hybridisation promotes
or puts human dignity at risk. Hybridisation is defined
here as entanglements and interchanges between digital
machines, their ways of operating, and human elements
in social practices. The issue is not whether AI or robots
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can assume human-like characteristics, but how they in-
teract with humans and affect their social identities and
relationships, thereby generating a new kind of society.
Keywords
Artificial intelligence · Robotics · Human enhancement ·
Hybridisation · Relational goods
The Topic and Its Rationale
I intend to analyse how the processes of human enhancement
brought about by the digital revolution (ICTs, AI, robotics)
modify social identities, relationships, and social organisa-
tions, and under what conditions this revolution can shape
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organisational forms that are able to promote, rather than
alienate, humanity.
A recent debate in France (Bienvault 2019) about the use
of robots in care for the elderly ended with the question: ‘can
the human relationship be the product of our technological
feats?’. We must look for a plausible answer.
Personal and social identities, relations, and organisations
are forced to take shape in the environment of a Digital
Technological Matrix (henceforth DTM) that is a symbolic
code, which tends to replace all the ontological, ideal, and
moral symbolic matrices that have structured societies in the
past. The concept of ‘matrix’ used here refers to the meaning
that this concept has in my book on ‘the theological matrix
of society’ (Donati 2010). It indicates a vision of the world
that has a religious character, or functionally equivalent to
that of religion, in that it expresses the ‘ultimate values’
of that society. In the case of DTM, these values are those
of an indefinite evolution of humanity and the cosmos that
replaces the representations of the world as a reality created
and supported by a supernatural reality.1
Obviously, I am talking about a trend, not only because in
each society different cultural matrices coexist, in particular
in the multicultural societies emerging today, but also be-
cause it is always possible that the conflicts between cultural
matrices can intensify and diversify. What I argue is that
DTM, like all cultural matrices that have a transcendental
character, that is, express a vision of humanity and the
cosmos in their ultimate ends, has an intrinsic propensity
to become the dominant matrix, similarly to what happened
with the cultural matrix of modernity that made traditional
cultures marginal. As a form of Tech-Gnosis, the peculiarity
of the DTM is that of making the boundaries between human
and non-human labile and crossable in every way in order
to foster hybrids. Hybridisation is defined here as entangle-
ments and interchanges between digital machines, their ways
of operating, and human elements in social practices.
Hybrids, however, are not random or purely contingent
entities. They stem from complex interactional networks,
in which social relations are mediated by the DTM. The
processes of hybridisation of social identities and relations
are selective and stratified according to the ways in which
the human/non-human distinction is relationally thought of
and practised. We are witnessing a co-evolution between
AI/robotisation and human relations.
Three scenarios of hybridisation are outlined along with
three kinds of societal morphogenesis: adaptive, turbulent,
and relationally steered. The chapter examines these scenar-
ios of co-evolution, their consequences, and the issues of
social regulation.
1These values are well illuminated by Harari (2017), by various contri-
butions to the volume Floridi (2015) and by numerous authors that it is
not possible to mention here for reasons of space.
I am not so interested in discussing whether AI or robots
can be more or less human in themselves—or not human at
all—but rather how they can interact with humans and affect
their social relationships so as to generate a different kind
of society characterised by the hybridisation between human
and non-human.
I will tackle two major themes: (a) the first concerns
the problem of how we can distinguish interhuman relations
from the relationships between human beings and machines,
which implies the need to clarify what the processes of
hybridisation of identities and social relations consist of and
how they happen; (b) the second concerns the consequences
of digitalised technological innovations on the hybridisation
of social institutions and organisations and, ultimately, the
possible scenarios of a ‘hybridised society’.
Let Me Explain the Broader Cultural
Framework toWhich This Contribution Refers
The encyclical Laudato si’ aims at an integral ecology that
includes the environmental, technological, economic, and
social dimensions in the awareness that ‘everything is inti-
mately related’ (§ 137). To achieve the goal of sustainable and
integral development, these various aspects must be treated
‘in a balanced and interconnected manner’ so that ‘no one be
left behind’ (§§ 2 and 4).
The idea that we can heal our relationship with nature
without healing ‘all fundamental human relationships’ and
therefore without fully including in this therapeutic action
‘the social dimension of the human being’ (to which Pope
Francis adds the transcendent) is illusory. The vectors of
ethics, culture, and spirituality converge on the social dimen-
sion: the ecological crisis is the expression of a deeper crisis
that invests these essential elements of human existence in
modernity and there are not two separate crises, ‘but a single
and complex socio-environmental crisis’ (§§ 119 and 139).
For this reason, we must first try to straighten out the
pillars of human relations and anthropology, which is the real
‘root’ of a crisis that distorts the development of science and
technology, the mechanisms of the economy, the responsibil-
ities of politics.
Science, technology, and economics are only a part and
not the whole of the social as it is understood here, as are
their relative behaviors and ways of understanding reality (§
139). It must be said that the social includes the economic and
the technology, and not vice versa. To the loss of orientation
towards the common good, which reduces economy and
technology to the only worry for profit and politics to the
obsession for power (§ 198), one cannot think of answering
exclusively by internal routes to economy and technology,
thus remaining prisoners, perhaps in good faith and for good,
of the ideology of their hegemony.
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This chapter seeks to clarify the meaning of this perspec-
tive and make it operational.
The Pervasiveness of the Digital Matrix
In the famous science fiction movie of the same name (1999),
the Matrix is depicted as a dystopian world in which real-
ity, as perceived and lived by most humans, is actually a
simulated reality created by sentient machines to subdue the
human population while their bodies’ heat and electrical ac-
tivity are used as an energy source. Sentient machines rule the
world with lasers, explosions, and killer robots. This Matrix
is a ‘dream world’, where cyborgs are supposed to simulate
a superman who is a mixture of a super-animal and super-
machine. In a famous dialogue between two protagonists,
Morpheus says, ‘The Matrix is everywhere. It is all around
us. Even now, in this very room. You can see it when you look
out your window or when you turn on your television. You
can feel it when you go to work... when you go to church...
when you pay your taxes. It is the world that has been pulled
over your eyes to blind you from the truth’. Neo asks, ‘What
truth?’, to which Morpheus replies, ‘That you are a slave,
Neo. Like everyone else, you were born into bondage. Into a
prison that you cannot taste or see or touch. A prison for your
mind’. This is what I would call the Matrix Land. In the end,
theMatrix appears as it actually is: nothing but the green lines
of a programming code that pervades all the environment of
the human condition.
Leaving aside the aspects of science fiction, one can take
the Matrix to mean the Digital Technological Mind that is
made pervasive and omnipresent by the global ICT network
constituted by all the tools and symbolic codes that operate
on the basis of algorithms.
From the cultural point of view, the Digital Matrix (DTM)
is the globalised symbolic code2 from which digital artefacts
are created in order to help or substitute human agency by
mediating interhuman relations or by making them super-
fluous. From the structural and practical point of view, the
DTM is the complex of all digital technologies, based on
2I define a symbolic code (or semantics) as a set of symbols and the
rules for using them in looking at the world and interpreting phenomena,
facts, and events, while producing them. When the symbols refer to
‘ultimate realities’ (ἔσχατoς, éskhatos), and the rules follow a logic
of first principles, a symbolic code takes on the form of a ‘theological
matrix’. Why do I call it so? Because, in this case, the symbolic code is a
reflection of a theology. In short, the symbolic code derives from the way
we semantise the ‘ultimate realities’ that explain what happens in the
world. The DTM is a substitute for the old ontological and theological
matrices of the past. An example is given by Luciano Floridi’s definition
of the human being as a ‘Nature’s beautiful glitch’ (Floridi 2019:
98: ‘We are special because we are Nature’s beautiful glitch’). This
definition replaces the idea of the human person as a being that has a
sense and a finalism that is related to a project of God with the idea that
it is a random product of a Darwinian evolution devoid of any finalism.
scientific knowledge and engineering, that consist of com-
puterised devices, methods, systems, electronic machines
(digital electronics or digital electronic circuits). Of course,
the artefacts produced by the DTM can have different forms
of intelligence and more or less autonomy (Lévy 1997).
In short, the DTM software is part of the cultural system,
and its hardware fits into the social structures by occupying
the positions that are nodes in the networks. It is important
to understand: (1) first, that the DTM symbolic code plays
a major or dominant role within the whole cultural system
of society; (2) second, that it is the starting point of in-
novation processes (through the discoveries and inventions
of scientific research that are subsequently applied in new
technologies).
I will explain the second point in the next section (see
Fig. 1). As to the first, I contend that the DTM symbolic
code plays a role, in respect to all other cultural symbols, in
the same way as the generalised symbolic medium of money
has functionalised all the other generalised symbolic media
to itself within modern society. Money has been (and still
is) the G.O.D. (generator of diversity) of modern society.
It has functionalised to itself power, influence, and value
commitment.
The DTM symbolic code is now the Generator of Di-
versity of transmodern society (or ‘onlife society’, i.e. the
society of online life). As an instrumental symbol, it func-
tionalises to itself all the other symbols, e.g. the finalistic
symbols such as life and death, creation or evolution; the
moral or normative symbols such as justice or injustice, hon-
esty or dishonesty, normative or anormative, disassembling
or reassembling, gluing or ungluing; and the value symbols
such asworthy or unworthy, good or bad, positive or negative,
pleasant or unpleasant.3
The dualities inherent in all these symbols are treated
in an apparently relational way since the binary code al-
lows gradations and combinations of each type in the 0/1
sequences. They produce eigensymbols (eigenvalues), i.e.
symbols autogenerated by the code itself. As I have argued
elsewhere, the relational modes with which the Digital Ma-
trix operates can be read in different ways, that is, as purely
interactive flows producing only random and transactional
outcomes (as relationist sociology claims) or as processes
that generate relatively stable cultural and social structures
that are emergent effects endowed with sui generis qualities
and causal properties (Donati 2020).
According to the relationist viewpoint, digital technolo-
gies (machines) represent the material infrastructure of an
anonymous DTMof communication that feeds the autonomi-
sation of a multiplicity of communicative worlds separated
3Symbols are here understood as generalised media of interchange (Par-
sons 1977) and/or as generalised media of communication (Luhmann
1976).
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Fig. 1 The morphogenetic cycle
(run by the DTM) that generates
the hybridisation of society.
Source: developed by the author CULTURAL DOMAIN STRUCTURAL DOMAIN
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from a humanistic conception of intersubjective and social
relations. This DTM becomes detached from any traditional
culture based on religious or moral premises and builds its
own political power system, economy, and religion. Harari
(2017) has taken this scenario to its extreme consequences,
claiming that it prefigures how the quest for immortality,
bliss, and divinity could shape humanity’s future. In this
scenario, human beings will become economically useless
because of human enhancement, robotisation, and artificial
intelligence, and a new religion will take humanism’s place.
The rationale for this view is that the DTM promotes
the digital transformation of the whole society, which is the
change associated with the application of digital technology
in all aspects of social life, and is expressed in the Infosphere,
defined as the environment constituted by the global network
of all devices in which AIs are at work receiving and trans-
mitting information. The DTM is therefore the ‘environment’
of all social interactions, organisations, and systems. As
such, it promotes a culture deprived of any teleology or
teleonomy since it operates as a substitute for any rival moral
or theological matrix.4
4Together with Teubner (2006a: 337), we can say that the TM ‘ex-
tends to infinity the usurpation potential of its special medium, power,
without any immanent restraints. Its operative closure and its structural
autonomy let it create new environments for itself, vis-à-vis which it
develops expansive, indeed downright imperialist tendencies. Absolute
power liberates unsuspected destructive forces. Centralized power for
legitimate collective decisions, which develops a special language of its
own, indeed a high-flown rationality of the political, has an inherent
tendency to totalize them beyond limit’.
The Hybridisation Issue
The hybridisation of society emerges from a process of social
morphogenesis in which social structure, culture, and agency
intertwine so to produce social and cultural hybrids together
with a hybridised agency. Figure 1 schematises these pro-
cesses, which consist in a series of subsequentmorphogenetic
cycles.5
Each morphogenetic cycle can start from the side of the
social structural domain or from the side of the cultural
domain. Let us see what happens in either case.
1. If the morphogenic cycle begins on the side of the struc-
tural domain, for example when a robot is introduced in a
certain social context (a factory, a school class, etc.), what
happens is a redefinition of the social network and the
social positions of the actors involved. As a consequence
of the presence of the newcomer, structural interactions
change and produce structural hybrids. These hybrids
affect human agency in the direction of influencing her
impact on the cultural domain.
2. If the morphogenetic cycle starts from the side of the
cultural domain, for example, when new software (lan-
guage, programs, algorithms) are invented and adopted
by people, then new sociocultural interactions produce
cultural hybrids. These cultural elaborationsmodify hu-
5On the processes of morphogenesis and the relative cycles see Archer
(1995).
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man agency, which introduces changes into the structural
domain.
3. The human agency changes through active (reflexive) re-
sponses to the above changes. The possibilities for devel-
oping this morphogenetic process are certainly dependent
on how the DTM operates in the cultural and structural
domains, but we must consider the autonomous role of
human agency.
One may wonder: which morphogenesis occurs in the
human person (agency) and in her relational qualities and
properties?What happens to social relations between humans
and between humans and robots?
Figure 1 illustrates the relational structure and dynamics
of co-evolution between digital machines, their ways of oper-
ating (according to their symbolic code), and human agency.
Co-evolution can obviously have positive or negative results
in terms of compatibility among the different components,
and therefore it can generate both relational goods and rela-
tional evils.
Notice that the morphogenesis of human agency is both
passive and active in both directions, towards the cultural as
well as the structural domain. (a) It is passive because it is
influenced alternatively by one of the two domains and (b)
at the same time it is active towards the other domain. It is
here that the body-mind relational unit has to confront the
coherences or dissonances between the two domains. The
symbol [ρ] means that there is a connection of some sort
between the cultural and structural processes of hybridisation
of the human person in her social identity and in her social
relationships. Such a connection can be of different kinds,
from the maximum of synergy (complementarity), as when
cultural identity is well adapted to the position occupied in
the social structure, to amaximum of conflict (contradiction),
as when cultural identity conflicts with the position occupied
in the social structure.
What is most relevant in Fig. 1 is to observe the de-
materialisation of the human agency due to AIs operating
in and through the quantum network (the internet) where
information is transmitted with qubits. The process of hy-
bridisation takes place in fact contaminating the relationships
that operate on the basis of the principles of classical physics
applied to the natural world with virtual relations that operate
on the basis of the postulates of quantum physics, where the
latter dematerialises the natural world.6
The conceptual scheme summarised in Fig. 1 is funda-
mental to understand the hybridisation processes of social
identities, relationships, and organisations in the light of
6For a recent debate on this issue see the theory by Alexander Wendt
(2015) according to which consciousness is a macroscopic quantum
mechanical phenomenon and the critical review by Porpora (2018), in
particular for what concerns the consequences ofWendt’s ideas on social
life.
the idea that, to speak the language of Adams (2006: 517),
‘hybridity becomes a complex potential’. These processes
proceed according to a relation of contingent complemen-
tarity between changes in the cultural background that en-
courage the development of certain forms of virtual thinking
and utopian discourse, on the one hand, and changes in the
material production of new technologies (AI/robots) in the
structural domain, on the other hand. Hybridisation occurs
when culture (software) and structure (hardware) mutually
influence and reinforce each other, as long as human agency
adapts to these processes. Relations play the most crucial role
because changes in identities and organisations depend on
them. The hybridisation of society is based on the assumption
that these processes operate in a functional way, making sure
that the passivity of human agency translates into its active
participation in such an evolution with minimal reflexivity or
a reflexivity substantially dependent on the DTM. The kind
and extent of hybridisation depend on how subjects reflect
on their relationships, on which their internal conversation
(personal reflexivity) depends.
The hybridisation of people’s identities and social organ-
isations (families included) consists in the fact that these
entities change their relational constitution to the extent that
the cultural and structural processes of change affect (in Fig.
1 they ‘cross’) the human person and modify her ways of
relating to herself, to others, and to the world. Agency is obvi-
ously dependent on how the brain and the mind of the person
work. Both the brain and themind are seriously influenced by
the way technologies operate (Greenfield 2014) because they
absorb certain ways of communicating, using and combining
information and following performance logics that can ignore
or alter analogical thinking. As Malabou (2009) claims, the
human being has his essential difference in the plasticity of
his mind that the robot will never have (synaptic plasticity is
unique, there cannot be two identical brains).
Since hybridisation means some form of mutual adapta-
tion between humans and AI bots, one can ask to what extent
this mutual influence (up to mutual constitution) can arrive.
Personally, I do not believe that humanoid robots can be
or become ‘relational subjects’ in the sense of being able
to relate to others and to the social context by forming a
we-relation with adequate personal and relational reflexivity
(Donati and Archer 2015). They cannot for various reasons
(Donati 2020), in particular because their mind and their
body–mind complex are ontologically different from that
of humans, so that human–human interaction (HHI) and
human–robot interactions (HRI) are ontologically different
(of course, if we assume that human relations are constituted
by reciprocal actions which are something more and differ-
ent in respect to pure behaviour). Basically, AI bot’s mind
(consciousness) has an inside-out and outside-in relationality
that is structurally different from the human one (Lindhard
2019). There is much debate about whether robots can be
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friends of human beings. My position is that it is unlikely
that humans will ever be able to be friends with robots. As
Mathias Tistelgren (‘Can I Have a Robot Friend?’ quoted by
Barlas 2019) claims, the capacity to enter into a friendship
of one’s own volition is a core requirement for a relationship
to be termed friendship. We also have a duty to act morally
towards our friends, to treat them with due respect. To be
able to do this, we need to have self-knowledge, a sense of
ourselves as persons in our own right. We do not have robots
who display these capacities today, nor is it a given that we
ever will.
Bearing in mind the substantial differences between so-
cial relations and technological relations (Nørskov 2015), I
believe however that it is possible to recognise that ‘social
robots, unlike other technological artifacts, are capable of es-
tablishing with their human users quasi-social relationships
as pseudo-persons’ (Cappuccio et al. 2019: 129).
Hybridisation means that, through sustained interactions
with technologies (the ‘fully networked life’), the previ-
ous modes of considering (conceiving) oneself, relationships
with others, and what form to give to a social organisation
in keeping with the (analogic) principle of reality are mixed
with the way digital technology works, i.e. the (fictitious)
principle of digital virtuality. Hybridisation means blending
the real and the fictitious, the analogue and the digital. This
happens, for example, when one wants to modify one’s own
image or undermine another person’s reputation on social
networks.
To clarify this point, I must say that I do not use the term
‘real’ in opposition to digital, but in my view the polar op-
posites are ‘real’ vs ‘fictitious’ and ‘digital’ vs ‘analogical’.7
If a hacker creates a profile on Facebook, or another social
network, and transmits fake news, such news has a reality,
even if it is the reality of a fiction.While the story’s referent is
not real, the story itself is causally efficacious, and therefore
real in that regard. So, instead of contrasting a digital message
to a real message, it is better to contrast a digital message with
an analogue, because the analogical code implies, in fact,
an effective analogy relationship between what is written or
transmitted and what is true. In short, hybridisation can take
place by putting in interaction, and then mixing what is real
and what is fictitious, what is digital and what is analogue.
Table 1 shows the different types of relations that, in different
combinations, produce different forms of hybridisation.
Qualitative and quantitative research provides some em-
pirical evidence of these hybridisation processes:
– About ICTs: in the chapter ‘Twenty-First Century Think-
ing’, Greenfield (2009) suggests that the decline of read-
7They are the poles of an opposition that I conceive in the frame of what
Guardini (1925) callsGegensatz (‘polar opposition’), which has nothing
to do with the Hegelian dialectic.
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ing in favour of fragmentary interactions, such as com-
puter games or short messages on the internet, threatens
the substance of both our neurological makeup and our
social structures;
– human persons alter their pace, rhythm, and sense of Self;
they change their personal reflexivity;
– about AI/robots: authentic human relationships are re-
duced to and sacrificed in favour of digital relationships
(‘We expect more from technology and less from each
other’); technology appeals to us most where we are most
vulnerable (passions, feelings, interests, etc.);
– digital relations erase precisely those aspects of random-
ness that also make human life, people, and relationships
interesting, spontaneous, and metamorphic;
– by developing new technologies, we are inevitably chang-
ing the most fundamental of human principles: our con-
ception of self, our relationships to others, and our un-
derstanding and practice of love and death; neverthe-
less, we should not stop developing new technologies,
but do it differently by adopting an approach of rela-
tional observation, diagnosis, and guidance (as I will
say later).
In short, the processes of hybridisation of identities, hu-
man relations, and social organisations are closely connected
and change together (in parallel with each other), varying
from case to case due to the presence of intervening variables
in specific contexts.
The Process of Hybridisation of Identities
and Relations
From the point of view of critical realism, hybridisation can
and must instead be considered as a morphogenetic process
that leads from entities structured in a certain way to entities
structured in another way. The fact remains that we should
understand how to define the proprium of the human in
hybridisation processes.
Lynne Rudder Baker’s theory is often cited as a solution
to this problem as it replaces a ‘constitutive’ rather than a
substantive (so-called ‘identifying’) view of the human.
Baker (2000) argues that what distinguishes persons from
all other beings is the mind’s intentionality detached from
Impact of AI/Robotics on Human Relations: Co-evolution Through Hybridisation 219
corporeity since we, as human beings, can be fully material
beings without being identical to our bodies. In her view,
personhood lies in the complex mental property of first-
person perspective that enables one to conceive of one’s body
and mental states as one’s own. The argument is that the
humanmindmust have a bodily support since the body–mind
relation is necessary, but the type of body—and, therefore,
the type of body–mind relationship—can be quite contingent;
according to her, we can change the body with artefacts,
provided we do so from the perspective of the first person.8
The relation between one’s mind and one’s body is open to
any possibility. Consequently, since the personality is equal
to the self-thinking mind, we must then acknowledge the
existence of a personality in any animal or machine that can
be judged sentient and thinking, on the condition that it is
aware that it is itself that thinks. In this way, the possibility
of anthropomorphising robots, as well as robotising human
bodies, becomes thinkable and legitimised.
Following this line of thought, some thinkers today are
more and more inclined to acknowledge the existence of
moral behaviours in certain species of higher primates like
the chimpanzees. They are supposed to have a ‘moral in-
telligence’, i.e. in that they are compassionate, empathetic,
altruistic, and fair (Bekoff and Pierce 2009), and, along the
same lines, they recognise the possibility that special robots
endowed with an artificial morality might exist (Pana 2006).
It seems to me that this perspective is totally at odds with
a realistic social ontology for which human relationality—
between body and mind, as well as in social life with others
(the two are closely related)—has qualities and properties
that cannot be assimilated with the relationships that certain
species of animals or ultrasophisticated intelligent machines
can have. On the whole, Baker’s theory is inadequate to the
task of accounting for the possibilities and the limits of the
processes of hybridisation because it does not account for the
relational constitution of identities and social forms.
The hybridisation of human relations, paradoxically, is
due to the logic inherent in such relationships, which, by
definition, must be open to the world and cannot remain
closed in self-referentiality, as artificial machines do. In
interacting repeatedly with machines (AI/robots), agents can
incorporate certain aspects of the communication logic of the
machines in their way of relating to others and the world.
However, we cannot equate the relations between humans
with those between humans and robots. How can one not
see that the qualitative difference between these relations,
for example, when someone says that the robot is ‘my best
friend’, reduces the relationship to pure communication (i.e.
8For a critique of Baker’s constitution view, see Houkes and Meijers
(2006). As I have argued elsewhere (Donati 2020), the first-person
perspective is not enough to define ‘the essential’ of the human, we have
to consider also the second-person and third-person perspectives.
to communication and only to communication, as Luhmann
1995 states)? This is an unjustified and unjustifiable reduc-
tion because communication always takes place within a
concrete relationship and takes its meaning, qualities, and
properties from the kind of relationship in which it occurs,
whereas the kind of relationship depends on the kind of
subjects that are in communication.
The problems caused by DTM (ICTs and robotics) arise
when sociability is entrusted to algorithms. The introduction
of the sentient robot changes the context and the relationships
between human subjects as well as the form of a social
organisation.
Let us take the example of a social structure of a sports
type like that of a football team and a football match. How
does the behaviour of a football team that is equipped with a
goalkeeper-robot capable of parrying all rolls change and if
two teams agree to play a game in which each of them has
a robot as a goalkeeper, what will be the consequences on
human behaviour?
There cannot be a ‘we believe’ or a relational good be-
tween humans and robots for the simple fact that the superve-
nience human–robot relation is ontologically different from
the supervenient relationship between human beings.9
The partial or total hybridisation cycle of relationships
is selective and stratified on the basis of: (1) how the per-
sonal and relational reflexivity of agents operates, given
the fact that reflexivity on these processes is necessary to
get to know each other through one’s own ‘relational self-
construal’ (Cross and Morris 2003) and (2) how the reflec-
tivity10 of the network or organisational system in which the
agents are inserted operates.
We can see this by using the morphogenetic scheme
(Fig. 2), which describes how the hybridisation processes
depend on the reflexivity that the subjects and their social
network exert on the different forms of human enhancement.
Given an organisational context (or network) in which
human persons must relate themselves to a DTM of sentient
machines, social relationships can be hybridised in various
ways, and with different intensity, depending on whether the
human person adopts:
(a) A reflexivity that is purely dependent on the machine;
in practice, the agent person relates to the machine by
identifying herself with the digital code, which means
9A set of properties A supervenes upon another set B just in case
no two things can differ with respect to A-properties without also
differing with respect to their B-properties. In slogan form, ‘there cannot
be an A-difference without a B-difference’ (Stanford Encyclopedia of
Philosophy 2018). In our case, the human–robot relationship would be
equivalent to the human–human relationship if the robot were human.
10I use the term reflexivity to indicate the reflexivity of networks, while
I use the term reflexivity to indicate the reflexivity of human subjects
(Donati 2014).
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T1 – A given (organisational) context (or network) in which human persons must relate
themselves to sentient machines in the frame of the DTM
T2-T3 – Interactions between persons and sentient machines –
- in the temporal phase from T2 to T3 –
Analysis of the impact of human-human interactions (HHI) and human-robot 
interactions (HRI) on organisational change, based on the type of individual and
relational reflexivity of people, which can be:
(a) conformist reflexivity, i.e. reflexivity dependent on the machine (the agent 
relates to the machine by accepting the digital code and identifying with it)
(b) independent reflexivity, i.e. the agent’s reflexivity is autonomous with respect 
to the machine (the machine is used as a simple tool, and the relation human-robot
follows a code of analogical type)
(c) critical reflexivity, i.e. the agent is meta-reflexive in the use of the machine (the
agent discerns relationships on the basis of the difference between digital code and
analogical code, by re-entering this distinction in what has just been distinguished)
(d) impaired reflexivity, i.e. reflexivity damaged by an absorbing routine identification 
with the machine
(e) fractured reflexivity, i.e. broken reflexivity due to the fact that the agent combines
the digital code and the analogical code in a casual and fuzzy way
T4 – Emergence of a new network of social relations in which there are
hybridised and other non-hybridised relations [differentiation with
stratified selection]
TEMPORAL
SEQUENCE             (a new cycle starts with the network operating with its own reflectivity)
Fig. 2 The morphogenetic cycle through which identities and social relations are hybridised. Source: Designed by the author
that she ‘connects’ to the machine without establishing a
real relationship (connection is not a social relationship);
it happens, for instance, when people identify themselves
with their Facebook profile;
(b) A reflexivity that is autonomous with respect to the
machine; the machine is used as a simple tool, and the
human–robot relationship follows basically an analogic
code;
(c) A critical reflexivity (meta-reflexivity) as a use of the
machine, a use that continuously redefines the purpose
of interaction, in order to establish a more satisfying re-
lationship; this mode of reflexivity reenters11 the distinc-
tion digital/analogic into what has emerged in previous
actions and their outcomes;
(d) An impeded reflexivity that is caused by an absorbing
routine identification of the agent with the machine;
(e) A reflexivity that is fractured due to the fact that the agent
combines the digital code and the analogical code in a
casual and fuzzy way.
11The operation of reentry is here understood according to the logic of
Spencer-Brown (1979).
Take the case of domestic ICTs. They constitute reference
points around which identity, gender, and intersubjectivity
are articulated, constructed, negotiated, and contested. They
are points through which people construct and express defi-
nitions of selves and other. As Lally further explained: ‘The
development of the human subject (individual and collective)
takes place through a progressive series of processes of ex-
ternalisation (or self-alienation) and sublation (reabsorption
or reincorporation). Human subjects and the (material and
immaterial) objects of their sociocultural environment form
a subject-object relation which is mutually evolving, and
through which they form a recursively defined, irreducible
entity’ (Lally 2002: 32).
These subject-object sociotechnical associations consti-
tute the material culture of home life; they are bundled
together with the affective flows of human relations and the
emergence of a lifeworld in which images and emotions play
a crucial role in the hybridisation of relationships because it
is through them that the subjects identify with the logic of
virtual/digital relationships (LaGrandeur 2015).
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Fig. 3 The hybridisation of the
human person (her identity and
social relations) due to the
influence of DTM on the natural,
practical, and social realities.
Source: Designed by the author
The human person as a relational subject
constituted by three orders of reality and their relations
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The Hybridisations of Identities and Social
Relationships Are Interdependent
The hybridisations of human identity and social relations
through DTM are connected to each other because the hu-
man being is a relational subject. The dynamics of mutual
influence between identity and relations in the hybridisation
processes are not linear, but proceed along very different
paths.
We see the different hybridisation paths in Fig. 3.
1. Arrow 1 indicates the two-way interactions between the
natural being and the use of technology (regardless of the
social context). From a phenomenological point of view,
the relational context is always there, but in many cases
the agents do not take this into account, as often happens
in medical settings and biological laboratories.
Examples of type 1 hybridisations are those widely
used in medicine, where they involve checking whether
the technology helps repair damaged organs or cure dis-
eases. Baker (2013) generally refers to this type, obvi-
ously considering the individual as natural beings. But
even when she speaks of human enhancement in the
proper sense, i.e. as making someone or something ‘more
than normal’ by applying digital technological devices
that are well beyond therapy, she does not consider the
implications on the level of the social order. Since the
relational order (context) is practically ignored in her
theory, Baker’s vision remains restricted to a mentalised
interpretation of the hybridisation of the individual.
2. Arrow 2 indicates two-way interactions between the use of
technology and sociality. In this case, the actor/agent is a
virtual person who disregards her body-mind constitution.
An example of a type 2 hybridisation is the phrase: ‘I do
not use the blog; I am the blog’. Hybridisation happens
through the formation of a relationship in which Ego’s
identity is in his blog. There is an identification of sub-
ject and object: no longer, ‘I make my blog in order to
communicate’, but, ‘I am my communication’ (Stichweh
2000). The logic of the blog becomes part of the logic of
the Subject, who reflects according to the logic of what
was once an instrumental object (a means) and now has
become his way of relating (a norm), which reflects a
value placed in the communication itself, in the presence
of an undetermined goal.
The dialogue between the ‘I’ (i.e. the Self that dia-
logues with itself), its ‘Me’ (i.e. what the ‘I’ has done in
the past), and its ‘You’ (i.e. what the ‘I’ is willing to do in
its future)12 takes place within an interactive time register,
in which time has no duration (it is neither relational nor
symbolic, but purely interactional) (Donati 2011). The
temporal history of the body–mind complex, its stock
of knowledge (Elster 2017) does not enter the process,
except for the aspects in which it has been mentalised.
The identification of the human person with the blog
is the outcome of the process of mentalisation, which
corresponds to the fact that an AI has become part of the
Subject’s Mind, forging its conscience.
3. Arrow 3 indicates the two-way interactions between the
agent as natural being and sociality. In this case, the in-
dividual acts regardless of the technology, and, therefore,
12This sequence is elucidated by Archer (2013, figure 2: 4).
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there is no hybridisation. This is the case, for example,
of families of elderly people who do not use digital
technologies or of voluntary organisations that take care of
the poor and fragile without resorting to any technological
tool.
4. Arrow 4 indicates those processes in which the agents
are involved in all three orders of reality. Their body–
mind complex and their sociality are mediated by tech-
nology, which is what happens ‘normally’, in fact, in
any institution and organisation. The kind and degree of
hybridisation depends on the network structure in which
the agency is embedded.
It is important to emphasise that hybridisation of social
identities and organisations through the use of technology
happens by involving the mind–body complex in the context
of relationships, without the mind being separated from the
body. The mind of agents/actors is modified through the
perception and activation of those social relationships that are
possible only through the body.
Victoria Pitts-Taylor offers an account of how the mind
works on the basis of a brain that is ‘complex and multiple,
rather than determined and determining’ (Pitts-Taylor 2016:
8). Drawing on work by feminists, queer theorists, and dis-
ability theorists, she offers an understanding of bodies and
cognition that can incorporate the cognitive differences that
result from differences in embodiment and that can recognise
the social shaping of both bodies and cognition. She notes
that scientists have discovered that some neurons seem to
respond both to our performance of an action and to our
observation of others performing that action. These mirror
neurons have been theorised to underlie social relationships,
especially ‘mind reading’ and empathy. We need to do a
better job of recognising the complexity and variety of social
relationships. In particular, the assumption that the existence
of mirror neurons shows that we are naturally in tune with
others and empathetic to them leaves social neuroscientists
unable to account for why our empathy for others is so
often selective and so often fails. This is an example of
how social neuroscience can take the embodiment of brain
and social relationship seriously,13 differently from those
attempts to create digital identities as avatars that simulate the
humanwithout being human (for example, the SoulMachines
company), thus producing a morphic sociability devoid of
real humanity (Pitts-Taylor 2016).
Let me now move from the micro to the meso and macro
levels of the social fabric, to consider the institutional and
organisational hybridisation processes.
13On the embodied nature of human cognition see also Hayles (1999).
The Emergence of Hybridised Institutions
and Organisations
I call hybridised organisations and institutions those that
pursue a social configuration in which advanced digital tech-
nologies are conferred a certain degree (min/max) of deci-
sional and operational autonomy. Technology (AI/robotics)
takes on an autonomous and decisive role in managing the
organisation of roles and relations between the members of
the organisation. The digital logic with which hybrid organi-
sations operate is that of increasing opportunities, conceived,
however, not within the framework of their relational impli-
cations, but according to the maximum useful variability in
terms of system efficiency.
The relational approach to social organisations can show
why and how AI and robots cannot replace humans because
of the specific generative character of interhuman relations.
In fact, the utilitarianism of efficiency refers to the relation-
ships between an actor/agent and ‘things’, while the search
for relational goods (Donati 2019)—or the avoidance of re-
lational evils—implies relationships between human beings,
which, unlike algorithms, are generative of meta-reflexive
solutions for problems of human relationships.14
Let me give an example of how an algorithm can generate
relational evils. On 21 November 2017, the algorithm of the
multinational company Ikea fires a worker of its megastore
in a small town near Milan. Marica, a 39-year-old mother
separated from her husband with two young children, one
of whom is disabled, is fired because she does not observe
the new work shift assigned to her by the algorithm. The
algorithm has ordered her to show up at 7 a.m., and, instead,
she arrives at 9 o’clock according to the old work shift
because she has to look after the children, and, in particular,
she has to take the disabled child to therapy. Previously,
the woman had explained to the manager that she could not
work that shift, and the manager said that he would consider
her situation, but the algorithm worked on its own and fired
her. The company did not review its decision, and, instead,
continued to dismiss other workers on the grounds that they
did not comply with the indications of the algorithm.
Undoubtedly, it cannot be said that the algorithm has not
been proven to have its own ‘personal’ decision-making abil-
14By relying on the notion of auctor proposed by Donati (2015), Scott
Eacott (2018: 81–94) observes that ‘Auctor provides the intellectual
resource to overcome the structure/agency analytical dualism through
recognition of relations and the generative rather than deterministic
nature of activity without defaulting to a naïve form of autonomy (..)
Auctors generate organizing activity. They are not separate from spatio-
temporal conditions but simultaneously constitutive of and emergent
from them. The substantialist basis of organisational theory in educa-
tional administration and leadership is broken down through relations.
This is why, despite my (somewhat artificial) partitioning of organizing
activity, auctor, and spatio-temporal conditions here, they work to-
gether, in relation, to generate an elaborated communication of activity’.
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ity (some call it ‘electronic person’), but it was certainly not
a relational subject. Clearly, the algorithm simply followed
its procedural rules, neglecting the needs of people and their
relational context, which were unpredictable for him. If so,
we can say that the algorithm is not a person, given the fact
that a person is an ‘individual-in-relation’ (relationality being
constitutive of the individual), although it is presented as such
by management. The algorithm’s personality is a convenient
managerial fiction.
In the perspective of the future, inmy opinion, in principle,
it will be possible to build more sophisticated AI/robots that
can take into account people’s needs and their relationships.
However, in addition to modifying the instructions provided
to the algorithm accordingly, it will be always necessary to
supervise its operations by a management that, by adopting
a relational steering approach, must be able to deal with
the individual problematic cases and the complexity and
diversity of contingencies that the algorithm cannot handle.
Without such relational steering, the hybridisation of organi-
sational relationships due to increasing automation will only
mean exploiting people and dismissing them by blaming the
algorithm for making inhuman decisions and apologising for
not being able to do otherwise.
From a more general view, as Teubner writes, ‘Today,
with the massive emergence of virtual enterprises, strate-
gic networks, organisational hybrids, outsourcing and other
forms of vertical disaggregation, franchising and just-in-
time arrangements, intranets and extranets, the distinction
of hierarchies and markets is apparently breaking down.
The boundaries of formal organisations are blurring. This
holds true for the boundaries of administration (hierarchies),
of finance (assets and self-financing), of integration (or-
ganisational goals and shared norms and values) and of
social relations (members and outside partners). In formal
organisations, membership becomes ambiguous, geograph-
ical boundaries do not matter much anymore, hierarchies
are flattened, functional differentiation and product lines are
dissolved’ (Teubner 2002: 311).
Hybrids raise problems of conflict between divergent
normative arrangements. As a strategy to deal with these
changes, Teubner recommends a ‘polycontexturality which
combines heterarchy with an overarching unity’ (Teubner
2002: 331) assuming that this organisational solution would
represent the new institutional logic capable of avoiding
collisions between spheres ruled by incompatible norms.
I take Teubner’s proposal as an example of an attempt
to preserve the human (with its regulatory requirements)
alongside the acceptance of the entry of new hybrids,
through general rules that allow different norms to coexist
in different domains (Teubner 2006b). Unitas multiplex
is his keyword for preserving the integration of society,
supposing that human beings and actants, human relations
and artificial relations, could coexist within a neo-
functional differentiation architecture under the aegis of
the DTM.
I have serious doubts about the tenability of this per-
spective (although it worked in the seventeenth century as
the Hobbesian solution to the problem of social order). I
think that it is an impracticable solution in a networked
society governed by the DTM. In any case, it does not work
for a ‘society of the human’. As Hobbesian (Leibnizian)
rationalism, Teubner’s idea of a constitutionalisation of the
private hybridised spheres does not address the issues of the
relations between human and nonhuman, and the relations
between divergent normative spheres. Teubner’s perspective
simply avoids the relational issue. In short, it has all the
limitations and defects of amulticultural doctrine that ignores
the reality of what lies in between opposite spheres that have
incompatible normative orders. It avoids the issue of how far
the hybridisation processes can go and to what extent they
can affect the human.
The same difficulty is present in the Luhmannian theory
that seems to do a good job of interpreting the hybridisation
processes insofar as it places all cultures under the aegis of a
conception of society as an ‘operating system’ (Clam 2000).
According to Luhmann (1995), all systems, organisations,
and interactions are forced to use a binary functional code
that is precisely the one through which the DTM proceeds.
Hybridisation follows a functional code. For this reason, he
believes that the humanism of the old Europe is unsustainable
and, therefore, sees no other way than that of considering the
human (especially the human of the Western tradition) as a
residual entity fluctuating in the environment of the DTM.
Are there no alternatives? I think that there are. We must
examine the possible scenarios.
Three Scenarios Dealing with the Processes
of Hybridisation
The digital transformation of society is destined to produce
different types of hybrids through different types of social
morphogenesis. I would like to summarise them in three
scenarios: adaptive morphogenesis, turbulent morphogene-
sis, and relationally steered morphogenesis.
1. Adaptive MG producing hybrids by trial and error: this is
the scenario of a society that adapts itself to the hybridi-
sation processes produced by DTM in an opportunistic
way; it is configured as an afinalistic infosphere—without
preestablished goals, as in Floridi (2015)—that tries to use
the technologies knowing that they have an ambivalent
character; they allow new opportunities but also involve
new constraints and possible pathologies; therefore, it is
essentially engaged in developing self-control tools to
limit emerging harms (theories of harm reduction).
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2. Turbulent MG favouring mutations: this is the scenario of
a society that operates for the development of any form of
hybridisation; it becomes ‘normal’ to anthropomorphise
the robots, as well as to robotise the human body: in
principal, it is run by anormativity and anomie (lack of
presupposed moral norms) and openness to mutations,
understood as positive factors of ‘progress’ (theory of
singularity); it operates through ceaseless, unrepeatable,
intermingling processes of relational flows with ‘conflu-
ence of relating’ (Shotter 2012).
3. Relationally steered MG aiming to configure technologies
in order to favour relational goods: this is the scenario of a
society that tries to guide the interactions between human
subjects and technologies by distinguishing between hu-
manising and non-humanising forms of hybridisation. The
aim is to produce social forms in which the technologies
are used reflexively in order to serve the creation of rela-
tional goods. This requires that producers and consumers
of technologies work together interactively, that is, that
they are co-producers and partners in the design and use
of technologies, careful to ensure that technologies do not
completely absorb or replace human social relations, but
enrich them. This alternative is certainly much harder to
pursue than harm reduction, but it is not impossible, and
it is the one that leads to good life.15
Hybridisation cancels every dualism. In particular, it
erases the dualism between the system and the lifeworld
(theorised by Habermas) and replaces it with a complex
relational system in which each action/communication must
choose between different causal mechanisms (Elder-Vass
2018).
To be human, technological enhancement must be able not
only to distinguish between the different causal mechanisms,
but also to choose the most productive social relationships
that generate relational goods. New technologies generate not
only unemployment, as many claim. They also release energy
for the development of many jobs in the field of virtual reality
and make it possible to put human work into those activities
that have a high content of care, such as education, social
assistance, and health, or a high content of cultural creativity.
Laaser andBolton (2017) have shown that the introduction
of new technologies associated with the advance of
performance management practices has eroded the ethics of
the care approach in banking organisations. Under electronic
performance management monitoring in bank branches, in
particular, co-worker relationships have become increasingly
objectified, resulting in disconnected and conflict-ridden
forms of engagement. This research reveals the multilayered
and necessarily complex nature of co-worker relationships
15Practical examples can be found in the journal ‘Relational Social
Work’ (free access).
in a changing, technologically driven work environment
and highlights the necessity for people to defend the
capacity to care for others from the erosive tendencies of
individualised processes. Within the relational approach,
this entails assessing the way in which an organisation uses
AI/robots to enhance human relations from the viewpoint of
what I call ‘ODG systems’ aimed at the relational steering of
digitised organisations.16
ODG systems are based on the sequence: Relational ob-
servation (O) → Relational diagnosis (D) → Relational
guidance (G). The principles according to which the ODG
systems operate are modalities that orient those who have the
responsibility of guiding a network of relations among sub-
jects to operate interactively on the basis of cooperative rules
that allows the subjects, supported by AI/robots, to produce
relational goods. The agency is made by all the parties, as
in an orchestra or a sports team, where everyone follows a
cooperative standard that is used to continually regenerate
a non-hierarchical and non-individualistic social structure,
and consequently modifies the behaviour of the individual
subjects, who are driven to generate relational goods. The
cooperative norm is obviously inserted as a basic standard
in the AI/robot that supports the agents of the network.
Now let’s see some details to explain the acronym ODG.
(O) Relational observation aims to define the problem to
which AI must respond in terms of a problem that depends
on a certain relational context. Therefore, it favours the
meso level (in which relational goods can be produced).
(D) Relational diagnosis aims to define the satisfactory (or
not satisfactory) conditions with respect to the effects pro-
duced by the way the AI works on the relational context
(i.e. whether the AI contributes to produce relational goods
instead of relational evils). (G) Relational guidance aims to
modify the AI and its way of working to support a relational
context that can be mastered by people in order to generate
relational goods.
An example of product innovation can be that of systems
that try to regulate the AIs of self-driving cars. The AI
must be constructed in such a way as to take into account
the main parameters of the relational context in which it
operates. The AI must see objects and people around, and
assess their relationships with respect to those who sit in
the driver’s seat to put him in a position to intervene on
situations that present a high contingency. Relational obser-
vation implies the ability of AI to calculate the relationships
given in a context and those possible in its short-medium-
range evolution. Relational diagnosis concerns the ability to
perceive possible clashes in case the relationships with ob-
jects andpeople can become dangerous while the car is on
16For more details see P. Donati, Teoria relazionale della società,
Milano: FrancoAngeli, 1991: 346–356.
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the street. Relational guidance means the ability to regulate
these relationships in order to make driving safer.
At the organisation level, we can consider any company
that uses AI/robots in order to produce satisfactory goods
for customers. The AI/robots that are used must have similar
characteristics to those just mentioned for the self-driving car.
It is up to those who organise the production, distribution,
and sale of business products to configure the AI/robots so
that they have the ability to contextually relate and evaluate
the progress of relationships in various sectors within the
company and in the context of sales and of consumption.
It is not enough to improve the cognitive intelligence of
the single AI/robot. It is necessary to build AI/robots that
are able to regulate the progress of the network of relations
between producers, distributors, and consumers of company
products.
I do not know practical examples already in place, but
the idea of ‘distributed responsibility’ among all the actors
in the network that produces, distributes, and uses the goods
produced goes in this line. It requires that the AI/robots be
constructed andmonitored within a project of (1) observation
of their relational work, (2) with the ability to diagnose
deviations from satisfactory procedures and results, and (3)
the orientation of the management to operate according to a
relational guidance program.
The Issue of Social Regulations
The process of hybridisation of human relations and the
relationships between humans and the environment due to
digital technologies proceed rapidly with the succession of
generations. Everyone feels the need to control the undesir-
able and perverse effects of technologies on human beings
and their identities. However, it is not just about checking.
It is, above all, a matter of redefining the relationality of the
human environment, that is, of integral ecology.
The EU high-level expert group on AI has proposed
seven essentials for achieving trustworthy AI (EU high-level
expert group on AI 2018). Trustworthy AI should respect
all applicable laws and regulations, as well as a series of
requirements; specific assessment lists aim to help verify the
application of each of the key requirements:
• Human agency and oversight: AI systems should en-
able equitable societies by supporting human agency and
fundamental rights, and not decrease, limit or misguide
human autonomy.
• Robustness and safety: Trustworthy AI requires algo-
rithms to be secure, reliable, and robust enough to deal
with errors or inconsistencies during all life cycle phases
of AI systems.
• Privacy and data governance: Citizens should have full
control over their own data, while data concerning them
will not be used to harm or discriminate against them.
• Transparency: The traceability of AI systems should be
ensured.
• Diversity, non-discrimination, and fairness: AI systems
should consider the whole range of human abilities, skills,
and requirements, and ensure accessibility.
• Societal and environmental well-being:AI systems should
be used to enhance positive social change and enhance
sustainability and ecological responsibility.
• Accountability: Mechanisms should be put in place to
ensure responsibility and accountability for AI systems
and their outcomes.
As for the use of ICTs, the ethical principles proposed by
the ‘European Civil LawRules in Robotics’ (Nevejans 2016),
which should guarantee greater security for humanity, have
been stated in the following terms:
• Protect people from any possible damage caused by ICTs.
• Ensure that the person is always able to use the ICTs with-
out being obliged to perform what they have requested.
• Protecting humanity from violations of privacy committed
by ICTs.
• Maintain control over information captured and processed
by ICTs.
• To avoid that for certain categories of people there can be
a sense of alienation towards ICTs.
• Prevent the use of ICTs to promote the loss of social ties.
• Guaranteeing equal opportunities to access ICTs.
• Control the use of technologies that tend to modify the
physical and mental characteristics of the human person.
The House of Lords (2018) has put forward five overarch-
ing principles for an AI (ethical) Code (of conduct):
• Artificial intelligence should be developed for the com-
mon good and benefit of humanity.
• Artificial intelligence should operate on principles of in-
telligibility and fairness.
• Artificial intelligence should not be used to diminish the
data rights or privacy of individuals, families, or commu-
nities.
• All citizens have the right to be educated to enable them to
flourish mentally, emotionally, and economically along-
side artificial intelligence.
• The autonomous power to hurt, destroy, or deceive human
beings should never be vested in artificial intelligence.
It is evident that all these indications, suggestions, and
statements of principle are important, but they risk being just
like wishful thinking. In my opinion, these general principles
(1) are difficult to implement in the absence of a clear
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anthropology and (2) are not at all sufficient to prevent the
negative and perverse effects of the DTM, because they do
not sufficiently take into account the relational nature of
the human person and the social formations in which her
personality develops. To avoid the new forms of alienation
generated by the hybridisation of the human we need a
new relational thought that is able to re-enter the specific
distinctions of the human, its qualities and properties, into
people’s identities and social relations.
Conclusions
With the fourth technological revolution, social identities,
relations, and organisations are forced to take shape in the
environment of a Digital Matrix that works through a sym-
bolic code that tends to replace the ontological, ideal, moral,
and theological matrices that have structured societies in the
past. As a form of Technological-Gnosis, its peculiarity is that
of making the boundaries between human and non-human
labile and crossable in every way in order to foster hybrids.
Hybrids, however, are not random and purely contingent
entities. They stem from complex interactional networks in
which social relations are mediated by the DTM. The pro-
cesses of hybridisation are selective and stratified according
to the ways in which the human/non-human distinction is
thought and practised. Three possible scenarios of hybridi-
sation can be outlined: adaptive, turbulent, and relationally
steered.
As a criterion for evaluating hybridisation processes, I
have proposed assessing how digital technologies mediate
the transformations of people’s mind-body identities with
their sociality so as to assess when such mediations produce
those relational goods that lead to a virtuous human fulfil-
ment or, instead, relational evils.
The justification of this perspective is based on the fact
that human beings are at the same time the creators of
society and its product. They are the parents and the children
of society. As a consequence, it is not the physical world
(Anthropocene) and/or the artificial world (AI/robots) that
can produce the human being as a human being, but society,
which, from the point of view of my relational sociology,
consists of relationships, i.e. ‘is’ (and not ‘has’) relationships.
Therefore, the quality and causal property of what is properly
human comes into existence, emerges and develops only in
social life, that is, only in and through people’s sociability,
which is however embedded in the practical order and has
roots in the natural order (see Fig. 3). In fact, only in sociality
does nature exist for the human being as a bond with the
other human being. The vital element of human reality lies
in the relationality, good or bad, that connects Ego to Other
and Other to Ego. The proper humanisation of the person is
achieved only through the sociality that can be enjoyed by
generating those relational goods in which the naturalism of
the human being and his technological enhancement comple-
ment each other.
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Abstract
Joint action in the sphere of human–human interrelations
may be a model for human–robot interactions. Human–
human interrelations are only possible when several pre-
requisites are met, inter alia: (1) that each agent has a
representation within itself of its distinction from the
other so that their respective tasks can be coordinated;
(2) each agent attends to the same object, is aware of
that fact, and the two sets of “attentions” are causally
connected; and (3) each agent understands the other’s
action as intentional. The authors explain how human–
robot interaction can benefit from the same threefold
pattern. In this context, two key problems emerge. First,
how can a robot be programed to recognize its distinction
from a human subject in the same space, to detect when a
human agent is attending to something, to produce signals
which exhibit their internal state andmake decisions about
the goal-directedness of the other’s actions such that the
appropriate predictions can be made? Second, what must
A. Clodic() · R. Alami
LAAS-CNRS, Université de Toulouse, CNRS, Artificial and Natural
Intelligence Toulouse Institute (ANITI), Toulouse, France
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humans learn about robots so they are able to interact
reliably with them in view of a shared goal? This dual
process is here examined by reference to the laboratory
case of a human and a robot who team up in building a
stack with four blocks.
Keywords
Human · Robot interaction · Joint action
Introduction
In this chapter, we present what is it to implement a joint
action between a human and a robot. Joint action is “a so-
cial interaction whereby two or more individuals coordinate
their actions in space and time to bring about a change in
the environment.” (Sebanz et al. 2006: 70). We consider
this implementation through a set of needed coordination
processes to realize this joint action: Self-Other Distinction,
Joint Attention, Understanding of Intentional Action, and
Shared Task Representation. It is something that we have
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already talked about in Clodic et al. (2017) but we will
focus here on one example. Moreover, we will speak here
about several elements that are components of a more global
architecture described in Lemaignan et al. (2017). We in-
troduce a simple human-robot collaborative to illustrate our
approach. This example has been used as a benchmark in a
series of workshop “toward a Framework for Joint Action”
(fja.sciencesconf.org) and is illustrated in Fig. 1. A human
and a robot have the common goal to build a stack with four
blocks. They should stack the blocks in a specific order (1,
2, 3, 4). Each agent participates in the task by placing his/its
blocks on the stack. The actions available to each agent are
the following: take a block on the table, put a block on the
stack, remove a block from the stack, place a block on the
table, and give a block to the other agent.
This presentation is a partial point of view regarding what
is and can be done to implement a joint action between a robot
and a human since it presents only one example and a set of
software developed in our lab. It only intends to explain what
we claim is needed to enable a robot to run such a simple
scenario.
At this point, it has to be noticed that from a philosophical
point of view, we have been taught that some philosophers
such as Seibt (2017) stressed that the robotics intentionalist
vocabulary that we use is considered as problematic espe-
cially when robots are placed in social interaction spaces. In
the following, we will use this intentionalist vocabulary in
order to describe the functionalities of the robot, such as “be-
lieve” and “answers,” because this is the way we describe our
work in robotics and AI communities. However, to accom-
modate the philosophical concern, we would like to note that
this can be considered as shorthand for “the robot simulates
the belief,” “the robot simulates an answer,” etc. Thus, when-
ever robotic behavior is described with a verb that normally
characterizes a human action, these passages can be read as
a reference to the robot’s simulation of the relevant action.
Fig. 1 A simple human–robot interaction scenario: A human and a
robot have the common goal to build a stack with four blocks. They
should stack the blocks in a specific order (1, 2, 3, 4). Each agent
participates in the task by placing his/its blocks on the stack. The actions
available to each agent are the following: take a block on the table, put
a block on the stack, remove a block from the stack, place a block on
the table, and give a block to the other agent. Also, the human and the
robot observe one another. Copyright laas/cnrs https://homepages.laas.
fr/aclodic
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Self-Other Distinction
The first coordination process is Self-Other Distinction.
It means that “for shared representations of actions and
tasks to foster coordination rather than create confusion,
it is important that agents also be able to keep apart
representations of their own and other’s actions and
intentions” (Pacherie 2012: 359).
Regarding our example, it means that each agent should be
able to create and maintain a representation of the world for
its own but also from the point of view of the other agent. In
the following, we will explain what the robot can do to build
this kind of representation. The way a human (can) builds
such representation for the robot agent (and on which basis)
is still an open question.
Joint Attention
The second coordination process is Joint Attention. Attention
is the mental activity by which we select among items in our
perceptual field, focusing on some rather than others (see
Watzl 2017). In a joint action setting, we have to deal with
joint attention, which is more than the addition of two per-
sons’ attention. “The phenomenon of joint attention involves
more than just two people attending to the same object or
event. At least two additional conditions must be obtained.
First, there must be some causal connection between the
two subjects’ acts of attending (causal coordination). Second,
each subject must be aware, in some sense, of the object as
an object that is present to both; in other words, the fact that
both are attending to the same object or event should be open
or mutually manifest (mutual manifestness)” (Pacherie 2012:
355).
On the robot side, it means that the robot must be able to
detect and represent what is present in the joint action space,
i.e., the joint attention space. It needs to be equipped with
situation assessment capabilities (Lemaignan et al. 2018;
Milliez et al. 2014).
In our example, illustrated in Fig. 2, it means that the robot
needs to get:
Fig. 2 Situation Assessment: the robot perceives its environment,
builds a model of it, and computes facts through spatial reasoning to
be able to share information with the human at a high level of abstrac-
tion and realizes mental state management to infer human knowledge.
Copyright laas/cnrs https://homepages.laas.fr/aclodic
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Fig. 3 What can we infer
viewing this robot? There is no
standard interface for the robot so
it is difficult if not impossible to
infer what this robot is able to do
and what it is able to perceive
(from its environment but also
from the human it interacts with).
Copyright laas/cnrs https://
homepages.laas.fr/aclodic
• its own position, that could be done for example by posi-
tioning the robot on a map and localizing it with the help
of its laser (e.g., using amcl localization (http://wiki.ros.
org/amcl) and gmapping (http://wiki.ros.org/gmapping))
• the position of the human with whom it interacts with
(e.g., here it is tracked through the use of a motion capture
system, that’s why the human wears a helmet and a wrist
brace. So more precisely, in this example, the robot has
access to the head position and the right hand position)
• the position of the objects in the environment (e.g., here,
a QR-code (https://en.wikipedia.org/wiki/QR_code) has
been glued on each face of each block. These codes, and
so, the blocks are tracked with one of the robot cameras.
We get the 3D position of each block in the environment
(e.g., with http://wiki.ros.org/ar_track_alvar))
However, each position computed by the robot is given as
x, y, z, and theta position in a given frame.We cannot imagine
to use such information to elaborate a verbal interaction with
the human: “please take the block at position x = 7.5 m,
y = 3.0 m, Z = 1.0 m, and theta = 3.0 radians in the frame
map...”. To overcome this limit, we must transform each po-
sition in an information that is understandable by (and hence
shareable with) the human, e.g., (RedBlock is On Table). We
can also compute additional information such as (GreenBlock
is Visible By Human) or (BlueBlock is Reachable By Robot).
This is what we call “spatial reasoning.” Finally, the robot
must also be aware that the information available to the
human can be different from the one it has access to, e.g.,
an obstacle on the table can prevent her/him to see what is on
the table. To infer the human knowledge, we compute all the
information not only from the robot point of view but also
from the human position point of view (Alami et al. 2011;
Warnier et al. 2012; Milliez et al. 2014), it is what we call
“mental state management.”
On the human side, we can infer that the human is able
to have the same set of information from the situation. But
joint attention is more than that. We have to take into account
“mutual manifestness,” i.e., “(...) each subject must be aware
in some sense, of the object as an object that is present to
both; in other words the fact that both are attending to the
same object or event should be open or mutually manifest...”
(Pacherie 2012: 355). It raises several questions. How can
a robot exhibit joint attention? What cues the robot should
exhibit to let the human to infer that joint attention is met?
How can a robot know that the human it interacts with is
really involved in the joint task? What are the cues that
should be collected by the robot to infer joint attention? These
questions are still open questions. To answer them, we have
to work particularly on the way to make the robot more
understandable and more legible. For example, viewing this
robot in Fig. 3, what can one infer about its capabilities?
Understanding of Intentional Action
“Understanding intentions is foundational because it pro-
vides the interpretive matrix for deciding precisely what it
is that someone is doing in the first place. Thus, the exact
same physical movement may be seen as giving an object,
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sharing it, loaning it, moving it, getting rid of it, returning
it, trading it, selling it, and on and on—depending on the
goals and intentions of the actor” (Tomasello et al. 2005:
675). Understanding of intentional action could be seen as
a building block of understanding intentions, it means that
each agent should be able to read its partner’s actions. To
understand an intentional action, an agent should, when
observing a partner’s action or course of actions, be able to
infer their partner’s intention. Here, when we speak about
partner’s intention we mean its goal and its plan. It is linked
to action-to-goal prediction (i.e., viewing and understanding
the on-going action, you are able to infer the underlying goal)
and goal-to-action prediction (i.e., knowing the goal you are
able to infer what would be the action(s) needed to achieve
it).
On the robot side, it means that it needs to be able to
understand what the human is currently doing and to be able
to predict the outcomes of the human’s actions, e.g., it must
be equipped with action recognition abilities. The difficulty
here is to frame what should and can be recognized since the
spectrum is vast regarding what the human is able to do. A
way to do that is to choose to consider only a set of actions
framed by a particular task.
On the other side, the human needs to be able to un-
derstand what the robot is doing, be able to infer the goal
and to predict the outcomes of the robot’s actions. It means,
viewing a movement, the human should be able to infer what
is the underlying action of the robot. That means the robot
should perform movement that can be read by the human.
Before doing a movement, the robot needs to compute it,
it is motion planning. Motion planning takes as inputs an
initial and a final configuration (for manipulation, it is the
position of the arms; for navigation, it is the position of the
robot basis). Motion planning computes a path or a trajectory
from the initial configuration to the final configuration. This
path could be possible but not understandable and/or legible
and/or predictable for the human. For example, in Fig. 4,
on the left, you see a path which is possible but should be
avoided if possible, the one on the right should be preferred.
In addition, some paths could be also dangerous and/or not
comfortable for the human, as illustrated in Fig. 5. Human-
aware motion planning (Sisbot et al. 2007; Kruse et al.
2013; Khambhaita and Alami 2017a, b) has been developed
to enable the robot to handle the choice of a path that is
acceptable, predictable, and comfortable to the human the
robot interacts with.
Figure 6 shows an implementation of a human-aware
motion planning algorithm (Sisbot et al. 2007, 2010; Sisbot
and Alami 2012) which takes into account safety, visibility,
and comfort of the human. In addition, this algorithm is able
to compute a path for both the robot and the human, which
can solve a situation where a human action is needed or can
be used to balance effort between the two agents.
However, it is not sufficient. When a robot is equipped
with something that looks like a head, for example, people
tend to consider that it should act like a head because people
anthropomorphize. It means that we need to consider the
entire body of the robot and not only the base or the arms of
the robot for the movement even if it is not needed to achieve
the action (e.g., Gharbi et al. 2015; Khambhaita et al. 2016).
This could be linked to the concept of coordination smoother
which is “any kind of modulation of one’s movements that
reliably has the effect of simplifying coordination” (Vesper
et al. 2010, p. 1001).
Fig. 4 Two final positions of the
arm of the robot to get the object.
The one at right is better from an
interaction point of view since it
is easily understandable by the
human. However, from a
computational point of view (and
even from an efficiency if we just
consider the robot action that
needs to be performed) they are
equivalent. Consequently, we
need to take these features
explicitly into account when
planning robot motions. That is
what human-aware motion
planning aims to achieve.
Copyright laas/cnrs https://
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Fig. 5 Not “human-aware”
positions of the robot. Several
criteria should be taken into
account, such as safety, comfort,
and visibility. This is for the
hand-over position but also for
the overall robot position itself.
Copyright laas/cnrs https://
homepages.laas.fr/aclodic
Fig. 6 An example of human-aware motion planning algorithm com-
bining three criteria: safety of the human, visibility of the robot by the
human, and comfort of the human. The three criteria can be weighed
according to their importance with a given person, at a particular
location or time of the task. Copyright laas/cnrs https://homepages.laas.
fr/aclodic
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Shared Task Representations
The last coordination process is shared task representations.
As emphasized by Knoblich and colleagues (Knoblich et al.
2011), shared task representations play an important role in
goal-directed coordination. Sharing representations can be
considered as putting in perspective all the processes already
described, e.g., knowing that the robot and the human track
the same block in the interaction scene through joint attention
and that the robot is currently moving this block in the
direction of the stack by the help of intentional action under-
standingmake sense in the context of the robot and the human
building a stack together in the framework of a joint action.
To be able to share task representations, we need to
have the same ones (or a way to understand them). We
developed a Human-Aware Task Planner (HATP) based on
Hierarchical Task Network (HTN) representation (Alami et
al. 2006; Montreuil et al. 2007; Alili et al. 2009; Clodic et
al. 2009; Lallement et al. 2014). The domain representation
is illustrated in Fig. 7, it is composed of a set of actions
(e.g., placeCube) and a set of tasks (e.g., buildStack) which
combine action(s) and task(s). One of the advantages of such
representation is that it is human readable. Here, placeCube
(Agent R, Cube C, Area A) means that for an Agent R, to
place the Cube C in the Area A, the precondition is that R has
in hand the Cube C and the effects of the action is that R has
no more the Cube C in hand but the object C is on the stack of
Area A. It is possible to add cost and duration to each action
if we want to weigh the influence of each of the actions.
On the other hand, BuildStack is done by adding a cube
(addCube) and then continue to build the stack (buildStack).
Then each task is also refined until we get an action. HATP
computes a plan both for the robot and the human (or hu-
mans) it interacts with as illustrated in Fig. 8. The work-
load could be balanced between the robot and the human;
moreover, the system enables to postpone the choice of the
actor at execution time (Devin et al. 2018). However, one
of the drawbacks of such representation is that it is not
expandable. Once the domain is written, you cannot modify
it. One idea could be to use reinforcement learning. However,
reinforcement learning is difficult to use “as is” in a human–
robot interaction case. The reinforcement learning system
needs to test any combination of actions to be able to learn the
best one which could lead to nonsense behavior of the robot.
This can be difficult to interpret for the human it interacts
with and it will be difficult for him to interact with the robot,
Fig. 7 HATP domain definition for the joint task buildStack and defi-
nition of the action placeCube: The action placeCube for an Agent R,
a Cube C in an Area A, could be defined as follows. The precondition
is that Agent R has the Cube C in hand before the action, the effect of
the action is that Agent R does not have the Cube C anymore and the
cube C is on the stack in Area A. Task buildStack combines addCube
and buildStack. Task addCube combines getCube and putCube. Task
getCube could be done either by picking the Cube or doing a handover.
Copyright laas/cnrs https://homepages.laas.fr/aclodic
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Fig. 8 HATP shared (human and robot) plan example for the stack of cubes example. Copyright laas/cnrs https://homepages.laas.fr/aclodic
and will lead to learning failure. To overcome this limitation,
we have proposed to mix the two approaches by using HATP
as a bootstrap for a reinforcement learning system (Renaudo
et al. 2015; Chatila et al. 2018).
With a planning system as HATP, we have a plan for
both the robot and the human it interacts with but this is
not enough. If we follow Knoblich and colleagues (Knoblich
et al. 2011) idea, shared task representations do not only
specify in advance what the respective tasks of each of the
coagents are, they also provide control structures that allow
agents to monitor and predict what their partners are doing,
thus enabling interpersonal coordination in real time. This
means that the robot not only need the plan, but also ways to
monitor this plan. Besides the world state (cf. Fig. 2 section
regarding situation assessment) and the plan, we developed a
monitoring system that enables the robot to infer plan status
and action status both from its point of view and from the
point of view of the human as illustrated Fig. 9 (Devin and
Alami 2016; Devin et al. 2017). With this information, the
robot is able to adapt its execution in real time. For example,
there may be a mismatch between action status on the robot
side and on the human side (e.g., the robot waiting for an
action from the human). Equipped with this monitoring, the
robot can detect the issue and warn. The issue can be at plan
status level, e.g., the robot considering that the plan is no
longer achievable while it detects that the human continues
to act.
Conclusion
We have presented four coordination processes needed to
realize a joint action. Taking these different processes into
account requires the implementation of dedicated software:
self-other distinction → mental state management; joint at-
tention → situation assessment; understanding of intentional
action → action recognition abilities as well as human-
aware action (motion) planning and execution; shared task
representations→ human-aware task planning and execution
as well as monitoring.
The execution of a joint action requires not only for the
robot to be able to achieve its part of the task but to achieve
it in a way that is understandable to the human it interacts
with and to take into account the reaction of the human if
any. Mixing execution and monitoring requires making some
choices at some point, e.g., if the camera is needed to do an
action, the robot cannot use it to monitor the human if it is
not in the same field of view. These choices are made by the
supervision systemwhich manages the overall task execution
from task planning to low-level action execution.
We talked a little bit about how the human was managing
these different coordination processes in a human–robot in-
teraction framework and about the fact that there was still
some uncertainty about how he was managing things. We
believe that it may be necessary in the long term to give the
human the means to better understand the robot at first.
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Fig. 9 Monitoring the human side of the plan execution: besides the
world state, the robot computes the state of the goals that need to be
achieved, the status of the on-going plans as well of each action. It is
done not only from its point of view but also from the point of view of
the human. Copyright laas/cnrs https://homepages.laas.fr/aclodic
Finally, what has been presented in this chapter is partial
for at least two reasons. First, we have chosen to present
only work done in our lab but this work already covers the
execution of an entire task and in an interesting variety of
dimensions. Second, we make the choice to not mention the
way to handle communication or dialog, to handle data man-
agement or memory, to handle negotiation or commitments
management, to enable learning, to take into account social
aspects (incl. privacy) or even emotional ones, etc. However,
it gives a first intuition to understand what needs to be taken
into account to make a human–robot interaction successful
(even for a very simple task).
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Abstract
This paper stresses the centrality of human responsibility
as the necessary foundation for establishing clear robotics
policies and regulations; responsibility not on the part
of a robot’s hardware or software, but on the part of
the humans behind the machines—those researching and
developing robotics. Simply put, we need responsible
robotics. Responsible robotics is a term that has recently
‘come into vogue’, yet an understanding of what respon-
A. van Wynsberghe ()
Department of Philosophy, Technical University of Delft, Delft,
The Netherlands
e-mail: aimeevanrobot@protonmail.com
sible robotics means is still in development. In light of
both the complexity of development (i.e. the many hands
involved) and the newness of robot development (i.e. few
regulatory boards established to ensure accountability),
there is a need to establish procedures to assign future
responsibilities among the actors involved in a robot’s
development and implementation. The three alternative
laws of responsible robotics by Murphy and Wood play
a formidable contribution to the discussion; however, they
repeat the difficulty that Asimov introduced, that is, laws
in general, whether they are for the robot or for the roboti-
cist, are incomplete when put into practice. The proposal
here is to extend the three alternative laws of responsible
robotics into a more robust framework for responsibility
© The Author(s) 2021
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attribution as part of the responsible robotics goal. This
framework requires making explicit various factors: the
type of robot, the stage of robot development, the intended
sector of use, and the manner of robot acquisition. With
this in mind, one must carefully consider the scope of
the ethical issue in question and determine the kind of
responsibility attributed to said actor(s).
Keywords
Responsibility · Robotics · Development ·
Implementation · Regulation
Introduction
The responsible development and use of robotics may have
incredible benefits for humanity, from replacing humans
in dangerous, life-threatening tasks with search and rescue
robots (Murphy 2014) to the last mile delivery of lifesaving
resources in humanitarian contexts (Gilman and Easton 2014;
Chow 2012). Despite the success and efficiency that robots
promise to bring, however, there are societal and ethical
issues that need to be addressed. For the last 20 years, robot
ethicists have flagged some of the ethical concerns related to
robots, for example: the dehumanization and de-skilling of
care workers, care receivers, and care practices when robots
are used in care contexts (Sharkey 2014; Sparrow and Spar-
row 2006; Vallor 2011; van Wynsberghe 2012); the loss of
contextual learning necessary for understanding the detailed
needs of others when robots replace humans in surgical or
humanitarian care (van Wynsberghe and Comes 2019; van
Wynsberghe and Gastmans 2008); and a risk of deceiving
children when using robots in the classroom (Sharkey 2016),
to name a few. To exacerbate these issues, there is growing
concern regarding private organizations proving themselves
unworthy of society’s trust by demonstrating a lack of con-
cern for safety, e.g., the fatal crashes of self-driving cars. If
robotics is truly to succeed inmaking ourworld a better place,
the public must be able to place their trust in the designers,
developers, implementers, and regulators of robot technolo-
gies. To do this, the many hands in robot development must
engage in responsible innovation and implementation, what
I will refer to here as responsible robotics.
Responsible robotics is a term that has recently “come
into vogue” just as similar terms like responsible research
and innovation (European Commission 2012, 2014; van de
Poel and Sand 2018; van den Hoven 2013), value sensitive
design (Friedman et al. 2015; Friedman 1996; van den Hoven
2013), and other forms of innovation that take societal values,
such as privacy, safety, and security, explicitly into account
in the design of a product. In recent years, research courses1
and articles (Murphy and Woods 2009) have been dedicated
to the topic, and a not-for-profit established with the aim
of promoting responsible robotics.2 Yet, the understanding
of what responsible robotics means is still in development.
In light of both the complexity (i.e., the many hands in-
volved) and newness of robot development (i.e., few regu-
latory boards established to ensure accountability), there is a
need to establish procedures to assign future responsibilities
among the actors involved in a robot’s development and im-
plementation. This paper starts with an analysis of the three
alternative laws of responsible robotics proposed by Murphy
and Woods aimed at shifting the discussion away from robot
responsibility (in Asimov’s stories) to human responsibil-
ity. While acknowledging the incredible benefit that these
alternative laws bring to the field, the paper presented here
will introduce several shortcomings, namely, the need for: a
more nuanced understanding of responsibility; recognition
of the entire development process of a robot; and recog-
nition of the robot’s impact extending beyond the human–
robot interaction alone. The paper proceeds by showing the
complexity of the concept of “responsibility” and what it
might mean in a discussion of responsible robotics. Finally, I
suggest a preliminary responsibility attribution framework—
away inwhich robot applications should be broken down into
the various stages of development, sectors, and patterns of
acquisition (or procurement) so as to identify the individuals
responsible for ensuring that responsibility to tackle ethical
issues of prospective robots are addressed proactively.
The “Laws of Responsible Robotics”
In 1942, science fiction writer Isaac Asimov published the
short story “Runaround” in which the three laws of robotics
first appeared. These laws would become a “literary tool”
to guide many of his future robot stories, illustrating the
difficulty for robots to embody the same ability for situational
judgment as humans. As such, “although the robots usually
behaved ‘logically’, they often failed to do the ‘right’ thing”
(Murphy and Woods 2009: 14). The three laws were formu-
lated as follows:
“One, A robot may not injure a human being or, through
inaction, allow a human being to come to harm . . .
Two, a robot must obey the orders given it by human
beings except where such orders would conflict with the First
Law . . .
1IDEA League summer school on responsible robotics, see http://
idealeague.org/blog-summer-school-responsible-robotics-and-ai/ (re-
trieved Jan 14, 2020).
2See responsiblerobotics.org (retrieved Jan 8, 2010).
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Three, a robot must protect its own existence as long as
such protection does not conflict with the First or Second
Laws.” (Asimov 2004: 37).
In 2009 came the first scholarly work to outline the three
alternative laws of “responsible robotics,” an alternative to
the three unworkable laws of robotics found in the Asimov
stories (Murphy and Woods 2009). These “alternative three
laws of responsible robotics” are stated as follows:
1. A humanmay not deploy a robot without the human–robot
work system meeting the highest legal and professional
standards of safety and ethics.
2. A robot must respond to a human as appropriate for their
roles.
3. A robot must be endowed with sufficient situated auton-
omy to protect its own existence as long as such protection
provides smooth transfer of control to other agents con-
sistent with the first and second laws (Murphy and Woods
2009: 19).
To be sure, these alternative laws are monumental for
moving robotics research forward in a responsible way. Par-
ticularly noteworthy is their emphasis on the centrality of the
researcher’s responsibility for following ethical and profes-
sional design protocols, on maintaining safety in the robot
architecture, and on ensuring the robot is capable of smooth
transfer of control between states of human-in-command (or
human operated) and full autonomy (or acting without direct
real time human interaction). In line with the pivotal role
of human responsibility embedded in these alternative laws
is a recognition of the difference between robot agency, as
presented in Asimov’s stories, and human agency, i.e., the
type of agency presumed (and prescribed) for the alternative
laws; this difference “illustrates why the robotics commu-
nity should resist public pressure to frame current human–
robot interaction in terms of Asimov’s laws” (Murphy and
Woods 2009: 19). Thus, the three alternative laws redirect
the world’s attention to the responsibilities of the human
actors, e.g., the researchers, in terms of safe human–robot
interactions.
Beyond the “Laws of Responsible Robotics”
Without diminishing the value of the contribution that these
alternative laws provide, they do fall short in five critical
ways. First, although the alternative laws place an emphasis
on the centrality of human responsibility, the authors fall
short of capturing the ethical nuance in the term “responsi-
bility” outside of a colloquial usage. Responsibility may, in
some instances, refer to individual accounts while in other
instances may refer to collective accounts: the roboticist is
responsible for high-level planning, while the company is
responsible for having a code of conduct for employees.
Responsibility may be forward looking (for future conse-
quences) or backward looking (for past consequences). Giv-
ing voice to the nuances of responsibility helps to shape
a more robust account of responsible robotics: who is re-
sponsible for what in the development, deployment, and
implementation of robots.
Second, while the alternative laws do refer to the “user” in
the human–robot interaction, the focus does not acknowledge
the size and scale of today’s robot development process and
the many actors involved in bringing a robot from idea to
deployment. For some of the more complex technologies
of today, there is a recent phenomenon used to describe
the difficulty (or inability) to assign any particular person
as “responsible” because of the number of actors involved.
This is known as “the problem of many hands” (van de Poel
et al. 2012). There are “many hands” (Johnson 2015; van
de Poel et al. 2012) involved in the development chain of
robots from robot developers to producers to implementers
to regulators, each with differing roles and responsibilities.
Understanding this network of actors, alongside the vari-
ety of kinds of responsibility, is also important for iden-
tifying who in this network is responsible for what and
the form (or kind) of responsibility (e.g., legal vs. moral
responsibility).
Third, each of the alternative laws makes reference to the
workings of the robot within the human–robot interaction, yet
it is important to acknowledge that the impact of the robot
will extend far beyond the direct human–robot interaction
(van Wynsberghe and Li 2019). Consider surgical robots
in the healthcare system as an example; understanding the
responsible use of these robots includes understanding that
the robot does more than interact safely with surgeon and pa-
tient. These robots have changed: themanner of education for
medical students (they must also be trained on a robot as well
as conventional and/or laparoscopy) (van Koughnett et al.
2009), the allocation of funding and other resources within a
hospital (surgical robots costs upwards of $1 million dollars),
and the standard for care (e.g., surgical robots are thought to
provide the highest standard of care in many instances and
patients may demand this level of care). Responsible robotics
should recognize that the introduction of a robot will be felt
across an entire system, rather than strictly within the human–
robot interaction.
Fourth, the alternative laws do not acknowledge the dif-
ferent stages and/or contexts of robot design, and as such,
the various kinds of decision-making (and attributed respon-
sibilities for said decision-making) that occur across these
different stages. Being responsible for safe human–robot
interactions in a healthcare context in which one must work
together with FDA standards differs from ensuringsafety for
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robots in edutainment contexts, where few standards exist
regarding data privacy.3
Fifth, the formulation of the alternative laws hints at an
assumption that it is already known what values a robot
should be programmed for, e.g., safety. Also, the alternative
laws imply that the obstacles facing roboticists are already
known and understood. Yet it should be acknowledged that
robotics, whether done in the academic space or made in
a corporate space and sold to consumers, is very much an
experiment, a social experiment when used in society (van
de Poel 2013). Society has little experience with robots in
personal and professional spaces so it should not be assumed
that there is an understanding of the kinds of obstacles or
ethical issues to take into account; these insights will only
come with more experience of humans and robots interacting
in various contexts.
Based on the these five elaborations on the three alterna-
tive laws of responsible robotics—a recognition of the many
hands involved in robot development, the various kinds of
responsibility attributed to these hands, the various stages of
robot development and deployment, the experimental nature
of robots in society, and the impact of the robot extend-
ing beyond the human—robot interaction alone—it becomes
paramount to take a closer look at the three alternative laws
in order to provide clear, complete guidelines for responsible
robotics. What is needed for robot designers, developers,
implementers, and regulators, is a tool to assign (a type of)
responsibility to various (groups of) actors at the various
stages of robot development and deployment in an academic
(or any other) context. One may suggest an extension of
these three alternative laws so as to incorporate various
conceptions of responsibility or the various actors involved.
But perhaps it is, instead, necessary to question the utility of
strict laws or rules governing robotics in the first place. Given
the complexity of robotics (e.g., different actors produce the
hardware from the actors who create something with it and
these again differ from the actors who will implement the
robot), the experimental nature of robotics (whether the robot
is being tested in an academic setting or in the wild) and the
oftentimes lack of policy or regulations to guide the various
actors (e.g., few Universities have ethical review boards
dedicated to reviewing robotics experiments at Universities)
perhaps a more flexible approach is needed to conceptualize
responsible robotics. Specifically, what is missing from the
alternative laws, and sorely needed, is a robust framework
for responsibility attribution. Such a framework should be
tasked with outlining the responsible actor or organization
at the various stages in a robot’s development. Even if an
organization buys into the idea of responsible robotics in
3To be sure, reference to few privacy standards outside of a European
Context where the new General Data Protection Regulation exists to
ensure data privacy of consumers and citizens across Europe.
theory, without designating a specific actor as responsible
for these processes, they may never actually take place.
The responsible actor(s) are tasked with the development
process of the robot itself, but should also seek to go beyond
these values through engaging with an ethical technology
assessment (Palm andHansson 2006), as an example, in order
to capture the range of ethical issues in need of addressing.
With these thoughts in mind, the next section of this
paper will take a closer look at the concept of responsibility
to explore some of the distinctions in the term that can
add help to shape a responsibility attribution framework for
responsible robotics.
Responsibility
There is a wealth of literature on the concept of responsibility
aimed at differentiating the different meanings of the term
(Feinberg 1988; Johnson 2015; van de Poel and Sand 2018).
Some works focus on distinctions between: normative and
descriptive notions of responsibility (van de Poel et al. 2012;
van de Poel and Sand 2018); senses of responsibility (Hart
2008); and/or between temporal accounts of responsibility,
e.g., forward-looking and backward-looking responsibility
(van de Poel et al. 2012; van de Poel and Sand 2018). Added
to this, there are also heated discussions about the “traditional
precondition of responsibility,” namely that individuals who
can be held responsible must meet the conditions of: “capac-
ity, causality, knowledge, freedom, andwrong-doing” (van de
Poel et al. 2012: 53). It would be impossible and unnecessary
to cover all aspects of responsibility in this in this paper;
however, for the purposes here—sketching a framework to
prospectively assign responsibilities in the development of
future robots—it is necessary to identify certain salient dis-
tinctions that help shape the concept of responsible robotics.
The purpose of presenting certain distinctions in the next
section is therefore twofold: first, to highlight the need for
more granular discussions when using a phrase like “respon-
sible robotics”; and, second, to identify the conceptualiza-
tions of responsibility necessary to establish a framework for




One of the first distinctions to address is that between
forward-looking responsibility and backward-looking
responsibility. Backward-looking responsibility relates to
“things that have happened in the past and usually involves
an evaluation of these actions and the attribution of blame or
praise to the agent” (van de Poel and Sand 2018: 5; see also
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Smith 2007; Watson 2004). In robotics, backward-looking
responsibility may refer to identifying who is responsible for
a robot malfunctioning.
Forward-looking responsibility, on the other hand, refers
to “things that have not yet occurred” (van de Poel et al. 2012:
51; van de Poel and Sand 2018). Forward-looking responsi-
bility, therefore, can be understood as the responsibility to
prevent harm from happening and/or possessing the character
trait of being responsible (van de Poel and Sand 2018: 6). In
robotics, forward-looking responsibility may refer to having
an individual (or team) in a robotics company tasked with
uncovering novel unintended consequences arising from new
robot capabilities, and working towards their mitigation.
Of course, it is not possible to entirely separate backward-
and forward-looking responsibility; if one establishes
forward-looking responsibilities as moral obligations, then
at a certain moment they could be breached, and as such, a
discussion of backward-looking responsibility occurs. While
it is necessary to consider both temporal dimensions in
the assignment of responsibility, let us consider, for this
paper, the prospective robots of the future, the robots that
are currently in the stage of idea generation and will be
designed, developed, and deployed over the next 5–10 years.
For many of these robots there are no policy structures
to guide researchers or developers. In such experimental
situations of development, it is necessary to establish
norms and expectations about who is responsible for what.
One specific sense of forward-looking responsibility is
understood as responsibility-as-obligation and refers to
instances in which “one has to see to it that a certain
desirable state-of-affairs is obtained, although one is free
in how this state-of-affairs is to be brought about” (van
de Poel et al. 2012: 52). Therefore, in this paper, let us
consider what type of responsibility attribution framework is
needed in the situations where we must establish prospective
rules of engagement. Furthermore, in the creation of the
responsibility attribution framework here, our goal is to
identify the key players who should hold forward-looking
responsibility-as-obligation to realize responsible robotics
procedures and products.
Moral vs. Legal Responsibility
Another interesting distinction to be made in a discussion
of responsibility is that between moral responsibility and
legal responsibility. Moral responsibility has been defined as
“responsibility that is attributed on moral grounds rather than
on basis of the law or organizational rules” (van de Poel et
al. 2012: 51). Legal responsibility may be considered more
descriptive than moral. Considering the alternative law of
responsible robotics #1 (i.e., A humanmay not deploy a robot
without the human–robot work system meeting the highest
legal and professional standards of safety and ethics), it may
not be as simple as saying that humans “mustmeet the highest
legal and ethical standards” given that the legal standards of
the organization in which one works may be in conflict with
the moral standards of the individual roboticist. One may be
morally responsible to follow his/her own ethical principles,
for instance voicing unethical practices (aka whistleblowing)
within a company where he or she works even when he or
she has a contract and maybe even an NDA (nondisclosure
agreement) that imposes a legal responsibility for him/her not
to speak out (Lenk and Maring 2001).
To be sure, keeping to one’s contract is also a type of
moral responsibility (in addition to a legal one) and creates a
conflict when deciding which moral responsibility to prior-
itize above the other. There are many situations throughout
history when we see employees speaking out against the
company for which they work; for example, in the 1986
Challenger explosion, the project leader warned against the
scheduled space travel to NASA and was ignored, resulting
in the Challenger explosion killing seven astronauts (Lenk
and Maring 2001).
Of late, we hear more and more stories of “whistle-
blowers,” individuals breaking NDAs to speak out about
ethically problematic treatment of employees or company
practices in large tech companies. For example, there was
a recent case in which Facebook content moderators broke
their NDAs to speak about the psychological and physi-
cal suffering resulting from their jobs (Newton 2019). A
roboticist working in a social robotics company may develop
certain moral misgivings about their work after more so-
phisticated prototypes verge on deceiving the human users
who interact with it into believing it can form emotional
bonds. Roboticists may question their legal responsibility
to their employer when it conflicts with their own moral
responsibility to maintain expectations and/or be truthful
with the public.
The distinction between moral and legal responsibility
highlights once again the need for a more granular un-
derstanding of responsibility in a discussion of responsible
robotics; perhaps following a code of conduct legally dic-
tated by a company may impede following one’s own moral
responsibility. What such a distinction also points towards is
a difference, and possible conflict, between individual and
collective forms of responsibility.
Individual vs. Collective Responsibility
Not only are there temporal distinctions in a discussion of
responsibility but also distinctions about the agents that can
bear responsibility. For some, when discussing moral re-
sponsibility “only human beings can be held responsible and
not collective entities” (Miller 2006). Moreover, “ . . . social
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groups and organizations, have collective moral responsibil-
ity only in the sense that the individual human persons who
constitute such entities have individual moral responsibility,
either individually or jointly” (Miller 2006: 176).
To put this in more concrete terms, a robotics team may
be collectively (or jointly) responsible for creating a robot
prototype (i.e., the end), but the realization of this collective
end results from the individual activities on team members
in, for example, navigation, haptics, high-level planning,
mechatronics, ethics, and so on. Thus, we might say that
companies have a collective end of creating robots in a
responsible way. However, it is not through a collective
responsibility but through individual responsibilities for spe-
cific employees that acts of responsibility occur, including
establishing an ethics review board to assess workflows, hire
a privacy expert to ensure data privacy, or a sustainability
expert to ensure selection of sustainable materials, and so
on. Many organizations can have the same collective end of
responsible robotics but the responsibilities of the individuals
within said organization will differ depending on the type
of organization, for example—a private company will have
to answer to shareholders, while a University will have to
answer to a public board. This distinction is important for
understanding that it will not be possible to simply state that
a company has the collective end of responsible robotics;
rather, it will be necessary to identify what the individual
responsibilities are within said company that are needed in
order to realize the collective end.
Responsibility and Accountability
Thus far, the discussion has focused on responsibility—
who is responsible for any ethical lapses that have occurred,
or that may occur in the future, in relation to a particular
robot in development. However, roboticists working in a
company developing commercially available products may
also feel accountable to the public at large for developing
products that contribute to the well-being of individuals,
or at the very least do not introduce new forms of harm.
“Accountability-responsibility is embedded in relationships
that involve norms and expectations . . . In accountability re-
lationships those who are accountable believe they have
an obligation to a forum, e.g., a community, the public, a
particular individual or group of individuals. Members of
the forum believe that they are owed an explanation; they
expect that those who are accountable will answer (provide
an account) when they fail to adhere to appropriate norms,
i.e., fail to live up to expectations” (Johnson 2015: 713).
Accountability differs from responsibility in that in the case
of accountability, the responsible party must justify their
decisions and actions to an outside entity. For example, many
companies may feel accountable to the general public, who
may have certain expectations of robot makers (although it
is worth nothing that these expectations may or may not be
based in reality vs. taken from what they see in movies or
hear from the press).
While the norms and expectations up for discussion here
are usually known to companies attempting to meet those
expectations (e.g., a University advisory board may provide
written, public reports), they may be established in either a
formal or an informal manner, according to Johnson (2015).
They can be formally enshrined in legal obligations or codes
of conduct of engineers or they may be informally held by
a group based on experience and/or public communication.
The general public, for example, may have certain expecta-
tions of robot capabilities based on stories they see in the
press that giver certain expectations of robot capabilities—
robots capable of falling in love (Levy 2008), ofmoral agency
(Anderson and Anderson 2011), or of having consciousness
(Himma 2009). It may be roboticists (i.e., academic and
corporate) who are accountable for recalibrating expectations
of the public.
Responsibility and Technology
The question concerning responsibility and robots is fur-
ther complicated by the tangled relationship that responsi-
bility shares with technology in general and robotics (or
autonomous agents) in particular. An added concern for the
field of robotics is the level of autonomy a robot may achieve
if embedded with artificial intelligence that can allow the
robot to learn and function in real time without direct human
intervention. Such sophisticated levels of autonomy have
led some scholars to raise the question of whether or not
a responsibility gap will ensue: “we will not be able to
control or predict how [highly specialized artificial agents]
will behave” (Johnson 2015: 709).
There have been various rejections of the so-called
responsibility gap. Some authors refer to accountability-
responsibility relations and also perhaps the legal responsi-
bilities of engineers and remind us that “engineers would
be held responsible for the behavior of artificial agents
even if they can’t control them, on grounds of professional
responsibility” (Nagenborg et al. 2008). Other scholars
respond to the idea of a responsibility gap by suggesting
that robots themselves could be held responsible. While
once again bracketing whether or not a robot could meet
the conditions of human responsibility the argument raised
in such situations “rests finally on the tendency of humans
to assign responsibility to computers and robots rather than
something that would justify the attribution of responsibility”
(Johnson 2015: 705).
Whereas Murphy and Woods address the impossibility of
robots being responsible in their discussion of the three alter-
Responsible Robotics and Responsibility Attribution 245
native laws by stressing the technical impossibility [“robots
cannot infallibly recognize humans, perceive their intent, or
reliably interpret contextualized scenes” (Murphy andWoods
2009: 15)], Johnson appeals to the wishes of society, that
society would not flourish in a state in which no humans were
accountable or responsible for the consequences of robot
actions, or themalfunction of robot products; “that the human
actors involved would decide to create, release, and accept
technologies that are incomprehensible and out of the control
of humans” (Johnson 2015: 712).
Let me suggest, in accordance with Johnson, Murphy, and
Woods among others, that the concept of responsibility in
the phrase responsible robotics should be a label attributed
not to the robots themselves but to the humans acting to
make, study, use, regulate, or take apart robot products and
services. Therefore, responsible robotics ultimately needs to
refer to the kinds of choices made by the humans involved in
a robot’s design, development, deployment, and regulation:
how were decisions calculated, what other options were
explored, what kinds of assessments were done to understand
and minimize (or mitigate) negative consequences, and what




Let us suggest that the collective goal of an organization is
to develop responsible robotics—to have procedures in place
for establishing procedural trust, and for creating products
that are considered to be responsibly developed. As discussed
so far, we would not consider these organizations to be
morally responsible as a whole, but we would expect the
organization to designate responsible individuals, and we
would then consider the individuals within said organization
to be morally responsible for the collective end of developing
responsible robotics.
At this moment, responsible robotics requires the exe-
cution of (at least) two steps or phases: a phase in which
ethical issues are uncovered within an organization, and a
second phase in which responsibility (in a forward-looking
responsibility-as-obligation sense) for solving said issues is
attributed to an individual or group of individuals.
For a first step, one could suggest that each organization
involved in creating robots that wants to do it responsibly
should be accountable for addressing ethical issues in the
research and design (R & D) of their robot. An organization
could rely on some of the more well-known ethical issues,
e.g., privacy, sustainability, safety, and security, and translate
these issues to their context and robot prototype. Meaning,
designers, and implementers of a robot for a hospital context
may design for the value of privacy and interpret privacy
as both corporeal privacy of patient bodies and privacy of
personal (medical) data that the robot has access to.
While a substantive conversation about ethical issues is an
important first step towards engaging in responsible robotics,
there are formalized processes available to make sure that
such conversations are as in-depth, comprehensive, and ulti-
mately as effective as possible. Specifically, an organization
could engage in a more in-depth assessment to uncover a
greater range of the possible ethical issues they may en-
counter in R&D, for example, methods such as ethical Tech-
nology Assessment (eTA) (Palm and Hansson 2006), Care
Centred Value Sensitive Design (CCVSD) (van Wynsberghe
2012, 2013), constructive technology assessment (Schot and
Rip 1997), and/or ethicist as designer (van Wynsberghe and
Robbins 2014), among others. Each of these approaches
differs in scope, but is able to produce a list of ethical and
societal concerns related to the development process and/or
the resulting artifact. An eTA, for example, may provide
information concerning privacy issues related to a certain
robot application. A CCVSD approach alternatively will
produce a list of ethical concerns related to the impact of
a robot prototype on the expression of care values. Ideally,
the choice of framework for identifying ethical issues should
be informed by the context of use. A care robot to be de-
signed for, or used in, a healthcare institution would benefit
from a CCVSD approach whereas the developers of a per-
sonal robot assistant could benefit from a more generic eTA
approach.
In either case, once an issue (past or future) has been iden-
tified, one must assign an agent responsible for mitigating or
preventing said issue. However, in situations with so “many
hands,” how can this be done, and more importantly how can
this be done in a systematic way to create a level playing field
for all robotic companies, organizations, and institutions?
This is precisely where we are in need of a framework to help
solve the attribution of responsibility to individuals. Such a
frameworkmust be broad enough that it can capture the range
of variables and stakeholders involved while at the same time
specific enough that it allows one to appropriately assign
responsibility at a more granular level (making distinctions in
kinds of responsibility). As mentioned earlier, in practice this
should be possible to do in both a forward and/or backward-
looking sense, but for this paper we will consider a forward-
looking sense predominantly.
Framework for Identifying Responsible
Individuals
The components of the framework, when taken together,
provide an analysis of a particular robot prototype or class
of robots in various stages of development (Fig. 1). For
example, the daVinci surgical robot is a prototype, while
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Fig. 1 Framework for responsibility attribution. Source: created by the author
the surgical robots are a class of robots (and consist of a
variety of commercial products including the daVinci, Zeus,
etc.). To do this, we begin with identifying the type, or class,
of robot. If speaking about one robot on the market, for
example, a DGI drone, versus a class of robots on the market
(e.g., drones or surgical robots), then the scope of responsible
individuals is narrowed down. Moreover, this criterion is also
about specifying the type of robot in terms of its tasks, goals,
and capabilities. A greeter robot in hospitals without the
capability to collect or store data on individuals in its path
will raise a different set of privacy questions compared to a
greeter robot in a store designed to collect and store data on
customers it interacts with. Thus, the type of robot also alerts
one to the range of ethical issues at stake (perhaps in addition
to those identified in the eTA or CCVSD analysis).
Next, one must specify the moment in the robot’s life
cycle, for example, idea generation, first robot prototype,
prototype following numerous iterations, large-scale devel-
opment, distribution, implementation, or regulation. The idea
behind this step is to introduce the understanding that the
responsible individuals are not just the robot developers, but
also the people who will be purchasing, implementing or
even regulating, robots. Accordingly, if we consider the sur-
gical robot daVinci, a robot that is produced on a large scale
by a company called Intuitive Surgical but is sometimes dis-
tributed around the world by other intermediary companies,
there will be certain responsibilities that the producers will
have (e.g., choice of materials, meeting of ISO standards),
while other responsibilities will fall on distributors (e.g., safe
delivery and assistance with implementation), and even other
responsibilities will fall on hospital administrators to ensure
responsible deployment in the hospital (e.g., safety protocols,
training of surgeons and other medical professionals).
Third, following identification of the maturity of the
robot’s development, the next step is to identify the context
in which the robot is intended to be used, e.g., agriculture,
defense, or healthcare. Such a specification also acts to
define (and in some instances limit) the scope of actors
able to take responsibility. For example, robots bought and
used in a healthcare context may demand responsibility
from individuals related to hospital administration, insurance
companies, the FDA/EMA, and/or other related institutions.
In another context of use—for example agriculture—
different stakeholders, like farmers, may be introduced. If
the robot is still early on in the experimental stages and is
not yet commercially available, companies may be working
closely with farmers to understand their specific needs and
farmers may have a moral (not a legal) responsibility to assist
in this process. Once the robot is commercially available, as
in the case with robots for milking cows, feeding livestock,
or cleaning stalls, farmers may no longer be responsible for
providing insights into their daily needs, but they may be
responsible for providing feedback on the efficacy, safety, or
data security measures of the robot.
Fourth, one should identify the robot’s mode of acquisi-
tion. Many robots used in an academic context are off-the-
shelf products made and tested in industry, e.g., the Nao
and Pepper platforms of Softbank. If one were to consider
the ethical concern of e-waste, it seems beyond the limits
of academics to be held responsible for this when they are
not themselves making the robot and, even worse, have no
environmentally sustainable alternative. In such instances, it
would seem adequate to hold industry responsible for sus-
tainability issues related to the robots made for study within
academia. If, however, there weremultiple robotics platforms
available, one of which is a sustainably sourced one, then
it seems appropriate to hold academics responsible for the
purchasing of sustainable products. The same considerations
hold for companies or NGOs who purchase off-the-shelf
robots for their own use, e.g., grocery stores that are buying
robots to implement in their warehouses and distribution
centers. In the case of companies making and distributing
their own robots to consumers/users, these companies have
a responsibility to search for sustainable avenues of doing so
(e.g., percentage of recycled plastics, minerals sourced for
the batteries coming from certified mines).
In short, the framework presented here is meant to create
a procedure for assigning responsibilities to the variety of
actors involved in robot R & D, purchasing, implementation,
and regulation of robots. At each stage of the framework one
is called upon to list all possible responsible individuals for
the ethical issue in question and to refine this list at each
of the subsequent stages. By engaging in this framework in
this way, one is then able to define the scope of individuals
within organizations who bear responsibility for the conse-
quences of the ethical issue at stake (whether in the design,
development, use, implementation, and/or regulation). De-
pending on the ethical issue, the sector, context, and type of
robot, the individual who should be assigned responsibility
may change. In some instances, it may be developers of
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robots that bear responsibilities (e.g., companies making
robots responsible for reducing e-waste concerns in their
production or procurement officers responsible for providing
alternatives to small start-up companies) whereas in other
instances it may be the ones purchasing the robots that bear
responsibilities (e.g., consumers or companies using robots
in their retail processes may be responsible for purchasing
sustainable robots). In other instances, it may be the policy
makers responsible for developing governance tools to facil-
itate sustainable development of robots through the creation
of subsidies to companies, laws to prevent the breaking of
International e-waste treaties, and guidelines to show support
for the responsible development of robots.
What’s Missing in This Framework: Necessary
But Not Sufficient for Labelling “Responsible
Robotics”
There are two main criticisms of the work I have presented
here: first, distinguishing between “should” questions and
“how should” questions. The second being the need for
broader policy and infrastructure questions. Neither one of
these criticisms takes away from the content presented but
each should be acknowledged nonetheless.
First, each of the alternative laws of responsible robotics,
along with the responsibility attribution framework presented
here, presume that the robot in question should be made and
the challenge lies in teasing out how the robot should be
made or in assigning a responsible individual for mitigating
an ethical concern. However, responsible robotics must also
be about questioning the very application of a robot. A robot
for babysitting children may fit all ISO/FDA standards, it
may achieve smooth transfer of autonomy, it may be designed
with clear expectations of accountability and chains of re-
sponsibility to avoid the problem of many hands, and yet
these criteria do not address the question of whether or not
the robot should be made and/or used in the first place. Such
a “babysitting” robot could erode bonds between parents and
children over time or drastically change the socialization of
children and for these reasons be considered unethical to
develop and/or use no matter the production process. Thus,
the framework presented here may be considered a necessary
criterion of responsible robotics but by no means sufficient to
claim responsible robotics.
Second, a big question missing here is: who does the
assigning of responsible individuals? This is precisely where
ethics meets policy as the responsibility infrastructure I am
envisioning here will extend far outside an organization and
into the realm of developer, implementer, and user. Who will
determine the responsible individual (and the determinants
of such a role) and who will make the responsible party do
the work of being responsible are questions inviting answers
from the policy making space.
Concluding Remarks: WhyWe Need
a Framework for Responsible Robotics
Robotics has come a long way in the last decades. Improve-
ments in technology allow already innovative robots to do
even more than they once could. For example, robots now
work in factories alongside humans (i.e., cobots) rather than
behind cages as they originally did. Financially speaking,
robot sales reportedly increase every year. According to the
International Federation of Robotics “in 2017, [industrial]
robot sales increased by 30% to 381,335 units, a new peak for
the fifth year in a row” (IFR n.d.-a: 13) and “the total number
of professional service robots sold in 2017 rose considerably
by 85% to 109,543 units up from 59,269 in 2016. The
sales value increased by 39% to US$ 6.6bn” (IFR n.d.-b:
11). Globally speaking, “Robotics investments in December
2018 totaled at least $652.7 million worldwide with a total
of 17 verified transactions” (Crowe 2019). With continued
investments in robotics, it seems likely that such trends will
continue. The question to ask is how to design and develop
this technology in a way that pays tribute to societal values,
resists the urge to exacerbate existing ethical problems (such
as environmental sustainability), and proceeds in a resilient
manner to navigate unknown ethical issues as they are re-
vealed.
If robotics is truly to succeed in making our world a
better place, the public must be able to place their trust
in the designers, developers, implementers, and regulators
of robot technologies. To do this, we must engage in the
responsible research and innovation of robot development
processes and the robots that result from these processes;
we need responsible robotics. The three alternative laws of
responsible robotics by Murphy and Wood play a formidable
contribution to the discussion on responsible robotics; how-
ever, they repeat the difficulty that Asimov introduced, that
is, laws in general in the robotics space, whether they are
for the robot or for the roboticist (or any other actor in
the design process), are incomplete when put into practice.
The proposal here is to extend the three alternative laws
of responsible robotics into a more robust framework for
responsibility attribution as part of the responsible robotics
goal. Such a framework is meant to draw attention to the
network of actors involved in robot design and development,
and to the differences in kinds of responsibility that each of
these actors (either individuals or organizations) may have.
The responsibility attribution framework requires identifi-
cation of various factors: the type of robot, the stage of robot
development, the intended sector of use, and the manner of
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robot acquisition. Identifying these details in a step-by-step
manner allows one to land on the stakeholder deserving of
responsibility. With this in mind, one must carefully con-
sider the kind of ethical issue (or societal value) in question
and determine the kind of responsibility attributed to said
actor(s). Such a framework rests on four starting assumptions
related to the definition and concept of responsible robotics:
(1) Responsibility of humans (and not robots) involved in
the creation and use of robots; (2) Responsibility understood
as a vast concept with various distinctions; (3) Robotics
understood as a process with various stages of development
for which different actors will bear different responsibilities;
(4) An understanding of the impact of robots on systems
rather than ending at the human–robot interaction.
The question of how to make robotics in a responsible
way and what such products would look like is colossal—
impossible to answer in one paper. This paper was meant to
open the door for the discussion of a framework to encourage
analysis allowing one to arrive at a decision concerning who
is responsible for mitigating or solving a particular ethi-
cal/societal issue. In short, the phrase responsible robotics
follows from the recognition of robotics as a social exper-
iment and is meant to convey that the robotics experiment
be done responsibly. It is directed at the people who design,
develop, regulate, implement, and use the entire range of
robotics products. It is, furthermore, about ensuring that
those people are responsible for proactively assessing and
taking actions, which ensures that robotics products respect
important societal values.
References
Anderson, M., & Anderson, S. L. (2011). Machine ethics. Cambridge:
Cambridge UP.
Asimov, I. (2004). Runaround. In I. Asimov (Ed.), I, Robot (pp. 25–45).
New York: Random House.
Chow, J. C. (2012). The case for humanitarian drones. Avail-
able via OpenCanada. Retrieved February 28, 2020, from https://
www.opencanada.org/features/the-case-for-humanitarian-drones/
Crowe, S. (2019). Robotics investments recap: December 2018. Avail-
able via The Robot Report. Retrieved May 7, 2019, from https://
www.therobotreport.com/robotics-investments-recap-december/
European Commission. (2012). Responsible research and innovation:
Europe’s ability to respond to societal challenges. London: E Union.
European Commission. (2014). Rome declaration on responsible
research and innovation in Europe. London: E Union.
Available via European Commission. Retrieved February
28, 2020, from https://ec.europa.eu/research/swafs/pdf/
rome_declaration_RRI_final_21_November.pdf.
Feinberg, J. (1988). Responsibility for the future. Philosophy Research
Archives, 14, 93–113. https://doi.org/10.5840/pra1988/19891427.
Friedman, B. (1996). Value-sensitive design. Interactions, 3(6), 16–23.
https://doi.org/10.1145/242485.242493.
Friedman, B., Hendry, D., Huldtgren, A., Jonker, C., van den Hoven,
J., & van Wynsberghe, A. (2015). Charting the next decade for value
sensitive design.Aarhus Series on Human Centered Computing, 1(1),
4. https://doi.org/10.7146/aahcc.v1i1.21619.
Gilman, D., & Easton, M. (2014). Unmanned aerial vehicles in human-
itarian response. Occasional Policy Paper 010. Available via United
Nations Office for the Coordination of Humanitarian Affairs. Re-
trieved February 28, 2020, from https://docs.unocha.org/sites/dms/
Documents/Unmanned%20Aerial%20Vehicles%20in%20 Humani-
tarian%20Response%20OCHA%20July%202014.pdf
Hart, H. L. A. (2008). Punishment and responsibility: Essays in the
philosophy of law. Oxford: Oxford UP.
Himma, K. E. (2009). Artificial agency, consciousness, and the criteria
for moral agency: What properties must an artificial agent have to
be a moral agent? Ethics and Information Technology, 11(1), 19–29.
https://doi.org/10.1007/s10676-008-9167-5.
IFR. (n.d.-a). Executive summary world robotics 2018
industrial robots. Available via IFR. Retrieved May
7, 2019, from https://ifr.org/downloads/press2018/
Executive_Summary_WR_2018_Industrial_Robots.pdf
IFR. (n.d.-b). Executive summary world robotics 2018
service robots. Available via IFR. Retrieved May
7, 2019, from https://ifr.org/downloads/press2018/
Executive_Summary_WR_Service_Robots_2018.pdf
Johnson, D. G. (2015). Technology with no human responsibility?
Journal of Business Ethics, 127(4), 707–715. https://doi.org/10.1007/
s10551-014-2180-1.
Lenk, H., &Maring, M. (2001). Responsibility and technology. In A. E.
Auhagen & H.-W. Bierhoff (Eds.), Responsibility: The many faces of
a social phenomenon (pp. 93–108). London: Routledge.
Levy, D. (2008). Love and sex with robots: The evolution of human-robot
relationships. New York: Harper Perennial.
Miller, S. (2006). Collective moral responsibility: An individualist
account. Midwest Studies in Philosophy, 30(1), 176–193. https://
doi.org/10.1111/j.1475-4975.2006.00134.x.
Murphy, R. (2014). Disaster robotics. Cambridge, MA: MIT Press.
Murphy, R., & Woods, D. (2009). Beyond Asimov: The three laws of
responsible robotics. IEEE Intelligent Systems, 24(4), 14–20. https:/
/doi.org/10.1109/MIS.2009.69.
Nagenborg, M., Capurro, R., Weber, J., & Pingel, C. (2008). Ethical
regulations on robotics in Europe. AI & Society, 22(3), 349–366.
https://doi.org/10.1007/s00146-007-0153-y.
Newton, C. (2019). Bodies in Seats: At Facebook’s worst-performing
content moderation site in North America, one contractor has died,
and others say they fear for their lives. Available via The Verge.
Retrieved April 30, 2020, from https://www.theverge.com/2019/6/
19/18681845/facebook-moderator-interviews-video-trauma-ptsd-
cognizant-tampa
Palm, E., & Hansson, S. O. (2006). The case for ethical technology
assessment (eTA). Technological Forecasting and Social Change,
73(5), 543–558. https://doi.org/10.1016/j.techfore.2005.06.002.
Schot, J., & Rip, A. (1997). The past and future of constructive tech-
nology assessment. Technological Forecasting and Social Change,
54(2–3), 251–268. https://doi.org/10.1016/S0040-1625(96)00180-1.
Sharkey, A. (2014). Robots and human dignity: A consideration of
the effects of robot care on the dignity of older people. Ethics
and Information Technology, 16(1), 63–75. https://doi.org/10.1007/
s10676-014-9338-5.
Sharkey, A. (2016). Should we welcome robot teachers? Ethics and
Information Technology, 18, 1–15. https://doi.org/10.1007/s10676-
016-9387-z.
Smith, A. M. (2007). On being responsible and holding responsible. The
Journal of Ethics, 11(4), 465–484. https://doi.org/10.1007/s10892-
005-7989-5.
Sparrow, R., & Sparrow, L. (2006). In the hands of machines? The future
of aged care. Minds and Machines, 16(2), 141–161. https://doi.org/
10.1007/s11023-006-9030-6.
Responsible Robotics and Responsibility Attribution 249
Vallor, S. (2011). Carebots and caregivers: Sustaining the ethical ideal
of care in the twenty-first century. Philosophy and Technology, 24(3),
251–268. https://doi.org/10.1007/s13347-011-0015-x.
van de Poel, I. (2013). Why new technologies should be conceived as
social experiments. Ethics, Policy & Environment, 16(3), 352–355.
https://doi.org/10.1080/21550085.2013.844575.
van de Poel, I., & Sand,M. (2018). Varieties of responsibility: Two prob-
lems of responsible innovation. Synthese. https://doi.org/10.1007/
s11229-018-01951-7.
van de Poel, I., Nihlén Fahlquist, J., Doorn, N., Zwart, S., & Royakkers,
L. (2012). The problem of many hands: Climate change as an exam-
ple. Science and Engineering Ethics, 18(1), 49–67. https://doi.org/
10.1007/s11948-011-9276-0.
van den Hoven, J. (2013). Value sensitive design and responsible in-
novation. In R. Owen, J. Bessant, & M. Heintz (Eds.), Responsible
innovation: Managing the responsible emergence of science and
innovation in society (pp. 75–84). London: Wiley.
van Koughnett, J., Jayaraman, S., Eagleson, R., Quan, D., van Wyns-
berghe, A., & Schlachta, C. (2009). Are there advantages to robotic-
assisted surgery over laparoscopy from the surgeon’s perspective?
Journal of Robotic Surgery, 3(2), 79–82. https://doi.org/10.1007/
s11701-009-0144-8.
van Wynsberghe, A. (2012). Designing robots for care: Care centered
value-sensitive design. Science and Engineering Ethics, 19(2), 407–
433. https://doi.org/10.1007/s11948-011-9343-6.
van Wynsberghe, A. (2013). A method for integrating ethics into the
design of robots. Industrial Robot, 40(5), 433–440. https://doi.org/
10.1108/IR-12-2012-451.
van Wynsberghe, A., & Comes, T. (2019). Drones in humanitarian
contexts, robot ethics, and the human–robot interaction. Ethics and
Information Technology, 22, 43. https://doi.org/10.1007/s10676-019-
09514-1.
van Wynsberghe, A., & Gastmans, C. (2008). Telesurgery: An ethical
appraisal. Journal of Medical Ethics, 34(10), e22. https://doi.org/
10.1136/jme.2007.023952.
van Wynsberghe, A., & Li, S. (2019). A paradigm shift for robot ethics:
From HRI to human–robot–system interaction (HRSI). Medicolegal
and Bioethics, 9, 11–20. https://doi.org/10.2147/MB.S160348.
van Wynsberghe, A., & Robbins, S. (2014). Ethicist as designer: A
pragmatic approach to ethics in the lab. Science and Engineering
Ethics, 20(4), 947–961. https://doi.org/10.1007/s11948-013-9498-4.
Watson, G. (2004). Reasons and responsibility. In G. Watson (Ed.),
Agency and answerability: Selected essays (pp. 289–317). Oxford:
Oxford UP.
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.
org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a
credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.




Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
Curbing Lethal Autonomous Weapon Systems: An Early Effort at Regulating AI . . . . . . . . . . . . . . . 252
Can We Ever Hope to Regulate and Govern AI? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
Governments Are Stepping Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
The European Union: “Placing the Power of AI at the Service of Human Progress” . . . . . . . . . . . . . 255
Ethical AI—The New Corporate Buzz Phrase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
A Paradigm Shift Is Emerging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
Could There Be a Role for International Organizations or Institutions? . . . . . . . . . . . . . . . . . . . . . . . . 257
Summing Up: 15 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
Abstract
Awareness that AI-based technologies have far outpaced
the existing regulatory frameworks have raised challeng-
ing questions about how to set limits on the most danger-
ous developments (lethal autonomous weapons or surveil-
lance bots, for instance). Under the assumption that the
robotics industry cannot be relied on to regulate itself,
calls for government intervention within the regulatory
space—national and international—have multiplied. The
various approaches to regulating AI fall into two main
categories. A sectoral approach looks to identify the so-
cietal risks posed by individual technologies, so that pre-
ventive or mitigating strategies can be implemented, on
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the assumption that the rules applicable to AI, in say
the financial industry, would be very different from those
relevant to heath care providers. A cross-sectoral ap-
proach, by contrast, involves the formulation of rules
(whether norms adopted by industrial consensus or laws
set down by governmental authority) that, as the name
implies, would have application to AI-based technologies
in their generality. After surveying some domestic and
international initiatives that typify the two approaches, the
chapter concludes with a list of 15 recommendations to
guide reflection on the promotion of societally beneficial
AI.
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While we think of AI as a phenomenon that has rapidly arisen
over the last few years, we should remember that it was
already 80 years ago that Alan Turing laid down the mathe-
matical basis of computation. ARPANET began in 1969, the
Internet Protocol in 1974, and the World Wide Web 30 years
ago, in 1989. Do any of you remember when we first started
to access the internet, with modems? The distinctive whirring
burpy sound they made when connecting—ever so slowly—
to the web? This now seems very quaint, as the improvements
in speed and performance, as well as the cost reductions in
memory and information technology, have made possible the
enormous expansion of data that now fuels the engine of
global growth.
Harnessing AI has challenges and opportunities in many
areas and domains: technical, ethical, political, social, and
cultural. These are accompanied by the need for accountabil-
ity, algorithmic explainability, and even legal liability. If we
do not understand how a system works, then it blurs lines
of who can or who should be responsible for the outcome
or the process of the decision. Should that be the innovator?
The regulator? The operator? And how can both policy-
makers and the public trust technologywhen it is not properly
understood?
These are vexing questions that have been further com-
pounded by the rise in disclosures of data and privacy leaks,
of hacking into sites containing sensitive personal informa-
tion, of spoofing, of selling consumer data without consent
and, to make matters worse, of concealing or delaying dis-
closure of such egregious violations of privacy.
The debate about these issues has become louder and
more polarized; it is pitting powerful companies against
governments and consumers. Scientists are weighing in—
as do employees of technology companies, as we have
seen with Google. Until 2015, Google’s motto was “Don’t
be evil” but it was then changed to “Do the right thing”
within its corporate code of conduct. Swarms of bots, dark
posts, and fake news websites inundate the web, ricochet
around chatrooms, and overwhelm the legitimate media
outlets.
Let us remember just a few recent events: in the US pres-
idential elections in 2016, Russia supported one candidate
(who subsequently won) by waging a campaign with paid
advertisements and fake social media accounts that contained
polarizing content. Concerns also abound in China about
millions of cameras deployed with face recognition software
which record streams of data about citizens. In India, it was
1This chapter is based on an earlier version presented at the
Pontifical Academy of Sciences in May 2019 that was also placed
on the website https://www.united-europe.eu/2019/05/angela-kane-
regulating-ai-considerations-that-apply-across-domains/
reported that the “fake news problem plagues several popular
social networks” (Metha 2019) by spreading misinformation,
doctored photos and videos which resulted in several cases of
killing and even lynching.
More and more thoughtful questions about social plat-
forms are being asked that do not lend themselves to easy
answers. Technology companies are coming under increas-
ing scrutiny, as they are seen to be operating without ac-
countability. Facebook CEO Mark Zuckerberg testified in
US Congress on efforts to address privacy issues and data
sharing, but subsequent Facebook data leaks showed that
his assurances to prevent a recurrence were hollow. Talking
about regulation, he said: “My position is not that there
should be no regulation. I think the real question is, as the
internet becomes more important in people’s lives, is what
is the right regulation, not whether there should be or not”
(Zuckerberg in Watson 2018).
In October 2019, responding to concerns that the social
network has too much power to shape political and social
issues, Zuckerberg pushed back against criticism that Face-
book was not doing enough to combat hate speech, misinfor-
mation, and other offensive content, by opining that people
in a democracy did not want a private company censoring
the news (Wong 2019). Does free speech then allow the
placing of ads with deliberate falsehoods? This question has
taken added relevance, particularly in the run-up to the 2020
presidential elections in the USA where the use of social
media is a prime factor in the campaign.
I will take stock of some of the efforts to address the
attempts to regulate AI and technology, fully aware that
the paper will outdate very quickly, as new initiatives and
considerations are coming up quickly.
Curbing Lethal AutonomousWeapon
Systems: An Early Effort at Regulating AI
In Wikipedia’s definition, artificial general intelligence is
the intelligence of a machine that can understand or learn
any intellectual task that a human being can. Yet while the
jury is still out whether AI will bring enormous benefits to
humanity or bring possible calamity, the applications of AI
abound in a variety of sectors. Deep learning algorithms are
embedded already in our daily life; they are used in social
media, medicine, surveillance, and determining government
benefits, among others. By way of example, let me therefore
look at one of the sectoral approaches, that of using AI in
weapons.
In 2013, a report was published by the United Nations
Special Rapporteur on extrajudicial, summary or arbitrary
execution, Christof Heyns, on the use of lethal force through
what he called “lethal autonomous robotics (LAR).” He
approached the issue from the perspective of protection of
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life during war and peace and made a number of urgent rec-
ommendations to organizations, States, developers of robotic
systems, and nongovernmental organizations.
Following its publication, 16 countries put the questions
related to emerging—or “robotic”—technologies on the
agenda of the Convention on Certain Conventional Weapons
(CCW) in Geneva. The first meetings on these issues took
place in 2014 and they showed that few countries had
developed any policy on the matter. Thematic sessions,
with significant input from AI scientists, academics, and
activists, dealt with legal aspects, ethical and sociological
aspects, meaningful human control over targeting and attack
decisions, as well as operational and military aspects. And
what Christof Heyns had called lethal autonomous robotics
is now referred to as “lethal autonomous weapon systems”
or LAWS. While there is no singularly accepted definition
of LAWS, the term now generally covers a broad array of
potential weapon systems, from fully autonomous weapons
that can launch attacks without any human intervention to
semiautonomous weapons that need human action to direct
or execute a mission.
The first debates were conducted in anOpen-EndedWork-
ing Group, in which any State could freely participate. Yet in
2016, governments decided to form aGroup ofGovernmental
Experts (GGE) to advance the issue. The crucial difference is
that a GGE operates on a consensus basis, which essentially
gives a veto right to any decisions or statements adopted by
the GGE to any one participating State.
Twenty-nine States now openly call for a ban on these
weapons. Austria, Brazil, and Chile have recently proposed
a mandate to “negotiate a legally-binding instrument to en-
sure meaningful human control over the critical functions
of weapon systems,” but the prospects for such a move are
slim. So far, no legally binding or political actions have
been adopted by the Group due to the objections of about
a dozen States: Australia, Belgium, France, Germany, Is-
rael, Republic of Korea, Russian Federation, Spain, Sweden,
Turkey, the United Kingdom, and the United States. These
States argue that concrete action on LAWS is “premature”
and that the Group could instead explore “potential benefits”
of developing and using LAWS.
The opposing positions do not augur well for any leg-
islative progress in the issue of LAWS. Yet the voices in
favor of a total ban are getting louder and louder. Already
in 2015, at one of the world’s leading AI conferences, the
International Joint Conference on Artificial Intelligence (IJ-
CAI 15), an Open Letter from AI & Robotics Researchers—
signed by nearly 4000 of the preeminent scientists such as
Stuart Russell, Yann LeCun, Demis Hassabis, Noel Sharkey,
andmanymany others—and over 22,000 endorsers including
Stephen Hawking, Elon Musk, and Jaan Tallinn, to name just
a few, warned against AI weapons development and posited
that “most AI researchers have no interest in building AI
weapons, and do not want others to tarnish their field by
doing so” (FLI 2015).
The decision by Google to end cooperation with the US
Department of Defense on Project Maven—a minor con-
tract in financial terms—was ended in 2018 due to strong
opposition by Google employees who believed that Google
should not be in the business of war. UN Secretary-General
Guterres, former High Commissioner for Human Rights Zeid
Ra’ad Al Hussein, and Pope Francis have weighed in, calling
autonomous weapons “morally repugnant” and calling for a
ban (UN 2018a).
There are also parliamentary initiatives in capitals. In
April 2018, for example, the Lord’s Select Committee on
AI challenged the UK’s futuristic definitions of autonomous
weapon systems as “clearly out of step” with those of the rest
of the world and demanded that the UK’s position be changed
to align these within a few months.
Yet the Government’s response was limited to one para-
graph which stated that theMinistry of Defense “has no plans
to change the definition of an autonomous system” and notes
that the UK will actively participate in future GGE meetings
in Geneva, “trying to reach agreement (on the definition and
characteristics of possible LAWS) at the earliest possible
stage” (UK Parliament 2018, recommendations 60–61).
Interest in other European parliaments is also high, as
awareness of the issue has grown exponentially. It is the hot
topic of the day.
The European Commission issued a communication in
April 2018 with a blueprint for “Artificial Intelligence for
Europe” (European Commission 2018). While this does not
specifically refer to LAWS, it demands an appropriate ethical
and legal framework based on the EU’s values and in line
with the Charter of Fundamental Rights of the Union.
In July 2018, the European Parliament adopted a resolu-
tion that calls for the urgent negotiation of “an international
ban on weapon systems that lack human control over the
use of force.” The resolution calls on the European Council
to work towards such a ban and “urgently develop and
adopt a common position on autonomous weapon systems”
(European Parliament 2018). In September 2018, EU High
Representative Federica Mogherini told the EU Parliament
that “the use of force must always abide by international law,
including international humanitarian law and human rights
laws. ( . . . ) How governments should manage the rise of AI
to ensure we harness the opportunities while also addressing
the threats of the digital era is one of the major strands of
open debate the EU has initiated together with tech leaders”
(EEAS 2018).
The issue of lethal autonomous weapons has clearly raised
the profile of legislating AI. Advocacy by civil society,
especially the Campaign to Stop Killer Robots, a coalition
of NGOs seeking to pre-emptively ban lethal autonomous
weapons, has been instrumental in keeping the issue promi-
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nent in the media, but this single-issue focus is not easily
replicable in other AI-driven technologies.
CanWe Ever Hope to Regulate and Govern
AI?
Artificial intelligence is a universal subject that breaks down
into many variations and applications. Rather than tackling
AI as a whole, it is easier to address a sector-specific AI
application—like LAWS—than general AI that is broad,
adaptive, and advanced as a human being across a range of
cognitive tasks.
We already have a myriad of automated decision systems
that are being used by public agencies, in criminal justice
systems, in predictive policing, in college admissions, in hir-
ing decisions, and many more. Are these automated decision
systems appropriate? Should they be used in particularly
sensitive domains? How can we fully assess the impact of
these systems? Whose interests do they serve? Are they
sufficiently nuanced to take into account complex social and
historical contexts? Do they cause unintended consequences?
The difficulty in finding answers to these questions is
the lack of transparency and information. Many of these
systems operate in a black box and thus outside the scope
of understanding, scrutiny and accountability. Yet algorithms
are endowed with a specific structuring function, as de-
signed by individuals. The General Data Protection Regu-
lation (GDPR) which the European Union adopted in 2018
includes an “explainability requirement” that applies to AI,
but it is not clear exactly how much.
“Can You Sue an Algorithm for Malpractice?” was the
headline of a magazine article in the USA in 2019 (Forbes
2019). Clearly, algorithms are being litigated, as a 2018
report by the AI Now Institute shows (AI Now 2018a) and
which has resulted already in more study and scrutiny of the
use of such systems across public agencies. Several lawsuits
proved that decision-making formulas were corrupt due to
data entry errors and biased historical data, while aimed to
produce cost savings or to streamline work without assess-
ment how they might harm vulnerable populations. While
this showed the limits of AI use in public policy, it is clear that
lawsuits set precedent in law but cannot establish regulations
and the rule of law.
But if the litigation shows us anything, it is that AI-driven
technology has become an important issue for people and
for governments. In response, we are seeing two distinct
trends:
• The AI and tech industry have become a hub for ethics
advisory boards and related efforts to buff their credentials
in what I would call “responsible AI”.
• Private organizations have been established like Partner-
ship for AI (mission: to benefit people and society), or
Open AI (mission: to ensure that artificial general intel-
ligence benefits all of humanity).
• Academic institutions—such as New York University—
have set up institutes like AI Now, a research institute ex-
amining the social implications of AI; the Massachusetts
Institute of Technology (MIT) conducts a project on AI
Ethics and Governance to support people and institutions
who are working to steer AI in ethically conscious direc-
tions.
• Workshops and conferences with a range of tech and non-
tech stakeholders are being organized to debate the scope
of the challenges as well as exploring solutions.
Governments Are Stepping Up
The second trend is the increasing focus by Governments
on the disruption by artificial intelligence and the search for
shaping the ethics of AI. Let me mention some statements by
leaders.
When Russian President Putin in 2018 said to a group of
school children that “whoever controls AI, will become the
ruler of the world,” it made headlines. China’s blueprint—
issued in 2017 and called the “New Generation Artificial In-
telligence Development Plan”—outlined China’s strategy to
become the world player in AI by 2030. The Plan barelymen-
tions information on laws, regulations, and ethical norms,
since China’s authoritarian approach is less restrained by
attention to values and fundamental rights as well as ethical
principles such as accountability and transparency. In the
3 years since its publication, China is already starting to
overtake the USA as the leader in AI.
In Europe, French President Macron in 2018 called the
technological revolution that comes with AI “in fact a politi-
cal revolution,” and said that in shaping how AI would affect
us, you have to be involved at the design stage, and set the
rules (italics added). He committed the French government
to spend Euro 1.5 billion over 5 years to support research
in the field, encourage startups, and collect data that can be
used, and shared, by engineers.
A French data protection agency (Commission Nationale
de l’Informatique et des Libertés, CNIL) issued a 75-page
report in December 2017 about the results of a public de-
bate about AI, algorithms, ethics, and how to regulate it.
The report set out six areas, which predominate the ethical
dilemmas:
1. Autonomous machines taking decisions
2. Tendencies, discrimination and exclusion which are pro-
grammed, intentionally or unintentionally
3. Algorithmic profiling of people
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4. Preventing data collection for machine learning
5. Challenges in selecting data of quality, quantity, and rele-
vance
6. Human identity in the age of artificial intelligence
Recommendations made in the report primarily focus on
the individual by urging enhanced information and education
but also request private industry to focus on ethics by estab-
lishing ethics committees and an ethics code of conduct or an
ethics charter (CNIL 2017).
In the UK, the House of Lords Select Committee on
Artificial Intelligence issued a report in April 2018 with the
catchy title “AI in the UK: ready, willing and able?” The
report was based on extensive consultations and contains an
assessment of the current state of affairs as well as numerous
recommendations on living with AI, and on shaping AI
(House of Lords Artificial Intelligence Committee 2018).
The 183-page report has only two paragraphs on “regu-
lation and regulators” which state that “Blanket AI-specific
regulation, at this stage, would be inappropriate. We believe
that existing sector-specific regulators are best placed to
consider the impact on their sectors of any subsequent regu-
lation which may be needed” (emphasis added). It also urges
the Government Office for AI to “ensure that the existing
regulators’ expertise is utilized in informing any potential
regulation that may be required in the future” and foresees
that “the additional burden this could place on existing reg-
ulators could be substantial,” recommending adequate and
sustainable funding (House of Lords Artificial Intelligence
Committee 2018: 386–387). In its final paragraphs, the report
refers to the preparation of ethical codes of conduct for the
use of AI by “many organizations” and recommends that a
cross-sectoral ethical code of conduct—suitable for imple-
mentation across public and private sector organizations—
be drawn up ( . . . ) with a sense of urgency. “In time, the
AI code could provide the basis for statutory regulation, if
and when this is determined to be necessary” (House of
Lords Artificial Intelligence Committee 2018: 420, emphasis
added).
In June 2018, the Government issued a 42-page response
to the House of Lords’ report. As to paragraph 386 (no blan-
ket AI-specific regulation needed), the Government agreed
with the recommendation. It stated its commitment to work
with businesses to “develop an agile approach to regulation
that promotes innovation and the growth of new sectors,
while protecting citizens and the environment” (UK Parlia-
ment 2018). It further promises horizon-scanning and identi-
fying the areas where regulation needs to adapt to support
emerging technologies such as AI and the establishment
of a Centre for Data Ethics and Innovation that “will help
strengthen the existing governance landscape” (UK Parlia-
ment 2018: 108). Yet the Centre—established late last year—
has only an advisory function, promoting best practices and
advising how Government should address potential gaps in
the regulatory landscape.
Other European countries also addressed AI. Sweden
published a report in May 2018 on its National Approach
(a digestible 12 pages) which highlights the Government’s
goals to develop standards and principles for ethical, sus-
tainable, and safe AI, and to improve digital infrastructure to
leverage opportunities in AI. Finland was a bit ahead of the
curve, issuing its first report on “Finland’s Age of Artificial
Intelligence” already in December 2017, but none of its eight
proposals deal with rules and regulations.
Germany issued a 12-point strategy (“AI Made in
Germany—a seal of excellence”), which focuses on making
vast troves of data available to German researchers and
developers, improves conditions for entrepreneurs, stops the
brain drain of AI experts, and loosens or adapts regulation in
certain areas. But it also heavily emphasizes the rights and
advantages of AI for the citizens and underlines the ethical
and legal anchoring of AI in Europe.
The European Union: “Placing the Power
of AI at the Service of Human Progress”
Finally, let me focus on the European Union which in April
2018 issued “AI for Europe: Embracing Change” (European
Commission 2018). This was the launch of a European
Initiative on AI with the following aims:
1. Boost the EU’s technological and industrial capacity and
AI uptake across the economy
2. Prepare for socio-economic change
3. Ensure an appropriate ethical and legal framework
Under these three headings, ambitious plans were laid
out, both in financial terms (stepping up investments) and in
deliverables, with time lines until the end of 2020.
Let us not forget that the General Data Protection Reg-
ulation (GDPR) came into force the same year. While this
regulation imposes a uniform data security law on all EU
members, it is important to note that any company that
markets good and services to EU residents, regardless of its
location, is subject to the regulation. This means that GDPR
is not limited to EU member states, but that it will have a
global effect.
One of the deliverables was the setting up of an Inde-
pendent High-Level Expert Group on Artificial Intelligence2
which was asked to draft AI ethics guidelines and through an
online framework called the European AI Alliance reached
out to stakeholders and experts to contribute to this effort.
2Full disclosure: I was a reserve member of the High-Level Expert
Group and participated in several of their meetings.
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The draft ethics guidelines were issued in December 2018
and received over 500 comments, according to the EU. What
resulted were the “Ethics Guidelines for Trustworthy AI,”
issued in April 2019, which defines trustworthy AI as fol-
lows: “(It) has three components: (1) it should be lawful,
ensuring compliance with all applicable laws and regula-
tions (2) it should be ethical, demonstrating respect for,
and ensure adherence to, ethical principles and values and
(3) it should be robust, both from a technical and social
perspective since, even with good intentions, AI systems can
cause unintentional harm. Trustworthy AI concerns not only
the trustworthiness of the AI system itself but also comprises
the trustworthiness of all processes and actors that are part
of the system’s life cycle.”
The Guidelines then list seven essentials for achieving
trustworthy AI:
1. Human agency and oversight
2. Robustness and safety
3. Privacy and data governance
4. Transparency
5. Diversity, non-discrimination, and fairness
6. Societal and environmental well-being
7. Accountability
Again, the Guidelines are currently in a pilot phase for
more time to receive feedback and to ensure that they can
be issued by the end of 2019 and then implemented—which
is expected in 2020 (European Commission 2019). At the
same time, the EUCommission wants to bring their approach
to AI ethics to the global stage: “because technologies, data
and algorithms know no borders.” Following the G7 summit
in Canada in December 2018, where AI was prominently
featured, the EU wants to strengthen cooperation with other
“like-minded” countries like Canada, Japan, and Singapore,
but also with international organizations and initiatives like
the G20 to advance the AI ethics agenda.
Before we break out the champagne in celebration of
the ethics guidelines, let me mention one dissenting voice
from the High-Level Group: ThomasMetzinger, Professor of
Theoretical Philosophy in Germany, wrote a scathing article
entitled “Ethics washing made in Europe” in which he called
the Trustworthy AI story “a marketing narrative invented
by industry, a bedtime story for tomorrow’s customers.”
The narrative, he claimed is “in reality, about developing
future markets and using ethics debates as elegant public
decorations for a large-scale investment strategy” (Metzinger
2019). Metzinger (2019) considers that “industry organizes
and cultivates ethical debates to buy time—to distract the
public and to prevent or at least delay effective regulation
and policy-making. And politicians like to set up ethics
committees because it gives them a course of action when,
given the complexities of the issues, they simply don’t know
what to do.” Interestingly, he also mentions the use of lethal
autonomous weapon systems as one of the “Red Lines,” the
non-negotiable ethical principles—which I outlined at the
beginning of this paper.
Ethical AI—The New Corporate Buzz Phrase
I agree that the jury on the EU Ethics Guidelines is still
out, but the criticism of major tech companies and academic
ethics boards, especially in the USA, is very strong. Many
tech companies have recently laid out ethical principles to
guide their work on AI. Major companies like Microsoft,
Facebook, and Axon (which makes stun guns and body cam-
eras for police departments), all now have advisory boards on
the issue. Amazon recently announced that it is helping fund
research into “algorithmic fairness,” and Salesforce employs
an “architect” for ethical AI practice, as well as a “chief
ethical and human use” officer. More examples could be
cited.
Yet are these actions designed primarily to head off new
government regulations? Is it a fig leaf or a positive step?
“Ethical codes may deflect criticism by acknowledging that
problems exist, without ceding any power to regulate or trans-
form theway technology is developed and applied,”wrote the
AI Now Institute, a research group at New York University,
in a 2018 report. “We have not seen strong oversight and
accountability to backstop these ethical commitments” (AI
Now 2018b).
The boards are also seen to mirror real-world inequality
(mostly white men, very few women, few or no people of
color or minorities) (see Levin 2019) or to have members
who do not represent ethical values. The establishment of
an ethics board by Google (actually called Advanced Tech-
nology External Advisory Council, ATEAC) lasted barely a
week before it was disbanded amid great controversy.
The Google debate shows that discussing these issues in
the public eye also invites public scrutiny. While I consider
it positive that private industry is studying the issues and
inviting views on company ethics, it is ultimately the CEO
who gets to decide which suggestions on AI ethics would be
incorporated into what are essentially business decisions. A
company is clearly more concerned with the financial bottom
line rather than sacrificing profit for ethical positions taken by
an external advisory board, as there is no legal obligation to
follow what are well-intentioned recommendations.
So the issue revolves around accountability, and in my
view, government regulation will be needed to enforce it.
Doteveryone, a UK organization (mission: Responsible
Technology for a Fairer Future), issued a report entitled
“Regulating for Responsible Technology” (Miller et al.
2018) which calls for a new independent regulatory body
with three responsibilities:
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1. Give regulators the capacity to hold technology to ac-
count.
2. Inform the public and policy-makers with robust evidence
on the impacts of technology.
3. Support people to seek redress from technology-driven
harms.
In addition to outlining that we currently have a “system
in need of a steward,” the organization also has a directory
of regulation proposals in the UK to which it invites users
to update (Doteveryone not dated). More surveys of such
proposals might be very helpful in determining how best to
go forward.
We should, however, also look at “soft law” which are
substantive expectations that are not directly enforceable,
as opposed to “hard law” which are legally enforceable
requirements imposed by governments. As outlined by Wal-
lach and Marchant, soft law includes voluntary programs,
standards, codes of conduct, best practices, certification pro-
grams, guidelines, and statements of principles (Wallach and
Marchant 2019). As an example of soft law being turned
into hard law, they cite the Future of Life Institute Asilomar
Principles (FLI 2017) adopted in 2017 as a soft law tool for
AI governance, which have now been adopted by the State of
California into its statutory law.
A Paradigm Shift Is Emerging
I believe one of the problems of the EU’s High-Level Expert
Group on AI is that it tries to be all-comprehensive and
therefore tends towards more general and lofty declarations
rather than be prescriptive in application. As I noted at the
beginning of this paper, it is easier to address regulation in
one aspect of AI rather than the entire gamut of applications.
Let me focus on one such aspect that has started to capture
attention in a major way: facial recognition and the pervasive
use of cameras.
The Turing Award has been given to three preeminent
computing scientists for their work on neural networks
which has, inter alia, accelerated the development of face-
recognition services. Yet they—together with some two
dozen prominent AI researchers—have signed a letter to
Amazon to stop selling its face-recognition technology
(called “Rekognition”) to law enforcement agencies because
it is biased against women and people of color.
Facial recognition technology (FRT) has been used by
government agencies, by retail industry, by Facebook with
its millions of users posting photographs. In China, more
than 176 million CCTV cameras are used for street mon-
itoring and policing as well as in “cashless” stores and
ATMs:where does consumer assistance start and surveillance
begin?
Despite some positive aspects (reuniting missing children
in India), there are major concerns about how to protect the
privacy of those whose data is collected. With an industry
quickly mushrooming to an estimated more than $10 billion
in the next few years, alarms are beginning to sound about the
lack of governmental oversight and the stealthy way it can be
used to collect data on crowds of people—aswe learnedwhen
it was revealed that the musician Taylor Swift had deployed
FTR during her performances to root out stalkers. But is the
technology only used for security?
Containing FTR is easier in Europe, where strict privacy
laws are being enforced with the GDPR, but in other coun-
tries (and continents) no regulations exist. Yet even here in
Europe people are warning against the “surveillance state.”
Looking at the increasing coverage and discussion of FTR,
I am of the opinion that this will be one area of focus for
regulation in the near future.
Could There Be a Role for International
Organizations or Institutions?
UN Secretary-General Antonio Guterres weighed in on AI in
July 2018, stating that “the scale, spread and speed of change
made possible by digital technologies is unprecedented, but
the current means and levels of international cooperation are
unequal to the challenge (UN 2018b).” He set up a High-
Level Panel on Digital Cooperation, with Melinda Gates and
Jack Ma as Co-Chairs, and 18 additional members serving in
their individual capacity. Their task was to submit a report
by mid-2019—contributing to the broader public debate—
which identified policy, research, and information gaps, and
made proposals to strengthen international cooperation in the
digital space.
The Panel has reached out and sought comments on their
efforts from people all over the world, conducting a “global
dialogue” to assist in reaching their final conclusions. Of
course, it is important to bring this discussion to all member
states, many of which do not have the capacity to harness
new technology and lack a sophisticated understanding of the
matter. It is also important for the Organization to embed this
report in the universal UN values, and to consider practical
ways to leverage digital technologies to achieve the Sustain-
able Development Goals.
The report—called “TheAge ofDigital Interdependence”—
emphasizes the importance of fostering greater inclusivity
and trust online and sets out recommendations for potential
models of cooperation, yet the report is more of a summary
overview of the current state of affairs rather than a model
for implementation of ideas and suggestions (UN Secretary
General 2019). It is vague how the report’s wide-sweeping
recommendations will be applied, and there appears no direct
follow-up.
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What is missing, in my opinion, is to take stock
of existing—and emerging—normative, regulatory, and
cooperative processes. I would not expect the UN to set
rules and standards, but to have an inventory of the current
state of affairs would be very valuable for national efforts to
build on.
Past efforts by UN high-level panels have had mixed
success. Despite the enormous work that goes into reports
by high-ranking participants, their recommendations have
at times been taken note of, politely debated—and then
disappeared into a drawer without seeing implementation.
Let us hope that the prominent co-chairs of this report will
continue to contribute to a lively open debate and ensure that
the recommendations will see further discussion and follow-
up.
Summing Up: 15 Recommendations
Rapidly emerging technologies—AI and robotics in
particular—present a singular challenge to regulation
by governments. The technologies are owned by private
industry, they advance in the blink of an eye, and they are
not easily understood due to their complexity and may be
obsolete by the time a government has agreed to regulate
them.
This means that traditional models of government regu-
lation cannot be applied. So if not regulation, what can be
done? Here are my proposals:
1. Expand AI expertise so that it is not confined to a
small number of countries or a narrow segment of the
population.
2. Accept that the right decisions on AI technology will
not be taken without strong input from the technologists
themselves.
3. Find therefore a common language for government offi-
cials, policy-makers, and technical experts.
4. Begin dialogue so that (a) policies are informed by
technical possibilities and (b) technologists/experts ap-
preciate the requirements for policy accountability.
5. Discuss how to build a social license for AI, including
new incentive structures to encourage governments
and private industry to align the development and
deployment of AI technologies with the public
interest.
6. Focus on outcome, not process: principles, privacy pro-
tection, digital policy convergence, and differences in
legal and regulatory systems and cultures between the
USA, EU, and China.
7. Establish some “Red Lines”—no-go areas for AI tech-
nology, such as lethal autonomous weapon systems,
AI-supported assessment of citizens by the government
(“social scoring”).
8. Use the strategy of “soft law” to overcome limitations
and challenges of traditional government regulation for
AI and robotics.
9. Discuss the challenges, costs, reliability, and limitations
of the current state of art.
10. Develop strong working relationships, particularly in the
defense sector, between public and private AI develop-
ers.
11. Ensure that developers and regulators pay particular
attention to the question of human-machine interface.
12. Understand how different domains raise different chal-
lenges.
13. Compile a list of guidelines that already exist and see
where there are gaps that need to be filled to offer more
guidance on transparency, accountability and fairness of
AI tools.
14. Learn from adjacent communities (cyber security,
biotech, aviation) about efforts to improve safety and
robustness.
15. Governments, foundations, and corporations should al-
locate funding to develop and deploy AI systems with
humanitarian goals.
I encourage others to add to the list. What is really impor-
tant here is that we come to a common understanding of what
needs to be done. How do we develop international protocols
on how to develop and deploy AI systems? The more people
ask that question, the more debate we have on it, the closer
we will get to a common approach. This is what is needed
more than ever today.
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Abstract
The positive coexistence of humans and AI is possible
and needs to be designed as a system that provides for all
members of society, but one that also uses the wealth gen-
erated by AI to build a society that is more compassionate,
loving, and ultimately human. It is incumbent on us to use
the economic abundance of the AI age to foster the values
of volunteers who devote their time and energy toward
making their communities more caring. As a practical
measure, to protect against AI/robotics’ labor saving and
job displacement effects, a “social investment stipend”
should be explored. The stipend would be given to those
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who invest their time and energy in those activities that
promote a kind, compassionate, and creative society, i.e.,
carework, community service, and education. It would put
the economic bounty generated by AI to work in building
a better society, rather than just numbing the pain of AI-
induced job losses.
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What Does the Future Look Like?1
Artificial intelligence is a technology that sparks the human
imagination. What will our future look like as we come to
share the earth with intelligent machines? Utopians believe
that once AI far surpasses human intelligence, it will provide
us with near-magical tools for alleviating suffering and re-
alizing human potential. In this vision, super-intelligent AI
systems will so deeply understand the universe that they will
act as omnipotent oracles, answering humanity’smost vexing
questions and conjuring brilliant solutions to problems such
as disease and climate change.
But not everyone is so optimistic. The best-known mem-
ber of the dystopian camp is the technology entrepreneur
Elon Musk, who has called super-intelligent AI systems
“the biggest risk we face as a civilization,” comparing their
creation to “summoning the demon” (Kumparak 2014). This
group warns that when humans create self-improving AI
programs whose intellect dwarfs our own, we will lose the
ability to understand or control them.Which vision to accept?
I’d say neither.
They simply aren’t possible based on the technology
we have today or any breakthroughs that might be around
the corner. Both scenarios would require “artificial general
intelligence”—that is, AI systems that can handle the in-
credible diversity of tasks done by the human brain. Making
this jumpwould require several fundamental scientific break-
throughs, each of which may take many decades.
AI Revolution: Advantages and Limits
The AI revolution will be of the magnitude of the Industrial
Revolution—but probably larger and definitely faster. Where
the steam engine only took over physical labor, AI can
perform both intellectual and physical labor. And where the
Industrial Revolution took centuries to spread beyond Europe
and the USA, AI applications are already being adopted
simultaneously all across the world.
AI’s main advantage over humans lies in its ability to
detect incredibly subtle patterns within large quantities of
data and to learn from them.While a human mortgage officer
will look at only a few relatively crude measures when
deciding whether to grant you a loan (your credit score,
income and age), an AI algorithm will learn from thousands
of lesser variables (what web browser you use, how often
you buy groceries, etc.). Taken alone, the predictive power of
each of these is minuscule, but added together, they yield a
1This chapter is adapted from the author’s book AI Superpowers: China,
Silicon Valley and the New World Order (2018a) and the corresponding
website at https://aisuperpowers.com as well as the author’s article in
The Wall Street Journal dating from the same year (Lee 2018b).
far more accurate prediction than the most discerning people
are capable of.
For cognitive tasks, this ability to learn means that com-
puters are no longer limited to simply carrying out a rote
set of instructions written by humans. Instead, they can
continuously learn from new data and perform better than
their human programmers. For physical tasks, robots are no
longer limited to repeating one set of actions (automation) but
instead can chart new paths based on the visual and sensor
data they take in (autonomy).
Together, this allows AI to take over countless tasks across
society: driving a car, diagnosing a disease, or providing cus-
tomer support. AI’s superhuman performance of these tasks
will lead to massive increases in productivity. According to
a June 2017 study by the consulting firm PwC, AI’s advance
will generate $15.7 trillion in additional wealth for the world
by 2030 (PwC 2017). This is great news for those with access
to large amounts of capital and data. It’s very bad news
for anyone who earns their living doing soon-to-be-replaced
jobs.
There are, however, limits to the abilities of today’s AI,
and those limits hint at a hopeful path forward. While AI is
great at optimizing for a highly narrow objective, it is unable
to choose its own goals or to think creatively. And while
AI is superhuman in the coldblooded world of numbers and
data, it lacks social skills or empathy—the ability to make
another person feel understood and cared for. Analogously,
in the world of robotics, AI is able to handle many crude
tasks like stocking goods or driving cars, but it lacks the
delicate dexterity needed to care for an elderly person or
infant.
Jobs at Risk
What does that mean for workers who fear being replaced?
Jobs that are asocial and repetitive, such as fast-food pre-
parers or insurance adjusters, are likely to be taken over in
their entirety. For jobs that are repetitive but social, such as
bartenders and doctors, many of the core tasks will be done
byAI, but there remains an interactive component that people
will continue to perform. The jobs that will be safe, at least
for now, are those well beyond the reach of AI’s capabilities
in terms of creativity, strategy, and sociability, from social
workers to CEOs.
Even where AI doesn’t destroy jobs outright, however, it
will exacerbate inequality. AI is inherently monopolistic: A
company with more data and better algorithms will gain ever
more users and data. This self-reinforcing cycle will lead to
winner-take-all markets, with one company making massive
profits while its rivals languish.
A similar consolidation will occur across professions. The
jobs that will remain relatively insulated from AI fall on op-
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posite ends of the income spectrum. CEOs, home care nurses,
attorneys, and hairstylists are all in “safe” professions, but the
people in some of these professions will be swimming in the
riches of the AI revolution while others compete against a
vast pool of desperate fellow workers.
We can’t know the precise shape and speed of AI’s impact
on jobs, but the broader picture is clear. This will not be the
normal churn of capitalism’s creative destruction, a process
that inevitably arrives at a new equilibrium of more jobs,
higher wages, and better quality of life for all.
Many of the free market’s self-correcting mechanisms
will break down in an AI economy. The twenty-first century
may bring a new caste system, split into a plutocratic AI elite
and the powerless struggling masses.
Recent history has shown us just how fragile our political
institutions and social fabric can be in the face of disruptive
change. If we allow AI economics to run their natural course,
the geopolitical tumult of recent years will look like child’s
play.
On a personal and psychological level, the wounds could
be even deeper. Society has trained most of us to tie our
personal worth to the pursuit of work and success. In the
coming years, people will watch algorithms and robots easily
outmaneuver them at tasks they’ve spent a lifetimemastering.
I fear that this will lead to a crushing feeling of futility and
obsolescence. At worst, it will lead people to question their
own worth and what it means to be human.
Compassion and Love
But in developing a blueprint for human coexistence with
AI, we need to remember that intelligent machines will
increasingly be able to do our jobs and meet our material
needs, disrupting industries and displacing workers in the
process. But there remains one thing that only human beings
are able to create and share with one another: love.
With all of the advances in machine learning, the truth
remains that we are still nowhere near creating AI machines
that feel any emotions at all. Can you imagine the elation
that comes from beating a world champion at the game
you’ve devoted your whole life to mastering? AlphaGo, the
first computer Go program to beat a human professional Go
player, did just that, but it took no pleasure in its success, felt
no happiness from winning, and had no desire to hug a loved
one after its victory. Despite what science-fiction films like
Her—in which a man and his artificially intelligent computer
operating system fall in love—portray, AI has no ability or
desire to love or be loved.
It is in this uniquely human potential for growth, compas-
sion, and love where I see hope. I believe we must forge a
new synergy between artificial intelligence and the human
heart, and look for ways to use the forthcoming material
abundance generated by artificial intelligence to foster love
and compassion in our societies.
If we can do these things, I believe there is a path toward a
future of both economic prosperity and spiritual flourishing.
Navigating that path will be tricky, but if we are able to unite
behind this common goal, I believe humans will not just
survive in the age of AI. We will thrive like never before.
The New Social Contract
The challenges before us remain immense. Within 15 years,
I predict that we will technically be able to automate 40–
50% of all jobs in the United States. That does not mean
all of those jobs will disappear overnight, but if the markets
are left to their own devices, we will begin to see massive
pressure on working people. China and other developing
countries may differ slightly in the timing of those impacts,
lagging or leading in job losses depending on the structures of
their economies. But the overarching trend remains the same:
rising unemployment and widening inequality.
Techno-optimists will point to history, citing the Industrial
Revolution and the nineteenth-century textile industry as
“proof” that things always work out for the best. But as we’ve
seen, this argument stands on increasingly shaky ground.
The coming scale, pace, and skill-bias of the AI revolution
mean that we face a new and historically unique challenge.
Even if the most dire predictions of unemployment do not
materialize, AI will take the growing wealth inequality of the
internet age and accelerate it tremendously.
We are already witnessing the way that stagnant wages
and growing inequality can lead to political instability and
even violence. As AI rolls out across our economies and
societies, we risk aggravating and quickening these trends.
Labor markets have a way of balancing themselves out in
the long run, but getting to that promised long run requires
we first pass through a trial by fire of job losses and grow-
ing inequality that threaten to derail the process. Meeting
these challenges means we cannot afford to passively react.
We must proactively seize the opportunity that the material
wealth of AI will grant us and use it to reconstruct our
economies and rewrite our social contracts. The epiphanies
that emerged from my experience with cancer were deeply
personal, but I believe they also gave me a new clarity and
vision for how we can approach these problems together.
Building societies that thrive in the age of AI will require
substantial changes to our economy but also a shift in culture
and values. Centuries of living within the industrial economy
have conditioned many of us to believe that our primary role
in society (and even our identity) is found in productive,
wage-earning work. Take that away and you have broken
one of the strongest bonds between a person and his or her
community. As we transition from the industrial age to the
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AI age, we will need to move away from a mindset that
equates workwith life or treats humans as variables in a grand
productivity optimization algorithm. Instead, we must move
toward a new culture that values human love, service, and
compassion more than ever before.
No economic or social policy can “brute force” a change in
our hearts. But in choosing different policies, we can reward
different behaviors and start to nudge our culture in different
directions. We can choose a purely technocratic approach—
one that sees each of us as a set of financial andmaterial needs
to be satisfied—and simply transfer enough cash to all people
so that they don’t starve or go homeless. In fact, this notion
of universal basic income (UBI) seems to be becoming more
and more popular these days (Ito 2018). But in making that
choice I believe we would both devalue our own humanity
and miss out on an unparalleled opportunity. Instead, I want
to lay out proposals for how we can use the economic
bounty created by AI to double-down on what makes us
human. Doing this will require rewriting our fundamental
social contracts and restructuring economic incentives to
reward socially productive activities in the same way that
the industrial economy rewarded economically productive
activities.
Market Symbiosis
The private sector is leading the AI revolution, and, in my
mind, it must also take the lead in creating the new, more
humanistic jobs that power it. Some of these will emerge
through the natural functioning of the free market, while
others will require conscious efforts by those motivated to
make a difference.
Many of the jobs created by the free market will grow out
of a natural symbiosis between humans and machines. While
AI handles the routine optimization tasks, human beings will
bring the personal, creative, and compassionate touch. This
will involve the redefinition of existing occupations or the
creation of entirely new professions in which people team
up with machines to deliver services that are both highly
efficient and eminently human. AI will do the analytical
thinking, while humans will wrap that analysis in warmth and
compassion.
A clear example of human-AI symbiosis for the upper-
left-hand quadrant can be found in the field of medicine. I
have little doubt that AI algorithmswill eventually far surpass
human doctors in their ability to diagnose disease and rec-
ommend treatments. Legacy institutions—medical schools,
professional associations, and hospitals—may slow down the
adoption of these diagnostic tools, using them only in narrow
fields or strictly as reference tools. But in a matter of a
few decades, I’m confidentthat the accuracy and efficiency
gains will be so great that AI-driven diagnoses will take over
eventually.
One response to this would be to get rid of doctors entirely,
replacing them with machines that take in symptoms and spit
out diagnoses. But patients don’t want to be treated by a
machine, a black box of medical knowledge that delivers a
cold pronouncement: “You have fourth-stage lymphoma and
a 70 percent likelihood of dying within five years.” Instead,
patients will desire—and I believe the market will create—a
more humanistic approach to medicine.
Traditional doctors could instead evolve into a new pro-
fession, one that I’ll call a “compassionate caregiver.” These
medical professionals would combine the skills of a nurse,
medical technician, social worker, and even psychologist.
Compassionate caregivers would be trained not just in op-
erating and understanding the diagnostic tools but also in
communicating with patients, consoling them in times of
trauma, and emotionally supporting them throughout their
treatment. Instead of simply informing patients of their ob-
jectively optimized chances of survival, they could share
encouraging stories, saying “Kai-Fu had the same lymphoma
as you and he survived, so I believe you can too.”
These compassionate caregivers would not compete with
machines in their ability to memorize facts or optimize treat-
ment regimens. In the long run that’s a losing battle. Com-
passionate caregivers would be well trained, but in activities
requiringmore emotional intelligence, not asmere vessels for
the canon of medical knowledge. They would form a perfect
complement to the machine, giving patients unparalleled
accuracy in their diagnoses as well as the human touch that
is so often missing from our hospitals today. In this human-
machine symbiosis created by the free market, we would inch
our society ahead in a direction of being a little kinder and a
little more loving.
Best of all, the emergence of compassionate caregivers
would dramatically increase both the number of jobs and the
total amount of medical care given. Today, the scarcity of
trained doctors drives up the cost of healthcare and drives
down the amount of quality care delivered around the world.
Under current conditions of supply and demand, it’s simply
not cost-feasible to increase the number of doctors. As a
result, we strictly ration the care they deliver. No one wants
to go wait in line for hours just to have a few minutes with
a doctor, meaning that most people only go to hospitals
when they feel it’s absolutely necessary. While compas-
sionate caregivers will be well trained, they can be drawn
from a larger pool of workers than doctors and won’t need
to undergo the years of rote memorization that is required
of doctors today. As a result, society will be able to cost-
effectively support far more compassionate caregivers than
there are doctors, and we would receive far more and better
care.
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Human-AI coexistence in the labor market. Source: Lee (2018b: 211)
Similar synergies will emerge in many other fields: teach-
ing, law, event planning, and high-end retail. Paralegals at law
firms could hand their routine research tasks off to algorithms
and instead focus on communicating more with clients and
making them feel cared for. AI-powered supermarkets like
the Amazon Go store may not need cashiers anymore, so
they could greatly upgrade the customer experience by hiring
friendly concierges.
For those in professional sectors, it will be imperative that
they adopt and learn to leverage AI tools as they arrive. As
with any technological revolution, many workers will find
the new tools both imperfect in their uses and potentially
threatening in their implications. But these tools will only
improve with time, and those who seek to compete against
AI on its own terms will lose out. In the long run, resistance
may be futile, but symbiosis will be rewarded.
Finally, the internet-enabled sharing economy will con-
tribute significantly to alleviating job losses and redefining
work for the AI age. We’ll see more people step out of
traditional careers that are being taken over by algorithms,
instead using new platforms that apply the “Uber model” to
a variety of services. We see this already in Care.com,2 an
online platform for connecting caregivers and customers, and
I believe we will see a blossoming of analogous models in
education and other fields. Manymass-market goods and ser-
vices will be captured by data and optimized by algorithms,
but some of the more piecemealor personalized work within
2https://en.wikipedia.org/wiki/Care.com
the sharing economy will remain the exclusive domain of
humans.
In the past, this type of work was constrained by the bu-
reaucratic costs of running a vertical company that attracted
customers, dispatched workers, and kept everyone on the
payroll even when there wasn’t work to be done. The plat-
formatization of these industries dramatically increases their
efficiency, increasing total demand and take-home pay for
the service workers themselves. Adding AI to the equation—
as ride-hailing companies like Didi and Uber have already
done—will only further boost efficiency and attract more
workers.
New Service Jobs
Beyond the established roles in the sharing economy, I’m
confident we will see entirely new service jobs emerge that
we can hardly imagine today. Explain to someone in the
1950s what a “life coach” was and they’d probably think
you were goofy. Likewise, as AI frees up our time, cre-
ative entrepreneurs and ordinary people will leverage these
platforms to create new kinds of jobs. Perhaps people will
hire “season changers” who redecorate their closets every
few months, scenting them with flowers and aromas that
match the mood of the season. Or environmentally conscious
families will hire “home sustainability consultants” to meet
with the family and explore creative and fun ways for the
household to reduce its environmental footprint.
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But despite all these new possibilities created by profit-
seeking businesses, I’m afraid the operations of the free mar-
ket alone will not be enough to offset the massive job losses
and gaping inequality on the horizon. Private companies
already create plenty of human-centered service jobs—they
just don’t pay well. Economic incentives, public policies,
and cultural dispositions have meant that many of the most
compassion-filled professions existing today often lack job
security or basic dignity.
The U.S. Bureau of Labor Statistics has found that home
health aides and personal care aides are the two fastest
growing professions in the country (Casselman 2017), with
an expected growth of 1.2 million jobs by 2026. But annual
income in these professions averages just over $20,000 (U.S.
Department of Labor 2018, 2019). Other humanistic labors of
love—stay-at-home parenting, caring for aging or disabled
relatives—aren’t even considered a “job” and receive no
formal compensation.
exactly the kinds of loving and compassionate activities
that we should embrace in the AI economy, but the private
sector has proven inadequate so far at fostering them. There
may come a day when we enjoy such material abundance
that economic incentives are no longer needed. But in our
present economic and cultural moment, money still talks.
Orchestrating a true shift in culture will require not just
creating these jobs but turning them into true careers with
respectable pay and greater dignity.
Encouraging and rewarding these prosocial activities
means going beyond the market symbiosis of the private
sector. We will need to re-energize these industries through
service sector impact investing and government policies that
nudge forward a broader shift in cultural values.
Fink’s Letter
When a man overseeing $5.7 trillion speaks, the global busi-
ness community tends to listen. So when BlackRock founder
Larry Fink, head of the world’s largest asset management
company, posted a letter to CEOs demanding greater atten-
tion to social impact, it sent shockwaves through corporations
around the globe. In the letter, titled “A Sense of Purpose,”
Fink (2018) wrote, “We . . . see many governments failing
to prepare for the future, on issues ranging from retirement
and infrastructure to automation and worker retraining. As a
result, society increasingly is turning to the private sector and
asking that companies respond to broader societal challenges.
. . . Society is demanding that companies, both public and
private, serve a social purpose. . . . Companies must benefit
all of their stakeholders, including shareholders, employees,
customers, and the communities in which they operate.”
Fink’s letter dropped just days before the 2018 World Eco-
nomic Forum, an annual gathering of the global financial
elite in Davos, Switzerland. I was attending the forum and
watched as CEOs anxiously discussed the stern warning
from a man whose firm controlled substantial ownership
stakes in their companies.Many publicly professed sympathy
for Fink’s message but privately declared his emphasis on
broader social welfare to be anathema to the logic of private
enterprise.
Looked at narrowly enough, they’re right: publicly traded
companies are in it to win it, bound by fiduciary duties to
maximize profits. But in the age of AI, this cold logic of
dollars and cents simply can’t hold. Blindly pursuing profits
without any thought to social impact won’t just be morally
dubious; it will be downright dangerous.
Fink referenced automation and job retraining multiple
times in his letter. As an investor with interests spanning the
full breadth of the global economy, he sees that dealing with
AI-induced displacement is not something that can be left
entirely up to free markets. Instead, it is imperative that we
reimagine and reinvigorate corporate social responsibility,
impact investing, and social entrepreneurship.
In the past, these were the kinds of things that business
people merely dabbled in when they had time and money to
spare. Sure, they think, why not throw some money into a
microfinance startup or buy some corporate carbon offsets
so we can put out a happy press release touting it. But in the
age of AI, we will need to seriously deepen our commitment
to—and broaden our definition of—these activities. Whereas
these have previously focused on feel-good philanthropic
issues like environmental protection and poverty alleviation,
social impact in the age of AI must also take on a new
dimension: the creation of large numbers of service jobs for
displaced workers.
New Impact Investing
As a venture-capital investor, I see a particularly strong role
for a new kind of impact investing. I foresee a venture
ecosystem emerging that views the creation of humanistic
service-sector jobs as a good in and of itself. It will steer
money into human-focused service projects that can scale
up and hire large numbers of people: lactation consultants
for postnatal care, trained coaches for youth sports, gatherers
of family oral histories, nature guides at national parks, or
conversation partners for the elderly. Jobs like these can be
meaningful on both a societal and personal level, and many
of them have the potential to generate real revenue—just not
the 10,000% returns that come from investing in a unicorn
technology startup.
Kick-starting this ecosystem will require a shift in men-
tality for venture capitalists (VCs) who participate. The very
idea of venture capital has been built around high risks and
exponential returns. When an investor puts money into ten
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startups, they know full well that nine of themmost likelywill
fail. But if that one success story turns into a billion-dollar
company, the exponential returns on that one investment
make the fund a huge success. Driving those exponential
returns are the unique economics of the internet. Digital
products can be scaled up infinitely with near-zero marginal
costs, meaning the most successful companies achieve astro-
nomical profits.
Service-focused impact investing, however, will need to
be different. It will need to accept linear returns when coupled
with meaningful job creation. That’s because human-driven
service jobs simply cannot achieve these exponential re-
turns on investment. When someone builds a great company
around human care work, they cannot digitally replicate these
services and blast them out across the globe. Instead, the
business must be built piece by piece, worker by worker. The
truth is, traditional VCs wouldn’t bother with these kinds of
linear companies, but these companies will be a key pillar
in building an AI economy that creates new jobs and fosters
human connections.
There will of course be failures, and returns will never
match pure technology VC funds. But that should be fine
with those involved. The ecosystem will likely be staffed by
older VC executives who are looking to make a difference, or
possibly by younger VC types who are taking a “sabbatical”
or doing “pro bono” work. They will bring along their keen
instincts for picking entrepreneurs and building companies,
and will put them to work on these linear service companies.
The money behind the funds will likely come from govern-
ments looking to efficiently generate new jobs, as well as
companies doing corporate social responsibility.
Together, these players will create a unique ecosystem
that is much more jobs-focused than pure philanthropy, much
more impact-focused than pure venture capital. If we can
pull together these different strands of socially conscious
business, I believe we’ll be able to weave a new kind of
employment safety net, all while building communities that
foster love and compassion.
In this respect I am most excited about the impact of AI
on healthcare and education. These two sectors are ready
for AI disruption and can deploy AI for good. For example,
we have invested in a company that uses AI and big data
to optimize supply chains, reducing medication shortages
for over 150 million people living in rural China. We also
have drug discovery companies combining deep learning
and generative chemistry to shorten drug discovery time by
a factor of three to four. In education, we see companies
developing AI solutions to improve English pronunciation,
grade exams, and homework, and personalize and gamify
math learning. This will free teachers from routine tasks,
and allow them to spend time building inspirational and
stimulating connections and with our next generations.
Big Changes and Big Government
And yet, for all the power of the private market and the
good intentions of social entrepreneurs, many people will
still fall through the cracks. We need look no further than
the gaping inequality and destitute poverty in so much of the
world today to recognize that markets and moral imperatives
are not enough. Orchestrating a fundamental change in eco-
nomic structures often requires the full force of governmental
power. If we hope to write a new social contract for the age
of AI, we will need to pull on the levers of public policy.
There are some in Silicon Valley who see this as the
point where UBI comes into play. Faced with inadequate job
growth, the government must provide a blanket guarantee of
economic security, a cash transfer that can save displaced
workers from destitution and which will also save the tech
elite from having to do anything else about it.
The unconditional nature of the transfer fits with the
highly individualistic, live-and-let-live libertarianism that un-
dergirds much of Silicon Valley. Who is the government,
UBI proponents ask, to tell people how to spend their time?
Just give them the money and let them figure it out on their
own. It’s an approach that matches how the tech elite tend
to view society as a whole. Looking outward from Silicon
Valley, they often see the world in terms of “users” rather than
citizens, customers rather than members of a community.
I have a different vision. I don’t want to live in a society
divided into technological castes, where the AI elite live in
a cloistered world of almost unimaginable wealth, relying
on minimal handouts to keep the unemployed masses sedate
in their place. I want to create a system that provides for
all members of society, but one that also uses the wealth
generated byAI to build a society that is more compassionate,
loving, and ultimately human.
The Social Investment Stipend
Just as those volunteers devoted their time and energy toward
making their communities a little bit more loving, I believe
it is incumbent on us to use the economic abundance of the
AI age to foster the values of volunteers who devote their
time and energy toward making their communities a little bit
more loving and encourage this same kind of activity. To do
this, I propose we explore the creation not of a UBI but of
what I call a social investment stipend. The stipend would
be a decent government salary given to those who invest
their time and energy in those activities that promote a kind,
compassionate, and creative society. These would include
three broad categories: care work, community service, and
education.
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These would form the pillars of a new social contract,
one that valued and rewarded socially beneficial activities in
the same way we currently reward economically productive
activities. The stipend would not substitute for a social safety
net—the traditional welfare, healthcare, or unemployment
benefits to meet basic needs—but would offer a respectable
income to those who choose to invest energy in these socially
productive activities. Today, social status is still largely tied to
income and career advancement. Endowing these professions
with respect will require paying them a respectable salary
and offering the opportunity for advancement like a normal
career. If executed well, the social investment stipend would
nudge our culture in a more compassionate direction. It
would put the economic bounty of AI to work in building
a better society, rather than just numbing the pain of AI-
induced job losses.
Each of the three recognized categories—care, service,
and education—would encompass a wide range of activities,
with different levels of compensation for full- and part-time
participation. Care work could include parenting of young
children, attending to an aging parent, assisting a friend or
family member dealing with illness, or helping someone with
mental or physical disabilities live life to the fullest. This
category would create a veritable army of people—loved
ones, friends, or even strangers—who could assist those in
need, offering them what my entrepreneur friend’s touch-
screen device for the elderly never could: human warmth.
Service work would be similarly broadly defined, encom-
passing much of the current work of nonprofit groups as well
as volunteers. Tasks could include performing environmental
remediation, leading afterschool programs, guiding tours at
national parks, or collecting oral histories from elders in our
communities. Participants in these programs would register
with an established group and commit to a certain number of
hours of service work tomeet the requirements of the stipend.
Finally, education could range from professional training
for the jobs of the AI age to taking classes that could trans-
form a hobby into a career. Some recipients of the stipend
will use that financial freedom to pursue a degree in machine
learning and use it to find a high-paying job. Others will
use that same freedom to take acting classes or study digital
marketing.
Bear in mind that requiring participation in one of the
above activities is not something designed to dictate the
daily activities of each person receiving the stipend. That is,
the beauty of human beings lies in our diversity, the way
we each bring different backgrounds, skills, interests, and
eccentricities. I don’t seek to smother that diversity with a
command-and-control system of redistribution that rewards
only a narrow range of socially approved activities. But by
requiring some social contribution in order to receive the
stipend, we would foster a far different ideology than the
laissez-faire individualism of a UBI. Providing a stipend in
exchange for participation in prosocial activities reinforces a
clear message: It took efforts from people all across society
to help us reach this point of economic abundance. We are
now collectively using that abundance to recommit ourselves
to one another, reinforcing the bonds of compassion and love
that make us human.
Looking across all the activities above, I believe there will
be a wide enough range of choices to offer something suitable
to all workers who have been displaced by AI. The more
people-oriented may opt for care work, the more ambitious
can enroll in job-training programs, and those inspired by
a social cause may take up service or advocacy jobs. In
an age in which intelligent machines have supplanted us as
the cogs and gears in the engine of our economy, I hope
that we will value all of these pursuits—care, service, and
personal cultivation—as part of our collective social project
of building a more human society.
Open Questions
Implementing a social investment stipend will of course
raise new questions and frictions: How much should the
stipend be? Should we reward people differently based on
their performance in these activities? How do we know if
someone is dutifully performing their “care” work? And
what kinds of activities should count as “service” work?
These are admittedly difficult questions, ones for which there
are no clear-cut answers. Administering a social investment
stipend in countries with hundreds of millions of people will
involve lots of paperwork and legwork by governments and
the organizations that create these new roles.
But these challenges are far from insurmountable. Gov-
ernments in developed societies already attend to a dizzying
array of bureaucratic tasks just to maintain public services,
education systems, and social safety nets. Our governments
already do the work of inspecting buildings, accrediting
schools, offering unemployment benefits, monitoring sani-
tary conditions at hundreds of thousands of restaurants, and
providing health insurance to tens of millions of people.
Operating a social investment stipendwould add to this work-
load, but I believe it would be more than manageable. Given
the huge human upside to providing such a stipend, I believe
the added organizational challenges will be well worth the
rewards to our communities. But what about affordability?
Offering a living salary to people performing all of the above
tasks would require massive amounts of revenue, totals that
today appear unworkable inmany heavily indebted countries.
AI will certainly increase productivity across society, but can
it really generate the huge sums necessary to finance such
dramatic expansion in government expenditures?
This too remains an open question, one that will only
be settled once the AI technologies themselves proliferate
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across our economies. If AI meets or exceeds predictions for
productivity gains and wealth creation, I believe we could
fund these types of programs through super taxes on super
profits. Yes, it would somewhat cut into economic incentives
to advance AI, but given the dizzying profits that will accrue
to the winners in the AI age, I don’t see this as a substantial
impediment to innovation. But it will take years to get to that
place of astronomical profits, years during which working
people will be hurting. To smooth the transition, I propose
a slow ratcheting up of assistance. While leaping straight
into the full social investment stipend described above likely
won’t work, I do think we will be able to implement in-
cremental policies along the way. These piecemeal policies
could both counteract job displacement as it happens and
move us toward the new social contract articulated above.
We could start by greatly increasing government support
for new parents so that they have the choice to remain at
home or send their child to full-time daycare. For parents
who choose to home-school their kids, the government could
offer subsidies equivalent to a teacher’s pay for those who
attain certain certifications. In the public school systems,
the number of teachers could also be greatly expanded—
potentially by a factor as high as ten—with each teacher
tasked with a smaller number of students that they can teach
in concert with AI education programs. Government subsi-
dies and stipends could also go to workers undergoing job
retraining and people caring for aging parents. These simple
programs would allow us to put in place the first building
blocks of a stipend, beginning the work of shifting the culture
and laying the groundwork for further expansion.
As AI continues to generate both economic value and
worker displacement, we could slowly expand the purview of
these subsidies to activities beyond care work or job training.
And once the full impact of AI—very good for productivity,
very bad for employment—becomes clear, we should be
able to muster the resources and public will to implement
programs akin to the social investment stipend. When we do,
I hope that this will not just alleviate the economic, social,
and psychological suffering of the AI age. Rather, I hope that
it will further empower us to live in a way that honors our
humanity and empowers us to do what no machine can: share
our love with those around us.
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