The human brain is not a passive organ simply waiting to be activated by external stimuli. Instead, we propose that the brain continuously employs memory of past experiences to interpret sensory information and predict the immediately relevant future. The basic elements of this proposal include analogical mapping, associative representations and the generation of predictions. This review concentrates on visual recognition as the model system for developing and testing ideas about the role and mechanisms of top-down predictions in the brain. We cover relevant behavioral, computational and neural aspects, explore links to emotion and action preparation, and consider clinical implications for schizophrenia and dyslexia. We then discuss the extension of the general principles of this proposal to other cognitive domains.
1. Introduction
A primary function of the brain is to predict its environment
As military tacticians have known for millennia, surprise and uncertainty are costly in terms of time and energy expenditures (Tzu, 2006) . Sharing a view expressed in the past, we propose that a fundamental function of the brain is to predict proximate events, which facilitates interactions with external stimuli, conserves effort, and ultimately increases the chances of survival. Useful predictions typically do not arise de novo. Even innate abilities of the human brain, such as vision or language, usually require development, during which experience-based mapping of sensory inputs to their identities, and to the appropriate responses, takes place. For example, it is only after years of training that a baseball player is able to effectively anticipate a particular type of pitch, predict the trajectory of the ball by combining top-down information about a particular pitch with bottom-up perception of the rotation and speed of the ball, and correctly decide whether and how to swing at it-all in about half of a second. This ability to rely on stored knowledge and learned modes of behavior reduces the need to consider a large number of potential causes or courses of action, which enables quicker interpretation of endogenous and exogenous events, and faster, more precise, and less effortful responses.
Recent computational and theoretical work demonstrates how predictions can be integrated with sensory input to reduce the computational demands in perception (Bar, 2007; Engel, Fries, & Singer, 2001; Grossberg, 1980; Ullman, 1995) . However, the neuroanatomical mechanism underlying the generation and efficient representation of predictions in the brain is not completely understood. In this review, we will focus on how the brain generates predictions about the visual world and uses these predictions to allow an efficient and accurate interpretation of the environment. Though we largely concentrate on vision, the same general principles can be applied to other sensory modalities, as well as to more complex cognitive domains. 
