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WELL-POSEDNESS IN A CRITICAL SPACE OF CHERN-SIMONS-DIRAC SYSTEM
IN THE LORENZ GAUGE
YONGGEUN CHO AND SEOKCHANG HONG
Abstract. In this paper, we consider the Cauchy problem of local well-posedness of the Chern-Simons-
Dirac system in the Lorenz gauge for B
1
4
2,1
initial data. We improve the low regularity well-posedness,
compared to Huh-Oh [6] and Okamoto [10], by using the localization of space-time Fourier side and bilinear
estimates given by Selberg [12], whereas the authors of [6, 10] used global estimates of [4]. Then we show
the Dirac spinor flow of Chern-Simons-Dirac system is not C2 at the origin in Hs if s < 1
4
. From this
point of view, the space B
1
4
2,1
can be regarded as a critical space for the local well-posedness. We apply the
argument for failure of smoothness to the Dirac equation decoupled from Chern-Simons-Dirac system and
show the flow is not C3 in Hs, s < 0.
1. Introduction
We consider the Cauchy problem of Chern-Simons-Dirac (CSD) system with Lorenz gauge
Aν = ∂
µ(−2ǫµνλψ†αλψ),
(−iαµ∂µ +Mβ)ψ = Aµαµψ,
ψ(0) = ψ0, Aµ(0) = aµ,
∂0A0(0) = −∂jaj , ∂0Aj(0) = ∂ja0 − 2ǫ0jkψ†0αkψ0
(1.1)
on the Minkowski space R1+2 equipped with the Minkowski metric of signature (+,−,−). We adopt the
Einstein summation convention, where Greek indices refer to 0, 1, 2 and Latin indices refer to 1, 2. Here
 = ∂µ∂µ and Aµ : R1+2 → R denotes the gauge potentials. The spinor field ψ is represented by a column
vector with two complex components. ψ† is the complex conjugate transpose of ψ. M ≥ 0 is the mass of
the spinor field ψ, and ǫµνλ is the totally skew-symmetric tensor with ǫ012 = 1. The Dirac matrices α and
β are given by
α0 = I2×2, α1 = σ1, α2 = σ2, β = σ3,
where σµ are Pauli matrices such as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The (CSD) system (1.1) is rewritten in the Lorenz gauge ∂µAµ = 0 from the system of curvature form,
which was introduced by Li-Bhaduri [9] and Cho, Kim, and Park [2] to consider (2 + 1)-dimensional Chern-
Simons electrodynamics (see also [1, 5]), and it has the conservation of charge Q(t) =
∫
R2
|ψ(t, x)|2 dx = Q(0)
and L2-scaling invariance in the case of M = 0.
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In this paper we consider the local well-posedness (LWP) of (1.1) in the Besov space B
1
4
2,1. The Besov
space B
1
4
2,1 is defined by {f ∈ L2 : ‖f‖
B
1
4
2,1
:=
∑
N : dyadic ≥1N
1
4 ‖PNf‖L2x < ∞}, where PN is Littlewood-
Paley projection on {|ξ| ∼ N}. It is well-known that Hs ( B 142,1 ( H
1
4 for s > 14 . The Sobolev space H
s is
defined by {f : ‖f‖Hs := (
∑
N2s‖PNf‖2L2x)
1
2 <∞}. Our main result is stated as follows.
Theorem 1.1. Suppose that a0, a1, a2, ψ0 ∈ B
1
4
2,1. Then there exists T = T (‖aµ‖
B
1
4
2,1
, ‖ψ0‖
B
1
4
2,1
,M) > 0 such
that there exist unique solution Aµ, ψ ∈ C((−T, T );B
1
4
2,1) of (1.1), which depends continuously on the initial
data.
The Cauchy problem for (1.1) was studied for the local well-posedness (LWP) in Hs for s > 14 by Huh-Oh
[6] and Okamoto [10], and recently in Fourier-Lebesgue space Ĥs,r for 1 < r ≤ 2 and s > 32r − 12 by Pecher
[11]. Since Hs ( B
1
4
2,1 for s >
1
4 , Theorem 1.1 improves the previous regularity and uniqueness results. For
more related results we refer the readers to the references in [6, 10, 11].
For the proof of Theorem 1.1 we develop a duality argument in Besov type Xs,b space (see (2.6) and
Sections 6, 7 below). While doing this we must encounter the serious trilinear terms. In order to handle
trilinear terms we reveal the null structures introduced in [14, 6] and exploit the angular Whitney decom-
position and 2D bilinear estimates of Selberg [12]. In the previous works [6, 10] the authors used the global
bilinear estimates of [4] or partial local estimates of [3] and square-sum (ℓ2) on the frequencies, which results
in the well-posedness in Hs, s > 14 . To improve the regularity and uniqueness we use the modulation and
frequency localization in space-time Fourier side fully. To control the low-low-high modulation case we find
an exclusion condition among frequencies (see Remark 6.1) and apply the angular Whitney decomposition.
For the summation on the modulation we need to use ℓ1 summation instead of ℓ2, which gives us the well-
posedness in B
1
4
2,1 instead of H
1
4 . Such Besov type well-posedness can be also found in Dirac-Klein-Gordon
system [15].
We now make a remark on the smoothness of the flow map (aν , ψ0) 7→ (Aν(t), ψ(t)). The nonlinear term
of (1.1) is essentially quadratic. Hence one may expect the flow will be smooth in local time if the problem
is well-posed. However, such smoothness can be shown to fail when the initial data are rougher than H
1
4 .
For the simplicity sake we only consider the massless case M = 0. The massive case M > 0 can also be
treated similarly with the phase e±it
√
M2+|ξ|2 .
Theorem 1.2. Let M = 0, s < 14 and T > 0. Then the flow map of (1.1) (aν , ψ0) 7→ (Aν , ψ) from Hs(R2)
to C([−T, T ];Hs(R2)) cannot be C2 at the origin.
In view of Theorem 1.2 the Sobolev index 14 is critical. We can say that B
1
4
2,1 is a critical space and our
regularity result is very sharp. It would be very interesting to find out a new method to resolve the regularity
problem in H
1
4 . In [10] the author considered the same problem and showed that the flow of vector potential
A is not C2. In this paper, we show the smoothness failure of the flow for Dirac spinor ψ. We can take
advantage of the degree of freedom for initial data with respect to not only ψ and but also A. We proceed
the proof by following the well-known argument in [8] and [7].
On the other hand, one may consider the single equation of Dirac spinor field ψ decoupled from (1.1) with
M = 0 and aµ = 0:
−iαν∂νψ = −1
[
∂µ(−2ǫµνλψ†αλψ)
]
ανψ, ψ(0) = ψ0 ∈ Hs.(1.2)
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Indeed, the author of [10] considered this type equation for the local well-posedness (see also [3]). We show
that the flow is not C3 as above if the data are rougher than the scaling critical space L2.
Theorem 1.3. Let s < 0 and T > 0. Then the flow map of (1.2) ψ0 7→ ψ from Hs(R2) to C([−T, T ];Hs(R2))
cannot be C3 at the origin.
The main difficulty is coming from the upper bound of phase multiplier
m1···5 =
∫ t
0
∫ t′
0
e−±1i(t−t
′)|ξ|−±2i(t′−t′′)|η|+±3it′′|ζ−η|−±4it′′|ζ|−±5it′|ξ−η| dt′′dt′.
The essential part is the case ±1 = ±5,±3 = ±4, with ±1 6= ±3, which results in |m1=5,3=4| . |η|. This
makes it hard to control the lower bound for second derivative of flow and consequently yields the failure
when s < 0.
Our paper is organized as follows. In Section 2, we give some preliminaries on Dirac projection operator,
decomposition of d’Alemvertian, and Besov type Xs,b space. In section 3, we introduce bilinear estimates
based on the null structure. In Section 4, we give a sketch of proof of Theorem 1.1 by constructing Picard’s
iterates. In Sections 5,6,7, we give proofs of crucial parts for LWP. In Section 8, we prove the failure of
smoothness (1.2) for the system when s < 14 and for the decoupled equation when s < 0. The last section is
devoted to proving the energy estimate, Lemma 2.3.
Notations.
• Since we often use L2t,x norm, we abbreviate ‖F‖L2t,x by ‖F‖.
• The spatial Fourier transform and space-time Fourier transform on R2 and R1+2 are defined by
f̂(ξ) =
∫
R2
e−ix·ξf(x)dx, u˜(X) =
∫
R1+2
e−i(tτ+x·ξ)u(t, x)dtdx,
where τ ∈ R, ξ ∈ R2, and X = (τ, ξ) ∈ R1+2. Also we denote F(u) = u˜.
• We denote D := |∇| whose symbol is |ξ|.
• For any E ⊂ R1+2 the projection operator PE is defined by P˜Eu(τ, ξ) = χE u˜(τ, ξ).
• As usual different positive constants depending only on M are denoted by the same letter C, if not speci-
fied. A . B and A & B means that A ≤ CB and A ≥ C−1B, respectively for some C > 0. A ∼ B means
that A . B and A & B.
2. Preliminaries
2.1. Dirac projection operator. We first define Dirac projection operator by
Π±(ξ) =
1
2
(
I2×2 ± ξjα
j
|ξ|
)
.
Then we have useful identity
αiΠ± = Π∓αi +
ξi
|ξ|I2×2.
Also we define Riesz transform Rµ±, µ = 0, 1, 2 by
R0± = −1, Rj± = ∓
∂j
iD
, R±,j := −Rj±.
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Using the above identities, we get
αµΠ± = Π∓αµΠ± −Rµ±Π±.(2.1)
Let ψ± := Π±ψ and ψhom± = e
∓itDψ0. Then Duhamel’s principle gives us the following integral equation:
ψ±(t, x) = ψhom± − i
∫ t
0
e∓i(t−t
′)DMβψ∓(t′, x)dt′ + i
∫ t
0
e∓i(t−t
′)DΠ±(Aµαµψ)(t′, x)dt′.(2.2)
Since we have from (2.1) that
Π±(AµαµΠ±ψ±) = Π±(Aµ(Π∓αµΠ± −Rµ±Π±)ψ±)
= Π±AµΠ∓αµψ± −Π±AµRµ±ψ±,
we write
ψ±(t, x) = ψhom± − i
∫ t
0
e∓i(t−t
′)DMβψ∓(t′, x)dt′
+ i
∫ t
0
e∓i(t−t
′)DΠ±(AµΠ∓αµΠ±ψ±)(t′, x)dt′
− i
∫ t
0
e∓i(t−t
′)DΠ±AµR
µ
±ψ±(t
′, x)dt′.
(2.3)
2.2. Decomposition of d’Alembertian.
Lemma 2.1 (Lemma 2.1 of [6]). Suppose that u = ∂µFµ for Schwartz functions u, Fµ. Then u = u++u−,
where
u±(t, x) = uhom± (t, x) −
1
2
∫ t
0
e∓i(t−t
′)DRµ±Fµ(t
′, x)dt′,
where
uhom± (t, x) =
1
2
(
e∓itDu(0)± 1
iD
(F0(0)− ∂0u(0))
)
.
From wave part of (1.1) and Lemma 2.1 we may write
Aν,±(t, x) = Ahomν,± (t, x)−
1
2
∫ t
0
e∓i(t−t
′)DRµ±(−2ǫµνλψ†αλψ)(t′, x)dt′,(2.4)
where
Ahomν,± (t, x) =
1
2
e∓itD
(
Aν(0)± 1
iD
(−ǫ0νλψ(0)†αλψ(0)− ∂0Aν(0))
)
.
Now we exploit the nonlinear terms:
ǫµνλψ
†
1,±1α
λψ2,±2 = ǫµνλψ
†
1,±1α
λΠ±2ψ2,±2
= ǫµνλψ
†
1,±1(Π∓2α
λΠ±2 −Rλ±2Π±2)ψ2,±2
= ǫµνλψ
†
1,±1Π∓2α
λΠ±2ψ2,±2 − ǫµνλψ†1,±1Rλ±2ψ2,±2 .
Thus we write
Aν,±(t, x) = Ahomν,± (t, x) +
∑
±1,±2
∫ t
0
e∓i(t−t
′)DRµ±ǫµνλψ
†
1,±1Π∓2α
λΠ±2ψ2,±2(t
′, x)dt′
−
∑
±1,±2
∫ t
0
e∓i(t−t
′)DRµ±ǫµνλψ
†
1,±1R
λ
±2ψ2,±2(t
′, x)dt′.
(2.5)
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2.3. Function spaces. Now we define function spaces.
Definition 2.2. Let s, b ∈ R. Let N,L ≥ 1 be dyadic number. We define Besov type Xs,b space by
‖u‖Bs,b;1± =
∑
N,L≥1
NsLb‖PK±N,Lu‖
and
‖u‖Bs,b;∞± = supN,L≥1N
sLb‖PK±N,Lu‖,
where
K±N,L = {(τ, ξ) ∈ R1+2 : |ξ| ∼ N, |τ +±|ξ|| ∼ L}.
Then the Bs,b;1± norm can be recovered as follows:
(2.6) ‖u‖Bs,b;1± = sup‖v‖
B
−s,−b;∞
±
=1
∣∣∣∣ ∫ uv¯dtdx∣∣∣∣.
Now we consider the time-slab
ST = (−T, T )× R2.
Define
‖u‖Bs,b;1± (ST ) = infv=u on ST ‖v‖Bs,b;1± .
This becomes a semi-norm on Bs,b;1± , but is a norm if we identify elements which agree on ST and the
resulting space is denoted Bs,b;1± (ST ). In other words, Bs,b;1± (ST ) is the quotient space Bs,b;p± /X , where
X = {v ∈ Bs,b;p± : v = 0 on ST }. Since X is a closed subspace in Bs,b;1± , we conclude that the quotient
Bs,b;1± (ST ) is a Banach space.
To control the nonlinear terms of (2.3) and (2.5) in Bs,b;1± (ST ), we introduce the energy estimate lemma.
Lemma 2.3. Let us consider the integral equation:
v(t) = e∓itDf +
∫ t
0
e∓i(t−t
′)DF (t′)dt′.
with sufficiently smooth f and F . If T ≤ 1, then for any s ∈ R we have
‖v‖
Bs,
1
2
;1
± (ST )
. ‖f‖Bs
2,1
+ ‖F‖
Bs,−
1
2
;1
± (ST )
.
The proof is exactly same as the one of [3]. But for the convenience of readers, we append its proof in
the last section.
3. Bilinear estimates and null structure
3.1. Bilinear estimates. For dyadic N,L ≥ 1, let us invoke that
K±N,L = {(τ, ξ) ∈ R1+2 : |ξ| ∼ N, |τ ± |ξ|| ∼ L}.
To handle the nonlinear terms in (2.3) and (2.5), we utilize the 2-dimensional bilinear estimates of wave
type shown by Selberg.
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Theorem 3.1 (Theorem 2.1 of [12]). For all u1, u2 ∈ L2t,x(R1+2) such that u˜j is supported in K±jNj,Lj , the
estimate
‖P
K
±0
N0,L0
(u1u2)‖ ≤ C‖u1‖‖u2‖
holds with
C ∼ (N012minL12min)1/2(N12minL12max)1/4,(3.1)
C ∼ (N012minL0jmin)1/2(N0jminL0jmax)1/4, j = 1, 2,(3.2)
C ∼ ((N012min)2L012min)1/2(3.3)
regardless of the choices of signs ±j.
In this paper, we only use (3.1) and (3.2) to show Theorem 1.1. In dealing with these estimates, we
assume L12max ≪ N012min. Otherwise, the estimate (3.3) is better than (3.1) and (3.2).
In the proof of Theorem 1.1, we exclude the low-low-high modulation with high-high-low frequency and
high-low-high frequency.(See Remark 6.1.) Then we are left to deal with the low-low-high modulation
with all input and output frequencies compatible. For this purpose, we first apply the angular Whitney
decomposition of [12] as follows: For γ, r > 0 and ω ∈ S1, where S1 ⊂ R2 is the unit circle, we define
Γγ(ω) = {ξ ∈ R2 : ∠(ξ, ω) ≤ γ},
Tr(ω) = {ξ ∈ R2 : |Pω⊥ξ| . r},
where Pω⊥ is the projection onto the orthogonal complement ω
⊥ of ω in R2. Also we let Ω(γ) denote a
maximal γ-separated subset of the unit circle. Then for 0 < γ < 1 and k ∈ N, we have
χ∠(ξ1,ξ2)≤kγ .
∑
ω1,ω2∈Ω(γ)
∠(ω1,ω2)≤(k+2)γ
χΓγ(ω1)(ξ1)χΓγ (ω2)(ξ2),(3.4)
for all ξ1, ξ2 ∈ R2 \ {0} with ∠(ω1, ω2) > 0.
Second, we apply the following null form estimate.
Theorem 3.2 (Theorem 2.3 of [12]). Let r > 0 and ω ∈ S1. Then for all u1, u2 ∈ L2t,x(R1+2) such that u˜j
is supported in K
±j
Nj,Lj
, we have
‖Bθ12(PTr(ω)u1, u2)‖ . (rL1L2)1/2‖u1‖‖u2‖.
Here, the bilinear formBθ12(u1, u2) is defined on the Fourier side by inserting the angle θ12 = ∠(±1ξ1,±2ξ2)
in the convolution of u1 and u2; that is,
FBθ12(u1, u2)(X0) =
∫
X0=X1+X2
∠(±1ξ1,±2ξ2)u˜1(X1)u˜2(X2)dX1dX2.
3.2. Bilinear interaction. The space-time Fourier transform of the product ψ†2ψ1 of two spinor fields ψ1
and ψ2 is written as
ψ˜†2ψ1(X0) =
∫
X0=X1−X2
ψ˜2
†
(X2)ψ˜1(X1) dX1dX2,
where ψ† is the transpose of complex conjugate of ψ. Here the relation between X1 and X2 in the convolution
integral of spinor fields is given by X0 = X1 −X2 so called bilinear interaction. This is also the case for the
product of two complex scalar fields. The following lemma is on the bilinear interaction.
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Lemma 3.3 (Lemma 2.2 of [12]). Given a bilinear interaction (X0, X1, X2) with ξj 6= 0, and signs (±0,±1,±2),
let hj = τj ±j |ξj | and θ12 = |∠(±1ξ1,±2ξ2)|. Then we have
(3.5) max(|h0|, |h1|, |h2|) & min(|ξ1|, |ξ2|)θ212.
Note that using interpolation with (3.4) and the trivial inequality θ12 ≤ 1, one can obtain
(3.6) θ12 .
(
max(|h0|, |h1|, |h2|)
min(|ξ1|, |ξ2|)
)p
, 0 ≤ p ≤ 1
2
.
3.3. Null structure. Let us consider bilinear forms defined by
Qµν±1,±2(φ1,±1 , φ2,±2) = R
µ
±1φ1,±1R
ν
±2φ2,±2 −Rν±1φ1,±1Rµ±2φ2,±2 ,
Q0±1,±2(φ1,±1 , φ2,±2) = R
µ
±1φ1,±1Rµ,±2φ2,±2 .
Lemma 3.4 (Lemma 2.6 of [6]). Let φ1, φ2 be complex-valued Schwartz functions, and ψ1, ψ2 Schwartz
spinor fields. Then we have
|F [Qµν±1,±2(φ1, φ2)](X0)| .
∫
X0=X1+X2
θ12 |φ˜1(X1)||φ˜2(X2)| dX1dX2,(3.7)
|F [Q0±1,±2(φ1, φ2)](X0)| .
∫
X0=X1+X2
θ212|φ˜1(X1)||φ˜2(X2)| dX1dX2,(3.8)
|F [(Π±1ψ1)†(Π∓2αµΠ±2ψ2)(X0)| .
∫
X0=X1+X2
θ12 |ψ˜1(X1)||ψ˜2(X2)| dX1dX2.(3.9)
4. Sketch of proof of Theorem 1.1
We first construct a Picard’s iterates for the equations (2.3) and (2.5) as follows. Set A
(0)
ν,± = A
hom
ν,± , ψ
(0)
± =
ψhom± , and for n ≥ 1 define A(n)ν,±, ψ(n)± as
A
(n)
ν,±(t, x) = A
(0)
ν,±(t, x) +
∫ t
0
e∓(t−t
′)DRµ±Nµν(ψ(n−1), ψ(n−1)) dt′,
ψ
(n)
± (t, x) = ψ
(0)
± (t, x)− i
∫ t
0
e∓(t−t
′)D
(
Mβψ
(n−1)
∓ −Π±M(ψ(n−1), A(n−1))
)
dt′,
where
Nµν(ψ1,±1 , ψ2,±2) = ǫµνλψ†1,±1Π∓2αλΠ±2ψ2,±2 − ǫµνλψ†1,±1Rλ±2ψ2,±2 ,
M(ψ,A) = −AµΠ∓αµΠ±ψ± +AµRµ±ψ±.
Then we show that Picard’s iteration converges. For this purpose we need to prove that (A
(n)
ν,+, A
(n)
ν,−, ψ
(n)
+ , ψ
(n)
− )
is a Cauchy sequence in the space B 14 , 12 ;1+ ×B
1
4
, 1
2
;1
− ×B
1
4
, 1
2
;1
+ ×B
1
4
, 1
2
;1
− . In fact, we have only to show that the
following estimates:
‖Ahomν,± ‖B 14 , 12 ;1± (ST )
.
∑
µ=0,1,2
‖aµ‖
B
1
4
2,1
, ‖ψhom± ‖B 14 , 12 ;1± (ST )
. ‖ψ0‖
B
1
4
2,1
,(4.1)
‖Mβψ∓‖B 14 ,− 12 ;1∓ (ST )
.M‖ψ∓‖B 14 , 12 ;1∓
,(4.2)
‖Rµ±Nµν(ψ1,±1 , ψ2,±2)‖B 14 ,− 12 ;1± (ST )
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
,(4.3)
‖Π±M(ψ1,±1 , Aµ,±2)‖B 14 ,− 12 ;1± (ST )
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖Aµ,±2‖B 14 , 12 ;1±2
.(4.4)
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Now the proof of local well-posedness in B
1
4
2,1 is quite standard. Thus we omit it. In the next three sections
we will focus on the estimates above.
5. Proof of (4.1) and (4.2)
The initial condition of the (CSD) system (1.1) says that
∂0A(0, x) = −∂jaj(x), ∂tAj(0, x) = ∂ja0(x) − 2ǫ0jkψ†0αkψ0.
Using these, Ahomν,± can be rewritten as
Ahom0,± (t, x) =
1
2
e∓itD
(
a0 ± ∂
j
iD
aj
)
,
Ahomj,± (t, x) =
1
2
e∓itD
(
aj ∓ ∂j
iD
a0
)
.
Now by Lemma 2.3, we have
‖Ahom0,± ‖B 14 , 12 ;1± (ST )
+ ‖Ahomj,± ‖B 14 , 12 ;1± (ST )
.
∥∥∥∥a0 ± ∂jiDaj
∥∥∥∥
B
1
4
2,1
+
∥∥∥∥aj ± ∂jiDa0
∥∥∥∥
B
1
4
2,1
.
∑
µ=0,1,2
‖aµ‖
B
1
4
2,1
,
where we used the fact that the Riesz transform ∂j/iD is bounded on L
2
x. ψ
hom
± can be treated similarly,
and the estimate (4.2) for linear term follows immediately from the definition of Bs,b;1± and their embedding.
6. Estimates of Nµν: Proof of (4.3)
In this section, we prove (4.3). To this end we need to show that
‖Rµ±ǫµνλψ†1,±1Π∓2αλΠ±2ψ2,±2‖B 14 ,− 12 ;1±
.
∏
j=1,2
‖ψj,±j‖B 14 , 12 ;1±j
,(6.1)
‖Rµ±ǫµνλψ1,±1Rλ±2ψ2,±2‖B 14 ,− 12 ;1±
.
∏
j=1,2
‖ψj,±j‖B 14 , 12 ;1±j
.(6.2)
6.1. Proof of (6.1). The duality formula (2.6) yields that
‖Rµ±ǫµνλψ†1,±1Π∓2αλΠ±2ψ2,±2‖B 14 ,− 12 ;1±
= sup
‖φ‖
B
− 1
4
, 1
2
;∞
±
=1
∣∣∣∣∫
R1+2
Rµ±ǫµνλψ
†
1,±1Π∓2α
λΠ±2ψ2,±2φ dtdx
∣∣∣∣ .
By self-adjointness of Riesz transform we have∫
Rµ±ǫµνλψ
†
1,±1Π∓2α
λΠ±2ψ2,±2φdtdx =
∫
ǫµνλψ
†
1,±1Π∓2α
λΠ±2ψ2,±2R
µ
±φdtdx
=
∫
F(Rµ±φ)(−X0) ǫµνλF(ψ†1,±1Π∓2αλΠ±2ψ2,±2)(X0) dX0 =: J1.
A dyadic decomposition of space-time Fourier side gives us |J1| ≤∑
N,L |J1N,L|, where
|J1
N,L| ≤ |ǫµνλ|
∣∣∣∣∫ F(Rµ±PK±N0,L0φ)(−X0)F((PK±1N1,L1ψ1,±1)†Π∓2αλΠ±2PK±2N2,L2ψ2,±2)(X0) dX0
∣∣∣∣ ,
and
N = (N0, N1, N2), L = (L0, L1, L2).
We can also write |J1
N,L| as
|ǫµνλ|
∣∣∣∣∫ F(PK±1N1,L1ψ1,±1)†(−X0)F(Rµ±PK±N0,L0φΠ∓2αλΠ±2PK±2N2,L2ψ2,±2)(X0) dX0
∣∣∣∣ ,
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Remark 6.1. Here, we make a remark on a low-low-high modulation and low-high-high frequency case
L12max ≪ L0 ≪ N1 ≪ N0 ∼ N2. In view of the first representation of J1N,L, the support condition excludes
the case ± = ±2 since φ and ψ2,±2 have up and down cones or down and up cones, respectively. On the
other hand, the support condition of the second representation excludes the case ± 6= ±2 since φ and ψ2,±2
have now up and up, or down and down cones, respectively. Therefore we can conclude that this type llh-
lhh case does not appear in the summation of J1
N,L. By the same way, we can exclude the case llh-hhl
L12max ≪ L0 ≪ N0 ≪ N1 ∼ N2.
We can write the integrand of J1 with the combination of positive and negative parts of every compo-
nent of FPK±N0,L0φ, FPK±1N1,L1ψ1,±1 , and FPK±2N2,L2ψ2,±2 . Thus it is harmless to assume that FPK±N0,L0φ,FP
K
±1
N1,L1
ψ1,±1 , and FPK±2N2,L2ψ2,±2 are nonnegative real-valued functions.
Since R0± = −1 and |R˜j±φ| ≤ |φ˜|, using the bilinear estimate (3.9), we get
|J1| .
∑
N,L
∫
FPK±N0,L0φ
∫
X0=X1−X2
θ12 χK±N0,L0
(X1−X2)FPK±1N1,L1ψ1,±1(X1)FPK±2N2,L2ψ2,±2(X2) dX1dX2dX0,
By Cauchy-Schwarz inequality and Lemma 3.3,
|J1| .
∑
N,L
‖PK±N0,L0φ‖
(
L012max
N12min
)1/2
‖PK±N0,L0 (PK±1N1,L1ψ1,±1PK±2N2,L2ψ2,±2)‖.
6.1.1. Case 1: L0 ≤ L1 ≤ L2.
If N0 ≪ N1 ∼ N2, then we use (3.2) with j = 1 of Theorem 3.1 and get
|J1| .
∑
N,L
‖PK±N0,L0φ‖
(
L2
N1
)1/2
(N0L0)
1/2(N0L1)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
=
∑
N,L
‖PK±N0,L0φ‖N
1/4
0 L
−1/2
0
(
L2
N1
)1/2
(N0L0)
1/2(N0L1)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
(
N0
N1
)1/2
N
1/4
1 N
1/4
2 L
1/4
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
Here, we used ∑
L0;L0≤L1
∑
N0;N0≪N1
(
N0
N1
)1/2
. Lǫ1.
If N1 . N0 ∼ N2, then by (3.2) we also get
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N1
)1/2
(N1L0)
1/2(N1L1)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
1/2
2 N
1/4
1 L
1/4
1 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0;L0≤L1
∑
N0;N0∼N2
N
1
4
0 . N
1/4
2 L
ǫ
1
 .
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6.1.2. Case 2: L1 ≤ L0 ≤ L2.
For N0 ≪ N1 ∼ N2 it follows from (3.2) that
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N1
)1/2
(N0L1)
1/2(N0L0)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
(
N0
N1
)1/2
L
−1/4
0 N
1/4
1 N
1/4
2 L
1/2
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0≥1
∑
N0;N0≪N1
(
N0
N1
)1/2
L
−1/4
0 . 1
 .
If N1 . N0 ∼ N2, then similarly
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N1
)1/2
(N1L1)
1/2(N1L0)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/4
0 L
1/2
2 L
1/2
1 N
1/4
1 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0≥1
∑
N0;N0∼N2
N
1/4
0 L
−1/4
0 . N
1/4
2
 .
6.1.3. Case 3: L1 ≤ L2 ≤ L0.
First, we consider the low-low-high modulation (i.e., L12max ≪ L0 ≪ N012min). In view of Remark 6.1 we
have only to consider the case N0 ∼ N1 ∼ N2. Let us invoke the angular Whitney decompositions (3.4) to
get
|J1| .
∑
N,L
∑
ω1,ω2
∫
θ12F [(PK±1N1,L1ψ
2θ12,ω1
1,±1 )
†P
K
±2
N2,L2
ψ2θ12,ω22,±2 ](X0)F [Rµ±PK±N0,L0φ](−X0)dX0,
where ψ
θ,ωj
j,±j = P±jξj∈Γθ(ωj)ψj,±j . We note that the spatial Fourier support of PK±1N1,L1
ψ2θ12,ω11,±1 is contained
in a strip of radius compatible to N12maxθ12 around Rω1.
Then we use Theorem 3.2 with r ∼ N12maxθ12 followed by Cauchy-Schwarz inequality to obtain
|J1| .
∑
N,L
∑
ω1,ω2
‖PK±N0,L0Bθ12(PK±1N1,L1ψ
2θ12,ω1
1,±1 , PK±2N2,L2
ψ2θ12,ω22,±2 )‖‖PK±N0,L0φ‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
∑
ω1,ω2
N
1/4
0 L
−1/2
0
(
N12max
(
L0
N12min
)1/2
L1L2
)1/2
‖P
K
±1
N1,L1
ψ2θ12,ω11,±1 ‖‖PK±2N2,L2ψ
2θ12,ω2
2,±2 ‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
0 L
−1/4
0 (L1L2)
1/2‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖,
where the summation by ω1, ω2 ∈ Ω(θ12) is taken over ∠(ω1, ω2) ≤ 4θ12.
CHERN-SIMONS-DIRAC SYSTEM 11
Second, we consider the case L0 & N
012
min. If N0 ≪ N1 ∼ N2, then
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L0
N1
)1/2
(N0L1)
1/2(N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 N
−1/2
0
(
L0
N1
)1/2
(N0L1)
1/2(N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0
(
L0
N1
)1/2
L
1/2
1 (N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
Also, for N1 . N0 ∼ N2, we see that
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L0
N1
)1/2
(N1L1)
1/2(N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 N
−1/2
1
(
L0
N1
)1/2
(N1L1)
1/2(N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0
(
L0
N1
)1/2
L
1/2
1 (N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
Finally, we are left to treat the case L2 ∼ L0. This is very straightforward. If N0 ≪ N1 ∼ N2, then we
use the bilinear estimate (3.1) to get
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L0
N1
)1/2
(N0L1)
1/2(N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
(
N0
N1
)1/2
N
1/4
0 L
1/2
1 N
1/4
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0;L0∼L2
∑
N0;N0≪N1
(
N0
N1
)1/2
. 1
 .
Now we consider the case N1 . N0 ∼ N2 and estimate
|J1| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
1/2
0
(
L0
N1
)1/2
(N1L1)
1/2(N1L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
1/2
1 N
1/4
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ,1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0;L0∼L2
∑
N0;N0∼N2
N
1/4
0 . N
1/4
2
 .
6.2. Proof of (6.2). We write
‖Rµ±ǫµνλψ†1,±1Rλ±2ψ2,±2‖B 14 ,− 12 ;1±
= sup
‖φ‖
B
− 1
4
, 1
2
;∞
±
=1
∣∣∣∣∫ ǫµνλψ†1,±1Rλ±2ψ2,±2Rµ±φdtdx∣∣∣∣
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and set
J2 :=
∫
ǫµνλψ
†
1,±1R
λ
±2ψ2,±2R
µ
±φdtdx.
Then the dyadic decomposition gives |J2| ≤∑
N,L |J2N,L|, where
|J2
N,L| =
∣∣∣∣∫ ǫµνλPK±1N1,L1ψ†1,±1Rλ±2PK±2N2,L2ψ2,±2Rµ±PK±N0,L0φdtdx
∣∣∣∣
=
∣∣∣∣∫ F(PK±1N1,L1ψ1,±1)†(−X1)ǫµνλF(Rλ±2PK±2N2,L2ψ2,±2Rµ±PK±N0,L0φ)(X1) dX1
∣∣∣∣ .
Also we can represent J2
N,L by
|J2
N,L| =
∣∣∣∣∫ F(PK±1N1,L1ψ†1,±1Rλ±2PK±2N2,L2ψ2,±2)(X1)F(Rµ±PK±N0,L0φ)(−X1)dX1
∣∣∣∣ .
Remark 6.2. Now we give same argument by Remark 6.1. Indeed, if L02max ≪ L1 and N1 ≪ N0 ∼ N2, we
see that the support condition excludes ± 6= ±2 in view of first representation of J2N,L. Also, from second
representation, we excludes the case ± = ±2. This implies that llh-hhl case does not appear in the summation
of J2
N,L. On the other hand, for N0 ≪ N1 ∼ N2, first representation gives the exclusion of the case ±1 = ±2
and second gives ±1 6= ±2. We can argue similarly in the case N2 ≪ N0 ∼ N1 and hence the case llh-hlh
does not appear. By the same reason the case L01max ≪ L2 ≪ N2 ≪ N0 ∼ N1 can be also excluded from the
summation. In fact, from the first representation of J2
N,L, we exclude the case ± = ±1 and the case ± 6= ±2
from the second representation.
Since Rµ±PK±N0,L0
φ = Rµ±(−PK±N0,L0φ), we write
|J2| =
∑
N,L
∫
F(P
K
±1
N1,L1
ψ1,±1)
†ǫµνλF [Qλµ±2,±(PK±2N2,L2ψ2,±2 ,−PK±N0,L0φ)] dX1.
By the same reason as in the previous section we may assume that FPK±N0,L0φ, FPK±1N1,L1ψ1,±1 , andFP
K
±2
N2,L2
ψ2,±2 are nonnegative real-valued functions. Thus by using (3.7) and Lemma 3.3, we get
|J2| .
∑
N,L
∫
FP
K
±1
N1,L1
ψ1,±1(X1)
∫
X1=X0−X2
θ02 FPK±N0,L0φ(X0)FPK±2N2,L2ψ2,±2(X2) dX0dX2dX1
.
∑
N,L
‖P
K
±1
N1,L1
ψ1,±1‖
(
L012max
N02min
)1/2
‖P
K
±1
N1,L1
(PK±N0,L0
φP
K
±2
N2,L2
ψ2,±2)‖.
6.2.1. Case 1: L1 ≤ L0 ≤ L2.
If N1 ≪ N0 ∼ N2, then by (3.2) we get
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N0
)1/2
(N1L1)
1/2(N0L0)
1/4‖P
K
±1
N1,L1
ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
1 L
−1/4
0 L
1/2
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
≤ ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0≥1
∑
N0;N0≫N1
N
−1/4
0 L
−1/4
0 . N
−1/4
1
 .
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If N0 . N1 ∼ N2, then (3.2) gives
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N0
)1/2
(N0L1)
1/2(N0L0)
1/4‖P
K
±1
N1,L1
ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
0 L
−1/4
0 L
1/2
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
≤ ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0≥1
∑
N0;N0.N1
N
1/2
0 L
−1/4
0 . N
1/2
1 . N
1/4
1 N
1/4
2
 .
If N2 . N0 ∼ N1 and L2 & N2, then we see that L2 ≪ N1 ∼ N0 is excluded by the same way as Remark
6.2. Then we only need to treat the case L2 ∼ N0 ∼ N1. Note that in the case L2 & N2, we have θ02 ∼ 1,
and hence instead of using
L2
N2
, we use
L2
N0
∼ 1 and (3.2) with j = 2 to get
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N0
)1/2
(N2L1)
1/2(N0L0)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
2 L
−1/4
0 L
1
2
1 L
1
2
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
Now let us consider the case L01max ≪ L2 ≪ N2. By the exclusion as stated in Remark 6.2 we have only
to consider the case L01max ≪ L2 ≪ N2 ∼ N0 ∼ N1. To do this, we follow the argument in Case 3 in the
Section 6.1. First, since N2 ∼ N1 ∼ N0, by the law of sine, we deduce that θ02 . N0
N2
θ01 ∼ θ01 and then we
estimate J2
N,L as
|J2
N,L| .
∫ ∫
X1=X2−X0
θ02F(PK±1N1,L1ψ1,±1)
†(X1)F (PK±N0,L0
φ)(X0)F (PK±2N2,L1
ψ2,±2)(X2)dX2dX0dX1
∼
∫ ∫
X2=X1+X0
θ01F(PK±1N1,L1ψ1,±1)
†(X1)F (PK±N0,L0
φ)(X0)F (PK±2N2,L1
ψ2,±2)(X2)dX1dX0dX2.
Using (3.4), we write
|J2| .
∑
N,L
∑
ω1,ω0
∫
F [P
K
±1
N1,L1
ψ2θ01,ω11,±1 R
µ
±PK±N0,L0
φ2θ01,ω0 ]F [Rλ±2PK±2N2,L2ψ2,±2 ]dX2,
where the spatial Fourier support of P
K
±1
N1,L1
ψ2θ01,ω11,±1 is contained in a strip of radius compatible to N
01
maxθ01
around Rω1.
Then by Cauchy-Schwarz inequality and Theorem 3.2 with r ∼ N01maxθ01, we have
|J2| .
∑
N,L
∑
ω1,ω0
‖Bθ01(PK±1N1,L1ψ
2θ01,ω1
1,±1 , R
µ
±PK±N0,L0
φ2θ01,ω0)‖‖P
K
±2
N2,L2
ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
N01max
(
L2
N01min
)1/2
L0L1
)1/2
‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
0 L
1/2
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
,
where the summation by ω1, ω0 ∈ Ω(θ01) is taken over ∠(ω1, ω0) ≤ 4θ01.
14 Y. CHO AND S. HONG
6.2.2. Case 2: L0 ≤ L1 ≤ L2.
For N1 ≪ N0 ∼ N2, we have
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N0
)1/2
(N1L0)
1/2(N1L1)
1/4‖P
K
±1
N1,L1
ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 N
1/4
1 L
1/4
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0;L0≤L1
∑
N0;N0≫N1
N
−1/4
0 . N
−1/4
1 L
ǫ
1
 .
If N0 . N1 ∼ N2, then
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L2
N0
)1/2
(N0L0)
1/2(N0L1)
1/4‖P
K
±1
N1,L1
ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
0 L
1/4
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L0;L0≤L1
∑
N0;N0.N1
N
1/2
0 . N
1/2
1 L
ǫ
1 . N
1/4
1 N
1/4
2 L
ǫ
1
 .
If N2 . N0 ∼ N1, we can exclude the case L01max ≪ L2 ≪ N2 ≪ N0 ∼ N1 by the argument of Remark
6.2. The remaining cases can be treated similarly to the last case of Section 6.2.1 by changing the role of
N1, N2. We omit the details.
6.2.3. Case 3: L0 ≤ L2 ≤ L1.
For the low-low-high modulation, we remains to consider the case N0 ∼ N1 ∼ N2. The angle Whitney
decomposition gives us
|J2| .
∑
N,L
∑
ω2,ω0
∫
F [(P
K
±1
N1,L1
ψ1,±1)
†](−X1)θ02F [PK±2N2,L2ψ
2θ02,ω2
2,±2 PK±N0,L0
φ2θ02,ω0 ](X1)dX1.
Here, the spatial Fourier support of P
K
±2
N2,L2
ψ2θ02,ω22,±2 is contained in a strip of radius compatible to N
02
maxθ02
around Rω2.
Then by Theorem 3.2 with r ∼ N02maxθ02,
|J2| .
∑
N,L
∑
ω2,ω0
‖P
K
±1
N1,L1
ψ1,±1‖‖PK±1N1,L1Bθ02(PK±2N2,L2ψ
2θ02,ω2
2,±2 , PK±N0,L0
φ2θ02,ω0)‖
.
∑
N,L
∑
ω2,ω0
‖P
K
±1
N1,L1
ψ1,±1‖
(
N02max
(
L1
N02min
)1/2
L0L2
)1/2
‖P
K
±2
N2,L2
ψ2θ02,ω22,±2 ‖‖PK±N0,L0φ
2θ02,ω0‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
0 L
1/4
1 L
1/2
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
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Now we consider the case L1 & N
012
min. If N1 ≪ N2 ∼ N0, then
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0 ‖PK±1N1,L1ψ1,±1‖
(
L1
N0
)1/2
(N1L0)
1/2(N0L2)
1/4‖P
K
±2
N2,L2
ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
1 L
1/2
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
For N0 ≪ N1 ∼ N2, we have
|J2| . ‖φ‖B− 14 , 12 ;∞±
∑
N,L
N
1/4
0 L
−1/2
0 ‖PK±1N1,L1ψ1,±1‖
(
L1
N0
)1/2
(N0L0)
1/2(N0L2)
1/4‖P
K
±2
N2,L2
ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/2
0 L
1/2
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
If N2 ≪ N1 ∼ N0, then
|J2| . ‖φ‖B− 14 , 12 ;∞±
∑
N,L
N
1/4
0 L
−1/2
0 ‖PK±1N1,L1ψ1,±1‖
(
L1
N2
)1/2
(N2L0)
1/2(N2L2)
1/4‖P
K
±2
N2,L2
ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 N
1/4
2 L
1/2
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
.
Finally it remains to deal with the case L2 ∼ L1. Here, we only consider the case N1 ≪ N0 ∼ N2. The
other cases can be treated similarly.
|J2| . ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
0 L
−1/2
0
(
L1
N0
)1/2
(N1L0)
1/2(N0L2)
1/4‖P
K
±1
N1,L1
ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
= ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
L
1/2
1 N
1/2
1 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
. ‖φ‖
B−
1
4
, 1
2
;∞
±
∑
N,L
N
1/4
1 L
1/4
1 N
1/4
0 L
1/4
2 ‖PK±1N1,L1ψ1,±1‖ ‖PK±2N2,L2ψ2,±2‖
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖ψ2,±2‖B 14 , 12 ;1±2
‖φ‖
B−
1
4
, 1
2
;∞
±
∵ ∑
L1;L1≤L2
∑
N1;N1∼N2
N
1/4
1 . N
1/4
2 L
ǫ
2
 .
This completes the proof of (4.3).
7. Estimates of M: Proof of (4.4)
We need to show that
‖Π±2(AµΠ∓1αµΠ±1ψ1,±1)‖B 14 ,− 12 ;1±2
. ‖Aµ,±0‖B 14 , 12 ;1±0
‖ψ1,±1‖B 14 , 12 ;1±1
,(7.1)
‖Π±2(AµRµ±ψ±)‖B 14 ,− 12 ;1±2
. ‖Aµ,±‖B 14 , 12 ;1±
‖ψ±‖B 14 , 12 ;1±
.(7.2)
The estimate (7.1) can be done by duality, dyadic decomposition, and bilinear estimates without any essential
differences from the ones of J1 and J2. Thus we omit it.
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As for (7.2), as in [14, 6], we decompose Aj , j = 1, 2 to reveal the null structure of AµR
µ
±1ψ1,±1 .
Aj = A
df
j +A
cf
j ,
where
Adf1 dx
1 +Adf2 dx
2 = (−∆)−1(∂2(curlA)dx1 − ∂1(curlA)dx2),
Acf1 dx
1 +Acf2 dx
2 = −(−∆)−1(∂1(divA)dx1 + ∂2(divA)dx2).
Then we obtain ∑
±1
Adfj R
j
±1ψ1,±1 =
∑
±1,±2
Q12±2,±1(B±2 , ψ1,±1),
where
B±2 = R±2,1A2,±2 −R±2,2A1,±2 .
Also, we have ∑
±1
(
A0R
0
±1ψ1,±1 +A
cf
j R
j
±1ψ1,±1
)
=
∑
±1,±2
Q0±1,±2(ψ1,±1 , A0,±2).
Hence, to prove (7.2), it suffices to show that
‖Π±0(Q12±2,±1(B±2 , ψ1,±1))‖B 14 ,− 12 ;1±0
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖B±2‖B 14 , 12 ;1±2
,
‖Π±0(Q0±1,±2(ψ1,±1 , A0,±2))‖B 14 ,− 12 ;1±0
. ‖ψ1,±1‖B 14 , 12 ;1±1
‖A0,±2‖B 14 , 12 ;1±2
.
The proofs are now straightforward from the previous argument. We just need to replace ψ2,±2 appearing
in J1 and J2 by B±2 . This completes the proof of Theorem 1.1.
8. Failure of the smoothness
8.1. Proof of Theorem 1.2. To show the failure of smoothness we adopt the argument of [8, 7]. Let us
consider the system of equations:
Aν = ∂
µ(−2ǫµνλψ†αλψ),
−iαµ∂µψ = Aµαµψ,
ψ(0) = δψ0, Aµ(0) = δaµ, aj = 0
∂0A0(0) = 0, ∂0Aj(0) = δ∂ja0 − 2δ2ǫ0jkψ†0αkψ0,
(8.1)
where 0 < δ ≪ 1. Let us denote the local solution of (8.1) by (Aν(δ, t), ψ(δ, t)). If the flow is C2 at the
origin in Hs, then it follows from (2.4) and (2.2) that
∂2δAν(0, t) = 2
∑
±1,±2,±3
∫ t
0
U±1(t− t′)
[
Rµ±1(ǫµνλ(U±2(t
′)ψ0)†αλU±3(t
′)ψ0)
]
dt′
and
∂2δψ(0, t) = 2i
∑
±1,±2,±3
∫ t
0
U±1(t− t′)Π±1(Ahomµ,±2(t′)αµU±3(t′)ψ0) dt′,
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where U±(t) := e−±itD, Ahom0,± =
1
2U±(t)a0, and A
hom
j,± = −± 12U±(t) ∂jiDa0. From the C2 smoothness we have
that for a local existence time T
sup
0≤t≤T
∥∥∥∥∥ ∑±1,±2,±3
∫ t
0
U±1(t− t′)
[
Rµ±1(ǫµνλ(U±2(t
′)ψ0)†αλU±3(t
′)ψ0)
]
dt′
∥∥∥∥∥
Hs
. ‖ψ0‖2Hs ,
sup
0≤t≤T
∥∥∥∥∥ ∑±1,±2,±3
∫ t
0
U±1(t− t′)Π±1(Ahomµ,±2(t′)αµU±3(t′)ψ0) dt′
∥∥∥∥∥
Hs
. ‖a0‖Hs‖ψ0‖Hs .
(8.2)
However, we show that (8.2) fails for s < 0.
Proof of failure of (8.2). Let ψ0 =
(
1√
2
φ
− 1√
2
φ
)
and let
Fν(t) :=
∑
±1,±2,±3
∫ t
0
U±1(t− t′)
[
Rµ±1(ǫµνλ(U±2(t
′)ψ0)†αλU±3(t
′)ψ0)
]
dt′.
In particular,
F̂2(t, ξ) =
∑
±1,±2,±3
∫ t
0
e−±1i(t−t
′)|ξ|
(
−1 +±1 ξ1|ξ|
)
Fx(U±2(t′)φU±3(t′)φ)(ξ) dt′.
Set φ = F−1x (χWλ) for λ≫ 1 and Wλ = {ξ = (ξ1, ξ2) : |ξ1 − λ| ≤ λ
1
2 , |ξ2| ≤ λ 12 }. Then
F̂2(t, ξ) = −
∑
±1,±2,±3
e−±1it|ξ|m123(t, ξ, η)
(
1−±1 ξ1|ξ|
)∫
R2
χWλ(η − ξ)χWλ(η) dη.
where
m123(t, ξ, η) :=
eitω123(ξ,η) − 1
iω123(ξ, η)
, ω123(ξ, η) = ±1|ξ| ±2 |ξ − η| − ±3|η|.
From the support condition we deduce that |ξ| . λ 12 . If ±2 = ±3, then |ω123| . |ξ|. Otherwise, |ω123| ∼ λ.
Hence taking t = ελ−
1
2 for 0 < ε ≪ 1 and ξ ∈ W ∗λ := {3ξ21 ≤ ξ22} ∩ {|ξ| . λ
1
2 , |ξ2| ∼ λ 12 }, we get
m123(t, ξ, η) = t(1 + O±(ε)) and
∑
±1 e
−±1it|ξ|(1 − ±1 ξ1|ξ|) = 2 cos(t|ξ|) + 2i ξ1|ξ| sin(t|ξ|) = 2 + O(ε). Here
O±(a) denotes that O(a) depending on ±j , j = 1, 2, 3. Thus we have∣∣∣∣∣ ∑±1,±2,±3 e−±1it|ξ|m123(t, ξ, η)
(
1−±1 ξ1|ξ|
)∫
R2
χWλ(η − ξ)χWλ(η) dη
∣∣∣∣∣
≥
∣∣∣∣∣ ∑±1,±2=±3 e−±1it|ξ|
∫
R2
t(1 +O±(ε))
(
1−±1 ξ1|ξ|
)
χWλ(η − ξ)χWλ(η) dη
∣∣∣∣∣
− C
∑
±1,±2 6=±3
λ−1
∫
R2
χWλ(η − ξ)χWλ(η) dη
≥ 4t
∫
R2
χWλ(η − ξ)χWλ(η) dη − C(εt+ λ−1)
∫
R2
χWλ(η − ξ)χWλ(η) dη
& tλχW∗λ (ξ) = ελ
1
2χW∗λ (ξ).
Since |(F̂0(t, ξ), F̂1(t, ξ), F̂2(t, ξ))| ≥ |F̂2(t, ξ)|, we finally get
ελ
s
2
+1 ≤ ‖F2‖Hs ≤ ‖(F0, F1, F2)‖Hs . ‖ψ0‖2Hs . λ2s+1.
This means that the first part of (8.2) fails for s < 0.
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For the second part we take a0 such that â0 = χW˜λ with W˜λ = {|ξ1 − λ| ≤ λ
1
4 , |ξ2| ≤ λ 14 }. Then by
the same argument as above we have that for ξ ∈ W ∗∗λ = {|ξ1 − 2λ| ≤ 110λ
1
2 , |ξ2| ≤ 110λ
1
2 }, t = ελ− 12 , and
0 < ε≪ 1,∣∣∣∣∣ ∑±1,±2,±3Fx
(∫ t
0
U±1(t− t′)Π±1(Ahomµ,±2(t′)αµU±3(t′)ψ0) dt′
)
(ξ)
∣∣∣∣∣ &
1
4
√
2
∣∣∣∣∣ ∑±1,±2,±3 e−±1it|ξ|
(
1− ±1 ξ1|ξ|
)∫
m˜123(t, ξ, η)
(
1±2 ξ1 − η1|ξ − η|
)
χ
W˜λ
(ξ − η)χWλ(η) dη
∣∣∣∣∣
− 1
4
√
2
∣∣∣∣∣ ∑±1,±2,±3 e−±1it|ξ|
(
−±1 ξ2|ξ|
)∫
m˜123(t, ξ, η)
(
±2 ξ2 − η2|ξ − η|
)
χ
W˜λ
(ξ − η)χWλ(η) dη
∣∣∣∣∣
& ελ
1
2χW∗∗λ (ξ),
where
m˜123 =
eit(±1|ξ|−±2|ξ−η|−±3|η|) − 1
i(±1|ξ| − ±2|ξ − η| − ±3|η|) .
Taking L2ξ((1 + |ξ|)2sdξ) norm on both sides, we must have
ελs+1 . ‖a0‖Hs‖ψ0‖Hs . λ2s+ 34 ,
which implies the failure of the second part of (8.2) for s < 14 . This completes the proof of Theorem 1.2. 
8.2. Proof of Theorem 1.3. In this subsection we show the smoothness failure of flow of (1.2) in Hs for
s < 0. The Cauchy problem (1.2) is equivalent to solving the integral equation
ψ(t) =
∑
±
ψhom± −
1
2
∑
±1,±2
∫ t
0
U±1(t− t′)Π±1
(
αν
(
U±2(t
′)(±2 1
D
ǫ0νλψ
†
0α
λψ0)
)
ψ
)
dt′
+ i
∑
±1,±2
∫ t
0
U±1(t− t′)Π±1
(
αν
∫ t′
0
U±2(t
′ − t′′)[Rµ±2ǫµνλψ†(t′′)αλψ(t′′)] dt′′ψ(t′)
)
dt′,
where U±(t) = e−±itD. In fact, it suffices to show the following.
Propsition 8.1. Let s < 0. Then for a fixed T > 0 the inequality
sup
t∈[0,T ]
‖N (ϕ)(t)‖Hs . ‖ϕ‖3Hs(8.3)
fails to hold for any ϕ ∈ Hs(R2), where N (ϕ)(t) =∑±j ,j=1,··· ,5N1···5 and
N1···5(t) =
∫ t
0
U±1(t− t′)Π±1
(
αν
∫ t′
0
U±2(t
′ − t′′)[Rµ±2ǫµνλ(U±3(t′′)ϕ)†αλU±4(t′′)ϕ] dt′′U±5(t′)ϕ
)
dt′.
Remark 8.2. By the same argument as described below one can also show that the estimate ‖N0(ϕ)‖Hs .
‖ϕ‖3Hs fails for s < 0. Here N0(ϕ) is defined by∑
±1,±2,±3
∫ t
0
U±1(t− t′)Π±1
(
αν
(
U±2(t
′)(±2 1
D
ǫ0νλϕ
†αλϕ)
)
U±3(t
′)ϕ
)
dt′.
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Proof. Let ϕ =
(
1√
2
φ
− 1√
2
φ
)
. Then
αν
[
Rµ±2ǫµνλ(U±3(t
′′)ϕ)†αλU±4(t
′′)ϕ
]
U±5(t
′)ϕ
= − i√
2
U±3(t′′)φU±4(t
′′)φU±5(t
′)φ
(
1
1
)
+
1√
2
R1±2(U±3(t
′′)φU±4(t
′′)φ)U±5 (t
′)φ
(
1
−1
)
.
Since Π±1 =
1
2 (I2×2 +R±1,jα
j), we get
Π±1
(
ανU±2(t
′ − t′′)[Rµ±2ǫµνλ(U±3(t′′)ϕ)†αλU±4(t′′)ϕ] U±5(t′)ϕ)
= − i
2
√
2
U±2(t
′ − t′′)(U±3(t′′)φU±4(t′′))φ U±5(t′)φ
(
1
1
)
+
1
2
√
2
U±2(t
′ − t′′)[R1±2(U±3(t′′)φU±4(t′′)]φ) U±5(t′)φ
(
1
−1
)
− i
2
√
2
R±1,1
(
U±2(t
′ − t′′)(U±3(t′′)φU±4(t′′))φ U±5(t′)φ
)( 1
1
)
+
1
2
√
2
R±1,1
(
U±2(t
′ − t′′)[R1±2(U±3(t′′)φU±4(t′′)]φ) U±5(t′)φ
)(−1
1
)
− i
2
√
2
R±1,2
(
U±2(t
′ − t′′)[U±3(t′′)φU±4(t′′)φ)] U±5(t′)φ
)(−1
1
)
+
i
2
√
2
R±1,2
(
U±2(t
′ − t′′)(R1±2 [U±3(t′′)φU±4(t′′)φ)]) U±5(t′)φ
)( 1
1
)
=: − i
2
√
2
B1 + 1
2
√
2
B2 − i
2
√
2
B3 + 1
2
√
2
B4 − i
2
√
2
B5 + i
2
√
2
B6.
Therefore
N1···5(t) = − i
2
√
2
∫ t
0
∫ t′
0
U±1(t− t′)(B1 + B3 + B5 − B6) dt′′dt′
+
1
2
√
2
∫ t
0
∫ t′
0
U±1(t− t′)(B2 + B4) dt′′dt′.
Now let 1N1···5(t) be the first component of N1···5(t). Then the failure of (8.3) is reduced to the one of
the following:
∥∥∥∥∥∥
∑
±j ,j=1,··· ,5
1N1···5(t)
∥∥∥∥∥∥
Hs
. ‖φ‖3Hs .(8.4)
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Let λ ≫ 1. Define Wλ = {ξ = (ξ1, ξ2) ∈ R2 : |ξ1 − λ| ≤ λ 12 , |ξ2| ≤ λ 12 }. Let φ = F−1ξ (χWλ). Then by
taking space Fourier transform Fx we get
Fx(1N1···5)(t, ξ)
= − i
2
√
2
(
1±1 ξ1|ξ|
)∫∫
R2×R2
m1···5(t, ξ, η, ζ)χWλ(ζ − η)χWλ(ζ)χWλ(ξ − η) dηdζ
+
i
2
√
2
(
±1 ξ2|ξ|
)∫∫
R2×R2
m1···5(t, ξ, η, ζ)
(
1−±2 η1|η|
)
χWλ(ζ − η)χWλ(ζ)χWλ (ξ − η) dηdζ
+
1
2
√
2
(
1−±1 ξ1|ξ|
)∫∫
R2×R2
m1···5(t, ξ, η, ζ)
(
−±2 η1|η|
)
χWλ(ζ − η)χWλ(ζ)χWλ (ξ − η) dηdζ
=:M11···5 +M21···5 +M31···5,
(8.5)
where
m1···5(t, ξ, η, ζ) :=
∫ t
0
∫ t′
0
e−±1i(t−t
′)|ξ|−±2i(t′−t′′)|η|+±3it′′|ζ−η|−±4it′′|ζ|−±5it′|ξ−η| dt′′dt′
=
e−±1it|ξ|
iω0
(
eitω1 − 1
iω1
− e
itω2 − 1
iω2
)
and
ω0 = ±2|η| ±3 |η − ζ| − ±4|ζ|,
ω1 = ±1|ξ| − ±5|ξ − η| ±3 |η − ζ| − ±4|ζ|,
ω2 = ±1|ξ| − ±2|η| − ±5|ξ − η|.
From the support condition it follows that η ∈ {η : |η| . λ 12 }, provided λ ≫ 1 and ξ ∈ Wλ. If
±1 = ±5 = ±3 = ±4, then |ω1| . 1. If ±1 = ±5 and ±3 = ±4, ±1 6= ±3, then |ω0| . |η|, |ω1| . |η|, |ω2| . |η|.
If ±1 = ±5 = ±3 and ±3 6= ±4, or ±1 = ±5 = ±4 and ±4 6= ±3, then |ω0| ∼ λ, |ω1| ∼ λ and |ω2| . |η|.
Let us set t = ελ−
1
2 and λ = 4k2π2ε−2 for 1≪ k ∈ N. Then we first have∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
m1···5(t, ξ, η, ζ)
=
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
(1 +O±(ε))
=
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
+
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
O±(ε)
= 4t2
(
cos(t|ξ|)− i ξ1|ξ| sin(t|ξ|)
)
+
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
O±(ε)
= 4t2(1 +O(ε)) +
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
O±(ε).
Here O±(ε) denotes O(ε) depending on ±j , j = 1, · · · , 5. Hence we get∑
±1=±5,±3=±4
M11···5 = −
2it2√
2
∫∫
R2×R2
χWλ(ζ − η)χWλ(ζ)χWλ(ξ − η) dηdζ +O(ε3λ).
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This gives us ∣∣∣∣∣ ∑±1=±5,±3=±4M11···5
∣∣∣∣∣ & ε2λ.(8.6)
Similarly, we have∣∣∣∣∣ ∑±1=±5,±3=±4M21···5
∣∣∣∣∣
=
∣∣∣∣−2t2√2 ξ2|ξ| sin(t|ξ|)
∫∫
R2×R2
χWλ(ζ − η)χWλ(ζ)χWλ(ξ − η) dηdζ
∣∣∣∣ +O(ε3λ) . ε3λ.
(8.7)
For M31···5,∑
±1=±5,±3=±4
(
1−±1 ξ1|ξ|
)
m1···5(t, ξ, η, ζ)
(
−±2 η1|η|
)
=
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
(1 +O±(ε))
(
−±2 η1|η|
)
=
∑
±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
O±(ε)
(
−±2 η1|η|
)
,
(
∵
∑
±2
(
−±2 η1|η|
)
= 0
)
and ∣∣∣∣∣ ∑±1=±5,±3=±4
(
1±1 ξ1|ξ|
)
t2e−±1it|ξ|
2
O±(ε)
(
−±2 η1|η|
)∣∣∣∣∣ . ε3λ−1.
Thus ∣∣∣∣∣ ∑±1=±5,±3=±4M21···5
∣∣∣∣∣ . ε3λ.(8.8)
In the case ±1 = ±5 and ±3 6= ±4 |m1···5| . λ−1(λ−1 + t) and hence∣∣∣∣∣∣
∑
±1=±5,±3 6=±4
∑
j=1,2,3
Mj1···5
∣∣∣∣∣∣ . ελ 12 .(8.9)
On the other hand, we write
m1···5 = −e
−±1it|ξ|
ω1ω2
(
1− eitω1 + ω1eitω2 e
itω0 − 1
ω0
)
.
We consider the cases ±1 6= ±5 with ±1 = ±4,±5 = ±3 and ±1 6= ±5 with ±5 = ±3 = ±4. Since
|1− eitω1 | ≤ tω1, in the former case (|ω0| ∼ λ, |ω1| . λ, |ω2| ∼ λ), we get
|m1···5| ≤
∣∣∣∣e−±1it|ξ|ω1ω2
∣∣∣∣ (|tω1|+ ∣∣∣∣ω1 eitω0 − 1ω0
∣∣∣∣) . λ−1 (t+ λ−1) . tλ−1.
In the latter case (|ω0| . |η|, |ω1| ∼ λ, |ω2| ∼ λ), we get
|m1···5| . t|ω2| . tλ
−1.
Therefore, we estimate ∣∣∣∣∣∣
∑
±1 6=±5
∑
j=1,2,3
Mj1···5
∣∣∣∣∣∣ . ελ 12 .(8.10)
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Putting all the estimates (8.6)–(8.10) into (8.5), we finally get∥∥∥∥ ∑
±j ,j=1,··· ,5
1N1···5(t)
∥∥∥∥
Hs
& ε2λ
3
2
+s,
provided ελ
1
2 = 2πk ≫ 1 and ε ≪ 1. This gives us the failure of (8.4) for s < 0 and thus (8.3). This
completes the proof of Proposition 8.1.

9. Appendix
9.1. Proof of Lemma 2.3. Let G ∈ Bs,− 12 ;1± be an arbitrarily chosen representative of F ∈ Bs,−
1
2
;1
± (ST ).
Then we need to show that ‖u‖
Bs,
1
2
;1
± (ST )
. ‖f‖Bs2,1 + ‖G‖Bs,− 12 ;1± (ST )
. By density, we may assume G ∈
S(R1+2). Since F [e∓itDf ] = δ(τ ± |ξ|)f̂(ξ), by taking a C∞0 (R) function ρ with value 1 on (−T, T ) we have
‖e∓itDf‖
Bs,
1
2
;1
± (ST )
≤ ‖ρe∓itDf‖
Bs,
1
2
;1
±
=
∑
N,L≥1
NsL1/2‖χ|ξ|∼Nχ|τ±|ξ||∼Lρ̂(τ ± |ξ|)f̂(ξ)‖L2τ,ξ
≤
∑
N,L≥1
NsL1/2‖χ|·|∼Lρ̂‖L2τ‖χ|·|∼N f̂‖L2ξ ≤ ‖ρ‖B1/22,1 ‖f‖Bs2,1 . ‖f‖Bs2,1.
Next, we write w(t) =
∫ t
0 e
∓i(t−t′)|ξ|G(t′)dt′ and by taking Fourier transform in space we get
ŵ(t, ξ) =
∫ t
0
e∓i(t−t
′)|ξ|Ĝ(t′, ξ)dt′ =
1
2π
∫ t
0
e∓i(t−t
′)|ξ|
∫
eit
′λG˜(λ, ξ)dλdt′ =
1
2π
∫
eitλ − e∓it|ξ|
i(λ± |ξ|) G˜(λ, ξ)dλ.
Thus we have
w˜(τ, ξ) =
G˜(τ, ξ)
i(τ ± |ξ|) − δ(τ ± |ξ|)
∫
G˜(λ, ξ)
i(λ± |ξ|)dλ.
Now we split G = G1+G2 corresponding to the Fourier domains |τ ± |ξ|| . 1 and |τ ± |ξ|| ≫ 1, respectively.
We write w = w1 + w2 accordingly. By Taylor’s expansion, we get
ŵ1(t, ξ) = e
∓it|ξ|∑
n≥1
∫
(it(λ± |ξ|))n
n!i(λ± |ξ|) χ|τ±|ξ||.1G˜(λ, ξ)dλ.
Hence we write w1(t) =
∑
n≥1
tn
n! e
∓itDfn, where f̂n(ξ) =
∫
(i(λ± |ξ|))n−1χ|λ±|ξ||.1G˜(λ, ξ)dλ. Now from the
support condition {|λ± |ξ|| . 1} it is easy matter to see that ‖fn‖Bs2,1 . ‖G‖Bs,− 12 ;1±
. Thus we get
‖w1‖Bs, 12 ;1± (ST )
≤ ‖ρw1‖Bs, 12 ;1±
≤
∑
n≥1
1
n!
‖tnρ(t)e∓itDfn‖Bs, 12 ;1±
≤
∑
n≥1
1
n!
‖tnρ(t)‖
B
1/2
2,1
‖fn‖Bs2,1 .
(∑
n≥1
n2n−1
n!
)
‖G‖
Bs,−
1
2
;1
±
. ‖G‖
Bs,−
1
2
;1
±
.
where we used T ≤ 1 and ‖tnρ(t)‖
B
1/2
2,1
. ‖tnρ(t)‖H1 . n2n−1.
To estimate w2, we split w2 = a− b where
a˜(τ, ξ) =
χ|τ±|ξ||≫1G˜(τ, ξ)
i(τ ± |ξ|) ,
b˜(τ, ξ) = δ(τ ± |ξ|)
∫
χ|λ±|ξ||≫1G˜(λ, ξ)
i(λ± |ξ|) dλ.
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Thus
‖a‖
Bs,
1
2
;1
± (ST )
≤ ‖ρa‖
Bs,
1
2
;1
±
.
∑
N≥1
Ns
∑
L≫1
L1/2L−1‖χ|ξ|∼Nχ|τ±|ξ||∼LG˜‖L2τ,ξ ≤ ‖G‖Bs,− 12 ;1±
,
‖b‖
Bs,
1
2
;1
± (ST )
≤ ‖ρb‖
Bs,
1
2
;1
±
.
∑
N≥1
Ns
∑
L≫1
L−1L1/2‖χ|ξ|∼Nχ|τ±|ξ||∼LG˜‖L2τ,ξ ≤ ‖G‖Bs,− 12 ;1±
.
This completes the proof of Lemma 2.3.
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