Abstract-In this paper, a location-assisted on-demand routing (LAOR) protocol for low earth orbit (LEO) satellite systems is proposed and evaluated. This protocol can be viewed as a variant of the well-known ad-hoc on-demand distance vector (AODV) routing protocol, tailored to the requirements imposed by the characteristics of LEO satellite systems' topology. The LAOR protocol is assessed for different link-cost metrics and compared to centralized routing protocols proposed in the literature thus far. Simulation studies further document and confirm the positive characteristics of the proposed protocol.
I. INTRODUCTION
The past decade witnessed a growing interest in nongeostationary (non-GEO) satellite systems that orbit the earth at altitudes between 500 km and 1500 km, which are termed low earth orbit (LEO) satellite systems, on account of the appealing features that these systems are endowed with, such as low propagation delay and global coverage [1] . Nevertheless, after the limited commercial success of the two operating narrowband LEO satellite networks, which mainly provide telephony service, the interest in non-GEO satellite systems has dwindled away. Notwithstanding this decline in interest, the current trend toward the migration to all IP-based service opens new opportunities to this kind of systems. In this context, LEO constellations can be employed to unify far-flung groups of people and provide high quality telecommunication services to areas where there is no substantial terrestrial infrastructure. Moreover, LEO satellite networks can play a pivotal role in the evolving telecommunications infrastructure, providing ubiquitous access to the Internet and supporting multimedia services at low transmission cost.
However, as in any wireless or wired telecommunications system, routing data from the source all the way to the destination constitutes a daunting challenge in LEO satellite networks as well. All the studies in this field focused on constellations with inter-satellite links (ISLs). Further, most of them take advantage of the deterministic dynamics of this network topology to divide the system period into a number of time intervals during which the topology of the network is fixed.
In [2] , [3] , [4] , [5] centralized routing schemes were proposed, which relied on the Dijkstra shortest path algorithm to compute the optimal path for any pair of satellites. The study in [6] treated the issues of both topological design and routing in LEO satellite systems using a finite state automaton (FSA) approach. A modified Flow Deviation algorithm was proposed in [7] . The main function of the Flow Deviation algorithm is to split traffic into many different paths. A distributed routing protocol that routes each IP packet independently based on propagation delay and induces no signaling overhead at all was assessed in [8] .
The common approach in the literature as yet has been to periodically collect and evaluate propagation and queuing delays in each ISL. Nonetheless, albeit update intervals of about 30 secs (adopted in the literature thus far) provide satisfactory adaptation to propagation delay variations, when adaptivity to traffic related metrics (i.e., queueing delay) is required, periodic updates may result in high overhead. In this paper we propose a location-assisted on-demand routing (LAOR) protocol for LEO satellite IP networks that employ ISLs. The protocol introduces the well-known concept of on-demand routing to satellite networks. LAOR can be viewed as a variant of the ad-hoc on-demand distance vector (AODV) routing algorithm [9] , tailored to the requirements imposed by the characteristics of LEO networks' topology. The prime aim of the LAOR protocol is to minimize end-to-end delay and delay jitter, while keeping signaling overhead to a minimum. Toward this end, the path discovery process is invoked independently for each individual connection. However, our algorithm capitalizes upon the deterministic characteristics of the LEO mesh architecture in order to restrict the number of satellites that are flooded with route request messages. The performance of the proposed protocol is assessed for different link-cost metrics and compared to the performance of proposed centralized routing protocols. Simulation studies further document and confirm the positive characteristics of the proposed protocol.
The remainder of the paper is structured as follows. The LAOR protocol is delineated in section II. Section III is devoted to the description of the simulation model used for the assessment of the new protocol. In section IV simulation results are presented and discussed, while concluding remarks are drawn in section V.
II. LAOR PROTOCOL DESCRIPTION
Hereinafter we consider a polar (Walker star) LEO constellation, wherein each satellite is assigned four ISLs; two intraplane ISLs (that is, links to the adjacent satellites in the same orbital plane) and two inter-plane ISLs (namely to neighboring satellites in the right-hand and left-hand orbital planes). It 1-4244-0353-7/07/$25.00 ©2007 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
should be pointed out that intra-plane ISLs are permanent, whereas inter-plane ISLs are usually switched off as satellites pass over the poles due to adverse pointing, acquisition and tracking conditions. We also consider that there do not exist links that interconnect satellites in counter-rotating orbits, as is the case with the Iridium system [2] .
On its abstraction level, the aforementioned network topology can be regarded as a mesh grid like the one depicted in Fig. 1 . The fact that most of the proposed routing algorithms compute the shortest paths periodically, thus being unable to capture variations in network state in the meanwhile, motivated us to develop an on-demand routing protocol that will calculate independently the shortest path for each individual connection, thus making it responsive to the current network state. Such an approach, however, can induce significant signaling overhead. To overcome this effect, we propose the location-assisted ondemand routing (LAOR) protocol which takes advantage of the predictable network topology in order to diminish the number of satellites that will be involved in the path discovery process. The proposed algorithm makes use of some of the mechanisms that the AODV protocol employs. In particular, we have borrowed the concept of the node's sequence number from the AODV protocol which is used in the forward and the reverse path formation.
From now on we assume that each satellite maintains a counter, called the node's sequence number as well as a queue that contains all the packets waiting for a path to be set up, which is called LAOR queue hereinafter. Furthermore, we consider that each satellite should maintain a route entry RT for each destination of interest. Each route entry contains the following information:
Destination satellite: it identifies the destination satellite. Destination sequence number: the last heard sequence number of the destination satellite. Next hop: the satellite that a packet should be sent to. Path expiration time: the time instant at which the route entry, and thus the path, will become invalid. Timestamp: the time instant at which the route entry was recorded. Path cost: the cost of the path.
In addition to the aforementioned route entry, which is used to forward data packets, each satellite also maintains a route entry R eq T where it stores information regarding route requests (RREQs) originated by that satellite. The latter kind of entry comprises four fields:
Source satellite: the satellite that sent the RREQ. Source sequence number: the last heard sequence number of the source satellite. Next hop: the satellite that a route reply message should be sent to. Timestamp: the time instant at which the route entry was recorded. Path cost: the cost of the path from the source to this node.
The rationale behind the use of this kind of entry is that the shortest forward and reverse paths between two satellites are not always the same when the path cost takes account of queuing delay, since the loading of each link is not the same in both directions.
For the sake of presentation, the LAOR algorithm is broken down into three processes:
• Restricting network topology process • Path discovery process • Route entry management Before setting out the delineation of the algorithm, we should lay out the notations that will be used in the rest of the paper. Supposing that the system consists of N orbital planes that each one comprises M satellites, each satellite is uniquely defined by the pair of virtual coordinates (x, y), where 0 ≤ y ≤ N − 1 and 0 ≤ y ≤ M − 1.
A. Restricting Network Topology Process
Let us assume that a ground terminal served by the j th satellite in the i th orbital plane (hereafter referred to as the source satellite) wants to communicate with a terminal that is covered by the l th satellite in the k th orbital plane (from now on referred to as the destination satellite) as illustrated in Fig.  1 . As soon as the up-down links (UDLs) are set up and the first packet arrives at the source satellite, the latter places the packet in its LAOR queue and thereupon invokes the restricting network topology process.
Assuming that the destination satellite is known at that time, the source satellite compares its coordinates to the ones of the destination satellite. The outcome of this comparison will allow the source satellite to estimate whether Route requests (RREQ) must be sent on its right or on its left. However, the signaling overhead can still be considerable. To further reduce overhead the proposed algorithm employs another mechanism, which is actually the workhorse of the LAOR protocol. This mechanism is the adaption of the area to which RREQs will be sent according to the virtual coordinates of the source and destination satellites, hence the name location-assisted ondemand routing that was given to the protocol.
Let us turn again to the example depicted in Fig. 1 and let x min , x max , y min and y max denote the boundaries of the restricted query area. The source satellite calculates them as follows:
The restricted query area is represented by the dash-dotted square in Fig. 1 . One may wonder why we opted for looser limits on the "y−axis". The rationale behind this choice will be given through an example. Consider that ∆y = |l − j| ≤ 1 and that one of the two satellites or a group of intermediary satellites This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
is very close to one of the pole regions. That probably translates in some broken inter-plane ISLs, thus the establishment of a path between the source and the destination satellite cannot be assured. Thereby, looser limits guarantee that a path will be set up. Moreover, when the link-cost metric takes account of queuing delay, looser limits may result in the establishment of a shorter path.
B. Path Discovery Process
As soon as the restricted query area is formed, the path discovery process is initiated. The source satellite generates a RREQ packet regardless of whether it has a route entry for the destination satellite or not. This type of packet comprises eight fields which are described below.
Type identifier: it indicates that this is a RREQ packet. Source satellite: the address of the source satellite. Source sequence number: the sequence number of the source satellite. Destination satellite: the address of the destination satellite. Destination sequence number: the last obtained sequence number of the destination satellite. If the source satellite does not have a route entry for that satellite, then this field is set to zero. Path cost: the cost of the path (i.e., either the propagation delay or the sum of the propagation and queuing delays) from the source satellite to the current satellite. Path expiration time: the time instant at which the aforementioned path will become invalid due to the switching off of an ISL. Timestamp: the time instant at which the RREQ packet was sent out by the source satellite.
The IP header is also attached to this packet and a replica of this packet is sent to those neighboring satellites whose virtual coordinates (x, y) satisfy the following criteria:
Now let us assume that an intermediate satellite has received a RREQ. First it will check if it has already received a RREQ from that source with the same sequence number. To this end, it checks if there exists an R eq T entry with the same sequence number and then, the path cost fields of the R eq T entry and the RREQ packet are compared. The RREQ is dropped only if path cost of former is smaller than the one of the latter, otherwise the following steps are taken.
The intermediate satellite first has to see if it has a fresh RT entry for the destination satellite. Hereinafter, an RT entry is considered to be fresh only if it has been recorded after the time instant contained in the timestamp field and its destination sequence number is greater that the destination sequence number of RREQ packet. Supposing that there exists a fresh route entry, that satellite replies to RREQ with a reply packet (RREP). This packet will arrive at the source satellite through the path that has been established by the RREQ packet, namely using the R eq T entries. However, for the sake of presentation let us assume that the intermediate satellite cannot satisfy the RREQ. In that case it records an R eq T entry for the source satellite (or it updates the existing one) and sends a replica of the RREQ packet to the satellites whose virtual coordinates, which are denoted as (x s , y s ), fulfill the criteria imposed by inequalities (1) and (2) and the following inequalities: (4) where x c denotes the χ-coordinate of the current intermediate satellite, whereas x scr and x dst denote the χ-coordinates of the source and destination satellites respectively. These equations ensure that RREQs will always be forwarded toward the direction of the destination satellite. In addition to these checks, the intermediate satellite also avoids sending a RREQ to the satellite from which it received the RREQ or forwarding a RREQ obtained from a path that will become broken very shortly. The last constraint can be expressed as
path expiration time ≤ current time + expiration threshold
where expiration threshold is a parameter of the algorithm and determines how fresh a path is. Now let us assume that the destination satellite has received a RREQ. It should be stressed that if the link-cost metric is based on the end-to-end delay, that is the sum of propagation and queuing delays, the first RREQ that will be received will correspond to the shortest path. Nevertheless, if the propagation delay is selected to be the link-cost metric, then it is evident that the first packet that will arrive at the destination satellite will not necessarily correspond to the shortest path. The latter case is more complicated, thus we will base our description on it hereafter.
If the destination satellite has already an R eq T entry for the source satellite with the sequence number indicated by the respective field of the packet, then it will compare the path cost field of this entry to the one of the RREQ packet. If the latter is greater, the packet is dropped, otherwise the entry is updated with the details of the RREQ packet, the sequence number of the destination satellite is incremented accordingly and a RREP packet is generated and sent to the source satellite through the path established by the received RREQ. As in the case of RREQs, the IP header is attached to RREPs as well. The fields of the RREP packet are similar to the ones of the RREQ packet.
Type identifier: this field indicates that this is a RREP packet. Source satellite: it contains the address of the source satellite. Destination satellite: it contains the address of the destination satellite. Destination sequence number: it contains the sequence number of the destination satellite. Path cost: the cost of the path from the source to the destination. Path expiration time: it communicates the path's expiration time instant to the source satellite and is set equal to the respective field of the RREQ packet. Timestamp: equal to the respective field of the RREQ packet.
As soon as the first RREP packet arrives at the source satellite, all the queued packets as well as any subsequent packets are sent to the destination satellite through this newly established path. The concept of sequence number has been reckoned to provide the loop-free property required in any multi-hop network [9] . Thus, the proposed technique guarantees the establishment of loop-free routes.
C. Route Entry Management
What is yet to be specified is the management of routing tables. As previously noted, each satellite maintains a route entry RT for each destination of interest. Each route entry contains a field called route expiration time that indicates the time instant at which the path will become invalid. However, a new path should be established prior to the expiration of the previous one. To this end, the source initiates the path discovery process at time route expiration time -expiration threshold. A new path should also be computed if one of the end terminals is handed over to another satellite. A new path established after the admission of a new connection or after a handover will also be of benefit to ongoing connections between terminals served by the same pair of satellites.
III. SIMULATION MODEL
The experiments conducted in this work aim at evaluating the performance of the proposed routing scheme as well as comparing it with three centralized routing schemes proposed so far in the literature. For this purpose, the simulation tool used was coded in the platform of the detailed simulation model of Ns2 [10] . However, as far as routing is concerned, only a centralized implementation of the Dijkstra algorithm, taking into account propagation delay, exists. The results to be presented were obtained by implementing the LAOR protocol and modifying the centralized implementation of Ns2 to take account of queueing delay as well. To the best of the author's knowledge, this is the first time that Ns2 is used to simulate and compare different routing protocols for LEO satellite systems. Two versions of the LAOR protocol were evaluated. One that takes only the propagation delay into account to find the shortest path and another that takes account of the total end-toend delay, that is the sum of propagation and queuing delays. The five protocols were tested in an Iridium-like constellation, where ISLs are switched off when satellites cross the polar regions defined by a latitude threshold (±60 o ). Moreover 200 terminals were distributed over the six continents according to the hot spot scenario described in [11] , which is based on the distribution of web servers. An exponential ON/OFF traffic generator is attached to each one of them. The simulation parameters are given in Table I . In order to enhance the performance of proactive protocols the update interval of routing tables was set to 10 sec. In addition to the periodic computation, the calculation of the shortest paths is also triggered whenever a change in the ISL topology occurs. Moreover, as far as LAOR is concerned, we set the parameter expiration threshold to 0.5sec in order to ensure that no packets will be in-flight when the path becomes invalid.
A. Link Cost Metrics
The centralized routing schemes that we tested were proposed in [4] , [5] and are based on the Dijkstra shortest path algorithm. The link-cost function used for these protocols is based on a mixture of propagation and queueing delay:
where The difference between the two protocols that take into account the queuing delay, lies in the method the latter is estimated. In the first algorithm, queuing delay is taken into consideration by means of an average value over the update interval. The second one uses an exponential forgetting function (EFF).
To derive a feasible methodology for estimating queueing delay we used the ability of Layer-2 protocols to provide statistics related to ISL utilization. Then, according to the M/M/1 queuing model [12] , the mean number of packets in the queue M P Q can be estimated by
where u ISL is the mean link utilization provided by LL. When an EFF function is used, link utilization is calculated by:
where u k ISL and u
ISL are the estimated link utilizations when the k th and (k − 1) th packets, in the current interval, arrive at the interface queue. Link state is 0 if there is no packet either in the interface queue or under transmission, otherwise it is set to 1. Decay is the forgetting rate and is defined as decay = e ∆t k (8) where ∆t k denotes the time interval between the arrivals of packets k and k − 1 in the queue. Then, the queuing delay can be estimated by the following expression:
Queuing delay = M P Q P acket size ISL bandwidth (9) where the fraction denotes the packet transmission delay.
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IV. PERFORMANCE RESULTS
For the sake of clarity, the five examined schemes are presented below.
Central.-PD: the centralized routing scheme when the link-cost metric is propagation delay. Central.-AV: the centralized routing scheme when the link-cost metric is the sum of propagation delay and average queuing delay. Central.-EXP: the centralized routing scheme when the link-cost metric is the sum of propagation delay and the queuing delay perceived by the exponential forgetting function. LAOR-PD: the LAOR protocol when the link-cost metric is propagation delay. LAOR-TD: the LAOR protocol when the link-cost metric is the sum of propagation and queuing delay.
It should also be noted that the presented results represent average values over 10 independent simulation runs. That number of runs provided 99% confidence intervals of ±4% in the worst case.
Our first objective is to show that LAOR can accurately deliver packets to their destination regardless of traffic intensity. Table II shows the delivery ratios for all the examined schemes and for different values of the terminal's bitrate. For all moderate bitrates all the examined routing schemes manage to successfully deliver generated packets to their destination. Nonetheless, when bitrate increases to 900 kb/s and above, some links become congested and therefore, packets are dropped. Note that LAOR-TD outperforms the rest of schemes, the performance of LAOR-PD is very close though. Concerning the centralized routing schemes, their poor performance compared to LAOR can be attributed to the limited ability of the periodic mechanism to effectively evaluate the network state. Therefore, we expect that these schemes will also perform poorly in terms of end-to-end delay. Fig. 2 , which depicts mean end-to-end delay versus terminal's bitrate, substantiates our expectations. It is evident that the LAOR protocol constitutes a significant improvement on centralized schemes. Specifically, for bitrates higher than 1000 kb/s mean end-to-end delay is dropped down by half. Its striking results are ascribed to its ability to capture traffic variations as well as changes in the propagation delay of ISLs, which stems from the fact that the shortest path discovery process is based on instantaneous measurements. Moreover, simulation results reveal that there exist no differences in the performance of the centralized routing protocols, albeit one would expect the schemes that take account of queuing delay to outperform the one that relies only on propagation delay. The reason for this poor performance is that as soon as a new path is computed for a pair of satellites, all communications between terminals served by these two satellites will be forced to use this new path, thus making it congested. This phenomenon repeats in every update cycle and is known as oscillation. It is more intense in connectionless communications, such as IP forwarding, since data flows quickly adapt to path switching. Fig. 3 illustrates another performance metric that is of great interest, i.e., mean delay jitter. From this figure it becomes clear that LAOR outperforms centralized schemes. An amelioration in network performance is witnessed even for moderate bitrates. Not only do these results prove that LAOR succeeds in finding the less congested path, but that successive calculated paths do not differ significantly in terms of end-to-end delay as well. This is an indication that LAOR effectively splits traffic to different paths. As expected, when the path discovery process is based on propagation delay, the performance slightly degenerates. At the other extreme, centralized protocols suffer from the effects of oscillations. The protocol that relies only on propagation delay achieves a better performance than the other two protocols since oscillations are not so intense in this case. On the contrary, oscillations are mostly the result of queueing delay variations. Furthermore, in order to minimize total delay, Central-EXP and Central-AV result in paths that consist of a greater number of hops. As we have already explained, these paths become congested thereupon their establishment, thus variations in end-to-end delay are slightly higher.
Last but not least, in order for our study to be complete we should also evaluate the signaling overhead that LAOR induces to the system. Table III illustrates both the normalized packet overhead and the normalized byte overhead. Apparently, the overhead of this protocol is negligible regardless of the employed link-cost metric. Byte overhead appears to be much lower than packet overhead since RREQs and RREPs are much smaller than data packets. This kind of packets comprise a few fields (bytes) appended to the IP header. Even for the lowest bitrate, which represents the worst-case scenario in terms of signaling overhead, the normalized byte overhead is much less than 0.1%, whereas packet overhead is smaller than 1%. It should be noted that the two centralized protocols that take account of queuing delay have not been assessed because their performance in terms of overhead depends on the location of the central node that undertakes to collect the required information from all satellites, compute the shortest paths, and disseminate the routing tables, as well as on the route table update interval. Nevertheless, supposing that a ground station is shouldered this daunting responsibility, we can come up with a rough estimate of the normalized packet overhead. Let us assume that the algorithm is only periodically implemented every 10 sec. If we take into consideration that each satellite generates a packet with information about the queuing delay in its ISL queues, then we are led to the conclusion that every 10 sec 65 packets are generated (we do not consider the packet generated by the satellite that is directly connected to the designated ground station). As soon as the ground terminal computes the shortest paths it should distribute the routing tables to the satellites, thus 65 other packets are inserted into the network. This translates in 130 packets every 10 sec. Hence, the total amount of packets generated during the simulated time interval is 130 · (6050/10) = 96800. The average number of delivered data packets for bitrate 200kb/s is around 4.7 · 10 6 , therefore, the normalized packet overhead is 0.02%. However, it is reasonable to believe that the size of those packets would be greater than the one of RREQs and RREPs, since the former would have to contain much more information. For example, packets containing the results of route calculation should carry 65 paths, one for each destination. On this account, the byte overhead of centralized routing schemes is expected to be greater than the byte overhead of LAOR. Finally, as regards Central.-PD, it induces no overhead since it capitalizes on the deterministic dynamics of LEO networks. Nevertheless, this advantage is nullified by its poor performance.
V. CONCLUSIONS
In this paper we proposed and evaluated the performance of a location-assisted on-demand routing protocol for LEO satellite IP networks. In order to diminish the signaling overhead induced to the system, a mechanism has been proposed that aims to reduce the number of satellites that will take part in the aforementioned procedure. The proposed protocol was compared to centralized routing schemes that compute the shortest paths periodically based on the Dijkstra algorithm. Ample simulation results corroborated the superiority of LAOR over those schemes. Specifically, LAOR was shown to attain much lower end-to-end delay, delay-jitter and higher delivery ratio with negligible overhead. This fact renders it an excellent choice for future LEO satellite IP networks.
