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Summary
A n im a tio n  of h u m a n  m o tio n  is one of th e  m o st challenging  top ics in  c o m p u te r  graph ics. 
T h is  is du e  to  th e  large  n u m b er of degrees of freedom  of th e  b o d y  a n d  to  ou r ab ility  to  
d e te c t u n n a tu ra l  m o tion . K ey fram in g  a n d  in te rp o la tio n  rem ain s  th e  fo rm  of a n im a tio n  
th a t  is p re fe rred  by m ost a n im a to rs  because  of th e  con tro l a n d  flex ib ility  it p rovides. 
How ever th is  is a  la b o u r in tensive  process th a t  req u ires  skills th a t  tak e  years to  acquire . 
H u m an  m o tio n  c a p tu re  tech n iq u es p rov ide  accu ra te  m easu rem en t o f th e  m o tio n  o f a  
p e rfo rm er th a t  can  b e  m a p p e d  on to  an  a n im a te d  ch a rac te r  to  p rov ide  s trik in g ly  n a tu ra l  
an im a tio n . T h is  ra ises th e  p ro b lem  of how  to  allow  an  a n im a to r  to  m od ify  c a p tu re d  
m ovem ent to  p ro d u ce  a  d esired  a n im a tio n  w h ilst p reserv in g  th e  n a tu ra l  quality .
T h is  th esis  in tro d u ces  a  new  ap p ro ach  to  th e  an im a tio n  o f h u m a n  m o tio n  based  on  
com bin ing  th e  flex ib ility  o f k ey fram ing  w ith  th e  v isu a l q u a lity  of m o tio n  c a p tu re  d a ta . 
In  p a r tic u la r  it  add resses  th e  p ro b lem  o f sy n th esis in g  n a tu ra l  inbetween  m o tio n  for 
sp a rse  keyfram es. T h is  th esis  p roposes to  o b ta in  th is  m o tio n  by sam p lin g  h igh  q u a lity  
h u m a n  m o tio n  c a p tu re  d a ta .
T h e  p ro b lem  o f keyfram e in te rp o la tio n  is fo rm u la ted  as a  search  p ro b lem  in  a  g rap h . 
T h is  p resen ts  tw o difficulties: T h e  com plex ity  o f th e  search  m akes it  im p rac tica l for 
th e  large d a ta b a se s  o f m o tio n  c a p tu re  req u ired  to  m odel h u m a n  m o tion . T h e  second 
d ifficu lty  is th a t  th e  g lobal te m p o ra l s tru c tu re  in  th e  d a ta  m ay n o t b e  p reserved  in  th e  
search.
To ad d ress  these  d ifficulties th is  th esis  in tro d u ces  a  layered  fram ew ork  th a t  b o th  re ­
duces th e  com plex ity  of th e  search  a n d  preserves th e  g lobal te m p o ra l s tru c tu re  o f th e  
d a ta . T h e  first layer is a  s im p lifica tio n  o f th e  g ra p h  o b ta in e d  by c lu s te rin g  m eth o d s. 
T h is  layer enab les efficient p la n n in g  of th e  search  for a  p a th  be tw een  s ta r t  a n d  en d  
keyfram es. T h e  second layer d irec tly  sam ples segm ents o f th e  o rig in a l m o tio n  d a ta  to  
sy n thesise  rea lis tic  inbe tw een  m o tio n  for th e  keyfram es. A n u m b er of a d d itio n a l con­
tr ib u tio n s  are  m ade  in c lu d in g  novel rep re se n ta tio n s  for h u m a n  m o tio n , pose s im ila rity  
cost fun c tio n s, d y n am ic  p ro g ram m in g  a lg o rith m s for efficient search  a n d  q u a n tita tiv e  
ev a lu a tio n  m eth o d s. R esu lts  o f rea lis tic  inbe tw een  m otion  a re  p re sen ted  w ith  d a ta b a se s  
of u p  to  120 sequences (35000 fram es).
K e y  w o r d s :  H u m an  M o tio n  S yn thesis , M o tio n  C a p tu re , C h a ra c te r  A n im atio n , G ra p h  
Search , C lu ste rin g , U n su p erv ised  L earn in g , M arkov M odels, D y n am ic  P ro g ram m in g .
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Introduction
1.1 M otivation
T h e  sy n thesis  o f rea lis tic  h u m a n  m o tio n  is one of th e  m o st challeng ing  to p ics in  com ­
p u te r  g raph ics. T h e re  a re  tw o m a in  reasons for th is . O ne is com plexity : th e  large 
n u m b er of degrees of freedom  in  th e  h u m a n  body. H um ans have a ro u n d  tw o h u n d re d  
bones a n d  s ix  h u n d re d  m uscles to  m ove th em . S im plifications a re  n eeded  to  m ake th e  
ta s k  tra c ta b le  from  th e  p o in t o f view  of th e  in te rface  w ith  th e  a n im a to r . T h e  second 
reaso n  is su b jec tiv e  a n d  h as  to  do w ith  th e  w ay we perceive h u m a n  m otio n . O u r b ra in  
is e x tra o rd in a ry  well sk illed  a t  ju d g in g  h u m a n  m ovem ent a n d  d isce rn in g  any  u n n a tu ra l  
a rtifa c ts . W e are  a ll e x p e rts  in  th is  field, becau se  we tr a in  h a rd  every  d ay  in  p erfo rm in g  
ta sk s  th a t  ran g e  from  d e te c tin g  a  su b tle  m ovem ent of d isap p ro v a l in  a  p e rso n ’s eyes, 
to  recogn ising  o u r favou rite  fo o tb a ll p layer on  te lev ision  by  th e  w ay he  ru n s.
T h e  sy n th esis  o f h u m a n  m o tio n  p re -d a te s  c o m p u te r  g raph ics by  severa l decades. F rom  
th e  ea rly  ca rto o n s  o f W alt D isney  in  th e  1930s, t ra d itio n a l a n im a tio n  has specia lised  
in  p ro d u c in g  a  c a ric a tu re  of m o tio n  to  com m u n ica te  m ean in g  w ith  very  good resu lts . 
S everal tech n iq u es have b een  developed  for th is  pu rp o se , like sq u ash  a n d  s tre tc h , a n tic ­
ip a tio n , follow th ro u g h , ex ag g era tio n  a n d  others[42]. T ra d itio n a l a n im a tio n  has seldom  
tr ie d  to  achieve rea lis tic  h u m a n  m o tio n  th ro u g h  physica lly  co rrec t poses of th e ir  ch a r­
ac te rs . In s te a d  it  has used  all so rts  o f trick s  to  convey th e  c h a ra c te r ’s em o tio n  a n d  
in ten t.
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Several team s o f a n im a to rs  m ay  w ork on  tra d itio n a l a n im a te d  p ro d u c tio n s  over m an y  
m o n ths or years. A fte r th e  ch a rac te rs  an d  th e  s to ry  have b een  o u tlin e d  in  th e  s to ry ­
b o ard , th e  so u n d track  is reco rd ed  a n d  m an u a lly  co rre la ted  w ith  a  m ore d e ta iled  layou t 
o f th e  an im a tio n . Senior a n im a to rs  d raw  th e  key fram es o f th e  story , th o se  in  w hich  th e  
ch a rac te rs  a re  in  d is tin c tiv e  or ex trem e  poses w hich  co n stra in  th e  re s t o f th e  fram es. 
O th e r  less experienced  a n im a to rs  fill in  th e  gaps la te r  by  d raw in g  th e  fram es betw een  
th e  keyfi'ames, in  a  process called  inbetweening.
T h is  process has b een  em u la ted  in  co m p u te r  a n im a tio n  packages. T h e  a n im a to r  lays 
dow n th e  key fram es in  th e  co m p u te r by  m a n ip u la tin g  th e  sy n th e tic  c h a ra c te r’s jo in ts . 
T h is  tim e  th e  co m p u te r prov ides th e  inbetw een ing  by  in te rp o la tin g  th e  keyfram es w ith  
sm o o th  func tio n s th a t  a re  th e n  re -sam p led  to  g en era te  th e  inbetw een  fram es. W ith  
cu rren t softw are an d  h a rd w are  th is  is a  rea l-tim e  process; if  th e  re su lt p rov ided  by  
th e  in te rp o la tio n  is n o t convincing  th e  a n im a to r  p laces m ore  key fram es b etw een  th e  
in itia l ones, re p e a tin g  th e  process over an d  over ag a in  u n til  th e  re su lt is sa tisfac to ry . 
To achieve th e  desired  quality , it is likely th a t  th e  a n im a to r  w ill even tu a lly  have to  
lay dow n a  dense se t o f keyfram es. A lth o u g h  th is  p ro ced u re  gives to ta l  co n tro l to  th e  
a r t is t  over a ll a sp ec ts  of th e  m o tion , a n d  is th erefo re  p re fe rred  by  m an y  an im a to rs , th e  
p ro d u c tio n  o f on ly  a  few seconds can  tak e  weeks , a n d  requ ires a  sk ill th a t  takes years 
to  acquire.
K eyfram ing  is n o t exclusive to  an im a tio n . M ovem ent is freq u en tly  com m u n ica ted  by  
a  sequence of s ta tic  poses. A  sp o rts  tra in e r , a  cho reographer, a  p h y s io th e ra p is t o r a  
p a re n t show  how  a  m ovem ent has to  b e  p e rfo rm ed  by decom posing  it  in to  a  series of 
s ta tic  key p o sitions. T h e  p e rso n  lea rn in g  th e  m ovem ent does so by  im ita tin g  th o se  
s ta tic  p o sitions in  o rder, u n til  th e  sequence is lea rn ed  a n d  s to red  som ew here in  h is o r 
her b ra in  as a  u n it  o f m ovem ent. I t  could  be  sa id  th a t  keyfram ing , in  a  genera l sense, 
is a  n a tu ra l  m e th o d  to  c rea te  a n d  convey h u m a n  m otion .
W h a t is f ru s tra tin g  for th e  novice a n im a to r  is n o t to  have to  use a  keyfram ing  in terface, 
b u t  ra th e r  th e  d en sity  of th e  se t o f keyfram es th a t  m ust b e  specified  in  o rd e r to  o b ta in  
accep tab le  resu lts .
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Figure 1.1: Sparse keyframes. No anim ator would expect to  get credible motion from only 
these two keyframes. The result provided by the computer through interpolation in this case 
will not be a natural motion sequence, and many more keyframes will have to be inserted to 
achieve natural motion.
In  th is  th esis  we ad d ress  th e  p ro b lem  o f how to  im prove th e  re su lt th a t  th e  com ­
p u te r  p rov ides w hen  p resen ted  w ith  sparse keyfram es. By sp arse  keyfram es we m ean  
keyfram es th a t  a re  v isua lly  very  d ifferen t, such  as tho se  o f F ig u re  1.1, w here sim ple 
in te rp o la tio n  schem es w ould  fail to  p ro d u ce  a  lifelike a n im a tio n  (see C h a p te r  2 for a  re­
view  o f tra d itio n a l co m p u te r  a n im a tio n  m e th o d s). O u r goal is to  m ake th e  inbetw een ing  
g en e ra ted  by th e  co m p u te r  co rresp o n d  to  n a tu ra l  h u m an  m otion .
A chieving th is  goal w ould  m ake a n im a tio n  accessible for th e  novice or occasional a n ­
im a to rs , w ho use an im a tio n  as a  m eans to  a n  end , an d  do no t have th e  tim e  o r th e  
w illingness to  be  tra in e d  in  th e  a r t  o f dense keyfram ing. In  p a r tic u la r , o u r w ork is 
m o tiv a ted  by cho reographers w ho use th e  co m p u te r  to  sketch  or v isualise  th e ir  chore­
og raph ies using  co m p u te r  an im a tio n  packages like Lifeform s  [37]. C h o reo g rap h ers  a re  
f ru s tra te d  from  using  co m p u te r  a n im a tio n  packages w hen  th e y  rea lise  th a t  th e ir  ex p e r­
tise  in  h u m an  b o d y  m otion , w hich  allow s th e m  to  lay dow n d e ta ile d  keyfram es, is no t 
tra n s la te d  in to  n a tu ra l  m o tio n  by th e  co m p u te r  [40].
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1.2 M ethodology
For th e  co m p u te r to  g en era te  n a tu ra l  h u m a n  m o tio n , we need  to  feed it  w ith  in fo rm atio n  
a b o u t how th e  b o d y  m oves, i.e. we need  to  b u ild  a  c o m p u te r  model o f h u m a n  m otion . 
T h e  C oncise O xford  D ic tio n a ry  gives th e  follow ing defin itio n  o f th e  w ord m odel:
 2  a simplified (often mathem atical) description o f a system  etc., to assist
calculations and predictions.
S im plifica tion  is essen tia l to  m odelling . To b u ild  a  m odel, we need  to  sim plify  th e  
o b jec t o f o u r m odelling , i.e. find  th e  u n d e rly in g  s tru c tu re  a n d  rem ove d e ta il  from  
it. H ere lies th e  fu n d a m e n ta l d ifficulty  in  sy n th esising  rea lis tic  h u m a n  m otion . As 
w as sa id  earlie r, we a re  very  well tra in e d  in  ju d g in g  h u m a n  m otion . I f  we b u ild  a  
m o d e l,‘a  s im p lifica tio n ’ o f h u m an  m o tio n , a n d  syn thesise  m o tio n  u sing  th is  m odel, we 
risk  loosing th e  im p o r ta n t d e ta il in  h u m a n  m o tio n , a n d  as a  re su lt th e  m o tio n  s ta r ts  
to  look u n n a tu ra l  very  quickly.
T h is  research  p roposes to  syn thesise  novel m o tions by  sam p lin g  h ig h  q u a lity  h u m an  
m otion capture d a ta 1. G iven  a  large se t o f unclassified  m o tio n  c a p tu re  sequences, we 
lea rn  a  m odel th a t  can  su m m arize  th e  s ta tis tic a l p ro p e rtie s  a n d  th e  te m p o ra l s tru c tu re  
o f th e  d a ta , id en tify ing  segm ents o f th e  o rig inal m o tio n  sequences th a t  can  b e  co n ca te ­
n a te d  a n d  b len d ed  to  g en era te  inbetw een  m o tio n  g iven user specified  keyfram es. T h e  
ad v an tag e  o f th is  a p p ro ach  is th a t  i t  com bines th e  flex ib ility  o f keyfram e a n im a tio n  
w ith  th e  rea lism  o f m o tio n  c a p tu re  d a ta .
1.3 Fram ework
T h is  w ork was fu n d ed  by  th e  E P S R C  g ra n t “S yn thesising  H u m a n  M o tio n  for V ir tu a l 
P e rfo rm an ce” , a  jo in t p ro je c t b e tw een  th e  C en tre  for V ision, Speech a n d  S ignal P ro cess­
ing an d  th e  d e p a rtm e n t of D ance S tu d ies  o f S u rrey  U niversity . T h e  p ro je c t’s genera l 
a im s w ere to  investig a te  th e  a p p lic a tio n  o f p a t te rn  reco g n itio n  a n d  s igna l p rocessing
1‘Motion capture1 is nowadays
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techn iques to  th e  analy sis  o f h u m a n  m o tio n  d a ta  collected  by  m ark er b ased , o p tica l 
m o tio n  c a p tu re  devices, a n d  to  use th e  developed  re p re se n ta tio n s  to  syn thesise  novel, 
n a tu ra l  looking, h u m a n  m o tio n s for use in  d ig ita l cho reog raphy  a n d  o th e r  a n im a tio n  
ap p lica tio n s. I t  was n ick n am ed  Coppelia, a f te r  th e  fam ous b a lle t by  D elibes.
C om ple te  c h a ra c te r  an im a tio n  com prises several a reas o f research . Coppelia was con­
cerned  w ith  a  fu n d a m e n ta l p a r t:  ske le ta l an im a tio n . In  F ig u re  1.2 we p re sen t a  d iag ram  
d esc rib in g  th e  p ro je c t in  th e  c o n tex t o f v ir tu a l perfo rm an ce  a n d  il lu s tra tin g  w hich p a r ts  
o f it  co rresp o n d  to  th is  thesis .
1.4 Structure
In  C h a p te r  2 we w ill p u t  th is  re sea rch  in to  co n tex t by  rev iew ing  p rev ious ap p roaches 
to  h u m a n  m o tio n  syn th esis . T h e  ap p ro ach es in  co m p u te r g rap h ics  a re  varied  a n d  
b o rro w  from  co n tro l eng ineering , d y n am ic  sim u la tio n , s igna l p rocessing , s ta tis tic s  a n d  
n u m erica l o p tim iza tio n .
C h a p te r  3 p resen ts  th e  fo rm u la tio n  of th e  p ro b lem  o f h u m a n  m o tio n  sy n thesis  by 
key fram ing  on  a  d a ta b a se  of h u m a n  m o tio n  c a p tu re  d a ta . T h e  p ro b lem  of an im a ­
tio n  is fo rm u la ted  as a  p a th  search  in  a  com plex  g rap h . W e p ro p o se  to  reduce  th e  
com plex ity  o f th e  search  by  p lan n in g . T h e  know ledge req u ired  for th is  p lan n in g  w ill 
b e  o b ta in e d  in  a n  u n su p erv ised , d a ta  d riv en  m an n er, by  b u ild in g  a  tw o-level s ta tis tic a l 
m odel o f th e  d a ta .
C h a p te r  4 in tro d u ces  th e  fram ew ork  p ro p o sed  in  th is  th esis  to  ad d ress  th e  p ro b lem  of 
h u m a n  m o tio n  syn thesis . A  tw o-level s ta tis t ic a l  m odel is b u ilt  fro m  th e  d a ta . T h is  
m o d el can  th e n  be  u sed  to  sy n th esise  novel inbetw een  m o tio n  g iven user specified 
keyfram es. R esu lts  are  p re sen ted  w ith  d a ta b a se s  of 5000 fram es.
C h a p te r  5 ex ten d s a n d  refines th e  basic  fram ew ork  by  in tro d u c in g  new  rep re sen ta tio n s  
o f m o tio n  a n d  in tro d u c in g  new  techn iques for a  d y n am ic  p ro g ram m in g  search . T h e  
re su lts  p resen ted  h ere  in c lude  a  d a ta b a se  w ith  120 sequences a n d  32000 fram es.
F inally , C h a p te r  6 concludes th is  w ork an d  offers a  su m m ary  an d  d iscussion  o f its  re su lts  
a n d  co n trib u tio n s . Som e p o te n tia l  avenues for fu tu re  research  a re  also p resen ted .
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C hapter 2
Literature Review
A com prehensive  overview  on  th e  su b je c t o f h u m an  m o tio n  a n im a tio n  is a n  enorm ous 
ta sk . T h e  su b je c t a t t r a c ts  reseachers in  m an y  fields: b iom echan ics, ro b o tic s , co m p u te r 
g raph ics, co m p u te r v ision , te leco m m u n ica tio n s, a n d  peop le  in  th e  e n te r ta in m e n t in d u s­
try . In d iv id u a l s ta te -o f- th e -a r t review s in  each  of th ese  fields w ould  fill m an y  pages.
In  c o m p u te r g rap h ics  th e  ap p ro ach es a re  varied  a n d  th e  m e th o d s  bo rro w  from  con tro l 
eng ineering , d y n am ic  s im u la tio n , s ig n a l p rocessing , s ta tis tic s  a n d  n u m erica l o p tim iza ­
tio n . H ere th e  goal is to  re p ro d u ce  h u m a n  m o tio n  in  a  w ay th a t  n o t only  gives h igh  
v isu a l quality , b u t  also prov ides th e  a n im a to r  w ith  as m uch co n tro l as possib le . A  g rea t 
d ea l o f research  goes in to  im prov ing  in te ra c tiv ity  a t  th e  in te rface  b e tw een  th e  a n im a to r  
an d  th e  co m p u ter.
In  co m p u te r  vision, th e  in te re s t is on  an a ly sis  a n d  p red ic tio n  o f h u m a n  m otion . A 
p re d ic tio n  h as  to  be  generated  b y  a  m odel. I t  is th is  gen era tiv e  fu n c tio n  w hich has 
in tr ig u e d  som e research ers  as to  how  m odels th a t  a re  b u ilt  to  an a ly se  m o tio n  can  b e  
u sed  to  syn thesise  it.
T h e  in te n tio n  o f th is  c h a p te r  is to  p u t  th is  w ork in  co n tex t. C o m p u te r  g raph ics te ch ­
n iques w ill b e  review ed th a t  sh a re  th e  goal o f th is  thesis: th e  in tro d u c tio n  o f som e 
level o f a u to m a tio n  in  th e  a n im a tio n  of a  c h a ra c te r ’s m o tion . In  a d d itio n , re search  in  
h u m a n  m o tio n  ana lysis  is p re sen ted  fro m  w hich  th is  thesis  bo rrow s m o st o f its  b u ild in g  
m a te ria l.
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2.1 Traditional C om puter A nim ation
A p p ro x im ate ly  tw en ty  years have passed  since th e  first skele ta l a n im a tio n  sy stem  was 
developed  a t  O hio  S ta te  U niversity . Since th e n , a  c o n tin u u m  o f new  tech n iq u es have 
a u to m a te d  ta sk s  th a t  in  th e  early  years of co m p u te r an im a tio n  h a d  to  b e  p ro g ram m ed  
from  sc ra tch  every  tim e  a  new  an im a tio n  was p ro d u ced . T h is  h as  o p en ed  th e  in d u s try  
to  a n  a r tis tic a lly  inc lined  user com m unity .
C o m p u te r an im a tio n  o f h u m a n  m o tio n  com prises several a reas  o f research . A  com plete  
s im u la ted  h u m an  sh o u ld  b e  com posed  of s im u la ted  m uscles [69] (m any  of th e m  in  th e  
face [76]), o p tio n a lly  som e c lo th  [4] an d , w h a t w ill be  m ore re levan t to  th is  w ork, a  
skeleton  to  su p p o r t all o f th e  p rev ious com ponen ts.
A skeleton  in co m p u te r g raph ics is o ften  rep resen ted  by a  co llection  of rig id  ‘b o n e s’ 
linked by jo in ts  a n d  o rgan ised  in  a  h ie ra rch ica l s tru c tu re . E ach  jo in t c an  have a  p a re n t 
an d  several ch ild ren . F or in stan ce , th e  fo rearm  can  have th e  u p p e r  a rm  as p a re n t an d  
th e  h a n d  as child . A pose of th e  skeleton  can  b e  describ ed  as th e  ro ta tio n s  o f each 
jo in t w ith  re sp ec t to  its  p a re n t jo in t. A  jo in t possesses one to  th re e  degrees o f freedom . 
T h e  m a th em a tic s  to  d escribe  th e  geom etry  a n d  th e  m o tio n  o f a n  a r tic u la te d  skeleton  
in  co m p u te r g rap h ics  were borrow ed from  ro b o tic s  [25].
2 .1 .1  I n t e r p o l a t i o n
T h e  tra d itio n a l d iv ision  of a n im a tio n  w ork betw een  keyfram ing  a n d  inbetw een ing  [78] 
has been  em u la ted  in  co m p u te r  a n im a tio n  packages. O nce th e  m odelling , th e  sketch  
of th e  s to ry  a n d  th e  reco rd in g  o f th e  d ialogue is done, th e  a n im a to r  lays dow n th e  key 
fram es by a d ju s tin g  th e  jo in ts  o f th e  a r tic u la te d  figure. T h is  process is ted io u s because  
of th e  large n u m b er o f degrees o f freedom  (D O Fs) a  skele ton  can  have. Jo in ts  h igher 
in  th e  h ie ra rch y  have to  be  in itia lly  carefu lly  p laced  because  any  fu r th e r  co rrec tio n  w ill 
affect a ll th e  child  jo in ts .
In te rp o la tio n  is used  to  avoid  re p e a tin g  th is  p rocess for each fram e. A fter th e  key fram es 
have been  se t, th e  co m p u te r  in te rp o la te s  be tw een  th e m  by fittin g  sm o o th  p a ra m e tr ic  
functions to  th e  D O F s o f th e  ch a rac te r. In te rp o la tin g  ro ta tio n s  is n o t tr iv ia l as th e y
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are  p e rio d ic  by  n a tu re , a n d  do n o t com m ute . M ost co m p u te r a n im a tio n  packages use 
q u a te rn io n  sp h erica l in te rp o la tio n  in tro d u c e d  by  Shoem ake [70].
K ey fram in g  a n d  in te rp o la tio n  rem ain s  th e  fo rm  of an im a tio n  th a t  is u sed  in  m a in ­
s tre a m  film  p ro d u c tio n s  such  as Toy S to ry  w here th e  q u a lity  is th e  p r im a ry  issue over 
p ro d u c tio n  cost a n d  tim e. K eyfram ing , a lth o u g h  tim e  consum ing , gives th e  a n im a to r  
th e  co n tro l th e y  req u ire  to  achieve th e  desired  m ovem ent sequence.
2 .1 .2  I n v e r s e  k i n e m a t i c s
Inverse k in em atics  is w idely  u sed  as a  to o l to  a id  th e  a n im a to r  in  p o s itio n in g  a n  a r tic ­
u la te d  skeleton . In  ro b o tic s , a  ch a in  o f rig id  ob jec ts  linked  by  jo in ts  (a  ro b o t a rm ) is 
know n as a  m a n ip u la to r . T h e  la s t lin k  in  th e  m a n ip u la to r is ca lled  th e  end-effector. 
G iven  q, a  vecto r of know n jo in t variab les, th e  fo rw ard  k in em atics  p ro b lem  solves for 
x, th e  p o sitio n  a n d  o rie n ta tio n  o f th e  end-effector: x  =  f ( q ), w here  /  is a  m a tr ix  
c o n ca ten a tio n . T h e  p ro b lem  o f inverse k in em atics  can  be  fo rm u la ted  as follows: G iven 
a  desired  p o sitio n  a n d  o rie n ta tio n  of th e  end-effector x , co m p u te  th e  values of th e  
tra n sfo rm a tio n s  n eeded  in  th e  re s t o f th e  m a n ip u la to r  links, i.e. th e  inverse m a p p in g  
/ “ 1 : x  —» q. A  difficu lty  is th a t  /  is a  n o n -lin ea r fu n c tio n  o f q, a n d  th e re  is in  g enera l 
no u n iq u e  so lu tio n  to  th e  inverse m ap p in g . A  genera l an a ly tic a l so lu tio n  for a rb itra ry  
m a n ip u la to rs  does n o t ex is t, a n d  th e re fo re  ite ra tiv e  n u m erica l m e th o d s  a re  com m only  
u sed  to  o b ta in  ap p ro x im a te  so lu tions. W elm an  [85] gives a n  excellen t overview  on  th e  
so r t o f m e th o d s  th a t  a re  u sed  in  c o m p u te r a n im a tio n  to  solve th e  p ro b lem . Inverse k in e­
m atic s  can  b e  com bined  w ith  th e  in c o rp o ra tio n  o f co n s tra in ts  to  specify  for in s tan ce  
th a t  p a r ts  o f th e  b o d y  sh o u ld  n o t m ove or re m a in  in  co n tac t w ith  surfaces.
C u rre n t com m ercia l an im a tio n  packages com m only  inc lude  an  inverse k in em atics  solver. 
T h is  allow s th e  a n im a to r  to  in te rac tiv e ly  m ove all o r som e of th e  links in  th e  k in em atic  
ch a in  by  d rag g in g  th e  e iid -effector w hile m a in ta in in g  c e r ta in  sp a tia l c o n s tra in ts  a t  th e  
sam e tim e. I f  th e  n u m b e r o f linked  segm ents to  solve for is large, it  can  yield  p o sitio n s 
th a t  look u n n a tu ra l,  so th e  ch a in  w ill ty p ica lly  b e  on ly  a n  a rm  o r a  leg. T h is  prov ides 
a n o th e r  m e th o d  for th e  a n im a to r  to  c rea te  keyfram es w hich  is o ften  fas te r a n d  m ore 
n a tu ra l  th a n  m a n ip u la tio n  of in d iv id u a l jo in ts . In  o rd e r to  c rea te  th e  in -be tw een  fram es,
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each  of th e  degrees o f freedom  o f th e  chain  is in te rp o la te d  in d ependen tly . T h is  re su lts  
in  th e  end-effectors m oving in  a  w ay th a t  is n o t necessarily  consis ten t w ith  th e  sp a tia l 
c o n stra in ts  th a t  th e  a n im a to r  se ts  a t  th e  keyfram es. A w ay a ro u n d  th is  p ro b lem  is to  
tak e  th e  o u tp u t  o f th e  in te rp o la tio n  a n d  th e n  ap p ly  inverse k in em atics  a t  each  fram e 
to  fulfill th e  co n s tra in ts  [85, 20], T h is  a p p ro ach  links w ith  m ore  recen t m e th o d s  of 
c o n s tra in t based  m o tio n  ed itin g , w hich w ill be  review ed la te r  in  Section  2.4.3.
Inverse  k in em atics  ad d s  su p p o r t for keyfram ing , b u t  does n o t ad d ress  th e  p ro b lem  of 
how to  a u to m a tic a lly  o b ta in  n a tu ra l  inbetw een  m o tio n  for th e  keyfram es.
2.2 M otion  capture system s
M otion  c a p tu re  techno logy  allow s us to  c a p tu re  a n d  s to re  in  th e  co m p u te r  th e  m ove­
m en t of a  person . T h e  pe rfo rm er o f th e  m ovem ents is o ften  spec ia lly  tra in e d , a n d  th e  
accu racy  in  th e  re g is tra tio n  of th e  m o tio n  is so h ig h  th a t  th e  skills o f th e  p e rfo rm er 
can  be p assed  on to  th e  a n im a te d  ch a rac te r. In  m ost cases th is  p rocess is fa s te r th a n  
tra d itio n a l keyfram ed a n im a tio n , a n d  th ere fo re  it  has been  a d o p te d  b y  co m p u te r  gam es 
com panies, w here red u c in g  developem ent tim e  is e ssen tia l to  business. In  o th e r  cases 
m o tion  c a p tu re  is th e  on ly  possib le  ap p ro ach , w hen  th e  p e rfo rm er’s p a r tic u la r  sty le  
m u st b e  p reserved  for a r tis t ic  reasons, or w hen  th e  an im a tio n  m u st b e  p ro d u ced  in  rea l 
tim e  for a  sy n th e tic  ch a ra c te r  in  a  p rocess sim ila r to  p u p p e tee rin g .
T h e  use o f d ifferen t techn iques to  m ake a n im a te d  ch a rac te rs  m ove in  a  m ore n a tu ra l  
fash ion  has its  ro o ts  in  th e  in tro d u c tio n  o f specia l effects in  th e  film  in d u s try  in  th e  
1920s [19]. T h is  a r t  is fa st chang ing  an d  th e  techn iques u sed  now adays a re  re la tiv e ly  
new: T h e  U.S. m ilita ry  b eg an  to  use m ag n etic  system s in  th e  1970s to  m easu re  th e  
h ead  m ovem ent of p ilo ts . M otion  p e rc e p tio n  a n d  e x tra c tio n  from  m oving  ligh t d isp lays 
has been  s tu d ie d  for m an y  years [17], a n d  its  genealogy d a te s  back  to  th e  tim es o f 
M uybridge  [54], B iom edical ap p lica tio n s  p receded  th e  use o f o p tica l sy stem s in  th e  
e n te r ta in m e n t' in d u stry . In  m ag n etic  system s, th e  u ser is en cu m b ered  by  th e  w ires 
a tta c h e d  to  h is body. W ireless system s also ex ist, b u t  have a  lim ited  ran g e  of ac tion , 
w hich reduces th e  c a p tu r in g  space availab le  to  th e  perfo rm er. F ro m  a  m ag n etic  sy stem  
positio n a l an d  ro ta tio n a l in fo rm a tio n  can  b e  o b ta in e d  d irec tly  from  th e  in p u t device.
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In  an  o p tica l sy s tem  on ly  p o s itio n a l in fo rm a tio n  is p rov ided  b u t  a t  g rea te r accu racy  
a n d  g rea te r  reso lu tio n . T h e  first rea l- tim e  system s to  a p p e a r  w ere m ag n etica l, b u t  
cu rre n t o p tica l sy stem s [23, 49] can  also p rov ide  rea l-tim e  ro ta tio n a l d a ta . M otion  
c a p tu re  d a ta  sy stem s a re  em ployed  in  m u lti-m illio n  p o u n d  H ollyw ood p ro d u c tio n s  like 
“T ita n ic ” , “T h e  M um m y” o r “G la d ia to r” , as well as in  m o st c o m p u te r  gam es on  th e  
m ark e t th a t  involve hum an-like  ch a rac te rs .
M otion  c a p tu re  p rov ides n a tu ra l  m o tio n , a n d  som etim es a t  a  low er cost th a n  t r a d i ­
t io n a l co m p u te r  a n im a tio n  [19]. However, m o tio n  c a p tu re  can  b e  no isy  a n d  need  p o s t 
p ro cessing  to  m ake th e  d a ta  usefu l for a n im a tio n  [7]. P ro b a b ly  th e  m a in  w eakness of 
m o tio n  c a p tu re  is its  lack o f flexibility. I t  is very  difficult to  e d it th e  c a p tu re d  m o tio n  
w ith o u t loosing  th e  n a tu ra l  q u a lity  of th e  m ovem ent. F or exam ple , it  could  h a p p e n  
th a t  a  single p iro u e tte  is c a p tu re d , a n d  la te r  a  doub le  p iro u e tte  is req u ired  for th e  
a n im a te d  cha rac te r; i t  is very  likely th a t  th e  re su lt o f re p e a tin g  th e  single tu r n  tw ice 
to  o b ta in  th e  doub le  one w ill look u n n a tu ra l  unless g rea t effort is invested  (w hich is 
w h a t m o tio n  c a p tu re  tr ie s  to  avoid). M any a n im a to rs  d o n ’t  believe in  m o tio n  cap tu re , 
th e  m a in  reaso n  b e in g  th e  d isad v an tag e  of h av in g  to  invest tim e  to  get th e  desired  final 
a n im a tio n  anyw ay [57, 32].
2.3 S im ulation  o f character m otion
S im u la tio n  m e th o d s  a t te m p t  to  free th e  o p e ra to r  of a  co m p u te r a n im a tio n  to o l from  
h av in g  to  have a r tis tic  sk ill a n d /o r  b iom echan ical know ledge a n d  s till  p ro d u ce  usefu l 
an im atio n s. H igh  level defin itions o f ac tions are  tran sfo rm ed  by  ‘s lid e rs ’ on  in tu itiv e  
p a ra m e te rs  like velocity, d irec tio n  o r d u ra tio n . T h e  m e th o d s  can  b e  k in em atic  or 
dynam ic . K in em a tic  s im u la tio n  a t te m p ts  to  achieve a u to m a tic  g en e ra tio n  o f h u m a n  
m o tio n  th ro u g h  b iom echan ical know ledge, fo rw ard  k in em atics  an d  inverse k inem atics. 
S im u la tio n  m e th o d s  fa c ilita te  th e  ta sk  o f g en e ra tin g  m o tions o u t o f a  fam ily  for w hich 
a  m odel has b een  co n stru c ted . A w alk ing  g en e ra to r  can  g en e ra te  w alk ing  m o tions w ith  
d ifferen t s tep  len g th s  o r d ifferen t velocities [14]. B u t if a  ru n n in g  m o tio n  is req u ired , a  
ru n n in g  g en e ra to r h as  to  b e  c o n s tru c te d  [15]. R ecen t app roaches to  d y n am ic  s im u la tio n  
like [24] use co m p o sitio n  o f co n tro lle rs  to  in tro d u ce  flex ib ility  in  th e  way s im u la tio n
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m eth o d s  can  a d a p t to  new  an im a tio n  tasks.
2.3.1 D ynam ic sim ulation
T h e  p ro b lem  o f ro b o tic  con tro lle r design  or inverse dynam ics is th a t  o f find ing  th e  forces 
an d  to rq u es needed  to  accom plish  a  c e r ta in  k in em atic  goal. In  th e  case o f ro b o tics , th e  
goal is a  d e te rm in ed  tra je c to ry  o f th e  m a n ip u la to r . D ynam ic  m odels of th e  ro b o t 
a rm  have to  b e  developed , an d  th e n  co rresp o n d in g  con tro l a lg o rith m s a re  designed  to  
achieve th e  p respecified  task .
T h e  g roup  lead  by  Jessica  H odgins in  G eorg ia  In s t i tu te  o f Technology has b een  ac tive  
in  ap p ly in g  these  techn iques to  th e  syn thesis  o f h u m an  m o tio n  [34]. T h ese  m eth o d s 
gen era te  an im a tio n s  w hich do n o t v io la te  th e  physica l laws th a t  w ere in c lu d ed  in  th e  
m odel. For in stan ce , in  th e  ru n n e r  s im u la tio n s in  [35], s ix  c o n s tra in ts  avoid  a  foo t 
from  p e n e tra tin g  th e  g ro u n d , s lid ing  on  it  an d  ro lling  o r yaw ing  a ro u n d  its  cen te r o f 
m ass. A n o th e r in te re s tin g  fea tu re  of d y n am ic  s im u la tio n  m eth o d s is t h a t  som e h ig h  
level con tro l is offered to  th e  user, like velocity  o f th e  ru n n e r  in  [35] or he igh t o f th e  
ju m p  for th e  d iver in  [90].
R esearchers in  th is  a re a  te n d  to  use com ercially  availab le  packages like S D /F A S T 1 th a t  
can  g en era te  th e  eq u a tio n s of m o tio n  a u to m a tic a lly  from  a  d esc rip tio n  of th e  geom e­
try  o f th e  a r tic u la te d  system . However th is  does n o t solve th e  p ro b lem  of design ing  
con tro llers th a t ,  given eq u a tio n s  for th e  a r tic u la te d  ch a rac te r, w ill m ake it  ru n , fa ll o r 
ju m p . E ach  an im a tio n  uses several con tro llers  for each  p h ase  o f th e  ac tio n  a n d  a  s ta te  
m achine to  sw itch  am ong  th em . D ifferent an im a tio n s  req u ire  d ifferen t s ta te  m achines 
w ith  d ifferent s ta te s  a n d  it  is n o t ev id en t how  to  m odify  th ese  com plex  m odels to  gen­
e ra te  o th e r ac tions. T h is  m akes it  d ifficult to  in c o rp o ra te  th ese  m e th o d s  in to  co m p u te r 
a n im a tio n  tools.
F alou tsos a n d  van  de P a n n e  p ro p o sed  m e th o d s  to  avoid hav ing  to  design  th e  contro llers. 
In  [82] th e  con tro lle r syn th esis  was achieved th ro u g h  S enso r-A ctua to r-N etw orks. T h e  
eq u a tio n s of m o tio n  a re  g en e ra ted  a u to m a tic a lly  using  S D /F A S T . P a ra m e te rs  o f th e
1 See http://www.sdfast.com
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netw ork  (delays of th e  nodes, w eights a n d  p a ra m e te rs  of th e  P a r t ia l  D erivative  C on­
tro lle rs) a re  varied  s to ch as tica lly  to  op tim ize  p a r tic u la r  b eh av io u rs , like for exam ple  
ad v an c in g  as m uch  d is ta n c e  as possib le . T h ese  m eth o d s have b een  a p p lied  to  sim p li­
fied 2D ch a rac te rs  because  th e  search  space  becom es to o  large  for m ore  com plica ted  
m odels. A n o th e r ap p ro ach  to  avo id ing  th e  design  o f new  con tro lle rs  is th e  reuse  of 
ex is tin g  ones. F alo u tso s  e t al. [24] in tro d u c e d  a  fram ew ork  to  com pose con tro llers  
by  defin ing  th e  in te rface  b e tw een  th ese  a n d  a  con tro lle r su p erv iso r. T h e  in terface  con­
sis ts  o f p reco n d itio n s, p o s tco n d itio n s  a n d  ex p ec ted  p e rfo rm an ce  in  h a n d lin g  th e  cu rren t 
d y n am ic  s ta te  of th e  ch a rac te r. T h e y  p re sen t a n  a u to m a tic  way o f le a rn in g  th ese  p re ­
con d itio n s u sing  su p erv ised  lea rn in g  a n d  d e m o n s tra te  a  series o f fa irly  com plex  d y n am ic  
beh av io u rs  for a  th re e  d im en sio n a l ch a ra c te r  like b a lanc ing , fa lling  to  th e  floor, g e ttin g  
u p  a n d  s ittin g .
T h ese  m e th o d s  w ork b e t te r  for h ig h  d y n am ic  ran g e  ac tions like v a u ltin g  in  w hich  th e re  
ca n n o t be  m uch  v a ria tio n  am ong  ju m p e rs  [35]. V an de P a n n e  [81]proposed a  w ay of 
p a ra m e tr is in g  w alk ing  m o tio n s for passively  s ta b le  3D ch arac te rs . T h e  m e th o d  consists 
o f a n  in te rp o la tio n  in  th e  p a ra m e te r  space  of th e  con tro llers. T h is  in te rp o la tio n  is 
o b ta in e d  by  ta k in g  one con tro lle r X  a n d  o p tim iz in g  w ith  re sp ec t to  som e c rite r io n  to  
o b ta in  a  con tro lle r Y.
If  in itia l cond itio n s c o n s tra in  th e  m o tio n , as in  p la tfo rm  d iv in g  [90], th e  re su lts  are  
im proved . However, f ind ing  th e  forces or to rq u es  th a t  w ould  m ake a  ch a rac te r  d ance  
a  ro u tin e  w ith  a  specific q u a lity  is very  difficult, if  n o t im possib le . T h e  v isua l q u a lity  
o b ta in e d  w ith  m o tio n  c a p tu re  d a ta  can n o t yet b e  m a tch ed  w ith  s im u la tio n  m eth o d s.
2.4 R euse o f m otion  capture data
T h e  ap p ea lin g  v isu a l q u a lity  of m o tio n  c a p tu re , com bined  w ith  i ts  a fo rem en tio n ed  lack 
of flex ib ility  a n d  h ig h  cost, h as  led  research ers  to  in v estig a te  tech n iq u es th a t  p e rm it 
reu se  a n d  a d a p ta t io n  o f ex is tin g  m o tio n  d a ta . M otion  c a p tu re  lib ra rie s  a re  com ercially  
availab le  2. B u t th e  p ro b lem  rem ain s  how  to  reuse  th e  d a ta  to  m eet new  goals a n d
2See for instance http://www.charactermotion.com, http://www.viewpoint.com/, 
http://elelctrashock.com/ or http://www.motek.org/
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a n im a te  different ch a rac te rs .
In te rp o la tio n  or b len d in g  techn iques [67, 86] a t te m p t to  g en era te  new  m o tio n s by  b len d ­
ing  am ong  two or m ore ex is tin g  m otions. S ignal p rocessing  m e th o d s  [16, 80, 89] ap p ly  
g lobal tran sfo rm a tio n s  to  th e  m o tions or th e ir  frequency  rep re sen ta tio n s . C o n s tra in t 
based  techn iques [47, 29, 62, 88, 61, 91] express ex p lic itly  th ro u g h  c o n stra in ts  th o se  
fea tu res  of th e  m otions th a t  have to  b e  p reserved  an d  th o se  th a t  have to  b e  m odified .
F inally , s ta tis tic a l m odels o f h u m an  m o tio n  can  be  seen as a  w ay to  le a rn  co n stra in ts  
from  d a ta . D ifferent techn iques can  b e  u sed  to  m ake s ta tis t ic a l m odels usefu l for th e  
syn thesis  o f m o tion  [9, 12, 27, 43, 64, 72, 73]. T h e  research  p resen ted  in  th is  th esis  
falls in to  th is  ca tego ry  by  in tro d u c in g  a  new  way o f u sing  a  s ta tis t ic a l  m odel for h u m an  
m o tio n  syn th esis  th a t  can  b e  con tro lled  by a  keyfram ing  in terface. In  S ections 2.4.1 to
2.4.4 a  c ritic a l rev iew  o f m o tio n  c a p tu re  d a ta  reuse  m e th o d s  is offered.
2.4.1 Signal processing
In  th e  m id  1990s, p ro b a b ly  as a  consequence of th e  ava ilab ility  o f m o tio n  c a p tu re  d a ta  
to  researchers, several a t te m p ts  w ere m ade a t  t re a tin g  h u m a n  m o tio n  as a  m u ltid im en ­
sional signal on  w hich to  ap p ly  d ifferen t signal p rocessing  tech n iq u es [16, 89]. Som e of 
these  techn iques have th e ir  o rig in  in  im age p rocessing  a n d  o th e rs  in  speech  recogn ition .
M u lti-re so lu tio n  filte rin g  [16] is u sed  to  develop a  ‘m o tio n  eq u a lise r’, i.e. a  b a n k  of 
filters th a t  allow s am p lifica tio n  or a tte n u a tio n  of th e  m o tio n ’s a m p litu d e  a t  different 
frequencies. T h is  a p p ro ach  is b ased  on  th e  h y p o th esis  th a t  fine d e ta il in  m o tio n  is found  
in  th e  h ig h  frequencies, a n d  coarse m o tio n  in  th e  low frequencies. In te rp o la tio n  of tw o 
m otions an d  m o tio n  w aveshap ing  a re  also ad d ressed . M otion  d isp laced  m ap p in g  [16, 89] 
app lies sm all local m od ifica tions to  th e  m o tio n  signal. In  th is  ap p ro ach , changes to  th e  
m o tio n  a re  keyfram ed, as o p posed  to  keyfram ing  new  poses. O nce th e se  keychanges are  
su ita b ly  p laced  a n d  in te rp o la te d , a  sm o o th  m o d ifica tion  o f th e  w hole m o tio n  resu lts .
U n u m a e t al. [80] tak e  ad v an tag e  o f th e  p e rio d ic  b eh av io u r o f h u m a n  locom otion  to  
ap p ly  m odifica tions to  th e  F ourier expansions of th e  m o tio n  signal. A  basic  com p o n en t 
an d  a  q u a lita tiv e  co m p o n en t a re  iden tified  a n d  th e n  used  to  in te rp o la te  o r e x tra p o la te  
m o tions in  th e  frequency  dom ain .
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T h e  m a in  c o n tr ib u tio n  o f th e se  ap p ro ach es a re  th e  m o tio n  d isp lacem en t m ap  a n d  th e  
o b se rv a tio n  th a t  o ften  th e  d e ta ils  in  a  m o tio n  a re  in  th e  h ig h  freq u en cy  com ponen ts. 
T h is  is one of th e  te m p o ra l c o n s tra in ts  th a t  is exp lic itly  enfo rced  by  recen t sp ace tim e  
m e th o d s  [30, 47], w hich  a re  rev iew ed la te r.
2.4.2 In te rp o la tio n
W iley  e t al.[86] use  sp a tia l  in te rp o la tio n  to  ex te n d  a  d a ta b a se  of c a p tu re d  h u m a n  m o­
tio n . T h e  in te rp o la tio n  is p erfo rm ed  in  tw o stages. F ir s t  th e  c a p tu re d  m o tio n  is 
re -sam p led  to  a  reg u la r  g rid  o f th e  p a ra m e te r  space. T h e  goal m o tio n  is sy n thesised  
usin g  th e  re -sam p led  d a ta . I f  d  is th e  d im en sio n  o f th e  p a ra m e te r  space, th is  tech n iq u e  
req u ires  0 {2 d) exam ples, w hich, acco rd ing  to  th e  au th o rs , se ts  a  p ra c tic a l lim it on  in ­
te rp o la tio n  syn th esis  o f te n  p a ra m e te rs . E x am p les  a re  p re sen ted  in  w hich  a  m ax im u m  
of th re e  p a ra m e te rs  are  in te rp o la te d . T h e  verbs a n d  adverbs w ork o f R ose e t al. [67] 
is s im ila r, b u t  in s te a d  of u sin g  u n ifo rm  scaling  in  tim e , th e ir  sca ling  is no n  u n ifo rm  
a n d  b ased  on key events a n d  su b jec tiv e  d esc rip tio n s (happy, sad) m an u a lly  a n n o ta te d  
on  th e  m o tio n  c a p tu re  d a ta . T im e  w arp in g  is u sed  to  a lign  th e  exam ples w ith  re sp ec t 
to  th is  key events. E ach  exam ple  rep re sen ts  a  sim ila r a c tio n  p e rfo rm ed  in  a  d ifferen t 
sty le . In te rp o la tio n  b e tw een  sty les is p erfo rm ed  u sing  ra d ia l basis  fu n c tions.
2.4.3 C o n stra in t based ed iting  m ethods
A ll m o tio n  ed itin g  m e th o d s  im p lic itly  a t te m p t  to  p reserve som e o f th e  o rig ina l m otion . 
In  c o n s tra in t b ased  m eth o d s , th e  fea tu res  o f th e  m o tio n  th a t  have to  b e  p reserved  or 
changed  a re  m ad e  ex p lic it as m a th e m a tic a l co n stra in ts . A  com prehensive  rev iew  an d  
in te re s tin g  in sigh t in to  th ese  m e th o d s  is g iven by  G leicher in  [31].
T h e  sp ace tim e  co n s tra in ts  fo rm u la tio n , p ro p o sed  by  W itld n  a n d  K ass [88], allow s th e  
a n im a to r  to  specify  w h a t th e  a r tic u la te d  figure shou ld  do, w h a t a re  th e  ru les (how th e  
ac tio n  sho u ld  b e  p erfo rm ed) a n d  th e n  sy n th esise  a  m o tio n  by  so lv ing  a  co n stra in ed  
o p tim isa tio n  p rob lem . T h e  fu n c tio n  to  op tim ise  co rresponds to  how  th e  ac tio n  h as  to  
b e  p erfo rm ed , for exam ple  u sing  as l i t t le  energy  as possib le . T h e  c o n s tra in ts  define 
th e  ac tio n s to  b e  p e rfo rm ed . T h is  ap p ro ach  was first in tro d u c e d  to  p ro d u ce  an im a tio n
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from  sc ra tch  [88, 55]. H owever th e  sp ace tim e  p ro b lem  is a  com plex  m u ltid im en sio n a l 
o p tim isa tio n  a n d  does n o t scale well for com plica ted  ch a rac te rs  a n d  an im atio n s.
Several a tte m p ts  have b een  m ad e  to  sim plify  th e  prob lem . G leicher [29] in tro d u ces  a  
sim p lifica tion  th a t  b rings sp ace tim e m e th o d s  back  u n d e r th e  sp o tlig h t. H e p roposes 
th e  use o f th is  to o l for e d itin g  p re -ex is tin g  m o tio n  in  o rd e r to  m eet new  needs. T h e  
c o n stra in ts  no longer enforce law s o f physics as in  [88], b u t  a re  k in em atic  co n s tra in ts  
in te rac tiv e ly  se t by  th e  a n im a to r. T h e  fu n c tio n  to  op tim ise  is no  longer th e  am o u n t of 
energy  th a t  th e  ch a ra c te r  sp en d s, b u t  a  m easu re  o f th e  difference betw een  th e  o rig inal 
an d  th e  m odified  m o tion . Lee a n d  S h in  [47] use  a  d iv id e-an d -co n q u er ap p ro ach  to  
solve th e  sp ace tim e  p ro b lem  in  tw o stages. F irs t  th e  sp a tia l c o n s tra in ts  a re  m et by 
inverse k inem atics on  each fram e. In  a  second stag e  a  low -pass filte rin g  is ap p lied  to  th e  
d isp lacem en t m ap  (w hich is th e  difference betw een  th e  o rig inal a n d  th e  m odified  fram es) 
in  o rd er to  preserve h igh  frequencies in  th e  o rig ina l m otion . B ecause th e  re su lts  o f one 
s tag e  can  spo il th e  re su lts  o f th e  o th e r, th e  tw o phases are  ite ra te d . G le icher’s m e th o d  is 
m ore genera l an d  can  h an d le  m ore ty p es of co n stra in ts . However, th e  tw o s tag e  m e th o d  
is s im p ler to  im p lem en t an d  can  en su re  so lu tio n  o f th e  geom etric  co n s tra in ts . P opovic  
an d  W itk in  [62] o p t for a  sim p lifica tion  in  th e  a r tic u la te d  figure b ased  on  b iom echan ical 
re su lts . A  sp ace tim e  o p tim isa tio n  p ro b lem  th a t  fits th e  desired  m o tio n  for th e  sim plified  
ch a rac te r is designed, a n d  m o tio n  ed itin g  is p e rfo rm ed  by  specify ing  new  co n stra in ts . 
T h e  m ap p in g  of th e  ed ited  m o tio n  back  o n to  th e  fu ll ch a ra c te r  is a n  u n d e r-d e te rm in ed  
p ro b lem  w hich is solved by developing  a  m e tric  to  co m p u te  th e  difference b etw een  th e  
poses o f th e  sim plified  a n d  th e  fu ll ch a ra c te r  based  on  th e  am o u n t o f d isp laced  m ass. 
T h e  m e th o d  gives p ro m isin g  re su lts , a lth o u g h  th e  process of sim plify ing  th e  ch a rac te r 
is perfo rm ed  by h a n d  a n d  d e te rm in es th e  k in d  of m od ifica tions th a t  c an  b e  m ad e  a t  
th e  m o tio n  e d itin g  stage.
T h e  m ain  d isad v an tag e  of th e se  m e th o d s  is th e  d ifficulty  in  exp ressing  w h a t fea tu re s  in  
th e  m otions have to  b e  p reserved  th ro u g h  m a th e m a tic a l c o n stra in ts . B ind iganavale  [6] 
re p o rts  a  m e th o d  to  a u to m a tic a lly  find sp a tia l co n tac t co n s tra in ts  on  m o tio n  c a p tu re  
d a ta  (for exam ple , th e  m om en t in  w hich  a  ch a ra c te r  is h o ld ing  a  cup ). T h ese  a re  
d e tec ted  as zero-crossings in  th e  second derivatives o f m o tions co incid ing  w ith  th e  end- 
effector in  close p ro x im ity  w ith  th e  o b jec t.
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D yn am ic  F ilte r  techn iques have recen tly  a p p e a re d  th a t  can  ta k e  a n  ex is tin g  m o tio n  
c a p tu re  sequence as in p u t w hich  m ig h t v io la te  physica l co n s tra in ts  a n d  tra n sfo rm  it  in to  
a  physica lly  co n sis ten t m o tio n  [91, 61]. T h ese  techn iques use b iom echan ical know ledge 
to  c o n s tru c t a  physica l m odel w ith  m ass a n d  in e r tia  for th e  v iru a l ch a rac te r. F rom  
th e  acce lera tions re q u ire d  to  tra c k  th e  in p u t m o tio n  a n d  th e  p h ysica l m odel, forces 
a n d  to rq u es are  co m p u ted  th a t  a re  w ith in  reaso n ab le  p hy isica l lim its  an d  m a n ta in  
th e  ch a ra c te r  in  balance . F rom  th ese  co m p u ted  forces a d ju s te d  acce lera tio n s can  be 
ca lcu la ted  th a t  m ove th e  ch a ra c te r  in  a  w ay th a t  is physica lly  possib le  a n d  track s  th e  
in p u t m o tio n  closely.
T h e  p u rp o se  of m o tio n  e d itin g  tech n iq u es is to  ap p ly  m od ifica tions to  one m o tio n  
sequence. T h e  research  in  th is  th esis  is concerned  w ith  how  to  use m an y  sequences in  
o rd e r to  g en era te  inbetw een  m o tio n  for u ser specified  keyfram es. T h ese  m eth o d s w ould  
be  a  good  com plem en t to  o u r research  as th e y  can  b e  ap p lied  as a  refin ing  stag e  in  
o rd e r to  enforce physica l c o n s tra in ts  th a t  th e  co n ca ten a tio n  o f m o tio n  segm ents m ay  
v io la te . E n fo rc in g  p h ysica l c o n s tra in ts  falls o u ts id e  th e  scope o f th is  th esis  (see F ig u re  
1.2) a n d  is b riefly  d iscussed  in  S ection  6.4.
2.4.4 S ta tis tica l m odels of m otion
A key id ea  in  co m p u te r v ision  is ‘an a ly sis  by  sy n th es is ’. A sy n th e tic  m odel gen era tes  
a  p re d ic tio n  th a t  is te s te d  a g a in s t a  track ed  sh ap e . T h e  d ifference b etw een  w h a t is 
ex p ec ted  a n d  w h a t is m easu red  is u sed  as a n  e rro r  signal to  co rrec t th e  n ex t p red ic tio n . 
T h is  g enera tive  fu n c tio n  h as  in tr ig u e d  som e researchers as to  how  m odels th a t  a re  b u ilt  
to  ana lyse  m o tio n  can  b e  u sed  to  syn th esise  it.
T h e re  is a  g rea t dea l o f p rev ious w ork on  u sin g  s ta tis t ic a l  m odels for h u m a n  m o tio n  
ana lysis  [10, 11, 13, 38, 56, 58, 83, 87]. A  com prehensive rev iew  w as recen tly  m ad e  by  
M oeslund  a n d  G ra n u m  [52]. T h is  S ection  w ill review  m e th o d s  w hich  have been  ap p lied  
to  th e  sy n th esis  o f h u m a n  m otion .
Jo h n so n  e t al. [43] b u ild  a  s ta tis t ic a l m odel o f th e  s ilh o u e tte s  o f tw o p e rsons sh ak in g  
h a n d s  in  o rd e r to  sy n th esise  one o f th e  s ilh o u e tte s , re su ltin g  in  v ir tu a l in te rac tio n . 
G a la ta  e t al. [27] e x te n d  th is  m e th o d  u sing  V ariab le  L en g th  M arkov M odels (V LM M )
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to  m odel longer m em ory  d ependenc ies in  tim e  sequences. S tu a r t  a n d  B rad ley  describe  
a  co rpus-based  m o tio n  in te rp o la tio n  in  [73] th a t  sm o o th s th e  a b ru p t  tra n s itio n s  p resen t 
in  chao tic  v a ria tio n s o f a n im a te d  dan ce  sequences. B ow den [9] lea rns a  M arkov chain  
m odel o f a  m o tio n  exam ple  th a t  can  syn thesise  an im a tio n  of h u m a n  m otion . B ra n d  an d  
H ertzm an n  [12] b u ild  s ty lis tic  m odels th a t  le a rn  m app in g s b etw een  m o tio n  sequences 
o f th e  sam e ac tions pe rfo rm ed  in  d ifferen t styles. P u lle n  a n d  B regler [64] b u ild  a  a  
K ernel b ased  m odelling  of th e  jo in t p ro b ab ility  of fea tu res  of th e  m o tio n  a t different 
frequencies, from  w hich  physica lly  p lau sib le  ra n d o m  v aria tio n s o f a  2D c h a ra c te r’s 
m o tio n  can  be g en era ted . S id en b lad h  [72] s to ch as tica lly  sam p le  a  tree  s tru c tu re  th a t  
o rganises a  m o tio n  c a p tu re  d a ta  acco rd ing  to  th e  coefficients o f red u ced  d im en sio n a lity  
m o tion  subsequences. T h is  s tru c tu re  expresses a  te m p o ra l p rio r  w hich  is th e n  u sed  in  
bayesian  track in g  of a r tic u la te d  m otion .
All these  m e th o d s, a n d  also o u r ow n m eth o d , can  b e  su m m arised  as follows. In  th e  
m odelling  s tage , a  m odel is b u ilt  by co m p u tin g  s ta tis tic s  o f th e  d a ta . In  th e  syn thesis 
stage, th e  m odel genera tes th e  sy n th e tic  m otion . In  som e cases th e  sy n thesis  is gu ided  
o r co n stra in ed  by  som e co n tro l m e th o d  (F igu re  2.1).
Data
MODELLING SYNTHESIS
Figure 2.1: S tatistical models for motion synthesis. Most existing methods can be separated 
into modelling and synthesis stages.
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Modelling
T h e  tra in in g  d a ta  on  w hich  th e  m odel is le a rn t can  b e  im age sequences [43, 27, 64], 
w hich  a re  p rocessed  to  o b ta in  m o tio n  d a ta , keyfram e an im a tio n  [73] o r m o tio n  c a p tu re  
d a ta  o b ta in e d  by  m ark er b ased  devices [27, 12, 9, 72]. O u r w ork is s im ila r to  th is  la s t 
g ro u p  in  th a t  i t  b u ild s  a  m odel fro m  m o tio n  c a p tu re  d a ta . Som e m e th o d s  m odel one 
o r tw o sequences w ith  a  specific k in d  o f m o tio n  like ru n n in g  a n d  w alk ing  [9] or sh ak in g  
h a n d s  [43]. In  th is  w ork th e  s tre ss  is on  b u ild in g  m odels of la rge  unclassified  se ts  of 
sequences covering d ifferen t ty p es  o f ac tions.
T h e  dy n am ics o f th e  m o tio n  can  b e  exp ressed  as a  jo in t d is tr ib u tio n  o f m o tio n  fea tu res  
over consecutive tim e  in s ta n ts , o r m ore com m only  by  p ro b ab ilis tic  tra n s it io n  m atrices  
b e tw een  s ta te s  th a t  a re  som e fu n c tio n  of th e  observed  d a ta . Jo h n so n  e t al. [43] p e r­
fo rm  a  vecto r q u a n tisa tio n  o f a  space  o f no rm alised  2D co o rd in a te s  a n d  velocities of 
co n tro l p o in ts  in  a  con tou r. T h is  q u a n tisa tio n  is m ade over in s ta n ta n e o u s  vectors. A 
second q u a n tisa tio n  is m ad e  over seq u en tia l agg regations of vecto rs observed  in  th e  ex­
am ples. T h e  re su ltin g  vecto r p ro to ty p e s  becom e th e  s ta te s  of a  M arkov chain  for w hich 
th e  tra n s it io n  p ro b ab ilitie s  a re  e s tim a te d  by  frequency  co u n tin g  on  th e  tra in in g  d a ta . 
B ow den  [9] c o n s tru c ts  a  P o in t D is tr ib u tio n  M odel of th e  m o tio n  c a p tu re  d a ta  u sin g  
p rin c ip a l com p o n en t an a ly sis  (P C A ). A  M arkov chain  m odel is th e n  c o n tru c te d  u sing  
th e  K -m eans a lg o rith m  a n d  a  fu r th e r  P C  A is c o n s tru c te d  for each  c lu ste r. Level one of 
o u r m odel (see S ection  4.4) is s im ila r to  th ese  app roaches in  th a t  i t  uses c lu ste rin g  a n d  
tra n s itio n  p ro b a b ilitiy  e s tim a tio n  to  b u ild  a  M arkov chain  m odel. S tu a r t  a n d  B rad ley  
[73] also b u ild  a  sim ila r s tru c tu re . H ow ever th e  dynam ics o f each  jo in t is in d ep en d en tly  
le a rn t a n d  rep re sen ted  (an  a lp h a b e t o f d isc re te  jo in t p o sitio n s is p ro d u c e d  by  h a n d .) .
G a la ta  e t al. [27] c o n s tru c t a  h ie ra rch ica l s tru c tu re  in  w hich  a  h ig h  level V ariab le  
L en g th  M arkov m odel encodes long  te rm  dependencies in  th e  d a ta . T h e  s ta te s  in  th is  
m odel co rresp o n d  to  key prototypes, defined as low velocity  m o tio n  vectors. T h e  lower 
level is m ad e  o f a tom ic  b eh av io u rs , w hich a re  sub-sequences c o n s tru c te d  by averag ing  
th e  d a ta  th a t  jo in  th e  key p ro to ty p e s , i.e. th e  s ta te s  of th e  h ig h er level m odel. T h e ir  
m o d el resem bles o u r m odel in  its  double-level s tru c tu re . However we keep th e  o rig inal 
segm ents of th e  d a ta  ra th e r  th a n  a n  average, in  o rd er to  re ta in  th e  d e ta il req u ired  for
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syn thesis  o f n a tu ra l  m otion .
B ra n d  an d  H e rtz m a n n  [12] le a rn  a  sty le  specific h id d en  M arkov M odel (H M M ) for 
each m o tion  sequence a n d  a  generic H M M  for th e  se t of all sequences w ith  d ifferen t 
sty les. L ea rn in g  is done by  m in im isin g  c ross-en tropy  b etw een  th e  specific a n d  th e  
generic m odels, w hich m eans th a t  co rresp o n d in g  s ta te s  in  b o th  m odels rep re sen t s im ila r 
behav iours. P r in c ip a l co m p o n en t analysis  is th e n  used  in  th e  p a ra m e te r  space. T h e  
o rig in  of th e  p rin c ip a l su b sp ace  is th e  generic H M M , a n d  th e  e igenvectors rep resen t 
th e  s ty lis tic  ‘s lid e rs’ th a t  give sty le  specific m odels. S ep a ra te  m o delling  o f sty le  an d  
b eh av io u r requ ires a b s tra c tio n  an d  g en era liza tio n  o f th e  d a ta . T h is  g en era liza tio n  risks 
sm o o th in g  o u t som e o f th e  im p o r ta n t d e ta il p resen t in  m o tio n  c a p tu re  d a ta . In  co n tra s t, 
we choose to  keep th e  o rig in a l d a ta  in  o rd er to  syn thesise  rea lis tic  h u m a n  m otion .
S id en b lad h  [72] c o n s tru c ts  a  s tru c tu re  th a t  is s im ila r to  o u r fram ew ork , in  th a t  a n  
im p lic it m odel o f th e  d ynam ics in  th e  m o tio n  is b u ilt  by  s to rin g  segm ents o f m o tio n  
c a p tu re  sequences. P rin c ip a l com p o n en t analysis  is p erfo rm ed  on  m o tio n  segm ents o f 
equal d u ra tio n . T h e  d a ta b a se  is th e n  o rgan ised  in to  a  b in a ry  tre e  s tru c tu re , w here 
th e  to p  node  co rresp o n d s to  th e  p rin c ip a l eigenvector. E ach  b ra n c h  fro m  th is  node 
co rresponds to  th e  se t o f subsequences w hose p ro je c tio n  on to  th is  eigenvector has equa l 
sign. S u b seq u en t levels o f th e  tre e  o rganise  th e  d a ta b a se  acco rd ing  to  th e  sign  o f th e  
re s t o f th e  coefficients o f th e  low -dim ensional versions of th e  m o tio n  subsequences. 
T h is  s tru c tu re  can  be  efficiently searched  for track in g  as a  way to  express a  te m p o ra l 
p rio r in  bayesian  track ing . However i t  is n o t c lear how  i t  could  b e  m ade  usefu l for 
keyfram e-based  an im atio n . In  c o n tra s t, th e  d o ub le  level s tru c tu re  in tro d u c e d  in  th is  
th esis  p rovides an  efficient way o f re la tin g  user-p ro v id ed  keyfram es w ith  segm ents of 
m o tion  c a p tu re  d a ta .
Synthesis
O nce th e  s ta tis tic a l m odel is co n s tru c te d  it  can  b e  u sed  to  syn thesise  m otion . T hese  
m eth o d s o rig in a te  from  tra c k in g  o r g estu re  recogn ition  ap p lica tio n s, req u ir in g  a  cue 
signal to  con tro l th e  syn thesis . T h is  can  b e  a  track ed  sh ap e  [43, 27] or a n o th e r  h u m an  
m otio n  sequence s im ila r to  th e  one th a t  is be in g  sy n thesised  as in  [12]. W h en  th is
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signa l is n o t availab le, sy n th esis  can  be  p erfo rm ed  by  se lec ting  an  in itia l s ta te , th e n  
tra n sfe rin g  to  e ith e r  th e  m ost p ro b ab le  follow ing s ta te  or to  a  s ta te  chosen  by  sam p lin g  
fro m  th e  tra n s itio n  p ro b a b ility  d is tr ib u tio n , re su ltin g  in  e ith e r  a  fixed o r a  ra n d o m  
action[12, 9, 27, 43, 64, 72] th a t  can n o t be  con tro lled  n o r can  have new  com bin a tio n s 
o f ac tions. In  th is  w ork we co n tro l th e  sy n th esis  by th e  u ser p ro v id ed  keyfram es, w hich  
h as  p ra c tic a l use  for an im a tio n . S tu a r t  a n d  B rad ley  [73] also co n tro l th e  sy n thesis  u sing  
a  s ta r t  a n d  en d  pose. However th e  m o tio n  of each  jo in t is in d e p e n d e n tly  rep resen ted . 
T h is  allow s for in n o v a tio n  in  th e  syn thesis , b u t  fails to  c a p tu re  th e  co rre la tio n s betw een  
jo in ts , re su ltin g  in  very  aw kw ard  in te rm e d ia te  poses if  th e  s ta r t  a n d  en d  keyfram es a re  
to o  d ifferent.
In  m o st cases, th e  goal is g en e ra lisa tio n  of th e  ex is tin g  m o tio n  d a ta , a n d  the re fo re  th e  
m o tions rep ro d u ced  for sy n thesis  a re  averaged  or q u an tised  versions o f th e  orig inal d a ta  
(excep t in  [72]). O u r m e th o d  co n ca ten a te s  segm ents of th e  o rig in a l d a ta  in  o rd e r to  
p reserve  as m uch  d e ta il a n d  v isu a l q u a lity  as possib le  for th e  sy n th e tic  m otion .
O u r fram ew ork  is, like th ese  m e th o d s , in sp ired  by  h u m an  m o tio n  an a lysis  techn iques 
th a t  le a rn  m o tio n  dy n am ics fro m  d a ta . T h is  research  can  b e  seen as th e  a p p lic a tio n  of 
su ch  techn iques to  th e  p ro b lem  o f rea lis tic  syn th esis  of inbetw een  h u m a n  m o tio n  from  
a  d a ta b a se  o f m o tio n  c a p tu re  d a ta .
2.5 Sum m ary
In  th is  c h a p te r  ex is tin g  tech n iq u es for th e  syn thesis  o f h u m a n  m o tio n  have b een  re ­
view ed. K eyfram e a n im a tio n  is w idely  u sed  by  an im ato rs . O n  th e  o th e r  h an d , m o tio n  
c a p tu re  prov ides a  rich  source o f n a tu ra l  m o tio n  d a ta . M od ifica tion  o f th ese  d a ta  has 
proved  a  d ifficult p rob lem . In  th is  th esis  we p resen t a  novel m o tio n  syn th esis  fram e­
w ork th a t  uses m o tio n  c a p tu re  to  in te rp o la te  u se r specified keyfram es an d  preserve th e  
n a tu ra l  s tru c tu re  of th e  o rig in a l d a ta .
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Chapter 3
The Motion Synthesis Problem
In  th is  c h a p te r  we define th e  p ro b lem  o f syn th esis in g  novel m o tio n  sequences from  
a  d a ta b a se  of m o tio n  c a p tu re  exam ples. A  genera l fo rm u la tio n  o f th e  p ro b lem  as a  
sh o rte s t p a th  search  in  a  g ra p h  is in tro d u ced . T h is  fo rm u la tio n  fo rm s th e  basis for 
o u r su b seq u en t d evelopm en t of a  m o tio n  sy n th esis  fram ew ork  w hich  is p resen ted  in  th e  
follow ing ch ap te rs.
3.1 M otion  syn thesis by keyfram e in terpolation
L et th e  sk ele ta l pose o f a  h u m a n  be  d esc rib ed  by  a  vecto r 0 .  T h e  n u m b e r of co m ponen ts 
in  th e  vecto r D  co rresp o n d s to  th e  n u m b er o f degrees o f freedom  (D O F s) in  th e  skeleton .
In  conven tional key-fram e a n im a tio n  th e  p rin c ip a l an im a to r  specifies a  series o f keyfram es 
J  =  l . . .  m&. In te rm e d ia te  fram es betw een  keyfram es (0 * , a re  th e n  in tro ­
duced  by  o th e r  a n im a to rs  to  p ro d u ce  th e  desired  an im atio n . T h is  la b o u r in tensive  
p rocess is called  inbetw eening .
In  co m p u te r a n im a tio n  th e  p rocess o f inbetw een ing  fram es h as  b een  a u to m a te d  by 
in te rp o la tio n  betw een  su b seq u en t keyfram es w ith  po ly n o m ia l fu n c tio n s f itted  to  th e  
values o f th e  D O F s in  th e  keyfram es. T h ese  fun c tio n s a re  th e n  re -sam p led  to  g en era te  
th e  inbetw een  fram es. T h is  in te rp o la tio n  requ ires th e  keyfram es to  b e  close to g e th e r  
for th e  re su lt to  a p p e a r  as a  n a tu ra l  m otion .
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This thesis investigates the use of motion capture data of human motion to interpolate 
keyframes with the objective of automatically producing natural inbetween movement 
for sparse keyframes.
3.2 K eyfram ing on a database o f m otion  capture data
A motion example is a sequence of samples $  =  {<pj}, for j = 1 . . .  M. A database of 
motion capture data is an unlabelled, unorganised set of motion examples V = {4>n} =  
{4>nj} j for 7i  =  1 . . ,  iV and j — 1 . . .  Mn. N is the number of examples in the database 
and j is the j th frame in a sequence.
Given a database of motion capture data V, the motion synthesis problem can be stated  
as:
P r o b le m  S ta te m en t: For start and end keyframes find the optimal
set of inbetween frames {4>bj} C V according to a cost function C({<pb}), for 
6 =  1 . . .  Mt, with <t>\ -  tf>s1 (pbMb = 4>e.
It should be noted that we wish to use the motion capture samples, rather than prede­
fined parametric functions, to generate motions between the keyframes.
The solution of this problem requires the definition of a suitable cost function C({<pb}) 
that measures the naturalness of the motion. This should include direct or indirect 
measures of the following two factors:
1. Global temporal structure.
2. Local smoothness.
On the one hand, the cost function should account for the global naturalness of the 
synthetic motion, i.e. preserve the temporal structure of the original motions and 
contain a natural sequence of movements between the keyframes. On the other hand, 
it should account for local artifacts that would make it appear unnatural like sudden 
jumps or changes in velocity.
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If we assume that the cost function can be local we can formulate the problem of 
keyframing on a database of motion capture data as a shortest path graph search, as 
we shall see in the following Section.
3.3 A  graph search form ulation
Let V — be the set of nodes in a graph and let E =  V x V be the set of all possible
edges. An edge et £ E corresponds to a transition between two poses, et — <Pki)• 
Then we can associate to each transition edge a cost Ct = C(et) — 4>ki) which is
a measure of the cost of transition between the poses 4>ij and </>w. The cost of a path  
through the graph is the sum of the costs associated with the edges that form the path:
£({$}) = Y,C(<l>j ,<t>j+1) , j = l...Mb- l  (3.1)
3
We can then reformulate the problem of inbetweening two keyframes as finding the 
least cost path between <fis and 4>e in the graph, assuming that <ps and are samples 
from the original motion capture data.
In practice, if a keyframe <j>k is not part of the motion capture data, we have an 
additional cost in transition between the keyframe and the closest motion capture 
sample <pk in the database C& = C{(f)k, 4>k), and the graph is augmented with an edge 
e/- weighted by this cost.
Given N motion capture sequences with an average number of M pose samples per 
sequence, the graph will contain NM nodes and potentially N2M2 edges. Typically 
M is between 200 and 1000, and N varies between 10 and 200. For example a limited  
database with 20 sequences of 500 frames each would give a graph with 104 nodes and 
108 potential edges.
3.4 D irect so lu tion
Finding the least cost path between the nodes of a directed, weighted graph is a stan­
dard problem known as a shortest-path search. If the weights are positive, it can be
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solved using Dijlcstra’s algorithm [84].
However the complexity of searching a dense graph like the one described in the previous 
Section with the Dijkstra’s algorithm is 0(N2M2 log(JVM)). This would make direct 
computation of the shortest path impractical, as the search required for synthesis may 
be performed repeatedly and require interactive rates.
Another problem inherent to the approach is that the temporal structure of the original 
motion database may not be preserved by this greedy search and may result in too 
many jumps between motion sequences. Instead, we want to have as many consecutive 
samples of the same motion as possible in order to preserve the temporal structure of 
the motion. This means that lower cost has to be given to the edges between frames 
of the same motion, so that the search ‘prefers’ to use these edges. However, if these 
edges are always preferred, we risk converting the motion sequences into tracks that 
would result in extended inbetween motion sequences. Finally, for a large graph, there 
might be many paths joining the start and end with marginally different associated 
total costs.
Although the graph forms the basis for the formulation of the synthesis problem, we 
believe that it is not sufficient to solve it. Some extra information has to be extracted  
from the database in order to make the formulation of the problem practical. The dis­
advantages of the direct solution lead us to the framework proposed in this thesis, which 
incorporates statistics based on information in the database of captured movements in 
order to reduce the complexity of the search and achieve the goal of synthesising natural 
movement.
3.5 A  sta tistica l fram ework for hum an m otion  synthesis
In the previous Section we established the basis for our formulation of the problem  
of motion synthesis from a database of motion capture data. A graph structure in 
which each motion sample corresponds to a node, and each transition between motion 
samples is represented by a weighted edge. Given a suitable cost function for the edges 
in the graph, direct solution of the problem of finding a synthetic inbetween motion
3.5. A statistical framework for human motion synthesis 27
can be formulated as a search for an optimal (least cost) path between the start and 
end keyframes, which also correspond to nodes in the graph. However this approach is 
not practical for large databases of motion capture data which are required to model 
human motion. Problems of the direct approach include:
(i) Cost of storing a dense graph 0(N2M2).
(ii) Cost of evaluating a least cost path 0(N2M2 log(iVM )) in a dense graph.
(iii) Difficulty to preserve the temporal structure in the original motions and therefore 
its naturalness.
In this thesis we address the above problems by introducing a framework that uses a 
layered representation to reduce the complexity of the search and preserve the natural 
temporal structure of the original motions. Our framework can be classified as a hier­
archical planning approach [36]. Let us introduce an informal example of this class of 
approaches:
A person afraid of planes wants to travel between two small towns, one in the United  
Kingdom, and one in Spain. Before getting lost in the train, ferry or bus timetables 
and prices, the traveller plans the trip in the following way. First, cross to France. 
From France, cross to Spain. Once there, go to the destination town. A rough plan 
of the task is laid out before the optimal route is planned, which can depend on cost, 
time, or perhaps distance travelled if driving is involved. The traveller may have access 
to roadmaps or timetables and prices of many means of transport around Europe, but 
will ignore all those that do not fit the rough plan of the trip, which simplifies the 
task considerably. In our case, we do not have a map of the database, but we hope 
to demonstrate that one can construct something that is very similar. The risk in 
taking this approach is that the rough plan might not contain the global optimum, and 
a suboptimal route is achieved1. It should be noted however that in the problem of 
motion synthesis it is more important to preserve the natural temporal structure of 
human motion than to obtain the global optimum.
xIt  is conceivable that there exists a very cheap way of reaching Spain from the United Kingdom 
via Germany.
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In hierarchical planning, some sort of high level knowledge, other than the cost associ­
ated with a particular path is needed in order to lay out a simplified plan that avoids 
searching for the optimal path in the whole space. Sometimes, as in our case, it is 
possible to do this planning indpendently of the particular cost function of the graph.
The framework proposed obtains this knowledge in an unsupervised, data-driven man­
ner, by learning a cluster model of the motion samples from the database. Transition 
probabilities between the clusters are also computed. The clusters, together with the 
transition probabilities between them, form a high level graph that constitutes an 
abstraction of the main routes in the database that link the different regions of the 
configuration space for the animated skeleton.
Given start and end keyframes, corresponding start and end clusters are found, and the 
most likely sequence of clusters joining them is calculated. This sequence of clusters 
defines the area of the database that will be searched to obtain the sequence of samples 
of the original motion capture examples.
In this way we avoid the problems associated with the direct solution of the global 
problem. The .search can be much accelerated as we only need to search the clusters 
that join the start and end points. In our framework this sequence corresponds to the 
route in the database that is most ‘frequently’ taken to join the start and end clusters, 
therefore, according to the data, it is the most ‘sensible’ route to take. If there is no 
path in the database between the start and the end keyframes, this can be efficiently 
detected, as the graph formed by the clusters and the transition probabilities is much 
simpler than the original graph. Finally, the clustering algorithm that we will use does 
not need to calculate distances between all pairs of points, which would be required if 
a global graph were built.
Chapter 4
A Framework for Motion 
Synthesis
In the previous chapter we introduced the problem of synthesising human motion by 
keyframing on a database of human motion capture data. In this chapter we present 
a simple and powerful framework to address this problem. The framework we propose 
creates a multi-level structured model from a database of motion capture data. This 
model is then used to synthesise realistic motion sequences composed of segments of 
the original data., which are indexed by the model.
This framework has been found to be sufficiently powerful to synthesise movements 
from a database of 14 sequences. In Chapter 5 we build on this framework to extend  
to larger databases and improve the visual quality of the results.
In Section 4.1 the representation of human movement is introduced. Sections 4.2 to 4.6 
then present the motion synthesis framework. In Section 4.7 we illustrate its behaviour 
when applied to a small database. Finally, we present the results and a method to 
quantitatively evaluate its visual quality in Sections 4.7 and 4.8.
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Figure 4.1: An articulated skeleton.
4.1 D ata  representation
In this Section we introduce the representation for human skeletal motion. An articu­
lated skeleton is a chain of rigid bones linked by joints that allow for one, two or three 
rotational degrees of freedom as illustrated in Figure 4.1. The state of the articulated 
skeleton at a given time can therefore be described unambigously by defining the orien­
tations of each of the bones with respect to an initial rest configuration, together with  
the translation and rotation of the root with respect to an external global coordinate 
system. Both the description of the motion and the definition of the initial rest config­
uration can be performed with the same mathematical tools [25]. For the purposes of 
building a statistical model we ignore the translation of the root bone, which we will 
restore in the synthesis stage (Section 4.6.4). Kinematic structures of this form are 
widely used in both computer graphics [39] and robotics [25].
Orientation in three dimensionsal space can be represented by nine parameters and six 
constraints through a rotation matrix, by four parameters and one constraint through 
quaternions, or by three parameters through Euler angles and rotation vectors. Each 
of these representation has advantages and limitations [25, 33, 59, 70, 71]. It should 
be noted that any minimal three parameter representation of rotation will contain 
singularities, whereas representations such as quaternion or rotation matrix contain 
redundancy.
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In this work the rotation vector representation is used [59] where rotation is represented 
as the product of a rotation axis unit vector ft and rotation angle about that vector.
The axis and angle are combined into a single three parameter vector r — On to avoid
redundancy. It is advantageous for our framework because a simple approximate dis­
tance between rotations d (r i,r 2) can be defined between rotation vectors (Eqn. 4.1; 
see Appendix A for derivations).
d ( f i ,r 2) ~  \\n — r2|| (4.1)
We represent the pose at time ti as a vector (f)(U) which concatenates the individual 
joint angle rotations:
0(*i) =  0* =  (4.2)
where J is the number of joints. Note that translation of the root is ignored in this 
representation. We can approximate the distance between two body poses as their 
squared euclidean distance (Appendix A):
d2(0 i> 02) ^  \\rfl - r 23\\2 = ||0i -  0 2||2 (4.3)
j =o
This representation facilitates the computation of distance between poses needed in the 
construction of the model.
4.2 O verview
In chapter 2 previous methods that use statistical models to sythesise motion data were 
reviewed [9, 12, 27, 43]. All of these methods sample from the model to obtain new  
animations, which allows for generalisation of the data. However this does not suffice 
if the goal is high quality, realistic animation, as all the nuances in the motion are lost 
in the approximation performed by the statistical model. In this chapter we introduce 
the idea of sampling from the original data using the statistical model to efficiently 
index the database1. This preserves the quality of the captured movement whilst using
1 Initially communicated in [53].
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a statistical model for efficient solution of the problem of finding motion paths between 
keyframes.
Given a database of motion, the modelling stage is performed only once. New sequences 
are generated by specifying start and end keyframes and using the model to index 
segments of the original motion capture data.
Motion
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Figure 4.2: Overview of the modelling construction.
Figure 4.2 outlines the process of model construction. After preprocessing, a model 
is built with two levels. Level one divides the feature space into clusters and finds 
transition probabilities between them. This is effectively a Markov chain model of
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Figure 4.3: Overview of the synthesis process.
the motion capture data that models its temporal structure. Level two is a discrete 
hidden Markov Model in which the hidden states correspond to the motion examples. 
The observable output probability distribution is on the labels of the clusters found in 
level one of the model, i.e. the states of the Markov chain. Level one and two of the 
modelling process are introduced in further detail in Sections 4.4 and 4.5 respectively.
The model is used to synthesise motions using the process illustrated in Figure 4.3. A 
synthetic motion is specified by start and end keyframes. The keyframes are positioned
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within the database to give start and end clusters. Level one of the model is used 
to obtain the most likely sequence of clusters that join them according to the learnt 
Markov chain. From this sequence of clusters level two is used to obtain the optimal 
sequence of motion examples that traverse those clusters. The result is a series of 
s e g m e n ts  of the original captured motion sequences. In a final postprocessing stage 
transitions betweeen segments of different motion sequences are blended to produce the 
final motion.
In the remainder of this chapter we present in detail the model construction and its 
application to the synthesis of realistic motion sequences.
4.3 A com pact representation  for m otion  capture data
A problem that we need to solve before we can cluster the motion capture data is its 
high dimensionality. The human skeletal models used in motion capture to represent 
complex movements have a large number of degrees-of-freedom (DOF) (on the order of 
70) corresponding to joint rotations.
Figure 4.4: A typical skeleton used for motion capture data with 69 rotational degrees of 
freedom.
This representation contains considerable redundancy where joints with two DOFs 
such as the wrist or joints with one DOF such as the elbow are typically modelled as 
revolute joints with three DOFs. Also in a typical movement sequence not all physically 
plausible DOF are used. Motion data from optical or electromagnetic capture devices
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will also contain noise with a variance in the individual joint angle estimates of a few 
degrees.
In summary, many of the coordinates of vector 4> that represents a full body pose could 
be discarded without loss of information, and this will have efficiency and storage 
advantages in the model construction.
Principal component analysis (PCA) [60] is as a data compression technique widely 
used in previous work [9, 12] to identify the significant variations in the data and 
reduce the redundancy in the representation. The aim is to approximate P vectors <p 
in a D-dimensional space by vectors in a d-dimensional space where d < D. Through 
principal component analysis we minimise the error introduced by the dimensionality 
reduction by choosing the vectors to be approximated with the expression
d P
& ~ $ + S a U^i wi t h  $  =
2 = 1  £ = 1
where the are the eigenvectors of the covariance matrix of the data C, i.e. Cu* =  
XiUi, and P  is the number of vectors in the database. The eigenvectors are arranged 
in descending order according to the eigenvalues. The magnitude of the eigenvalues 
Ai identify the components in the data which are most significant. The dimensionality 
reduction is the process of obtaining the vector of coefficients a* through a mapping F 
from Rd to Rd:
F : Rd — » Rd
0  ET(<j> -  0 )
Where E is a D x d matrix formed by taking the first d eigenvectors Uj and arranging 
them  coulumn-wise. The choice in the size d of this basis is made based on the amount 
of variation that needs to be preserved, i.e. the desired ratio between the sum of the d 
eigenvalues corresponding to the eigenvectors in E, and the sum of all D eigenvalues. 
Equivalently, the error in the approximation is of the order of the sum of the eigenvalues 
corresponding to the discarded eigenvectors.
It should be noted that in our approach potential loss of motion detail does not affect
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the quality of the result as the d-subspace approximation is only used for indexing of 
the original data.
The dimensionality reduction achieved by principal component analysis serves more 
than one purpose:
•  The distances between body configurations can be approximated by the distances 
in the reduced subspace, requiring less computation.
• When a model is learned from the data, it can be done in the reduced subspace, 
which improves the performance of the learning algorithm as less parameters for 
the model have to be learnt.
• Often the first few eigenvectors span a subspace in which most of the variation 
in the data is preserved. This can be used to visualize and evaluate the topology 
that a parameterisation is inducing in the data.
This last benefit of the PC A will be exploited later in Section 4.8 on a small database 
of three motion sequences to illustrate the choice of reference coordinate system.
4.4 Level one: M odelling th e  tem poral structure o f the  
m otion  database
In chapter 3 we introduced the idea of identifying the main paths that motion trajecto­
ries follow in order to reduce the search space for the lowest cost motion that joins two 
keyframes. The basic idea for finding suitable motion paths is simple: the database 
is divided into clusters and transition probabilities between clusters are estimated and 
stored. Suitable motion paths are then identified by finding the most likely sequence 
of clusters between the start and end keyframes.
The set of clusters and transition probabilities can be modelled as a a Markov chain[65]. 
A Markov model is a quantisation of a process that a system  is going through. The 
result of the quantisation is a set of states, together with a set of probabilities of 
transition between those states. A sequence of transitions with high probability will
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correspond to a common path in the database (but not necessarily to the sequence of 
any individual motion) and viceversa.
The Markov assumption states that all that is required for future inferences of state 
is the present state2. In other words, the future is independent of the past, given the 
present. This assumption has implications in what has to be included in the state in 
order to represent the system  correctly with a Markov model.
A Markov chain is a Markov model with a finite set of states. W hen a process is 
represented using a Markov chain, the observable property of the process is coded 
directly into the states. We model this observable property as a time series of discrete 
random variables Yk taking values in some finite alphabet Y =  { 1 ,2 , . . . ,  I f } ,  chosen a 
priori. In our case the alphabet will be the set of clusters.
To calculate the probability of a sequence of random variables we apply Bayes’ rule:
n
p(Yhy2,.. .,y „ )  =  n
k-1
However if the random variables form a first order Markov chain, the calculation reduces 
to:
n
p(Yi,y2, . ,y „ ) =  n
fc=1
Because the database contains a fixed set of sequences that do not vary with time, we 
can use time-invariant or homogeneous Markov chains, in which the transition proba­
bilities are constant with time. We can lose the time index k of the random variables:
P(Yk = i\Yk-r  =  j) =  P(i\j) G AT
P(i\j) is called the transition function, and can be represented by a K x K matrix. 
A directed graph can be used to represent the model. The nodes are mapped to the 
states and the edges are attributed with the transition probabilities. If the alphabet is 
small, it can be useful to embed it in a plane and plot it as in Figure 4.173.
2For first order Markov processes. For higher n-order Markov processes, the present state plus the
previous n — 1 states are required.
3 A program that automatically generated this embedded graph given a database of motion capture
38 Chapter 4. A Framework for Motion Synthesis
4.4.1 M arkov m odels and  vector quan tisa tion
To obtain the clusters that will form the alphabet of the Markov chain we employ 
vector quantisation. The process of vector quantisation can be sumarized as follows: 
The space is divided into K  cells with centres Yi. If a vector falls into the i-th cell, it 
is mapped to Yi. The centres are the code vectors or prototypes, and the set of vectors 
that belong to a cell is called a cluster. A distance function must be chosen, and each 
point is mapped to the nearest cell centre according to this distance. The centres are 
selected to minimise a certain criterion, the quantisation error or average distortion, 
which is the mean distance between a vector and the code vector that it is mapped to.
We write = Y to indicate that the vector 0  is quantised as Y. Using the square 
distance between joint positions (Eqn. A .5), the average distortion V becomes the 
Mean Square Error (mse):
where P is the number of vectors in the database. For convenience we employ the 
terms clustering and vector quantisation interchangeably although they actually refer 
to different concepts. Clustering is the proccess of identifying clusters in data. One 
way of doing this is through vector quantisation. The goal of vector quantisation 
is obtaining the prototypes. The closest vectors to each prototype form the clusters. 
Hutchinson [36] further clarifies this issue by making the distinction between intensional 
and extensional description of clusters. An extensional description of a cluster states 
what vectors belong to it. An intensional description of a cluster provides a way to 
decide whether a vector belongs to it. A prototype Yi is an example of an intensional 
description.
Cluster design with the K-means algorithm
A quantiser is said to be optimal if the average distortion V (Eqn . 4.5) is minimised 
over all JCcluster quantisers. This is not easy to compute, but at least there are two 
data would be a useful tool to browse its contents.
p=1
(4.5)
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necessary conditions for optimality [50]:
1. g (0 ) =  Yi d(4>,Yi) < d(<f>,Yj) \fj f  i 1 <  j < K} or nearest neighbour
2. Yi is chosen to minimise the average distortion in cell C{. Yi is then called the 
centroid of the cell C{.
The solution will depend in general on the chosen distortion measure, but in our case 
the average distortion V in each cell is minimised by
<pEci
simply the mean of the vectors in the cell.
The K-means algorithm [79] divides the training vectors 4>[n] into K clusters Cj, in a 
way that the two necessary conditions are met. It is a suitable algorithm to choose if 
the distortion measure chosen is the mse (Eqn. 4.5). Further discussion of clustering 
techniques is given in chapter 5.
A pseudocede description of the K-means algorithm is presented in Figure 4.5), where 
m is the iteration index, C f(m ) is the cluster and Yflm) is its centroid at iteration m.
The algorithm can be shown to converge only to local minima that will depend on the 
initialisation step of the algorithm[8]. A common method to search for a ‘good’ local 
minimum is to choose the initial code vectors randomly among the training vectors, and 
then repeat the initialisation several times with different seeds. The solution selected is 
that for which the quantisation error is minimum. In Section 4.8 we evaluate sensitivity  
to initialisation and number of clusters of the algorithm. The problem of choosing K 
will be addressed in Section 4.7.3.
4.4.2 E stim atio n  of th e  tra n s itio n  p robabilities
The transition probabilities between these states are estimated by frequency counting 
on the training data. That is, for two consecutive input vectors found in the training
rule.
40 Chapter 4. A Framework for Motion Synthesis
Input: set of skeleton poses {<pp} , for p =  1 . . .  P and number of clusters K 
Output: set of cluster centroids Yi, for % — 1 . . .  K
1. Initialisation: m =  0
Choose initial code vectors Li(0) in some way (see below).
2. Classification: Classify {4>p} with the nearest neighbour rule.
V0 p : (f)p e Ci if d2{<f),Yi{m)) <d2{cf),Yj{m)) V jf i
where d2 is defined by Eqn. (4.3).
3. Cluster centroid updating:
(j>Eci
4. Termination test: Check for improvement in the overall distortion.
if V{m — 1) — V(m) <  threshold stop; 
else go to 2 .
where V is defined by Eqn. (4.5)
Figure 4.5: Standard K-means algorithm.
data, 0 a and 0&, first the quantised versions are computed using the K-means classifier 
Ya = q{<f>a) and Yy = q{4>b)- The total number of times that a transition between Ya 
and Yy occurs, Nay, divided by the total number of times a position is quantised as Ya, 
Na, gives an estimation of the transition probability P(cy\ca) — Nay/Na. (Figure 4.6).
Level one on its own can be used to obtain a sketch of the animation by generating a 
sequence of states and associated cluster means. In Section 4.6 we explain how the most 
likely sequence of clusters (cm) that join start and end clusters can be found. However, 
the final goal is to obtain a natural movement. As clusters centroids approximate the 
motion fine detail is lost. In the next Section we will explain how the states of the 
Markov chain can be related with the original motions in the database.
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%
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Figure 4.6: Estimation of transition probabilities. The fraction between Nab, the number of 
times a transition occurs between clusters represented by Ya and Yb, and Na, the number of 
times a pose is quantised as Ya, gives an estimation for the transition probability P(Q,|ca). .
S u m m a ry
Level one summarises the global temporal structure of the motion capture database. It 
divides the data into K clusters using vector quantisation. Transition probabilities are 
then computed for the data. A markov chain is built in which each state corresponds to 
one of the clusters. A sequence of high probability transitions in the chain corresponds 
to a common motion path in the database.
4.5 Level two: Enforcing local sm oothness in th e data
Level one of the modelling process addresses the first of the two requirements for the 
synthetic motion, i.e. respecting global temporal structure of the motion capture data. 
In this Section we address the second requirement, i.e. the local smoothness of the 
synthesised motion.
4.5.1 M otion segm ents
Given two keyframes, level one of the model can be used to find the most likely sequence 
of clusters {cm} that join the two clusters where the keyframes fall. An optimal sequence 
of samples {<f>bj} of the original motion data contained in the cluster sequence must be 
found that joins start and end keyframes according to the cost function (Eqn. (3.1).
42 Chapter 4. A Framework for Motion Synthesis
The problem is then how to ensure that this sequence of samples forms a locally smooth 
synthetic motion.
A motion sequence may intersect several clusters. The frontiers between these
regions divide the motion examples into motion segments 0:
=  { 0 d,n} for d =  l . . . D n
Therefore, by definition, a motion segment is a smooth series of contiguous samples of 
the original data that locally reflects temporal structure of a sequence.
Thus to achieve local smoothness in the synthetic motion we transform the problem of 
searching for an optimal sequence of samples { < }  into that of searching for an optimal 
sequence of segments of the original motions {0 ^}  that join the start and end 
keyframe:
{0m} =  {0m> for m  =  1. . .  M  +  1 , 0 S € 0? , 0 S e  0 m +i (4.6)
where M  is the number of transitions between motion segments, 0 S is the start keyframe, 
and 0 S is the end keyframe. Each segment 0 ^  corresponds to a cluster cm.
The notion of searching for an unkown sequence of symbols ({0^}) from antother 
sequence that is known ({cm}), is central to hidden Markov modelling [65]. In the next 
Section, we introduce the idea of using a discrete Hidden Markov model as a dynamic 
programming framework that can obtain an optimal sequence of motion segments from 
a sequence of clusters.
4.5.2 D iscrete H idden  M arkov m odels for segm ent op tim isation
A hidden Markov model (HMM) is a variation of a Markov model. Instead of quantising 
the observable property of the system we quantise something else, a hidden variable 
that is related to the observable property. The states ‘generate’ this observable property 
according to a probability distribution. The states are no longer observable, but hidden. 
Rather than treating a hidden Markov model as a statistical model we are interested 
in using it as a dynamic programming framework to solve our optimal path problem.
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There are three problems that can be solved with, hidden Markov models. They are 
directly related to the tasks involved in speech recognition, and have been described 
many times [65, 41]. The one which is of interest to us asks the question: What 
is the hidden state sequence that best explains a given observation sequence? This 
problem can be solved using the Viterbi algorithm, which is a dynamic programming 
technique that solves efficiently for the single most likely sequence among all hidden 
state sequences. The Viterbi algorithm, with modifications (see below), provides an 
implementation for the solution to our problem, i.e. finding an unknown sequence of 
symbols from another (known) sequence. The question we ask ourselves is: how can 
we build a hidden Markov Model from our database so that application of the Viterbi 
algorithm results in the optimal sequence of motion segments that would traverse the 
sequence of clusters obtained by level one?
The solution can be framed as a discrete output hidden Markov model in which the 
hidden ‘states’ are the motion sequences <hm and the observable outputs of each of 
these states are the labels of the clusters found on the previous stage of the model, i.e. 
the states of the Markov chain (Figure 4.7).
Given a cluster cm and a motion sequence (3>n, the observable output probability 
P (cm|$ n) can be calculated using Bayes’ relationship
-P(cm|4?n) OC P(<&n|cm)P (cm)
The cluster a-priori probabilities are set to P (c m) =  for all K clusters to prevent the 
search from giving preference to any clusters. The conditional probability P(4>n|cm) is 
calculated as the ratio between the number of samples of that sequence that fall into 
that cluster to the total number of samples in the cluster. The result is normalised by 
the marginal probability
K
P($„) = Y ,  P ^n\Cm)P(cm)
Cm.-—1
If we look in a bit more detail at what this term is doing for us,
p ( r \ _  T(^nlcm)-P(cm) P(cm^ „) -  -
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P  n\cm) P  {cm)
(4.7)
jfpoints o f E c i , . #points o f  €  c/<
jfpoints E c i # points E ck
we can see that the observable output probability P (cm|$ n) is equal to the ratio between
in one cluster, P (cm|<l>n) =  1. If a motion does not traverse that cluster, P(cm\$>n) — 0 
and if a motion has fewer points in cluster cm than in, say, three other clusters, we can 
say informally:
indicating that that cluster cm is not representative of motion <3>n.
The only thing that is needed to have a complete HMM is the transition probabilities 
between motion sequences. These should be inversely related to the cost of jumping 
from one motion sequence to another. Our goal is to obtain local smoothness of the 
synthetic motion. This implies choosing the transition probabilities between motion 
examples so that we discourage jumping between them, i.e. choosing P(<&m|<3>n) small 
and P ( $ m|$ m) large:
where ciarge G [0,1] is manually chosen (see Section 4.8) and N is the number of motion 
sequences in the database. The exact value of ciarge is not Recall that we are not 
learning the parameters of the HMM. Instead, we are setting their values to obtain a 
dynamic programming framework to solve for an optimal sequence of motion segments, 
given the sequence of clusters that is obtained from the previous stage. Further analysis 
and discussion of assumptions underlying this approach is given in chapter 5.
In the next Section we explain how the sequence of ‘hidden’ motion sequences 
can be obtainded from the sequence of clusters cm, using a modified version of the
the proportion of points of motion example §n inside cluster cm, and the proportion of 
points of <3?n outside the cluster. If a motion example happens to be totally contained
P{cm\§n) —
small — very small,small +  large +  large +  large
(4.8)
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P(c\<h)
Figure 4.7: Diagram of the discrete hidden Markov model in level two. The hidden states 
correspond to the motion examples <kn, P(c|4>n) are the emission probabilities of the states.
Viterbi algorithm [65]. From the sequences of clusters {cm} and the sequence of hidden 
motion sequences {4>m}, the synthetic motion sequence is formed by concatenating the 
segments of each motion at each corresponding cluster:
{0$} = (0m> where 0 ^  = (T cm, 0 S G 0? , <fis G 0 ^ +1
where M is the number of transitions between segments.
4.6 R ealistic  M otion  Synthesis
In the previous Section the process of model construction was introduced. In this 
Section the process by which this model is used to generate novel synthetic sequences 
is described. The keyframes specified by the user are positioned within the database 
to give start and end clusters. The corresponding start and end motion segments are 
subsequently found. This is described in Section 4.6.1. Level one of the model is used 
to find the most likely sequence of clusters that join the start and end clusters, as 
explained in Section 4.6.2. From this sequence of clusters, the optimal sequence of 
segments that traverse those clusters is obtained by a modified version of the Viterbi 
algorithm, introduced in Section 4.6.3.
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4.6.1 O btaining start and end m otion segm ents
The first stage starts by projecting the two user-specified keyframes 0 5 and 0 e to the 
principal eigenvector basis. The reduced dimension keyframes are then quantised using 
the nearest neighbour rule:
(f>k e ck <=> q{(j>K) = Yk +=+ d2(<j>,Yk) < d2{(p,Yj) V j /k  for k =  s, e (4.9)
This results in an initial and final state cs and ce in the associated Markov chain. Once 
the initial and final clusters are found, the closest point within each cluster is found, 
giving initial and final motion segments 05  and 0 m + i (Figure 4.8 (a)). This point 
is not guaranteed to be the closest in the database, as the keyframe can fall inside 
the boundaries of a cluster but have the closest point in a neigbour cluster. If more 
accuracy is required an exhaustive search in the database could be performed.
(a) Start and end clusters are first found.
Figure 4.8: Level one of the model is used to find the most likely sequence of clusters { c m + i }  
joining start and end clusters ca and ce .
4.6.2 O btaining th e m ost likely sequence o f clusters
The Markov chain in level one can be directely represented by a weighted graph, whose 
nodes correspond to the states in the chain, and edges are weighted by the transi­
tion probabilities between states (Section 4.4). Given the initial and end clusters, the 
problem of finding the most likely sequence of clusters {cm} can be formulated as the
(b) The sequence of clusters joining 
start and end clusters is then computed.
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problem of finding the shortest path between two nodes in a graph, those corresponding 
to the start and end clusters.
The key idea is to transform probabilities into ‘distances’. Small transition probabilities 
in the Markov chain must be made correspond to long distances, and viceversa. This can 
be done by taking negative logarithms of the transition probabilities. Zero transition 
probabilities result in no edges in the graph, and only transitions between different 
states have to be considered to find the most likely state sequence given the model.
{cm} =  arg min ^  -  logP (c*\cj) for i f  j  , P (c ; \ c j )  f  0
h3
The shortest path problem can be solved with Dijkstra’s algorithm [84]. This algorithm  
solves the single-source shortest-paths problem for graphs with positive weight edges. 
See Appendix C for an illustration of this algorithm.
4.6.3 Solving for th e  op tim al sequence of m otion  segm ents
Level two of the model takes the generated state sequence {cm} as an input and solves 
for the optimal sequence of motion sequences {<Dm} that could have ‘generated’ that 
state sequence. The parameters of the HMM were chosen in such a way that the solution  
can be evaluated using a modified version of the Viterbi algorithm [65], as in our case 
the initial and final hidden states are known, i.e. the closest motion segments to the 
start and end keyframes. We call this algorithm the Directed Viterbi algorithm. In the 
remainder of this Section the algorithm is presented and discussed. Further discussion 
can be found in Section 5.2.
In the description of the algorithm presented in Figure 4.9, a is the matrix of costs 
between motion examples a[i,j] — — logP($i|<I>j) unless P($i\<&j) = 0 , in which case 
we set a[i,j] to the largest number representable by the computer; b is the matrix 
of emission costs related to the observable state probability distribution by 6[n, k] = 
— logP(c^|<&n) , where P(cfc|$n) is defined as in Eqn. 4.7, unless motion n does not 
traverse cluster &, in which case P(c*,[$n) =  0 and we set 6[n, k] to largest number 
representable by the computer. Some extra notation must be introduced:
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•  s is the index of the start motion example <hs and e is the index of the end motion  
example <&e.
• Cm[s,n] is the cost of the optimal sequence that takes us between s and n, an 
intermediate motion example, in m steps.
•  M is the number of steps in the path, i.e. the number of clusters in the input 
sequence minus one.
•  £ is used to backtrack the optimal sequence in the last step of the algorithm.
• c[m] is the input sequence of cluster indices and 4>[t] is the resulting sequence of 
motion sequence indices.
The goal is to find a sequence of M +  1 segments fl>bm with minimum cost C ({0 ^ }).  
Using the notation introduced in this Section:
m inC ({0 m}) — Cm[s , e] f°r m  =  1 . . .  M  -f 1
where M is the number of transitions between motion segments.
The algorithm is a combination of the Viterbi and the synchronous sequential decision 
algorithm (SSD) as presented by Rabiner [65]. The general structure and the intializa- 
tion and termination stages in particular are the same as in the SSD, but the calculation 
of the intermediate costs has both a fixed and a variable term (a and b respectively) as 
in the Viterbi algorithm.
The operation of the Directed Viterbi algorithm can be illustrated by a trellis diagram.
A trellis is a special graph whose nodes are organised in rows and columns. In our
case each row corresponds to a motion sequence and each column corresponds to
a cluster in the input sequence of clusters, c[m\ (Figure 4.10). A node in the trellis
represents a motion segment ipm. There is a one-to-one correspondence between a path
in the trellis and each possible sequence of motion segments4. The optimal sequence of
motion segments corresponds to the shortest (least cost) path in the trellis.
^There are certain configurations of motion sequences and clusters that cannot be directly repre­
sented by this trellis. This will be adressed in Section 5.2.3 through appropriate re-indexing of the 
motion sequences.
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Input: Sequence of clusters c[m] for to =  1 . . .  M  +  l .  Start motion index s. End motion 
index e. Matrix of transition costs a[z, j] for i, j — 1 ... K. Matrix of emission costs 
b[n, k)
Output: Sequence of motion examples 4>[t] for t — 0 to M
1. Initialisation : 
for n = 1 to N do
Ci[s, n] =  a[s, m]
6 N  =  s
end for
2. Recursion :
for m  =  1 to M — 2 do 
for n = 1 to N do 
Cm+i[s, n] =  min Cm[s, /] +  a[l, n] +  b[l, c[m +  1]] for I = 1 to N 
£m+i[s, n] — arg min Cm[s, I] +  a[l, n] +  b[f c[m +  1]] for I = 1 to N 
end for 
end for
3. Termination :
Cm =  rain Cm - i[A I] +  a[l} c] +  b[l, c[M]] for I =  1 to N
Cm =  arg min CM-i[s, i] +  a[f e] + b[l, c[M]\ for I = 1 to N
4. Backtrack :
# [0] =  s 
$[M ] =  e
4»[m] =  +  1]] for m — M — 1 to 1
Figure 4.9: The Directed Viterbi Algorithm.
4.6 ,4  B lending th e  final anim ation
The result of the synthesis is a series of segments { 0 ^ }  original motion sequences.
In our representation of these segments we did not include the global translation of 
the root. The segments lack translation information, which has to be obtained from 
the original sequences. In [53] we preprocessed each sequence by ‘undoing’ the mean
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cm  = a $
0
0
D
Figure 4.10: The operation of the Directed Viterbi algorithm can be represented by a trellis 
diagram. Each row in the trellis corresponds to a motion sequence and each column repre­
sents a cluster in the input cluster sequence. In the Figure, the input cluster sequence is 
c[m] =  {A, D, C}. The heavy arrows represent the optimal motion segment sequence
(#3 H A, $ 3 D D, fl C}. Lighter arrows represent other possible motion segment sequences 
given the same input cluster sequence and user specified keyframes.
orientation of the skeleton root. This resulted in an alignment of the sequences with a 
direction on the ground plane, e.g. parallel to the global z axes, from negative towards 
positive z. For the final blending, the translation of the root bone at the beginning of 
one segment was displaced to coincide with the translation at the end of the previous 
one. The global orientations take care of themselves thanks to the pre-alignment stage.
However this does not work for all motion sequences. Only for those whose orientation 
and direction are the same. The direction is the tangent to the path that the sequence 
follows, which is the projection of the root translation onto the ground plane. For a 
character walking forwards, the orientation and the direction are the same, but for a 
character hopping laterally they form a right angle.
In general, to obtain a smooth transition between two motion segments, we will need 
to perform global translation and orientation transformations of at least one of the two 
segments. W hat needs to be preserved across these transformations for the resulting 
motion to appear realistic is the angle between the orientation and the direction, as 
was pointed out by Sudarsky et al [74] and Gleicher [28]. We denote this angle by 6.
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Figure 4.11: Angle between direction and orientation [74, 28].
In our case we preserve the orientation of the character accross the transition between 
the segments, and modify the direction so that 9 is preserved5. Once the translation  
is modified, the orientations of each segment can be blended in a window around the 
transition point6. Two rotations f a and fy can be interpolated by taking the rotation  
that transforms one into the other
rab = n° r f 1 =  Qabnab (4.10)
where o is the composition of rotations (see Appendix A or [59]) and rb~l is the inverse 
rotation of ry.
Interpolated rotations bay can be found by composing a fraction A € [0,1] of this 
rotation ray with ra, i.e. bay =  Aray o f a. The motions of a joint in two examples 
can be blended over an interval of time [n, n +  T — 1] by calculating a sequence of T
5The alternative would be to preserve the direction of the path accross the transition, and then
perform a blend of 9 in a window of frames around the transition point (this is the approach for the
relative orientations of the rest of the bones, explained later in this Section). However, this results in
the feet appearing to slip over the blending window, which substracts realism to the resulting motion.
6The window size is a parameter of the method. See Sections 4.7.4 and 4.9.2 for examples of the
tipical window sizes required (5-10 frames). Sections 4.10 and 6.3.1 further discuss this parameter.
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interpolated rotations with some function A(fj) defined in that interval.
ra(ti) i G [0, ...,n — T  — 1]
Kb{U)  -  < \{ti)rab{ti) o ra(ti) i e [ n - T , ..., n]
fb{ti) i € [n +  1 ,..., N — 1]
where A is a mapping from [n, n +  T — 1] to [0,1], and n,N — n + T are the number of
frames of examples a and b respectively.
4.7 A  Sim ple E xam ple
Before presenting results for larger databases, we will use a small database with three 
sequences that will help to clarify the contribution of each of the components of the 
framework. This will be particularly helpful to illustrate the choice of reference coor­
dinate system.
Our first database, that we will call D B 1, is composed of three sequences. One repre­
sents a one handed handstand, and the other two represent two walk and trip sequences. 
These two sequences are identical, other than they travel along different paths (Figure 
4.12). The database contains a total of 108+87x2= 282 frames, or nine seconds of mo­
tion. This is a small set of examples that will be used to illustrate particular aspects 
of the modelling and synthesis process. In particular we will look at the choice of co­
ordinate system, the choice in the number of clusters, and the system atic evaluation of 
the results.
4.7.1 D im ensionality  reduction
We start by performing Principal Component Analyisis on the samples. The captured 
motion has 69 degrees of freedom. Figure 4.13 (a) shows the contribution of each of the 
eigenvectors in the database. The x-axis shows the eigenvectors ordered by descending 
contributions. Each eigenvector’s corresponding eigenvalue is divided by the sum of 
all eigenvalues to give the ratio shown in the y-axis. Figure 4.13(b) shows that the 
first 10 eigenvectors represent 95.6% of the variation in the database and the first 18
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Figure 4.12: Database DB1.
eigenvectors represent 99.2%. This indicates that we can reduce the dimensionality to 
the first 10-18 eigenvectors from the original 69-dimensional space.
EIGENVECTORS
(a) (b)
Figure 4.13: Distribution (a) and accumulated distribution (b) of the variation among the 
eigenvectors of the covariance matrix of the data in DB1.
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4.7.2 The choice of reference coordinate system
A useful byproduct of the dimensionality reduction is the posibility of visualizing the 
data. We can plot the projection on the subspace spanned by the two main eigenvectors, 
or a perspective projection of the subspace spanned by the three main eigenvectors, as 
shown in Figure 4.14(a).
The two walk-and-trip sequences are identical, apart from the path that they travel 
along. The global orientation of their root is different and this means that they are 
represented by two separate trajectories in the configuration space. This separation 
is still considerable when the data is projected to the three principal eigenvectors, as 
can be seen in Figure 4.14(a). This variation, which does not correspond to diffrerence 
in visual similarity, is influencing the principal component analysis. Ideally we would 
prefer that the statistical variation spanned by the principal eigenvectors corresponded 
to variation in the pose of the skeleton, and not to its global orientation, which does 
not change the actions in the sequence. For this reason we will use a vertically centered 
local skeleton frame. In the global coordinate frame, we can represent the orientation 
of the root via a rotation matrix R6 for each frame i. This transformation can be 
decomposed as follows [71]:
R° = Rv(63i)Rx(ex)R(4.ii)
#1,2,3 i are the Euler Angles around axes Z, X, Y applied to the model at frame i. 
Suppose Y is the vertical axis; to calculate the coordinates of the motion sequence in 
the vertically centered coordinate frame, we need to substitue this rotation matrix by 
a new one, 'Rf', for which the orientation with respect to the vertical axis, Ry'(9a), is 
the identity matrix:
R°' = Ryi-e-DR'i = Ry(6i,)Ri (4.12)
The skeleton always keeps the same vertical orientation with respect to this reference 
frame. The walk-and-trip sequences are now indistinguishable in the configuration 
space (Figure 4.14 (b)).
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(a)
(b)
Figure 4.14: (a) The database DB1 projected to the three principal eigenvectors, when a global 
reference frame is used. The variation in global position influences the principal component 
analysis as the two walk-and-trip sequences appear as separate trajectories, (b) The body 
centered reference frame overlaps both walk-and-trip sequences.
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4.7.3 M odel construction and model order selection
Level one of the model starts by building a Markov chain model of the database, to 
which there are two stages involved: clustering of the data and transition probability 
estimation, as presented in Section 4.4. The number of clusters used in the K-means 
algorithm (sometimes known as the model order) can potentially have a big influence 
in the results of the motion synthesis. This will be addressed in this Section using a 
method proposed by Ray et al [66].
The K-means algorithm (Figure 4.5) finds a local mininum of the average distortion 
(Eqn. 4.5). We choose the initial cluster centres randomly among the training vectors 
and then repeat the initialisation several times with different seeds. In Figure 4.15 
we plot the quantisation error for each run of the algorithm. We can observe that 
the quantisation error always decreases when the number of clusters (K) increases, so 
this cannot in principle help us to decide on the value for K. However, the rate of 
this variation can signal a good compromise for the number of clusters between the 
overclustered and the underclustered model [9]. In this case adding an eleventh cluster 
does not reduce the quantisation error as much as adding a tenth cluster.
The problem of selecting the number of clusters is that of ‘model order selection’ and 
we address it by using a simple method proposed by Ray et al [66]. To judge the choice 
of the number of clusters, they propose to use the ratio between the quantisation error 
and the minimum distance between cluster centers as a validity index v(K).
Let Ik be the minimum distance between cluster centers for a A-cluster model:
Ik = mincpQ'i, Yj) for i,j = l . . .K  (4.13)
where d2 is defined by Equation (4.3). then a validity index vk can be defined for a 
RT-cluster model:
vK =  —  ^ (4.14)
where the numerator Vk is the average distortion defined in equation (4.5). A smaller 
validity index represents a clustering with more compact (small quantisation error Vk) 
and more separated clusters (large Ik)-
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Figure 4.15: Quantisation errors for database DB1.
If we plot this index as a function of the number of clusters as in Figure 4.16, we can 
see that it has many local mininima7, i.e. we discard values of K with large validity 
index vk• At each of these minima the number of clusters becomes a candidate for a 
model. In Section 4.9 we investigate sensitivity of the motion synthesis algorithm to 
the number of clusters in this reduced set of candidate models.
Once the clusters are found using K-means, the transition probabilities are found au­
tomatically using the procedure described in Section 4.4.2. An example markov chain 
model with 8 states is illustrated in Figure 4.17, where we have depicted the mean pose 
in each of the states and the transition probabilities between states.
4.7.4 Synthetic motion generation
The database that we are using to illustrate the modelling process is too small to 
be able to generate many motions. For illustrating purposes we show here a novel
rThe global minimum is zero, when the number of clusters is equal to the number of points and 
therefore there is no quantisation error.
58 Chapter 4. A Framework for Motion Synthesis
NUMBER OF CLUSTERS IN MODEL
Figure 4.16: The validity index (Eqn. 4.14) for database DB1. The circled local minima become 
candidates for models.
synthetic motion that would start with a walking motion and then transit to a one- 
hand handstand. To synthesise this sequence we present the model with the keyframes 
of Figure 4.18.
Level one of the model identifies a sequence of five clusters (4—>6—>3— U) ,  between 
the start and end keyframe. Level two of the model then results in a motion sequence of 
73 frames with a transition between the walking and the handstand motion sequences 
at cluster 6 . The final result can be visualised in Figure 4.19. This Figure shows 
the data in the configuration space, the clusters in the model used for synthesis, and 
the segments that were used for the synthetic motion. In Figure 4.20 we show the 
synthetic motion after blending is performed in a window of ten frames centered at the 
25th frame.
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Figure 4.17: Eight state Markov chain model for the example database with three sequences.
Figure 4.18: Keyframes for walking and one hand handstanding.
4.8 Results
In this Section we present results for database DB2, which contains 14 sequences and 
4869 frames (162 seconds of motion). The sequences selected from Santa Monica Studios 
motion capture database8 are FastRunSFastWalk, FastWalkSRun, GetUp2, LieDownS, 
Shot-BackS Sit06, Sitl7, Sneak-SitWalk, Sneak-WalkSit, Sprint, Stand4, Stand7 and 
Walk25-fslllLl. In Appendix B, database DB2 is illustrated.
Models are built for K = 5, 10, 22, 26, 31, and 43 clusters, where the clustering 
validity index vk (Eqn. 4.14) presents local minima, as illustrated in Figure 4.21. The
8Santa Monica Studios motion capture database is available from Standford University at 
http://www.stajaford.edu/class/cs348c/BVH/SantaM onicaStudios/.
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1st PRINCIPAL EIGENVECTOR
Figure 4.19: Illustration of the synthesis process for database DB1 and keyframes in Figure 4.18. 
The clusters are represented by hyperspheres whose radii are the distance between the means 
and the furthest data point in the cluster. The clusters appear to overlap due to the parallel 
projection of the hyperspheres performed by PCA. The resulting motion has gone through a 
total of five clusters (4->6-+3->0-»l) (see Figure 4.17), and is composed of 73 frames marked 
with small circles. The larger circles represent three of the frames in the sequence.
parameter for self transition probabilties between hidden states in level two (Eqn. 4.8) 
is set to ciarge = 0.99. The exact value of ciarge is not essential to the method. Recall 
that its function is to merely disencourage jumps between different sequences (Section 
4.5.2. See also the discussion in Section 4.11 and Section 5.2).
The keyframes were manually selected among the frames from the database. For each 
resulting synthetic motion we represent the start and end keyframe, and the resulting 
synthetic motion before and after blending. Examples of the synthetic motions that
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Figure 4.20: Synthesis using database DB1 and the keyframes in Figure 4.18. The resulting 
synthetic motion presents the character walking and almost skipping before doing a one hand 
handstand.
VALIDITY INDEX AS A FUNCTION OF THE NUMBER OF CLUSTERS : DB2
Figure 4.21: The validity index (Eqn. (4.14)) for database DB2. The local minima (circled) 
become candidates for models.
have been produced from these databases are presented in the following Sections. In 
the following Sections we explain how these results axe evaluated.
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Figure 4.22: FYom sitting to being flat on the floor. The synthetic motion is here shown before 
blending. Only every fourth frame is shown. Different background colours represent segments 
of different motion sequences in the database. In this case segments of three sequences where 
selected to join start and end keyframes: Sit06, Stand7 and ShotBack3.
4.9 Evaluation of syn th etic  m otions
The goal of this and most human motion synthesis frameworks is to obtain high vi-
directly measuring. Ultimately judgment of the results will always remain subjective.
the framework.
The principal difficulty in evaluating the results is the lack of ground truth. Given 
two keyframes, we do not know exactly what the right synthetic motion is that will
■ W
sual quality animations - this is qualitative and subjective and presents a difficulty in
However, we must strive to design a method to consistently and non-subjectively test
interpolate them. Indeed there is no correct motion, what is required is a measure of 
‘natural movement’.
In this thesis we propose to use a mixture of qualitative and quantitative evaluations. 
To evaluate the framework on a particular database, we choose a consistent set of
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Figure 4.23: From sitting to being flat on the floor, after blending. Only every fourth frame is 
shown. The same synthetic sequence is shown in Figure 4.22 prior to blending.
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Figure 4.24: From walking to sleeping. The synthetic motion is here shown before blending. 
Only every third frame is shown. Different background colours represent segments of different 
motion sequences in the database. In this case segments of three sequences where selected to 
join start and end keyframes: FastRunSFastWalk, Sitl7 and LieDown3
keyframe pairs of increasing complexity. From each pair of keyframes a synthetic mo­
tion is produced and the following evaluations are performed.
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Figure 4.25: From walking to sleeping, after blending. Only every third frame is shown. 
Q u a lita t iv e
Visual inspection of the synthesised motion is performed to identify the following char­
acteristics:
- Unexpected jumps: Does the character’s pose jump between motion segments?
- Unexpected intermediate movements: Even though the character’s movement is 
reasonably smooth, it traverses a path in the database that gives an unnatural 
sequence of movements.
For visual inspections segments are first translated to produce a continuous global root 
position. Qualitative evaluation is then performed prior to blending of join rotations, 
as blending is a post-process which can hide errors and therefore prevent consistent 
evaluation.
Q u a n t ita t iv e
Large jumps between the segments of the original motions will reduce the overall visual 
quality to the synthetic motions. The size of these jumps can be measured as peaks in 
acceleration accumulated over joints. A peak can be detected by setting a threshold 
on the magnitude of the derivative of the acceleration of the joints, the jerk vector j. 
Given the position vector s of a joint at times tj to t{+3, the jerk vector at ti is estimated  
as:
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j ( t i )  ^  ~g (si+3 -  Ssi+2 +  3si+i -  S i ) (4.15)
where A  =  ti+\ — t{ is the sampling period of the motion capture data.
Given a motion sequence <I>n, the jerk vector is calculated for each ti and its magnitude 
is accumultated over joints and stored as Jn{U) for a =  1 . . .  Mn. The threshold for peak 
dectection Jdb is calculted as the maximum of this quantity among all N sequences in 
the database.
Mn
= y^||?(*>)ll Jdb =  max J„(t<) for n =  l . . . N ,  i =  1 . . .  Mnr-f n,t
(4.16)
It should be noted that this requires the data to be free of noise for Jdb to be repre­
sentative of what is the maximum natural jerk present in the database.
A model is evaluated by computing the following measures on each synthetic motion
- Njin: Number of times the magnitude of the jerk exceeds threshold Jdb• This 
penalises motions with many jumps between segments.
- Sjy. Average of jerk values that exceed threshold Jdb- This penalises large 
jumps in the motion.
- Ayn: Accumulated excess of jerk. Every time the jerk magnitude surpasses the 
threshold we accumulate its value. This penalises both motions with many, small 
jumps as well as motions with large jumps.
Each of these quantities is averaged over synthetic motions to give three scores iVj, Sj, 
Aj that reflect the capability of a model to synthesise motions devoid of jerkiness:
^  =  (4.17)
s n~ 1 s n = l  s n = l
where Ns is the number of synthetic motions generated for evaluation of a model.
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These qualitative and quantitative characteristics are used to assess sensitivity of mo­
tion synthesis to the number of clusters. Later we will again make use of these evalua­
tion techniques to assess the contribution of the extensions to the framework that are 
introduced in chapter 5.
In the following the quantitative and qualitative measures described are applied to 
evaluate the results obtained with database DB2.
4.9.1 Q uantitative evaluation for database D B 2
For evaluation 13 keyframes are selected from the database, illustrated in Figure B.17 
of Appendix B. Synthetic motions are generated for each pair of frames for models 
with K = 5, 10, 22, 26, 31, and 43 clusters.
As the number of states K increases the Markov chain may become disconnected, 
resulting in no available sequence of clusters to join some of the keyframe pairs with  
probability greater than zero. Even before this happens some states may become ‘dead 
ends’, with self-transition probability equal to one. The number of motion sequences 
successfully synthesised is summarised in Figure 4.26 (a). For subsequent measures a 
common subset of 112 successful synthesis is selectedclusters .
In Figure 4.26 (b), (c) and (d) we represent the quantitative measures described in 
Section 4.9. These measures are taken prior to blending of joint rotations. Global 
translation and rotation of each segment is modified to align the end and start of 
adjacent segments.
It can be observed from general inspection of the graphs that the deviation from the 
mean values is large, indicating that the number of clusters does not have a statistically  
significant influence in the value of the measures. However two clear tendencies can be 
identified. The synthetic motion will present a greater number of jumps as the number 
of clusters increases (Figure 4.26 (b)). On the other hand, the average size of these 
jumps decreases as the number of clusters grows.
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Figure 4.26: Database DB2. Evaluation of the sensitivity of the framework to the number 
of clusters in the model. The measures shown are computed for 112 synthetic motions, (a) 
Summary of successful synthesis, (b) Number of times jerk surpasses threshold, (c) Average 
jerk peak size, (d) Accumulated jerk.
4.9.2 Qualitative evaluation for database DB2
For qualitative evaluation a subset of 30 synthetic sequences is visually inspected for 
models with K = 5, 10, 22, 26, 31, 43, clusters giving a total of 180 sequences in­
spected. For each synthetic motion the presence of sudden jumps, unexpected inter­
mediate movements and general visual quality is assesed. The results are summarised 
in Table 4.1. To see a comprehensive, visual presentation of results, see Section B .2.2 
of Appendix B.
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Visual inspection of the motions is performed prior to blending of joint rotations (Sec­
tion 4.6.4). This is done to assess the ability of the method to enforce local smoothness 
in the motion. Sequences with good visual quality in Table 4.1 require no blending 
or blending in a small window (5-10 frames). It should be noted that if results were 
visually inspected after blending, the overall performance would appear to be better. 
However it would be difficult to identify potential problems in the method.
Pre-blending visual assesment
K Good visual Acceptable Poor visual
quality visual quality quality
5 3/30 4/30 23/30
10 4/30 4/30 21/30
22 8/30 5/30 17/30
26 18/30 2/30 10/30
31 16/30 2/30 12/30
43 16/30 2/30 12/30
Table 4.1: Summary of the qualitative assesment of the sensitivity to the number of clusters for 
database DB2. This assessment is performed prior to blending of joint rotations, as blending 
is a post-process that can hide errors.
4.10 Fram ework com plexity
In this Section we analyse the space and time complexity of the framework. Especially 
interesting is the time complexity of the synthesis stage. The modelling is performed 
once and then stored, whereas the synthesis may be performed repeatedly and requires 
interactive rates.
In the following, N is the number of sequences in the database, each of which has Mn 
frames. P = Yln=i Mn — NM is the total number of frames where M is the average 
number of frames per sequence. D and d are the number of dimensions before and after 
dimensionality reduction of a pose vector 0 .
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In Table 4.2 we summarise the complexity of the model construction. The implementa­
tion of principal component analysis peforms first a Householder reduction of the DxD 
covariance matrix to reduce it to tridiagonal form, and then uses the QL algorithm to 
find the eigenvectors and eigenvalues of the reduced matrix. Both stages take time 
cubic in D [63], and are commonly faster than loading the data in memory.
In clustering, I is the number of times K-means is repeated with different initialisation  
points. R is the maximum number of iterations that we allow per run of the algorithm. 
K is the number of clusters.
The transition probability estim ation requires iterating the NM points in the database 
O (NM). Finally, the complexity of building the discrete HMM Is 0(N2) or 0(NK) if 
K> N.
Dimensionality
Reduction
Clustering
(K-means)
Transition Prob. 
Estimation
HMM
construction
Time C. 
Storage C.
0  (D 3)
0  {NMD)
0  {IRKNMd) 
O(NMd)
0  (NM) 
0 (NM)
0 (N2) or 0 (NK) 
0 (N2) or 0{NK)
Table 4.2: Overview of the complexity of the model construction.
These complexities should be compared with the storage complexity for a graph (intro­
duced in Chapter 3) in which each node corresponds to a frame in the database, which 
is 0(N2M2D2).
In synthesis (Table 4,3), localising the closest keyframe gives a worst case (exact lo­
calisation) time complexity O(NMd). Finding the most likely sequence of clusters 
requires time 0(K2 log K) where K is the number of clusters. The number of clusters 
in the sequence that join the start and the end keyframes is at most equal to K , the 
total number of clusters. This gives a worst-case time complexity of O (N2K) for the 
Directed Viterbi algorithm that finds the sequence of snippets. T is the size of the 
blending window in the preprocessing stage. The space complexity of the blending 
stage depends on the number of motions from which segments are taken to form the 
synthetic motion.
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Keyframe
localisation
Cluster
Search
Motion Segment 
Search
Blending
Time C. 
Storage C.
O (NMd) 
O (NMd)
0(K2 log K) 
O (K2)
0(N2K)
O(NK) or O (N2)
O (TD)
Table 4.3: Overview of the complexity of the synthesis.
Thus the framework proposed in this thesis has much lower complexity (0{N2K)) than 
the basic graph shorthest path formulation, which takes time 0(N2M2 log NM).
4.11 D iscussion
Qualitative evaluation over 180 synthesised motions has shown that the framework 
presented is capable of synthesising realistic motions between sparse keyframes for a 
database with 14 sequences (5000 frames). In many cases (18/30 for the model with  
26 clusters) the motions synthesised require no blending of joint rotations or blending 
over a small window of 5 to 10 frames and segments can be directly concatenated to 
form a realistic motion.
The discrete Hidden Markov model framework effectively implements a simple cost 
function with two terms. One is a binary term that penalises jumping between different 
motion segments, and the other indicates which motion examples are present in each 
cluster. This cost function cannot enforce the jump between segments to happen where 
they present greater similarity as the transitions between segments are fixed at cluster 
boundaries. This has an effect in making the framework sensitive to the size of the 
clusters and therefore to the number of clusters in the model. The lower cluster models 
produce large jumps in half of the synthesised motion sequences. This is a simple 
approach and a more refined cost function is required, which will be introduced in the 
next chapter.
Other factors independent of the number of clusters influence the success in the synthe­
sis. If start and end keyframes are very similar (e.g. (Soft run,Sprint) they may fall in 
the same cluster. As a result, a few motion sequences synthesised are very short (less
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than ten frames). However this framework is developed with the goal of synthesising 
inbetween motions for sparse keyframes.
One of the keyframe pairs (Stand up, Lie right) (see Section B.2.1 for keyframes) pro­
duces motions with large jumps independent of the number of clusters. Figure 4.27 
illustrates the problem with the 10 cluster model. At the top of Figure 4.27 the 10 
cluster means are represented. Start keyframe Stand up falls in cluster 2, and (surpris­
ingly) end keyframe Lay left falls in cluster 7. This is due to the fact that the distance 
metric between poses (Eqn. 4.3) gives the same importance to all angles in the skeleton. 
If we rotate one of the frames in the synthesised motion, we obtain the pose circled 
in Figure 4.27 which has similar joint angles to the sitting down cluster mean 7. The 
sitting-down sequences in DB2 (see Appendix B) create a high probability transition  
between cluster 2 and 7, resulting in the sequence of Figure 4.27. The problem is then  
that the distance metric does not always reflect subjective visual similarity. This will be 
addressed in the next chapter by introducing a new representation that better reflects 
visual similarity of skeleton poses.
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Figure 4.27: A bad result obtained with DB2. This is due to the distance metric based on 
rotational information. According to this distance, a a Lie left frame (circled, small) is closest 
to the mean of the cluster representing sat down poses (7). This can be visualised if we rotate 
the root of the Lie left frame (circled, large). Most joint angles present similarity to a sitting 
down position. .
C -
1 f t f t
t i f
t T T
72 Chapter 4. A Framework for Motion Synthesis
4.12 Sum m ary
In this chapter we have introduced the basic framework for human motion synthesis 
from motion capture data. A simple distance metric based on joint angles is used 
to measure difference between poses. However, results of motion synthesis have shown 
that this does not always correspond to subjective closeness. A two layer model is build 
on the motion capture database. This representation enables efficient motion synthesis. 
However, the approach uses a simple constant cost function between motion segments 
with transitions fixed at cluster boundaries. Experimental results have shown that this 
approach is limited to small databases. In the next chapter we refine the stages of the 
framework to enable synthesis from large motion capture databases.
Chapter 5
Motion Synthesis for Large 
Databases
In the previous Chapter we introduced our framework for human motion synthesis 
by keyframing on a database of motion capture data. In the formulation presented, 
this database is a complex graph that, given a cost function, has to be searched for 
a path that joins a start and end keyframe. The key idea is that we could simplify 
the search by introducing a cluster model. This representation enables efficient search 
for a sequence of clusters between the start and end keyframe. We then search for 
a sequence of segments of the original motion capture data that traverse the clusters 
using dynamic programming.
In this Chapter, we build on this general framework, to improve performance and allow 
its application to larger databases of motion capture data. In particular, we will look 
at:
- the use of positional representations for motion capture data,
- the introduction of a explicit cost function in the search for motion segments,
- the introduction of velocity information into the framework, and
- the use of mixture models for clustering.
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Figure 5.1: Rotation of 45 degrees of the wrist, rotation of 45 degrees of the shoulder, rotational 
distances to first frame.
Finally we will present results for application to a large database comprising 120 se­
quences (approx. 35000 frames).
5.1 R otational versus positional data representation
In Chapter 4 we introduced a parameterisation of skeletal motion based on the axis- 
angle rotation vector for each joint. This representation has the advantages of being 
minimal and allowing the introduction of useful approximate distances between ro­
tations. However, there is a problem with this representation, in that it gives equal 
importance to different joints in the computation of the distances irrespective of their 
influence on other joint and limb positions in the skeletal hierarchy. It is clear that a 
forty-five degree rotation of a finger does not have the same visual effect in changing a 
pose as a rotation of the thigh of the same magnitude. In Figure 5.1 we illustrate this 
problem with rotations of the wrist and shoulder by the same angle which result in the 
same distance with respect to the initial rest configuration.
If the number of sequences is small, the joint axis-angle parameterisation is sufficient 
to separate out different motions [53]. However this can be a source of problems if the 
database of motion capture to be modelled contains a large number of motion capture
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sequences. The inability of the distance metric based on axis-angle rotation to separate 
distinct poses by a greater magnitude than those which appear similar leads to poor 
clustering. Secondly, the synthesis problem that we are trying to solve is constrained 
by start and end keyframes. If the database contains many sequences, the probability 
that the start and end keyframes are closer to motion sequences to which it has no 
visual similarity will be larger. We therefore require a distance metric which reflects 
visual similarity.
A way around this problem is to introduce weights for the coordinates in the repre­
sentation that reflect the location of the corresponding features in the hierarchy, which 
can be found empirically [46].
Rather than trying to solve the problem of finding a ‘good’ weighting for each of the 
rotations that could better reflect visual similarity of body postures, we turn to a 
different parameterisation. We will represent a skeleton configuration by concatenating 
the cartesian coordinates of the joint centre positions. This parameterisation does not 
require in principle the application of weights, as distances in the configuration space 
are proportional to visual disparity.
A body configuration at tim e ti can be represented as the concatenation of the cartesian 
coordinates of the joint centre positions:
$(*i) = <f>i =  K °,s i1, . . . , s /_1]r
where J is the number of joints. The coordinates are with respect to a vertically 
centered local skeleton frame, rather than with respect to a global coordinate frame. 
This is in order to avoid the distance between body configurations being dominated by 
the difference in global location, rather than difference in arrangements of the skeleton 
and therefore visual disparity.
The vertical axis coincides always with the root of the skeleton. As the skeleton rotates 
around this axis, so do the other two axis in the reference frame. However the frame 
does not follow the root in vertical translations. This is the only difference between this 
reference frame and one fixed to the root and it is introduced to differentiate between 
postures like for instance a crouching and jumping in which the knees rise to the chest. 
Later in Section 5.1.1 we further analyse this choice of coordinate system.
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The distance between two body configurations <f>\ and 02 can be computed using the 
squared distance between these vectors:
J -1
=  £ l l sV - s V l l 2 =  l l ^ - < f e l l 2 (5.1)
3=0
In Figure 5.2 the distance function is presented for the same examples of Figure 5.1, 
a forty-five degree rotation of the arm and the shoulder. The distances between the 
reference pose and each frame are different for the two sequences. The movement 
of the shoulder represents a greater distance than the movement of the wrist in this 
configuration space.
Figure 5.2: The distances to a first, neutral pose between a rotation of 45 degrees of the wrist 
and rotation of 45 degrees of the shoulder. The positional parameterisation in a vertically 
centered local skeleton frame separates out these two motions.
This distance is not only useful because of its mathematical tractability, but also be­
cause it reflects visual similarity of the poses better than the approximated distance 
between rotations. We attempt here to illustrate why this is the case by introducing 
the following scenario.
Consider a skeleton standing against a wall. To each joint in the skeleton we attach 
one end of a spring, and the other end of the spring is attached to the wall. When the 
skeleton is in the reference pose 0 O all the springs are at rest. Now let the skeleton
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move slowly and then stop at some other pose 0j_. Each spring is stretched a length  
Xi. Imagine all the springs have the same elastic constant k. The total elastic energy 
stored in the springs is the sum of their halved spring constants times the distance that 
the springs have been stretched, squared:
Therefore, in this imaginary scenario, the distance between joint positions is propor­
tional to the total elastic energy accumulated in the springs attached to the joints at 
their rest location.
5.1.1 Experiments
of visually dissimilar poses. DB3 is a subset of DB2 containing a walking sequence, a 
walking to running sequence, a sprinting sequence and a sitting to standing sequence. 
This last sequence is visually quite different to the other three.
In Figure 5.3 we plot the three principal components of DB3 using the rotation vector 
parameterisation. The sitting sequence runs first closer to the running sequences, and 
then finishes near the walking ones. This is due to the similarity in the joint angles 
between a sitting and a running sequence (right angles at the elbows and knees). How­
ever if  we use the joint position parameterisation, we can see that the sitting sequence 
starts in a distant corner of the configuration space before joining the walking sequences 
(Figure 5.4).
5.1.2 Conclusion
The distance metric based on joint positions results in better separation of visually 
dissimilar poses giving a more natural movement synthesised. This is illustrated in  
Figure 5.5 where a sitting to running motion is synthesised using both representations. 
The joint position representation achieves a smoother motion by enforcing the character 
to take a step from the standing up position before starting to run.
joints
We use database DB3 (See Section B.3) to illustrate the improvement in the separation
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-V -  SPRINT
-A -  SIT TO STAND
-N - WALK
—  WALK TO RUN
2nd PRINCIPAL COMPONENT
1st PRINCIPAL COMPONENT
Figure 5.3: Three principal components of database DB3, using the rotation vector parameter­
isation (Eqn. 4.2). The sit to stand sequence traverses the area occupied by the running motion 
before reaching the walking motion area. This is due to the similarity of joint angles between 
running and sitting down (right angles at extremities).
5.2 Introducing an exp licit cost function  in th e  fram ework
In Chapter 4 we introduced the use of a discrete hidden Markov model as a dynamic 
programming framework to solve for the optimal sequence of motion segments {0 ^ } ,  
given a sequence of clusters {cm}. The algorithm we presented, the Directed Viterbi al­
gorithm, is a modified version of the Viterbi algorithm. Both algorithms are instances 
of dynamic programming techniques which can solve network problems having a cost 
function of the form n]. The indices I and n correspond to two nodes in the net­
work, and the dependence on m indicates that this cost varies with respect to another 
discrete variable. We can think of this variable as a discrete time step or a stage. A 
decision to jump from n in to I at different stages may have different costs.
In choosing a discrete HMM to solve our problem, we are making an implicit choice for
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Figure 5.4: Three principal components of database DB3 when the positional parameterisation 
is used. The sit to stand sequence occupies its own region in the subspace, before directly 
joining the walking motions. This results in a more natural movement between sitting and 
running (Figure 5.5).
the shape of the cost function C ^ [ l , n ] .  Here C has two terms, one is fixed for each 
pair [In], and the other depends on I, one of the nodes, and m, the current stage:
[I, n] = a[l, n] +  b[l, m] (5.2)
The term a[l,n] corresponds to the transition probabilities between hidden states, in 
our case, the fixed cost function between motion segments. This is set to a large value 
for all I f  n in order to discourage too many jumps between segments.
The term b[l, m] is the negative logarithm of the output probability for symbol m in 
state I; in our case, the probability of a sample falling in cluster Cm given that we know 
it belongs to motion $i, given by
b[l,m] =  - lo g P fc m lty )
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(a) Result (before blending) with rotation vector parameterisation.
4  4  4  4  4
\
(b) Result (before blending) with joint position parameterisation.
Figure 5.5: Rotational versus positional data representation in a sitting to running synthesis. 
Results with the joint position parameterisation, below, look more realistic, as the character 
first advances the foot in a walking movement before starting to run. Both these results are 
shown before the blending stage is performed.
This basic cost function does not take full advantage of the power of dynamic pro­
gramming techniques to search for the optimal sequence of motion segments. We shall 
illustrate this with an example. Consider the situation in which two motion examples 
<£/ and 4>n traverse three clusters m, m +  1 and m +  3 as in Figure 5.6. Consider also 
that the proportions of points of motion and are the same in the three clusters, 
and that the two sequences are very close to each other in one of the clusters. The 
HMM cost function has no way to prefer to jump where the motions are closer, be­
cause it separates out the cost between a term that is fixed for every pair of motions, 
and another that depends on one of the motions and the currently traversed cluster 
(Eqn.5.2).
We would like to take full advantage of the ability of dynamic programming algorithms 
to utilize cost functions of the form C^[l,n\, without limiting ourselves to the expres-
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Figure 5.6: The Directed Viterbi algorithm does not prefer to jump in cluster 3.
sion to which they are reduced in HMMs (Eqn. 5.2). In the following we introduce the 
particular cost function that we will use, and how dynamic programming search will 
be affected.
5.2.1 The distance betw een joint positions as a cost function
The fact that the motion segments are discrete sequences might lead us to explore 
measures of statistical similarity. But the statistical similarity of two motion segments 
will not help us decide at which particular frames a blending of the segments would 
give better visual results.
A motion segments 0  of length n is a map from a discrete tim e variable into . We 
say that it is a trajectory in Rd:
0  : [i,i  +  n -  l ] c N  — > Rd
W hile a trajectory is a function of time, the path is the image of the interval under that 
function, i.e. the subset of Rd covered by the segment [1]. For our cost function we 
will compare the paths that the segments follow, rather than the segments themselves. 
Given two motion segments 0 m, 0 n, their paths are two sets of points in Rd between 
which we can define a dissimilarity measure V as the minimum distance between all 
pairs of points of the two sets [77]. As distance we will use the accumulated squared 
distance of joint positions (Eqn. 5.1) that we introduced in Section 5.1.
For two motion segments in cluster m, the cost will be:
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where 0 ;  and 0 n are the segments of motion sequences 4>i and 4>n in cluster cm. Their 
distance V is defined as:
0 J  =  mind2(0 i , fy)  V fa, (j)-. fa € fa , fa  € 0 n
where 0 i? 0  ^ are frames in segments 0 ;, 0 n.
This is a dissimilarity measure but not a metric, as there are two properties of metrics 
that do not hold for it:
- the distance between two different segments 0 j and 0 n can be zero, and
- the triangle inequality does not hold, i.e. D [0 i, 0y] can be greater than V[ipi, 0 * ]+
The explicit incorporation of a cost function of the form C^Cm^[l,n] in level two of the 
modelling requires modification of the Directed Viterbi algorithm that generates the 
optimal cost motion segment sequence. We explain in detail how the algorithm is 
modified in the following Sections.
5.2.2 T he form ation  of m otion segm ents
There is a fundamental difference in how the motion segments are now joined to form 
the synthetic motion: The jumps between segments and jumps between clusters no 
longer coincide. Instead, the jumps between segments occur at the point in the cluster 
where the motions are closest according to the cost function. A motion segment exits 
a cluster and takes us to the next, whereas previously a motion segment covered the 
cluster from entrance to exit. This can be illustrated by displaying the operation of 
both algorithms through a trellis diagram (Figure 5.7). In the trellis, each horizontal 
line represents a motion sequence. In the Directed Viterbi algorithm each node in the 
trellis represents a cluster, while in the new version each node represents a transition  
between clusters, and each vertical dashed line represents the frontier between two 
clusters1.
Tn HMM terminology, we would say that the observable outputs are associated with the transitions 
between states, instead of with the states themselves [41].
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Figure 5.7: On the left we represent the operation of the Directed Viterbi algorithm. The 
segments are represented by a node in the trellis diagram. On the right, the introduction of 
an explicit cost function modifies the trellis representation. A segment is now represented by a 
line joining two nodes.
In the Directed Viterbi algorithm, a cluster must be entered and exited by the same 
motion segment. This segment is represented by a node in the trellis diagram. W ith the 
introduction of an explicit cost function, we must allow for a jump between two motion 
segments to happen where these segments are closer according to the cost function. 
This is represented by a diagonal arrow in the trellis, indicating that the cluster is 
entered on a particular motion and exited on a different one. On the other hand, we 
represent with a horizontal arrow the event that a cluster is entered and exited on the 
same motion segment.
5.2.3 E nsuring  continuous m otion  th ro u g h  re-indexing m otion  seg­
m ents
Consider the two situations illustrated in Figures 5.8 and 5.9. In each Figure we 
represent the clusters that have to be traversed to join start and end keyframes, and 
the motions that traverse those clusters. We illustrate also how this is represented in a 
trellis diagram for the dynamic programming algorithm.
In the first case (Figure 5.8), the algorithm will choose to use only segments of motion  
10 to join the start and end keyframes, where motion 10 deviates from the required
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10
11
12
A B
Figure 5.8: The segments of motion 10 in cluster A and B are not consecutive. In principle this 
cannot be represented in the trellis structure that the dynamic programming algorithm uses.
10 11 10
11
12
13
A B
Figure 5.9: Motion 11 crosses clusters A and B more than once. Again this cannot be repre­
sented in the trellis structure. Also motions 12 and 13 are not needed in the search, but this is 
not known in principle until the search is finished.
cluster sequence. This may result in an unnatural synthetic motion as there is a jump 
between the end of the first and the second segments of motion 10.
In the second case (Figure 5.9) we would run into the problem of motion 11 having two 
segments in two of the clusters. This situation can arise for instance when the database 
contains periodic motions. Also there are motion segments (12, 13) that are not useful 
for the synthesis but would still have to be considered in the search.
To solve these problems, we introduce a technique of re-indexing the motion segments 
that traverse the clusters. We iterate over the motion segments in each cluster, and we 
give them a new index only in three cases:
1. if the segment takes us to the next cluster in the sequence, or
2. if the segment is the closest to the start keyframe, or
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3. if the segment is the closest to the end keyframe.
In Figures 5.10 and 5.11 we show both the old and the new indices (circled), and how 
the search is now formulated for the dynamic programming algorithm.
A B
Figure 5.10: Re-indexing of the motion segments makes the algorithm differentiate between the 
non-contiguous segments of motion 10.
10 11
B
Figure 5.11: Re-indexing of the motion segments gives more than one index to motion 11 as it 
traverses clusters A and B more than once.
Given a sequence of clusters {cm}, the re-indexing algorithm iterates each cluster cm 
and the consecutive one cm+1 marking motion segments that traverse both clusters. 
These motion segments receive a new index.
5.2.4 T he E xplicit V iterb i algorithm
We now present the algorithm in its final form (Figure 5.12), that we call the Explicit Viterbi 
algorithm. It finds the minimum cost path {'iphrn} between the start s and end e motion  
segments in M steps. This cost, represented by Cm{s, e), is calculated recursively by
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ca lcu la tin g  th e  m in im u m  costs be tw een  s an d  e in  1 , 2 , . . . ,  M  — 1 steps. A gain  we use 
£ to  b ack track  th e  o p tim a l sequence in  th e  la s t s tep  of th e  a lg o rith m .
T h e  a lg o rith m  consists o f five stages: R e-index ing , in tia lisa tio n , recu rsion , te rm in a tio n  
an d  back track . R e-index ing  is in tro d u ced  in  o rd e r to  d isca rd  m o tio n  segm ents th a t  
do n o t traverse  th e  fro n tie rs  be tw een  in p u t c lu ste rs , a n d  to  ensu re  co n tin u ity  betw een  
m o tion  segm ents, as ex p la in ed  in  th e  p rev ious Section.
c[m] is th e  sequence o f c lu ste rs  indices co rresp o n d in g  to  th e  in p u t sequence of c lusters. 
T h e  cost o f ju m p in g  betw een  segm ents of m o tions a n d  <hn in  c lu s te r  cm is d en o ted  
as V clm}[l,n\. T h e  o u tp u t  is ip[t\, th e  sequence of m o tio n  segm ents.
5.2.5 E xperim ents
W e use d a ta b a se  D B 2 to  il lu s tra te  th e  difference in  p e rfo rm an ce  th e  E x p lic it V ite rb i 
versus th e  D irec ted  V ite rb i A lgo rithm s. T w o m odels w here c rea ted  w ith  21 c lu ste rs , 
a n d  th e  jo in t p o sitio n  p a ra m e te ris a tio n  was used. W e p resen t th e  re su lt o f a  sy n th e tic  
m o tio n  betw een  keyfram e in  w hich th e  c h a rac te r  is ru n n in g  a n d  a  keyfram e in  w hich  
th e  ch a rac te r  is touch in g  th e  floor w ith  b o th  h a n d s  (Sprin t an d  Hunch over in  F ig u re  
B .17 o f A p p en d ix  B ).
F ig u re  5.13 show s th e  re su ltin g  m o tion  w hen  a  d isc re te  H M M  is used  for m odelling , 
a n d  th e  D irec ted  V ite rb i a lg o rith m  is used  for syn thesis. F ig u re  5.14 d e m o n s tra te s  th e  
im provem ent of using  a  ex p lic it cost fu n c tio n  for m odelling  an d  th e  E x p lic it V ite rb i 
a lg o rith m  for syn thesis. In  b o th  cases th e  sequence of c lu ste rs  is th e  sam e. In  th e  
F igu res we rep resen t th is  sequence by  th e  sequence of le tte rs  (A , B ,C ,D ,E } .  D ifferent 
background  colours rep re sen t d ifferen t segm ents in  th e  segm ent sequence
In  b o th  cases th e  sam e m o tio n  sequences are  used, Sprin t, Sneak- W alkSit a n d  LieDownS. 
However th e  difference lies in  w h a t segm ents of th ese  m o tio n  segm ents a re  used. T h e  
E x p lic it V ite rb i achieves a  sm o o th e r sy n th e tic  m o tions by  iden tify in g  th a t  th e  Sneak 
an d  th e  Sprint sequences are  m ore s im ila r in  c lu s te r A , a n d  th a t  th e  Sneak an d  
LieDownS  (F ig u re  5.14) a re  closest in  c lu s te r B . F rom  th e re  onw ards sequence 
LieD own3  is sufficient to  reach  th e  en d  keyfram e, re su ltin g  in  a  sm o o th  sy n th e tic  
m otion .
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Input: Sequence o f c lu ste rs  c[m] f o r  m = 1 to  M + 1. S ta r t  m o tio n  in d ex  s. E n d  
m o tio n  ind ex  e. D istan ces b e tw een  segm ents V°k[l, n] for k — 1 . . .  K.
Output: Sequence of m o tio n  segm ents 0  [t] fo r  t  =  0 to  M
0 . R e index ing  :
for m =  1 to  M -f- 1 do 
c[m] 4— Reindex(c[m]) 
end for
1. In itia lisa tio n  : 
for all n  €  c[l] do
Ci[s,n] — X>cW[s,n] 
end for
2. R ecu rsion  :
for m =  1 to  M — 2 do 
for all n G c[m + 1] do 
Cm+i [s, n] =  min(Cm[s, I] +  Z>c m^+1][Z, n]) I e c[m] H c[m +  1]
[s, n] =  a rg  m in  (Cm [s, I] +  V cim+d [f n]) I G c[m] fl c[m  +  1]
end for 
end for
3. T e rm in a tio n  :
CM =  m in(C M- i [ s ,  (] +  e]) I €  c[M 1] n  c[M]
(m = a rg  m in  I] +  e]) I €  c[M -  1] n c[M ]
4. B ack track  :
0 [O] =  5, 0 [M] =  e 
for b — M — 1 to  1 do 
0 [&] = & + i [ 0 [> + l] ]  
end for
Figure 5.12: The Explicit Viterbi Algorithm.
T h e  in tro d u c tio n  of a  exp lic it cost fu n c tio n  in  th e  fram ew ork  h as  th e  a d d itio n a l benefit 
o f red u c in g  its  sen s itiv ity  to  th e  n u m b er of c lu ste rs  in  th e  m odel. T h is  can  b e  seen 
in  th e  exam ple  in  F ig u re  5.14. O nce th e  LieD ownS  sequence is reached , i t  traverses
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Figure 5.13: A Sprint to  Hunch over synthetic motion generated by the basic framework 
of C hapter 4 and a joint position param eterisation. The sequences Sprint, Sneak- WalkSit and 
LieDovm3 are used for synthesis. Different colours represent motion segments. Letters represent 
cluster boundaries. Jum ps result by the fact th a t transition between motion segments, are 
restricted to be a t the boundaries of the clusters.
four c lu ste rs  w ith o u t any  ju m p  being  in tro d u ced . In  th e  basic  fram ew ork as th e  n u m ­
b e r o f c lu ste rs  increases, so does th e  n u m b er o f c lu ste rs  req u ired  to  jo in t s ta r t  an d  
end  keyfram e. T hese  re su lts  in  m ore segm ents a n d  therefo re  an  increased  chance of 
in tro d u c in g  ju m p s  in th e  sy n th e tic  m otion .
5.2.6 Modifications to com plexity
T h e  benefits o f sm o o th e r m o tions an d  less sen s itiv ity  to  d a ta  com e a t  th e  cost o f h igher 
tim e  com plex ity  in  th e  m odel b u ild in g  process. For each c lu s te r a  d is tan ce  m a tr ix  m u st 
be  b u ilt. T h is  has low sto rag e  com plex ity  as on ly  per-segm en t d is tan ces  need  to  be 
s to red . However d is tan ces  betw een  all fram es belong ing  to  each p a ir  o f segm ents m u st 
be  co m p u ted  a n d  th is  re su lts  in  an  increased  tim e  com plex ity  co m p ared  to  th e  b u ild in g  
of th e  d isc re te  HM M  w hich is Q (N 2) o r O (N K ).
5.2. Introducing an explicit cost function in the framework 89
A k f ' £ £  h i  t  I
(  ( . J f r P  P c o f F r
nr E ) t 5T 5 T X X X
* * * s t % S f
Figure 5.14: A Sprint to  Hunch over synthetic motion generated when a  explicit cost function 
is used. The sequences Sprint, Sneak- WalkSit and LieDownS are used for synthesis. Differ­
ent colours represent motion segments. Letters represent cluster boundaries. The synthetic 
motion is smoother as transition between segments is no longer restricted to  be a t the cluster 
boundaries.
To ca lcu la te  th e  com plex ity  o f th e  cost c o m p u ta tio n  we have to  m ake som e assu m p tio n s. 
W e su p p o se  th a t  d a ta  is u n ifo rm  over all K  c lu ste rs , an d  all N  m o tio n  sequences have 
segm ents in  a ll c lu ste rs . T h is  m eans th a t  each  segm ent has in  average M / K  p o in ts , 
w here M  is th e  average n u m b er o f fram es p e r sequence. T h u s  c o m p u tin g  th e  d is tan ce  
betw een  tw o segm ents tak es  tim e  0 ( M 2/ K 2), an d  co m p u tin g  th e  d is tan ces  betw een  
a ll N  segm ents in  a  c lu s te r  tak es  0 ( N 2M 2/ K 2). T herefo re  for a  X -c lu s te r  m odel th e  
com plex ity  is 0 ( N 2M 2d2/ K ) ,  w here  d is th e  n u m b er of d im ensions in  th e  re p re se n ta tio n  
a fte r  d im en sio n a lity  red u c tio n .
In  T ab le  5.1 we su m m arise  th e  c o m p u ta tio n a l com plex ity  o f th e  new  m odel co n stru c ­
tio n , w ith  th e  com plex ities affected  m ark ed  in  b o ld  type .
D im ensiona lity
R ed u c tio n
C lu ste rin g
(K -m eans)
T ran sitio n  P ro b . 
E s tim a tio n
Cost
computation
T im e  C. 
S to rage  C.
0 (D 3)
0  (N M D )
O ( I R K N M d )
O (N M d )
0  (N M )  
0  (N M )
O  ( N 2M 2d / K )
0 (IV2)
Table 5.1: Overview of the complexity of the model construction in the extended framework. .
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T h e  tim e  com plex ity  o f th e  sy n th esis  rem ain s eq u a l to  th a t  o f th e  basic  fram ew ork  
excep t for a  sligh tly  increased  s to rag e  com plex ity  in  th e  search  for th e  o p tim a l sequence 
of m o tio n  segm ents (T ab le  5.2). A gain  u n d e r th e  a ssu m p tio n  th a t  a ll N  sequences 
trav erse  a ll c lu ste rs , needs s to rag e  0 ( N 2K).
K eyfram e
lo ca lisa tion
C lu s te r
Search
Motion Segment 
Search
B len d in g
T im e  C. 
S to rage  C.
0  (NMd) 
0  [NMd]
0(K'2 log 
0(K)
0  (N2K)
o ( n 2k )
0  (TD)
Table 5.2: Overview of the complexity of the synthesis in the  extended framework.
T herefo re  th e  tim e  com plex ity  is s till low er th a n  th a t  o f th e  basic  sh o rte s t p a th  form u­
la tio n  w hich takes tim e  0 ( N 2M 2 log NM).
5.2.7 Sum m ary
T h e  E x p lic it V ite rb i a lg o rith m  ex p an d s  on  th e  th e  D irec ted  V ite rb i a lg o rith m  to  allow  
in tro d u c tio n  o f a n  exp lic it cost fu n c tio n  o f th e  fo rm  Cm[l, n\. T h is  cost fu n c tio n  re su lts  
in  sm o o th e r sy n th e tic  m o tions as segm ents o f th e  o rig ina l m o tio n s a re  jo in ed  w here  
th ey  p resen t g re a te r  s im ilarity . In  a d d itio n , i t  reduces th e  sen s itiv ity  o f th e  fram ew ork  
to  th e  n u m b er o f c lu ste rs  in  th e  m odel. F u r th e r  re su lts  to  su p p o r t th is  w ill b e  p resen ted  
in  S ection  5.5.
5.3 Incorporating velocities into th e  Fram ework
W e have seen th e  re su lts  o f in tro d u c in g  a  cost fu n c tio n  b ased  on  in s ta n ta n e o u s  p ro x ­
im ity  o f th e  p a th s  th a t  th e  m o tio n  sequences follow in  fe a tu re  space. T h e  d y n am ic  
p ro g ram m in g  a lg o rith m  in tro d u c e d  in  th e  p rev ious Section  uses th is  cost fu n c tio n  to  
search  for sequences o f segm ents th a t  w ill fo rm  a  sy n th e tic  m o tio n . M in im isa tio n  of 
th e  cost o f ju m p in g  b etw een  segm ents w ill enforce co n tin u ity  in  po sitio n . However th is  
does n o t enforce th e  co n tin u ity  in  velocity  o r h ig h er derivatives o f th e  re su ltin g  m otion .
5.3. Incorporating velocities into the Framework 91
F or exam ple , consider a  s i t t in g  dow n m o tio n  sequence a n d  a  s ta n d in g  u p  m o tio n  se­
quence. B o th  sequences w ill trav e rse  in  o p p o site  o rd e r th e  sam e c lu ste rs  in  th e  jo in t 
p o s itio n  space. A  m o tio n  sequence resu lting , from  jo in in g  segm ents o f th e  tw o m otions 
w ould  re su lt in  a  v isu a lly  u n n a tu ra l  m otion .
In  o u r fram ew ork  in fo rm a tio n  o n  velocities is n o t essen tia l. R ecall th a t  o u r sy stem  
o b ta in s  from  th e  s ta r t  a n d  en d  keyfram e a  s ta r t  a n d  end  c lu ster. F ro m  these , a  sequence 
o f c lu ste rs  is o b ta in e d  w hich  re s tr ic ts  th e  search  for m o tio n  segm en ts to  th o se  th a t  
trav e rse  th is  sequence o f c lu ste rs  in  th e  r ig h t o rder. O th e r  fram ew orks th a t  a re  on ly  
c o n s tra in ed  by  a n  in itia l s ta te  [43,12], req u ire  velocity  in fo rm a tio n  to  syn th esise  m otion .
However th e re  are  cases w here  th e  in c o rp o ra tio n  o f velocities can  m ake th e  re su lt a p p e a r  
m ore rea lis tic  b y  p rev en tin g  tra n s itio n s  b e tw een  m otions w ith  s im ila r pose b u t  d ifferen t 
velocity.
T h e re  a re  tw o o p tio n s to  in c lu d in g  velocity  in  th e  fram ew ork.
• Inclusion of velocity in the state  vector fa  — (0 ,  A 0),
w here 0  =  [s °, s 1, ..., s ,/_1]T is th e  p o sitio n  s ta te  vecto r, a n d  0  =  [s °, s \  ..., s '7 1  
is th e  velocity  s ta te  vector.
• Inclusion of velocity in the cost function C(fa,fa) = C(fa, fa, fa ,  <j>j), 
w here fa  a n d  cj)j a re  th e  velocity  s ta te  vectors a t  co n figu ra tions i a n d  j .
5.3.1 Inclusion of velocity in the state vector
In c o rp o ra tio n  of velocities to  th e  s ta te  vecto r fa  =  (0 ,  A 0) w ould  have th e  ad v an tag e  
of se p a ra tin g  sim ila r poses o f d ifferen t velocities in  d ifferen t c lu ste rs . However th is  
m eans th a t  n o t a ll th e  co o rd in a tes  have th e  sam e u n its . T h e re  is a n  unk n o w n  scaling  A 
b etw een  th e  co o rd in a tes  th a t  p rev en ts  us from  co m p arin g  th e m  directly . I f  we can n o t 
com pare  th em , w h a t does th e  covariance m a tr ix  of th e  d a ta  m ean? H ow can  we p e rfo rm  
p rin c ip a l com p o n en t an a ly sis  on  it?  T h e re  a re  a  n u m b er o f ap p ro ach es th a t  can  b e  
a d o p te d  w hen  p erfo rm in g  p r in c ip a l co m p o n en t analysis on  fe a tu re  spaces th a t  have 
co o rd in a tes  in  d ifferen t u n its .
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O ne ap p ro ach  consists o f p e rfo rm in g  th e  analy sis  on  th e  c o rre la tio n  m a tr ix , ra th e r  th a n  
th e  covariance m a tr ix  [5]. T h is  is th e  sam e as p erfo rm in g  th e  an a lysis  on  th e  covariance 
m a tr ix  of th e  w h iten ed  d a ta , i.e. d iv id in g  each c o o rd in a te  by  its  variance. T h is  can  be 
a n  excessive m easu re  to  take , as th e  in fo rm a tio n  of th e  re la tiv e  variance  o f co o rd in a tes  
hav ing  th e  sam e u n its  is lost. T h e  d im en sio n a lity  can n o t b e  red u ced  as sm all v a ria tio n s 
are  effectively am plified .
A d ifferen t a p p ro ach  is to  try  a n d  find  a  sensib le  scaling  betw een  th e  co o rd in a tes  in  
d ifferent u n its . T h e  search  for th is  sca ling  can  be  done from  a  s ta tis tic a l o r in fo rm a tio n a l 
p o in t of view. C oo tes e t al. [18] com bine sh ap e  a n d  te x tu re  co o rd in a tes  in  th e ir  fea tu re  
vectors. In  o rd e r to  find th e  sca ling  b etw een  th em , th e y  sy s tem a tica lly  vary  th e  sh ap e  
co o rd in a tes  one u n it  a n d  n o te  th e  R M S e rro r  in  th e  te x tu re  co o rd in a tes . T h is  e rro r 
becom es th e  sca ling  for th e  sh a p e  coo rd in a tes . A n o th e r ap p ro ach  [75] chooses th e  
value for th e  sca ling  th a t  gives th e  m ax im u m  eigenentropy , a  q u a n tity  th a t  expresses 
th e  en tro p y  of th e  d is tr ib u tio n  o f th e  re sp o n sib ility  for th e  v a ria tio n  in  th e  d a ta  o f each 
eigenvalue.
In  o u r case sca ling  p rio r to  P C  A is n o t req u ired  as velocities can  b e  ca lcu la ted  once 
th e  p rin c ip a l co m ponen ts have b e e n  found . T h e  velocities can  be  ap p ro x im a te d  by  th e  
num erica l form ula:
1 ( .  \ ^  0 ( ^ i + l )  ~  0 ( £ j )  ^  0 ( ^ z + l )  ~  (g  g \
i} ~  ti+1 - t i  ~  u +1 -  ti K ' '
w here 0  is th e  red u ced  d im ension  ap p ro x im a tio n  o f th e  pose c o m p u ta tio n  given by 
E qn . 4.4.
T h is  does n o t avoid th e  sca ling  issue if  th e  m odel is s till to  b e  c o n s tru c te d  w ith  th e  
com bined  re p re se n ta tio n  (0 ,  A 0), i.e. c lu ste rin g  on  th e  com bined  s ta te  vecto r w ould  
s till req u ire  a  w eighting  A.
In  Section, 5.1 a  p o s itio n a l re p re se n ta tio n  was in tro d u c e d  for th e  pose 0  th a t  avoided 
th e  in tro d u c tio n  o f w eights req u ired  by  th e  ro ta tio n a l re p re se n ta tio n  to  rep re sen t v isu a l 
s im ilarity . S im ilarly , here  we p ro p o se  to  tu r n  to  a  d ifferen t a p p ro ach  th a t  avoids th e  
p ro b lem  o f search ing  for a n  ad e q u a te  value for A.
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T h e  key id ea  is to  p e rfo rm  th e  c lu s te rin g  in  level one of th e  m odel c o n s tru c tio n  u sin g  
on ly  th e  p o sitio n a l re p re se n ta tio n  o f th e  m o tio n  0 . A  new  cost fu n c tio n  is th e n  in ­
tro d u c e d  th a t  inc ludes velocity  in fo rm a tio n  so th a t ,  w ith in  a  c lu s te r , ju m p s  betw een  
m o tions w ith  very  d ifferen t velocity  profiles a re  penalised . T h is  cost fu n c tio n  w ill be  
in tro d u c e d  in  th e  n ex t Section . T h is  ap p ro ach  h as  th e  follow ing advan tages.
•  T ra jec to ries  w ith  very  d ifferen t velocities b u t  n ear p a th s  can  s till sh a re  c lu ste rs  
a n d  th e re fo re  give b ir th  to  tra n s itio n s . A  com bined  re p re se n ta tio n  can  m ake som e 
tra je c to r ie s  in  th e  d a ta b a se  becom e iso la ted  to  th e  p o in t o f n o t sh a rin g  c lu ste rs  
w ith  any  o th e r  tra jec to ry .
•  K eyfram es can  s till  b e  localised  in  th e  d a ta b a se  u sing  th e  n e a re s t n e ig h b o u r ru le  
(E qn . 4 .9). K eyfram es do n o t specify  velocity  in fo rm atio n , a n d  therefo re  a re  
h y p erp lan es  in  a  com bined  space. T h u s  i t  is n o t c lear how  th e y  sam ple  th e  
d a ta b a se . How to  convey velocity  in fo rm atio n  in  a  keyfram e is a n  in te re s tin g  
user-in te rface  p ro b lem  th a t  falls o u ts id e  th e  scope o f th is  thesis .
•  T h e  in tro d u c tio n  o f a  p a ra m e te r  A in  th e  m e th o d  is avoided.
In  th e  n ex t S ection  we in tro d u c e  a  novel cost fu n c tio n  th a t  inc ludes velocity  in fo rm a tio n  
to  s e p a ra te  o u t fram es w ith  sim ila r pose  b u t  d ifferent velocity.
5.3.2 A new  cost function  th a t  includes velocity
W e now  seek to  find  a  cost fu n c tio n  th a t  te lls  us how  expensive i t  is to  ju m p  from  a  
s ta te  (0 ,  0 ) i  to  a n o th e r  s ta te  (0 ,  0 ) 2. E ach  o f th e  jo in ts  j  h as  to  tra v e l fro m  a n  in itia l 
c o o rd in a te  (s { ,s  {) to  a  final co o rd in a te  (s 32,s  J2).
Id ea lly  we w ould  like to  have a  cost fu n c tio n  th a t  we can  re la te  to  a  p hysica l m easu re  
o f th e  energy  n eeded  to  change fro m  a  s ta te  (0 , 0 ) j  in to  s ta te  (0 ,  0 ) n . T h e  difficulty  
h ere  is to  ap p ro x im a te  th e  tru e  energy  w ith o u t d y n am ic  sim u la tio n . W e w ould  like th is  
m easu re  to  b e  tra c ta b le  a n d  yet physica lly  m eaningfu l.
W e p ro p o se  to  ap p ro x im a te  th e  ch a in  o f rig id  b o d ies th a t  form s th e  skele ton  by  a  se t of 
pa rtic le s . E ach  p a r tic le  co rresp o n d s to  one jo in t, a n d  th e  s ta te  of th e  p a rtic le  consists
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of th e  velocity  an d  th e  p o s itio n  of th e  co rresp o n d in g  jo in t. A lth o u g h  th is  is a  s tro n g  
s im p lifica tion  o f th e  o rig in a l sy stem , we believe th a t  i t  is s till va luab le  for re la tiv e  
com p ariso n  o f changes o f s ta te . W e will derive o u r cost fu n c tio n  for a  p a rtic le . T h e  
to ta l  cost o f a  change of s ta te  for th e  w hole sy stem  is th e  su m  o f th e  costs for each of 
th e  p artic les.
O u r cost fu n c tio n  sho u ld  for exam ple  te ll us th a t  if  we w an t to  change th e  s ta te  o f a  
p a rtic le  from  (s j . ,s i)  to  (s*2, $2) (F ig u re  5.15 (a )), th e n  th a t  is m ore ‘expensive’ th a n  to  
change its  s ta te  from  ( s i , s j )  to  (s*2, S 3) (F igu re  5.15 (b )), w here S2 =  —S3.
o - - * - >  < ^ - o  a - * - *  6 ^
(a) (b)
Figure 5.15: Our new cost function should give a higher cost for the change of sta te  in (a) than  
for the change of s ta te  in (b).
C onsider th e  change in  k in e tic  energy  for a  p a r tic le  w ith  m ass m . F or th e  case in  F ig u re  
5.15 (a) th e  change is:
A Ta = T2 -  T i =  - m ( s I  -  s \)  
w hereas for th e  case o f F ig u re  5 .15(b) i t  is:
A T 6 =  T3 -  Ti =  i m ( s f  -  s i)  =
=  £™((-*s)2 -  s \)  =  im(«l -  if)
=  A  Ta (5.4)
T h e  change in  k in e tic  energy  is th e  sam e in  b o th  cases as i t  d ep en d s on  th e  m o d u lu s 
of th e  velocities n o t th e ir  re la tiv e  d irec tions.
G iven fin ite  acce lera tions, in  th e  first case th e  p a rtic le  w ould  have to  trav e l a  longer 
p a th  in  o rd e r to  a rriv e  to  its  final s ta te . A lso, if we im pose  th a t  b o th  changes in  s ta te  
h a p p e n  over th e  sam e in te rv a l o f tim e , we can  also see th a t  in  th e  firs t case i t  has to  
trav e l fa ste r to  en d  u p  in  its  final s ta te  th a n  it  w ould  have to  in  th e  second case.
O u r ap p ro ach  is based  on  th e  in tu itio n  th a t  th e  p a rtic le  has to  trav e l fa s te r  an d  longer 
in  th e  first case. I f  we im agine  a  d iss ip a tiv e  force ac tin g  ag a in s t th e  p a rtic le , th e  p a rtic le
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w ould  have to  do m ore w ork ag a in s t th is  force in  th e  first case. T h e  w ork o f a  d riv in g  
force F d  th a t  w ould  tak e  th e  p a r tic le  fro m  th e  in itia l to  th e  final s ta te  w ould  b e  sp en t 
p a r t ly  in  chang ing  th e  k in e tic  energy  o f th e  sy s tem  a n d  p a r t ly  a g a in s t th e  d iss ip a tiv e  
op p osing  force:
Fd  — m s  +  p s  (5.5)
w here p  is a  v iscous d am p in g  coefficient. M in im ising  th e  w ork th a t  th e  d riv in g  force 
has  to  do ag a in st th e  v iscous d ra g  to  get from  to  S2 m eans to  m in im ise  th e  line 
in teg ra l o f th e  r ig h t-h a n d  side of E qn . (5.5) [51]:
rs2 
J Sl
p s  ■ ds = l  f  l  / d x _  d y ^  dzp s  • (dxa; +  d yy  +  dz*) =  /  p s  • ( — a; +  —  y  +  —  z) d t
S1 J& d t  d t  d t
f t  2 , . ft2  .
I p s ' s d t  =  p  /  | |s ||2 d t  (5.6)
f i  J t i
Id ea lly  we w ould  p roceed  as follows: Solve th e  v a ria tio n a l p ro b lem  o f find ing  th e  t r a ­
je c to ry  for w hich  th is  in teg ra l is m in im um , a n d  th e n  use th is  m in im u m  as o u r cost 
fu n c tio n . T h e  p ro b lem  in  th is  ap p ro ach  is th a t  i t  is n o t c lear how  to  p roceed  in  o rd e r 
to  in tro d u ce  th e  b o u n d a ry  con d itio n s for th e  velocities. H ere we w ill tak e  th e  s im p ler 
ap p ro ach  of im po sin g  a  tra je c to ry  for th e  p a rtic le .
A  H erm ite  p o ly n o m ia l [26] is a  cub ic  in te rp o la n t p(t)  th a t  is to ta l ly  specified  by  an  
in itia l a n d  a  final p a irs  o f p o s itio n s  a n d  velocities.
Figure 5.16: A Hermite polynomial interpolates the initial and final positions and is tangent to  
the initial and final velocity
T h is  p o ly n o m ia l can  b e  w r itte n  conven ien tly  as th e  p ro d u c t o f a  m a tr ix  o f b len d in g  
p o ly nom ia ls  w ith  a  m a tr ix  o f in itia l a n d  final s ta te s :
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’ H i( i)  ' si
T  r
m ) S2
m ) Sl
_ Hi(t) .
213 -  3t2 +  1
T
si
—213 +  312 S2
t 3 - 2 t2 + t s i
t3 - t 2 . .
P(t) =
w here t  is a  p a ra m e te r  th a t  varies from  0 to  1 over th e  in te rv a l ( s i , s 2), a n d  p(t)  is 
th e  p a ra m e tr ic  re p re se n ta tio n  o f p o in ts  on  th e  curve. T h e  deriv a tiv e  o f th e  po ly n o m ia l 
w ith  re sp ec t to  t  p (t)  is sim ply:
p(t)  =
' H! ( t ) '
T
Sl 6t2 -  61
T
Sl
H 2(t) 52 —Qt2 + 6£ S2
m ) Sl 312 - 4 t  +  l Sl
. h4W . . * 2 . 312 -  21 . * 2 .
W e can  now  su b s ti tu te  th e  exp ression  for p(t)  in  (5 .6), a n d  th e  value o f th e  in teg ra l 
w ill be  o u r cost fu n c tio n  for th e  change of s ta te  o f a  partic le :
C[(s i , s i ) ,(52,s2)] = f  \p(t)\2 d t =  [  H 2\ s i \2 d t - f  f  tff|s2 |2 dt-\-----
Jo Jo Jo
+  2 I  H 1H 2S1S 2 d t +  2 I d t -j- ■ • • =
Jo Jo
g lfc l + g N  + 151*1 + ^ 1*1
1 _ -  1 _ 1 V 1 -
+  - S 1.S1 +  “ Sl.S2
12
15
S l.52 +
 -  1 -  -  
g S ^ .s 'i -  - S 2 . s 2 -  — Sis’2 (5.7)
I t  sho u ld  b e  n o ted  th a t  th is  is n o t a  m e tric  in  th e  6D space  (s, s ) , as
C [(s i, s i ) ,  (s2, a2)] f  C[{s2, s 2), ( s i ,  Si)]
In  F ig u re  5.17 we il lu s tra te  th e  cost w ith  several exam ples of tw o d im en sio n a l p o sitio n s 
an d  velocities show n in  th e  follow ing tab le :
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S ta te  values for F ig u re  5.17.
s i «2 *1 «2
A (0 ,0) (1,1) (-3,0) (-3,0)
B (0 ,0) (1,1) ( 1,0) (-1,1)
C (0 ,0) (1,1) ( 1,0) (-3,0)
D (0 ,0) (1,1) ( 1,0 ) (-2 ,2)
Figure 5.17: Several 2D trajectories showing how velocities affect cost.
5.3.3 Experiments
To com pare  th e  p e rfo rm an ce  o f th e  new  cost func tion  we design  th e  follow ing ex p e r­
im en t. Tw o m odels w ith  17 c lu ste rs  a re  b u ilt  from  d a ta b a se  D B2. Level one o f each 
m odel is iden tica l. O ne o f th e  m odels b u ild s  layer tw o using  th e  p o sitio n a l cost func­
tio n , an d  th e  o th e r  uses th e  cost fu n c tio n  in tro d u ced  in  th is  Section . For each sy n th e tic  
m o tio n  th e  values of th e  q u a n tita tiv e  ev a lu a tio n  m easures a re  p lo tte d  in  F igu res 5.18 
to  5.20.
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SYNTHETIC MOTIONS
Figure 5.18: Accumulated jerk shown for 50 synthetic motions, using dynamic and static cost 
function.
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Figure 5.19: Average excess of jerk shown for 50 synthetic motions, using dynamic and static 
cost function.
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Figure 5.20: Average num ber of jum ps shown for 50 synthetic motions, using dynamic and 
static cost function.
F rom  th e  g rap h s  in  F igu res 5.18 to  5.20 it can n o t be concluded  th a t  th e  velocity  in fo r­
m a tio n  in tro d u ces an  im provem en t in  th e  re la tio n sh ip  to  th e  q u a n tita tiv e  m easures of 
je rk in ess  in  th e  m otion . T h is  could  b e  caused  by th e  ap p ro x im a tio n  o f E qn. 5.3, i.e. 
th e  e rro r  in tro d u ced  in  th e  velocity  e s tim a tio n  a fte r  P C A  re su lts  in  th e  cost fu n c tio n  
o f E qn . (5.7) failing  a t  find ing  a  ju m p  p o in t betw een  segm ents th a t  can  reduce  th e  
je rk in ess  in  th e  sy n th e tic  m o tions w ith  re sp ec t to  th e  p o s itio n a l cost func tion .
5.3.4 Summary
In  th is  S ection  we have in tro d u ced  a  way to  a d d  velocity  in fo rm atio n  in to  th e  fram ew ork  
for sep a ra tio n  o f sim ila r poses w ith  d ifferen t velocities. Layer one is b u ilt  on  p o sitio n a l 
in fo rm atio n , an d  a  novel cost fu n c tio n  b ased  on  H erm ite  p o lynom ia ls  th e n  in co rp o ra tes  
velocity  in fo rm atio n  in to  Layer tw o o f th e  m odel. F rom  q u a n tita tiv e  ev a lu a tio n  of 
re su lts  it can n o t b e  concluded  th a t  th is  cost fu nc tion  im proves th e  sm o o th n ess  o f th e  
sy n th e tic  m o tions achieved w ith  th e  p o s itio n a l cost func tion . T h is  m ay  be  due  to  
th e  p o s itio n a l cost fu n c tio n  id en tify ing  sim ila r poses w hich also co rresp o n d  (in  m ost
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cases) to  sim ila r dy n am ics (velocity, acce lera tion ). T h e  p r im a ry  s itu a tio n  in  w hich  
in co rp o ra tin g  velocity  m ay  b e  adv an tag eo u s is w here th e re  is a n  am b ig u ity  due  to  
s im ila r poses w ith  d ifferen t dynam ics.
5.4 E xten d ing  level one o f th e  m odel
So fa r we have ex ten d ed  th e  fram ew ork  on  several fron ts:
- C h an g in g  th e  rep re se n ta tio n  from  ro ta tio n a l to  p o s itio n a l co o rd in a tes .
- In tro d u c in g  a n  ex p lic it cost fu n c tio n  in  level tw o o f th e  m odel.
- In tro d u c in g  velocity  in fo rm atio n .
In  th is  Section  we look a t  how  we can  im prove on  level one o f th e  m odel. T h is  level 
perfo rm s a  c lu s te rin g  of th e  m o tio n  c a p tu re  sam ples, followed by  a n  e s tim a tio n  o f th e  
tra n s it io n  p ro b ab ilitie s  b e tw een  th o se  c lusters.
For c lu ste ring , th e  K -m eans a lg o rith m  was used. T h e  a lg o rith m  is o ften  p resen ted  as an  
ap p ro x im a te  version o f th e  E x p ec ta tio n -M ax im iza tio n  a lg o rith m  ap p lied  to  th e  f ittin g  
o f a  m ix tu re  o f G au ssian s [22]. W e w ill ap p ly  th is  ty p e  of m odelling  to  o u r d a ta  a n d  
investiga te  how th e  re su lts  a re  affected.
In  K -m eans c lu ste rin g , as in  m ix tu re  o f G au ssian s, th e re  is a n  in it ia l  a ssu m p tio n  th a t  
th e  sam ples a re  in d ep en d en t. F or th is  reaso n  tra n s it io n  p ro b ab ilitie s  have to  b e  e s ti­
m a te d  in  a  s e p a ra te  stage . Idea lly  we w ould  like to  e s tim a te  tra n s it io n  p ro b ab ilitie s  
an d  c lu ste rs  a t  th e  sam e tim e. A p o p u la r  w ay o f do ing  th is  is f ittin g  a  h id d e n  M arkov 
M odel to  th e  d a ta . W e w ill also inv estig a te  w h a t a re  th e  consequences o f ap p ly in g  th is  
ty p e  of m odelling  in  o u r fram ew ork.
5.4.1 Clustering with m ixtures of Gaussians
S uppose  we have a  d a ta b a se  w ith  a  to ta l  n u m b er o f P  fram es. W e can  see th ese  p o in ts  
as a  se t o f ra n d o m  sam ples V  =  { 0 l5 . . . ,  <f>p}, each  (f>j b e in g  a  d -d im ensiona l ra n d o m
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v ec to r d raw n  in d e p e n d e n tly  w ith  p ro b a b ility  d en sity  fu n c tio n  on  R d . W h en  we
use a  m ix tu re  m odel we su p p o se  th a t  f(<pj) can  b e  w ritte n  in  th e  form :
IC
(5-8)
2=1
w here  th e  a re  ca lled  th e  p .d .f. co m p o n en t densities; th e  iq  a re  th e  m ix ing  p ro p o rtio n s  
o r w eights, w hich  have tw o p ro p e rtie s : 0 <  7r« <  1, a n d  — 1; a n d  K  is th e
n u m b er o f com ponen ts in  th e  m ix tu re .
W e can  now  define th e  p o s te r io r  p ro b a b ility  T{ th a t  th e  sam ple  4>j w as g en e ra ted  by 
th e  z-th  com ponen t u sin g  B ayes’ re la tio n sh ip :
Ti(<fij) = p (vec to r  j  G component z) =  (5.9)
JvP j)
W e can  use  a  m ix tu re  m odel as a  m e th o d  to  p e rfo rm  p ro b a b ilis tic  c lu s te rin g  on  th e  
d a ta  by  using  th e  p o s te rio r  p ro b ab ilitie s , r* as in ten sio n a l2 defin itions o f c lusters:
(j>k E  Ci + = +  T j ( 0 fe) >  Tj{<f>k) V cluster j  /  i (5.10)
i.e. th e  z th  c lu s te r  ci is fo rm ed  by  th o se  vecto rs for w hich  th e  p o s te r io r  p ro b a b ility  o f 
b e long ing  to  th a t  c lu s te r  is h ig hest.
O f course  th e  c lu ste rin g  can  on ly  b e  done  once th e  m ix tu re  m o d el is fitted . T h e  
m o st com m on a p p ro ach  to  fit a  m ix tu re  m o d e l to  d a ta  is m ax im u m  like lihood  (M L) 
estim a tio n . W e s ta r t  by  su p p o sin g  th a t  th e  p .d .f. has a  se t o f u nknow n  p a ra m e te rs  
9 , i.e. In  M L e s tim a tio n , we seek to  find  a n  e s tim a te  0 for 6 th a t
m ax im ises th e  like lihood  C, o f th e  observed  d a ta :
p
9 =  a rg  m ax  C {V ; 9) =  a rg  m ax  l i m o )
j -1
In  g enera l it  is easier to  m ax im ise  th e  lo g a rith m  o f th e  likelihood:
P P I<
log C{V, 9) =  ^  log f i f a ]  9) =  J 2  lo§ ‘X ifiW j'te )
j = i  i = i  i=i
2 An intensional description of a cluster provides a way to decide whether a vector belongs to it[36].
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H owever th is  is s till a  difficult p ro b lem  in  co n stra in ed  o p tim iza tio n . T h e  m o st com m on 
ap p ro ach  to  solve it  is to  use a n  ite ra tiv e  m e th o d  called  th e  E x p ec ta tio n -M ax im iza tio n  
(EM ) a lgo rithm .
In  th e  case of m ix tu re s  o f G au ssian  com ponen ts, i.e. fi(<j>j) — N ( p i ,  E j) , w here  jM is 
th e  m ean  o f each  G au ssian  com p o n en t a n d  E i its  covariance m a trix , th e  E M  a lg o rith m  
leads to  th e  follow ing ite ra tiv e  fo rm ulas for th e  p a ra m e te rs  o f th e  G au ss ian  co m ponen ts 
an d  th e  w eights ttp
i= i
S f= i
Z U n W i )
d?ew =  ^ . p 1 -';  T  (5 -n )
Ef=! n & j )
T h e  p o ste rio r  p ro b ab ilitie s  t* a re  ca lcu la ted  th ro u g h  5.9 from  th e  o ld  values o f th e  
p a ra m e te rs  o b ta in e d  in  th e  p rev ious ite ra tio n :
n  f d)nt W jlP i  J (K-]0\
r i(07') ~  .r ,  , rJA (5.12)
T h e  likelihood  of th e  observed  d a ta  is g u a ran teed  to  increm en t in  each  ite ra tio n . T h e  
a lg o rith m  needs to  be  p ro v id ed  w ith  in itia l values for th e  p a ra m e te rs , p f \  s j 0  ^ a n d  
7r | . A  com m on a p p ro ach  is to  s ta r t  by  specify ing  a  p a r t i t io n  o f th e  d a ta  in to  K  
c lu ste rs , u sing  th e  K -m eans a lg o rith m , a n d  to  se t rfitfij) to  b e  1 o r 0 acco rd ing  to  
w h e th e r <f>j be longs to  th e  i - th  c lu ste r.
K-means as an approximate EM algorithm
I t  is com m on to  reg a rd  th e  K -m ean s as a n  ap p ro x im a tio n  of th e  E -M  a lg o rith m  for 
m ix tu re s  o f G au ssian  com p o n en ts , o r, equivalen tly , th e  E -M  a lg o rith m  as a  ‘b e t te r ’ 
K -m eans. D u d a  e t al.[22] p re sen t th e  follow ing a rg u m e n t to  re la te  b o th  a lg o rith m s.
A fte r sim plifica tion , th e  exp ression  in  (5.12) for th e  p o ste rio rs  becom es:
T U ) =  lS»l~ 1/2 exP V M h  Z E B BTh~ (E(S 1 3)
j  E t e i  |S * | - 1/2 exp  [ - J (4>i -  -  » ) ]
5.4. Extending level one o f the model 103
R ecall th a t  in  p ro b a b ilis tic  c lu s te rin g  th is  la s t expression  is te llin g  us w h a t is th e  
p ro b a b ility  o f th e  vector j  be long ing  to  c lu s te r  i. T h e  p o s te rio r  p ro b a b ility  in  E qn . 
(5.13) is b igger if  th e  sq u a red  M ah a lan o b is  d is tan ce  (0^ — /ij)T E r 1(0 J- — gf) is bigger. 
If, g iven a  vec to r 0 ^ , we in s te a d  c a lcu la ted  th e  sq u a red  E u c lid ean  d is tan ce  to  each  
m ean , fo u n d  th e  m ean  g m closest to  <pj, a n d  ‘a p p ro x im a te d ’ th e  p o s te rio r  p ro b ab ilitie s  
n  by:
f  1 if  i =  m  
I 0 o therw ise
th e n  ite ra tiv e  a p p lic a tio n  o f th e  re -e s tim a tio n  fo rm ula  (5.11) becom es th e  K -m eans 
a lg o rith m .
Conclusion
I f  K -m eans c lu s te rin g  is a n  a p p ro x im a te  E M  a lg o rith m , i t  is c lear th a t  it  has less 
degrees o f freedom  to  fit i ts  d a ta  - ju s t  th e  m eans. B ecause o f th e  d ifference b etw een  
th e  M ah a lan o b is  d is ta n c e  a n d  th e  E u c lid ean  d is tan ce , K -m eans can  b e  seen as m ix tu re  
of G au ssian s m odel in  w hich  th e  G au ssian s a re  re s tr ic te d  to  have a  u n it  covariance fy. 
To b e  m ore  accu ra te , b ecau se  th e  K -m eans model consists o f on ly  th e  m eans, i t  can  
b e  sa id  th a t  it  is equ ivalen t to  a  m ix tu re  of G au ssian s w ith  covariances efy, for e -*  0 . 
A  m ix tu re  o f G au ssian s w ith  no  re s tr ic tio n s  in  th e  covariances can  b e t te r  ap p ro x im a te  
th e  d is tr ib u tio n  o f th e  d a ta .
T h e  view  th a t  th e  E M  a lg o rith m  is a  b e t te r  K -m eans lead  us to  ap p ly  th is  ty p e  o f 
m odelling  in  o u r fram ew ork , a n d  in  th e  follow ing Section  we w ill look a t  how  th is  
ap p ro ach  m odifies th e  re su lts .
T h e  tra n s it io n  p ro b a b ility  e s tim a tio n  is unaffec ted  as th is  m odel also supposes in d e­
p e n d e n t d a ta , so we p ro ceed  as ex p la in ed  in  S ection  4.4.2.
Experiments
In  th is  Section  we te s t  th e  p e rfo rm an ce  o f th e  c lu ste rin g  p e rfo rm ed  by m ix tu re s  of 
G au ssian s in  o u r fram ew ork . In c reased  am o u n ts  o f d a ta  a re  re q u ire d  to  e s tim a te  th e
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la rger n u m b er o f p a ra m e te rs  o f a  m ix tu re  o f G au ssian s m odel, as com pared  to  th e  
K -m eans m odel. T h e  d a ta b a se  used  in  th is  case, D B 5 (See A p p en d ix  B , has 120 
sequences (approx . 35000 fram es). A 40 c lu s te r m odel w ith  full covariances is fitted  
using  th e  EM  a lg o rith m . T h e  c lu s te r m eans a re  in tia lised  using  th e  K -m eans a lg o rith m . 
T h e  m odel b u ild in g  process con tinues by ca lcu la tin g  tra n s itio n  p ro b ab ilitie s  betw een  
c lu ste rs  an d  ca lcu la tin g  d is tan ces  betw een  segm ents.
In  F igu re  5.21 we p resen t th e  re su lt o f a  sy n th e tic  m o tion  betw een  a  keyfram e in  w hich 
th e  ch a ra c te r  is ru n n in g  an d  a  keyfram e in  w hich th e  ch a ra c te r  is ly ing flat on  th e  floor, 
p rio r to  b lend ing . I t  can  b e  seen th a t  th e  m o tion  undergoes a  g rea t ju m p  w hich re su lts  
in  an  u n rea lis tic  sy n th e tic  m otion .
resulting motion appear unrealistic.
To u n d e rs ta n d  w hy th is  is h ap p en in g  we visualise  in  F ig u re  5.22 how th e  p o in ts  in  th e  
d a ta b a se  are  c lu ste red  by th e  m odel. T h e  c lu ste rs  rep resen ted  a re  tho se  trav e rsed  for
d a ta  assigned  to  th a t  c lu ste r. I t  can  be  seen th a t  p o in ts  a t  a  large d is tan ce  from  th e  
m ean  o f c lu s te r 0 a re  assigned  to  th is  c lu s te r by E qn . 5.13. T h is  effectively tran sfo rm s 
c lu s te r 0 in to  a  large c lu s te r w here tra n s itio n s  betw een  se p a ra te d  segm ents a re  allowed, 
re su ltin g  in a  large ju m p  for th e  sy n th e tic  m otions.
Discussion
T h e  a ssu m p tio n  th a t  K -m eans is an  ap p ro x im a tio n  o f th e  EM  a lg o rith m  for m ix tu re s  of 
G aussians ho lds n ear th e  m eans o f th e  c lu ste rs , b u t  n o t so in  th e  ta ils  o f th e  G aussians. 
T h e  hypersu rfaces d e lim itin g  th e  c lu ste rs  becom e com plex  a n d  u n ex p ec ted  re su lts  can  
b e  a rriv ed  a t , such  as th e  sy n th e tic  m o tion  p resen ted  in  th e  F ig u re  5.21.
T h e  a im  in m ix tu re  o f G au ssian  m odelling  is to  fit th e  p ro b a b ility  d is tr ib u tio n  o f th e  
d a ta . R esearch  has found  th a t ,  in  ach iev ing  th is  goal, EM  sy stem atica lly  finds m ore
Figure 5.21: A running to lying motion. The character undergoes a large jum p th a t makes the
syn thesis , (8 -*  0 —> 31). E ach  c lu s te r  is rep resen ted  sep a ra te ly  w ith  th e  p o in ts  in  th e
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Figure 5.22: The points th a t form the clusters traversed by the synthetic motion of Figure 5.21 
are illustrated. Points a t a  large distance from the mean of cluster 0 are still assigned to  this 
cluster. This results in a  large jum p for the synthetic motion in Figure 5.21.
overlapp ing  c lu ste rs  th a n  K -m eans [44]. T h is  is u n d esirab le  for o u r fram ew ork , w here 
a  b a lan ced  p a r ti t io n  o f th e  d a ta  is req u ired  in  o rd er to  sim plify  th e  u n d erly in g  g lobal 
g rap h .
5.5 Final results and evaluation
In  th is  C h a p te r  we have in tro d u c e d  tw o successful ex tensions to  th e  basic  fram ew ork  
p resen ted  in  C h a p te r  4. T h is  has re su lted  in  a n  ex ten d ed  fram ew ork  th a t:
•  uses a  d is tan ce  th a t  b e t te r  reflects s im ila rity  betw een  poses, an d
STATE 31
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•  in tro d u ces a  exp lic it cost fu n c tio n  th a t  enforces b e t te r  local sm oo thness.
In  th is  Section  we ev a lu a te  th e  p erfo rm an ce  o f th e  ex tensions by  p e rfo rm in g  a  com ­
p a ra tiv e  ev a lu a tio n  on th e  re su lts  o b ta in e d  for d a ta b a se  D B 2 using  b o th  approaches. 
T h e n  we p resen t final re su lts  for large d a ta b a se s  w ith  120 sequences a n d  35000 fram es.
5.5.1 Comparative evaluation of frameworks
In  Section  4.9 we p e rfo rm ed  a  q u a n tita tiv e  a n d  q u a lita tiv e  ev a lu a tio n  o f th e  p erfo r­
m ance o f th e  basic  fram ew ork  in  d a ta b a se  D B 2, w hich  co n ta in s  14 sequences (See 
Section  B .2 in  A p p en d ix  B ). A  se t o f 122 sy n th e tic  sequences w as u sed  for q u a n tita ­
tive  ev a lu a tio n  a n d  a  se t o f 30 sequences p e r  c lu s te r  m odel w ere v isu a lly  in sp ec ted  for 
q u a lita tiv e  ev a lu a tio n  a n d  assessm ent o f se n s itiv ity  to  th e  n u m b er o f c lu ste rs  in  th e  
m odel.
In  th is  S ection  we use th e  sam e d a ta  to  com pare  th e  p erfo rm an ce  o f th e  ex tensions to  
th e  fram ew ork  in tro d u ced  in  th is  C h a p te r . W e also ev a lu a te  th e  sen s itiv ity  of th e  new  
fram ew ork  to  th e  n u m b er o f c lu ste rs  in  th e  m odel.
For ev a lu a tio n  13 keyfram es are  se lected  from  th e  d a ta b a se , i l lu s tra te d  in  F ig u re  B .17 
of A p p en d ix  B. S y n th e tic  m o tions a re  th e n  g en e ra ted  for m odels w ith  K  =  7, 17, 21, 
33 a n d  38 c lusters.
T h e  follow ing observ a tio n s can  b e  m ad e  from  th e  re su lts  p resen ted  in  F ig u re  5.24.
•  A ll th e  q u a n tita tiv e  m easu res o f ev a lu a tio n  a re  im proved  in  th e  new  fram ew ork. 
T h is  is fu r th e r  i l lu s tra te d  in  F ig u re  5.25 w here  th ese  m easu res a re  com pared  
w ith  th o se  o b ta in e d  by th e  basic  fram ew ork , for a  com m on se t o f 103 successful 
syn thesis.
•  In  th e  ex ten d ed  fram ew ork , sen s itiv ity  to  th e  n u m b er o f c lu ste rs  is reduced . For 
K  — 17, 21, 33, a n d  38 c lu ste rs  q u a n tita tiv e  ev a lu a tio n  show s no  ap p rec iab le  
difference in  th e  je rk in ess  o f th e  m o tio n  sequences sy n th esised  w ith  each  m odel.
P erfo rm an ce  o f th e  low est c lu s te r  m odel (K  =  7) is co n sis ten tly  w orse th a n  th a t  o f 
h igher c lu s te r m odels. B o th  th e  average n u m b er o f ju m p s , an d  th e  size o f th ese  ju m p s
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VALIDITY INDEX FOR DB2
NUMBER OF CLUSTERS
Figure 5.23: The validity index (Eqn. (4.14)) for database DB2, when the joint position 
param eterisation is used. The local minima (circled) become candidates for models.
is g rea te r, re su ltin g  in  an  increased  accu m u la ted  je rk . W h en  th e  n u m b er o f c lu ste rs  is 
low prob lem s sim ila r to  th o se  o f th e  o rig in a l fo rm u la tio n  s ta r t  to  a p p e a r, i.e. n e ith e r  
th e  g lobal te m p o ra l s tru c tu re  o f th e  d a ta  n o r local sm oo th n ess  can  b e  achieved.
In  F ig u re  5.25 we com bine th e  re su lts  o b ta in e d  w ith  th e  basic  a n d  th e  ex ten d ed  fram e­
w orks on a  com m on se t o f 103 successful sy n th e tic  m otions. T h e  p lo ts  d e m o n s tra te  
th a t  th e  ex ten d ed  fram ew ork  im proves w ith  re sp ec t to  a ll m easu res o f q u a n tita tiv e  
eva lua tion .
5.5.2 M otion synthesis from large databases
In  th is  S ection  we p resen t re su lts  w ith  d a ta b a se  D B4, co n ta in in g  120 sequences an d  
app rox . 35000 fram es. See S ection  B .4 o f A p p en d ix  B for a  d esc rip tio n  o f th e  co n ten ts  
o f th e  d a ta b a se , an d  Section  B .4.1 to  see th e  keyfram es used. T h e  d a ta b a se  co n ta in s  
a  m ix tu re  of g enera l m ovem ents like ru n n in g , w alking, falling, ju m p in g , s i ttin g  dow n 
or g e ttin g  up , p lu s a  n u m b er o f m o tio n  sequences rep resen tin g  b a lle t ro u tin es . In  th is
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NUMBER OF CLUSTERS IN MODEL
(a) (b)
(c) (d)
Figure 5.24: D atabase DB2. Evaluation of the sensitivity of the framework to  the number of 
clusters in the model, using the new framework introduced in this Chapter. The measures shown 
are computed for 104 synthetic motions, (a) Summary of successful synthesis, (b) Number of 
times jerk surpasses threshold.(c) Average jerk peak size, (d) Accumulated jerk.
Section  we p resen t som e o f th e  re su lts  achieved. See A p p en d ix  B for m ore resu lts .
5.5.3 Conclusion
T h e  fram ew ork succeeds a t  ach iev ing  th e  goal o f syn th esis  from  large d a ta b a se s  of 
h u m an  m otion  cap tu re . For som e o f th e  p a irs  o f s ta r t  an d  en d  keyfram es th e  inbetw een  
m otion  is m ore rea lis tic  th a n  th a t  achieved w ith  th e  sm alle r d a ta b a se  D B2. T h is  is due 
to  th e  fact th a t  th e  larger d a ta b a se  is a  m ore com ple te  d a ta  se t th a t  p ro d u ces m ore 
connections betw een  regions o f th e  co n figu ra tion  space.
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(a) (b)
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Figure 5.25: D atabase DB2. Q uantitative evaluation measures for the basic framework of 
C hapter 4 in comparison with the extended framework presented in this Chapter, (a) Number of 
times jerk surpasses threshold, (b) Average jerk  peak size, (c) Accumulated jerk. The measures 
shown are computed for 103 synthetic motions, and show th a t the extended framework improves 
the smoothness of the synthetic motions.
T h e  v isual q u a lity  o f th e  sy n th e tic  m o tio n s is generally  good  a n d  in d ep en d en t o f th e  
n u m b er o f c lu ste rs . However th e  inbetw een  m o tio n  g en era ted  for each p a ir  o f keyfram es 
varies across m odels. R esu lts  for m odels w ith  low n u m b er o f c lu ste rs  (a ro u n d  five) 
can  re su lt in  p erio d ic  m o tio n s b e in g  to ta lly  co n ta in ed  in  one c lu ste r. T h is  re su lts  in 
ex ten d ed  sy n th e tic  m o tio n s th a t  n evertheless p resen t n a tu ra l  m otion .
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Figure 5.26: Walking to  sitting down with database DB4. Every other frame is shown. Different 
background colours represent segments of different sequences. The motion sequences Skipl, 
ShotChest2 and Sit06 are used to  form the synthetic motion.
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Figure 5.27: Walking to  sitting down with database DB4, after blending.
5.6 Sum m ary
In  th is  C h a p te r  we have ex ten d ed  th e  co m ponen ts o f th e  basic  fram ew ork  in tro d u ced  
in  C h a p te r  4 in  o rd e r to  achieve syn thesis  from  large d a ta b a se s  o f m o tio n  c a p tu re  d a ta . 
E x ten sio n s w ere investig a ted  on  several fron ts; A new  re p re se n ta tio n  w as in tro d u ced  
th a t  uses p o sitio n a l in fo rm atio n  to  b e tte r  reflect v isual s im ilarity . A n exp lic it cost func­
tio n  was in tro d u ced  in  th e  m e th o d  to  achieve b e t te r  local sm o o th n ess  o f th e  sy n th e tic  
m otions. T h e  o th e r  tw o ex tensions in v estig a ted  could  n o t im prove on  th e  re su lts , in
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Figure 5.28: Running to  lying with database DB4. Every other frame is shown. Different 
background colours represent segments of different sequences. The motion sequences Sprint, 
FastRun2SlowWalk and ShotRight and ShotBack3 are used to form the synthetic motion.
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Figure 5.29: Running to dying with database DB4, after blending.
p a r tic u la r  th e  in tro d u c tio n  o f th e  velocity  in  th e  cost fu n c tio n  a n d  th e  use o f m ix tu re s  
o f G au ssian s for c lu ste ring .
T h e  co m b in a tio n  o f th e  p o sitio n a l re p re se n ta tio n  w ith  an  exp lic it cost fu n c tio n  for th e  
tra n s it io n  betw een  segm ents have re su lte d  in  an  ex ten d ed  fram ew ork , w hich has been  
ab le  to  achieve th e  goal o f rea lis tic  sy n th esis  o f inbetw een  m o tio n  for sp a rse  keyfram es 
in  d a ta b a se s  o f 117 sequences a n d  35000 fram es.
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Chapter 6
C on clu sion s, D iscu ssion  and  
Future W ork
In  th is  th esis  we have fo rm u la ted  th e  p ro b lem  o f keyfram e m o tio n  sy n th esis  an d  p re ­
sen ted  a  novel fram ew ork  for th e  rea lis tic  sy n th esis  o f h u m a n  m o tio n  from  c a p tu re d  
d a ta . T h is  c h a p te r  su m m arises th is  w ork a n d  p resen ts  th e  conclusions o f o u r research .
R ea lis tic  h u m a n  m o tio n  sy n th esis  is a  challeng ing  top ic  th a t  b ran ch es  in to  m an y  in ­
te re s tin g  su b p ro b lem s. T h is  ch a p te r  also in tro d u ces  som e possib le  avenues for fu tu re  
research .
6.1 Sum m ary
In  th is  S ection  we su m m arise  th e  co n ten ts  a n d  ach ievem ents o f th is  w ork.
•  T h is  th esis  is concerned  w ith  th e  p ro b lem  o f sy n th esis in g  rea lis tic  h u m a n  m otion . 
In  p a r tic u la r  it  add resses th e  p ro b lem  o f sy n th esis in g  n a tu ra l  inbetw een  m o tio n  
for sp a rse  keyfram es.
•  T h e  thesis  p roposes to  inbe tw een  th e  keyfram es by  sam p lin g  h ig h  q u a lity  h u m an  
m o tio n  c a p tu re  d a ta . T h e  p o te n tia l  ad v an tag e  of th is  ap p ro ach  is th a t  it  com bines 
th e  flex ib ility  of keyfram e a n im a tio n  w ith  th e  rea lism  o f m o tio n  c a p tu re  d a ta .
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•  T h e  p rob lem  is fo rm u la ted  as a  sh o rte s t p a th  search  on a  w eighted  g rap h , w here 
each node co rresp o n d s to  a  fram e in  th e  m o tio n  c a p tu re  d a ta b a se  a n d  edges a re  
w eighted by th e  cost o f tra n s it in g  betw een  fram es.
•  T w o prob lem s arise  from  a  sh o rte s t p a th  fo rm ula tion . T h e  com plex ity  o f th e  
search  m akes it  im p rac tica l for th e  large d a ta b a se s  o f m o tio n  c a p tu re  req u ired  to  
m odel h u m an  m otion . T h e  second p ro b lem  is th a t  th e  g lobal te m p o ra l s tru c tu re  
in  th e  d a ta  m ay n o t be  p reserved  in  th e  sh o rte s t p a th  search  d u e  to  th e  o ccu rrence  
of m any  ju m p s  betw een  d ifferen t m o tio n  sequences.
•  To solve th ese  p rob lem s we in tro d u ce  a  layered ap p ro ach  th a t  b o th  reduces th e  
com plex ity  of th e  search  an d  p reserves th e  n a tu ra l  te m p o ra l s tru c tu re  o f th e  
orig inal m otions. T h e  m odel com prises tw o layers:
-  Layer O ne m odels th e  g lobal te m p o ra l s tru c tu re  in  th e  d a ta .
-  Layer T w o enforces local sm o o th n ess  of th e  d a ta .
•  T h e  first layer of th e  m odel is a  M arkov chain  m odel o f th e  d a ta . T h e  M arkov 
chain  is effectively a  sim plified  g ra p h  th a t  can  b e  efficiently searched  for a  p a th  
betw een  s ta r t  a n d  end  keyfram es. F rom  th e  keyfram es a  s ta r t  a n d  end  c lu ste rs  
a re  co m p u ted , a n d  th e  m ost likely sequence o f c lu ste rs  th a t  jo in  th e  s ta r t  a n d  
end  c lu ste rs  are  found . T h is  layer forces g lobal te m p o ra l s tru c tu re  as sequences 
of s ta te  tra n s itio n s  w ith  h ig h  p ro b a b ility  co rresp o n d  to  a  com m on p a th  in  th e  
d a tab ase .
• T h e  second layer enforces local sm o o th n ess  by d irec tly  sam p lin g  segm ents of th e  
o rig inal m o tio n  c a p tu re  d a ta . T h is  layer takes th e  sequence o f c lu ste rs  g en era ted  
by th e  p rev ious layer an d  finds th e  o p tim a l sequence o f segm ents th a t  trav e rse  
those  c lu sters . T w o im p lem en ta tio n s  a re  p resen ted  of th e  second layer:
-  A basic im p lem en ta tio n  consisting  of a  d isc re te  H id d en  M arkov m odel w here 
m o tion  sequences co rresp o n d  to  h id d en  s ta te s . T h is  effectively im p lem en ts  
a  b in a ry  cost fu n c tio n  th a t  penalises ju m p s  betw een  d ifferen t m otions. T h is  
tech n iq u e  has low tim e  com plex ity  b o th  in  th e  m odelling  a n d  sy n thesis  tech ­
n iques.
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-  T h e  second a p p ro a c h  ev a lu a tes  a n  exp lic it p e r-c lu s te r  m a tr ix  o f tra n s itio n  
costs b e tw een  m o tio n  segm ents. Segm ents o f th e  o rig in a l m o tions a re  con­
c a te n a te d  w here th e y  p re sen t g re a te r  sim ilarity . T h is  m e th o d  achieves b e t te r  
loca l sm o o th n ess  a t  th e  p rice  o f h igher c o m p u ta tio n a l com plexity .
•  R esu lts  o f rea lis tic  inbe tw een  m o tio n  given keyfram es e x tra c te d  from  d a ta  a re  
p re sen ted  for d a ta b a se s  w ith  14 sequences (5000 fram es) for th e  firs t m e th o d  a n d  
120 sequences (35000 fram es) fram es for th e  second m eth o d .
6.2 C onclusions
T h e  p rin c ip a l c o n t r i b u t i o n  o f th is  th esis  is th e  in tro d u c tio n  o f a  new  a p p ro ach  to  
a n im a tio n  of h u m a n  m o tio n  b ased  on  com bin ing  th e  flex ib ility  o f k ey fram ing  w ith  th e  
v isual q u a lity  o f m o tio n  c a p tu re  d a ta .
Several novel co n tr ib u tio n s  have b een  m ad e  in  rea lising  th is  ob jec tive :
•  A fram ew ork  to  su m m arise  th e  u n d e rly in g  s tru c tu re  of th e  h u m a n  m o tio n  d a ta  
a n d  enab le  efficient p a th  p la n n in g  [53].
•  D irec t sam p lin g  of th e  o rig in a l d a ta  to  achieve rea lis tic  h u m a n  m o tio n  sy n th esis
[53].
•  E x p lic it V ite rb i a lg o rith m  to  solve fo r th e  o p tim a l sequence o f h id d en  s ta te s , 
given know n in itia l a n d  final h id d e n  s ta te s , a n d  given v a riab le  tra n s itio n  costs 
b e tw een  h id d e n  s ta te s .
•  A pose tra n s it io n  cost fu n c tio n  b ased  o n  th e  ca rte s ia n  c o o rd in a te s  of th e  skeleton  
jo in t p o sitio n s in  a  b o d y  cen te red  fram e.
•  A  pose tra n s it io n  cost fu n c tio n  b ased  on  H erm ite  po ly n o m ia ls  th a t  inc ludes ve­
lo c ity  an d  p o s itio n  in fo rm a tio n  a b o u t jo in ts .
In  a d d itio n , a  n u m b er o f a c h i e v e m e n t s  have been  m ade  in  th is  thesis:
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•  T h e  fram ew ork  achieves goal o f en ab lin g  rea lis tic  m o tio n  sy n thesis  from  keyfram es.
•  S yn thesis  is p erfo rm ed  on  o rig inal d a ta , so no d e ta il is lost.
•  T h e  fram ew ork  solves th e  p rob lem s o f th e  g ra p h  search  fo rm u la tio n  by  in tro d u c in g  
a  layered a p p ro ach  th a t  p reserves b o th  local sm oo th n ess  a n d  g lobal te m p o ra l 
s tru c tu re .
•  C o m p u ta tio n a l com plex ity  of th e  syn thesis  p ro b lem  is red u ced  from  O (N 2M 2 log ( N M ) )  
in  th e  in itia l g ra p h  fo rm u la tio n  to  O ( N 2K ) ,  w here N  is th e  n u m b er o f sequences
in  th e  d a ta b a se , M  is th e  average n u m b er of fram es p e r  sequence, a n d  K  is th e  
n u m b er of c lu ste rs  in  th e  m odel.
•  S to rage  com plex ity  is red u ced  from  0 ( N 2M 2) to  O ( N M ) ,  w here N  is th e  n u m b er 
o f sequences in  th e  d a ta b a se  an d  M  is th e  average n u m b er o f fram es p e r  sequence.
•  S ta tis tic a l analysis  (P C A ) is u sed  to  fu r th e r  red u ce  th e  com plex ity  o f th e  p ro b lem  
by  red u c in g  th e  d im en sio n a lity  o f th e  d a ta .
•  R esu lts  a re  p resen ted  on  ex tensive  d a ta b a se s  of rea l d a ta .
S y stem atic  e v a lu a t io n  o f re su lts  w ith  d a ta b a se s  o f u p  to  120 sequences (35000 fram es) 
has been  perfo rm ed  by in tro d u c in g  q u a n tita tiv e  m easu res o f p resence  o f je rk in ess  in  th e  
syn thesised  m o tions, com bined  w ith  v isu a l in sp ec tio n  o f re su lts . T h is  ev a lu a tio n  has 
shown:
•  T h e  ex ten d ed  fram ew ork , w here a  p o sitio n -b ased  re p re se n ta tio n  is com bined  w ith  
an  exp lic it cost fu n c tio n  b ased  o n  d is tan ces  in  th is  re p re se n ta tio n  p e rfo rm s b e t te r  
th a n  th e  basic  fram ew ork  a t  red u c in g  th e  je rk iness in  th e  sy n th e tic  m otions.
•  C o m b in a tio n  o f th ese  fac to rs also re su lts  in  red u ced  d ep en d en cy  on  th e  n u m b er 
of c lusters.
In  sum m ary , th e  o b jec tiv e  o f rea lis tic  keyfram e m o tio n  syn thesis  from  h u m a n  m o tio n  
ca p tu re  d a ta b a se s  h as  b een  achieved.
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6.3 D iscussion
In  th is  S ec tion  we discuss th e  ad v an tag es a n d  lim ita tio n s  of th is  w ork. W e th e n  com pare  
it  w ith  recen t co n tr ib u tio n s  to  th e  field of h u m a n  m o tio n  sy n th esis  fro m  h u m a n  m o tio n  
d a ta .
6.3.1 G eneral discussion
In  th is  th esis  we have in v estig a ted  th e  u se  of m o tio n  c a p tu re  d a ta  for rea lis tic  keyfram e 
an im a tio n . A n im p lic it goal was to  develop a  fram ew ork  th a t  ach ieved  th is  goal u sing  
tech n iq u es u sed  in  h u m a n  m o tio n  analysis. M eth o d s like P rin c ip a l C o m p o n en t A nalysis 
a n d  M arkov C h a in  m odels have b een  u sed  ex tensively  to  le a rn  s p a tia l  a n d  te m p o ra l 
c o n s tra in ts  from  d a ta  in  o rd e r to  red u ce  th e  search  in  th e  so lu tio n  space  o f p rob lem s 
like track ing . T h is  th esis  d e m o n s tra te s  t h a t  th e se  tech n iq u es a re  also usefu l for h u m a n  
m o tio n  sy n thesis  as th e y  red u ce  com plex ity  a n d  enforce s tru c tu re  fo u n d  in  d a ta .
O u r a im  was to  develop a  com plete ly  a u to m a tic  fram ew ork  in  o rd e r to  fac ilita te  re ­
p e a ta b ili ty  of re su lts . In  th a t  sp ir it , no lab e llin g  of th e  m o tio n  c a p tu re  d a ta  has b een  
m ade, an d  no  w eights a re  req u ired  in  th e  cost fun c tio n s in tro d u ced . However th e re  are  
s till p a ra m e te rs  in  th e  m e th o d : th e  b len d in g  w indow , a n d  th e  n u m b e r o f c lu sters . I t  is 
n o t e ssen tia l to  p rov ide  th e  size o f th e  b len d in g  w indow  a u to m a tic a lly  as th is  can  be 
in te rac tiv e ly  p ro v id ed  as a  p o s tp ro cess in g  s tag e  to  th e  sy n thesis . However th e  n u m b er 
o f c lu ste rs  is req u ire d  p r io r  to  in te ra c tio n  w ith  a  u ser in  o rd e r to  b u ild  th e  tw o-layer 
m odel fro m  th e  d a ta . T h e  e x ten d ed  fram ew ork  p resen ted  in  c h a p te r  5 p resen ts  red u ced  
sen s itiv ity  to  th e  n u m b er of c lu ste rs , as th e  in tro d u c tio n  o f an  ex p lic it cost fu n c tio n  
allow s for ju m p s  be tw een  segm ents to  be  in d e p e n d e n t of th e  ju m p s  b etw een  c lu sters .
A  fea tu re  of th e  K -m eans a lg o rith m  is th a t  th e  m eans te n d  to  th e  m odes in  th e  d is­
tr ib u tio n  o f th e  d a ta , i.e. a reas  w here d en s ity  is h igher. T h is  can  b e  u n d esirab le  if a ll 
d a ta  is equally  “im p o r ta n t” ; w h a t is re q u ire d  in  o u r fram ew ork  is a  b a lan ced  p a r t i t io n  
o f th e  d a ta  in to  evenly  sized c lu ste rs . T h e  valid ity  ind ex  used  in  th is  th esis  b a lances 
th e  ten d en cy  o f K -m eans to  reflect d en sity  by  enforcing  m ax im u m  se p a ra tio n  betw een  
m eans. A n o th e r d isad v an tag e  o f th is  ten d en cy  is th a t  th e  c lu s te rin g  can  b e  b iased  by
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th e  len g th  o f th e  sequences in  th e  d a tab ase . E x te n d e d  p e rio d ic  sequences can  a t t r a c t  
m eans an d  tra n s itio n  p ro b ab ilitie s , as th e y  rep resen t h ig h  d en sity  a reas in  th e  config­
u ra tio n  space. T h is  can  obscure  th e  g lobal te m p o ra l s tru c tu re  o f th e  d a ta b a se  if  o th e r  
sequences a re  sh o rte r.
A n assu m p tio n  m ade  in  th is  th esis  is th a t  th e  p ro b lem  o f sp arse  keyfram ing  for m ore 
th a n  two keyfram es can  b e  solved by  solv ing  th e  tw o keyfram e p ro b lem  for each p a ir  
of consecutive fram es. T h is  is n o t a  very  s tro n g  a ssu m p tio n  as, by defin ition , sparse  
keyfram es a re  v isua lly  very  d ifferen t a n d  sho u ld  n o t ex ten d  th e ir  influence p a s t ad jacen t 
keyfram es.
6.3,2 R ecent work
B ased  on  th e  basic  fram ew ork  in tro d u ced  in  [53], a  n u m b er o f recen t co n tr ib u tio n s  to  
th e  a re a  o f h u m an  m o tio n  sy n thesis  from  c a p tu re d  d a ta  have b een  p resen ted  a t  A CM  
S IG G R A P H  2002 [2, 45, 46, 48]. L i e t al. [48] p resen t a  fram ew ork  w hich  is s im ila r to  
ours in  th a t  it bu ild s  a  tw o-layer s tru c tu re  from  th e  d a ta . L ayer one is also a  M arkov 
chain  th a t  reflects g lobal s tru c tu re  in  th e  d a ta . However th e  second layer is b u ilt  of 
lin ear d y n am ica l sy stem s, th a t  s ta tis tic a lly  su m m arise  sim ila r m o tio n  segm ents. T h is  
is s im ila r to  th e  s tru c tu re  b u ilt  by  G a la ta  e t al. [27] a n d  risk s loosing  th e  d e ta il in  th e  
orig inal d a ta . In  c o n tra s t we co n ca ten a te  o rig inal segm ents to  en su re  th a t  no d e ta il is 
lost.
T h e  re s t o f th e  app roaches [2, 45, 46] a d o p t th e  id ea  of keeping  th e  o rig in a l d a ta  in  
o rd e r to  syn thesise  rea lis tic  h u m an  m otion . T h is  also re su lts  in  a  com m on fo rm u la tio n  
o f th e  p rob lem  as a  g ra p h  search , w here th e  nodes co rrespond  to  fram es in  th e  d a ta b a se  
an d  th e  edges a re  w eighted  by  a  cost fu n c tio n  re la te d  to  s im ila rity  o f th e  fram es. A ll 
app roaches have in  com m on th a t  every tra n s it io n  of th e  g lobal g rap h  is te s te d  in  th e  
m odelling  stage. In  c o n tra s t we on ly  ev a lu a te  w ith in  c lu ste r tra n s itio n s , re su ltin g  in  
reduced  c o m p u ta tio n  tim e.
D ifferent techn iques a re  used  to  sim plify  th e  g lobal g rap h . K ovar e t al. [45] a n d  Lee e t 
al. [46] use p ru n in g  to  d isca rd  edges w ith  h ig h  cost. Lee e t al. [46] th e n  b u ild  a n o th e r 
layer by c lu stering , s im ila rly  to  o u r fram ew ork. P rom  each fram e a  c lu s te r  tre e  is b u ilt
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th a t  can  b e  u sed  to  in te rac tiv e ly  p ro p o se  a lte rn a tiv e s  to  a  user. O th e r  p o ssib ilities  o f 
u se r in te rac tio n , in c lu d in g  v ision -based  a n d  sketch  in terfaces, a re  in tro d u ced . A rikan  e t 
al.[2] in tro d u ce  a  h ie ra rch y  o f g rap h s. A ll g rap h s  have N  nodes w here N  is th e  n u m b er 
o f sequences. E ach  g ra p h  is a  sim p lifica tio n  o f th e  p rev ious one in  th e  h ie ra rchy  w here 
th e  low est level g ra p h  h as a ll O ( N 2M 2) edges a n d  th e  h ig h est level g ra p h  has 0 ( N 2) 
edges.
T h e  p rin c ip a l c o n tr ib u tio n  of th ese  m e th o d s  is th a t  th e y  ad d ress  p ro b lem s m ore general 
th a n  key fram ing  like sy n th esis in g  m o tio n  given co n s tra in ts  on  th e  m ovem ent or p a th s  
for th e  m o tio n  to  follow. T h ese  p ro b lem s can n o t in  p rin c ip le  b e  fo rm u la ted  as sh o rte s t 
p a th  p ro b lem s as th e  cost is a  co m b in a tio n  of su m  of tra n s it io n  costs  p lu s  cost re la tiv e  to  
th e  co n stra in ts . K ovar e t a l [45] a n d  Lee e t al.[46] p resen t re su lts  for sy n thesis  o f a  u ser 
specified  p a th . T h is  is achieved by  u sin g  g reedy  search  m e th o d s  th a t  tak e  a t  each  s tep  
th e  b e s t edge acco rd ing  to  th e  com bined  cost fu n c tion . A rikan  e t a l [2] p resen t a  m e th o d  
th a t  can  sa tisfy  m ore gen era l co n s tra in ts . T h e y  use th e  sim plified  g ra p h  to  greedily  
search  for p a th s  th a t  sa tisfy  h a rd  co n s tra in ts  a n d  th e n  p re sen t a  m e th o d  to  p e rfo rm  
ra n d o m  m u ta tio n s  to  th e  g ra p h , in c lu d in g  u sin g  edges o f th e  low er level g rap h s, in  o rd er 
to  sa tisfy  soft co n s tra in ts . A ll th e se  m e th o d s  p resen t h igh  c o m p u ta tio n a l com plex ity  
a t  sy n th esis  tim e  as th e y  ad d ress  a  p ro b lem  th a t  is in h e ren tly  e x p o n e n tia l w ith  th e  size 
of th e  g raph .
6.4 Future W ork
A n im a tio n  fro m  m o tio n  c a p tu re  d a ta  b ran ch es in to  m an y  in te re s tin g  su b p rob lem s. In  
th is  Section  we id en tify  possib le  avenues for fu tu re  research .
M otion blending
B len d in g  tw o m o tio n  sequences is in  itse lf  a  challeng ing  p ro b lem  [3, 74, 67, 68]. In  th is  
th esis  a  s im p le  tech n iq u e  o f m o tio n  segm en t b len d in g  was in tro d u c e d  (S ection  4.6.4) to  
tra n s i t  b e tw een  m o tio n  segm ents. B len d in g  can  b e  im proved  by  a n n o ta tin g  th e  m o tio n  
c a p tu re  d a ta  w ith  c o n s tra in t in fo rm a tio n  such  as fram es w here end-effectors m u st be
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in  co n tac t w ith  th e  env iro n m en t. T h ese  c o n stra in ts  a re  th e n  tre a te d  as signals th a t  
can  be b len d ed  over th e  tra n s itio n  [46, 45, 21]. M ore com plex  m e th o d s  of enforcing  
p lau sib le  d ynam ics in  th e  tra n s it io n  could  also be  used  [68].
Param eterisation of style
In  th is  thesis  th e  goal was to  syn thesise  n a tu ra l  inbetw een  m o tio n  given user specified 
keyfram es. A n in te re s tin g  p ro b lem  is how  to  g en era te  th is  inbetw een  m o tio n  w ith  a  
specific style. I f  th e  req u ired  inbetw een  m o tio n  is availab le  from  th e  d a ta b a se  in  th e  
req u ired  sty le , th e n  i t  can  b e  fo rm u la ted  as a  g rap h  search  w here on ly  edges a t tr ib u te d  
w ith  th e  p a r tic u la r  sty le  lab e l [45]. I f  th e  m o tio n  req u ired  is in  th e  d a ta b a se  b u t  
co n ta in s a  d ifferen t s ty le  from  th e  one specified, th e n  th e  p ro b lem  is how  to  m odify  
th e  ex is tin g  m o tio n  so th a t  th e  keyfram es a re  s till inbetw eened  w ith  th e  r ig h t style. A 
possib le  so lu tio n  w ould be  to  solve th e  inbetw een ing  p ro b lem  in itia lly  a n d  th e n  ap p ly  
a  m e th o d  to  resy n th esise  th e  m o tio n  in  a  d ifferen t s ty le  [12].
Enforcement o f physical constraints - a com plete system
In  ch ap te r  2 we review ed m e th o d s  to  ed it m o tio n  so th a t  new  co n s tra in ts  are  enforced. 
T h e  p rob lem  in  m o tio n  c a p tu re  b ased  a n im a tio n  is th a t  th e  co n s tra in ts  a re  n o t specified 
an d  have to  be  in  p rin c ip le  m an u a lly  a n n o ta te d  on  th e  d a ta . B ind iganavale  [6] has 
p resen ted  m e th o d s  to  a u to m a tic a lly  d e te c t co n s tra in ts  in  m o tio n  d a ta  by  find ing  zero- 
crossings in  second derivatives o f m o tio n s co incid ing  w ith  end-effeetors in  p ro x im ity  
w ith  o b jec ts  in  th e  env ironm en t. C o m b in a tio n  of th e  fram ew ork  p resen ted  in  th is  
thesis  w ith  m e th o d s  o f a u to m a tic a lly  d e te c tin g  a n d  enforcing  c o n s tra in ts  in  d a ta  could  
re su lt in  a  com plete  a u to m a tic  a n im a tio n  sy stem  b ased  on  sp arse  keyfram es. T h is  is 
illu s tra te d  in  F ig u re  6.1.
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Figure 6.1: A complete keyframe-based anim ation system.
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Appendix  A
T h e R o ta tio n  vector and th e  
d istan ce b etw een  ro ta tion s
T h e  ro ta t io n  vecto r p a ra m e te ris a tio n  [59] rep re sen ts  a  ro ta tio n  th ro u g h  a  th ree -co m p o n en t 
v ec to r f  — On w here  n  is a  u n it  le n g th  ax is a n d  6 th e  ang le  a b o u t th e  axis. T h e  ex p o ­
n en tia l m ap  (eq. A .l)  m ap  tak es  us from  a  ro ta t io n  vecto r r  €  M3 b ack  to  th e  g ro u p  of 
th e  ro ta t io n  m a trice s  S O (3 ).
R ( f )  =  e S - 0  =  I d  +  e S r  +  f > l S 2 + P S 3  +  . . .  ( A 1 )
0 —r z rv
w ith 0 =  ||r |j S r = r z 0 - r x
~ ry rx 0
A d is tan ce  b etw een  ro ta tio n s  can  b e  defined  th a t  is in v a rian t w ith  re sp ec t to  th e  refer­
ence co o rd in a te  system . T h is  invariance  m eans th a t  to  ca lcu la te  th e  d is tan ce  betw een  
ro ta t io n  R i  a n d  ro ta t io n  R 2, we can  tak e  ro ta tio n  R 2 as reference  a n d  th e  in v a rian t 
d is tan ce  w ill have th e  sam e value: d ( R i ,R 2) — d (R 2 .R i,Id ) ,  w here  is 3 x  3 id en ­
t i ty  m a tr ix , i.e. th e  n u ll ro ta tio n . T h is  d is tan ce  h a p p e n s  to  be  th e  ang le  o f ro ta tio n  
th a t  takes us from  R 2 to  d ( R \ ,R 2) =  6 (R% -Ri}Id) [59]. U sing  th e  ro ta t io n  vec­
to r  p a ra m e tr isa tio n , we have th a t  Id) =  0 ( I ^ . R i , I (i) =  ll^ll w here  r  is th e
ro ta t io n  vecto r c o rre sp o n d in g  to  th e  ro ta t io n  R f-R i-
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I f  one of th e  ro ta tio n s  is used  as reference, its  ro ta tio n  m a tr ix  is th e  id e n tity  m a tr ix  Id 
an d  its  ro ta tio n  vecto r is th e  nu ll vecto r 0 =  [0 0 0]r . We could  th erefo re  w rite  th a t  th e  
d is tan ce  betw een  th is  ro ta tio n  an d  any  o th e r ro ta tio n  R  is th e  n o rm  o f th e  difference 
betw een  th e ir  ro ta tio n  vecto rs d(R,Id) — ||f | | =  | | f  — 0 ||. In  genera l we can n o t say  th a t  
th e  d is tan ce  betw een  tw o ro ta tio n s  co rresponds to  th e  n o rm  of th e  difference o f th e ir  
ro ta tio n  vectors, i.e. d ( R \ ,R 2) f  | |f i  — r ^ j .
I f  th e  ro ta tio n s  a re  sm all, how ever, th e  d is tan ce  b etw een  th e m  can  a c tu a lly  b e  ap p ro x ­
im a ted  by th e  n o rm  o f th e  difference o f th e ir  ro ta tio n  vectors (th e  a p p lic a tio n  of th is  
ap p ro x im a tio n  w ill becom e clear s h o r tly ) . W e can  see th a t  by  w ritin g  th e  fo rm u la  for 
th e  co m position  o f two sm all ro ta tio n s  f \  a n d  — f*2. W e s ta r t  by  w ritin g  R o d rig u es’ 
fo rm ula  for th e  e x p o n en tia l m ap:
i* (r l  =  / d +  ^ 5 r +  i ^ S ?
For sm all ro ta tio n s , i.e. w hen  |jf || =  ||0 || <C 7r, we can  a p p ro x im a te  R (r)  by:
R(r )  ~  Id +  S r if  ||r || <  tt 
A nd  th e  com po sitio n  o f tw o sm all ro ta tio n s  R a , Rb c an  be  a p p ro x im a ted  by:
R  — Ra-Rb — (Id + Sra){Id + s n ) ~  Id + S Ta +  S Tb (A .2)
(A .3)
I f  we iden tify  Ra w ith  R f  a n d  Rb w ith  R\,  an d  we n o te  th a t  S ~ r = —S ry i t  follows 
th a t  th e  n o rm  o f a  ro ta tio n  vecto r [|r|| for a  sm all ro ta tio n  R{r)  =  R j - R i  can  be  
ap p ro x im a ted  by  ||r|j ~  ||fi — +211 -
A .l  D istance betw een  skeleton  poses
T h e  m o tio n  c a p tu re  d a ta  p rovides m easu rem en ts  o f jo in t angles w ith  re sp ec t to  a  re s t 
p o sitio n  a t d isc re te  tim e  in te rva ls  U — i =t= A t  for i =  0 ....M  — 1. W e can  use th e  ro ta tio n
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vecto r to  rep re sen t th e  ro ta t io n  fo r th e  j th jo in t as r f .  T h e  c a p tu re d  jo in t-an g le  
m o tio n  d a ta  a t  each tim e  in s ta n t c an  th e re fo re  b e  rep resen ted  as a  vec to r f a t )  w hich  
co n ca ten a te s  th e  in d iv id u a l jo in t  ang le  ro ta tio n s : f a t i ) =  f a  =  [ r f , r f , . . . ,  
w here  J  is th e  n u m b er o f jo in ts . T h e  firs t com p o n en t o f th e  v ec to r f a,  r f x , rep resen ts  
th e  x  c o o rd in a te  o f th e  ro ta t io n  v ec to r co rresp o n d in g  to  th e  o rie n ta tio n  of th e  ro o t 
b o n e  w ith  re sp ec t to  a  g lobal co o rd in a te  fram e. T h e  fifth  co o rd in a te  {rfJ) co rresponds 
to  th e  y  co o rd in a te  of th e  ro ta t io n  v ec to r co rresp o n d in g  to  th e  o rie n ta tio n  o f th e  firs t 
ch ild  b o n e  o f th e  ro o t, a n d  so on. N o te  th a t  tra n s la tio n  o f th e  ro o t is ignored  in  th is  
rep re sen ta tio n .
U sing  th e  in v arian t d is ta n c e  b e tw een  ro ta tio n s  we can  define a  d is tan ce  b e tw een  tw o 
b o d y  poses f a  a n d  f a  by  ad d in g  th e  sq u a red  p e r-jo in t d istances:
d is t2( 0 1? f a )  = ^ 2  \\0 ( ( r 2J)_1 o f / )  ||2 =  \\6 ( { R 23)t . R i  )  ||2 (A .4)
j = o  j = 0
W e have seen th a t  if  tw o ro ta tio n s  a re  sm all, we can  ca lcu la te  th e  d is tan ce  b etw een  
th e m  as th e  n o rm  o f th e  d ifference b e tw een  th e ir  ro ta tio n  vectors. T h is  can  b e  u sed  
to  co m p u te  in  a  very  efficient w ay a  d is tan ce  betw een  tw o b o d y  poses w hen  th e y  are  
com posed  of sm all ro ta tio n s  (i.e. w h en  th e  o rien ta tio n s  o f th e  lim bs do  n o t differ g re a tly  
from  th e  re s t p o s itio n ).
J - i
d is t2(0 i ,  f a )  ~  ~ f 2J !l2 =  1101 “ 0 2 l|2 (A .5)
j=o
T h is  m ay  a p p e a r  o f l i t t le  ap p lica tio n , as th e  degrees of freedom  in  th e  b o d y  jo in ts  
allow  for b ig  ro ta tio n s . O n  th e  o th e r  h a n d , using  th e  sq u a red  eu c lid ean  d is tan ce  to  
a p p ro x im a te  th e  d is tan ce  b e tw een  poses offers th re e  advan tages:
1. T h e  sq u a red  eu c lid ean  d is ta n c e  is in v a rian t w ith  re sp ec t to  ro ta tio n s  a n d  t r a n s ­
la tio n s. T h is  m eans we can  use lin ea r techn iques of d im en sio n a lity  re d u c tio n  like
p rin c ip a l co m p o n en t an a ly sis  (S ection  4.3).
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2. T h e  cen tro id  o f a  set o f s im ila r b o d y  poses can  be  ca lcu la ted  as th e  b a ry cen tre  
(m ean  vecto r). T h is  allow s an  efficient im p lem en ta tio n  o f th e  c lu ste rin g  needed  
for level one o f th e  m odel (S ection  4.4).
3. I t  is co m p u ta tio n a lly  m ore efficient in  tim e  an d  space th a n  co m p u tin g  th e  sum  
of th e  in v arian t d istances.
We can  e s tim a te  th e  e rro r in  th e  ap p ro x im a tio n  by co m p u tin g  th e  te rm s o f th e  T aylor 
expansion  o f R o d rig u es’ F o rm ula  th a t  we neglected  in  A .2. I t  tu rn s  o u t th a t  th e  e rro r 
in cu rred  in using  th e  a p p ro x im a te  d is tan ce  is sm all, un less th e  tw o b o d y  poses being  
com pared  a re  b o th  very d ifferen t betw een  th em  an d  very  d ifferen t to  th e  re st p osition . 
In  th e  following we p resen t a  se t o f m o tion  c a p tu re  exam ples for w hich  th e  d is tan ce  
betw een  th e  pose a d o p te d  by th e  skeleton  in  a  p a r tic u la r  fram e a n d  th e  poses in  th e  
re st o f th e  fram es is co m p u ted . W e co m p u te  th e  d is tan ce  b o th  using  th e  ex ac t (A .4) 
an d  th e  ap p ro x im a te  (A .5) fo rm ulas for th e  d istance .
In  F ig u re  A .l  every s ix th  fram e is show n for a  sequence in  w hich th e  a r tic u la te d  charac­
te r  perfo rm s a  one h an d ed  h a n d s ta n d . Som e fram es have b een  ad d ed  a t  th e  beg in n in g  
o f th e  sequence th ro u g h  keyfram ing  an d  in te rp o la tio n  so th a t  th e  first fram e in  th e  
sequcence is a  n e u tra l p osition .
I ii ft f  r  r  - a  A
i  {  {  \  ^  t  f t  k
Figure A .l: One handed handstand sequence.
F ig u re  A .2 d ep ic ts  four exam ples in  w hich th e  d is tan ce  betw een  a  fram e in  th e  sequence 
a n d  th e  re st o f th e  fram es in th e  sequence is ca lcu la ted . For each  exam ple , th e  u p p e r 
left co rner show s th e  pose to  w hich d is tan ces  a re  be ing  ca lcu la ted . Below it we can  
see th e  reference pose, w hich is th e  re s t p o sitio n  from  w hich ro ta tio n s  a re  ca lcu la ted .
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To th e  rig h t o f these , we show  th e  difference betew een  th e  ex ac t a n d  th e  ap p ro x im a te  
d is tan ce .
(a) (b)
DISTANCES TO FRAME 44 (REF. 2)
(d)
Figure A.2: A one handed handstand sequence is processed to illustrate the error when approx­
im ating the rotational distance by the euclidean distance of the rotation vectors. The details 
are given in the text.
In  F ig u re  A .2 (a), th e  fram e to  w hich d is tan ces  are  ca lcu la ted  (fram e 0) is equa l to  th e  
reference pose. I t  is th e re fo re  rep resen ted  as fa  =  [ 0 . . .  0]T , a  vecto r o f zeros, a n d  th e re  
is no e rro r in  ca lcu la tin g  th e  d is tan ce  b etw een  th is  an d  any  o th e r  fram e j  using  th e  
sq u a red  euc lidean  d is tan ce . In  F ig u re  A .2 (b) a  different reference pose is used  w ith  
op en  legs a n d  a rm s. A gain  th e  d is tan ces  to  th e  fram e 0 a re  ca lcu la ted . T h e  ro ta tio n a l 
d is tan ce  is in v a rian t w ith  re sp ec t to  th e  reference fram e, b u t  th e  a p p ro x im a te  d is tan ce  
is n o t, overshoo ting  th e  ro ta tio n a l d is ta n c e  in  th e  m idd le  of th e  sequence, w here th e  
ch a ra c te r  ad o p ts  poses w hich  a re  m ost d ifferen t from  th e  reference one. Very d ifferent 
poses axe consisten ly  p u sh ed  aw ay from  each o th e r.
T h e  following tw o exam ples in  F ig u re  A .2 (c) an d  (d) show  th e  d is tan ces  to  a n o th e r  
fram e in  th e  sequence (fram e 44) in  w hich th e  ch a rac te r  is touch in g  th e  floor w ith  its  left
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h an d . A gain  th e  sam e tw o reference poses a re  used . I t  is w o rth  n o tic in g  th a t  th e  e rro r 
o f th e  a p p ro x im a te  d is tan ce  is sm all even for such  a  d y n am ic  pose. F o r consecutive, 
s im ila r fram es, th e  e rro r is alw ays close to  zero.
Conclusion
W e have show n th a t  th e  ro ta t io n  vecto r, a  m in im al re p re se n ta tio n  for ro ta tio n s  can  b e  
co n ca ten a ted  to  rep resen t a  fu ll b o d y  pose. T h e  sq u a red  euc lidean  d is tan ce  betw een  
these  vectors can  b e  u sed  as a n  a p p ro x im a te  d is tan ce  betw een  b o d y  poses. T h is  m eans 
th a t  we can  use linear techn iques o f d im en sio n a lity  re d u c tio n  like p rin c ip a l com p o n en t 
analysis, as well as s ta n d a rd  efficient c lu ste rin g  m e th o d s.
Appendix  B
M otion  C apture D atab ases
B.l Database DB1
T h is  d a ta b a se  is used  to  il lu s tra te  th e  b eh av io u r o f som e o f th e  co m p o n en ts  in  ch a p te r  
four. I t  co n ta in s  th re e  sequences th a t  a re  in c luded  in  th e  d is tr ib u tio n  of th e  co m p u te r 
package Lifeform s  [37].
K  A  • f t  f  1  1  \
t  t  f  K  vr  *  V  ^  *  t
Figure B .l: OneHandedHandstand (DB1).
U  t t l  f t  H I
Figure B.2: WalkTrip (DB1).
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1 1  t  n i  t
Figure B.3: WalkTrip rotated  (DB1).
B .2 D atabase D B 2
In  th is  Section  th e  sequences th a t  com pose d a ta b a se  D B2 are  illu s tra te d . I t  co n ta in s 
14 sequences e x tra c te d  from  S a n ta  M onica S tu d io s  m o tio n  c a p tu re  d a ta b a se , w hich is 
availab le from  S tan d fo rd  U n iv e rsity 1.
X A k k X 1 k * X  \> k X X A k k A A k
k k > A k k A k k  J) k ) > k k k \ A k k
k l k k k 1 1 k  k  k k I A k k 1 1 k
Figure B.4: FastRun2FastWalk (DB2).
4  k  k  k  I  I  k  k  k  i t  I k  k  k  k  1 f  k  k k
k  I  k  k k k  I  k k k k k k k i  k k k > k
k k k  k k  k k  k k  i
Figure B.5: FastWalk2Run (DB2).
rA <=ft .«£ A A A
t T T l l t H  1 1 1 1 1 1 t If if >
Figure B.6: GetUp2 (DB2).
1 http: / / www.stzmford.edu/class/cs348c/BVH/SEintaMonicaStudios/
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k A A 1 1 k A J k k A \ \ \ I I J II J} H
ft ft ft ft 'ft ft ^
J*\ & & & & & Jfc, 5tZs
Figure B.7: LieDown3 (DB2).
I I I I I I I 1 I * F f f f t  t  7 7 7 7
W  V ^ , ^ 4 .  ^  >5^4 ^ 4      4  4
Figure B.8: Shot-Back3 (DB2).
) I I I I I I I I t t t t t f  $ ♦ { f K
i  i  » t t * i  j j i  i  ji i  » ♦ i d ii ji j
i t f f ( f f S r f * f f 4 4 4 4 4 4 * i 4
Figure B.9: Sit06 (DB2).
t t  +  +  +  t e' +  +  +  +  +  +  t t t c ' t r t t fc(
Figure B.10: S itl7  (DB2).
» i> f f f f f f f f f f f f f 1 1  H f  
t - i k k k i i t - m t t t i t k k k i i t
Figure B .ll: Sneak-SitWalk (DB2).
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Figure B .12: Sneak- WalkSit (DB2).
Jt t  X X X X X X X  X *  t  A  
X X X X X X X X X X X X X  X X X X X X X
Figure B.13: Sprint (DB2).
A A A A A A A A A A A 4 4 4 4 4 4 i * i
t t I t * i 1 1 A A A k A A A A A
1 t A A A A 1 \ 1 1 I A A A A A I i 1
Figure B.14: Stand4 (DB2).
4 , 4 , ^ 4 , ^ 4 , 4 , 4 , 4 , 1 , ^ 4 4 4 4 ^ 4 4  j  f
f t t t k t t k k l t t l l l
n i i i  j i h  h h u  I h  n
Figure B.15: Stand7 (DB2).
i A A l f t A J M A A i A A M A A I A A
l A A i f l A J l k A A I A A M A A & A A
[ A A i A A l A A A & A A A A A i l A A
Figure B.16: Walk25-fsllll-1 (DB2).
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B.2.1 Keyframes
T h e  follow ing keyfram es w here used  to  g en e ra te  th e  re su lts  p resen ted  in  Section  B.2.2.
P  — k  ^  \  A
Bend over F lat floor Lie left Lie right Sit Sit floor
k  k  I
Sneak Soft run Sprint Stand up Hunch over Walk R. Foot
Walk L. Foot
Figure B.17: Keyframes for database DB2.
B.2.2 Results
T h e  follow ing m o tions w ere g en e ra ted  w ith  th e  basic  fram ew ork describ ed  in  C h a p te r  
4, u sing  th e  keyfram es p resen ted  in  th e  p rev ious Section  an d  th e  sequences in  d a ta b a se  
D B2.
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Figure B.18: Synthetic motion from Sit to  Flat floor (DB2).
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Figure B.19: Synthetic motion from Wa/A: jR. Foot to Lie Right (DB2).
B .3 D atabase D B 3
In  th is  Section  th e  sequences th a t  com pose d a ta b a se  D B3 are  illu s tra te d . T h is  se­
quences a re  e x tra c te d  from  S a n ta  M onica S tud ios m o tio n  c a p tu re  d a ta b a se , w hich is 
availab le from  S tan d fo rd  U n iversity 2.
2 http: / /www. stanford.edu/class/cs348c/BVH/SantaMonicaStudios/
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Figure B.20: FastWalk2Run (DB3).
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Figure B.21: Sprint (DB3).
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Figure B.22: Stand4 (DB3).
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Figure B.23: Walk25-fsllll-l (DB3).
B .4  D atabase D B 4
In  th is  S ection  th e  sequences th a t  com pose d a ta b a se  D B4 are  en u m era ted . D B4 con­
sis ts  o f 120 sequences e x tra c te d  from  S a n ta  M onica S tud ios m o tio n  c a p tu re  d a ta b a se , 
w hich is availab le from  S tan d fo rd  U n iv ersity 3. In  p a r tic u la r  th e  d a ta b a se  co n ta in s  th e  
sequences: F A IN T 2 , F A IN T 4, G E TU P 1 , GETUP2, H O P -A L T 1, H O P -A LT 2 , HOP-
3http://www.stanford.edu/class/cs348c/BVH/SantaMonicaStudios/
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L R , H O P -R L , JU M P IN G 2, JU M P IN G S, L IE D 0 W N 3 , S7IYT, S IT 0 2 , 5 IT 03 , 5 / T ^ ,  
&ZT05, SIT06, S IT 01, SIT08, S IT 09 , SIT10, S IT U , S IT U , S IT U , S IT U , S IT U ,  
S IT U , S IT U , S IT U , S IT U , SIT20, SIT21, SIT22, SIT2S, S P R IN T , S T A N D I, STAN D 10, 
S T A N D I 1, STA N D 13, S T A N D 2, STA N D S, STA N D 4, STA N D S, S T A N D I, S T A N D 8, 
STA N D 9, fastrun2fastwalk, fastrun2slowalk, fastwalk2jog, fastwalk2run, football-exsize 1, 
football-exsize2, old-getupl, old-getup2, old-getup4, r u n l4-rllh -l, run2 jum pl, run9-rsll- 
1, run-circlel, shot-backl, shot-back2, shot-back3, shot-chestl, shot-chest2, shot-chestS, 
shot-headi, shot-head2, shot-head4 , shot-left, shot-right, shot-shoulder 1, shot-shoulder2, 
shot-shoulderS, slorun2slowalk, slowalk2fastrun, slowalk2slorun, walk5-sshll-l, B A L -  
L E T11, B A L L E T 1 3 , B A L L E T 1 4 , B A L L E T 17 , B A L L E T 2 , B A L L E T 2 0 , B A L L E T 22 , 
B A L L E T S , B A L L E T 4 , B A L L E T 6, B A L L E T 7 , B A L L E T 8, B A L L E T 9 , run-stop2, drunk- 
fa lll, F A IN T  1, F A IN TS, L IE D 0 W N 1 , SH O T -A R M , S T A N D I4. T h ese  m o tio n s needed  
p re-p rocessing  to  c lean  noise: jog2fastwalk, L IE D 0 W N 2 , shot-stomach, run-stop2, run- 
stop l, backwards-walk2turn2, B A L L E T 16 , B A L L E T 1 8 , FALL14, G ALLO P, JU M P ­
IN G  1, ju m p -tu rn l, jum p-turn2 , old-getupS, ru n ll-rsh l-1 , run-circle2 , ru n -turn ll, run- 
tu rn r l , SK IP1, SK IP 2 , w alk-turn ll, w alk-turnrl, walk-turnr2.
B.4.1 K eyfram es
T h e  follow ing keyfram es w ere u sed  w ith  d a ta b a se  D B 4. T h e y  a d d  tw o b a lle t keyfram es 
to  th e  se t u sed  for d a ta b a se  D B2.
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r 4  - 4
Bend over F lat floor Lie left Lie right Sit Sit floor
Sneak Soft run Sprint Stand up Hunch over Walk R. Foot
Walk L. Foot Ballet jum p Ballet pose
Figure B.24: Keyframes for database DB4.
B .4.2 Results
T h e  re su lts  in  th is  S ection  w ere g en e ra ted  using  th e  ex ten d ed  fram ew ork  describ ed  in  
C h a p te r  5 on  d a ta b a se  D B4. T h e  keyfram es u tilised  a re  tho se  in  th e  p rev ious Section.
 ^ h h  k k i f t t t
h  h  u  ^  ^
Figure B.25: Synthetic motion from Walk R. Foot to  Sit (DB4.)
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l u .  v u ^
Figure B.26: Synthetic motion from Sprint to  Flat floor (DB4).
k t k k k k k k k k 1 1
1 > J ) ) I f f f f f f
Figure B.27: Synthetic motion from Srpint to  Ballet pose (DB4).
\  \  \  \  l  f  t  k  \  ) )  )  
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Figure B.28: From Ballet pose to  Lie left. A ballet dancer is shot before he can complete his 
ro u tin e ...
B.5. Database DB5 139
B .5 D atabase D B 5
D a ta b a se  D B 5 is em ployed  in  S ection  5.4.1, a n d  consists o f a  se t o f 120 sequences 
e x tra c te d  from  th e  M u y b rid g e  L ib ra ry  [37]. In  p a r tic u la r  i t  co n ta in s  th e  sequences: 
archery, back-away, back-cringe, baseball, b-confid-wlk, b-fast-w lkl, b-fast-wlk2, b-funk- 
w lk l , b-funk-wlk2, b-funk-wlk3 , b-funk-w lkf, boilr-stok, bowling, b-prowl-wlk, b-sad- 
wlk2 , b-sad-wlk, b-stagger, bth-knees, b-walk, b-w-glass, canoeing, circle, clay-pigeon, 
comic , crawl, cricket-bat, cricket-bwl, crowbar, decrepid, depressed, digging, directed, 
duck-hd-rn, elderly, embrace, escape-rnl, escape-rn2, escape-rn3, escape-shck, f-w lk l, 
f-w lk2, g-fast-tiptoe, g-funk-w lk , <?zrU, <?«>/£, golf-swing, gravedigger, g-walk, g-w-glass, 
g-wlk, hammering, heave-rope, heavy-saw, hokey-kokey, jog-determ in, jog-m rk-tim , jog- 
u tu rn l, jog-uturn2, lawn-bowl, lay-bricks, light-saw, m-awk-wlk, m -proud-wlk, m-wlk, 
neutral, o ld-f-w lkl, old-f-wlk2, old-f-wlkS, planing , poo/, pry-slabs, pull-rope, pumptire2, 
pum p-tire, pushbroom l, pushbroom2, pushbroomS, repeat-bow, rght-knee, road-drill, row­
ing , shrtstrokel, shrtstroke2 , shrtstroke3, shrtstroke4, skiing, soccer, s trokesl, strokes2, 
strokesS, stum blel, stumble2, stumble-rn, surfing, tenn is, tool-work, to-sultan, very- 
drunk, w alkl, walk2, walk-scrub, w alk-to-jogl, walk-to-jog2, w alk-to-runl, walk-to-run2 , 
wave-rn, wheelbarrow, wlk- engaged, wlk-kncknee, wlk-pgn-toe, wlk-reactl, wlk-react2, 
wlk-react3, w lk-sad l, wlk-sad2, w lk-w -cupl, wlk-w-cup2, wlk-w-cup3, w-strident.
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Appendix C
Dijkstra’s Algorithm
D ijkstra’s algorithm  solves the  single-source shortest-path  problem  for graphs w ith  
positive weight edges. To calculate the  shortest p a th  between two nodes, the shortest 
p a th  between the s ta rt node and all o ther nodes in the  graph is calculated1. The 
reader interested in im plem enting the  algorithm  should consult any standard  reference 
on algorithm s such as Allen [84]. In  Figure C .l we show an exam ple taken from this 
book th a t illustrates how the  algorithm  works.
A table is kept and  updated  a t each tim e step w ith the following inform ation: W hether 
the  shortest distance between th e  s ta rt node s and  each node is known; the  value of 
th is distance; and  the  predecesor node to  each node in the shortest p a th  from the s ta rt 
node s. In  Figure C .l, the  s ta rt node is F I .
A t each tim e step, a  new node is m arked as known (colour blue in F igure C .l). This 
node is the  closest among the  nodes th a t have already been visited (colour yellow in 
Figure C .l) in previous steps. Each tim e a  node v is m arked as known, all the adjacent 
nodes are checked to  see if the  distance between the s ta rt node s and them  is shorter 
when using v as interm ediate node. These nodes become visited nodes. T he algorithm  
finishes when the distance to  all nodes is known. Given a  destination node, the  shortest 
p a th  to  the s ta rt node can be constructed using the predecessor inform ation stored in 
the table.
1This turns out to be a very efficient approach. See [84] for details.
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node known dist. predecesor
VI no 0 -
V2 no Inf ?
V3 no Inf ?
V4 no Inf ■>
V5 no Inf ?
V6 no Inf ?
V7 no Inf ?
node known dist. predecesor
VI yes 0 -
V2 no 2 VI
V3 no Inf ?
V4 no 1 VI
V5 no Inf ?
V6 no Inf ?
V7 no Inf ?
node known dist. predecesor
VI yes 0 -
V2 no 2 VI
V3 no 3 V4
V4 yes 1 VI
V5 no 3 V4
V6 no 9 V4
V7 no 5 V4
node known dist. predecesor
VI yes 0 -
V2 yes 2 VI
V3 no 3 V4
V4 yes 1 VI
V5 no 3 V4
V6 no 9 V4
V7 no 5 V4
node known dist. predecesor
VI yes 0 -
V2 yes 2 VI
V3 no 3 V4
V4 yes 1 VI
VS yes 3 V4
V6 no 8 V3
V7 no 5 V4
node known dist. predecesor
VI yes 0 -
V2 yes 2 VI
V3 yes 3 V4
V4 yes 1 VI
VS yes 3 V4
V6 yes 6 V7
V7 yes 5 V4
Figure C.l: Illustration of Dijkstra’s algorithm [84].
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