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Unified Model of Dynamic Forced Barrier Crossing in Single Molecules
Raymond W. Friddle
Chemistry, Materials, Earth, and Life Sciences Directorate,
Lawrence Livermore National Laboratory, Livermore, California 94550, USA
Thermally activated barrier crossing in the presence of an increasing load can reveal kinetic rate
constants and energy barrier parameters when repeated over a range of loading rates. Here we derive
a model of the mean escape force for all relevant loading rates — the complete force spectrum. Two
well-known approximations emerge as limiting cases; one of which confirms predictions that single-
barrier spectra should converge to a phenomenological description in the slow loading limit.
PACS numbers: 73.22.Dj, 82.37.Np, 87.15.Aa
Continued progress in magnetic [1], optical [2] and me-
chanical [3] manipulation has enabled experimentalists to
study the microscopic states of systems ranging from sin-
gle molecule magnets to individual biological complexes.
A particularly common technique is found by steadily in-
creasing a force field until a change in state is observed
(such as a switch in domain polarity [4] or the dissoci-
ation of an intermolecular bond [5]). The power of this
technique relies on theoretical developments which indi-
cate that repeating such a measurement over a range of
loading rates can enable the normally hidden details of
the intrinsic energy landscape to be determined [6–8].
The current models of dynamically forced escape are
incomplete in that they only describe extreme loading
rate regimes. The purpose of this Letter is to present a
solution of the mean escape field for all rates of increasing
force that permit thermally activated escape. The model
is based on the adiabatic evolution of Kramers’ escape
[9] from a model energy landscape under an increasing
load. It is shown that in the slow and fast loading lim-
its two prominent solutions of dynamically forced escape
emerge. Throughout this Letter we employ Evans’ [6]
nomenclature of the “spectrum” to indicate the ensem-
ble mean escape field, 〈f〉, as a function of loading rate,
f˙ ≡ df/dt.
The standard theories of forced barrier crossing can
be subdivided into two classes: phenomenological and
model-based. The phenomenological hypothesis has been
extensively used in studying the failure of solids [10]
and in the mechanical rupture of intermolecular bonds
[11]. It is assumed that the rate of activated escape
takes an Arrhenius form, k = v0e−∆U/kBT , where v0
is Kramers’ attempt frequency [9]. The intrinsic en-
ergy barrier of the state, U0, taken to be significantly
larger than kBT (Boltzmann’s constant times the tem-
perature), is reduced proportionally to the applied field
as, ∆U(f) = U0−fy, where y is a constant specific to the
system under study. This hypothesis was first presented
by Tobolsky and Eyring [12] and later by Zhurkov [13]
to treat the kinetic failure of materials under an applied
stress. Bell [14] refined the theory for ligand-receptor dis-
sociation by imposing that the effective barrier to escape
FIG. 1: Schematic of the linear-cubic model energy landscape
along the reaction coordinate x. When under an increasing
force field, f = f˙ t (dashed lines), the microscopic details of
the barrier follow a time dependence (arrow) which modulates
the rate of diffusive passage over the barrier.
should vanish at a critical force given by the ratio of the
energy barrier and the distance to the transition state,
fc = U0/x‡, thus defining the proportionality constant
as, y ≡ x‡. Hence the phenomenological rate of escape,
k(f) = v0e−U0(1−f/fc)/kBT , often attributed to Bell, has
the desired property that when f = 0 one recovers the
intrinsic rate k0 = v0e−U0/kBT .
In contrast to the Bell view, model-based theories ac-
count for the perturbation of an explicitly defined model
potential in the presence of an applied field (Fig. 1). Per-
haps the most frequently used model is the linear-cubic
potential popularized by Kurkija¨rvi [15] to study the es-
cape of flux quanta from a superconducting loop. Later
Gunther and Barbara [16] and, independently, Garg [7]
analyzed a similar model and found asymptotic solutions
for the force spectrum at large loading rates. The chief
assumption in these approximations is that most escape
events occur when the applied field is close to the criti-
cal field (f ≈ fc) where the barrier to escape vanishes.
Garg’s formulism is especially attractive in that it can be
extended to a variety of landscape shapes [17, 18].
For some time a disconnect existed between solid-state
physicists employing the model-based approach and soft
condensed-matter physicists using the Bell hypothesis.
This changed recently when Dudko et al. [8] showed that
Garg’s treatment [7] of a linear-cubic potential to study
macroscopic quantum tunneling is equally applicable to
2the forced dissociation of intermolecular bonds. It was
also shown [17] that for systems driven quickly away from
equilibrium, the force spectrum arising from the Bell the-
ory is largely inaccurate compared to the model-based
spectrum. This result called into question the utility of
the Bell rate in studying forced escape processes. How-
ever, a short time later Lin et al. [18] showed that, under
a small constant force, any escape rate should reduce to
the Bell rate, whereas at large forces a model-based rate
is required.
The findings of Lin et al. [18] for systems under a
constant load lead to a number of important issues for
systems under dynamic loading. Their analysis suggests
that the dynamic spectra derived from either the Bell or
model-based theories are not competing models, but are
actually complements of the complete spectrum. Thus
one requires at least two solutions: one for slow f˙ based
on the Bell theory, and another for fast f˙ based on a
model-based theory. Since there is no clear definition of
when either theory should be used, one must pre-suppose
which regime the data are acquired in. Ultimately, to al-
leviate uncertainty in data fitting and modeling, a force
spectrum that is accurate for arbitrary loading rates is
desirable.
To address the issues raised above, we now aim to de-
rive the complete dynamic force spectrum. Consider a
Brownian particle diffusing within a potential until over-
coming an energy barrier to escape. When the par-
ticle damping coefficient, η, is large, the spatial den-
sity of states, W (x, t), of an ensemble of such parti-
cles is governed by Smoluchowski’s equation of motion
∂tW (x, t) = kBTη ∂x(∂x+
1
kBT
∂xV (x, t))W (x, t). Here the
potential V (x, t) = U(x) − fx is the combination of the
intrinsic energy landscape, U(x), and the bias due to the
applied force field, fx (see Fig. 1). It is assumed configu-
rational relaxation of the system occurs over a timescale
much smaller than the measurement timescale. We fur-
ther assume the process to be adiabatic, that is, dissi-
pation of energy due to viscous drag is negligible. This
is justified by considering a parabolic intrinsic potential,
U(x) = 12kmx
2, of typical bond stiffness km = 10 N/m.
The combined potential including the applied force can
be expressed as V (x) = 12km(x−ut)2− f2/(2km), where
u = f˙/km is the velocity of the potential minimum.
In this example, the mean position of W (x, t) lags be-
hind the equivalent quasi-static (canonical) distribution
by δx = ηu/km [19]. Even under a fast loading rate of
f˙ = 100 µN/s, and reasonable damping of η = 10−8 kg/s,
this gives a clearly negligible lag of only δx = 10 fm.
Therefore, we treat the density of states within the po-
tential as quasi-static, and invoke Kramers’ solution [9]
of Smoluchowski transport over a barrier at each instance
in time. Kramers’ escape rate for various model energy
landscapes are given elsewhere [20]. Here we begin by
considering a fairly generalized escape rate in the pres-
ence of a force field [7],
k(f) = v0(1− f/fc)b−1e−U0(1−f/fc)b/kBT , (1)
where fc = bU0/x‡ is the critical field at which the bar-
rier to escape vanishes. The parameter b selects the
particular model of the potential energy well: b = 3/2
models a linear-cubic potential [7] (see Fig. 1), b = 2
models a harmonic potential, and b = 1 recovers the
phenomenological theory [17]. In the context of field in-
duced switching in magnetic materials, b = 2 is used
when the applied field is parallel with the anisotropy
vector, whereas b = 3/2 for more general orientations
[21]. Qualitatively, the harmonic potential idealizes the
normally anharmonic form of most physical potentials.
Therefore, in most cases the asymmetric model given by
b = 3/2 is the appropriate choice.
For each observation it is assumed that the field is
increased until a single escape event occurs. Thus we
assume barrier re-crossing is suppressed by experimental
circumstances, such as the directionality of the applied
field. This scenario is described by a first order rate pro-
cess, dp(t)/dt = −k(t)p(t), where p(t) is the probability
escape has not occurred up to a time t. It is convenient
to convert this process from a time to force dependence
(f˙ = df/dt), ∫ p
1
dp′
p′
= − 1
f˙
∫ f
0
k(f ′)df ′. (2)
Using Eq. (1) in Eq. (2) yields the inverse of the cumu-
lative distribution function of escape fields (p−1 ≡ f(p)),
f(p) = fc
{
1−
[
1− kBT
U0
ln
(
1− lnp
X
)]1/b}
, (3)
where,
X ≡ v0e
−U0/kBT fckBT
f˙bU0
=
k0kBT
f˙x‡
. (4)
The mean escape field is then given by 〈f〉 = ∫ 1
0
f(p)dp,
which cannot be carried out analytically. To avoid ex-
panding near a particular loading regime we take the
next significant inner function, α ≡ ln(1 − lnp/X), and
treat f as a function of the new random variable α. Av-
eraging over the expansion of f(α) around 〈α〉 we find,
〈f〉 = f(〈α〉) + 12f ′′(〈α〉)σ2α + · · · . When b = 1 we have〈f〉 = f(〈α〉), and for b close to unity the second and
higher derivatives of f(α) contribute negligibly to the
mean. Given that most models of forced barrier cross-
ing will have 1 ≤ b ≤ 2 (see discussion on b above), the
higher order terms in 〈f〉 can be neglected in favor of
the leading term f(〈α〉). Evaluating 〈α〉 = ∫ 1
0
α(p)dp,
we find the complete mean escape field is given by the
transcendental equation,
3FIG. 2: Non-linear least-squares fit of Eq. (5) (solid curve
passing behind points), with b = 3/2, against Brownian dy-
namics simulations of forced escape (open circles) from a
Morse potential (drawn in the lower inset). Fit results give
U0 = 9.49 ± 0.04 kBT , x‡ = 3.14 ± 0.03 A˚ (arrow), and
k0 = 36.45 ± 1.41 s−1. From simulations at zero force the
intrinsic rate is found to be k0 = 37.06 s
−1. Equations (7)
(dashed curve, converging at low f˙) and (8) (dotted curve,
converging at high f˙) are shown for comparison. Upper in-
set displays the variance in the simulated escape forces (dia-
monds) compared to Eq. (6) (solid curve), and the high-force
approximation (dashed curve, see text), calculated at the fit-
ted parameter values.
〈f〉 ∼= fc
{
1−
[
1− kBT
U0
eXE1(X)
]1/b}
, (5)
where E1(u) =
∫∞
u
e−s
s ds is the exponential integral.
Equation (5) is a complete dynamic force spectrum for
single barrier potentials, and is the main result of this
Letter. Note that using eXE1(X) ≈ ln(1 + e−γ/X),
where γ = 0.577 . . . is the Euler constant, gives a use-
ful interpolation to Eq. (5). Likewise, the variance in
the escape field distribution, σ2f = 〈f2〉 − 〈f〉2, can be
estimated by σ2f ∼= f ′(〈α〉)2σ2α. Expanding α(p) around
the (constant rate) mean probability, p = 1/e, gives to
leading order, σ2α ∼ 1/(1+X)2, and the variance follows
as,
σ2f
∼=
[ kBT
x‡(1 +X)
]2[
1− kBT
U0
eXE1(X)
]2/b−2
. (6)
The performance of Eqs. (5) and (6) are demonstrated in
Fig. 2 by comparison against Brownian dynamics simu-
lations. While Eq. (6) is asymptotically correct at both
high and low f˙ , it underestimates the simulated data
for intermediate loading rates. A high-force approxima-
tion for the variance has been found previously [7, 17],
σ2f
∼= 16 [pikBT/x‡]2[kBTU0 ln(Xe1+U0/kBT)]2/b−2, which fol-
lows the data well at intermediate and large loading rates
(see Fig. 2 inset).
The familiar models used for studying forced barrier
crossing are special cases of the complete spectrum pre-
sented here. For example, when the loading rate is very
small (f˙ ∼ 0), or when the barrier to rupture is very large
(kBT/U0 ∼ 0), Eq. (5) reduces to,
〈f〉 ≈ kBT
x‡
eXE1(X) + · · · . (7)
Equation (7) is the exact result retrieved from evaluat-
ing the mean escape field under the Bell escape rate [22].
Furthermore, by taking the large f˙ limit of Eq. (7) we find
the model frequently used for analyzing single molecule
bond rupture data [5, 6, 11, 22], 〈f〉 ≈ kBT
x‡ ln(e
−γ/X).
Therefore, all of the simple model landscapes (defined by
b) converge to a universal spectrum given by the phe-
nomenological Bell theory. Such general behavior can be
reconciled by considering that for slow loading rates the
shape of an underlying landscape is minimally perturbed
before the average escape event occurs [18]. Thus the
small lowering of the activation barrier is the primary
contributor to the escape dynamics. Given that Eq. (7)
arises from a minimal description of the underlying po-
tential (contained in x‡), the practical significance of this
result is that the parameters of Eq. (7), for small load-
ing rates, are independent of the landscape shape. The
fact that the phenomenological result describes the en-
tire spectrum in the limit U0 → ∞ implies that larger
barriers extend the range of validity of Eq. (7). This
may explain why a vast amount of experimental investi-
gations [5, 6, 10, 11, 13, 22, 23] have matched well against
the phenomenological theory. This also underscores the
importance of sampling f˙ over several orders of magni-
tude, otherwise fitting Eq. (5) to experimental data may
result in an ambiguous value for U0.
Alternatively, taking a direct expansion of Eq. (5) in
the large f˙ regime (X ∼ 0) leads to,
〈f〉 ≈ fc
{
1−
[
1− kBT
U0
ln
e−γ
X
]1/b}
+ · · · , (8)
which is the asymptotic result found previously [7] for
general over-damped barrier crossings. Equation (8),
and similar approximations, have been explored in the
context of field switching in domain-wall junctions [16],
magnetic nanoparticles [1, 4], and the rupture of sin-
gle molecule bonds [8, 17, 18, 24]. Eq. (8) is accurate
when systems are driven quickly away from equilibrium,
but deviates for small f˙ , and becomes negative when
f˙ . k0kBT/x‡. Experimental deviations from Eq. (8)
for small f˙ should not be considered anomalous, and can
be modeled appropriately using Eq. (5).
Finally, the model presented here is applied to experi-
mental data of forced barrier crossing from two different
4FIG. 3: (a) Fit of Eq. (5) (solid curve, b = 3/2) to
biotin-avidin bond rupture data (4) reproduced with per-
mission from [23], copyright 1999 by Macmillan Publishers
Ltd: Nature. (b) Mean switching field 〈H〉 versus sweep-
rate (H˙ ≡ dH/dt) for a single molecule magnet at tempera-
tures from 0.4 K (upper most spectrum, ◦) to 2.6 K (bot-
tom most spectrum, ×), in 0.2 K increments; reproduced
with permission from [1], copyright 2005 by the American
Physical Society. Globally fitting to these spectra yields
v0 = 1.21 ± 0.31 × 108 s−1, µ0Hc = 6.15 ± 0.06 T, and
U0/kB = 50.65 ± 0.68 K. Using the fitted parameters, the
right panel in (b) shows scaling of the data onto a single mas-
ter curve (see text) for temperatures above 0.8 K.
systems. Shown in Fig. 3(a) is the dynamic rupture
spectrum of the biotin-avidin bond reproduced from Ref.
[23]. Equation (5) fits remarkably well over the more
than million-fold range of loading rates explored. The
fitted energy barrier height of U0 = 4.93± 0.23 kcal/mol
and transition state of x‡ = 3.07 ± 0.22 A˚ matches very
well with the energy landscape rigorously reconstructed
from the same data [25]. Figure 3(b), shows the low tem-
perature magnetization reversal of a single-chain magnet
taken from Ref. [1]. The spectra at temperatures above
T = 0.8 K were globally fit to Eq. (5), with b = 2.
The data are then plotted as the mean switching field
against {T ln[a/(1 + cH˙)]}1/2, with a = eU0/kBT and
c = e−γbU0/(v0HckBTe−U0/kBT ), where we have used
the interpolative approximation to Eq. (5). This results
in a linear scaling of the data for both the intermediate
and high temperature data (right panel of Fig. 3(b)).
As expected, the data taken below 1 K deviate from the
scaling due to quantum tunneling [1].
In summary, the primary result of this work provides
a complete dynamic force spectrum (Eq. (5)). The solu-
tion bridges two prominent approximations which were
recently predicted to represent limiting regimes. This re-
sult explicitly demonstrates that for single-barrier states
loaded slowly by an external field, the force spectrum can
be universally modeled by the phenomenological Bell hy-
pothesis. Equation (3) may find use in monte carlo mod-
eling of complex systems, such as protein unfolding [26],
where individual transitions can be pseudo-randomly se-
lected by inverse transform sampling [27]. The theory
presented here is general to a broad range of condensed-
matter and materials science studies of dynamically-
forced, thermally activated transitions in single-molecule
systems.
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