Absrruct-An ( n, k, d) linear code over F = GF( q) is said to be ntcrximunt dktunce separable (MDS) if d = n -k + 1. It is shown that an (II, k, FI -k + 1) generalized Reed-Solomon code such that 2 I k 5 n -1 ((I -1)/2] (k + 3 if q is even) can be extended by one digit while preserving the MDS property if and only if the resulting extended code is also a generalized Reed-Solomon code. It follows that a generalized Reed-Solomon code with k in the above range can be uniqueb extended to a maximal MDS code of length q + 1, and that generalized Reed-Solomon codes of length y + 1 and dimension 2 < k I 1 q/2] + 2 (X ;t 3 if q is even) do not have MDS extensions. Hence, in cases where the (q + 1, k ) MDS code is essentially unique, (n, k) MDS codes with n > q + 1 do not exist.
I. INTRODUCTION L ET q be a positive power of a prime. An (n, k, d) code C over the finite field F = GF(q) is called maximum distance separable (MDS) if d = n -k + 1. Since for every linear code we have d I n -k + 1 (the Singleton bound [9, p. 331) MDS codes are optimal in the sense that they achieve the maximum possible minimum distance for given length and dimension. MDS codes and their properties are treated in [9, ch. 111, which also presents the important connection of MDS codes to certain constructions in finite geometries. In particular, it is known that for k > 1 the length of MDS codes of dimension k over F is upper-bounded by a maximum m(q, k). For k 2 q, it is readily verified that m(q, k) = k + 1, but finding the exact value of m(q, k) for 2 I k < q is a well-known open problem. The widely believed conjecture is that m( q, k) = q + 1 in the aforementioned range of k, except for the cases k = 3 and k = q -1 with q even, in which case m( q, k) = q + 2. This conjecture has already been proved for some values of q and k, for example, for k = 2 (trivial), or 3 < k I 5 (Segre [lo] , [ll] , Casse [l] ), or q I 11 (Maneri and Silverman [7] , [S] , Jurick [6] ), or q > (4k -9)2 (Thas [12] ). Other important contributions to the determination of m(q, k) and to the characterization of maximal MDS codes (in geometric terms) are the papers of Casse and Glynn [2] , [3] , and Thas [13] , [14] . Extensive bibliographies can be found in [5] and [9] .
Reed-Solomon codes [9, ch. lo] are probably the bestknown family of MDS codes. These codes are a special case of a larger family of MDS codes, referred to as generalized Reed-Solomon (GRS) codes [9, ch. 10, sec. 81 . C is called a GRS code if it has a generator matrix G = [gji] with entries of the form Here, (pi, (Ye; * ., (Y, are distinct elements of F; ui, u2,. . . , u,, are nonzero (not necessarily distinct) elements of F. We define 0' = 1. The elements 'pi, (Y*; . ., (Y, will be referred to as the column generators of G (or C), while the elements 01, Q,' * *, u, will be referred to as the column multipliers. G will be called the canonical generator matrix of C. Clearly, GRS codes as defined before exist for any length n _< q. GRS codes can be extended, while preserving the MDS property by appending to G an extra column of the form (0,O; . ., u)', with u # 0 [9, ch. 11, sec. 51. Using an abuse of notation, we shall say that the extra column has column generator cc and column multiplier u. The resulting code is called a generalized doubly extended Reed-Solomon (GDRS) code. The reason for using the adjective "doubly extended" is the following: basic Reed-Solomon codes are defined as having nonzero elements of F as column generators (usually the generators are successive powers of a field element whose order is the codelength, so that the code is cyclic. This is not required for GRS codes). An extended code is obtained by using zero as a column generator, while a doubly extended code is obtained by using the column generator co. In this paper, we shall refer to all of these generalizations of the Reed-Solomon construction as GDRS codes. When necessary, we shall distinguish between proper GDRS codes (i.e., those that use cc as a column generator) and GRS codes (those that do not). GDRS codes exist for any length n<q+l.
In this paper, we prove that for 2 5 k I [q/2] + 2 (except for k = 3 when q is even) GDRS codes of length q + 1 cannot be further extended while preserving the MDS property. Our results imply that for 2 I k I [q/2] + 2, if a unique (q + 1, k) MDS code exists over F, then m (q, k) = q + 1 and, by a duality argument, also m (q, q + 2 -k) = q + 1. Here, uniqueness is defined up to the following equivalence relation: two codes C, and C, over F are said to be equiualent if a permutation 7~ on { 1,2,. . +, n} OOlS-9448,'86,'0500-0349$01.00 01986 IEEE IEEE TRANSACTIONS  ON INFORMATION  THEORY, VOL. IT-32, NO. 3, MAY 1986 and n nonzero constants ul, a2,. . . , a,, E F exist such that This definition is extended to p = 00 by defining
Uk(OO) = (0,o; * *,l)'.
Clearly, the construction of a GDRS code of length q + 1 The canonical generator matrix G of C is over F is unique up to this equivalence. For odd q, almost all known MDS codes of length q + 1 are GDRS. A recent G = [u~u(al) u~u~(cY~) .-a u,u"(a,)].
example, due to Casse and Glynn, and presented by The following theorem presents the main result of this Hirschfeld in [4] , shows a (10,5) MDS code over GF(9) paper. which is not GDRS. This example disproves the previously believed conjecture that MDS codes of length q + 1 over GF(q) (odd q) are GDRS. The result on GDRS codes of length q + 1 will be obtained as a corollary of a more general statement, presented as Theorem 1 of Section II. We prove that a GDRS code of length n and dimension k such that 2 I k I n -I( q -1)/2] can be extended by one digit, while preserving the MDS property, if and only if the resulting code is also GDRS. It follows that an (n, k) GDRS code over GF(q), with 2 5 k s n -I( q -1)/21, can be uniquefy extended to an MDS code of length q + 1, which is GDRS and which cannot be extended further. Theorem 1 and its corollaries are presented in Section II, where we also show that the limitation of the range of k is necessary and tight in some cases. The proof of the theorem is presented in Section III, along with some preliminary lemmas.
The results of this paper are similar in flavor to the results of Thas in [12] , once the language gap between our algebraic coding-theoretic approach and his geometric approach is closed. The results of [12] cover a much smaller range of values of k and n for a given odd q, namely, 2 I k < n -(q -(& + 5)/4). In that range, however, the results of [12] are very strong. He proves that every MDS code with k in the foregoing range is GDRS and can be uniquely extended to a maximal GDRS code of length q + 1. Hence, in fact, the m(q, k) = q + 1 conjecture is proved for 2 I k < (fi + 9)/4, with q odd.' For the sake of comparison, the results of [12] are presented in Section II, translated to the language of algebraic coding theory.
II. STATEMENTOF MAINRESULTS
Let C be an (n, k, n -k + 1) GDRS code over F = GF(q). Denote by OL the vector of column generators of C, and by v the vector of column multipliers of C, that is a = (a,, c$?' *. > a,), and v = (u,, 02,. . .> u,,) where the (Y;, 1 I i I n, are distinct elements of F U { CQ} and the v, are nonzero elements of F. Then, we denote C by GDRS (n, k, OL, v). Let k be any positive integer and let p be an element of F. We denote by uk(p) the column vector Theorem 1: Let C be a GDRS (n, k, (Y, v) code over F = GF (q) such that 2 I k I n -I( q -1)/2] ; let G be the canonical generator matrix of C; and let g be a k-dimensional column vector over F. Then the extension of C generated by the matrix2 [Gig] is MDS if and only if either 1) g = u . uk(p), where u E F -{0}, /3 E F u {co}, and p is not a column generator of C, or 2) q is even, k = 3, and g = u . (O,l, O)T for some u E F -(0).
It follows from Theorem 1 that the condition n 2 k + lb -WI .
1s sufficient to ensure that every MDS extension of an (n, k) GDRS code must also be GDRS (except for k = 3 with q even, when another well-characterized extension is possible [9,p. 3251). It remains an open problem to determine, in general, whether the foregoing sufficient condition is also a necessary one. However, this can be proved in some cases. For k = 3 and q 2 7, with q f 1 (mod4), MDS codes of length I( q + 5)/2j exist which are maximal in the sense that they do not have MDS extensions (hence they are not GDRS) and which are extensions of GDRS codes of length n = [(q + 3)/2]. Noticing that for this value of n and for k = 3 we have n = k -1 + /(q -1)/21, we conclude that the condition of Theorem 1 is necessary in these cases. The construction of the maximal codes mentioned earlier is shown in [5, ch. 91 , in the language of finite geometries. In that language, the columns of the generator matrix of an (n, k) MDS code over GF (q) form an n-arc in the finite projective geometry PG (k -1, q). An n-arc that cannot be extended to an (n + 1)-arc is called complete. An n-arc of length n = m( q, k) is an oual. The columns of the generator matrix of a GDRS code of dimension k over GF (q) are points on a normal rational curve in PG (k -1, q) (a conic if k = 3). Another good source for a wealth of geometric results on n-arcs, mostly for the case k = 3 (plane projective geometries), is [5] .
The main result of Theorem 1 can be expressed in geometric terms as follows.
Theorem 1': For k 2 2, and k f 3 if q is even, an n-arc in PG (k -1, q) not contained in a normal rational curve has at most k -1 + [(q -1)/21 points in common with a normal rational curve. all the elements of F U {cc} are column generators of C. This leads to the following corollaries of Theorem 1. Corollary I: Let C = GDRS (q + 1, k, (Y, v) over F = GF (q), with 2 < k I 1q/2] + 2, and k # 3 if q is even. Then, no extension of C is MDS.
Proof: Substitute n = q + 1 in Theorem 1 and note that, since all the elements of F u {co} are column generators of the code, condition 1) of the theorem cannot be satisfied, while condition 2) does not apply.
Q.E.D.
Corollary 2: Let C = GDRS (n, k, (Y, v) over F = Theorem 2 (Thus [12]): Assume q is odd. Then every (n, k) MDS code over GF(q), such that k + q -(fi -i-5)/4 < n I q + 1, can be uniquely extended to a maximal (q + 1, k) MDS code, which is GDRS.
As in the remark following Corollary 2, the result in [12] is slightly stronger and refers to the generator matrices rather than to the codes. GF (q), with 2 < k I n -[(q -1)/2], and k # 3 if q is even. Then C can be uniquely extended to a maximal MDS code of length q + 1, which is GDRS.
Corollary 5 (Thas [12] ): Every (n, k) MDS code over GF(q), such that q is odd and k + q -(& + 5)/4 < n ~q+l,isaGDRScode.
Notice that Corollary 5 implies, in particular, that for odd q and k < (& + 9)/4 there is a unique (q + 1, k) MDS code over GF(q).
Proof: By Theorem 1, the only possible MDS extensions of a GDRS (n, k, (Y, v) code with 2 I k I n -[(q -1)/2], and k # 3 when q is even, are also GDRS. Since the extended codes also satisfy the hypotheses of Theorem 1, the extension process can continue until we reach the maximal GDRS code of length q + 1 over GF (q), which is unique and, by Corollary 1, does not have any MDS extension.
In fact, Theorem 1 implies the following slightly stronger Theorem 3 (Thas [12] ): If q is odd, k 2 2, and (4k -9)2 < q, then m(q, k) = q + 1.
III. PROOFS
We start with a series of lemmas that will be used in the proof of Theorem 1.
Lemma 1: Let y and (I, (Ye,. . . , (Ye be elements of F, and let M be the (k + 1) x (k + 1) matrix over F defined by uniqueness result: under the conditions of Corollary 2, any generator matrix G of C can be uniquely extended to the generator matrix G' of a (q + 1, k) GDRS code. Matrix uniqueness here is up to permutation of columns and multiplication of columns by scalars. Notice that, in general, it is possible for a generator matrix G to be extended in two different ways to unequivalent matrices G' and G", with G' and G" generating equivalent (or even identical) codes. (1)
Proof: Assume C is a (q + 2, k) MDS code over GF(q). If the (q + 1, k) MDS code is unique, then it must be GDRS, and C is its extension. Since 2 I k I [q/2] + 2, this contradicts Corollary 1. Also, since the dual of a (q + 2, q + 2 -k) MDS code is a (q + 2, k) code [9, p. 3181, nonexistence of a (q + 2, k) code implies nonexistenceofa(q+2,q+2-k)code.
Using the language and methods of finite geometries, 
I] r=O where m, is the minor corresponding to the element x' in the first column of B(x). From the definition of M, it follows that IT-32, NO. 3, MAY 1986 and, by (2) we have
j=l Finally, the claim of the lemma follows by substituting (4) and (5) in (3). Q.E.D.
Lemma 2: Let F = GF(q), q > 3, and let S be a subset of r distinct elements of F such that I( q -1)/2] + 2 < r < q. Let b E F -(0) and let k be an integer such that 2 < k < r -[(q -1)/2]. Then, for any subset T= { a1, a2,' ' ', a&2 } of S, of cardinality k -2, two elements (Ye ~ i and (Ye exist in S such that the vector w = u"( al) + b.Uk( Co) ' lies in the linear span (over F) of the vectors d(a,); . .) Uk(cxk).
Proof We want to prove that there exist two elements ak-13 ah in S, and k -1 coefficients c2, c3,. . . , ck in F such that w = i: CiUk(a;).
i=2 Equation (6) implies that the vector b . uk(oo) is in the linear span of ~~(a,),. . ., z8(ak). Since uk(cc) is linearly independent of any k -1 such vectors, we conclude that all the (Y,, 1 I i I k, should be distinct. In particular, we will require that cyk-i f (Ye and that both ak-i and (Ye be distinct from any of (pi,. . . , akP2. Consider the matrix w= [WUk(a2) *'* Uk(ak)].
(7) It can be readily seen that W differs from a Vandermonde matrix only by the addition of b to the entry a[-' in the lower left corner. Hence the determinant of W is given by fi(a;--ai) Equation (10) has at most two roots in F, which will be denoted pi and &. If q is even, then /?i = &. Choose ah-i such that and ak-l # a;> l<i<k-2,
ak-l ' bj> j = 1,2, (12) ffk-1 E s.
(13) These constraints leave at least r -k elements (r -k + 1 if q is even) of S to choose akP1 from. For a given choice Of ak-], (9) is satisfied if we choose
Denote the right side of (14) by f( (Ye _ 1) where the function f is defined on the set F -{al}. It can be readily verified that f is one-to-one and onto the set F -{al}. Therefore, ak + a1, and for ak-i satisfying (12) we must have (Ye f (Ye-1 (otherwise, (Ye-1 would be a root of (lo), contradicting (12)). Consider the (at least) r -k values (Ye = f(akel) obtained by substituting values of akPl which satisfy (11))(13). We claim that at least one of these values of LY~ satisfies and ak =+ ff,, 2<i<k-2,
Lyk E s.
(16) The claim follows from the fact that exactly q -r + (k -3) elements of F violate either (15) or (16). By the hypotheses of the lemma, we have k 2 r -I( q -1)/2], which implies that r -k > q -r + (k -3). Hence at least one (Ye satisfies both (15) and (16). Clearly, the pair tik-i, (Ye chosen so that akel satisfies (ll)- (13) and (Ye satisfies (14) and (15) fulfills the requirements of the lemma.
Let G be the canonical generator matrix of a GDRS (n, k, (Y, U) code over F = GF (q). We say that a column uiuk(ai) is singular if (Y, = cc and regular otherwise. The following lemma is a direct consequence of Lemma 2.
Lemma 3: Let G be the canonical generator matrix of a GDRS (11, k, ct, v) code over F, where 2 < k c n -[(q -1)/2], and let g E Fk be a column vector such that g Z b . uk(co) for any b E F, and g can be expressed as a linear combination of k -1 columns of G. Then g can be expressed as a linear combination of k -1 regular columns of G.
Proof: Trivially, the lemma is true if all the columns of G are regular or if the original linear combination of columns of G giving g involves only regular columns. Hence we assume that
where g,; . ., gk-2 are regular columns of G, g, is the singular column of G, a,; . ., akp2, a, are scalars from F, and ace # 0. Since g is not a scalar multiple of uk(co), we must have a," # 0 for some 1 I i, I k -2, say i, = 1 (this also implies that k > 2). Let r = n -1, S be the set of generators of the regular columns of G, and let T be the set of generators of the columns g,, . . . , g,-,. Then, by Lemma 2, the vector a,g, + aoagm can be written as a linear combination of the columns g,, . . *, g,-, and two additional regular columns g,-,, g, of G. Substituting for a1g1 + amgm
in (17), we obtain g as a linear combination of k -1 regular columns of G.
The following lemma presents a well-known property of MDS codes, a proof of which can be found in [9, ch. 111.
Lemma 4: An (n, k, d) code C is MDS if and only if every k columns of a generator matrix G of C are linearly independent.
We can now prove Theorem 1.
Proof of Theorem 1: The "if" part corresponds to the construction of GDRS codes, which are well-known to be MDS, and to the exceptional case when k = 3 and q is even, which is analyzed in [9, ch. 111. Hence we concentrate on the proof of the "only if" part. We shall first prove it for proper GDRS codes. The proof for GRS codes will follow in a straightforward way.
Let C be a proper GDRS(n, k, CL, v) code, with canonical generator matrix G, and such that 2 I k 2 n --dJo; g ;)$I.
We shall prove that for every column , either 1) 2) 3) g = u . u k( p), where U, /3 E F, u f 0, and /3 is not a column generator of G, or k = 3, q is even, and g = (0, U, O)r for some u # 0, or g can be expressed as a linear combination of k -1 columns of G, in which case, by Lemma 4, [Gig] does not generate an MDS code.
The proof will proceed by induction on k. The theorem is clearly true for k = 2, since every nonzero g E F 2 is equal to u . u2( p) for some /I E F U {cc}, and, if /3 is a column generator of G, then g is a scalar multiple of a column of G. The proof for k = 2 serves as the induction basis for the case where q is odd. When q is even, the case k = 3 brings the exceptional condition 2) above and will be treated separately. This will leave k = 4 as the basis for the induction. For the sake of continuity in the proof, we shall proceed now with the induction step, and we shall deal with the cases k = 3 and k = 4 (q even) later on. Thus we assume the validity of the theorem for some k 2 2 when q is odd, and for some k 2 4 when q is even, and we prove it for k + 1. Let Gk+l be the generator matrix of a GDRS (n, k + 1, (Y, v) code, where k + 1 I n -I( q -1)/2], and let G, be the generator matrix of a GDRS (n, k, OL, v) code. We assume, without loss of generality, that (Y, = co. Notice that G, consists of the first k rows of Gk+l except in the singular column where unuk( cc) replaces the first k entries (zeros) of u,~~+l(cc). Let g E . By a simple counting argument, it follows that at least one of the pairs Q, will consist of two distinct regular column generators of Gk+l, different from L~I,; . ., a,,-,. Case 2: gk # b. uk(m) for any b E F, and gk can be expressed as a linear combination of k -1 columns of G,. Since the conditions of Lemma 3 are satisfied, we may assume that the linear combination does not include the singular column of G,. Therefore, g can be expressed as a linear combination of the k -1 columns which give gk in G, (extended to length k + l), plus a suitable scalar multiple of uk+l(m), h c osen so that the value y is obtained in the (k + 1)st entry.
Case 3: gk # b . uk(cc) for any b E F, and g" cannot be expressed as a linear combination of k -1 columns of G,. Hence gk can be appended to G,, while preserving the MDS property. By the induction hypothesis, gk = v . uk( X), where u # 0 and X is not a column generator of G, (and hence also not of G,,,). Let b = y/u -hk. Then, g = u . [&~'(x> + b . uk+l (co) ]. If b = 0, we have g = u . uk+ ' X ( >> and condition 1) in the claim of the theorem is satisfied. Assume b f 0. Then, using Lemma 2 with r = n, s = {A, (x2,"', (Y,~}, we obtain that g can be expressed as a linear combination of k columns of Gk+r. This completes IT-32, NO. 3, MAY 1986 the proof of Theorem 1 for proper GDRS codes, condi-ACKNOWLEDGMENT tional on the proofs of the cases k = 3 and k = 4 with q even. We are grateful to the anonymous referees for their Consider now the case k = 3 with q even. Trying to thorough review of the paper and for their useful suggesapply the induction step from k = 2 to k = 3 will fail for tions. In particular, the geometric formulation of our main vectors belonging to Case 1, with 6 = 0, that is when result, Theorem l', is due to one of the referees. g = b . (0, LO)'. In this case, we will not be able to satisfy p # 0 in (20), as required in the proof. Indeed, as it is known [9, ch. 111, such a column g can be appended to the canonical generator matrix of a GDRS (n, 3, OL, u) code over GF(2"'), while preserving the MDS property. This corresponds to condition 2) in the claim of Theorem 1 ("if" part). The "only if" part follows from the fact that the proof of Theorem 1, as presented, fails only in the mentioned case, being correct in all other cases.
The case k = 4, q even, is proved by applying the induction step from k = 3 to k = 4. However, due to the singular case mentioned earlier, the proof that a column vector of the form g = (0, b, 0, y)', b f 0, is a linear combination of three columns of the generator matrix G4, is incorrect. This case is easily handled by applying the induction step on the reversed vector z = (y, 0, b, O)', and for the generator matrix G$ having al ', 1 * . , cw;' as column generators (0 goes to cc and cc goes to 0). This will use the induction hypothesis for the vector ( y, 0, b)T, which is covered by the proof of the case k = 3, and will express z as a linear combination of three columns of G$. The translation to an expression for g as a linear combination of three columns of G4 is straightforward.
Finally, it remains to prove Theorem 1 for GRS codes. This is achieved by observing that any GRS (n, k, a, u) code with canonical generator matrix G can be extended to a proper GDRS (n + 1, k, (Y', v') code with canonical generator matrix G' = [G]u"(co)]. Now, according to Lemma 3, any vector g E Fk -{b * Us, b # 0}, which can be expressed as a linear combination of k -1 columns of G', can be expressed as a linear combination of k -1 regular columns of G', which are also columns of G. Hence G can be extended by a column g, while preserving the MDS property if and only if either g is a singular column (obtaining G'), or g can also extend G'.
