Abstract. The goal of this paper is to present a set of predictions generated by detailed compartmental models regarding the ways in which information may be processed, encoded and propagated by single cells and neural assemblies. Towards this goal, I will review a number of modelling studies from our lab that investigate how single pyramidal neurons and small neural networks in different brain regions process incoming signals that are associated with learning and memory. I will first discuss the computational capabilities of individual pyramidal neurons in the hippocampus [1] [2] [3] and how these properties may allow a single cell to discriminate between different memories [4] . I will then present biophysical models of prefrontal layer V neurons and small networks that exhibit sustained activity under realistic synaptic stimulation and discuss their potential role in working memory [5] .
INTRODUCTION
Understanding how the brain works remains one of the most exciting and intricate challenges of modem biology. Despite the wealth of information that has accumulated during the past years regarding the molecular and biophysical mechanisms underlying neuronal activity, similar advances have yet to be made in understanding the rules that govern information processing and the relationship between structure and function of a neuron.
Computational models provide a theoretical framework along with a technological platform for enhancing our understanding of nervous system functions. Certain tools are suitable for efficiently analysing and interpreting complex datasets, such as multi-channel recordings from hundreds of neurons, whereas others are used to simulate the activity of single cells, neural networks or systems of networks at various levels of abstraction. The development and apphcation of such modelling tools enable researchers to quantitatively investigate several hypotheses within interactive models of the systems under study. When used in conjunction with experimental techniques, these models facilitate hypothesis testing and help to identify key follow-up experiments.
In this review, I will discuss a number of computational studies from our lab in which reahstic biophysical models are used to elucidate the computational tasks performed by single neurons and small networks. I will focus on neuron models that incorporate a significant level of detail and compare modelling predictions with experimental findings.
METHODS
The models presented here are all built and run within the NEURON simulation environment [6] and consist of multiple compartments each of which is represented as an electrical circuit, as depicted in Figure 1 . They contain detailed representations of numerous biophysical mechanisms known to be present in these cells, such as ion channels, ion pumps and synaptic receptors. The morphology of our single neuron models is quite elaborated. similar to that of respective real cells, while the dendritic tree of neurons that are part of a network model is morphologically simplified. B dca Vafes FIGURE 1. The neuron as a multi-compartment model. A. The elaborated dendritic morphology of a pyramidal neuron is represented as a series of small electrical circuits. B. Biophysical mechanisms in each dendritic or spine compartment are modeled as resistance, source or capacitance units.
RESULTS
Whether incredibly simple as bipolar cells in the retina or immensely complex as Purkinje cells in the cerebellum [7] , most neurons are composed of three major structural units: the dendrites, the soma (cell body) and the axon. For the past few decades, axons and dendrites were considered to be simple transmitting devices that communicate signals to and from the soma in which thresholded computations take place. As a result, neuronal cells were initially represented as spherical point neurons, consisting only of a cell body, and information transfer was thought to lie entirely in their average firing rates [8] . However, primarily computational and, more recently, physiological studies have shown that variations in morphology and ionic conductance composition of different neurons are there for a reason: to provide the cell with enhanced computational capabilities far outreaching those captured by a point neuron. Our work focuses on understanding these computational skills and providing a hnk between neural arithmetic and memory functions that can be performed either by individual cells or by small neural networks.
Dendrites as Point Neurons, Neurons as Neural Networks
It is now well established that dendrites of CAl pyramidal cells contain a large variety of voltage-dependent mechanisms, distributed non-uniformly throughout the dendritic tree, which heavily influence the cells' integrative behavior [9] [10] [11] [12] [13] [14] [15] [16] . There is also evidence that elemental synaptic conductances may vary systematically as a function of dendritic location [17, 18] while dendritic K^ conductances can modify the excitability properties of apical dendrites in an activity-dependent manner, reveahng a new plasticity mechanism that takes place at the level of a small branch [19] . Many questions remain, however, regarding the contributions of these highly nonlinear membrane mechanisms to synaptic integration.
To investigate the ways in which dendritic properties can influence the input-output function of hippocampal pyramidal neurons, we developed a vety detailed CAl pyramidal neuron model [1] [2] [3] that contained 17 types of ion channels -most of them distributed non-uniformly along the soma-dendritic axis-and 4 types of synaptic conductances. We first performed a number of validation studies in order to ensure that the model provides reasonable fits to a large variety of in vitro data bearing on the biophysical and integrative properties of hippocampal CAl pyramidal cells. The model was then used to investigate how dendrites integrate incoming signals that vaty both in their strength as well as their spatial location. We found that individual apical obhque dendrites of CAl pyramidal neurons act as independent computational units that combine inputs using a sigmoidal activation function and that different branch outputs are linearly combined at the cell body. Both of these predictions were verified experimentally in a layer V pyramidal neuron [20] while a recent experimental study [21] confirmed that radial oblique dendrites of CAl pyramidal neurons function as single integrative compartments. As shown in Figure 6 , layer V neocortical neurons summate linearly between-branch excitatory postsynaptic potentials (EPSPs) but implement a sigmoidal activation function for within-branch EPSPs (Fig 2B) , similar to the model predictions (Fig 2A) . Likewise, radial oblique dendrites of CAl pyramidal neurons combine synaptic inputs in a sigmoidal way (Fig 2C) , as predicted by our model neuron (Fig 6A, red traces) . In other words, thin dendritic branches seem capable of combining incoming signals according to a thresholding non-hnearity, much like a typical "point neuron." If apical oblique dendrites are individually thresholded in CAl, layer V and most likely other classes of pyramidal neurons, the question that naturally arises is what advantage does this feature offer to the mammalian brain? To investigate the benefits of having compartmentalized, non-linear subunits we presented our model neuron with a large number of high-frequency input patterns varying in their spatio-temporal characteristics and recorded the model responses [22] . We found that the average firing rate of our detailed model cell in response to hundreds of different input patterns was accurately predicted by a two-layer neural network abstraction where individual obhque dendrites provided the 'hidden' nodes and the soma acted as the output layer ( Figure 3 ). These findings suggested that the integrative properties of a highly complex, realistic model of a CAl pyramidal neuron containing more than 20 different membrane mechanisms could be described by a simple mathematical equation. Such a simplification is of great importance for future modelling efforts that try to understand the functionalities of large scale neuronal networks, since it allows the development of network models where each node (neuron) is modelled as a simplified two layer neural network instead of a full blown compartmental cell. In a fully dispersed case (left column), all 40 synapses were randomly assigned to the 37 terminal branches. In a fully concentrated case (right column), synapses were placed 8 to a branch on 5 randomly chosen branches. Mixed cases consisted of randomized assignments of 1, 2, 4, 6, or 8 synapses to varying numbers of terminal branches. Middle column shows a case with 2 groups each of 2 (blue) and 6 (yellow), plus 24 randomly dispersed synapses (green). Excitatory synapses were distributed at equally spaced intervals on each branch. A fixed set of 11 inhibitory synapses was used in all runs. Figure was adapted with permission from [22] . B. Schematic representation of a pyramidal neuron as a two-layer neural network. Radial Oblique dendrites provide the first layer of the network, each performing individually thresholded computations as shown in A and B. The outputs of this layer feed into the cell body, which constitutes the second layer of the network model. Model responses shown in A were fit by the abstract model shown in B, where U; were the number of excitatory inputs to each branch and a^ was the branch coefficient. Reproduced with permission from [23] . If single pyramidal neurons can modify their firing rate according to the spatial arrangement of incoming signals, could such a property be used to encode and transmit information about these signals to the recipient cells? To investigate this hypothesis we used a refined version of our CAl model [24] where excitatory and inhibitory synaptic mechanisms were distributed according to detailed anatomical data for these cells [25] . We used a previously published stimulation protocol [26] according to which synapses in the two primary pathways of the CAl region, namely the Stratum Radiatum (SR) and the Stratum Lacunosum Moleculare (SLM) layers, were stimulated with a delay raging from 0-450ms. The SLM pathway was always stimulated first as depicted in Figure 4A . According to the stimulation protocol, all synapses were stimulated 10 times at a frequency of IHz. However, each individual stimulus consisted of (a) a single supra-threshold pulse in the SR and (b) a sub-threshold 10-spike burst at lOOHz in the SLM. We found that as we varied the delay between the two stimulated pathways, the model response changed from bursting (short delays) to blockade of activity (long delays) in a sigmoidal-like way ( Figure 4B ). This modulation of excitability was attributed primarily to the NMDA (bursting) and GABAb (spike blocking) mechanisms since their blockade eliminated the respective enhancement and suppression effects [4] . These findings suggest that temporal information about incoming signals, such as the delay between the two stimulated pathways may be contained in the firing pattern of our model cell. Considering the results of [1, 3] whereby the spatial arrangement of synapses alone was shown to influence neuronal responses, we next sought to investigate whether the firing patterns of our model cell contain discriminatory information about both the temporal (delay) and spatial (arrangement) of incoming signals.
MODEL

Encoding of Spatio-temporal Information with Bursts
To address this question we varied both the delay between the two stimulated pathways (from 0-160ms) and the distribution of synaptic contacts (randomly placed throughout each layer vs. clustered within a few branches) and recorded the timing of each spike in the model's response. We then calculated the inter-spike-intervals between successive spikes for both diffused and clustered arrangements and used them as input to a hierarchical clustering algorithm. We found that responses to clustered signals could be clearly discriminated from responses to diffused signals for delays from 0-120ms ( Figure 5 A) . Moreover, the time-to-first spike was shown to depend hnearly on the temporal offset for both arrangements while clustered signals resulted in significantly faster responses than diffused inputs across all delays from 0-lOOms ( Figure 5B ). These results show that our model cell can clearly discriminate between clustered and diffused signals, when it utilizes the succession of spikes and the latency for the initiation of the response. Taken together, these findings suggest that a single CAl pyramidal cell may be capable of encoding and transmitting spatio-temporal information about incoming signals to the recipient cell. 
Modeling Working Memory in the Prefrontal Cortex: biophysical mechanisms underlying persistent activity
Given that single pyramidal neurons can perform all sorts of complex computations, we next seek to correlate such computations with a more physiological measure of learning and memory such as working memory. Working memory requires information to be held in the brain for short periods until the completion of a specific task, such as holding a phone number in mind until the number is actually dialed. Prefrontal cortex (PFC) is a brain area critically involved in working memory. PFC pyramidal neurons provide the necessary neural processing to establish the behavioral continuity over time by sustaining their firing rate throughout the delay period during working memory tasks [27, 28] . Although persistent activity in the PFC is well described, the underlying biophysical mechanisms have yet to be elucidated. The goal of this project is to delineate the role of synaptic (i.e. NMD A) and intrinsic (i.e. ICAN) mechanisms in the initiation and maintenance of persistent activity in a single PFC pyramidal neuron model. We use a detailed compartmental model of a layer V PFC pyramidal neuron which incorporates both structural properties and biophysical mechanisms. Specifically, our model neuron includes modehng equations for 14 types of ionic mechanisms, known to be present in these cells, as well as modehng equations for the regulation of intracellular calcium and potassium concentration [5] . Among these, a model for the calcium activated non-selective cation current (CAN conductance) is included, in order to simulate the experimentally induced Gq-coupled receptor activation in PFC pyramidal neurons and the presence of afterdepolarization.
The model cell was first vahdated to ensure that it displays (a) proper I-V curves in response to step-pulse current injections and input resistance [29] , (b) proper spike trains as well as proper backpropagating action potentials in the apical [30] and basal dendrites [31] , (c) proper synaptic responses in the apical [32] and basal dendrites [33] and (d) proper sADP generation as a result of CAN conductance activation via current clamp or synaptic stimulation. The ratio of NMD A to AMPA currents was also adjusted to ensure that the basal dendrites exhibit proper NMDA spikes [31] . When CAN conductance is inactivated, the model cell responds with a train of spikes the frequency of which raises as the NMDA conductance increases. No activity is observed after the end of the stimulus. C. When the CAN conductance is activated, the response of the cell is much stronger leading to sustained activity for large NMDA conductances (blue, red, black). Note that the duration of the persistent activity increases along with the increase in the NMDA conductance.
The vahdated model was then used to investigate the contribution of NMDA and CAN conductances to the emergence and maintenance of persistent activity. We used a simple stimulation protocol according to which a total of 50 excitatory synapses located in the basal dendrites of the model cell were stimulated for 500ms at a frequency of 20Hz. The model's response was recorded for a total of 10 seconds. As shown in Figure 6A , we found that the NMDA conductance alone was not sufficient to induce persistent firing outlasting the duration of the stimulus. Gradual increases in the NMDA conductance were associated with respective increases in the model's firing frequency but in all cases firing stopped after the end of the stimulus. When the CAN conductance was activated ( Figure 6B ) the model responses became much stronger and activity beyond the duration of the stimulus was apparent for large NMDA conductances. Interestingly, the duration of the persistent firing was positively correlated with the NMDA conductance. These results suggest that the CAN current is necessary for the initiation of persistent firing while the NMDA current plays a modulatory role. To further investigate the role of the NMDA current, we gradually decreased the CAN conductance for each one of the NMDA/AMPA conductance ratios (I, 3, 5, 10) and measured the least amount of CAN needed in order to have persistent firing. We estimated the CAN effect by measuring the resulting slow After-Depolarization-Potential (sADP). As shown in Figure 7A , the least amount of CAN activation that is needed to induce persistent firing decreases as a function of the NMDA/AMPA conductance ratio, suggesting that increased NMDA conductance lowers the amount of CAN current needed to induce persistent activity. Furthermore, the amount of NMDA current was also found to enhance the range of persistent activity duration. As shown in Figure 7B , for an NMDA/AMPA conductance ratio of 5, persistent firing either lasted less than a second or more than 10 seconds. No intermediate lengths were observed over 50 trials. However, when the NMDA conductance is doubled, persistent firing can last anywhere from I-IO seconds. In both cases, duration probabilities were estimated over 50 trials where stimulated synapses were randomly placed in the basal dendrites.
Taken together, our findings suggest that (a) the CAN mechanism is necessary for inducing persistent activity in the PFC model cell, (b) synaptic stimulation, alone, using increasing conductance of the NMDA mechanism does not induce persistent activity, (c) in the presence of both mechanisms, the role of NMDA/AMPA is modulatory: it negatively regulates the amount of CAN needed for persistent activity generation and positively expands the range of persistent activity durations.
Persistent Activity in a PFC Reverberating Microcircuit
To investigate whether our conclusions regarding persistent activity at the single cell level also hold true in the case of a more reahstic network of PFC neurons, we reduced the morphology of the detailed model cell to 4 compartments (soma, basal dendrite, proximal apical and distal apical dendrite) and built a small reverberating microcircuit. The circuit, shown in Figure 8A , consisted of four pyramidal neurons and one intemeuron model and was connected with autapses, feedforward and feedback synapses as suggested by anatomical data [34] . The intemeuron model was taken from [35] and was shghtly modified so that its basic responses and membrane properties matched those of real layer V PFC intemeurons.
Initial stimulation Feedforward synapses
Feedback synapses Autapses no CAN + CAN FIGURE 8. A. The reverberating microcircuit of PFC neurons. B. CAN conductance was found to enhance the probability of persistent activity generation in the model. The probability was computed for a total of 10 runs.
To study the contribution of CAN and NMDA conductances in persistent activity properties in the network model, we used the following stimulation protocol: a total of 50 synapses were distributed in the proximal apical dendrites of each pyramidal neuron and were stimulated 10 times at a frequency of 20Hz. The experiment was repeated 10 times where we varied the precise timing of stimulation among the 50 synapses. FIGURE 9. Effect of CAN and NMDA mechanisms on persistent activity. Al, Bl, CI: Representative traces of neuronal firing during persistent activity when the NMDA/AMPA ratio is 5, 7 and 10, respectively. A2, B2, C2: ISI histograms of a total of 10 runs of persistent activity fitted with the gaussian function when the NMDA/AMPA ratio is 5, 7 and 10, respectively and the CAN conductance is not active. As the NMDA conductance increases, the ISIs distribution becomes narrower and shifts towards smaller values reflecting an increase in frequency and firing regularity. A3, B3, C3: ISI histograms of a total of 10 runs of persistent activity fitted with the gaussian function when the NMDA/AMPA ratio is 5, 7 and 10, respectively and the CAN conductance is active. Activation of the CAN conductance results in further enhancement of the model's firing frequency.
Using this protocol we found that in the microcircuit persistent activity could be induced in the absence of the CAN mechanism. However, as shown in Figure 8B , the probability for the emergence of persistent activity was greatly enhanced when the CAN current was activated. Furthermore, both NMDA and CAN currents modulated the firing frequency of the sustained activity. As shown in Figure 9 , as the NMDA conductance increased, the frequency of persistent firing in the network also increased. Activation of the CAN conductance for different NMDA values had a similar effect whereby the firing frequency was further enhanced. Overall, our study suggests that for the emergence and maintenance of persistent mnemonic activity in layer V of the PFC, the interplay between subthreshold activity associated with the activation of the CAN mechanism, and reverberatory excitation associated with the NMDA mechanism is critical.
CLOSING REMARKS
In this paper, I presented a few projects from our lab that use detailed compartmental models of single cells and small networks to study information processing and its relation to learning and memory. One of the most important contributions of our work is that it challenges traditional views about the computational capabilities of single cells. For many years neuroscientists believed that the brain's transistor or fundamental processing unit was the neuron itself, which collects and processes incoming signals from neighbouring cells like a simple thresholded perceptron. We predicted, and others verified experimentally, that individual dendrites can do this same task enabhng the neuron itself to become a much more sophisticated computing machine. Our recent work further suggests that single cells may be capable of compacting different types of information about the network signals they receive and reliably transmitting them to their targets. We also predict that a delicate balance between single-cell and network dynamics may underhe the cellular correlate of short term memory. We hope that the insights gained from our modeling work will guide further experiments and open up new avenues for linking computational properties to behaviour, a major challenge for both modelhng and experimental studies of the future.
