In the application of adaptive flight control, significant issues arise due to limitations in the plant inputs, such as: actuator displacement limits, actuator rate limits, linear input dynamics, and time delay. A method is introduced that allows an adaptive law to be designed for the system without these input characteristics, and then to be applied to the system with these characteristics, without affecting adaptation. This includes allowing correct adaptation while the plant input is saturated, and allows the adaptation law to function when not actually in control of the plant. To apply the method, estimates of actuator positions must be found. However, the adaptation law can correct for errors in these estimates. Proof of boundedness of system signals is provided 
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Derivative of tracking error time derivative with respect to tracking error Neuron sigmoidal function, gradient of sigmoidal function
I. Introduction
The application of adaptive flight control to reusable launch vehicles, as well as other vehicles, is motivated by the potential for cost and safety improvements. However, this application brings about several design integration issues, including those related to limited control authority and flight certification.
Adaptive Flight Control for Reusable Launch Vehicles
Reducing the cost of placing payloads into Earth orbit has been a driving force in space research for several decades. To achieve the cost benefits of "airplane-like" operations, the amount of analysis and testing required per mission needs to be reduced over that currently performed. Airplane-like operations imply that payload/fuel parameters (weight and balance) and route selection are the only parameters related to flight control that are required to be updated for any flight. This is a goal for future RLV flight control, where the flight control system is designed and tested to operate within a prescribed envelope of possible choices. It has been estimated that this level of improvement could save three man-years of labor per reusable launch vehicle mission.
Launch vehicle flight control is conventionally carried out by linearizing the system at a series of operating points and gain-scheduling. Gain scheduling has a distinct drawback for the reusable launch vehicle: the number of required gains to be scheduled becomes very large. If one also requires that these gains allow for a range of possible missions, payloads, and anticipated failure modes, then this approach can become prohibitive. Several approaches are also being pursued as alternatives to gain tables for reusable launch vehicle application 1 . This includes non-traditional approaches such as sliding mode control, where issues such as actuator saturation are also being addressed 2, 3 .
In recent years, several theoretical developments have given rise to the use of artificial Neural Networks (NNs) that learn online for adaptive control of nonlinear systems. These developments are summarized in Refs. 4, 5 . The use of NN adaptive flight control has been demonstrated in piloted hardware-in-the-loop simulation and flight test on the X-36 aircraft 6, 7 . This approach has also been utilized to enable a single controller to handle multiple versions of guided munitions 8 . The fact that this architecture enables adaptation to a nonlinear and non-affine-in-control plant in real-time makes it an attractive candidate to replace reusable launch vehicle gain tables. This approach has the additional benefit that recovery from a class of vehicle component failures has been demonstrated. This latter property is being exploited in development of fault-tolerant flight control systems for civilian transport aircraft 9 and in design of high bandwidth controllers for unmanned helicopters 10 ; and it is expected to have a similar potential for the reusable launch vehicle 11 . These fault-tolerance properties also invites a comparison with other approaches to reconfigurable control 12 .
Design Integration Problems in Adaptive Control
Adaptive control theory usually considers only full authority controllers, and avoids issues related to input dynamics, saturation, and other system input characteristics by assumption. This conflicts with the fact that real systems have these characteristics.
Input Saturation and Non-Adaptive Controllers
Input saturation is a problem for both adaptive and non-adaptive control 13 .
Considerable work has been done for non-adaptive systems in the presence of input saturation, particularly those in which the plant is otherwise linear 14 . An important class of methods for dealing with the influence of saturation on integral action is anti-windup bumpless transfer theory 15 . Beyond windup protection, the control system designer must address the issue of maximizing the domain of attraction of non-adaptive systems subject to input saturation 16, 17 . Also, there are nonlinear optimal control results developed that can be utilized to produce control histories that meet input constraints 18 , which is an important way to deal with saturation for nominal responses. However, simply allowing only sufficiently conservative commands can be effective, the approach taken for Space Shuttle attitude control 19 . Other methods inherently design-in the actuator limits in nonlinear feedback laws 20 .
Input Saturation and Adaptive Controllers
Input saturation and input rate saturation present a significant problem for adaptive control, perhaps even more so than for non-adaptive control. Saturation violates any affine in control assumption, which is common in the literature. It also violates the assumption that the sign of the effect of the control is known and non-zero, since the effect of additional control input is effectively zero once saturation is encountered. These effects can dramatically reduce the domain of attraction. However, unlike a linear controller designed for a specified linear response, it is theoretically possible for the adaptation function, of certain types of adaptive controllers, to continue to function properly during any input saturation.
One approach used is to avoid saturation altogether by command (or sometimes feedback signal) adjustment. This has been demonstrated in an adaptive control setting 21 .
At least one method is able to determine exactly how much the command signal needs to be modified to prevent a specific adaptive controller from exceeding saturation limits, potentially removing conservatism 22 . A second category involves slowing or halting adaptation as saturation is entered. A common ad-hoc approach for most adaptive control methods is to simply stop adaptation when any input saturates. In the category of slowing adaptation, there are many results that bound the feedback control by some form of a squashing function, such as Ref. 23 , where the absolute upper bound on plant input is approached only asymptotically. Another approach to the problem of adaptive control with input displacement saturation is augmenting the tracking error signal in a model reference adaptive control setting, with an early result given by Ref. 24 without a stability proof. Several approaches have been developed in this category 21, [25] [26] [27] .
For adaptive control using NNs trained online, there is very little in the literature that relates to input saturation. Current approaches to input position saturation include reducing adaptation rate, as suggested by the theory, to the point of stopping completely once an input is saturated.
The method introduced in this paper, Section II, is most closely related to augmented error signal approaches 21, [24] [25] [26] [27] , in that it also relies on removing input characteristics from the error signal used for adaptation. However, the modification is to the reference model itself (instead of the error signal directly). As a result, it is not limited to displacement saturation, linear plants, or linear reference models; and may also be applied to quantized or bang-zero-bang control. A consequence is that the reference model becomes dynamically coupled with the plant and the adaptive law during the saturation intervals. The method is fundamentally different than command adjustment, discussed above, in the sense that it does not "avoid" or even prevent saturation. The method introduced here is also related to AWBT theory for non-adaptive controllers, specifically the Hanus conditioning technique 28 which, like this work, includes the concept of a miss-match between the commanded and actual plant input, although in this work the miss-match is comp uted in terms of pseudo-control.
Linear Input Dynamics
The NN adaptive flight control architecture utilized here generally requires that input dynamics (i.e., actuator dynamics) are known or negligible. Improved robustness to unknown input dynamics utilizing more general adaptive control techniques (dynamic nonlinear damping) has been shown 29 .
Linear input dynamics present an important issue in this form of NN adaptive control, because, although they may often be considered known dynamics, it is not advisable to attempt to cancel them. In the case of a physical actuator, this will lead to excessive driving of the actuator. When a notch filter is introduced to prevent exciting an aeroelastic mode (for example), the control system designer does not want it to be cancelled by the adaptation action of the controller.
Unfortunately, to regard these input dynamics as unknown or to include them in a dynamic inversion element would result in attempted cancellation in either case. Ideally, the control system designer would like to prevent the adaptive element from attempting to cancel selected linear input dynamics.
Quantized Control
When the input is highly quantized, or simply "bang-zero-bang" in the extreme example, adaptive control theory is challenged in many of the same ways it is challenged in the input saturation case. For re-entry, reusable launch vehicles often use a combination of continuous aerodynamic controls and "bang-zero-bang" reaction control system thrusters 28 . Adaptive control methods are also challenged by discrete control.
Affinity and knowledge of the sign of control (as a partial derivative) are both violated as with saturation.
Flight Certification
Flight certification requirements relating to flight control vary between military aircraft, civilian aircraft, and spacecraft. In addition, these requirements are evolving to changes in the technology being applied. However, three important issues for adaptive controllers that relate to the work presented here are:
1. Is it possible for the adaptive controller to cause harm to the vehicle? This is a difficult issue for an adaptive controller, since it is inherently difficult to show that the controller will not "learn incorrectly" under reasonable assumptions. Relaxing the assumptions related in input authority is an important step.
Can the adaptive element recover from a failure in adaptation?
If, for any reason, the adaptive element has learned incorrectly to an extreme level, the adaptive controller should be able to recover. An extreme level of incorrect learning might be characterized by commanding full control deflections when only small deflections are needed. Correct adaptation during input saturation can enable this kind of recovery.
Is there a way to verify the adaptation function (in flight test) without risk to
the vehicle? This is an important issue for flight certification of adaptive controllers in a research setting. For NN flight control of the X-36 discussed previously, the first attempt at in-flight adaptation occurred with the adaptive element in the flight control loop.
Correct adaptation during arbitrary assignment of the actuator signal enables this type of test to be performed.
Outline
This work extends neural network adaptive control laws 4, 5, [7] [8] [9] 29, 31 to allow the control law designer to prevent adaptation to selected plant input characteristics. In Section II, the method is described. Simulation results utilizing the methods introduced for NN adaptive flight control of the X-33, representative of future reusable launch vehicles, are presented in Section III. These results include nominal flight and failure cases that require considerable adaptation. Conclusions are given in Section IV, and a proof for the main theorem is given in the Appendix.
II. Pseudo-Control Hedging
The method introduced here is termed Pseudo-Control Hedging (PCH). The purpose of the method is to prevent the adaptive element of an adaptive control system from attempting to adapt to selected plant input characteristics. The adaptive law is prevented from "seeing" these system characteristics as reference model tracking error by a specific modification of the reference model dynamics. The case of PCH applied to an adaptive control architecture that includes an approximate dynamic inversion is illustrated in Fig. 1 . Here, a NN corrects for errors in the approximate dynamic inversion. Consider the case in which the plant dynamics are of the form
where
with n m ≥ . Assume that an approximate dynamic inversion and control allocation system has developed to determine actuator commands of the form
where ν is the pseudo-control signal, and represents a desired 
To get the PCH signal ( h ν ), an estimated actuator position (δˆ) is determined based on a model or a measurement. This estimate is then used to get the difference between commanded pseudo-control and the achieved pseudo-control
With the addition of PCH, the reference model shown in Fig. 1 
where { } 
This particular choice of reference model modification will remove the actuator characteristic from reference model tracking error (e , discussed below) and from the adaptive law. The instantaneous output of the reference model in the feed-forward path (shown in Fig. 1) is not changed by the use of PCH, and remains crm ν .
Reference Model Tracking Error Dynamics
The complete pseudo-control signal for the system introduced in Fig. 1 with crm ν described in the previous section, is
where ad ν and r ν are adaptive and robustifying terms to be defined later, and pd ν is the output of a proportional-derivative compensator acting on reference model tracking error
When combined into a single vector, reference model tracking error is
The reference model tracking error dynamics are now found by differentiating Eqn. 9;
and I the appropriately dimensioned identity matrix.
Remark 1:
When one assumes that δ is exactly known ( δ δ = ), and dropping r ν temporarily for clarity, it follows from Eqn. 10 that
where ( )
and is discussed further below. Eqn. 12 is of the same form as the model tracking error dyna mics seen in previous work 4, 5, [7] [8] [9] 29, 31 , regardless of the actuator. That is, δ appears rather than cmd δ .
Remark 2:
When one makes the less restrictive assumption that one can express actuator position as a static function of actuator model position and plant state,
(e.g., input saturation occurs earlier than reflected in the model of the actuator), it follows from Eqn. 10 that
appears as model error to the adaptive law, which the NN can and does correct for.
Remark 3:
When the actuator model contains dynamics and has errors, this will appear as unmodeled input dynamics to the adaptive law, and alternative methods are appropriate to robustify the adaptive process 29, 31 .
Remark 4:
It is through selection of the reference model dynamics used in Eqn. 6
( crm ν ) that the control system designer should address the effects of the actuator on stability and tracking performance. This is done utilizing methods from non-adaptive control, starting with Eqns. 1-3, 6, and 7 and taking 
respectively as the non-adaptive design synthesis problem for crm ν in simpler form. In the examples given in this paper, the reference model dynamics are chosen as
are fixed gains, which will achieve desirable responses for permissible plant and actuator dynamics. When the actuator is perfect, cmd δ δ = , it will correspond to a linear response.
A Neural Network as the Adaptive Element
Single hidden layer perceptron NNs are universal approximators 30 in that they can approximate any smooth nonlinear function to within arbitrary accuracy, given a sufficient number of hidden layer neurons and input information. Here, a single hidden layer NN is trained online to cancel model error with feedback, as in Refs. 29, 31, 34, 35 . Fig. 2 shows the structure of a single hidden layer NN. The following definitions are convenient for further analysis 36 . The input-output map can be expressed as ) is a .
For convenience define the two weight matrices (24) and define a sigmoid vector as
where 0 > w b allows for the threshold w θ to be included in the weight matrix W ,
and
is an input bias that allows for the threshold v θ to be included in the weight matrix V .
With the above definitions, the input-output map of the single hidden layer NN can be written in a matrix form as
For further convenience, a single matrix containing all tunable NN parameters is defined
Also, a matrix containing derivatives of the sigmoid vector is chosen as 
The robustifying signal is chosen to be . This assumption is introduced to insure that the desired condition implied by Eqn. 15 is attainable with some error, which under ideal conditions can be made arbitrarily small by a suitably chosen adaptation law. To guarantee existence and uniqueness of a solution, it is sufficient to require that the map
This is equivalent to the following condition on the approximate plant model, fˆ:
where for the SISO case this condition is satisfied by knowing the sign of control effectiveness (without regard to any actuator limitations), ( )( Proof: see Appendix. 
III. Designs and Results for the X-33
A flight control architecture was tested in the Marshall Aerospace Vehicle Representation in C (MAVERIC) 38 , which has been the primary guidance and control simulation tool for the X-33 reusable launch vehicle technology demo nstrator program.
This work has included flight control design from launch to the beginning of the terminal area energy management phase. Missions include vertical launch and peak Mach numbers of approximately 8 and altitudes of 180,000 feet. During ascent, vehicle mass drops by approximately a factor of 3, and vehicle inertia by a factor of 2. A more exhaustive evaluation of this design is also available 37 .
Ascent Flight Control
The flight control architecture illustrated in 
Entry Flight Control
At the beginning of the entry phase, all NN parameters, inputs, and weight matrices are maintained from the ascent phase. However, a slower linear response was specified to correspond to a reduction in available control power. for stability-axis roll, pitch, and stability-axis yaw axes respectively and a damping ratio of 0.7 for pitch and yaw, 1.0 for roll. The e-modification parameter (κ ) was chosen to be 0.01 as above.
The formulation of the guidance command differs, being an angle of attack and angle of bank command, rather than an attitude command. This was converted into an attitude command by finding the attitude that corresponds to the specified guidance command, assuming vehicle velocity with respect to the air-mass was fixed (i.e., regarded as a slow state). Nominal inversion consisted of multiplying desired angular acceleration by an estimate of vehicle inertia, and utilizing a fixed gain control allocation system.
Reaction control system jet selection was done by selecting a jet firing combination that corresponded closest to the moment deficit due to aerodynamic actuator limits, with an added penalty on fuel usage. The aerodynamic surface actuator displacement and rate limits were included in the PCH signal, as was reaction control system quantization. The resulting flight control system has no scheduled gains or trim settings, and represents an adaptive bang-zero-bang control solution with respect to the reaction control system.
Angle of attack and bank angle for nominal transition and entry are shown in Fig.   7 . Performance is satisfactory without gain scheduling in the presence of occasional rate saturation of aerodynamic effectors.
Angle of attack and bank angle are shown in Fig. 8 for a complete reaction control system failure occurring 60 seconds after the beginning of the entry phase. That is, no thrusters are operational after the failure. The flight control system was given no direct knowledge of the failure, and so appears as model error. The reduction in available control power has the greatest impact on bank since it has the lowest axis priority in aerodynamic effector control allocation. Though the system is stable, a mo re conservative guidance command is needed due to the loss of control authority.
IV. Conclusions
The theoretical results presented here are critical in enabling an adaptive flight control system to be used for reusable launch vehicle flight control, where control authority limitations, including the quantized nature of reaction control system control, are routinely encountered even in the absence of failures. The design that was developed and tested achieved desired performance without scheduled gains, trim settings, or knowledge of vehicle aerodynamics, suggesting that little effort would be required to transition to a different vehicle or mission. Adaptation to failure cases was rapid, effective, and did not require direct knowledge of the failure. Prospects for flight certification of this form of adaptive flight control in general are also improved. Because adaptation is correct during input saturation, the control system is able to recover even if it is temporarily "tricked". Also, the adaptive law can be exercised in flight test while not in actual control of the vehicle. ν is the network output using the ideal weights, then Eqn.
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A-1 can be expressed as
where ε is the instantaneous residual network approximation error corresponding to the ideal weights. The difference between the actual and ideal weights is given by
Adding and subtracting elements of a Taylor-series expansion of the sigmoids with respect to W and V , Eqn. A-2 can be rewritten as 
