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Abstract 
We develop aprocedure for verifying the correctness and accuracy of a candidate point for local constrained minimum, 
using interval methods. Our approach is based on multiplier penalty functions and assumes that the minimum satisfies 
second order sufficient conditions. A few numerical examples illustrate the method. 
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1. Introduct ion 
In a recent paper [13] we presented a two-part algorithm for the computation and verification of 
local minima of smooth unconstrained functions using range arithmetic, a particular form of 
interval arithmetic. The aim here is to extend this algorithm to the case of constrained minima, 
allowing smooth equality and inequality constraints. Our emphasis will be on the verification of 
local solutions to the constrained optimization problem: 
minimize f (x), x ~ ~" 
subject o ci(x) = O, i ~ E, 
di(x) >~ O, i ¢ I. 
The verification technique we present is based in part on multiplier penalty functions. For this 
reason we chose to combine it with a sequential minimization algorithm due to Powell [10] (see 
also [4, Section 12.2]), which is also based on this kind of penalty function and which made the 
combination atural and convenient. We will assume that the objective function and constraints 
have continuous econd partial derivatives in a sufficiently large neighbourhood of the solution 
sought. In addition, there are two necessary conditions that a local solution must satisfy if its 
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verification is to be successful: It must satisfy second order sufficient conditions and a regularity 
assumption. The latter requires that the gradients of the equality and active inequality constraints, 
evaluated at the solution point, must be linearly independent. 
The verification of a candidate for local minimum represents an important component of an 
optimization program which guarantees the correctness and accuracy of its results. For example, 
there is the possibility that a minimization program returns an answer which is close to a saddle 
point rather than a minimum. In the case of constrained minimization, it is also possible that the 
proposed solution point is not near the feasible region (the region in which the constraints are 
satisfied). Even if the minimization procedure has converged to a true solution of the optimization 
problem, we still cannot usually be certain of the accuracy of the computed approximation. 
To prove the correctness of such a solution generally involves methods based on interval 
arithmetic. Standard programming languages such as Fortran and C do not provide the flexibility 
to use the underlying hardware floating point arithmetic to manipulate intervals, because the 
programmer has no control over the direction of rounding in the floating point unit (a notable 
exception is the language Pascal-XSC [7], which provides this capability on certain architectures). 
An alternative is to use a software-simulated arithmetic, as we have done for our program, but this 
can significantly reduce the size of problems which can be solved. We believe that this dilemma is in 
part responsible for the lack of verification techniques in well-known optimization software 
packages uch as LANCELOT and OPTIMA [9]. 
Within the general realm of optimization, most attempts at computing verified results have been 
directed towards the global optimization problem [-5, 6]. Local optimization is not an equally 
obvious target of methods for verified computation, since by comparison less needs to be proved 
when establishing the correctness of a proposed local solution. On the other hand, global optimiza- 
tion methods may consume considerable computational resources, and a local method may be 
attractive when a reasonable starting point for the search is known. For an early account of a 
computational test to establish guaranteed error bounds for a Kuhn-Tucker point (a point satisfying 
first order necessary conditions and hence a candidate for local minimum), see [-8, Section 7.3] or [11]. 
Our algorithm is designed for a variable-precision i terval arithmetic whose precision of 
computation can be adjusted ynamically. Range arithmetic [1, 2] belongs to this category of 
arithmetic and was used in the implementation. An overview of the complete algorithm is given in 
Section 2 and a detailed description of the verification procedure follows in Section 3. A few 
numerical examples are discussed in Section 4. 
2. Overview of the complete algorithm 
The purpose of this section is to present he framework in which the verification algorithm is 
used and to provide some background information for Section 3. A central concept is that of 
multiplier penalty function, defined as follows: 
~)(x,~c,~d,(Tc,~ d) = f (x )  + Z ( --  /~Cci(x) "q- l ~CCi(X)2) 
leE 
- 2~d,(x) + ½a( d,(x) 2 if d,(x) <~ ),f/a~ 
+ ~ z~d~/=a if di(x) >~ 2~/a~. i I - -  21~'i / ° i  
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The following Theorem shows the importance of this type of penalty function. For its proof and 
additional background information the reader is referred to [4, Section 12.2]. A recent discussion 
on the significance of Lagrange multipliers, including multiplier penalty functions (there referred to 
as augmented Lagrangians), appears in [12]. 
Theorem. Let x* be a local solution of a constrained optimization problem and assume that second 
order sufficient conditions are satisfied at x*. Let U* and i~ d* be the Lagrange multipliers and x*. 
There exists a number a' ~ 0 such that if af > a' V i ~ E and a~i > a' V i ~ I, then 4)(x, 2 ~*, ~.d*, ac, a d) 
has an isolated local minimum at x*. 
This Theorem is used in the sequential minimization algorithm (SMA) and also in the verifica- 
tion algorithm. Assume now that the conditions of this theorem are satisfied and that in addition 
strict complementarity holds at x*, which means that each inequality constraint is either inactive 
(di(x*) > 0, 2/d*---0) or strongly active (di(x*)= 0, 2/d*> 0). Then by virtue of the positive 
definiteness of V 2 ¢(x* ,  ,~c,, ~,d,, o.c, o.d) one can show that there exists a function (l c, ;d) ~ x ( l  c, i d) 
defined in a neighbourhood of 0, c*, 2 d*) which minimizes alp(x, ;~c, 2d, ac, O-d) with respect o x. The 
dual function ~0(2 c, 2 d, o-c, o-d) is defined by 
ql(,~c, x d, o-c, o- d) = 4~(X(,~c, x d ), ,~c, ~d, ac, ~rd). 
It follows that $ exists at least in a neighborhood of (,~c* 2d*) and one can show that $ has a local 
maximum at (U*,,~d*). The SMA attempts to maximize ~ by repeatedly solving an unconstrained 
minimization problem to obtain x(2 c,/d), and by updating (2 c, 2 d ) using expressions for the first and 
second partial derivatives of ~9. For further details on the dual function ~ and its derivatives the 
reader is again referred to I-4]. 
Sequential Minimization Algorithm (SMA) 
= )d  ~°~ (i) Set2~ '°' 0, i~E ,  and_ i  =0,  i~ I ;  
ctOl dlOl Setai  =10,  i~E ,  ando-i =10,  ie I ;  
Request Xo and the desired number of correct decimal places decpl from the user; 
Set IIV ll  °) - -  k = 1, v = 20,  max = 20, imax = 100, t = decpl + 10; 
(ii) If max sequential minimizations have been carried out then exit; 
Set the precision of computat ion to v decimal digits; 
Starting at Xk - 1 attempt o minimize ~b(x, ~, - 1, ~.~- 1, o-~, - 1, trk d- 1 )" 
If I IV4~(x , ,~- l , ,~- l ,o -~-1 ,o -L1) l12  < 10-' then 
exit the unconstrained minimization routine; 
If imax internal iterations have been carried out then 
exit the unconstrained minimization routine; 
Set Xk to the most recent iterate of the unconstrained minimization routine; 
(iii) If IlV~O(Xk(/,~,-x ~d-1),,~,k- d -t  1,,],k_I,O-~_t,O-d_I)II~ k) < 10 then { 
If the precision of computat ion < v + t decimal digits then 
set the precision to v + t decimal digits, 
Call the verification routine; 
/ /This routine terminates the program if successful; 
Set t = t + 4 and go to step (ii);} 
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(iv) If rl VO II~ k) > ~ II VO II~ k- 1> then { 
Set a~ (k-l) = 10a c(k-x) V ie  E: lO~/~2gl (k) > ~ I~?Ofl?2~ltk-1); 
Set af (k-l) = 10a~ (k-l) V ie  I: di(Xk) ~ 2f(k-~)/af (k-l) 
and 100/0,t~1 tk) > ~ I~,/~,~1 tk- ~); 
Go to step (ii);} 
(v) Carry out a Newton or quasi-Newton step to compute (2~,, 24); 
Set af, = a~,_ 1, a~ = a~_ 1 k = k + 1, and go to step (ii). 
Some of the initial values in step (i) of this algorithm are somewhat arbitrary, such as the values 
for v or t, but these are the values we have used in our implementation. The unconstrained 
minimization routine called in step (ii) is a restricted step type method and essentially the same as 
that discussed in [13]. Although it can be shown that for sufficiently large values of the a~'s and a~'s 
the function ~b always has a local minimum, there may in practice be difficulties locating such 
a minimum. This seems to happen on occasion when the original problem (and hence ~b) has 
multiple local solutions and the original starting point is not sufficiently close to any one of them. 
In that case the unconstrained minimization routine may be drawn to a saddle point of ~b, and no 
amount of increase of the a-parameters is guaranteed to help. An example of this type (Problem 6) 
is included in Section 4. Step (iii) branches to the verification routine if II V~0 II 2 is sufficiently small. 
In this case the current precision setting is checked and increased if necessary; its original value at 
the beginning of step (ii) may have been changed by the unconstrained minimization routine. Step 
(iv) checks the rate of convergence of the algorithm and increases the a-parameters if this rate 
appears too slow. Ultimately, the convergence should be second order since in step (v) the 2~'s and 
2~'s are updated using a Newton step. Initially this step may fail since it requires the inversion of 
a certain matrix which is guaranteed to be invertible only close to the solution. In that case we may 
employ a quasi-Newton formula instead (see [4-1 for details). 
3. The verification procedure in detail 
In this section we shall explicitly distinguish exact quantities (quantities whose ranges or interval 
widths are zero) from those with positive ranges by designating the latter with an underline. 
Moreover, in the case of interval arguments as in f(I), the quantity f ( I )  denotes a computed 
interval enclosure of the true imagef( I ) .  We emphasize that the arguments 2 = Xk, 2 c = 2f,_ 1, and 
2d = 24-1 passed to the verification algorithm are exact. Their computat ion in the SMA always 
concludes by an instruction to set them equal to the midpoints of their respective intervals. This is 
already required by the unconstrained minimization routine, since this routine assumes that given 
an argument x, the range of ~b(x) can be made arbitrarily small by increasing the precision of 
computat ion sufficiently. This would not be true if x or any of the 2-parameters had positive 
interval widths. The a-parameters always equal powers often and are also exact. Finally the reader 
is reminded that by definition, a < b holds true if and only if a < b for all a e a and b e b, and 
similarly for the operator > (see [8] ). 
While reading the following paragraphs the reader may find it helpful to refer Fig. 1. The first 
part of the verification algorithm attempts to verify that the point :~ computed by the SMA is close 
to a point .~ which satisfies the constraints. No claim is made that :~ is a solution point for the given 
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optimization problem, although a solution point x* is probably nearby. Let R 1 be a box centered 
at 2 and suppose that Ia and Ii are two sets such that I -- Iawl i  and I,~c~Ii -- 0. We want to show 
that there exists a point ~ e R~ such that c~(2) -- 0 for all i e E, d~(£) = 0 for all i ~ I, and d~(£) > 0 
for all i ~ I~. The index set I for the inequalities i divided into two disjoint sets Ia and Ii, where i e I, 
if inequality di is deemed active and otherwise i~ I~. Specifically, if d~(R~) > 2 / /a~ then i e Ii and 
else i ~ I,.  This particular characterization f each inequality as active or inactive will be valid at 
but need not always be identical to the situation at x*. For example, an inequality could be active 
at £ but inactive at x*. 
Let m = [E[ + II,], and for simplicity of notation let {f~} denote both the equality constraints 
and those inequality constraints for which i ~ Ia. (If m > n the verification procedure returns to the 
SMA.) The next step is to show that 
C = [V f l (R , ) ,  ... ,V fm(R1) ]  
has rank m. This could be accomplished by performing Gaussian elimination with pivoting on 
C and making sure that none of the m pivots overlap zero. For reasons explained below, we instead 
perform elimination on the first m columns of the expanded matrix [V f l (R1) , . . . ,  V fro(R1), 
et , . . . ,  e,] and subsequently choose the first n - m unit vectors among the n remaining columns 
which allow completion of the elimination algorithm with a full set of n nonzero pivots. We may 
define a matrix 
B = [V f l (R1) ,  . . . ,V fm(R1) ,e j  . . . . .  ,%-m] 
of rank n. The existence of such a matrix already follows from knowing that rank(C) -- m, but 
having it explicitly available will be of use below. 
Our next step is to show that h = " 2 n-m Z i= i fi + Y~ i= 1 (x j, - 2j,)2 has a local minimum in the interior 
of R1, at x h say. If this is true then from first order necessary conditions at x h and the linear 
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independence of the columns of B it follows that we may take £ = x h. It is now apparent why the 
regularity assumption mentioned in the Introduction (the linear independence of the gradients at 
x*) is required: if it were not satisfied, then regardless of the closeness of£ to x*, the largeness of the 
precision of computation, and the smallness of R~, using this approach we could never hope to 
verify the existence of a feasible point :~ e R 1. 
The problem of showing that h has a local minimum in R 1 can be dealt with as in [13] since there 
are no constraints on h. For z e 0Ra we obtain 
where d = z -  .f. If/~(A) is any lower bound for the smallest eigenvalue of a symmetric matrix 
A and sl is half the length of an edge of R1, then 
implies h(z) - h(.~) > 0. Alternatively, we might estimate the maximum contribution of the presum- 
ably small term zim__l J~(RI)VZfi(R1) separately and compute a lower bound for the smallest 
eigenvalue of the m x m matrix s'rcc'rs, where S is an orthonormal matrix whose columns pan 
the m-dimensional subspace defined by the columns of C. In this case matrix B would not be 
needed, and one can derive multiplication counts for this part of the verification algorithm that are 
asymptotically better than for the first approach: O(mn 2) as opposed to O(/13). On the other hand, 
there is the risk that some of the elements of S and hence of S a-cc'rs could suffer from large ranges 
by virtue of the transformations required to obtain S, and because the columns of C already have 
positive ranges. This could adversely affect the determination f the smallest eigenvalue stimate 
(which is described in 1-13]). We therefore decided in favor of the first approach. 
The second part of the procedure attempts to verify that a local maximum x* exists in the 
interior of box R2 centered at .~. The size of R 2 is initially chosen to satisfy the user's accuracy 
requirements; he size of R1 is several magnitudes smaller than that of R2. Let K be the set of points 
in •" which satisfy the constraints. We want to show that for ally ~ OR2nK we have:f  (y) >f(~). 
If this is true then it follows that the absolute minimum of f  over the compact set R2nK occurs 
in the interior of R2 and must therefore coincide with a local minimum of f  subject to the 
constraints. 
The first step in this part of the algorithm is the construction of a multiplier penalty function p. 
We again split the index set I into two disjoint sets I" and Ig, where i ~ I~ provided 2~ a > 0 and 
di(R2 ) < 2d/a~. From R1 c R2 and inclusion monotonicity it follows that Ia c Ia. An inequality 
that is weakly active atx* is likely to be included in Ia but not in I~. Let m' = IEI + I/i[ and let {9i} 
denote the equality constraints and those inequality constraints for which i e I ' .  The penalty 
function p is 
??1" 1 m ~ 
P =f - -  E 2~gi +~ E ayg[, 
i=1  i=1 
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where 2~ represents he appropriate lement from the set {2~ } or from {2~ } and similarly for a~. For 
y ~ OR2~K we have 
fO , ) - - f (~)=p(y)+ ~ (2~9,(y) 1 ) i~,: -- "2 t~/ gi(y)2 -- p('~) 
>~ p(y) - p(~) 
sincef(a~) = p(:~), 2~ > 0 and 0 ~< gi(Y) < 2~/a~ for any i ~ I'a. 
The next step is to show that p(y) - p(a~) > 0. Actually, anticipating that p has a local minimum 
in the interior of R2, we attempt o show that p(w) - p(.~) > 0 for any w ~ ~3R2. Let s2 be half the 
length of an edge of R2. Taking into account hat the exact location of:~ is not known but only that 
e R~, we obtain that if 
) 2 m' )2  V p(g ) > - -  v f (g l )  - Z VOi 
$2 -- $1 i=1 
then p(w) - p(~) > 0. The entire procedure is summarized in the Algorithm below. 
Let us compare the penalty function p to the function 4, in the previous theorem (which assumes 
second order sufficient conditions). Any constraint di that is strongly active at x* is guaranteed to 
be included in p if.~ is sufficiently close to x*, 2/d sufficiently close to Aid*, R2 sufficiently small, and 
the precision of computation sufficiently high. On the same conditions, any constraint inactive at 
x* is guaranteed not to be included in p. We assume that the SMA initially increases the a~'s and 
aid's sufficiently, but that these values stabilize and are not increased indefinitely. This means that in 
the absence of weakly active constraints, p will ultimately be identical to 4, except for slightly 
perturbed Lagrange multipliers. Since 4, has a local minimum at x*, p will on the previous 
conditions have a local minimum inside R2. If weakly active constraints are present, they will on 
the previous conditions not be included in p but will always contribute to 4,. Nevertheless, p is then 
identical (except for slightly perturbed multipliers) to a function ~ obtained from 4, by removing the 
terms associated with these constraints. If the remaining a~'s and a~'s are sufficiently large then 
4' still has a local minimum at x* and p a local minimum inside R2. See Section 4 for an example of 
this type. 
Verification Algorithm 
(i) If this algorithm is called the first time then set sx = 10 -(decpl+6), $2 : 10 - (decp l+3) ;  
(ii) For each i s I do: 
If di(R1 ) > 2~/o-~ then place in i in I i, else place i in Ia; 
Set m = IEI + Ilal; 
If m > n then set sl = Sl/100 and return; 
(iii) Determine whether C has rank m; 
If rank(C) < m then set sl = sl/100 and return; 
(iv) Attempt to verify that the auxiliary function h has a local minimum in R~ ; 
//This serves to verify the existence of a feasible point a~ s R1; 
If the attempt fails then set s~ = sl/100 and return; 
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(v) For each i E 1 do: 
If 21 > 0 and di(R2) < 2~/a~ then place i in I'a, else place i in I~; 
Set m' = IEI + II'1; 
(vi) Attempt o verify that the penalty function p has a local minimum in R2; 
//This serves to verify the existence of a local solution x* ~ R2; 
If the attempt fails then set sl = $1/100, Sa = $2/100, and return; 
Print the coordinates of x* to the desired accuracy and exit. 
Besides econd order sufficient conditions and regularity assumptions, this algorithm assumes 
that the objective function, the constraints, and their first and second partial derivatives can be 
computed to any desired (finite) accuracy. By this we mean the property that as the widths of the 
interval arguments tend to zero and the precision tends to infinity, the width of the computed 
enclosure also tends to zero. This requirement can be satisfied by most of the standard functions 
from calculus, assuming they are suitably programmed for a variable-precision interval arithmetic. 
For a detailed iscussion of these issues the reader is referred to [8]. 
4. Numerical examples 
Our program was written in the C + + programming language and consists of approximately 
800 statements. The Range arithmetic package [2] is implemented asa set of C + + program files 
that are separately compiled and linked in with the application program. Table 1 contains data 
obtained from the first three examples and shows for each function the number of guaranteed 
decimal places requested by the user, the number of sequential minimizations carried out, the 
proportion of time spent running the verification procedure to the total run time (rounded to the 
nearest percent), the maximum precision setting during the course of computation, and the average 
precision setting, obtained by averaging over time and rounding to the nearest whole number. In 
each case the verification procedure was successful on its first call and the results correct o the 
number of decimal places requested. The second order convergence rate of the SMA is apparent. 
The CPU times for these problems ranged between one and six seconds as measured on an Intel 
80486 microprocessor running at 50 MHz. 
Table 1 
Problem Decimal places Sequential Proportion of time Maximum Average 
requested minimizations spent on verification precision precision 
(%) 
Dahlquist 5 2 11 36 27 
Dahlquist 20 2 10 60 45 
Powell 5 3 7 48 34 
Powell 20 4 3 76 50 
Fletcher 5 6 4 44 27 
Fletcher 20 7 2 72 42 
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Problem 1 
minimize x 2 + y2, X ~ R 2 
subject o x 2 + 2xy  + 3y 2 = 1, 2y ~< cos(x -- ½(x/~ -- 1)), 
start at x = 1, y = 1. 
This problem is originally due to Dahlquist [3]. We added a weakly active constraint running 
through the solution point (I(x//2 - 1), 1). 
Problem 2 
minimize 
subject o 
start at 
e x'x2x~x'x', x ~ ~5 
x 2+x 2+x 2+X~+x 2=10,x2x3=sx4xS,x  3+x 3= -1 ,  
xl = - 2, X 2 = X 3 = 2, X 4 = X 5 = - -  1. 
This problem was given by [10]. 
Problem 3 
minimize 
subject o 
start at 
X 1 X 2 X ~ ~4 
[ (X1X 3 -t- X2X4)2 / (X  2 -F X2) ]  - -  X 2 - -  X 2 -Jr- 1 = O, 
x~/>x3+l ,  x2>~x4+l ,  x3~>x4, x4~>l, 
X 1 = X 2 = X 3 = X 4 = 1. 
This problem is found in [4] and finds the least area of a right-angled triangle which contains 
a circle of unit radius. 
The remaining three problems in ~2 illustrate some of the difficulties that can occur. In each case 
the program terminated after 20 sequential minimizations (the maximum allowed). 
Problem 4 
minimize x 2 + y2 
subject o y = cos(x), 
start at x = 0, y = 0. 
The minimum at (x*, y*, 2*) = (0, 1, 2) does not satisfy second order sufficient conditions. The 
program computes the correct answer to within the requested accuracy but cannot verify the result, 
because the Hessian matrix of the penalty function, 
(0 ° 0) 
V2~b(x*'Y*'2*'(r) = 2 + cr 
is not positive definite at the solution point. This implies that the second part of the verification 
procedure cannot possibly succeed. The first part, which verifies the constraint, succeeds. 
Problem 5 
minimize x 2 + y2 
subject o y = COS(X)  "q- X 3, 
start at x = O, y = O. 
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The point (x*,y*, 2*) = (0, 1, 2) is a saddle point of the optimization problem and not a min- 
imum. The SMA converges to this point and computes its coordinates to within the requested 
accuracy, but again the verification procedure cannot (and should not!) succeed because the 
Hessian matrix of the penalty function is not positive definite at the solution point. The matrix is 
the same as in Problem 4. Again, verification of the constraint succeeds. (The correct solution is 
found and verified starting at ( - 1, 0).) 
Problem 6 
minimize 
subject o 
start at 
(X -- 2) 2 + y2 
X 2 ._~ y2 = 1, y2 ~ X 2, 
x=0,  y=0.  
The point (~/2/2,0) is the limit of a sequence of saddle points of the penalty function but not 
even a feasible point of the optimization problem. The SMA converges to this point but does not 
call the verification procedure because the gradient of the dual function is not sufficiently small. 
This example is of the variety discussed in the last paragraph of Section 2: the SMA increases both 
a-parameters in an attempt to force a minimum on 4, but that is not of any use here because it only 
moves the saddle point along the x-axis closer to (v/2/2, 0). A more advanced implementation 
might attempt to recognize this situation and shift the iteration point somehow, but our program 
gets "caught". (A correct solution is found and verified starting at (0, 1).) 
The verification procedure requires O(n 3) arithmetic operations, where n is the dimension of the 
problem. It further equires one gradient and one Hessian evaluation of the objective function. For 
each equality and active inequality constraint, three simple, three gradient and two Hessian 
evaluations are needed. Finally, each inactive inequaity constraint is evaluated twice. This implies 
that the effect of an expensive-to-evaluate objective function will generally be moderate. More 
important considerations are the size of n and the technique for computing derivative values. 
Derivatives should be evaluated using recursive differentiation (see [8, Section 3.4]), as in the case 
of our program. 
Larger problems (of dimension greater than 20, say) cannot currently be treated by the program 
described, at least not on a typical workstation and in a reasonable amount of time. The main 
reason is the use of a software-emulated arithmetic, which is difficult to avoid in a variable- 
precision environment that allows the user to specify in advance the accuracy desired of the final 
results. If instead the paradigm were modified to verify only a fixed accuracy in the result of a fixed 
precision computation, the transition to a hardware based interval arithmetic and larger problems 
would appear feasible. It should be mentioned that in this case the method for estimating lower 
eigenvalue bounds of interval matrices [13] would have to be replaced, since it is inherently 
unsuited for application to larger matrices. 
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