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ABSTRACT 
In this dissertation we consider a parallel implementation of the G lowinski-Pironneau 
algorithm for the modified Stokes problem. In particular, we motivate this effort by demon-
strating the occurrence of the modified Stokes problem in the time dependent viscoelas-
tic Oldroyd flow setting using Saramito's splitting. We then present an analysis of the 
Glowinski-Pironneau pressure decomposition for the modified Stokes problem - including 
numerical error estimates. Next we discuss our parallel finite element method implementa-
tion of the pressure decomposition approach. Finally, we present numerical results including 
errors and performance measures. These measures are also compared with results for a cou-
pled velocity-pressure modified Stokes solver using a publicly available parallel solver. 
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The application motivating this work is viscoelastic flow associated with polymeric 
fiber and film processes. In this chapter we discuss the cast film problem and develop 
general flow governing equations. We then discuss the application of a 0- method to a 
viscoelastic flow using Saramito's splitting [40] which produces a modified Stokes problem. 
That is, we present in some detail a particular demand for an efficient modified Stokes 
solver. Finally, we discuss the modified Stokes problem - including background literature 
- and we provide an outline for the remainder of this thesis. 
1.1 Physical Problem 
Physical problems of particular interest are those arising in the production of films 
and fibers. In these problems, the computational domain tends to be highly elongated. 
One can readily see how this would be the case for modeling flow in fibers , so we discuss 
instead the cast film polymer flow problem. In particular, we are interested in the inertialess 
incompressible isothermal flow from the die slot to the chill roll. Our discussion throughout 
much of this section is taken from [1, 28, 44]. 
Film Casting 
Film casting is used in the polymer industry for the manufacture of a variety of 
products including food packaging, plastic bags, and magnetic audio and video tape. 
The process consists of extruding a thin film of molten polymer from a slot die, 
stretching it through an air gap and then cooling it on a chilled roll. The resulting film is 
then stretched in both directions at a temperature just below the melting point in order to 
obtain a desired thickness. After this biaxial stretching, the film is stabilized in an oven, 
cooled, and finally rolled up. Figure 1.1 illustrates the region from the slot die to the chill 
roll. 
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The desire to maximize production of film of uniform thickness is complicated by 
neck-in, edge-bead, and draw-resonance defects. Neck-in is the reduction in the downstream 
width of the film in comparison with the length of the slot die. Figure 1.2 illustrates neck-in. 
Edge-bead is an increase of the thickness of the film along the edges. Draw-resonance is a 
periodic variance across the width of the film. 
One may readily see how high draw ratios may increase neck-in. The draw-resonance 
defect also appears as the draw ratio increases. It has been suggested [17] that the edge-bead 
defect is due to uniaxial stress along the edge versus plane stress in the center. 
Geometry 
In the cast film problem, our region of interest is from the slot die to the chill roll. 
A simplified 2D model [28, 44] includes thickness as a variable. In this approach we choose 
the x-axis normal to the center of the slot die in the down-stream direction. The y-axis 
will measure the distance from the center of the film to the free edge along which the edge-
bead occurs. Symmetry is assumed about the x-axis. Figure 1.1 illustrates the coordinate 
system, excepting of course the z-axis, which in a 3D model would measure thickness. 
In practice the length, L, from the die to the chill roll is considerably less than 
half the breadth, W, of the film. For example, a realistic ratio would be 32 : 1. That is, 
should the free edge be parallel to the x-axis then our region would be highly rectangular 
as opposed to square. 
Casi Fihn Process 
Figure 1.1 Diagram of the cast film process. 
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Flow Direction 
Figure 1.2 Illustration of the neck- in defect . 
1.2 Equations of Fluid Flow 
We begin by considering the general equations governing isothermal fluid flow as 
developed in [1 , 4, 5, 15]. Suppose a function, F, describing a property of the fluid at a 
specific location, is given in terms of Lagrangian coordinates, 
F(t , x, y, z ) = F(t, x(t) , y(t), z(t)). 
One might consider Lagrangian coordinates intuitively as a moving frame wherein each 
particle is traced from its initial location. This gives rise to the material derivative 
where u is the velocity of the fluid. In developing our equations, we will use the material 
derivative as well as the Reynolds Transport Theorem which, in the present setting and for 
an arbitrary volume moving with the fluid , states that 
!!:__ r F d V = r DD F + F"v . u dV. 
dt iv iv t {1.1) 
4 
Continuity Equation 
As we are interested in a continuum level model, we obtain our first governing 
equation by considering the Principle of Conservation of Mass 
where (2 is the density of the fluid. Using {1.2) we obtain the Continuity Equation, 
_Q_n + n'\7 · U = 0 Dt~ ~ ' 
which by {1.1) may also be stated as 
:t e + 'V · (eu) = o. 
Note that for an incompressible fluid (e constant) the continuity equation is simply 




For our next governing equation we consider the Principle of Conservation of Linear 
Momentum 
{1.4) 
where bis the body force per unit mass, tis the contact force per unit area, V is material 
volume, and S is the material surface. The value tis also called the stress vector. 
To simplify the left hand side of {1.4), we use the Reynolds Transport Theorem 
{1.1) and the Continuity Equation {1.3) to show that for any fluid property F and arbitrary 
volume V moving with the fluid, we have 
which gives 
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Turning our attention to the surface integral in (1.4) , we use a result attributed to Cauchy 
[43] which shows that 
i=n·CT 
where CT is the total stress tensor. Finally, applying the Divergence Theorem combined with 
the above, we have the Momentum Equation 
D -(}-U = gb + '\1 . CT 
Dt 
which by using the continuity equation may also be stated as 
~ ((JU) = -v · ((}Uu) + eb + v . CT at 
(1.5) 
(1.6) 
The notation uv denotes the outer product resulting in the second order tensor with entries 
( uv)i,j = Ui Yj. We note that CT can be shown to be symmetric by considering the Principle 
of Conservation of Angular Momentum. 
Constitutive Models 
Collecting our governing equations for isothermal incompressible fluids we have 
0, 
with unknowns ii, and symmetric CT. Observing that we have more unknowns than equations, 
to complete the model we introduce constitutive equations which relate CT and u. Assuming 
the fluid in question satisfies the Stokes Principles [43], one can show that CT is a function 
of the rate of deformation tensor, D ( u), defined by 
and its invariants. In the incompressible case we define pressure, p, as 
For our purposes we will consider only the Newtonian, Oldroyd-B, and Giesekus constitutive 
equations - each of which make use of D (u) and pas defined above. The Newtonian model 
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and its various generalizations are limiting in that they do not model the elastic behavior 
of polymer melts. Moreover , they cannot predict die-swell, rod-climbing (the Weissenberg 
Effect) , or time effects such as stress retardation and relaxation. They are, however, valuable 
in that they can model many general behaviors and can provide useful general insight [15]. 
Incompressible Newtonian Model 
The stress in the incompressible Newtonian model is defined by 
a- = -pl + 2µD ( u) . (1. 7) 
where µ is viscosity1 . This means our momentum equation is 
e i/i = gb- Vp + V · 2µD (u) 
and may also be expressed as 
Oldroyd-B Model 
The Oldroyd-B model has the advantage of being based in part upon the kinetic 
theory of dilute solutions [4]. This model is more realistic in that it can be shown [l] 
to qualitatively capture the time dependent behaviors previously discussed. The model is 






where >. is the relaxation time, rJs is the solvent viscosity, rJe is the elastic viscosity, and r 
is defined by 
1 Although we are concerned with the isothermal case, we point out that in the non-
isothermal case viscosity may depend on temperature. 
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where a E [-1, 1], f3a is defined by 
f3a (r, Vii)= T · W - W · T - a (r · D (ii)+ D (ii) · r) 
and W is the vorticity tensor 
w - ! (vii - (Viif) -2 . 
The Giesekus Model 
The Giesekus model involves splitting the extra stress into solvent and polymer 
terms. To present the model we first define the convected derivative of T as 
T(1) = it T - ((Viif · T + T ·(Vii)). 
The convected derivative introduces non-zero normal stress differences which have been 
linked to the Weissenberg Effect. Using the convected derivative, the Giesekus model is 
described by 
U -p/ + T, 
(1.9) 
T 5 = 2175 D (ii), 
Tp + >-1 (rp)(l) - a#; (rp · Tp) = 217pD (ii), 
where 1Js and 1Jp are the solvent and polymer zero shear viscosities, >-1 is the relaxation time, 
and a is a mobility factor. The notation T · u denotes the second order tensor defined by 
(r · u)i ,j = L Ti ,k CTk ,j· 
k 
The Newtonian and Oldroyd-B (a= -1) models are special cases of the Giesekus 
model, which is said to be more realistic [4] because of the (rp · Tp) term. Another advantage 
is that this model yields analytic solutions for steady shear flow and steady elongational 
flow. 
l. 3 0- Method 
Here we present the 0-method [20] in the general setting, and the splitting proposed 
by Saramito [40] for the Oldroyd-B stress model. The splitting produces two modified 
8 
Stokes problems and a transport problem to complete each whole step of the 0- method. 
The modified Stokes problems are our primary interest. 
General Setting 
The general setting for use of the 0- method is as follows. If H is a Hilbert space on 
R and A : H -t H is a continuous operator, then for Uo E H and m E R we wish to find 
U E L00 (H, R) such that 
mftU + A(U) = 0, 
U(0) Uo. 
To do so we use a decomposition of the form A= A1 + A2 and for 0 E {O, 1/2) and b.t > 0 
we define the sequence un E H as 
un+B -un A un+B 
m 8!).t + I 
U(0), 
Under suitable conditions the scheme is stable and has an error of O(b.t). 
Governing Equations 
We wish to apply the 0-method to an incompressible inertialess isothermal flow 
on domain n with Oldroyd-B stress. In non-dimensional form with Reynolds number Re, 
Weissenberg number We , and using a retardation parameter, a = ___!k_+e , the equations to 
T/s T/e 
solve on n are 
We (%tr+ (u · v')-r + f3a(T, Vu))+ -r - 2 a D (u) 0, 
Re%ti1- v' · T - {l - a)v'2i1 + v'p = 0, {1.10) 
v'. i1 o. 
Denoting r = an and fin = {x E r : i1 · n < O} with outward normal n, the boundary 
conditions are i1 = ur on r, -r = Tf on rin, and i1 = ilo, -r = To for t = 0. For the 
incompressibility constraint we choose fr i1 · n df = 0. 
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Saramito's Splitting 
To apply the 0- method to (1.10) we define un 
operators 
( Tn, an, pn) and introduce the 
M = diag (~, -Re, 0) , 
ta T - D (ii) 
A1 (T ,u,p) 
y' · T + (1 - a)v'2u - v'p 
v'. i1 
~ [(u · v') T + /3a (T, v'ii)] + 12-::T 
0 
0 
Using these operators, our n ton+ 0 step is 
_e ---- +-Tn+e_D an+e = __ e [(an. v') Tn + f3a (Tn, v1an)J+--Tn W (Tn+e_Tn) w ( ) W 1-w 
2 a 0,6,.t 2 a 2 a 2 a 
-Re ( an+:,6,.~ an) + v'. Tn+e + (1 - a)v'2an+e - v'pn+e = 0 
v' · an+0 = 0. 




Given un, we apply the divergence operator to equation (1.11) and use the general 
relations v' · ii = 0, and 2v' · D ( ii) = v'2i1 to solve for v' · Tn+e in terms involving only Tn , 
an and an+e. Using that result, equation (1.12) becomes the modified Stokes problem 
(1.14) 
v'. an+e o 
h - BL - 1 W,-(1-w)OC!,.t :-:'11+0 - - (( + 0) At) r d w ere TJ - OC!,.t, v - - a w,+wOC!,.t , u - ur n u on , an 
fn+e= Re c--n We-(1-w)0b..t-1_ n -We0b..t "·((c--n·-1) n /3 ( n nc--n)) 0 A U + w 0 A V T + w 0 A V U V T + a T , VU . ut e + w ut e + W ut 
The problem is well-posed because v > 0 for all a E [O, 1], We > 0, and b..t > 0. 
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Once we have an+0 and pn+o , we can compute rn+0 using equation (1.11). The 
n + l - 0 to n + l step produces a Stokes problem in the same manner as above. 
Transport Problem 
Using the same operators, our n + 0 ton+ l - 0 step is 
,--.n+ 1-0 1 - 0 ,--.n+0 1 - 20 :-m u =--u ---u 
0 0 ' 
and rn+l-O is the solution to the transport problem 
(if'1+1-0 . v7) Tn+l-0 + /3 (rn+l-0 v7ii:71+1-0) + ( 1 + 1 - W) Tn+l-0 a ' (1 - 20) f:::.t We 
= ( (1 _ ~B) f:::.t _ ;e) Tn+0 + ( ~) D ( u71+0) 
with boundary condition Tn+l-O = r((n + 1 - 0)1:::.t) on I'in· Sufficient conditions for the 
existence of weak solutions [40] are 
1 1-w 
(l _ 20) !:::.t + We - 2lalllD (il) lloo > 0 
or for a =I= 0 
1 
f:::.t < 2lal (1- 20) IID (il) lloo · 
1.4 The Stokes Problem 
The Stokes problem plays a fundamental role in the modeling of incompressible 
viscous flows. The equations are known to govern slow (low Reynolds number) flows and, 
perhaps more significantly, they are central to the numerical solution of the Navier-Stokes 
equations. The modified Stokes problem, i.e. the Stokes problem with a constant multiple 




is often central to methods used to solve the nonstationary Navier-Stokes equations [20, 27] 
and the equations governing viscoelastic flows. 
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A FEM (finite element method) solution [6, 12] of a viscoelastic flow problem in two 
dimensions may involve 0(106 ) variables, so for these problems and especially for problems 
in three dimensions, the development of efficient iterative solvers is essential [10]. The 
0-method is gaining acceptance because of its attractive stability properties. 
The 0- method is a splitting technique which was first developed for the unsteady 
Navier-Stokes equations [21] and more recently adapted to the equations governing unsteady 
viscoelastic flows. In the latter case, the nonlinear terms appear in the constitutive equation 
rather than the momentum equation, and the first and third steps of the three-step 0-
method are modified Stokes solves [40]. The emphasis is then on developing an efficient 
parallel Stokes solver. 
A promising candidate is the method of Glowinski and Pironneau. The Glowinski-
Pironneau finite element method for the Stokes problem decomposes the problem into a 
series of Poisson's equations, providing a potentially efficient approach for large problems 
in two or three dimensions. 
Because the Glowinski-Pironneau algorithm for (1.15) appears promising as a key 
component in solving viscoelastic flow problems, the first goal of this thesis is to present a 
complete analysis of the method, specifically for the 'T/ -=I= 0 case, along with numerical con-
firmation of convergence estimates for errors in the finite element approximation. Though 
this thesis is focused on the two dimensional problem, sufficient generality is included so 
that the analysis also applies to the problem in three dimensions. The error estimates and 
implementation make use of the Hood-Taylor (P2-Pl) [19, 20] finite elements. 
The Glowinski-Pironneau method is presented for the case 'TJ -=I= 0 in. [7], for the case 
'TJ = 0 in [24] and analyzed in more detail for the case 'TJ = 0 in [23]. Each of these papers 
refers to a subsequent paper for certain analytical and numerical details. To the best of our 
knowledge, that paper never appeared, though it is worth noting that the method for the 
case with 'T/ = 0 is also presented in [20, 45]. 
The theme of separating pressure and velocity appears in other approaches to solv-
ing the modified Stokes problem. These include the use of divergence free basis-functions 
directly [45] or through an algebraic construction [42]. Also, the Uzawa method may be 
considered an iterative version of the Glowinski-Pironneau method. 
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In [8] the Glowinski-Pironneau method is used as a presolver for the Uzawa approach. In 
the Uzawa algorithm, given Pn, the value Un is calculated to satisfy 
- n2- ,- n 'fJUn - I/ v Un = - v Pn. (1.16) 
To satisfy the divergence free condition, given an initial pressure, p0 , subsequent values of 
Pn are calculated to reduce "v · Un. 
- P( 2 -) Pn+ l = Pn - P "v · Un = Pn - ~ "v Pn - "v · f ( 1.17) 
The Glowinski-Pironneau method is essentially the same except Po is selected to satisfy 
specific constraints, p1 is selected so that "v · ( u0 + il,1 ) ~ 0, and the Stokes solution is given 
P = Po + PI and ii, = uo + u1 . 
Another similar approach [3] to solving the Stokes problem involves a regularization tech-
nique that allows equal-order approximations ( continuous piecewise linear for both pressure 
and velocity as opposed to linear pressure and quadratic velocity, or other mixed-methods 
[16, 39]) by adding mesh-dependent perturbations to the stiffness matrix. The velocity un-
knowns are eliminated from the system, the pressure is calculated directly using an algebraic 
multilevel iteration, and the velocity is calculated as a Poisson problem. A defect-correction 
technique improves accuracy - essentially iterating the Stokes solve process. 
Aside from the issue of decoupling velocity and pressure, there is also the matter of 
choosing a linear solver. The Peaceman-Rachford iterative method is a technique for solving 
linear systems of equations. Layton and Rabier [32] introduced a splitting method based 
upon a domain decomposition [9, 50] that allows the use of the Peaceman-Rachford method 
for solving Poisson's equation. This particular domain decomposition refers to a specific 
approach to subdividing the physical domain rather than splitting the operator or subdi-
viding the discrete linear operator(s) used in the solution process. This method performed 
well serially for nonsymmetric problems in comparison to CGS (conjugate gradient square) 
and GCGLS (generalized conjugate gradient least square), and for symmetric problems in 
comparison with PCG (preconditioned conjugate gradient) and CGS (conjugated gradient 
squared) each with ILU preconditioning. 
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The second goal of this thesis is to implement and evaluate the pressure decompo-
sition method using this Peaceman-Rachford domain decomposition parallel linear solver. 
We chose to develop our pressure decomposition code independently, but there are 
a number of freeware solvers/libraries available to implement an FEM code. Saramito's 
Rheolef [41] is a very nice package that easily implements the Uzawa method. But this 
package, like most others we investigated, either do not include a parallel version, or the 
parallel version was not freeware. We considered PETSc [37] but installation was tedious 
and no (tested) versions were available for our platform. Also, the PETSc library is designed 
with versatility preferred over efficiency. The opposite is true of the Aztec [46] library from 
Sandia National Laboratories- which also turned out to be exceptionally easy to install and 
use. 
To have a basis for comparison, we developed a comparison code using the Aztec 
library. To evaluate and compare the codes, we collected timing data, and calculated 
speedup and efficiency generally following the approach suggested in [36]. 
1.5 Thesis Outline 
Having presented our motivation for developing an efficient modified Stokes solver, 
the remainder of this thesis is outlined as follows . We begin by presenting an analysis and 
elaboration of the Glowinski-Pironneau Method. The analysis includes the development 
of boundary pressure equations, the variational formulation, a discretization using Hood-
Taylor finite element method basis functions, the algorithm in terms of two phases, and 
error estimates for the two dimensional case. 
Chapter 3, entitled Implementation, describes our serial and parallel implementation 
of the pressure decomposition method. Here we describe the test platform and the general 
solution process. This chapter also includes a discussion of a domain decomposition method 
implemented to support a Peaceman-Rachford linear solver which may be used in serial or in 
parallel. We then provide details for an optional velocity presolver, followed by a discussion 
of data structures and classes, meshes, colorings, and visualization issues . 
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The Numerical Results chapter addresses FEM errors, parameter selection for the 
Peaceman-Rachford solver, convergence criteria for each of the solvers as well as the veloc-
ity presolver, and timing results comparing the parallel implementation with a comparison 
code. The timing results include computation time, speedup, efficiency, and relative com-
munication and serial computation costs. 
Finally, we offer some conclusions and present some issues that may be of further 
interest. 
CHAPTER 2 
THE GLOWINSKI-PIRONNEAU METHOD 
In this chapter we present our application of the Glowinski-Pironneau pressure de-
composition method to the modified Stokes problem. Our work is an elaboration and minor 
generalization of the application to the Stokes problem presented in [7, 20, 22 , 23, 24, 25, 45]. 
We present the method when including a rti1 term and allowing non-homogeneous Dirichlet 
boundary conditions. We also include the continuous and three dimensional cases when 
presenting boundary pressure equations for working within a subspace of H(f) 112 (mod R). 
Our error analysis includes the rti1 term but assumes homogeneous Dirichlet boundary con-
ditions. 
We will consider the modified Stokes problem 
where we assume 
'v-u=O 




If we apply the divergence operator to both sides of (2.1), and apply (2.2) , then we 
have 
So if we knew Plr = Pr , then we could obtain p and u by solving the Poisson problems 
2 --'vp=-'v·f 
Plr = Pr 
and then 
,,,a - v'v2u = f- 'vp 
ulr = b. 
Central to the Glowinski-Pironneau method is a system of equations with unknowns 
corresponding to pressure along the boundary. This involves a number of Poisson problems, 
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depending upon the dimension and the mesh, but we will see that the technique offers 
significant opportunities for parallelization. 
An immediate consequence of this process is that the typical joint velocity-pressure 
discrete linear operator is replaced by decoupled operators corresponding to smaller systems 
of equations. So provided the boundary pressure system can be determined efficiently, this 
approach has the potential to greatly reduce the computational costs in solving the modified 
Stokes problem. 
To determine the pressure on the boundary, we consider p and i1 as functions of 
a pressure boundary function g. The functions p(g) and u(g) satisfy (2.1), but u(g) is 
not necessarily divergence free. To impose 'v · u(g) = 0 we introduce the function 0(g) 
determined by 'v20(g) = 'v · u(g) and 0(g)lr = 0. For an appropriate space of pressure 
boundary functions, B, we will see that 
'v. u(g) = 0 ¢=> 80(g) I = 0. 
on r 
We will also see that the affine linear operator 8~~) Ir can be expressed in weak form as the 
sum of a continuous, coercive, bilinear operator on B x B and a bounded linear functional 
on B. We then use this decomposition to provide a discretized linear equation to determine 
the boundary pressure using continuous piecewise linear pressure and continuous piecewise 
quadratic velocity FEM basis functions. 
2.1 Basic Equations 
We begin by defining .C = - '72 and .C = rJ - v '72 . Using these operators, we define 
Po, iio, 0o by 
.Cpo -'v·l .Ciio l- 'vpo .C0o -'v · iio 
(2.5) 
Polr 0 iiolr b Bolr 0 
and we define P1 (g) , i11 (g), 01 (g) by 
.Cp1(g) 0 .Ci11 (g) -'vp1(g) £01 (g) -'v · u1(g) 
(2.6) 
P1lr g i11 Ir = 0 01 Ir 0. 
Provided solutions to (2.5),(2.6) exist, we define p(g) , u(g), 0(g) by 
p(g) = Po+P1(g) 





iu(g) = l- "vp(g) 
iilr = b 








To make use of these basic equations, we must determine B so that the functions in 
(2.6) are well defined \:lg E B. Having done so, we may express the solution to the modified 
Stokes problem (2 .1)-(2.4) as i1 = u(pr) and p = p(pr) where Plr = Pr- Also notice that 
from these definitions, 
(2.9) 
2.2 Regularity 
In order to discuss regularity, we introduce the following notation. The norm and 
inner product for the Sobolev space Hk(D,) = Wf (D.) will be denoted ll·llk with k = 0 
corresponding to L2 (D.). The notation l·lk indicates the corresponding semi-norm. The 
norm ll·llk/!R refers to the norm for the space in a (mod~) sense. For L2 (D.)(mod ~) = 
{ q E L2 (D.): J q dD. = O} the norm is llqllo;!R = c i~f~ llq + ell- The notation HJ(n) de-
notes the space HJ(O) = {q E H 1(0): qlr = 0}. We interpret the Hn- l/2 (r) functions in 
a trace sense, and we will use the norm [20) 
For the dual space H-1/ 2 (r) = (H1l 2 (r)) 1 we use the norm 
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For the modified Stokes problem (2.1)-(2.4) one need only1 assume f E s- 1 (n)N 
to assure a solution (u,p) E H 1(0.) N x L2 (0.) [20 , 45]. Accordingly, we wish to produce 
p(g) E L2 (0.), u(g) E H 1 (0.)N and 0(g) E H 2 (0.) nHJ(O.). 
Toward this goal, we assume n is connected and r = an is sufficiently regular so 
that if we let L = v\12 - 'f/ with 'f/ 2: 0, v > 0 and 
then 
L'ljJ = e 
'1/Jlr 'Y 
(2.10) 
11'1/Jlln,n ~ C1 (llelln-2,n + ll,lln-1/2,r) ~ C2 ll'I/Jlln,n, n E 1, 2 (2.11) 
and the mapµ --t ~ is continuous and surjective taking H 2 (0.) n HJ(n) --t H 112 (0.) . 
For notation, we will refer to this condition2 upon n as r E C*. 
We are now prepared to establish conditions so that (2.5), (2.6), and (2.8) are well 
defined. Specifically, using ~ to denote equivalence in norms, we have the following lemma. 
Lemma 1 Let the assumptions in {2.4) hold. If r EC* and g E s-112 (r) (mod R) , then 
IIP1(g)llo,n ~ ll9IL1;2,r, (2.12) 
the functions defined by {2.5}, {2.6} and {2.8} satisfy 
p(g) = Po+ PI (g) u(g) = iio + ii1 (g) 0(g) = 0o + 01 (g) 
p(g) E L2 (0.) u(g) E Hl(O,)N 0(g) E H2(n) n HJ(n) 
Po E HJ(O.) iio E HI (0.)N 0o E H2(n) n HJ(n) 
PI (g) E L2 (0.) ii1 (g) E HJ(O.)N 01(9) E H2(n) n HJ(n) , 
and the linear functional defined by 
i 800 F(g) = - -g dr r on (2.13) 
1 To assure solutions to (2.5) , we assume more regularity for f than is required for a 
mixed formulation of (2.1)-(2.4). 
2 Examples of such domains are a connected bounded open domain of dimension two or 
three with either a Lipschitz continuous or a convex polyhedral boundary [20]. 
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is bounded on H-1/2(r) (mod R). 
Proof: 
Let the assumptions in (2.4) hold and r E C*. Because f E L2(0), from the Lax-
Milgram theorem we have p0 E HJ(O), i10 E H 1(0)N and 00 E HJ(O). Then because 
'v20o = 'v·uo E L2(0) and 0olr = 0, (2.11) gives 0o E H 2(0)nHJ(O) and 89~£9) E H 112(r) 
which makes (2.13) bounded. So to assure p(g) E L2(0) , it(g) E H 1(0)N and 0(g) E 
H 2(0) n HJ(O), it would suffice to have p 1 (g) E L2(0) because from (2.6) we would then 
have i11(g) E HJ(O)N and 01(g) E H 2(0) nHJ(O) . 
To see that g E H - 1/2(r) ¢::::::} p 1 (g) E L2(0), consider the Green's formula 
In µ'v 2q dO = In q'v2µ dO - h q :~ df. (2.14) 
Ifµ E H 2(0) then because r E C* we have '72µ E L2(0) and ~ E H 112(f). So for both 
sides to be well defined, we will require qlr E H - 112(f), q E L2(0) and 'v2q E L2(0). 
Assuming that µ and q are sufficiently regular, and that 'v2q = 0, we have 
t:~qdf= kq'v
2
µd0 . (2 .15) 
Now suppose that g E H - 1/2(r) and p1(g) E L2(0) . If g and p1(g) are related by 
(2.16) 
then from (2.14) we have 'v2p1 (g) = 0, as desired in (2.6). 
We now show IIP1(g)llo,n ~ llgll-1; 2,r· Todosowenotethatforafixedg E H-
112(r) 
we may treat the left hand side of (2.16) as a dual space operator on H 112(r). The same 
holds for a fixed p1 (g) E L 2 ( 0) and the right hand side. 
Define a surjective map M1 : µ -t '12µ taking H 2(0) nHJ(O) -t L2(0) by '12µ = ~ 
and µIr = 0. Since we may vary~ over all of L2(0) by varyingµ over H 2(0) n HJ(O) , 
we may also vary ~ over all such functions so that ll~llo = l. So from (2.16) we have 
llgll_112 2: IIPllo· Now we use the fact that there is a surjective map M2 : µ -t ~ taking 
H 2(0) n HJ(O) -t H 112(r). By varying ~ over H 112(r), as above, from (2.16) we have 
llgll-1;2 :S IIPllo· 
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We use g E s- 1/ 2 (r)(mod R), with the corresponding norm, ci~fR Ilg+ cll- 1; 2,r , 
so that ii(g) is one- to- one from the equivalence classes of the pressure boundary function 
space to the velocity space. Depending upon the subspace used, the one-to-one condition 
might be enforced by insisting fr g df = 0, or one might rather impose g(xo) = 0 for some 
fixed x0 E r. In either case, the restriction assures uniqueness for ii(g). 
2.3 Pressure Boundary Equations 
Having shown our definitions are reasonable, we now show that 
801 (pr) I = _ 800 I 
on r 8nr 
(2.17) 
can be used as a pressure boundary equation to determine a unique Pr E s-1/ 2 (r)( mod R). 
First we show that if (2.17) holds, then 'v · ii(pr) = 0. Then we show that (2.17) has a unique 
solution. 
Theorem 1 Let the assumptions in {2-4} hold. If r EC* and g E s-1/ 2(r) then 
801(9) I = _ 800 I ~ 'v _ ii(g) = 0 
on r 8nr 
Proof: 
Assuming g E s- 112 (f), we have 0(g) E H 2 (0) n HJ(O), so from (2.8), 
v -u(g) = o => 0(9) = o => 
0
:~) = o. 
Also from (2.8), taking distributional derivatives we have 
v2('v·u(g)) 
'v . ('v2ii(g)) 
-~'v. (-ryii(g) + l- 'vp(g)) 





At (2.19) we use 'V · (f - 'Vp(g)) = 0 as given in (2.8). 
This means that if 0:~) Ir = 0, then 0(g) satisfies the modified biharmonic equation 
'V2'V20(g) - ry'V20(g) = 0, 
0(g)lr 0, 
a:~) Ir 0. 
The bilinear operator for the weak form is continuous and coercive on H 2 (D.) n HJ(D.) x 
H 2 (D.) n HJ(D.), so 0(g) = 0. That is, 
a:~) Ir= o::::} 0(g) = o =} 'V20(g) = o::::} 'V. u(g) = o. 
• 
To show that (2.17) has a unique solution, we will use its variational form. For 
notation we define 
(p ) Ir 
801 (Pr) dr 
ar r,9 = a g 
r n 
and r a00 F(g) = - Jr 8n g dI'. 
Using the above, and denoting B = H- 112 (I') (mod R), the variational form of the boundary 
pressure equation (2.17) is: determine Pr E B so that 
ar(pr,g) = F(g), Vg EB. (2.20) 
To establish that ar(pr, g) is continuous and coercive on Bx B we introduce an equivalent 
form in which we use the notation T : CT = I:i,j T ij CT ij . It is also convenient here to establish 
a more general equivalent form which is used in computation. 
Theorem 2 Let the assumptions in (2.4} hold. Also let I' EC* and B = H- 112(I') (mod R) . 
For any fixed g E B, let p(g) be any function in L2 (D.) that satisfies 'V2p(g) E L2 (D.) , and 
p(g)lr = g. Given these conditions, the following three forms of {2.20} are equivalent in the 
sense that if one holds for some Pr E B then they all hold. 
Ir 
801 (pr) dI' = _ Ir 800 dI' V B 





Because 01(g) E H 2 (D) nHJ(n) and ii1(g) E HJ(n), we can use (2.14) to obtain 
ar(pr,g) r 801 (pr) g dr lr an 
kfJ(g)'1201(pr) dn- fn 01(pr)"'v2fJ(g) dfl 
k fJ(g) "'v · ii1 (pr) dn - fn 01 (pr) '12fJ(g) an 
(2.24) 
(2.25) 
which will be used in computation. Then choosing p(g) = p1 (g), we have "'v2p1 (g) = 0, so 
r 801(pr) g dr 
lr an 
l P1 (g)"\l · ii1 (pr) dfl 
= -fn "'vp1(g)·ii1(pr)dn+ £P1(g)ii1(pr)-ndr 
= - fn "'vp1 (g) . ii1 (pr) dn 
l ( 11iii(g) - v"'v2ii1 (g)) · ii1 (pr) dfl 
fn 11u1(g) · ii1(pr) + v"'vii1(g): "'vii1(pr) dfl. 







From (2.30), it is clear that ar(·, ·) is symmetric positive semi-definite on H-112 (r). 
The operator is positive definite provided g --1 ii1 (g) is one-to-one - which we show below 
is true on H-1/ 2(r) (mod R). But while it is clear that ar(g,g) '.:::: llii1(g)II~ n, recall that 
' 
the continuity and coercivity we require are related to the H-1/2 (r) norm. That is, we 
require ar(g, g) '.:::: inf1n Ilg+ cf 1; 2 r, which we establish in the following theorem. c E :,t • 
Theorem 3 Let the assumptions in (2.4) hold. If r E C* and B = H-1/2 (r) (mod R) , 
then ar(pr,g) is a symmetric, positive definite, continuous, and coercive bilinear form on 
B x B. Also, the equation 
(2.31) 
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has a unique solution pr E B where ( u(pr), p(pr)) E H 1 (fl) x L 2 (0) is a solution to the 
modified Stokes problem (2. 1}-(2.4). In addition, 
IIV·u1(g)llo,n::: llae~(g)II ::: ci~fR llg+cll_1; 2,r· (2.32) 
n 1/2,r 
Proof : 
From (2.30) we have 
h 80~ig) g dr 2'. "'llu1(g)ll~,n + v lu1(g)li,n 2'. c llit1(g)lli,n, (2.33) 
{ ae~(pr) g dI' ::S (ry + v) llit1(pr)ll1 n llit1(g)ll1 n · (2-34) lr n ' ' 
From (2.6) we know that for any c ER we havep1(g+c) = P1(g)+c and so it1(g+c) = u1(g). 
This gives 
Since D, is connected, the map v ---* V · v is a continuous surjection [20] taking 
HJ(fl)N ---* L2 (0)(mod R). So given g, choose v E HJ(n)N so that V · v = p(g + ey) and 
llvll 1n ::S C1 IIP1(g+c.v)llon· Using this with (2.35) and noting from (2.8) that it1(g) = 
' ' 
it1 (g +Cy), we have 
So using (2.12) and Lemma 1, 
Now, if V · it1(g) = 0 then we choose v so that V · v = 0 and from (2.35) we have 
But if V · it1 (g) i- 0 then we choose v = it1 (g), so that equation (2.35) gives 
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So using (2.12) and Lemma 1 gives 
and we have shown 
(2.36) 
The continuity and coercivity of ar(·, ·) follow from using (2.36, 2.33, 2.34). The unique 
solution to (2.31) follows from the Lax-Milgram theorem. 
Now we establish (2.32). Using (2.26) and (2.12), and noting that \i'-ii1 (g) E £ 2 (0), 
we have 
(llqll1;2,r )-
1 /n P1(q)\i' · ii1(g) dn 
< Cs (IIP1(q)llo,n)-
1 /n P1(q)\i' · ii1(g) dn 
< Cs 11'7 · ii1(g)llo 
which holds Vq E H-1/ 2 . Using this and (2.36) gives 
Finally, as ar ( ·, ·) is coercive, we have 
{ 801(9\ dI' ~ inf Ilg+ ell~ => 11801(9) II ~ inf Ilg+ cll-1;2,r. 
lr an C E R 1/2,r an 1/2,r C E R 
• 
We point out that in Theorem 3 we have established how perturbations of g affect 
\i' · ii(g) = \i' · (iio + ii1(g)). That is, from (2.32) it follows that small changes in g result in 
small changes in \i' · ii(g). 
2.4 Variational Form 
An immediate difficulty in solving (2.22) or (2.23) is generating a set of basis func-
tions for H-112 (r). We overcome this difficulty by working within a closed subspace. Still, 
ifwe choose (2.23) , then for each pair of boundary functions (gi ,9j) , we must make simulta-
neous use of ii1 (gi) and ii1 (gj). Also, if we choose (2.22) , we must address the large discrete 
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linear system implied by {0i(g),00 } C H 2 (0.) n HJ(O.). But if we are working within the 
subspace B = H 112 (f)(mod R), an immediate benefit is that we have increased the regu-
larity of P1(g), and decreased the regularity required of 01(9) and 0o in (2.22). In fact, our 
boundary pressure equation does not explicitly require using PI (g). Specifically, we have 
the following lemma. 
Lemma 2 If r E C* and g E B = H 112 (f)(mod R) then p1 (g) is in H 1 (0.) and is charac-
terized by 
In 'vp1(g) · 'vµ dO. = 0, Vµ E HJ(n), P1(g)lr = g 
and the boundary equation in Theorem 2 can be written as 
(2.37) 
kp(g)'v · i11(pr) + 'v01(pr) · 'vp(g) dO. = - kp(g)'v · i1o + 'v0o · 'vp(g) dn (2.38) 
where p(g) is any function in HJ(O.) that satisfies p(g)lr = g. 
P roof: 
The equivalence of the boundary equation (2.38) is clear from a Green's formula 
provided p1(g) E H 1 (0.). We establish p1(g) E H 1 (0.) by considering the variational form 
(2.16) as a map taking g -t p1(g). Because r EC*, from our definition of p1(g), we have 
p1 (g) E H 1 (0.) :::;, g E H 112 (r). The converse follows by noting that if g E H 112 (0.) then 
there is a unique p9 E H 1 (0.) so that 'v2p9 = 0 and p9lr = g. Stating this in weak form, 
o = fn vp9 . 'vµ dn , VµHJ(n). (2.39) 
Noting that (2.39) also holds Vµ E H 2 (0.) n HJ(n), we use a Green's formula to give 
0 
(2.40) 
It follows from uniqueness of the solution to (2.16) that p9 = PI (g). • 
Lemma 2 shows that when seeking a solution Pr in the subspace B, we only require 
{ 01 (pr), 00 } c HJ ( n). As a result, we introduce the potential of approximating 01 (g), 0o , 
26 
PI (g), and Po using the same FEM subspaces. Finally, Lemma 2 leaves us free to choose 
p(g) so that it is zero outside of a very limited domain. 
We now state the variational formulation of the Glowinski-Pironneau pressure de-
composition method for the modified Stokes problem. 
Variational Formulation : 
Determine Po, iio, and 0o so that Polr = 0, iiolr = b, 0olr = 0 and 
k Vpo · Vµ dn = k f. Vµ dn, Vµ E HJ(n), (2.41) 
l 'TJiio · v + v'\?iio : Vv dO = l (f - '\?po) · v df2, Vv E HJ (O)N, (2.42) 
k V0o·Vµdf2= fn(-V·iio)µdn , VµEHJ(n). (2.43) 
Given g E B, determine PI (g) , i11 (9) , and 01 (g) so that P1 (g)lr = 9, i11 (9)lr = 0, 01 (g)lr = 0, 
and 
k P1 (g)'\7 2 µ dn = h :~ 9 dr, Vµ E H 2 (n) n HJ (n) , (2.44) 
l 'TJU 1 (g) · v + v '\7 ii 1 (g) : '\7 v dn = l -'v Pl (g) · v dn, Vv E HJ ( f2) N, ( 2.45) 
k v01(9) · Vµ dn = k (-v . i11(g)) µ dn, Vµ E HJ(n) . (2.46) 
Determine Pr E B so that 
kp(g)V · i11(pr) + V01(pr) · Vp(g) dn = - kfi(g)V · iio + '\70o · Vp(g) dn, Vg EB. 
(2.47) 
The solution we seek is given by 
p(pr) =Po+ PI (pr) (mod~). 
(2.48) 
(2.49) 
Theorem 4 Let the assumptions in (2.4} hold. If r E C* then the variational formula-
tion given in (2.41 - 2.49} has a unique solution (pr,p(pr), ii(pr)) E H - 112(f )(mod ~) x 
L2 (f2)(mod ~) x H 1(f2) N. 
Proof : 
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By Lemma 1 each of the Poisson problems (2.41-2.43 , 2.44-2.46) has a unique so-
lution. From Theorem 3 we know (2.47) has a unique solution. So Theorem 4 follows 
immediately. • 
2.5 Finite Element Spaces and Discrete Operators 
We suppose IT is a convex plane polygon and we will use the Hood-Taylor (P2-Pl) 
finite element spaces - continuous piecewise quadratic velocities and continuous piecewise 
linear pressure. Assuming T is a triangulation of n with interior nodes a~ and boundary 
nodes a~, we set the pressure at node ag to zero to handle the (mod a?) condition on the 
pressure space. This will not interfere with using the same space to estimate 01 and 00 
because they are defined as zero on r. Finally, since we intend to solve for the boundary 
pressure, we decompose the pressure space by separating the basis functions along the 
boundary from those that are strictly interior. 
With all of the above in mind we define the following FEM spaces: 
xh = { v E C0 (IT)2 : vie E P}, Ve E 01} , (2.50) 
vh xh n HJ(n), 
wh (Xh - Vh) u {O} , 
Qh { % E c0 (n) : qle E Pi , Ve E 01 and q(aS) = O}, 
Gh { q E Qh : q(a~) = 0, Vn}, 
<Ph = Qh n HJ (D). 
For Qh in particular, and for Gh or <Ph as applicable, we use the norm llqllo/!R = c i~fa? liq+ cii o-
For notation, we denote these spaces in terms of basis functions: 
vh {- - - } span v1 , v2 , v3, ... , (2.51 ) 
wh { - - - } span w1 , w2 , w3 , ... , 
Qh span {q1, q2 , q3, ... } , 
Gh span {91, 92, 93 , ... } , 
<I>h span { ¢1 , ¢2 , </)3 , · · ·} · 
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Note that the functions in Gh are defined on IT, and they have support limited closely 
along the boundary. Also note that 9i E Gh C H 1(D.) :::} 9ilr E H 112 (f). So to represent 
the pressure on the boundary, we choose Bh = span {9ilr : 9i E Gh}- This gives Bh C B 
as required by Lemma 2, so we may use (2.38) with ft(gilr) = 9i along with appropriate 
choices for 01 ( 9i Ir) and 0o. 
Given these spaces, our discrete formulation is as follows. 
Discrete Formulation : 
Determine Pho E 4>h, uho E Xh, and 0ho E 4>h so that Pho Ir= 0, uhOlr = b, 0holr = 0 
and 
a(pho, <P) := l 'vpho · 'v <P dD, = l f. 'v ¢ dD., V¢ E 4>h, (2.52) 
ii(uho, v) := fn 11uho · v + v'vuho : 'vv dD, = l (f- 'vpho) · v dD., Vv E Vh, (2.53) 
a(0ho, ¢) := l '\10ho · '\1¢ dD, = l (-'\1 · uhO) ¢ dD,, V¢ E 4>h- (2.54) 
Giveng E Gh, determineph1(9) E Qh, uh1(g) E Vh, and 0h1(g) E 4>h so that Ph1(g)lr = 9lr, 
uh1(g)lr = 0, 0h1(g)lr = 0, and 
a(Ph1(9),¢) := l 'vPh1(g) · 'v¢dD, = 0, V</> E 4>h, (2.55) 
ii(uh1(g), v) := In r,uh1 (g) · v + v'vuh1(g): 'vv dD. = l -'vph1(g) · v dD., Vv E Vh, (2.56) 
a(0h1(9),¢):= l '\10h1(g)-'\1¢dD.= l(-'v·uh1(9))¢dD., V</>E4>h- (2.57) 
Determine Pr E G h so that 
ar(pr,g) := k g'v · ih1(pr) + '\10h1(pr) · 'vgdD. = - l g'\1 · uho + '\10ho · 'vgdD., Vg E Gh-
(2.58) 





Note that in our discrete formulation we have used the boundary equation as given 
in Lemma 2, and using g E Gh for p(g) does satisfy the constraints of that lemma; however, 
we have used H 1 (n) weak solutions for p1 , 01 and 00 , so we verify that our boundary 
equation is equivalent to (2.23). 
Lemma 3 The boundary equation {2.58} is equivalent to 
Proof: 
l g"v · uh1 (pr)+ "v0h1 (pr) · "v g dr2 
k g"v · uh1 (pr) + "v0h1 (pr) · ("v g - "vPh1 (g)) dn 
k g"v · uh1(pr) + uh1(pr) · ("vg - "vph1(g)) dn 
- l uh1 (pr) · "vPhl (g) dr2 






Equality follows in (2.63) from (2.55) because 0h1 (pr) E <I>h- At (2.64) we use (2.57) with 
g - Phi(g) E <I>h, and (2 .65) follows from the Divergence Theorem. At (2.66) we use (2.56) 
with uh1 (pr) E Vh. 
Similarly, beginning with the right side of (2.58) we have 
- l g"v · uhO + "v0ho · "v g dr2 
- l g"v · uhO + "v0ho · ("vg - "vph1(g)) dn 
- l g"v · uho + uhO · ("vg - "vPh1(g)) dr2 
l uho · "vPhl (g) dr2 - Ir guho · ii, df 






Equality at (2.68) and (2.69) follow exactly as above. The Divergence Theorem used twice 
gives (2.70) and (2 .71). • 
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Now we establish that our discretization has a unique solution. 
Theorem 5 The bilinear form ar(·, ·) in the boundary pressure equation (2.58) is symmet-
ric positive definite on Gh x Gh, and the discrete formulation given by (2.52-2.61) has a 
unique solution 
P roof: 
It is clear that the Poisson problems (2.52- 2.54, 2.55-2.54) problems have a unique 
solution and that the pressure and velocity discrete operators P and U, defined by Pi,j = 
a(</>j, ¢i) and Ui,j = a(vj, vi), are symmetric positive definite. The boundary pressure 
equation discrete operator B, defined by Bi,j = ar (gj, gi), is symmetric and at least positive 
indefinite by Lemma 3, so we will show B to be positive definite. Note that 
In g"v · uh1 (pr) + "v0h1 (pr) · "v g dn 
k TJUh1(g) · uh1(g) + 11"vuh1(g): vuh1(g) an 
> ll luhl (g) 12 . 





We claim (2. 75) implies Phl (g) = 0, and so g = 0. That is, B is positive definite. To support 
our claim, we point out that the Hood-Taylor (P2-Pl) elements satisfy the inf-sup condition 
[19, 20] 
sup In "vij. vdn I -
- E Vi ,-, 2'. w lliil o,n, Vij E Qh. 
V h V 1,n 
(2.76) 
We use the notation Qh instead of Qh because the (mod~) condition here is enforced by 
insisting In ij dn = 0 as opposed to our approach of setting the pressure to 0 at one node 
on the boundary. This condition suffices in our case because for each q E Qh there exists a 
constant cq so that q + Cq E Qh, and 
sup 
v E Vh 
In "vq -van 
lvl1,n 
sup 
v E Vh 




Also, as a function of c, the value of liq - cll6 = In q2 + 2cq + c2 dO is minimal when 
In 2cq + c2 dO is minimal. Taking the derivative with respect to c shows this occurs when 
c = cq := 1J1 I q dO. That is, 
Combining (2.77), (2 .76) and (2.78) we obtain 
sup In v'q·vdn 
VE vh lvl1 ,n 2: W llqllo,!R Vq E Qh. 
(2.78) 
(2.79) 
Now choosing q = Phi(g), we see (2.75) implies IIP1 (g)llo/!R = 0, so g = 0. That is, the map 
g --+ ii 1 (g) taking G h --+ Vh is one to one, and we have established the theorem. • 
2.6 Algorithm 
Having presented the discrete variational formulation, we acknowledge that it is not 
immediately clear how one would use the above description to produce a solution. We 
therefore present the steps to be taken in terms of a two phase algorithm. 
Phase I 
Using the notation from (2.5, 2.6, 2.50, 2.51), determine B by 
(2.80) 
Note that we will require P, U, and 8 as defined by 
Phase I - Specifics 
For each 9k E G h , to calculate row k of B , we assign 
l<I>h l l<I>hl 
P~1 (gklr) = 9k + L f3 f <Pi 0~1 = L(f¢i 
i= l i= l 
and we solve 
l<I>hl 
LPij/3j= i -\Jgk·"v</Ji dn , Vi E{L.l<I>hl}, 
i=l n 
IVhl 
L Uwyj = r -\Jp~l. v\ dn' Vi E {1.. . IVil}, 
i=l ln 
l<I>hl 
L eij(j = - i <Pi"v · a~1 an, Vi E {L. l<I>hl}-
j=l n 
Then for each 9 i use (2.80) to determine Bk ,i · 
Phase II 
Step 1: 










-\J · iio 
0. 
Set a1 = 0, then Vgj E Gh - 91 determine aj by 
IGhl 
L Bijaj = - i \J0ho · \Jgi + 9i\J · UhQ an Vgi E Gh 
i=l n 
IGh l 
and set Prh = L O!j9j · 
j=l 
Step 3: 
.Cp1(prh) = 0 







Phase II Specifics 
In Step 1 we assign 





uho = sh + I: ,rYi eho = I: a <l>i 
i=l i=l 
IVhl 
L UirtJ = 1 (l- "vpho - rJbh) . Yi - v"vbh : "'vYi dn , Vi E {l... IVhl} , 
j=l n 
l<I>hl 
L eij(J = -1 ¢ iv . iiho dn, Vi E {L. l<I>hl}-
j=l n 
In Step 3 we assign 
IVhl l<I>hl l<I>hl 
PhdPrh) = Prh + Lf3ief>i iih1 (prh) = L 1iYi 0h1 (prh) = I: ( i <l>i 
i=l i=l i=l 
and we solve 
l<I>hl 
LPij/3j = 1-"'vprh · "'vef>i dn , Vi E {L. l<I>hl} , 
j=l n 
IVh l 
L Uirti = 1-"'vpi(prh) · Yi dn, Vi E {L. IVhl}, 
i=l n 
l<I>hl 










We point out that the process of determining Pr involves three discrete linear oper-
ators, B , P, and U , with the following properties. 
• Provided the velocity basis vectors are constructed as (vi, 0) and (0, vi ), we have 
( 
ux O ) 
U= 0 UY. 
• With essential boundary conditions, ux = UY . 
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• With symmetry boundary conditions, ux # UY . 
• The B system is dense, but the others are sparse and banded. 
• In terms of size, IBI « IP! :S !Uxl =!UY!~ 2IPI . 
• Each system is symmetric positive definite and independent of the boundary values 
and the forcing term. 
• The rows, columns, or entries of B can be calculated independently. 
2. 7 Error Analysis 
Theorem 6 Suppose that p( mod~) and it comprise the true solution to the modified Stokes 
problem (2.1)-(2.4) with b = 0, and n a convex polygon with a regular triangulation. If 
(p, it) E Hk+1(n) 2 x Hk(n)(mod ~) fork E {1, 2} then the unique solution (ph, uh , 0h) = 
(ph(pr ), uh(pr ), 0h (pr)) E Qh x Xh x <I>h determined using the discretization given by (2.52)-
(2.61) satisfies the following error bounds 
llil- i1hll1 < Chk (litlk+l + IPlk)' 
10h11 < llit - ithllo , 
IIP - Phllo/!R < Chk (lulk+1 + IPlk) , 
llit - uh+ 'v0hllo < Chk+l (litlk+l + IPlk). 
P roof: 
To produce the error bounds, we will prove and make use of the two equalities: 
(2.92) 
To prove (2.91) and (2.92), we will use the following equalities which hold by construction: 
(!~ 'v</Jh) , V¢h E <I>h, 
(f - 'vph , Yh)' Vvh E vh , 




First note that (2.91) follows from (2 .93-2.95) by observing that p, it, and 0 also satisfy 
(2.93-2.95). Now we prove (2.92) by extending (2.95) to hold on Qh - With this in mind, 
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given qh E Qh, note that there is a unique 9h E Gh such that %Ir = 9hlr, so Qh has a unique 
representation Qh = Phl (gh) + <Ph with <Ph E <I>h and Phl (gh) satisfying (2.55). Uniqueness of 
this representation follows from the uniqueness of Phl as a function of 9h· This gives 
(V0h, V qh) = (V0h, "vPhl (gh) + V <Ph) = (V0h, "vPhl (gh)) + (V0h, V <Ph). 
From (2.54) and (2.57) we have (V0h, V¢h) = (uh, V¢h)- Also, 0h E <I>h, which means 
(2.55) gives (V0h, "vPhl (gh)) = 0. So to show (uh, Vqh) = (V0h, Vqh) it will suffice to show 
( uh, "vPhl (gh)) = 0. To do this, recall that uh is our approximation, so uh = uh (pr) E Vh. 
This means we may use uh(pr) as v in (2.56) and we have 
(uh(g),Vph1(9h)) 
-77 ( 'Uhl (g), 'UhQ + 'Uhl (Pr)) - v (Vuhl (g ), Viiho + Vuhl (pr)) 
-17 (iih1(g), iiho) - v (Viih1(g), Viiho) 
-17(iih1(g),iih1(pr)) - v(Viih1(g), Viih1(pr)) 
-17 (uhl (g), iiho) - V (Viih1(g), Viiho) + (V · 'UhO,Phl (g)) 
-11 (iih1 (g), iiho) - v (Viih1(g), Viiho) - (iiho, "vPh1(g)) 









Equality at (2.99) follows from the equivalence of the boundary equations established in 
Lemma 3, and we use (2.56) once more to show equality at (2.101). 
We have established that (2.92) and (2.92) hold, and we now produce the error 
bounds. 
Bounds for ii - uh 
To produce error estimates for velocity, we introduce the space 
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Since ( uh, 0h) E Dh , we see Dh f= 0. Now if we restrict the pair (vh , (Ph) in (2.91) to 
Dh, and note that as qh E Qh then 
77 (ii - 'Uh, vh) + v (V(u - uh) , Vvh) + (V(p - qh), Vh - V <Ph) = 0, V((vh, <Ph), qh) E Dh x Qh. 
(2.103) 
Now for qh we choose Php the projection of p onto Qh which satisfies 
(2.104) 
That Php exists follows from k E {1, 2} and p E Hk(n). From (2 .78), note that 
If we also substitute ii - uh = ii - wh + 'Wh - uh in (2.103) then we have 
Now choose vh = uh - wh , and note that (uh, 0h) E Dh. This gives 
with cph dependent upon 'Wh- From the above we have 
liih - whl1 < C1;; llii - whllo + Iii - whl1 + "; IIP - PhPllo;!R 
(2 .105) 
< (1 + C1 B) llu - whll 1 + '{! IIP - PhPllo;!R, V(wh, cph) E Dh· 
Now we choose cph = 0, and note that {v: (v, 0) E Dh} = {v E Vh : (V · v, qh) = 0 Vq E 
Qh} - That is, cph = 0 implies wh may be arbitrarily selected from the subspace of Vh whose 
divergence is orthogonal to Qh. Because Vh and Qh satisfy the inf-sup condition (2.79) we 
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can [20] apply 
(W, d)~ Dh llii- Whll1 '.S (I+ ~) Vhi~\h llii- iihlli , 
to (2.105) to obtain a fixed wh so that 
llii- Whll1 :s ( 1+ ~) vhi:f vh llii- Vhlli (2.106) 
and using (2.105) 
lilh -Whli '.S ( I+ C1 ~) (I+~) vhi~\h llil -Vhll1 + :211p - Pi.vllo/R. (2.107) 
Because u - uh= u - wh + wh - uh, we have llu - uhll 1 :S llu - whll 1 + C2 luh - whli which 
we use with (2.106) and (2.107) to give 
(2.108) 
Now for interpolation estimates [20] on Vh and Qh , with k E {1, 2} and n E {0, 1} we have 
So from (2.108) we have the velocity error bound 
Bounds for eh 
To bound eh, note that from (2.92) we have 
which gives 
cv1eh , veh) = (uh , veh) 








So we have a bound in terms of the velocity error, 
Bounds for p - Ph 
To produce bounds for the error in pressure, consider (2.91) with <Ph = 0. This gives 
so we have 
(2.115) 
Noting Iv'· vl 0 ::; V2 llvll1, we assume v-=/= 0 so that dividing both sides of (2.115) by llvhll1 
gives 
(2.116) 
Using the inf-sup condition (2.79) we have w IIPh - qhllo/!R ::; .... sui;r (ph - ,~'l'\7 · vh) 
VE Vh Vh l 
Choose Vh -=I= 0 so that w IIPh - Qhllo;!R ::; (Ph -t~','\7 . vh) . Noting that llvhll1 ::; c;-1 lvhl1, 
Vh 1 
and using (2.116) we have 
Using this with the triangle inequality IIP - Phllo/!R :S IIPh - Qhllo/!R + IIP - Qhllo/!R, we have 
Considering (2.108) , we choose Qh = Php, and we have 
(2.117) 
So from the velocity error bound (2.111) , 
(2.118) 
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Bounds for ii - uh+ '70h 
To improve the velocity error bound somewhat , we consider a variant of the duality 
argument of Aubin and Nitsche [2, 34]. For our domain (convex polygon) and given F E 
L2 (0) 2 , there exists a unique solution (-,$, µ) [20] to the Stokes (dual) problem 
2 - - - -1 -\J'ljJ-\Jµ=F, '1·'l/J=0, 'lj;r=0 
,,j E H 2(n)2 n HJ(n) 2, µ E H1(n)/SR, 11-,$11 2 + lµl1 :S C1 IIPll 0 · 
To see that this is also true for the modified Stokes problem, note that because r E C*, by 
the Lax-Milgram theorem there is a unique solution J E HJ(0)2 to 
Noting that v\/2.i = -'72-,$- r,J E L2(0), we use (2.11) to conclude J E H 2(0)2 n HJ(0)2. 
Taking distributional derivatives gives 
Now let ( = '7 · J and note that there is a unique solution ( = 0 to 
So '7 · J = 0. It follows that for a given F E L2 ( n )2 , there exists a unique solution ( J, µ) to 
the modified Stokes (dual) problem 
r,J - v\/2.i - '7 µ = F, '7 · J = 0, Jlr = 0 (2.119) 
J E H2(n)2 n HJ(n)2, µ E H1(n)/SR, jj-all2 + 1µ11::; C1 IIPllo. (2.120) 
Using the true solution to (2.119) (.i,µ) , and the true solution (ii,p) to (2.1)-(2.4) , and our 
approximation (ih,Ph) to (2.1)-(2.4) we have 
(2.121) 
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Also, because (uh,Ph) is our approximation for (u,p), using (2.53) and (2.56) we have 
Combining this with (2.92) and the fact that V · ( r,J - L1V2J - Vµ) = -'72µ = "v. F, 
0 = r, (ii - 'Uh, 1h) + LI (V(u - uh), Vvh) + (V(p- Ph), Yh) 
+ (Vqh, uh) - (Vqh, '70h) 
- (eh, v2µ) - (v · ff,eh) 
Vvh E vh, Vqh E Qh 
f/ (ii - 'Uh, Yh) + LI (V(u - uh), Vvh) + (V(p - Ph), Yh) 
- (qh, V ·uh)+ (V0h, V(µ - qh)) + (ff, '70h) 
Vvh E vh, Vqh E Qh-
(2.122) 
(2.123) 
The equality at (2.123) follows from the Divergence Theorem and the fact that uhlr = 0 
and 0hlr = 0. Now for qh we choose Phµ, the projection ofµ onto Qh as in (2.104). Then 
if we subtract (2.123) from the right-hand side of (2.121) we have 
(P,u-uh) = r,(J-vh,u-uh) +Ll(v(J-vh),V(u-uh)) 
- (V µ, ii - uh) - (V(p - Ph), vh) 
+ (Phµ, V · uh) - (V0h, V(µ - Phµ)) - (ff, veh) 
vvh E vh. 
(2.124) 
As in (2.104), we have (V0h, V(µ - Phµ))= 0, so using V · ii= 0 and V · J = 0 gives 
(ff,u-uh+veh) = r,(J-vh,u-uh) +Ll(v(J-vh),V(u-uh)) 
+ (µ, V . (ii - uh)) - (P - Ph, V. (J - vh)) 
- (Phµ, V · (ii - uh)) 
r, ( J - vh, u - uh) + LI ( v(J - vh), v (u - uh)) (2.12s) 
+ (P - Ph, V. (vh - J)) - (µ - Phµ, V. (uh - ii)) 
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Noting that this holds VF E L2 (D) 2 , and that iJ, - iJ,h + 0h E L2 (D) , we choose F so that 
llfi1
0 
= 1 and ( F, i1, - uh+ 0h) = llu - uh+ 0hllo. In choosing F we have fixed (J, µ) by 
(2.119), so (2.120) gives IIJt + lµl 1 ~ C1 llfllo = C1. Now choose vh as the Vh interpolant 
of J. Using the interpolant and projection error estimates for (-a,µ) E H 1(D) 2 x L2 (n) we 
have 
It follows that 
Finally, from (2.125) we have 
llu - ah+ 0hllo ~ 'f/ IIJ - vhllo llu - uhllo + v llv(J - vh)llo ll'v (u - uh)llo 
+ IIP - Philo llv · (vh - -a)llo + IIµ - Phµllo ll'v · (uh - u)llo 
so using the errors we have already proven for our approximation (uh,Ph) , 
and we have proven Theorem 6. • 
CHAPTER 3 
IMPLEMENTATION 
In this chapter we discuss our implementation of the Glowinski-Pironneau method. 
We refer to serial and parallel implementations; however, the difference is only a matter of 
program invocation and parameters. That is, our code runs in serial or parallel. 
We begin with an overview of how the solver works, and then discuss specific imple-
mentation issues. We also present numerical results including FEM errors, timing metrics, 
and comparison data generated using a standard coupled velocity-pressure formulation. 
Parallelization opportunities arise from several sources - pressure decomposition, 
FEM assembly, linear solvers - and we address how we exploit these opportunities. Our 
parallel Peaceman-Rachford linear solver is based upon a domain decomposition which dic-
tates, and simplifies, FEM assembly. So we discuss parallelization in terms of the pressure 
decomposition and the domain decomposition. The small dense linear system used to calcu-
late boundary pressure is not solved in parallel - it is solved using a Cholesky factorization. 
All the other local systems solved within the Peaceman-Rachford iterations are solved using 
a banded Cholesky factorization . 
Our code is written in C/C++ using GNU gcc/g++ compilers and the MPICH/LAM 
libraries implementing the MPI protocol1 . We discuss code structure and basic design phi-
losophy. Inter-process communication is handled by our SD_comm class, which we discuss 
along with various other C/C++ classes developed for this project. 
For comparison, we developed a coupled velocity-pressure code using the same 
classes when applicable. This code uses the Aztec [46] library from Sandia National Labora-
tories for linear solves. Serial solves use the sparse LU solver. Parallel solves use BiCGstab 
with a least squares polynomial 9th order preconditioner [18, 29]. In both cases we use 
symmetric row sum scaling. 
1 The acronyms GNU, LAM and MPI stand for GNU's Not UNIX, Local Area Multi-
computer, and Message Passing Interface. The first is a infinitely recursive acronym - an 
intentional play on words. For more information see [26, 35, 48]. 
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3.1 Test Platform 
Both serial and parallel versions of our pressure decomposition code and the coupled 
velocity-pressure code were tested in two environments. Our development and initial testing 
platform was a mini-cluster comprised of three front-end machines for the production-cluster 
on which we performed timing runs. The front-end machines were provided by the CAEFF 
(Center for Advanced Engineering Fibers and Films) [14], and time on the production 
cluster was provided by the CAEFF and PARL [13]. 
The front-end machines were DELL Precision machines with dual l.0Ghz Pentium 
III processors with 256KB onboard cache and 512MB shared RAM. The mini-cluster used 
the GNU LAM-6.5 library implementing the MPI protocol. Each of the machines is run-
ning Red Hat Linux Kernel (2.4.9-SMP or better) and the code was compiled using GNU 
gcc/g++ compilers (2.96). Communication was over a (non-dedicated) network (LAN) 
comprised of Cisco 3548 switches2 which provide 10/100 Mb/s connectivity to the desktop; 
however, our timing data was generated on the production cluster. 
The production cluster consisted of 128 dual-processor 1.0 Ghz Pentium III nodes 
with 256KB onboard cache per processor and 1GB of RAM per node. The nodes are 
interconnected via a dedicated Foundry Bigiron Switch, with one 100Mb full-duplex port 
in use for each node. The cluster ran the Scyld Beowulf Linux OS, version 28CZ4, with 
MPICH-1.2.3, GNU gcc/g++ 2.96, and a modified 2.4.17-0.18 Linux kernel. 
3.2 Solution Process 
Our solution process involves several programs. To explain the procedure, recall 
that in (2.6) we presented the pressure decomposition method in terms of two phases. In 
Phase I we construct the discrete linear operator B. In Phase II, we use B to solve the 
modified Stokes problem for a given 1:. So if the pressure decomposition method is used 
to solve Stokes problems as steps in a time dependent problem such as discussed in Section 
2 These switches are interconnected with gigabit Ethernet (1000 Mb/s), and are ul-
timately connected to a Cisco 6509 core switch at 1000 Mb/s. The core switch is 
connected to the campus' gigabit network. A basic diagram is available online at 
http://www. clemson. edu/networkservices/thenetj. The relevant files are marti00J .htm, 
strod000.htm and thenet.htm. 
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1.3, Phase I is completed once, and Phase II constitutes a single Stokes step that is repeated 
as required. This allows for different strategies for parallelization in the two phases. 
With the above in mind, we begin by generating a mesh with gTHMesh. We then 
use init_pSolver to calculate B. Given B , we use factorB to factor B. Finally, we use 
pSolver to solve the modified Stokes problem for any number of specific ln-See Appendix 
C for more details. 
It is not required that the solution process be divided as above; however, we note 
that B depends only upon the discretization, so a variety of solutions can be generated 
without repeating Phase I. In particular, when used in the time dependent setting, one 
might alter initial conditions based upon prior results. In this case, because Phase I is 
much more expensive computationally, it would be prudent to store B in factored form. 
Both init_pSolver and pSolver can be run in serial or parallel. In the parallel case we 
use a Peaceman-Rachford domain decomposition solver with an optional velocity presolver3. 
In the serial case, the user may also choose to use a Cholesky factorization to handle the 
linear solves. Of course, this choice is only viable for reasonably small meshes. Still, it 
allows for a comparison with a "best" serial pressure decomposition implementation. 
Both phases require solving a number of linear systems, so we also discuss our par-
allel Peaceman-Rachford iterative linear solver with discrete operators related to a domain 
decomposition technique as proposed by Layton and Rabier [32]. The domain decomposi-
tion here refers to the problem domain, and is not inspired by the discrete assignment of 
stiffness matrix rows to available processes. That is, the calculations required for assembly 
are entirely local. 
We also point out a correspondence in the work, in terms of calculations, required 
to complete the two phases. In Phase II, note that Steps 2 and 4 are very inexpensive in 
comparison with Steps 1 and 3. Also note that Steps 1 and 3 are equivalent in terms of 
work. Finally, the linear solves and assemblies in Steps 1 and 3 of Phase II are equivalent 
to those in Phase I that are required to calculate one row of B. Specifically, denoting the 
3 Our method is basically hybrid multilevel in that using the presolver amounts to pro-
ducing the velocity via a two-level process . 
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work required in the two phases as W 1 and W2, and denoting the size of Bas IBI, we have 
W1 ~ ~W2. 
3.3 Domain Decomposition 
In this section we discuss a domain decomposition applicable in the finite element 
setting which will allow us to solve our linear systems using a Peaceman-Rachford iteration. 
Most of our material here is taken from [32]. 
3.3.1 Peaceman-Rachford Procedure 
The Peaceman- Rachford procedure solves the linear system Ae = b where b E RN 
and A E RN xN is an invertible matrix. This is accomplished by splitting A in the form 
A = A1 + A2. Then given (o, µ withµ > 0, calculate the sequence (en, (n) E RN X RN 
defined by 
(µI-Ai)en + b 
Under suitable conditions, len - (nl ~ 0 and en ~ ( 
3.3.2 Convergence 
(3.1) 
One sufficient condition [30] for convergence in (3.1) is if A1 and A2 are symmetric 
positive definite. Another sufficient set of conditions [32] is as follows: 
A 
½xT (Ak + Ar) x ~ 0 
½YT (Ak + Ar) y > 0 
non-singular 
Vx E RN 
Vy= Ax E RN - {O}. 
(3.2) 
In other words, the symmetric portion of each Ak must be positive semi-definite with respect 
to RN, and must be positive definite with respect to its range. Convergence in this case 
can be demonstrated by rewriting (3.1) as 
en+l Ben+ C 
B (µI+ A2)-1(µI - A1)(µI + A1)-1(µI - A2) 
c (µI+ A2)- 1 [(µI - A1)(µI + Ai)-1b + b] . 
Expanding this gives 
6 Bfo + c 
~n - ~n-1 
B 2 fo + Be+ c 
Bnfo + ( L~=6 Bk) c 
Bn-l (6 - fo) ' 
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(3.3) 
so Bn- l ---+ 0 ::::} ~n ---+ f Note that Bn- l ---+ 0 ¢::::::? p(B) < 1 where p(·) denotes the 
spectral radius. 
Now define Tk = (µI - Ak) (µI+ Ak)-1, so that B is similar to T1T2 and p(B) = 
p(T1T2) - Layton [32] shows that under conditions (3.2), T1T2 is a strict contraction in a 
suitable norm, so p(T1T2) < l. 
3.3.3 Application to the Finite Element Method 
If A is a discrete differential operator, one might determine A1 and A2 as correspond-
ing to a splitting associated with separation of variables. For example: A_ ~ ~ + ~, 
A1 ~ ~' A2 ~ ~. In this case (3.1) is known as the Alternating Direction Implicit 
iteration, (ADI). 
In our setting, we will determine A1 and A2 as corresponding to a domain decom-
position. That is, A is a matrix obtained from a variational formulation on n with 
(Ax,y) = a(u,v),'v'u,v EV 
where Vis a finite element space with basis <I>= {¢1,---,<PN}, u = I:f=iXk<Pk, v = 
I:f=iYk<Pk, x = (x1,x2 , ... ,xN), y = (y1,Y2,·· ·,YN), and a: V x V---+ Risa bilinear 
form. As a domain decomposition we choose 
0 = A (n nk ,i) 
J ,k 
ak(u, v) = L ak,j (u , v) 
j 
with >.(-) denoting typical Lebesgue measure. For ease of notation, we denote ae 
ae(u ,v) = ak,j(u,v) for arbitrary k,j. 
Now if F is a linear form F : V-+ ~ and we wish to solve 
a(u, v) = F(v), Vv E V(O), 
then our discrete system is expressed as 
14>1 
L Xj (a1 (<Pi, <Pi) + a2( </>j, <Pi)) = F( <Pi), V</>j E <I>. 
j=l 
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To establish that our discretization meets the criteria in (3.2), recall that we need only 
consider the symmetric portion of the operator; i.e. the skew-symmetric portion is not 
relevant. One sufficient condition involves <I>- coercivity, which is defined as follows: 
Let <I>= {¢1,¢2,¢3 , ... ¢N} be a basis for finite element space V. Denote 
v E V as v = C'i:,i Vi</>i). The bilinear form ae is called <!>- coercive if 
(i) ae(v, v) 2'. 0, Vv E V , and 
(ii) ae(v , v) = 0 =;, ae(Vi<Pi, </>j) = 0 Vi,j E {1, ... , N}. 
With this definition in mind, given a finite element space <I> and a bilinear form a = L-e ae, 
if every elemental bilinear form ae is <!>-coercive, then our discrete operators A1 and A2 
satisfy (3.2), so the Peaceman- Rachford procedure converges. 
Although the elemental operators for the Poisson problem 
are not <!>-coercive, this operator satisfies 
which is also sufficient [32] to show the resulting discrete operators satisfy (3.2). 
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3.3.4 Advantages 
The Peaceman- Rachford domain decomposition offers significant advantages in terms 
of parallelization in that the subdomains of nk need not be connected. In particular, sup-
pose we have: 
Pc{l, ... ,M} 
<Pp = { </Ji : i E P} 
a1,1(¢i,¢i)-/= 0 V¢i E <Pp 
a1,j(¢i, ¢i) = 0 V¢i (/: <Pp 
Then A1 can be permuted to be block diagonal by simply reordering <P to list <Pp as 
{1, ... , IPI}- Note that we need not have a2,j(¢i, ¢i) = 0. Of course, we can apply this same 
procedure to reorder the remaining basis functions, <P - <Pp, to further block diagonalize A1. 
Most importantly, a solver can make use of this permutation without actually reordering 
the basis functions. So this process may also be applied to A2. 
Given the above, it is clear that both the basis functions and the partitioning of 
the domain play a role in the size of the block diagonal submatrices, Akj. In the case of a 
two-dimensional domain represented by a triangle mesh, the decomposition corresponds to 
a coloring of the mesh. 
If the mesh is two-colorable in the graph theoretic sense, then using the Crouzeix-
Raviart [16) nonconforming piecewise linear basis functions results in Akj E ~ 3 x 3 Vi, k. 
In this case, the Akj correspond to individual elemental bilinear forms. In this case, one 
may calculate (3.1) without ever having completely determined A= A1 + A2. That is, the 
domain decomposition can be used to reduce the core or overall storage requirements. Also, 
in an adaptive setting, a significant advantage is that there is no need to reorder the basis 
functions except perhaps within the domains of elemental operators. Specifically, in the 
case of the nonconforming discontinuous linear basis functions, the global ordering of basis 
functions is irrelevant. 
In the case of continuous basis functions, the mesh is two-colored in a strip-wise 
sense. Highly rectangular domains can be colored with strips crossing the mesh along the 
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shorter dimension in terms of triangles. Fewer triangles in each strip results in smaller 
submatrices , Akj, in which basis functions can be reordered locally for bandwidth mini-
mization. 
Other advantages also listed in [32] include the need for only local communications 
among a small number of subproblems, which suggests (numerically verified) linear speedup 
in terms of the number of processors . 
3.4 Velocity Presolver 
To motivate our presolver, recall from (3 .3) that the iterates, ~n , calculated in the 
Peaceman- Rachford procedure can be expressed as 
~n - ~n-1 = Bn-l (6 - fo) · (3.4) 
So simple options for improving convergence are to reduce p(Bµ) by our choice of the 
parameter µ, or to reduce the initial residual 16 - fol- Our presolver is based upon the 
second idea. We produce a velocity solution in terms of continuous piecewise linear FEM 
basis functions, and then interpolates that solution (exactly) to a continuous piecewise 
quadratic solution. That is, analogous to (2.50, 2.51), we introduce the FEM spaces 
{ v E C0 ( 0) 2 : vie E Pf, \:/e E /Ji} 
Xh n HJ(O) = span {v1 , v2, v3, ·--l½h}. 
Then between (2.52) and (2.53) we solve 




for U£hO E Xth with U£holr = bg , where bg is the Xth interpolant of b along the boundary. 
Similarly, between (2.55) and (2.56) we solve 
a(iith1(g),v) = fn -"vPh1(g) · vdn, vvi , vj E ½h (3.8) 
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for i1thI (g) E Veh- For each of these solves we use the discrete operator Ut defined by 
(Ut)i ,j = ii(vj, vi) Vv E Veh- In each case, the solution, is interpolated exactly 
I : u(g )th1 -+ w(g h1 E vh 
and the interpolant is used as a starting solution for the next step ((2.53) or (2.56)). 
The discrete operator Ut is split according to the same domain decomposition used 
for U and P (defined in Section 2.6), and linear systems involving Ut are solved via the 
Peaceman-Rachford solver. 
The discrete operator Ut has the same block structure as U, and if 1J = 0 then the 
discrete operator P could be used for each component of Ut. But if 1J -=I= 0 then P and 
the components of Ut arise from different differential operators. In addition, we may wish 
to impose symmetry, natural, or mixed boundary conditions for velocity, but the pressure 
boundary conditions will always be essential. 
We will see in numerical experiments that the velocity presolver reduces the com-
putation time significantly. 
3.5 Data Structures and Classes 
Several foundation classes have been designed and implemented. These include 
classes for objects of type BSPDMatrix, Matrix, THMesh, THMeshSizes, THSubdomain, 
SD_comm, Triangle, and W_LLMap. We also use a set of structures that are variations 
of a NodeData or a TriangleData structure. We also use a very important but simple data 
structure to which we refer as a distributed vector, or a dv. 
A BSPDMatrix object stores a banded symmetric positive definite matrix and makes 
use of a banded Cholesky factorization to solve linear systems. The Matrix class is for dense 
systems and utilizes an LU factorization for solves. The discrete operator U is stored as 
ux and UY and includes rows for boundary nodes to allow for the possibility of imposing 
symmetry or natural boundary conditions. The pressure operator P does not contain rows 
for boundary nodes because Po, p1(g), Bo, and 01(9) are always calculated by essential 
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boundary conditions. We also construct the components of Ue = ( Uf O ) for use as 
0 Uf 
a presolver. This is the velocity stiffness matrix in terms of piecewise linears. 
Our initial serial solver made use of a THMesh object to store and access mesh 
related data. To implement a Peaceman-Rachford solver, and for purposes of parallelization, 
the THMesh class was replaced by the THSubdomain and THMeshSizes classes. 
The THMeshSizes class provides access to sizing data related to the entire mesh. 
The THSubdomain class implements a subdomain of an unstructured triangle mesh and 
makes use of W_LLMap objects to provide FEM node maps at the global, subdomain, and 
file levels. The W_LLMap class implements a one-to-one map M : [0 .. n] -+ [0 .. maxlnt]. 
Access time complexity is 0(1) for both lookups and inverse-lookups, which are accom-
plished via hashing. Experimentally, the average lookup cost is about 3.5 seeks per request. 
The Triangle class provides methods for evaluating a variety of linear and bilinear 
functionals over a specific triangle. The geometric coordinates of the the Triangle object are 
assigned by an interface between the THSubdomain and Triangle classes. The Triangle class 
includes quadratic and linear basis functions that are determined by the current coordinates. 
The class also includes three-point and seven-point Gaussian quadratures. These are used 
for exact numerical integration in the various functionals, which return 2D arrays, ID 
arrays, or scalars as appropriate. 
A dv is a distributed set of two-dimensional ragged arrays related to a particular 
FEM variable. The structure of the dv is dictated by the number of unknowns within 
the relevant subdomains, as well as the number of subdomains handled by the process 
containing the dv. The value of each unknown is stored in at most two subdomains, and 
redundant storage occurs only along the interface of subdomains. We will refer to unknowns 
with redundant storage as redundant unknowns. 
We exploit the similarities in Peaceman-Rachford data updates and more general 
inter-process communication by restraining each dv in terms of its redundant unknowns. 
Denoting a redundant unknown as x = {xo,xi} and the intended value of x as v(x) , we 
restrict each dv to one of the following states: 
• edv : v(x) = xo and xo = xi , Vx E dv 
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• sdv : v(x) = xo + x1 , Vx E dv 
• Odv : v(x) = xo, Vx E dv 
• ldv : v(x)=x1,VxEdv 
Transforming a dv between each of these states constitutes most of the communication 
required. These transformations and other communication required for parallel implemen-
tation and Peaceman-Rachford data updates are encapsulated within the SD_comm class. 
These objects offer methods which change the state of a dv from its current state to any 
other valid state. The SD_comm class also provides methods for simple scalar operations 
over a specific collection of processes. 
To illustrate the practicality and importance of identifying the state of a dv, we 
provide the following examples: 
• The right hand side of our FEM linear systems are constructed locally in terms of 
subdomains. The resulting data is stored in an sdv, and then transformed to an edv 
prior to the linear solve. 
• Each step of the two-step Peaceman-Rachford iteration updates the interface un-
knowns locally in terms of relevant subdomains Do and 0 1 . These unknowns must 
then be copied across the interface prior to the next step. This corresponds to 
switching back and forth between states Odv and 1 dv. 
• To calculate the current residual, Aen - b = (A1 + A2)en - b, we require en and b to 
be edv's; however, as we mentioned above, en is calculated as a Odv or a 1 dv. Also, 
b will generally have been calculated as an sdv. 
• The Peaceman-Rachford iteration refers to two iterates, en and (n- But locally in 
terms of subdomains, the only values of (n that are required to calculate (n are the 
redundant unknowns. That is, we do not require storage for two iterates. 
3.6 Meshes, Colorings, Visualizations 
A variety of triangle meshes were produced with the Hood-Taylor (P2-Pl) FEM basis 
functions in mind. Figures 3.1 and 3.2 show the different styles/patterns and colorings of 
triangle meshes that we used for a square domain. Note the domain of support for basis 
functions centered at interior vertices. In the fully-directional and bi-directional meshes, 
these basis functions will interact with 18 neighboring basis functions. In the locally-
adaptive mesh, the number of neighbors is either 24 or 12. In terms of the discrete operators 
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generated, the level, or density, of interaction varies when using the locally-adaptive style 
mesh4 . 
From left to right, the diagram above shows 8x8 fully-directional, bi-
directional, and locally-adaptive style meshes. The colored regions show 
the domain of support for the Lagrangian basis function centered at the 
indicated node. 
Figure 3.1 Example Meshes 
The meshes are colored in vertical strips as shown above. The number of 
subdomains can vary, and the subdomain boundaries need not be lines as 
shown; however, the mesh is always colored so that no gray triangle from 
one subdomain touches a gray triangle in another subdomain (and similarly 
for white triangles). 
Figure 3.2 Mesh Colorings 
4 The locally-adaptive style pattern is sometimes drawn rotated 45 degrees to produce a 
criss-cross mesh. 
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We also worked examples on a rectangular domain with a 32:1 aspect ratio. This 
mesh used the bi-directional pattern and was colored as shown in figure 3.3, and subdivisions 
are selected as 32 · N x N so that the meshes are composed of right-isosceles triangles. 
+ + • + + • .. .. • + ... + • + ... . • . • : P2 I :p4 I I j t l t I t t Pl 
I : P3 . PS P6 P7 P8 P9 : PlO: Pl 1 ;P12: P13: P14: PlS: P16 
I • t • • • • • 
Pl P2 P3 P4 PS P6 P7 P8 
Pl P2 P3 P4 
Pl P2 
Pl 
....... .. ., .... , ... .... ,.1 .• •.•.· .. · .. •.:!''···J'·'I,····· ...• I '.•,f''IJ'-~ ••.• ·:· •• • ...... . ~ • •••• ~ y · '\' ,, •• ,~,, •••.••• ....... ~ -.. ..... ·•.·1• , •.• ,}-, ................ ..... ~ .... . 
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The diagram above shows 64x2 and 128x4 rectangular meshes in the appro-
priate aspect ratio. The 64x2 mesh was not used, but is displayed because 
it is hard to see the details of the 128x4 mesh - which is as coarse as we 
used. Generally the mesh is subdivided into as many strips as possible - as 
in the top two meshes. The bottom two C32 meshes have 32 square sub-
domains. In either case the subdomains are assigned contiguously, and the 
interprocessor boundaries occur at subdomain boundaries . In this diagram, 
the number of processors always divides the number of subdomains, but it 
is possible to assign more, or fewer , subdomains to particular processors. 
The lowermost Pl indicates processor 1 handles computations for the en-
tire domain. Moving upward a level, processor 1 handles the left half and 
processor 2 handles the right half. The arrow indicates the location of the 
single interprocessor boundary. 
Figure 3.3 Mesh Coloring & Processor Subdomain Assignments 
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Obviously we could use fewer subdomains, and in our numerical experiments we address 
this issue using a 32 colored mesh, or C32 mesh, as is also shown in the figure. The choice 
of 32 colors is based upon the global and local maps for FEM basis functions. When using 
fewer than 32 colors, the local ordering of basis functions would have to be modified to 
minimize bandwidth for local stiffness matrices. Using a C32 mesh also limits us to using 
16 processors - or 32 processors if we are willing to have half of the processors idle between 
communications. We also use a 256 colored mesh, or C256 mesh, for a few experiments. 
Table 3.1 lists the number of the various unknowns involved when using the Hood-
Taylor (P2-Pl) FEM basis functions. We solved example problems on each of the meshes 
listed. Note that the total number of unknowns does not include those for 0 since these are 
added as part of the solution method rather than as part of the solution for Stokes problem. 
Solution visualizations were produced using So1View5 . SolView uses OpenGL [49] 
to present the mesh/solution as triangles within a volume. To allow for the difference 
in quadratic and linear FEM basis functions, the mesh is globally refined one level by 
introducing new triangles with vertices located at the midpoints of the original triangles. 
The values of the piecewise linear FEM variables are interpolated (exactly) at these new 
vertices - for which we already have values for piecewise quadratic variables. Figure 3.4 
illustrates the refinement. 
3. 7 Comparison Code 
The comparison code uses the Hood-Taylor (P2-Pl) elements given in (2.50) and 
implements the coupled velocity-pressure discretization [45]. Specifically, we define ac(·, ·) 
and be(·,·) as 
ac(ii, v) := In TJii · v + v'vii: 'vv dD 
bc(p, v) := - In Ph 'v · v dD. 
5 SolView is an immersive animated flow visualization tool developed by the author. 
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Table 3.1 
Meshes & Unknowns 
Here are the meshes used and the number of unknowns. We use the notation 
I· I to denote the number of rows in the discrete linear operator. The N x N 
meshes are for the square domains [O, OJ x [O, OJ and [-½, ½J x [- ½, ½J- The 
32 -N x N are for the rectangular domain[-½ , ½J x [-16, 16J. In both cases, 
the total number of unknowns is 2IUxl + IPI + IBI. The unknowns for 0 are 
incidental to the method. 
Subdivisions Triangles Unknowns IBI 1ux1 = JUYI IUl l = IUY£1 IPl= l8 1 
8x8 128 659 32 289 81 49 
16x16 512 2,467 64 1,089 289 225 
24x24 1,152 5,427 96 2,401 625 529 
32x32 2,048 9,539 128 4,225 1,089 961 
40x40 3,200 14,803 160 6,561 1,681 1,521 
64x64 8,192 37,507 256 16,641 4,225 3,969 
128x128 32,768 148,739 512 66,049 16,641 16,129 
256x256 131,072 592,387 1,024 263,169 66,049 65,025 
Subdivisions Triangles Unknowns IBI 1ux1 = 1uv1 IUfl = IUY£1 IPl=l81 
128x4 1,024 5,271 264 2,313 645 381 
256x8 4,096 19,755 528 8,721 2,313 1,785 
512x16 16,384 76,371 1,056 33,825 8,721 7,665 
1024x32 65,536 300,195 2,112 133,185 33,825 31 ,713 
2048x64 262,144 1,190,211 4,224 528,513 133,185 128,961 
These 4x4 meshes have been globally refined to allow displaying the value 
of the velocity at mid-edge nodes. The gray triangles are centered in the 
original ones. 
Figure 3.4 Visualization Meshes 
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We then determine Ph E Qh(O) and uh E Vh(O) so that V(v, µ) E Vh(n)N x <I>h(O) we have 
For convex domains, the error estimates [20, 45] are 
Iii. - ii.hlo + h Iii. - ii.hl1 < Chk+l (lii.lk+i + IPlk) , k E {1 , 2} , 
IP - Phlo + h IP - Phl 1 < Chk (lii.lk+l + IPlk) , k E {1, 2}. 
(3.9) 
In the event that ii.Ir -I 0, we introduce u:1 E Xh(O) interpolating ii. on r, and we determine 
Ph E Qh(O) and~ E Vh(O) so that V(v, µ) E Vh(O)N x <l>h(O) we have 
(3 .10) 
In this case our approximation is ii. ~ ~ + u:1. 
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The comparison code implementing (3.10) uses the same classes as the pressure 
decomposition code where possible, and uses the A ztec [46] library from Sandia National 
Laboratories for linear solves. The assembly routines for the stiffness matrix and discrete 
forcing term are modified appropriately, and the global node ordering is altered to minimize 
bandwidth for the coupled formulation. Assembly is local as in the pressure decomposition 
code, and the results are stored in the Modified Sparse Row (MSR) format and converted to 
DMSR (Distributed MSR) using the Aztec AZ_transform library routine [47]. Serial solves 
are accomplished using the sparse LU solver. Parallel solves use BiCGstab. 
CHAPTER 4 
NUMERJCAL RESULTS 
4.1 Example Problems 
In this section we present a set of problems used in numerical experiments. In each 
example we apply essential boundary conditions. 
Example 1 
For Example 1 we let n = (0, 1) x (0, 1) and select f so that forµ E {1,256} 
i1 = µ { x(x - 1)(2x - 1)(6y2 - 6y + l)i - y(y - 1)(2y - 1)(6x2 - 6x + l)J}, 
p = (x - 1/2)(y - 1/2). 
Note that iZX(x, y) = uY(x, y). Figure 4.1 shows the calculated solution. 
iZX h 
Ph 
These are solutions to Example 1 for h = ¼ to l2 using the pressure de-
composition method. The meshes are locally-adaptive style and are colored 
by 10h1 1 . The x and y components of i1 are symmetrical in the sense that 
iZX(x, y) = iIY(x, y). 
Figure 4.1 Solution to Example 1 
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Example 2 
The solution used for Example 2 is known as a 2D Kovasznay Flow [31]. The domain 
is [-1 /2, 1 /2] x [-1 /2, 1 /2] and f is selected so that 
l 
where>.= ~e - ( ( ~e) 2 + (2·11-)2) 2 and Re= i- Figure 4.2 shows the calculated solution. 
ax h 
Ph 
These are solutions to Example 2 for h = ¼ to l2 using the pressure decompo-
sition method. The surfaces are colored by 10h1 1 . The mesh was partitioned 
in the locally-adaptive style. 
Figure 4.2 Solution to Example 2 
Example 3 
For Example 3 we use the problem domain [O, 1] x [O, 1] with the true solution 
- ( 2 1)( 2 ) -,, xy
2
(2y-3) --t 
U= X +- y -y ·i------'----'--:__--'-,J 
2 3 
P=(x3 - l)y 
Examples 4a & 4b 
For Examples 4a & 4b we use the problem domain [-16, 16] x [-1/2, 1/2] with the 
true solution 
_ tan- 1 x .,. tan- 1 y --t 
u = 1 + y2 . i - 1 + x2 . J' 
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Pa= eIB+Y' 
Pb= X. Y, 
where p is determined by Pa or Pb for Examples 4a and 4b respectively. Figure 4.3 shows 
the solution on a bi-directional mesh. 
These images show the solution to Examples 4a and 4b on a 256x8 bi-
directional mesh using the pressure decomposition method. The upper image 
shows portions of surfaces plots of the calculated ax and i[Y colored by the 
error in the approximation. The high aspect ratio and fine mesh make it 
difficult to see details of surface plots for the entire domain. So in the lower 
four images, the meshes are colored by the calculated ax, ax, p3 and p4. 
p3 
p4 
Figure 4.3 Solution to Examples 4a & 4b 
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Other Examples 
The code was tested for a number of other examples using n = (0, 1) x (0, 1). For 
instance we may select iJ, = g(x, y) · i - g(y, x) · J with 
g(x , y) E { 2y (x2 + 1) , 1r2 sin; cos;, x(x - l)y(y - 1)}. 
We then choose p so that 
In each of these cases and others we found similar results to those in the examples above. 
4.2 Direct Solver 
In this section we confirm the convergence assured by Theorem 6 by presenting FEM 
errors using the serial implementation (with direct solvers) for Examples 1 and 3 on a se-
quence of meshes. Our parallel code and parallel comparison code both use iterative solvers, 
so the serial FEM errors are relevant in establishing a reasonable criteria for convergence. 
The serial version of our pressure decomposition solver uses a Cholesky factorization 
for linear solves - the factorization is banded for the velocity and pressure stiffness matrices. 
The comparison code uses the sparse LU solver from the Aztec library. Both codes use 
Hood-Taylor (P2-Pl) FEM basis functions. 
Results are given as norms or semi-norms of the difference between our approxima-
tion and the true solution, e.g. lle(p)llo = IIPh - PIia or le(iJ.)1 1 = luh - iJ.1 1 · 
For the serial case we produce solutions for square domains - the number of un-
knowns in rectangular domains with isosceles right triangles quickly exceeds practical limi-
tations when demonstrating convergence. For these examples meshes were generated in the 
locally-adaptive pattern. 
For Example 1 we used 'f/ E {O, 1} and v = 1. For 'f/ = 1, varying the value of v made 
little change in the errors. Table 4.1 shows that for Example 1 the FEM errors converge 
as expected or better. Table 4.2 gives the FEM errors for the same example solved using 
the typical coupled velocity-pressure mixed element formulation. The convergence rate is 
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Table 4.1 
Results for Example 1 - Pressure Decomposition Method 
These are the numerical results for Example 1 with µ = 1 using the 
Glowinski-Pironneau pressure decomposition method and a serial Cholesky 
solver. The Conv. entries listed below the errors list the rates of convergence. 
'f/, V h 111h - ullo 1ah - a11 IIPh - Pllo IPh - Pl1 10h11 
'f/ = 0, 1/8 3.83e-4 2.49e-2 4.73e-3 l.59e-l l.04e-4 
v=l 1/16 4.96e-5 6.12e-3 9.61e-4 6.71e-2 l.51e-5 
1/24 1.49e-5 2.71e-3 3.76e-4 4.0le-2 4.68e-6 
1/32 6.33e-6 l.52e-3 l.93e-4 2.78e-2 2.03e-6 
1/40 3.26e-6 9.72e-4 l.15e-4 2.lle-2 l.05e-6 
1/48 l.89e-6 6.75e-4 7.57e-5 1.68e-2 6.16e-7 
Conv. 1/16 2.95 2.02 2.30 1.25 2.78 
1/24 2.97 2.01 2.32 1.27 2.88 
1/32 2.98 2.01 2.32 1.27 2.91 
1/40 2.98 2.00 2.31 1.25 2.93 
1/48 2.98 2.00 2.30 1.24 2.94 
'f/, V h lluh - ullo 1ah - a11 IIPh - Pllo IPh - Pl1 10h11 
'f/ = 1, 1/8 3.83e-4 2.48e-2 4.74e-3 l.60e-1 l.03e-4 
v=l 1/16 4.96e-5 6.12e-3 9.62e-4 6.71e-2 l.50e-5 
1/24 1.49e-5 2.71e-3 3.76e-4 4.0le-2 4.67e-6 
1/32 6.33e-6 l.52e-3 l.93e-4 2.78e-2 2.02e-6 
1/40 3.25e-6 9.72e-4 1.15e-4 2.lOe-2 l.05e-6 
1/48 l.89e-6 6.75e-4 7.58e-5 1.68e-2 6.15e-7 
Conv. 1/16 2.95 2.02 2.30 1.25 2.78 
1/24 2.97 2.01 2.32 1.27 2.88 
1/32 2.98 2.01 2.32 1.27 2.91 
1/40 2.98 2.00 2.31 1.25 2.93 
1/48 2.98 2.00 2.30 1.24 2.94 
ln~ 
calculated as ---¥- where e1 , e2 correspond to errors for mesh sizes h1 and h2. Note that 
ln!.!:.l. 
h2 
the errors are comparable. 
For Example 3 we used 'f/ E {0, 1} and v = l. Convergence results are displayed 
in table 4.3. We omit the results for the case 'f/ = 0 because, as in Example 1, they are 
nearly identical to those for 'f/ = 1. Table 4.4 shows the FEM errors using the coupled 
velocity-pressure mixed element formulation. Again, the results are comparable. 
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Table 4.2 
Results for Example 1 - Coupled Velocity-Pressure Method 
These are the results for Example 1 with µ = l using the coupled velocity-
pressure mixed element formulation and a sparse LU solver. The Conv. 
entries listed below the errors list the rates of convergence. 
'T/, I/ h I/uh - ullo /uh - u/1 IIPh - Pllo IPh - Pl1 
1} = 0, 1/8 3.71e-4 2.51e-2 7.26e-3 2.94e-1 
v=l 1/16 4.73e-5 6.2le-3 l.80e-3 l.57e-1 
1/24 l.41e-5 2.75e-3 7.63e-4 l.02e-1 
1/32 5.98e-6 l.54e-3 4.lle-4 7.40e-2 
1/40 3.07e-6 9.87e-4 2.54e-4 5.77e-2 
1/48 l.78e-6 6.85e-4 l.72e-4 4.70e-2 
Conv. 1/16 2.97 2.02 2.01 0.90 
1/24 2.98 2.01 2.12 1.07 
1/32 2.99 2.01 2.15 1.11 
1/40 2.99 2.01 2.15 1.12 
1/48 2.99 2.00 2.15 1.12 
'T/, I/ h lluh - ullo /uh - u/1 IIPh - Pllo IPh - Pl1 
1} = l, 1/8 3.71e-4 2.51e-2 7.26e-3 2.94e-1 
I/= 1 1/16 4.73e-5 6.2le-3 l.80e-3 l.57e-1 
1/24 l.41e-5 2.75e-3 7.63e-4 l.02e-1 
1/32 5.98e-6 l.54e-3 4.lle-4 7.40e-2 
1/40 3.07e-6 9.87e-4 2.54e-4 5.77e-2 
1/48 1.78e-6 6.85e-4 l.72e-4 4.70e-2 
Conv. 1/16 2.97 2.02 2.01 0.90 
1/24 2.98 2.01 2.12 1.07 
1/32 2.99 2.01 2.15 1.11 
1/40 2.99 2.01 2.15 1.12 
1/48 2.99 2.00 2.15 1.12 
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Table 4.3 
Results for Example 3 - Pressure Decomposition Method 
These are the FEM errors and convergence results for Example 3 with T/ = 1 
and v = 1 using the Glowinski-Pironneau pressure decomposition method 
and a serial Cholesky solver. 
T/ , I/ h lluh - ullo luh - u:11 IIPh - Pllo IPh - Pl1 10h11 
T/ = 1, 1/8 7.52e-5 4.20e-3 2.58e-3 l.21e-1 3.39e-5 
v=l 1/16 9.54e-6 l.05e-3 6.35e-4 5.95e-2 4.24e-6 
1/24 2.84e-6 4.68e-4 2.80e-4 3.94e-2 1.26e-6 
1/32 l.20e-6 2.63e-4 l.57e-4 2.95e-2 5.35e-7 
1/40 6.16e-7 l.69e-4 l.00e-4 2.36e-2 2.75e-7 
1/48 3.57e-7 1."17e-4 6.95e-5 l.96e-2 l.60e-7 
Conv. 1/16 2.98 2.00 2.02 1.02 3.00 
1/24 2.99 2.00 2.02 1.01 2.98 
1/32 2.99 2.00 2.01 1.01 2.98 
1/40 2.99 2.00 2.01 1.01 2.98 
1/48 2.99 2.00 2.01 1.01 2.99 
Table 4.4 
Results for Example 3 - Coupled Velocity Pressure Method 
These are the FEM errors and convergence results for Example 3 with TJ = 1 
and v = 1 using the coupled velocity-pressure mixed element formulation 
and a serial LU solver. 
T/ , I/ h lluh - ullo 1ah - a11 IIPh - Pllo IPh - Pl1 
T/ = 1, 1/8 6,6.62e-5 4.40e-3 3.34e-3 l.62e-l 
v=l 1/16 88.43e-6 l.lOe-3 7.73e-4 7.57e-2 
1j24 22.51e-6 4.88e-4 3.34e-4 4.93e-2 
1/32 ll.06e-6 2.74e-4 l.86e-4 3.65e-2 
1/40 55.44e-7 l. 76e-4 l.18e-4 2.90e-2 
1/48 33.15e-7 l.22e-4 8.13e-5 2.41e-2 
Conv. 1/16 2.97 2.00 2.11 1.10 
1/24 2.99 2.00 2.07 1.06 
1/32 2.99 2.00 2.05 1.04 
1/40 3.00 2.00 2.04 1.03 ' 
1/48 3.00 2.00 2.03 1.03 
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4.3 Iterative Solver 
In this section we discuss parameter selection and convergence criteria for our iter-
ative implementation of the Glowinski-Pironneau pressure decomposition method. We also 
discuss our iterative comparison code and solver parameters. 
4.3.1 Peaceman-Rachford Parameter Selection 
We performed a variety of numerical experiments to determine appropriate values 
for the Peaceman-Rachford parameters in the solves involving P , Ue and U. We will refer 
to these parameters as µp, µu" and µu . We also determined P,u for use with U when the 
velocity presolver is not used 1 . Although our goal is to solve the modified Stokes problem, 
recall that P , Ue and U all arise from Laplace problems (2.52-2.54, 2.55-2.57, 3.7-3.8). 
Noting that the parameters are associated with two different differential operators, 
we begin by considering µp . Specifically, we investigate the average number of iterations 
required for convergence for a variety of problems and a range of values of µp. To determine 
reasonable parameters, for several example problems we determined the average number of 
iterations required for convergence at 100 evenly spaced values for µp. We acknowledge this 
is not an efficient search for optimization; however, we are also interested in showing how 
small relative changes in parameter selection effects efficiency. Table 4.5 below shows the 
intervals searched and the chosen values for µp for the various meshes used. The best µp 
corresponds to the average of the sampled values resulting in the least average-iterations 
required. Layton [32] suggests that µp scales with ¼, and from the data (also Figure 4.4) 
we find this to be the case as well. Figure 4.5 shows how the average number of iterations 
varied. For the square domain there appears to be a small "valley" forming about the "best" 
value of µp with a local minimum nearby - otherwise, the number of iterations does not 
vary abruptly with µp. We suspect the local minimum is due to our averaging the number 
of iterations for a variety of problems. But if not, then selecting the local minimum would 
cause only a small relative increase in the number of iterations required . 
1 It may seem obvious that P,u should be the same as µu ; however, we wish to establish 
that the presolver is effective. So to make a valid comparison it would be inappropriate to 
make that assumption. Moreover, we will see that the assumption is erroneous as well. 
Table 4.5 
Peaceman-Rachford Parameter Selection - Pressure 
This table lists our choice for the best Peaceman-Rachford parameter and 
the average number of iterations required for convergence for various Poisson 
problems over a range of values of µp . 
Interval Best Iterations Required 
Mesh Sampled µp Mean Stdev Min Max 
8x8 (4.00e-1 , l.00e-0) 8.00e-1 23 4 17 33 
16x16 (2.00e-1, 5.00e-1) 4.30e-l 39 6 30 54 
32x32 (1.00e-1, 2.50e-l) 2.23e-1 70 9 55 88 
64x64 (5 .00e-2, l.25e-1) l.13e-1 128 16 101 161 
128x128 (2.50e-2, 6.25e-2) 5.63e-2 229 28 182 287 
256x256 (1.25e-2, 3.12e-2) 2.79e-2 388 40 314 466 
128x4 (8.00e-1, 2.00e-0) l.03e-0 20 4 15 27 
256x8 (4.00e-1, l.00e-0) 4.84e-l 37 8 28 52 
512x16 (2.00e-1, 5.00e-1) 2.36e-1 69 15 51 96 
1024x32 (1.00e-1, 2.50e-l) l.15e-1 124 28 89 174 
2048x64 (5.00e-2, l.25e-1) 6.l 7e-2 225 47 170 313 
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Now for µut, µu and P,u, we observe that the selection of a best µ depends upon 
the spectral radius of the discrete operators, which in the FEM setting depends upon the 
differential operator and the discretization. If 11 = 0 then we may use µp = µut = µu. 
Otherwise, since scaling does not effect the best choice ofµ, it is reasonable to assume that 
the best values of the value ofµ will vary with both ¾ and *. With this in mind we performed 
similar experiments with Laplace problems from examples 4a and 4b and determined best 
values for the remaining Peaceman-Rachford parameters. These are shown in Tables 4.6 
and 4.7. Figure 4.6 shows how µu and P,u differ. We observed similar results for the other 
values of *· The values for finer meshes may be projected from those presented in Tables 
4.5-4.7. Because the data for square meshes is so regular, the projected values for the square 
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rectangular domain meshes, successive ratios are not constant, so our projections are based 
upon regressions2 of the form Xn+ 1 = axt using a least squares fit of ln y = In a + p In x. 
4.3.2 Comparison Code 
The linear system in the comparison code is solved using the Aztec bi-conjugate 
gradient solver with symmetric row sum scaling and 9th order least-squares polynomial 
preconditioning [18, 47] . For convergence, we specify a tolerance for the relative residual. 
2 The resulting parameters varied with ~ enough to suggest that model is probably in-
appropriate; however, the mean of successive ratios varied enough so that scaling seemed 
even more inappropriate. 
Table 4.6 
Peaceman-Rachford Parameter Selection - Velocity, Square Domain 
This table lists the Peaceman-Rachford iteration parameter µ for use with 
our splitting of the discrete operators U and Ue on our square meshes. 
8x8 Mesh 16x16 Mesh 
V µut µu flu µut µu flu ri 
l.0e+3 8.376e+2 l.006e+3 8.118e+2 4.369e+2 6.099e+2 4.200e+2 
l.0e+2 8.328e+l l.009e+2 8.213e+l 4.368e+l 6.066e+l 4.246e+l 
l.0e+l 8.289e+0 9.936e+0 l.147e+l 4.359e+O 6.092e+0 4.359e+0 
l.0e+0 8.340e-l l.046e+0 8.006e-1 4.405e-1 6.627e-1 4.082e-1 
l.0e-1 8.990e-2 l.430e-1 8.690e-2 4.788e-2 8.265e-2 4.445e-2 
l.0e-2 l.751e-2 2.631e-2 l.728e-2 8.181e-3 l.546e-2 8.677e-3 
l.0e-3 l.054e-2 6.0lOe-3 5.025e-3 2.696e-3 3.379e-3 2.559e-3 
l.0e-4 4.575e-3 2.761e-3 2.654e-3 l.474e-3 9.082e-4 8.273e-4 
l.0e-5 4.485e-3 2.430e-3 2.214e-3 l.104e-3 6.738e-4 5.303e-4 
32x32 Mesh 64x64 Mesh 
V µut µu flu µul µu flu n 
l.0e+3 2.274e+2 3.788e+2 2.llle+2 l.168e+2 2.091e+2 l.083e+2 
l.0e+2 2.276e+l 3.800e+l 2.162e+l l.181e+l 2.075e+l l.ll0e+l 
l.0e+l 2.935e+0 3.777e+0 2.207e+0 l.393e+0 2.098e+0 l.107e+0 
1.0e+0 2.293e-1 3.957e-1 2.048e-l l.168e-1 2.270e-1 l.038e-1 
l.0e-1 2.533e-2 4.794e-2 2.251e-2 l.291e-2 3.247e-2 l.ll0e-2 
l.0e-2 3.800e-3 9.884e-3 4.397e-3 2.000e-3 8.000e-3 2.000e-3 
l.0e-3 l.105e-3 2.238e-3 l.256e-3 5.906e-4 l.732e-3 5.906e-4 
l.0e-4 4.374e-4 4.897e-4 3.850e-4 l.724e-4 3.249e-4 2.233e-4 
l.0e-5 3.526e-4 2.294e-4 l.472e-4 l.112e-4 8.082e-5 8.082e-5 
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Table 4.7 
Peaceman-Rachford Parameter Selection - Velocity, Rectangular Domain 
This table lists the Peaceman-Rachford iteration parameter µ for use with 
our splitting of the discrete operators U and Ue on our rectangular meshes. 
128x4 Mesh 256x8 Mesh 
V µut µu flu µut µu flu 11 
l.0e+3 l.0lle+3 l.194e+3 l.155e+3 5.398e+2 6.54le+2 6.133e+2 
l.0e+2 9.710e+l l.113e+2 l.072e+2 5.295e+l 6.441e+l 6.000e+l 
l.0e+l 9.524e+0 l.157e+l l.157e+l 5.240e+0 6.158e+0 5.837e+0 
l.0e+0 9.629e-1 l.213e+0 l.108e+0 4.791e-l 6.444e-1 5.57le-l 
l.0e-1 l.391e-1 1.709e-l l.391e-1 6.680e-2 9.553e-2 6.810e-2 
l.0e-2 3.312e-2 3.779e-2 3.284e-2 l. 726e-2 2.263e-2 l.613e-2 
l.0e-3 l.96le-2 l.161e-2 l.189e-2 l.170e-2 5.844e-3 6.046e-3 
l.0e-4 l.816e-2 l.424e-2 l.424e-2 4.86le-3 2.577e-3 2.577e-3 
l.0e-5 l. 796e-2 8.486e-3 8.742e-3 4.564e-3 2.l 74e-3 2.l 74e-3 
512xl6 Mesh 1024x32 Mesh 
V µut µu flu µut µu flu 11 
l.0e+3 2.714e+2 3.623e+2 3.222e+2 l.443e+2 l.838e+2 l.701e+2 
l.0e+2 2.767e+l 3.427e+l 3.569e+l l.512e+l l.879e+l l.621e+l 
l.0e+l 2.639e+0 3.006e+0 2.614e+0 l.284e+0 l.739e+0 l.483e+0 
l.0e+0 2.315e-1 3.630e-1 3.086e-1 l.113e-1 l.909e-1 l.404e-1 
l.0e-1 3.056e-2 5.325e-2 3.400e-2 l.329e-2 3.237e-2 l.710e-2 
l.0e-2 7.850e-3 l.397e-2 8.016e-3 3.429e-3 9.333e-3 4.000e-3 
l.0e-3 2.696e-3 3.379e-3 2.559e-3 l.158e-3 2.285e-3 l.229e-3 
l.0e-4 l.474e-3 9.082e-4 8.273e-4 4.679e-4 4.878e-4 3.883e-4 
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These graphs show how the average number of iterations varied with µp over 
the intervals sampled as shown in Table 4.5. 
Figure 4.5 Best Values for µp 
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100 
We experimented with various domain decomposition preconditioners available in 
Aztec and decided against these because the results were highly sensitive to parameters 
which varied according to the mesh as well as the domain decomposition. Celledoni, Jo-
hannessen and Kvamsdal [11] used the Aztec library in implementing a Stokes solver (for 
a Jeffery-Hamel flow). They compared BiCGstab with restarted GMRES using exact and 
incomplete LU preconditioners. Their discussion of the graph fill-in parameter suggests a 
rule of thumb that we implemented and also found necessary to adjust by hand for each 
increase in processors . They were able to achieve good speedup using a relative residual 
tolerance of l.Oe - 3, but are pursuing different preconditioning techniques. 
4.3.3 Convergence Criteria 
There are several difficulties to address in establishing convergence criteria. First, 
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These graphs show how the average number of iterations for Ue and U varied 
with the corresponding µ. It also shows how the number of iterations varied 
when not using the presolver. This data was for the# = 1 on a 64x64 mesh. 
Figure 4.6 Best Values for µut, µu, and flu 
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comparing FEM errors is complicated by the fact that the comparison code produces a 
different solution. Finally, a single Stokes step using the pressure decomposition method 
includes seven linear solves and right-hand assemblies - so having our pressure decompo-
sition code and the comparison code use the same tolerance for "the" relative residual in 
each solve is not necessarily applying a fair standard. Also, as a practical matter, the 
Aztec library only allows one convergence criteria, so we will restrict our experiments to 
determining reasonable tolerances for the relative residuals. 
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For notation we will use i'1, tS and Ee to denote the relative residual tolerances for 
Phase I, Phase II , and the comparison code. The entries of the vectors ( 1 and tS correspond 
to the relative residual tolerance used in solving linear systems involving P, Ue and U. 
Now to elaborate on the first issue, recall that Phase I produces the discrete bound-
ary pressure operator B . So the danger of a relaxed tolerance £1 in Phase I is that the BE1 
might be singular. In Phase II, a reasonable approach to selecting a tolerance tS would 
be to compare the FEM errors for the iterative solver to the FEM errors for the direct 
solver. The only difficulty with this comparison is that the FEM errors will depend upon 
BE1 , which of course depends upon £1 . 
Excluding the presolver, our solver will require seven linear solves to produce p0 , 
i1o, 0o, Pr, PI , i11 and 01. Using the presolver adds two linear solves - generating starting 
solutions for i1o and i11 . The solve for Pr will not be iterative. The solves for Po, 0o, p1 , and 
01 all require the same discrete operator P. Similarly, the solves for the i and J components 
of i1o and i11 will make use of3 U. Initially, we assume the convergence tolerance for the 
velocity presolver Ue should be the same as for pressure P. Nonetheless, our goal is to 
determine reasonable tolerances £1, tS E R3 for using U, Ue and P in Phases I and II 
respectively, and Ee E R for our comparison code tolerance. 
Values for i'1 and tS 
To investigate whether choosing i'1 -=I= tS might be desirable, we produced solutions 
for Examples 1 and 2 for v E {10, 1, 0.1} using various ( 1 and [2. For notation, we define 
- ; 1 1 1 } 
Y(a, b, c) = \ 10a' lQb' 10c 
which we use in Table 4.8 to show the resulting FEM errors using ~ = 1, h = }2 , and 
various values of £1 and tS. These agreed well with the results for the direct solver for the 
same examples. 
3 Since we are using essential boundary conditions, we have U = ( ~ x iy ) with 
ux = UY. The operator Ue has the same structure. So a solve using U, or Ue , is actually 
two solves using ux , or Uellx. This would not be the case if we introduced symmetry or 
natural boundary conditions. 
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Choosing {1 = Y( 4, 4, 4) resulted in a non-singular BEP but for some values of h 
we saw that B was not positive definite - which we felt unacceptable. Choosing {1 = 
Y(a, a - l, a -1) was virtually no different than {1 = Y(a, a, a) in terms of FEM errors, but 
the stricter tolerance obviously would increase the number of iterations required. 
Table 4.9 lists the mean and standard deviation of the FEM errors in Table 4.8. 
Notice that decreasing the tolerances for Phase II has very little effect on the FEM errors. 
The increase in iterations is shown in Table 4.10. In some cases the number of iterations 
more than doubled. The results in Tables 4.8-4.10 are typical of those for other meshes and 
examples. So we conclude that E1 = €2 = Y(5, 4, 4) is a reasonable choice, and we introduce 
Velocity-Presolver Tolerance 
To determine a tolerance for the velocity presolver, and to provide some assurance 
that the cost of the presolver does not exceed the benefit, we considered a number of 
examples using { = Y(5, t, 4) for 2 :S t :S 7. 
As for the benefit of the presolver, we expect the number of iterations required for 
the U systems to generally decrease until eventually leveling off. The cost of the presolver 
step is essentially proportional to the number of iterations performed for the U1. systems. 
For the presolver to be effective, we wish to determine t so that the the relative residual 
tolerance { = Y(5, t, 4) minimizes the computation time T(t) required to solve the Stokes 
problem for a given input fn- For comparison, we denote t = 0 as the nvs or no velocity-
presolve case. We do not include the time for assembling P, U1. and U, but we note that the 
computation required to calculate U1. is essentially the same as for P, but are considerably 
less than the computations required for U (see Sections 2.6 and 3.4). 
We also note that T(t) will vary with fn, so our best choice for t should generally 
minimize T ( t) . 
So that we could experiment with finer meshes, we performed our experiments using 
up to 16 processes; however, we measure the effectiveness of the presolver in terms of CPU-
time. The communication required per iteration is less for U1. solves than for U solves, 
so minimizing CPU-time is not exactly the same as minimizing computation time. Still, 
Table 4.8 
FEM Errors versus Relative Residual 
This table shows how the FEM errors varied with our choice of relative 
residual tolerances. In general, the errors varied little. Note that in some 
cases maintaining £1 and using a stricter tolerance for E2 resulted in small 
increases in some errors. 
h= f.5 Example 1, v = 'T/ = l Example 2, v = 'T/ = l 
£1 1(5, 4, 4) 1(5, 4, 4) 1(5, 4, 4) f (5, 4, 4) f (5, 4, 4) T(5, 4, 4) 
E2 f(5, 4, 4) f(6,5,5) f (7, 6, 6) f(5,4,4) f(6, 5, 5) f(7, 6, 6) 
IIUh - Ullo 1.50e-3 1.48e-3 1.48e-3 5.47e-4 6.04e-4 6.25e-4 
IUh - Ul1 4.44e-l 4.43e-1 4.43e-1 1.31e-1 1.31e-1 1.31e-1 
IIPh -Pllo 2.00e-2 1.l0e-2 1.00e-2 1.68e-2 1.40e-2 1.34e-2 
IPh - Pl1 1.29e+0 1.18e+0 1.18e+0 1.49e+0 1.51e+0 1.51e+0 
10h11 1.58e-4 9.0le-5 1.09e-4 2.60e-4 3.75e-4 4.lle-4 
£1 1(6, 5, 5) 1(6, 5, 5) T(6, 5, 5) T(6, 5, 5) f (6, 5, 5) T(6, 5, 5) 
E2 f(5, 4, 4) f(6, 5, 5) f(7, 6, 6) f(5,4,4) f(6, 5, 5) f(7 , 6, 6) 
IIUh - Ullo 1.50e-3 1.48e-3 l .48e-3 5.44e-4 6.02e-4 6.25e-4 
IUh - Ul1 4.44e-1 4.43e-1 4.43e-1 1.31e-1 1.31e-1 1.31e-1 
IIPh -Pllo 2.00e-2 1.lOe-2 1.00e-2 1.72e-2 1.43e-2 1.36e-2 
IPh - Pl1 1.29e+0 1.18e+0 1.18e+0 1.51e+O 1.53e+0 1.53e+0 
10h11 1.58e-4 9.0le-5 1.09e-4 2.64e-4 3.80e-4 4.16e-4 
£1 f(7,6,6) f (7, 6, 6) 1(7,6,6) 1(7, 6, 6) 1(7, 6, 6) 1(7, 6, 6) 
E2 f(5, 4, 4) f (6, 5, 5) f(7, 6, 6) f(5, 4, 4) f(6, 5, 5) f(7, 6, 6) 
IIUh - Ullo 1.50e-3 1.48e-3 1.48e-3 5.44e-4 6.03e-4 6.26e-4 
IUh - Ul1 4.44e-1 4.43e-l 4.43e-1 1.31e-1 1.31e-1 1.31e-1 
IIPh -Pllo 2.00e-2 1.l0e-2 1.00e-2 1. 71e-2 1.42e-2 1.35e-2 
IPh - Pl1 1.29e+0 1.18e+0 1.18e+0 1.49e+0 1.52e+0 1.51e+0 
10h11 1.58e-4 9.0le-5 1.09e-4 2.65e-4 3.81e-4 4.18e-4 
Table 4.9 
FEM Error Mean and Standard Deviation 
This table lists the mean µ and standard deviation a of the FEM errors in 
Table 4.8. 
Example 1 Example 2 
µ a µ a 
IIUh - Ullo 1.48e-3 1.00e-5 5.9le-4 3.61e-5 
IUh - Ul1 4.43e-1 1. 77e-4 1.31e-1 1.54e-4 
IIPh - Pllo 1.37e-2 4.75e-3 1.49e-2 1.62e-3 
IPh - Pl1 1.22e+0 5.52e-2 1.51e+0 1.28e-2 




Iterations Required for Convergence 
These are the number of iterations required for convergence with ~ 1, 
1/ 
1 - -h = 32 and E2 = Y(5, 4, 4). 
€2 p u,_ u 0 
Po PI vx 0 vx 1 Vy 0 Vy 1 UX 0 UX 1 Uy 0 Uy 1 0o 01 
Y(5, 4, 4) 39 39 56 21 28 20 32 79 56 78 37 37 
Example 1 f(6, 5, 5) 49 46 79 29 34 26 40 104 79 107 40 41 
f(7, 6, 5) 59 54 104 37 43 32 48 136 105 179 42 47 
Y(5, 4, 4) 43 37 51 27 38 21 22 115 51 81 41 41 
Example 2 f (6, 5, 5) 49 44 73 34 45 27 28 202 73 110 50 50 
f (7, 6, 5) 58 51 128 43 53 33 33 291 96 161 58 58 
this approach allows us to select a value t that is best for the iterative solver in the single 
processor case. 
Figure 4.7 shows the results for Examples 2 and 4a on 64 x 64 and 512 x 16 meshes. 
The results for Example 2 are typical of those for other examples using various meshes and 
ratios for *. 
Generally the best choice was 3 ::; t ::; 5. There were a few cases in which the 
number of U system iterations increased momentarily, as occurred in the results in Figure 
4.7 for Example 4a. In most cases T(3) ~ T(4), and the more significant exceptions gave 
T(3) > T(4). In every case we found T(4) < T(0), and the typical net benefit in using T(4) 
amounted to a 40% to 60% reduction in computation. The costs of assembling/calculating 
and factoring the split counterparts of Up_ are also of interest, and from our data we see that 
the presolver is effective even when including these costs. We conclude that { = T(5, 4, 4) 
is a reasonable choice, and that the presolver is consistantly beneficial. 
Values for Ee 
To determine a reasonable choice for the residual tolerance Ee for our comparison 
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These graphs shows the reduction in computation when using the velocity 
presolver. The x-axis displays the relative residual tolerance imposed. The 
nvs indicates that the presolver was not used. The y-values indicate itera-
tions or CPU-time required in proportion to not using the presolver. The 
Time Step data points correspond to T(t). The Solve data points include the 
assembly time. The data in the graph above is for Example 2 with # = 10 
on a 64 x 64 mesh. The lower graph is for Example 4a with # = /0 on a 
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Figure 4.7 Velocity Presolver - Reductions in Work 
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errors from the iterative solver should not vary significantly from the FEM errors for the 
direct solver. 
78 
Table 4.11 shows the ratio of errors in iterative solutions to errors in direct solutions. 
These particular ratios are for Example 2 with cc E {l.0e- 5, 1.0e-6}, and they are typical 
of the results for other values of # · In many cases cc = 1.0e- 5 produces a comparable error; 
however, the results for the 32x32 mesh suggests using cc = l.0e - 6. Using cc = 1.0e - 4 
exaggerated the effect - that is, error ratios grew for some 16 x 16 meshes. On the other 
hand, some examples gave better errors for iterative solutions than for direct solutions. 
Because we use f = Y(5, 4, 4) for the pressure decomposition method, it seems 
reasonable to use cc = 1.0e - 5 to make a valid comparison; however, the relative residual 
jA~lbj depends upon b, and b for the comparison code is not the same as any of the b's for the 
pressure decomposition code. So using the same relative residual tolerance does not assure 
a fair comparison, especially in light of the significantly larger errors shown in Table 4.11 
for using a 32x32 mesh. On the other hand, a stricter tolerance to obtain reasonable FEM 
errors necessitates additional iterations - and somewhat larger errors might be acceptable. 
To allow for both circumstances, we conclude that cc = l.0e - 5 and cc = l.0e - 6 are both 
reasonable choices, so for comparison in timings we produce solutions using each. But to 
support any claim that our method is better, we choose the larger tolerance cc = l.0e - 5. 
4.4 Parallel Metrics 
In this section we present timing results for our parallel pressure decomposition 
solver. Phase I results depend upon the mesh, v and ry but not the particular problem 
solved. In particular, the discrete operator B is translation invariant. That is, translating 
a mesh from [0, 1] x [0, 1] to [-1/2, 1/2] x [-1/2, 1/2] does not change B. Unfortunately, 
calculating B is almost equivalent to ~ repetitions of the solves in Phase II. So completing 
Phase I is the limiting factor in the usefulness of the pressure decomposition approach. 
For notation we will use T1 and T1 I to denote the computation times for Phases I 
and II. We include assembly time for P, Ue, U and Bin T1 but not in Tu. In Tu we do 
include the assembly times for right hand sides of the linear systems resulting from a given 
ln and b (see Section 2.6). 
Phase II results depend upon the mesh, v, ry, and the problem solved. One might 
expect that if Phase I takes T1 seconds, then Phase II will take T1 I ~ 2 l~I seconds because 
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Table 4.11 
Convergence Tolerance - Coupled Formulation 
These are ratios of iterative solution to direct solution FEM errors for Ex-
ample 2 using the coupled velocity-pressure formulation. The notations ild 
and uh refer to the solutions produced using the direct and iterative solvers 
respectively. 
fc Re h 
lluh - ullo luh - ul1 IIPh - Pllo IPh - Pl1 
llild - illlo lild - ill1 IIPd - PIia IPd - Pl1 
l.0e-5 10 1/8 1.00 1.00 1.00 1.00 
1/16 1.69 1.06 1.91 1.35 
1/32 18.31 2.51 15.68 6.48 
1 1/8 1.00 1.00 1.00 1.00 
1/16 1.06 1.00 1.20 1.17 
1/32 3.43 1.02 6.51 2.07 
1 1/8 1.00 1.00 1.00 1.00 10 
1/16 1.03 1.00 1.09 1.09 
1/32 4.32 1.05 5.07 4.27 
l.0e-6 10 1/8 1.00 1.00 1.00 1.00 
1/16 1.01 1.00 1.01 1.00 
1/32 3.91 1.32 5.04 2.65 
1 1/8 1.00 1.00 1.00 1.00 
1/16 1.00 1.00 1.00 1.00 
1/32 1.33 1.01 1.81 1.60 
1 1/8 1.00 1.00 1.00 1.00 10 
1/16 1.00 1.00 1.03 1.03 
1/32 1.03 1.00 1.35 1.36 
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Phase II makes use of the same discrete operators. This possible rule of thumb does not 
generally hold because the initial solution q0 jn = 0, q°(xj) = 1 is relatively close to the 
actual solution pi(gj). But typically, Tu > 2 l~I . 
We proceed as follows. For Phase I we present data demonstrating that the timing 
results are reasonable static, and that the cost of Phase I is dominated by the calculation of 
B. We then discuss the scalability of our solver by considering results from increasing both 
the number of unknowns and the number of processors used. For Phase II we present results 
for our example problems including typical times, speedup, efficiency, relative communica-
tion costs, and the proportion of cost attributable to the serial solve using B. Finally, we 
present results for our comparison code and discuss how the two approaches compare. 
All of the timing trials were performed on the 128 machine cluster described in 
Section 3.1. In every trial ours was the only user program running on the cluster. Except 
for trials using 256 processors, every process ran on a different machine. Reported times 
are averages of all the times reported by the processes. Trials for the very coarse meshes are 
averaged over four runs. Repeated trials for finer meshes proved highly consistent and were 
not necessary. Some changes were made to the code during trials, but these were mostly 
related to I/O problems when using 128 or 256 processors. The I/O times were isolated, so 
the changes had no effect on the remaining data. 
4.4.1 Phase I 
To investigate scalability, we followed the approach suggested in (36]. That is, 
suppose the time complexity of algorithm A performed in serial is O(f(n)). Also suppose 
that there exists a function g(n) so that O(f(c · n)) = g(c) · O(J(n)). If algorithm Ap 
is a perfectly scalable parallel implementation of algorithm A then the actual time, T1 ( n) , 
required to execute alogrithm A on a data set of size n should equal the actual time, Tg(c) ( n), 
required to execute algorithm Ap on a data set of size c · n using g(c) processors. 
For clarity we provide a simple example. Suppose a sorting algorithm has time 
complexity O(n2 ) and requires 10 seconds to sort 100,000 integers. Noting that (c · n)2 = 
c2n 2 , we deduce that a perfectly scalable parallel implementation of this sorting algorithm 
would require 10 seconds to sort 200,000 words using 4 processors. Note that we have 
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doubled the size of the data, but because the algorithm has a time complexity of O(n2 ) we 
must quadruple the number of processors in order to complete the task in the same amount 
of time. 
Now applying this idea to Phase I, we first assume the iterative solver to have time 
complexity O(n) where n is the number of unknowns. In (2.81-2.83) we perform iterative 
solves to calculateph1(g1), iih1(g1) and 0hl(g1) for each j E {l...nB} where nB is the number 
of boundary nodes. We will take n to be the number of unknowns used to represent Ph I (g1), 
iih1(g1) and 0h1(g1) for a given g1. Once we have calculated Ph1(g1), iih1(g1) and 0hi(g1), 
we use (2.80) (repeated below) to calculate a column of B, 
Now the time complexity to solve for Ph1(g1), iih1(g1) and 0hi(g1) for j = l...nB is O(n·nB)-
Then we must calculate each of then~ entries of B. It follows that the time complexity of 
Phase I is O(n · nB + n~)- Now assuming we reduce the size, h, of the triangles in the mesh 
to ~, we will increase the number of unknowns to 4 · n and the number of boundary nodes 
to 2-nB. That is, nB ex .,fii, and so asymptotically O(n·nB+n~) = O(H+n) = O(H). 
Now for a time complexity of 0( H), if we have a perfectly scalable implementation, 
then using Tf ( n) to denote the actual time required to execute Phase I for n unknowns using 
p processors, and assuming n is sufficiently large, we expect 
T}(n)::::: Tf (4 · n) ::::: T}6(16 · n) ::::: TJ4(64. n) ... 
2 4 8 
or T I ( ) "' Tf (p . n) In ,._, . 
..jp 
That is, supposing the iterative solver to have time complexity O(n), and our implemen-
tation is perfectly scalable, and n is sufficiently large, then if we increase the number of 
processes and unknowns by a factor of 4, we expect to see the actual execution time to 
increase by a factor of 2. 
Now following the same logic, if the iterative solver has a time complexity of 0( H) 
then Phase I has a time complexity of O(n2 ). So if we have a perfectly scalable implemen-
tation then we expect 
1 ( ) ,._, Tf (4 · n) ,._, T}
6 (l6 · n) ,._, TJ4(64 · n) · 
Ti n "' 4 "' 16 "' 64 ... or 
T}(n)::::: Tf (p. n). 
p 
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That is, supposing the iterative solver has a time complexity of 0( N), and our imple-
mentation is perfectly scalable, and n is sufficiently large, then if we increase the number 
of processes and unknowns by a factor of 4, we expect to see the actual execution time to 
increase by a factor of 4. 
The reason we consider both O(n) and O(Vn3) iterative solvers is that the serial 
time complexity for our iterative solver [32] is 0( N) for Phl (gi) and 0h 1 (gi) and at most 
0( N) for ih1 (gi). In addition, we are using a velocity presolver. So for our iterative 
solver, if our implementation is perfectly scalable, and the presolver is effective, and n is 
sufficiently large, then if we increase the number of processes and unknowns by a factor of 
4, we expect the actual execution time to increase by a factor of at least 2 and at most 4. 
That is, we expect 
TJ (p · n) 1 ( ) TJ (p · n) ~---<Tr n < ~---. vP - - p 
Even supposing the implementation is scalable, this increase in execution time is 
somewhat disturbing. But note that we are considering Stokes solves performed as steps 
within a time dependent problem. So for stability [27] we expect it < C, or perhaps 
~ < C, with C independent of Lit and h. So for a specific interval t E [a, b], reducing h by 
a factor of 2 will increase the number of Stokes steps required by a factor of 2 ( or 4 in the 
parabolic case). With this in mind, and assuming the mesh, 'f/ and v do not change, then 
Phase I is only performed once, and provided our implementation is scalable, the growth in 
cost of Phase I is acceptable provided the number of Stokes steps to be taken is sufficiently 
large. Specifically, for the pressure decomposition method to be more effective4 than a 
comparably scalable comparison method we require 
Tr+ TB+ Nt:,t ·Tu< Nt:,t · Tc ( 4.1) 
where Tr is the time required for Phase I, TB is the time to factor B, Tr 1 is the time required 
for Phase II, Tc is the time required for a Stokes step using the comparison method, and 
N t:,t is the number of steps to be taken. 
4 See 4.4.4 for more discussion of ( 4.1) 
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Table 4.12 lists timing results for Phase I using both coarse and fine meshes. These 
results are typical of our results for Phase I in that the times are dominated by the calcu-
lation of B, which warrants storing B for later use. In contrast, the time to assemble and 
factor P , Ue and U (in our domain decomposition form P = P 1 + P2, Ue = Ue 1 + Ue 2 and 
U = U1 + U2) is small in comparison to the time required to calculate two rows of B . From 
Section 2.6 we can see that calculating two rows of B is roughly equivalent to completing 
Phase II. So we do not store P , Ue or U - regardless of the number of Stokes steps we wish 
to perform. 
Table 4.13 summarizes the timing results for Phase I. The times decrease somewhat 
with ~' which is reasonable because of the increased stability of the corresponding differen-
tial operator. The column labeled Ts lists the time required to factor the discrete operator 
B. We chose to use a serial Cholesky factorization, and the times listed are three-run 
averages of the real time required. 
From the theory we know that B should be symmetric positive definite; however, 
while experimenting with relative residual tolerances we observed that in some cases i'1 = 
1'(4,4, 4) produced a symmetric B for which the Cholesky factorization failed. We were 
still able to produce an LU factorization, and although we chose not to use these operators , 
we observed that FEM errors were reasonable even when our approximation of B failed to 
be positive-definite. 
Figure 4.8 includes plots of Tf ~n). If the time complexity of Phase I were 0( Vn3) 
then perfect scaling would result in a plot of a constant. Relative increases in time by factors 
of 2 would correspond to a time complexity of O(n2). The data meet our expectation in 
that the relative t ime does increase, but by factors slightly less than 2. 
The projections shown in Figure 4.8 include data points calculated rather than 
measured . Late in our trials we were able to make use of 256 processors , but we did not 
produce data using 512 or 2048 processors. Still , we did increase the group size consistently, 
so it is reasonable to expect that each doubling of the number of (non-interacting) groups 
will halve the computation time. 
Table 4.12 
Typical timing results for calculating B 
These are timings for Phase I using ~ = 1. The times listed are averages 
of the corresponding times for all of the processors used. The CPU-U and 
CPU-S are user and system CPU usage [26]. The relative error refers to the 
real time listed. The times listed for P,Ug,U are for the assembly of the split 
counterparts of the corresponding discrete operators. The times listed for B 
are for the assembly/ calculation of B. 
CPU-U CPU-S Real Relative 
Sec. Sec Sec Error 
Mesh 8x8 Mesh 1/0 0.00 0.01 0.01 3.69e-1 
CPUs 2 P,Ug,U 0.02 0.00 0.02 2.12e-8 
Group Size 1 B 1.64 0.00 1.64 3.38e-2 
IBI 64 B 1/0 0.00 0.03 0.13 l.15e-l 
Unknowns 659 Total 1.67 0.04 1.81 3.l 7e-2 
Mesh 256x256 Mesh 1/0 0.15 0.28 103.61 0.00e+0 
CPUs 128 P,Ut,U 0.66 0.00 0.66 7.04e-3 
Group Size 32 B 14612.49 200.56 15628.16 5.66e-3 
IBI 1,024 B 1/0 0.03 0.26 2.47 7.19e-2 
Unknowns 592,387 Total 14613.32 201.11 15736.29 5.62e-3 
Mesh 128x4 Mesh 1/0 0.04 0.08 0.12 6.15e-2 
CPUs 2 P,Ug,U 0.16 0.00 0.16 4.56e-2 
Group Size 1 B 108.60 0.42 109.00 4.6le-3 
IBI 264 B 1/0 0.19 1.38 7.00 5.05e-3 
Unknowns 5,271 Total 108.97 1.88 116.30 4.26e-3 
Mesh 2048x64 Mesh 1/0 0.30 0.53 204.31 0.00e+0 
CPUs 256 P,Ug,U 1.29 0.00 1.29 2.74e-3 
Group Size 32 B 40,022.24 285.67 41,373.20 4.76e-3 
IBI 4224 B 1/0 0.09 0.22 3.39 6.73e-2 
Unknowns 1,190,211 Total 40,023.93 286.44 41,595.27 4.73e-3 
Note: The 0.00 relative error listed for Mesh 1/0 time is not a typographical 
error. In order to use more processors, we were forced to reduce the number 
of active file-handles, so the code was modified to pipeline the mesh 1/0 and 
to synchronize processes afterward. The 1/0 operations for B were handled 




Summary of timing results for calculating B 
These are the timing results for the calculation of the discrete operator B 
in Phase I. The Gsz (group size) column lists the number of processors 
working in each group. Results are listed in terms of real-time seconds for 
# E {10, 1, 0.1} in the corresponding column. 
Mesh CPUs Gsz IBI Unknowns !!. = 10 !!. = 1 !!. I TB - 10 
8x8 2 1 32 659 1.69 1.64 1.37 0.03 
16xl6 8 2 64 2467 7.12 6.68 5.60 0.03 
32x32 32 4 128 9539 25.61 24.00 20.65 0.11 
64x64 128 8 256 37507 89.69 82.21 62.21 1.02 
128xl28 128 16 512 148739 1205.15 1163.30 862.32 9.39 
256x256 128 32 1024 592387 15628.16 73.58 
128x4 2 1 264 5271 109.76 108.99 87.66 0.67 
256x8 8 2 528 19755 444.84 402.57 284.29 5.85 
512xl6 32 4 1056 76371 1711.57 1446.99 993.35 49.84 
1024x32 128 8 2112 300195 5818.18 5622.59 3520.95 628.50 
2048x64 256 32 4224 1190211 41373.2 5,539.00 
4.4.2 Phase II 
For Phase II our primary concern is the amount of time required to solve the Stokes 
problem with TJ =I= 0 for a single input fn- We refer to this as a single Stokes step. Recall 
from Section 2.6 that Phase II requires a number of linear solves and the solutions generated 
are used in the assembly of the vector required for the next solve. So when we refer to a 
single Stokes step, n, we include assembly time which depends upon fn, but we do not 
include assembly time for the stiffness matrices. 
Tables A.l-A.14 list the timing metrics calculated for Examples 1, 2, 4a and 4b 
using # E {10, 1, 0.1 }. Some of the larger problems were only solved for # = 1, but the 
results for coarser meshes with # = 1 are otherwise typical of the others, so in the following 
discussion we present plots summarizing Table A.10 which contains data for Example 4a 
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These graphs show the relative computation time for B while increasing 
both the number of unknowns and the the number of processors. The up-
per graphs are for [-1/2, 1/2] x [-1/2, 1/2] and the lower graphs are for 
[-16, 16] x [-1/2, 1/2]. The projections are related to increasing the number 
of groups rather than the group size. See Table 4.13 for the actual number 
of processors used. 
Figure 4.8 Scalability 
2048 
Figure 4.9 shows computation time as given in Table A.10 for Example 4a with 
~ = l. As expected, increasing the number of processors has a greater effect as the number 
of unknowns increase. Recall from Table 3.1 that the solution on a 128x4 mesh has 5,271 
unknowns compared to the 1,190,211 unknowns for the 2048x64 mesh. 
T. 
Following [36], we define speedup, Sp, calculated as Sp = T.Po, where Tp0 is the time required 
. p 
by the minimum number of processors producing a solution, and Tp is the time required 
using p processors. Figure 4.10 shows speedup from Table A.10. Because the least number 
of processors used, p0 , depends upon the mesh, we actually plot Po · Sp so that deviation 
from the main diagonal indicates degraded speedup. 
Sp 
Efficiency, Ep , is defined as Ep = so shows the relative speedup. Figure 4.11 shows 
p 
efficiency from Table A.10. 
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Figure 4.9 Stokes Step Computation Time - Example 4a with ~ = 1 
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Our adjusted speedup, Sp, and adjusted efficiency, Ep, are calculated with the times involved 
decreased by the amount TB, which is the time attributed to the known serial portion. 
These adjusted metrics are of interest in terms of Amdahl's Law [36] which states that 
s - l 
P - a+ (l - a)/p 
where a is the proportion of the algorithm that is serial, and we assume that the remaining 
portion is parallelizable of maximum degree. If we suppose a = ½, then Sp < 2 \Ip, which in 
turn should clarify our interest in TB. In particular, note that that small values of ISP - Bpi 
and IEp - Epl indicate that parallelizing the solution process for B · Pr = b to decrease TB 
will have little effect. Figure 4.12 shows adjusted speedup as given in Table A.10. We see 
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Figure 4.10 Speedup - Example 4a with * = 1 
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Figures 4.13 and 4.14 show the time required for communication and the serial 
portion of the algorithm relative to the total time for the Stokes step. Note that for coarse 
meshes with fewer unknowns, the serial computation of Pr quickly limits the benefit of 
parallelization. This does not hold as the number of unknowns grows. The reason for this 
is that the serial portion of the computation in Phase II is dominated by the linear solve in 
(2.84) using the discrete operator B, and its size nB is proportional to .,/ii, where n is the 
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Figure 4.11 Efficiency - Example 4a with ~ = 1 
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This plot shows serial computation time relative to the computation time of 
a single Stokes step in Phase II. 
Figure 4.14 Serial Computation - Example 4a with ~ = 1 
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To conclude this section we wish to address the issue of the number of subdomains 
used in the rectangular case - or the elongated case in general. We also wish to substantiate 
that our velocity presolver is effective. 
To address the issue of the number of subdomains, recall that we elected to subdivide 
the mesh into as many subdomains as possible and then have processors handle more than 
one subdomain. It is certainly reasonable to question whether this is an effective policy -
but only in terms of computation time. The reason for this is that maintaining the number 
of processors and using fewer subdomains will not decrease communication time, but it will 
increase bandwidth in the subdomain discrete linear operators. So if speedup is affected, 
the change is strictly due to computation time. 
To investigate this somewhat, we consider dividing the mesh into fewer subdomains. 
In particular, Table 4.14 shows the results when using a C32 mesh as described in Section 
3.6. The "Cl28", "C256" and "C512" entries are results from using 128, 256, and 512 
colors. The computation times increased significantly. For the 512x16 mesh, note that the 
time for using 16 processors and 32 subdomains was about five times that for using 16 
processors and 512 subdomains. In part this may be due to using the optimal values for 
the parameters µp, µu1 , and µu for the C512 mesh when using the C32 meshes. So these 
results do not completely answer the question. But they do suggest that the best number 
of subdomains is not simply a matter of using exactly twice the number of subdomains as 
processors. 
Tables 4.15 and 4.16 illustrate that our conclusions, regarding the number of subdo-
mains, hold on our rectangular meshes. The "C256" entries are results from using a mesh 
with 256 subdomains, and the "V2" entries were produced by a second version of the code. 
This version attempts to decrease the overall communication time associated with solving 
B · pr = b(f) by gathering the data to a single processor that solves for Pr and distributes 
the result. This change made a small but insignificant decrease in overall computation time. 
The "Rep" entries are repeated runs, and we include them here to show how little the times 
varied. Finally, the "NVS" entries - listing results when not using the velocity presolver 
- show that the velocity presolver basically reduces the computation time by a factor of 
about one half. 
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Table 4.14 
Timings for Example 4b with v = /0 compared with C32 meshes 
128x4 256x8 512x16 
C128 C32 C256 C32 C512 C32 
CPUs Sec Sec Sec Sec Sec Sec 
1 1.32 2.24 8.11 24.89 
2 0.76 1.23 4.18 12.65 26.66 163.43 
4 0.50 0.80 2.24 6.68 13.68 82.37 
8 0.37 0.58 1.33 3.69 7.04 41.71 
16 0.38 0.54 0.95 2.32 3.89 21.37 
Table 4.15 
Timings for Example 4a with # = 1 on a 2048x64 mesh 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
2048x64 32 117.11 0.48 2.85 3.5 
64 62.48 0.82 5.76 1.87 0.94 6.9 1.94 0.97 
128 35.53 1.18 11.76 3.30 0.82 13.0 3.66 0.91 
2048x64 32 114.50 0.50 6.02 3.7 
Rep 64 60.60 0.78 11.42 1.89 0.94 6.8 1.95 0.98 
128 33.95 1.09 21.27 3.37 0.84 12.1 3.70 0.92 
2048x64 32 420.14 0.35 2.84 1.0 
C256 64 215.70 0.57 5.74 1.95 0.97 1.9 1.97 0.98 
V2 128 113.62 0.84 10.82 3.70 0.92 3.6 3.80 0.95 
2048x64 32 262.94 0.43 3.55 1.6 
NVS 64 131.65 0.71 7.19 2.00 1.00 3.2 2.03 1.02 
V2 128 72.47 1.27 13.37 3.63 0.91 5.6 3.79 0.95 
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Table 4.16 
Timings for Example 4b with # = 1 on a 2048x64 mesh 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
2048x64 32 120.98 0.50 2.79 3.4 
64 64.48 0.79 5.49 1.88 0.94 6.8 1.94 0.97 
128 36.54 1.18 11.41 3.31 0.83 12.8 3.67 0.92 
2048x64 32 118.28 0.44 5.84 3.5 
Rep 64 62.69 0.78 11.31 1.89 0.94 6.7 1.95 0.98 
128 35.32 1.19 21.49 3.35 0.84 11.9 3.67 0.92 
2048x64 32 447.60 0.40 2.70 0.9 
C256 64 230.77 0.60 5.50 1.94 0.97 1.8 1.96 0.98 
V2 128 123.00 0.91 11.52 3.64 0.91 3.3 3.73 0.93 
2048x64 32 254.36 0.41 3.70 1.6 
NVS 64 131.65 0.71 7.19 1.93 0.97 3.2 1.96 0.98 
V2 128 72.47 1.27 13.37 3.51 0.88 5.6 3.66 0.91 
4.4.3 Comparison Code Results 
In this section we present our results for our coupled velocity-pressure code. As in 
our discussion of Phase II, our primary concern is the amount of time required to solve 
the Stokes problem with 1J -=I- 0 for a single input fn - or a single Stokes step. Recall that 
the time for assembly depending upon fn differs for the coupled velocity-pressure method 
and Phase II for the pressure decomposition method. So our times here also include this 
assembly time - but not assembly time for the stiffness matrix. 
Tables B.l-B.12 list the timing metrics for the comparison code for Examples 1, 2, 
4a and 4b using# E {10, 1,0.1}. In a few cases the comparison code failed to converge, in 
which case the corresponding time is preceded by an asterisk. 
Figures 4.15-4.17 show the computation time, speedup and efficiency for Example 
4a with # = 1 as given in Table B.8. Figure 4.18 shows communication as a percentage of 
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We have presented data demonstrating how our solver and our comparison code 
perform in terms of time, speedup and efficiency. Now we wish to compare the two ap-
proaches. We assume we are computing solutions to Stokes problems as steps within a time 
dependent problem. We also assume the mesh, rJ and v (see (2.1)-(2.4)) do not change, and 
so Phase I is completed only once. 
Recall that for the pressure decomposition method to be effective, we must be able 
to complete repeated Stokes steps significantly faster than a comparison code in order to 
compensate for the cost of completing Phase I. We discussed this in Section 4.4.1, and 
determined that to be effective, we must have 
(4.2) 
One difficulty with ( 4.2) is that in determining T1 and Tc we should take into consideration 
that in the time dependent problem, the prior Stokes step solution will be available as a 
starting iterate for repetitions. It is reasonable to suppose that small values of 6..t correspond 
to small changes in the Stokes solutions and therefore small initial residuals. On the other 
hand, small values of 6..t (relative to the time interval) correspond to large values of Nb..t· 
As for TB, from Table 4.13 we see that TB « T1. Also note that we chose to factor B in 
serial. This could be done in parallel and TB reduced. 
With these issues in mind, we ignore TB, and we will assume that having a good 
starting solution is equally beneficial in terms of reducing the computation times T1, Tu 
and Tc. (For T1 and Tc this amounts to saying that the number of iterations required for 
convergence will be reduced by about the same factor. For T1, we note that good starting 
solutions could be determined by translations and/or rotations of prior solutions.) If we 
also suppose Tu > 2-/m, then we have T1 < ~ -Tu and so if we have 
IBI 
2 ·Tu+ Nb..tTu < Nb..t · Tc 














So our solver is effective if 
IBI + 1 < Tc. 
2 · NAt - Tn 
(4.3) 
Now in the time dependent setting, if L:lt is sufficiently small, then having a good initial 
approximation for the comparison code (i.e. the solution at the previous time step) may 
outweigh the benefit of our velocity presolver in Phase II. So for small L:lt we assume that 
the time for the comparison code is scaled by ¼ for a E [1, 2]. Then (4.3) becomes 
So if we have 
alBI Tc ---+a<-. 




- 2 (Tc - a · T1 I) 
and T1 + TB < ~ -T11 then we expect our solver to be effective. 
(4.4) 
(4.5) 
Now recall from Sections 2.6 and 4.4.1 that IBI corresponds to the number of bound-
L:lt 
ary pressure nodes for the mesh, and so IBI ex ¾- If we assume that h < Cnh to assure 
convergence for the time dependent problem, then because N At ex lt we have NIEi ex L:lt. 
At h 
Since a E [1, 2], from (4.4) and (4.5) we generally we hope to see ~TT. » 2. 
II 
Figure 4.19 shows how Tc and Tn compare (times for a single Stokes step). In this 
figure we used convergence tolerances of cc= 10-5 and f = (10-5 , 10-4 , 10-4 ) (see Section 
4.3.3). Note the comparisons are more favorable for our code as the problem size grows. 
Also note that our code performs much better on the rectangular domain. 
Figures 4.20 and 4.21 also show how Tc and T11 compare using the same data except 
that these graphs separate Tc and Tn into computation time and communication time. In 
Figure 4.20 note that for a 128x128 mesh using 64 processors we have TcT_J.h 
1 
~ 33%. Also 
note that as the number of unknowns increases, the communication time for our solver 
improved relative to the communication time for the comparison code. 
In general, the comparative performance of the pressure decomposition technique 
improved with the size of the problem. For square domains, using our implementation of the 
Peaceman-Rachford domain decomposition, the number of subdomains limits the number of 
processors used. So if every processor handles a single subdomain then half the processors 
are always waiting on data. For example, on a 64x64 mesh the time required for Phase 
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II using 64 processors is about the same as for using 32 processors - with perhaps a slight 
increase in time because of increased communication. Unfortunately, on square domains, 
even when the pressure decomposition method was faster than the comparison code, the 
comparison code usually did not take twice as long. 
On rectangular meshes there is not as much of a limitation on the number of pro-
cessors, and we only reached this limitation when using the 128x4 mesh. In general, the 
pressure decomposition solver performed much better for these examples. For instance, in 
Figure 4.21 note that for the 1024x32 mesh and using 128 processors we have ¥c;- ~ ~~~ , so 
a= 1 and Nt:;.t >= 205, or a= 2 and Nt:;.t >= 510 would satisfy (4.3). For this case, from 
the data, we have T1 = 5622.59, TB = 628.5, Tu= 6.84 and Tc = 42.37. Using (4.2) gives 
Nt:;.t >= 176 which would correspond to a= 1 since we used the presolver. So the estimate 
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These graphs show the relative Stokes step times for our pressure decom-
position solver (GPPR) and the comparison code (BiCGstab). The graphs 
are plots of the ratio ¥;-· That is, a height of 0.5 indicates the pressure 
decomposition solver took half as long as the comparison code for a single 
Stokes step. 
GPPR Method versus Coupled BiCGstab 
1 
.D 
------~ 0.9 • 128x4 (fj .,,,..,,,...,,.. ..... (!) • 256x8 
-------0 T 512X16 in 0.8 ------
B • 1024x32 -----------------Q) 0.7 ~ · 
> ,/ ,,/ 
~ ., / ---ai 0.6 / / .,.., ... 
a: . /.-- .• .. ·· 






C 0.4 _.-,. 0 
E / / I / --------:::J 0.3 • , a. I , ---E {.- ---Al ---
0 0.2 .. - ----0 





0 16 32 48 64 80 96 112 128 
Number of Processors 






























128 ,, , , , , , , , ' '' '''''' '' Y///////// //////////// / ///. 




~ GPPR ~ BiCGstab E3 BiCGstab 
Communication Communication Computation 
This bar graph shows the relative computation and communication times 
for our pressure decomposition solver (GPPR) and the comparison code 
(BiCGstab). The blocks labeled computation time do not include commu-
nication time. So the relative time for a Stokes solve is the sum of the 
computation and communication times. 
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This bar graph shows the relative computation and communication times 
for our pressure decomposition solver (GPPR) and the comparison code 
(BiCGstab). The blocks labeled computation time do not include commu-
nication time. So the relative time for a Stokes solve is the sum of the 
computation and communication times. 
Figure 4.21 Relative Computation & Communication - Example 4a with ~ = 1 
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CHAPTER 5 
CONCLUSIONS AND FURTHER WORK 
5.1 Conclusions 
The Glowinski-Pironneau pressure decomposition and the Peaceman-Rachford solver 
based upon Layton and Rabier's domain decomposition offer significant advantages in terms 
of parallelization. 
The pressure decomposition method replaces the coupled velocity-pressure discrete 
linear operator with smaller symmetric positive definite operators. It also allows the direct 
calculation of the pressure along the boundary, which in turn supports the use of essential 
boundary conditions to calulate interior pressure. Having symmetric positive definite oper-
ators allows the use of different solvers which can potentially reduce computation time. The 
direct calculation of the pressure along the boundary means, in terms of iterative methods, 
the pressure does not evolve with the velocity. 
The obvious and most significant drawback to using the pressure decomposition is 
the computational cost of calculating the discrete operator Bused to calculate the boundary 
pressure. 
The domain decomposition allows local assembly, and the ability to dramatically re-
duce bandwidth locally. This allows the resulting local symmetric positive definite operators 
to be factored completely. 
To summarize our contribution, we have presented a thorough analysis and expla-
nation of the Glowinski-Pironneau pressure decomposition method for the modified Stokes 
problem. We have demonstrated that our presolver is effective in reducing the time required 
to solve the velocity systems. We have also demonstrated that the pressure decomposition 
can be used effectively with a Peaceman-Rachford solver based upon Layton and Rabier 's 
domain decomposition. For the Peaceman-Rachford domain decomposition solver, we have 
presented results indicating that parameter selection is not tedious, and that communica-
tion costs are not prohibitive. By applying these techniques and solving a problem on a 
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2048x64 mesh with 1.2 million unknowns using 256 processors , we have shown that this 
solver works well with the pressure decomposition method in an elongated domain and that 
the two methods combined produce an effective modified Stokes solver. Finally, acknowl-
edging that the cost of calculating B is considerable, we have provided estimates for the 
number of iterations required to amortize this cost. 
5.2 Further Work 
In hindsight, the central issues are much easier to find. In this section we present a 
few questions/issues that are possibly worth further consideration. 
Glowinski-Pironneau Pressure Decomposition 
The central issue regarding the pressure decomposition is reducing the cost of cal-
culating the discrete linear operator B used to determine the boundary pressure. If we 
eliminated this cost altogether and still have access to B, then the remaining costs - par-
ticularly for Phase II - are roughly equivalent to two steps of the Uzawa method. So to 
make the pressure decomposition method (or the Uzawa method) effective, it is essential 
to reduce the cost of Phase II significantly below one half the cost of using the coupled 
velocity-pressure formulation. Also, an approximation for B could serve as a presolver for 
the Uzawa method. 
Peaceman-Rachford Domain Decomposition 
As for the domain decomposition and the Peaceman-Rachford solver, one issue is the 
matter of the optimal number of subdomains. Also, different processes might use different 
iteration parameters (µp, µull µu ), and communicate results between solves in order to 
select optimal values. 
Refining Poisson Solver 
Our optional velocity presolver step is a simplification of an idea considered earlier in 
our research. The original idea, still of interest for future work, would be to have the Poisson 
solvers use initial solutions of discontinuous linears, which could be generated recursively. 
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To explore this opportunity, we initially produced a refining Poisson solver that 
iteratively produces solutions on a sequence of globally refined meshes. After each refine-
ment, the prior solution is mapped to the new mesh. Of course, each mapped solution 
serves as an initial solution for the next iteration, and each solution is determined by a 
Peaceman-Rachford domain decomposition solver. 
An important but not immediately obvious advantage is that one need not use the 
same type of basis functions for every mesh. In particular, we are primarily interested 
in Poisson problems where our solution will be required in terms of continuous quadratic 
or linear basis functions. But intermediate solutions could be in terms of nonconforming 
discontinuous linear basis functions. Figure 5.1 illustrates how the mesh and coloring might 
change in the process, and figure 5.2 illustrates mapping the solution to a new set of basis 
functions. 
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Figure 5.1 Refining Solver Meshes and Colorings 
This is an example sequence of meshes and colorings a refining solver might 
use: begin with discontinuous piecewise linears, refine twice, switch to con-
tinuous piecewise linears, and then switch to continuous piecewise quadrat-
ics. 
Since each final solution is given in terms of the desired continuous basis functions , 
the solution error bounds are already established, and the primary analysis required would 
Figure 5.2 Mapping Solutions 
The diagram above illustrates mapping discontinuous linears on a coarse 
mesh to a continuous solution in terms of discontinuous linears on a refined 
mesh. 
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be oriented toward computational efficiency. Initial results were promising, and typically 
reduced the computation time by about one half. 
We point out that Layton [32) mentions the possibility in theory of a recursive 
application of the domain decomposition. For example, one might decompose the domain 
in strips, and then apply a decomposition to each strip. Figure 5.3 illustrates a recursive 
application. To see how our scheme differs from the recursive scheme Layton mentions, 
observe that our process involves an explicitly stated finite sequence of solves over the 
entire domain. 
Finally, the refining Poisson solver is a multilevel method in the sense that the 
solutions are produced on a sequence of refined meshes. But it differs from multilevel 
methods in that there would be no benefit in returning to a coarser mesh - we completely 
solve exactly one problem on each mesh. 





Figure 5.3 Recursive Domain Decomposition 




Parallel Timing Data 
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Tables A.l-A.14 list the timing metrics calculated for Examples 1, 2 4a and 4b 
using the pressure decomposition code, f = T(5, 4, 4) and # E {10, 1, 0.1 }. In each table, 
the column labeled Sec gives the (real time) seconds required for assembling the right-
hand side and producing the solution - a single Stokes step. The %Util column lists the 
percentage of CPU time required by system calls as described in the UNIX/LINUX man 
pages [33]. The communication time is calculated as the difference in total CPU time and 
real time. The % Com column lists this amount as a percentage of the real time. The %B 
column lists the proportion of time required by the calculation of Pr given the system of 
equations B · Pr = b. That is, %B is a measure of the known serial-portion of the Stokes 
step. The Sp, Ep , Sp, Ep columns list speedup, efficiency, adjusted speedup, and adjusted 
efficiency as described in Section 4.4.2. 
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Table A.1 
Timings for Example 1 with ~ = 10 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
8x8 1 0.17 0.0 0.0 
2 0.15 0.00 46.67 1.13 0.57 0.0 1.13 0.57 
4 0.21 9.52 66.67 0.81 0.20 19.0 1.00 0.25 
8 0.28 7.14 85.71 0.61 0.08 32.1 0.89 0.11 
16x16 1 1.48 0.00 0.0 
2 0.92 4.35 19.57 1.61 0.80 4.3 1.68 0.84 
4 0.71 5.63 45.07 2.08 0.52 8.5 2.28 0.57 
8 0.64 6.25 65.62 2.31 0.29 15.6 2.74 0.34 
16 0.68 4.41 77.94 2.18 0.14 26.5 2.96 0.18 
32x32 1 9.56 0.00 0.1 
2 5.05 1.78 6.93 1.89 0.95 0.6 1.90 0.95 
4 2.95 1.69 20.00 3.24 0.81 2.4 3.32 0.83 
8 1.83 5.46 37.70 5.22 0.65 5.5 5.52 0.69 
16 1.35 5.19 54.81 7.08 0.44 8.1 7.70 0.48 
32 1.39 5.04 74.82 6.88 0.21 15.8 8.16 0.26 
64x64 1 67.24 0.01 0.0 
2 34.35 0.41 2.18 1.96 0.98 0.1 1.96 0.98 
4 18.15 1.38 7.77 3.70 0.93 0.4 3.72 0.93 
8 9.80 1.63 15.10 6.86 0.86 1.1 6.94 0.87 
16 5.70 2.63 28.95 11.80 0.74 2.8 12.13 0.76 
32 3.83 3.39 48.56 17.56 0.55 7.3 18.94 0.59 
64 3.65 3.56 70.96 18.42 0.29 12.6 21.07 0.33 
128x128 4 118.98 0.44 2.99 0.1 
8 61.13 1.05 5.81 1.95 0.97 0.2 1.95 0.97 
16 31.45 1.59 11.29 3.78 0.95 0.6 3.80 0.95 
32 17.87 2.80 22.10 6.66 0.83 1.8 6.78 0.85 
64 11.41 3.16 37.77 10.43 0.65 4.4 10.89 0.68 
128 10.71 3.27 65.64 11.11 0.35 8.2 12.09 0.38 
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Table A.2 
Timings for Example 1 with ~ = 1 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
8x8 1 0.17 0.0 0.0 
2 0.15 0.00 46.67 1.13 0.57 0.0 1.13 0.57 
4 0.21 9.52 66.67 0.81 0.20 19.0 1.00 0.25 
8 0.28 7.14 85.71 0.61 0.08 32.1 0.89 0.11 
16x16 1 1.31 1.53 0.0 
2 0.84 1.19 19.05 1.56 0.78 0.0 1.56 0.78 
4 0.65 1.54 52.31 2.02 0.50 10.8 2.26 0.56 
8 0.58 3.45 68.97 2.26 0.28 17.2 2.73 0.34 
16 0.58 6.90 75.86 2.26 0.14 22.4 2.91 0.18 
32x32 1 8.99 0.00 0.0 
2 4.79 0.42 6.26 1.88 0.94 0.0 1.88 0.94 
4 2.85 2.46 20.35 3.15 0.79 2.5 3.23 0.81 
8 1.73 2.89 36.42 5.20 0.65 5.8 5.52 0.69 
16 1.29 4.65 54.26 6.97 0.44 9.3 7.68 0.48 
32 1.53 3.92 79.08 5.88 0.18 15.7 6.97 0.22 
64x64 1 63.29 0.03 0.0 
2 32.32 0.50 2.20 1.96 0.98 0.1 1.96 0.98 
4 17.05 1.23 7.51 3.71 0.93 0.5 3.73 0.93 
8 9.20 1.96 15.76 6.88 0.86 1.3 6.97 0.87 
16 5.40 2.59 27.96 11.72 0.73 3.0 12.07 0.75 
32 3.63 3.31 47.93 17.44 0.54 7.4 18.83 0.59 
64 3.43 4.08 70.26 18.45 0.29 12.8 21.16 0.33 
128x128 4 104.25 0.54 3.18 0.1 
8 53.59 1.16 5.93 1.95 0.97 0.3 1.95 0.97 
16 28.30 1.52 11.55 3.68 0.92 0.7 3.70 0.93 
32 16.16 2.35 21.53 6.45 0.81 1.9 6.57 0.82 
64 10.39 3.27 38.40 10.03 0.63 5.3 10.58 0.66 
128 9.53 3.36 65.90 10.94 0.34 8.4 11.93 0.37 
256x256 16 189.14 0.72 4.94 0.2 
32 98.90 1.27 9.47 1.91 0.96 0.5 1.92 0.96 
64 53.73 1.90 17.23 3.52 0.88 1.2 3.56 0.89 
128 32.25 3.04 30.08 5.86 0.73 3.3 6.05 0.76 
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Table A.3 
Timings for Example 1 with # = /0 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
8x8 1 0.17 0.0 0.0 
2 0.15 0.00 46.67 1.13 0.57 0.0 1.13 0.57 
4 0.21 9.52 66.67 0.81 0.20 19.0 1.00 0.25 
8 0.28 7.14 85.71 0.61 0.08 32.1 0.89 0.11 
16x16 1 1.05 0.00 0.0 
2 0.64 3.12 17.19 1.64 0.82 0.0 1.64 0.82 
4 0.53 3.77 43.40 1.98 0.50 9.4 2.19 0.55 
8 0.48 6.25 66.67 2.19 0.27 20.8 2.76 0.35 
16 0.54 5.56 79.63 1.94 0.12 33.3 2.92 0.18 
32x32 1 7.21 0.00 0.1 
2 3.91 1.28 6.65 1.84 0.92 1.3 1.87 0.93 
4 2.30 2.17 21.30 3.13 0.78 3.0 3.23 0.81 
8 1.42 2.82 38.73 5.08 0.63 5.6 5.37 0.67 
16 1.07 4.67 56.07 6.74 0.42 9.3 7.42 0.46 
32 1.20 4.17 78.33 6.01 0.19 23.3 7.83 0.24 
64x64 1 47.93 0.02 0.0 
2 24.48 0.57 2.37 1.96 0.98 0.0 1.96 0.98 
4 12.95 0.93 8.42 3.70 0.93 0.6 3.72 0.93 
8 7.02 1.99 15.95 6.83 0.85 1.1 6.90 0.86 
16 4.21 2.85 28.98 11.38 0.71 3.1 11.74 0.73 
32 2.88 3.82 49.31 16.64 0.52 8.0 18.08 0.56 
64 2.93 3.41 72.70 16.36 0.26 18.4 20.05 0.31 
128x128 4 83.23 0.49 3.47 0.1 
8 42.88 1.07 6.39 1.94 0.97 0.4 1.95 0.97 
16 22.89 1.62 12.45 3.64 0.91 0.8 3.66 0.92 
32 13.16 2.43 22.95 6.32 0.79 2.1 6.45 0.81 
64 8.52 3.05 40.02 9.77 0.61 5.4 10.31 0.64 
128 7.87 3.18 67.09 10.58 0.33 10.7 11.82 0.37 
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Figures A.1-A.6 are plots of the data for Example 2 with # = 1 as shown in Table 
A.4. Specifically, they show computation time, speedup, efficiency and adjusted speedup, as 
well as communication and serial computation as a percentage of computation time. These 
results are typical of the data for Examples 1 and 2, and they agree well with the results 
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Figure A.4 Adjusted Speedup - Example 2 with # = 1 
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Timings for Example 2 with ~ = 10 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
8x8 1 0.25 0.0 0.0 
2 0.23 4.35 30.43 1.09 0.54 0.0 1.09 0.54 
4 0.31 3.23 74.19 0.81 0.20 12.9 0.93 0.23 
8 0.32 6.25 75.00 0.78 0.10 21.9 1.00 0.13 
16x16 1 1.46 0.00 0.0 
2 0.86 4.65 12.79 1.70 0.85 1.2 1.72 0.86 
4 0.72 4.17 44.44 2.03 0.51 9.7 2.25 0.56 
8 0.62 4.84 64.52 2.35 0.29 16.1 2.81 0.35 
16 0.68 7.35 79.41 2.15 0.13 27.9 2.98 0.19 
32x32 1 10.45 0.10 0.0 
2 5.60 1.61 5.36 1.87 0.93 0.7 1.88 0.94 
4 3.26 1.84 19.02 3.21 0.80 2.5 3.29 0.82 
8 2.00 3.50 36.50 5.22 0.65 5.0 5.50 0.69 
16 1.49 4.03 57.05 7.01 0.44 7.4 7.57 0.47 
32 1.53 5.23 74.51 6.83 0.21 15.7 8.10 0.25 
64x64 1 75.14 0.00 0.0 
2 37.51 0.53 2.27 2.00 1.00 0.1 2.00 1.00 
4 20.07 1.89 7.17 3.74 0.94 0.4 3.76 0.94 
8 10.84 1.66 15.31 6.93 0.87 1.0 7.00 0.88 
16 6.37 2.67 27.63 11.80 0.74 2.7 12.12 0.76 
32 4.20 3.57 46.90 17.89 0.56 5.5 18.92 0.59 
64 3.96 3.79 69.70 18.97 0.30 10.9 21.28 0.33 
128x128 4 131.14 0.51 2.97 0.1 
8 67.48 1.13 5.69 1.94 0.97 0.2 1.95 0.97 
16 35.36 1.56 11.17 3.71 0.93 0.5 3.72 0.93 
32 19.93 2.41 21.27 6.58 0.82 1.5 6.67 0.83 
64 13.02 3.23 37.40 10.07 0.63 3.8 10.46 0.65 
128 11.83 3.13 65.09 11.09 0.35 7.3 11.94 0.37 
- -
~ ...... ~---· . 
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Table A.5 
Timings for Example 2 with ~ = 1 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
8x8 1 0.17 0.0 0.0 
2 0.15 0.00 46.67 1.13 0.57 0.0 1.13 0.57 
4 0.21 9.52 66.67 0.81 0.20 19.0 1.00 0.25 
8 0.28 7.14 85.71 0.61 0.08 32.l 0.89 0.11 
16xl6 1 1.44 0.00 0.0 
2 0.89 2.25 17.98 1.62 0.81 0.0 1.62 0.81 
4 0.69 2.90 46.38 2.09 0.52 10.1 2.32 0.58 
8 0.59 5.08 66.10 2.44 0.31 16.9 2.94 0.37 
16 0.65 6.15 78.46 2.22 0.14 24.6 2.94 0.18 
32x32 1 10.02 0.00 0.0 
2 5.36 1.49 5.78 1.87 0.93 0.7 1.88 0.94 
4 3.10 1.94 19.03 3.23 0.81 2.3 3.31 0.83 
8 1.92 3.13 38.02 5.22 0.65 4.7 5.48 0.68 
16 1.43 4.90 55.24 7.01 0.44 9.1 7.71 0.48 
32 1.47 5.44 74.15 6.82 0.21 19.0 8.42 0.26 
64x64 1 70.11 0.01 0.0 
2 35.78 0.34 1.96 1.96 0.98 0.0 1.96 0.98 
4 18.82 1.17 7.76 3.73 0.93 0.4 3.74 0.94 
8 10.12 1.78 15.12 6.93 0.87 0.9 6.99 0.87 
16 5.92 2.87 27.36 11.84 0.74 3.0 12.21 0.76 
32 3.91 3.58 46.04 17.93 0.56 6.4 19.15 0.60 
64 3.71 3.77 70.08 18.90 0.30 11.9 21.43 0.33 
128xl28 4 128.10 0.53 2.90 0.1 
8 65.78 0.97 5.69 1.95 0.97 0.2 1.95 0.97 
16 34.65 2.05 11.20 3.70 0.92 0.5 3.71 0.93 
32 19.62 2.40 21.56 6.53 0.82 1.7 6.64 0.83 
64 12.40 3.31 37.50 10.33 0.65 4.0 10.75 0.67 
128 11 .29 3.28 65.10 11.35 0.35 7.0 12.19 0.38 
256x256 16 236.21 0.76 5.36 0.2 
32 123.42 1.21 9.22 1.91 0.96 0.4 1.92 0.96 
64 67.70 1.85 17.06 3.49 0.87 1.0 3.52 0.88 
128 40.41 2.77 29.84 5.85 0.73 2.6 5.99 0.75 
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Table A.6 
Timings for Example 2 with ~ = 1~ 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
8x8 1 0.17 0.0 0.0 
2 0.16 6.25 31.25 1.06 0.53 0.0 1.06 0.53 
4 0.24 4.17 79.17 0.71 0.18 20.8 0.89 0.22 
8 0.25 4.00 84.00 0.68 0.09 32.0 1.00 0.13 
16x16 1 1.09 0.00 0.9 
2 0.66 1.52 18.18 1.65 0.83 0.0 1.64 0.82 
4 0.54 3.70 44.44 2.02 0.50 11.1 2.25 0.56 
8 0.50 6.00 66.00 2.18 0.27 20.0 2.70 0.34 
16 0.50 8.00 76.00 2.18 0.14 26.0 2.92 0.18 
32x32 1 7.37 0.00 0.1 
2 3.96 0.51 2.53 1.86 0.93 0.0 1.86 0.93 
4 2.36 1.27 18.64 3.12 0.78 3.0 3.21 0.80 
8 1.51 3.31 38.41 4.88 0.61 6.6 5.22 0.65 
16 1.19 4.20 59.66 6.19 0.39 12.6 7.08 0.44 
32 1.27 4.72 77.17 5.80 0.18 23.6 7.59 0.24 
64x64 1 47.97 0.00 0.0 
2 24.85 0.40 2.37 1.93 0.97 0.1 1.93 0.97 
4 13.17 2.89 8.43 3.64 0.91 0.6 3.66 0.92 
8 7.16 2.09 16.48 6.70 0.84 1.7 6.81 0.85 
16 4.29 2.33 30.54 11.18 0.70 4.4 11.70 0.73 
32 2.94 3.40 50.00 16.32 0.51 9.2 17.96 0.56 
64 2.86 4.20 71.68 16.77 0.26 16.8 20.15 0.31 
128x128 4 94.42 0.72 3.04 0.1 
8 48.31 0.93 6.00 1.95 0.98 0.3 1.96 0.98 
16 25.01 1.52 12.28 3.78 0.94 0.4 3.78 0.95 
32 14.53 2.75 22.51 6.50 0.81 2.0 6.62 0.83 
64 9.34 3.21 38.44 10.11 0.63 5.1 10.64 0.67 
128 8.68 3.11 66.47 10.88 0.34 9.7 12.03 0.38 
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Table A.7 
Timings for Example 4a with ~ = /0 using C32 meshes 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 2.25 5.26 0.0 
C32 2 1.23 0.81 6.50 1.83 0.91 0.0 1.83 0.91 
4 0.81 1.23 27.16 2.78 0.69 0.0 3.01 0.75 
8 0.57 5.26 49.12 3.95 0.49 0.0 4.55 0.57 
16 0.53 5.66 64.15 4.25 0.27 0.0 5.31 0.33 
32 0.60 5.00 80.00 3.75 0.12 1.7 5.57 0.17 
256x8 1 24.03 0.00 0.0 
C32 2 12.37 0.32 2.51 1.94 0.97 0.0 1.95 0.98 
4 6.42 1.09 5.76 3.74 0.94 0.0 3.78 0.95 
8 3.58 1.96 14.25 6.71 0.84 0.0 6.99 0.87 
16 2.11 2.84 25.59 11.39 0.71 0.5 12.29 0.77 
32 2.07 3.38 60.87 11.61 0.36 0.5 13.24 0.41 
512x16 2 153.64 0.19 0.32 0.0 
C32 4 77.62 0.28 1.06 1.98 0.99 0.0 1.98 0.99 
8 39.38 0.51 2.26 3.90 0.98 0.0 3.92 0.98 
16 20.04 0.65 4.64 7.67 0.96 0.0 7.76 0.97 
32 18.87 0.79 48.86 8.14 0.51 0.0 8.29 0.52 
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Table A.8 
Timings for Example 4b with ~ = /0 and using C32 meshes 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 2.24 3.45 0.0 
C32 2 1.23 1.63 6.50 1.82 0.91 0.0 1.82 0.91 
4 0.80 3.75 33.75 2.80 0.70 1.2 3.00 0.75 
8 0.58 3.45 46.55 3.86 0.48 0.0 4.44 0.55 
16 0.54 5.56 64.81 4.15 0.26 0.0 5.29 0.33 
32 0.62 4.84 82.26 3.61 0.11 1.6 5.29 0.17 
256x8 1 24.89 0.04 0.0 
C32 2 12.65 0.40 1.34 1.97 0.98 0.0 1.97 0.99 
4 6.68 0.90 7.04 3.73 0.93 0.0 3.77 0.94 
8 3.69 2.71 14.36 6.75 0.84 0.0 7.01 0.88 
16 2.32 2.59 30.60 10.73 0.67 0.0 11.94 0.75 
32 2.13 2.82 61.03 11.69 0.37 0.5 13.21 0.41 
512x16 2 163.43 0.10 0.35 0.0 
C32 4 82.37 0.44 0.89 1.98 0.99 0.0 1.99 0.99 
8 41.71 0.60 2.01 3.92 0.98 0.0 3.93 0.98 
16 21.37 0.70 4.73 7.65 0.96 0.0 7.75 0.97 
32 20.12 0.60 48.81 8.12 0.51 0.0 8.28 0.52 
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Table A.9 
Timings for Example 4a with * = 10 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 1.89 4.26 1.1 
2 1.06 0.94 8.49 1.78 0.89 3.8 1.83 0.92 
4 0.66 3.03 30.30 2.86 0.72 10.6 3.17 0.79 
8 0.47 4.26 48.94 4.02 0.50 17.0 4.79 0.60 
16 0.48 4.17 70.83 3.94 0.25 33.3 5.84 0.37 
32 0.60 6.67 81.67 3.15 0.10 41.7 5.34 0.17 
64 0.78 5.13 89.74 2.42 0.04 52.6 5.05 0.08 
128 1.12 4.46 92.86 1.69 0.01 69.6 5.50 0.04 
256x8 1 11.91 0.00 0.5 
2 6.12 0.49 3.27 1.95 0.97 1.3 1.96 0.98 
4 3.28 0.91 8.54 3.63 0.91 3.4 3.74 0.93 
8 1.83 2.19 20.22 6.51 0.81 6.0 6.89 0.86 
16 1.30 3.08 40.00 9.16 0.57 19.2 11.29 0.71 
32 1.01 4.95 57.43 11.79 0.37 28.7 16.46 0.51 
64 1.07 3.74 76.64 11.13 0.17 40.2 18.52 0.29 
128 1.43 4.20 86.01 8.33 0.07 57.3 19.43 0.15 
512x16 2 42.85 0.28 0.54 0.4 
4 21.86 1.19 2.38 1.96 0.98 1.1 1.97 0.99 
8 11.28 1.15 5.76 3.80 0.95 2.1 3.86 0.97 
16 6.03 1.66 11.28 7.11 0.89 4.6 7.42 0.93 
32 3.56 2.53 22.75 12.04 0.75 10.1 13.33 0.83 
64 2.53 3.16 43.48 16.94 0.53 21.3 21.44 0.67 
128 2.29 3.93 62.88 18.71 0.29 34.9 28.63 0.45 
1024x32 4 140.62 0.25 0.89 0.6 
8 71.66 0.54 2.27 1.96 0.98 1.3 1.97 0.99 
16 36.53 0.74 3.48 3.85 0.96 2.5 3.92 0.98 
32 19.46 1.13 7.97 7.23 0.90 5.5 7.60 0.95 
64 10.97 1.91 15.41 12.82 0.80 10.5 14.23 0.89 
128 7.29 2.33 30.45 19.29 0.60 20.7 24.17 0.76 
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Table A.10 
Timings for Example 4a with ~ = 1 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 1.66 4.65 1.2 
2 0.94 3.19 7.45 1.77 0.88 5.3 1.84 0.92 
4 0.60 1.67 33.33 2.77 0.69 11.7 3.09 0.77 
8 0.43 4.65 48.84 3.86 0.48 18.6 4.69 0.59 
16 0.44 2.27 72.73 3.77 0.24 34.1 5.66 0.35 
32 0.51 3.92 82.35 3.25 0.10 43.1 5.66 0.18 
64 0.74 4.05 90.54 2.24 0.04 58.1 5.29 0.08 
128 1.03 4.85 92.23 1.61 0.01 70.9 5.47 0.04 
256x8 1 11.54 0.00 0.4 
2 5.93 0.84 2.70 1.95 0.97 1.3 1.96 0.98 
4 3.17 1.89 8.83 3.64 0.91 3.2 3.74 0.94 
8 1.78 1.12 17.98 6.48 0.81 6.2 6.88 0.86 
16 1.12 2.68 33.93 10.30 0.64 12.5 11.72 0.73 
32 1.00 4.00 60.00 11.54 0.36 31.0 16.65 0.52 
64 1.15 3.48 78.26 10.03 0.16 44.3 17.95 0.28 
128 1.29 3.88 85.27 8.95 0.07 55.8 20.16 0.16 
512x16 2 37.97 0.82 0.61 0.5 
4 19.40 0.67 2.42 1.96 0.98 1.2 1.97 0.99 
8 9.99 0.90 5.61 3.80 0.95 2.4 3.87 0.97 
16 5.38 1.67 12.08 7.06 0.88 5.2 7.41 0.93 
32 3.26 2.45 24.54 11.65 0.73 11.0 13.03 0.81 
64 2.34 3.42 44.87 16.23 0.51 23.9 21.22 0.66 
128 2.26 3.98 65.04 16.80 0.26 39.8 27.78 0.43 
1024x32 4 129.87 0.28 0.72 0.7 
8 66.90 0.46 2.51 1.94 0.97 1.4 1.95 0.98 
16 34.31 0.70 3.99 3.79 0.95 2.7 3.87 0.97 
32 18.14 1.16 8.16 7.16 0.89 5.7 7.54 0.94 
64 10.43 1.92 15.92 12.45 0.78 11.9 14.03 0.88 
128 6.84 2.49 29.97 18.99 0.59 22.2 24.24 0.76 
2048x64 32 117.11 0.48 2.85 3.5 
64 62.48 0.82 5.76 1.87 0.94 6.9 1.94 0.97 
128 35.53 1.18 11.76 3.30 0.82 13.0 3.66 0.91 
2048x64 32 114.50 0.50 6.02 3.7 
Rep 64 60.60 0.78 11.42 1.89 0.94 6.8 1.95 0.98 
128 33.95 1.09 21.27 3.37 0.84 12.1 3.70 0.92 
2048x64 32 420.14 0.35 2.84 1.0 
C256 64 215.70 0.57 5.74 1.95 0.97 1.9 1.97 0.98 
V2 128 113.62 0.84 10.82 3.70 0.92 3.6 3.80 0.95 
2048x64 32 262.94 0.43 3.55 1.6 
NVS 64 131.65 0.71 7.19 2.00 1.00 3.2 2.03 1.02 
V2 128 72.47 1.27 13.37 3.63 0.91 5.6 3.79 0.95 
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Table A.11 
Timings for Example 4a with ~ = /0 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 1.37 5.26 1.5 
2 0.79 0.00 11.39 1.73 0.87 6.3 1.82 0.91 
4 0.52 1.92 34.62 2.63 0.66 13.5 3.00 0.75 
8 0.38 5.26 50.00 3.61 0.45 21.1 4.50 0.56 
16 0.46 4.35 73.91 2.98 0.19 45.7 5.40 0.34 
32 0.48 4.17 85.42 2.85 0.09 47.9 5.40 0.17 
64 0.66 4.55 89.39 2.08 0.03 59.1 5.00 0.08 
128 1.05 3.81 93.33 1.30 0.01 74.3 5.00 0.04 
256x8 1 8.05 0.25 0.6 
2 4.16 0.72 2.64 1.94 0.97 1.9 1.96 0.98 
4 2.22 1.35 8.56 3.63 0.91 3.6 3.74 0.93 
8 1.29 2.33 19.38 6.24 0.78 8.5 6.78 0.85 
16 0.93 4.30 40.86 8.66 0.54 22.6 11.11 0.69 
32 0.77 3.90 62.34 10.45 0.33 33.8 15.69 0.49 
64 0.86 3.49 77.91 9.36 0.15 45.3 17.02 0.27 
128 1.16 4.31 86.21 6.94 0.05 59.5 17.02 0.13 
512x16 2 26.04 0.35 1.08 0.9 
4 13.31 0.68 2.78 1.96 0.98 1.7 1.97 0.99 
8 6.93 1.15 6.35 3.76 0.94 3.5 3.86 0.96 
16 3.89 1.80 14.91 6.69 0.84 9.3 7.31 0.91 
32 2.34 2.56 26.07 11.13 0.70 15.0 12.97 0.81 
64 1.80 3.33 47.22 14.47 0.45 29.4 20.32 0.64 
128 1.76 3.98 66.48 14.80 0.23 45.5 26.89 0.42 
1024x32 4 76.83 0.43 1.17 1.1 
8 39.24 0.51 2.45 1.96 0.98 2.4 1.98 0.99 
16 20.47 0.78 4.54 3.75 0.94 4.4 3.88 0.97 
32 11.14 1.26 9.34 6.90 0.86 9.4 7.53 0.94 
64 6.67 1.95 18.14 11.52 0.72 17.2 13.76 0.86 
128 5.05 2.57 36.83 15.21 0.48 29.3 21.27 0.66 
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Table A.12 
Timings for Example 4b with ~ = 10 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 1.85 3.92 1.1 
2 1.04 11.54 10.58 1.78 0.89 3.8 1.83 0.92 
4 0.65 4.62 33.85 2.85 0.71 10.8 3.16 0.79 
8 0.51 3.92 52.94 3.63 0.45 23.5 4.69 0.59 
16 0.49 4.08 71.43 3.78 0.24 34.7 5.72 0.36 
32 0.55 5.45 81.82 3.36 0.11 41.8 5.72 0.18 
64 0.78 3.85 91.03 2.37 0.04 56.4 5.38 0.08 
128 1.14 3.51 92.98 1.62 0.01 69.3 5.23 0.04 
256x8 1 11.97 0.08 0.5 
2 6.14 1.14 1.95 1.95 0.97 1.5 1.97 0.98 
4 3.29 0.61 8.81 3.64 0.91 3.0 3.73 0.93 
8 1.83 2.19 16.39 6.54 0.82 6.0 6.92 0.87 
16 1.23 3.25 36.59 9.73 0.61 17.1 11.68 0.73 
32 1.01 4.95 58.42 11.85 0.37 29.7 16.77 0.52 
64 1.03 4.85 74.76 11.62 0.18 42.7 20.19 0.32 
128 1.28 4.69 84.38 9.35 0.07 53.1 19.85 0.16 
512xl6 2 42.90 0.12 0.63 0.4 
4 21.86 1.46 2.52 1.96 0.98 1.1 1.98 0.99 
8 11.24 1.07 5.43 3.82 0.95 2.0 3.88 0.97 
16 6.01 2.00 10.48 7.14 0.89 4.2 7.41 0.93 
32 3.60 2.78 23.61 11.92 0.74 10.3 13.22 0.83 
64 2.55 3.14 43.53 16.82 0.53 22.4 21.57 0.67 
128 2.25 3.56 61.78 19.07 0.30 34.2 28.86 0.45 
1024x32 4 136.21 0.23 0.79 0.7 
8 69.30 0.46 1.69 1.97 0.98 1.4 1.98 0.99 
16 35.98 0.75 4.20 3.79 0.95 2.8 3.87 0.97 
32 19.12 1.57 8.26 7.12 0.89 5.2 7.47 0.93 
64 10.90 1.83 16.15 12.50 0.78 10.7 13.90 0.87 
128 7.31 2.60 31.19 18.63 0.58 21.8 23.65 0.74 
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Table A.13 
Timings for Example 4b with # = 1 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 1.69 2.38 1.2 
2 0.96 0.00 12.50 1.76 0.88 5.2 1.84 0.92 
4 0.61 3.28 32.79 2.77 0.69 11.5 3.09 0.77 
8 0.42 2.38 42.86 4.02 0.50 21.4 5.06 0.63 
16 0.40 5.00 67.50 4.22 0.26 27.5 5.76 0.36 
32 0.56 5.36 82.14 3.02 0.09 50.0 5.96 0.19 
64 0.76 3.95 90.79 2.22 0.03 60.5 5.57 0.09 
128 1.03 3.88 92.23 1.64 0.01 68.9 5.22 0.04 
256x8 1 11.63 0.09 0.5 
2 5.97 1.01 2.18 1.95 0.97 1.5 1.97 0.98 
4 3.19 1.88 8.78 3.65 0.91 3.4 3.76 0.94 
8 1.78 1.69 17.42 6.53 0.82 6.2 6.93 0.87 
16 1.27 3.15 39.37 9.16 0.57 22.0 11.69 0.73 
32 0.96 4.17 57.29 12.11 0.38 27.l 16.53 0.52 
64 1.08 4.63 76.85 10.77 0.17 43.5 18.97 0.30 
128 1.26 3.97 84.92 9.23 0.07 54.0 19.95 0.16 
512xl6 2 38.59 0.31 0.60 0.5 
4 19.67 0.81 2.69 1.96 0.98 1.2 1.98 0.99 
8 10.14 0.99 5.42 3.81 0.95 2.5 3.88 0.97 
16 5.61 1.96 13.37 6.88 0.86 6.6 7.33 0.92 
32 3.30 3.03 24.55 11.69 0.73 11.8 13.20 0.82 
64 2.31 3.03 43.29 16.71 0.52 22.9 21.57 0.67 
128 2.46 3.25 68.29 15.69 0.25 34.6 23.85 0.37 
1024x32 4 131. 73 0.24 0.85 0.7 
8 66.32 0.38 1.66 1.99 0.99 1.4 2.00 1.00 
16 34.25 0.67 3.71 3.85 0.96 2.6 3.92 0.98 
32 18.11 1.38 7.34 7.27 0.91 5.4 7.64 0.95 
64 10.54 1.90 16.98 12.50 0.78 12.3 14.16 0.88 
128 6.86 2.33 30.17 19.20 0.60 21.3 24.22 0.76 
2048x64 32 120.98 0.50 2.79 3.4 
64 64.48 0.79 5.49 1.88 0.94 6.8 1.94 0.97 
128 36.54 1.18 11.41 3.31 0.83 12.8 3.67 0.92 
2048x64 32 118.28 0.44 5.84 3.5 
Rep 64 62.69 0.78 11.31 1.89 0.94 6.7 1.95 0.98 
128 35.32 1.19 21.49 3.35 0.84 11.9 3.67 0.92 
2048x64 32 447.60 0.40 2.70 0.9 
C256 64 230.77 0.60 5.50 1.94 0.97 1.8 1.96 0.98 
V2 128 123.00 0.91 11.52 3.64 0.91 3.3 3.73 0.93 
2048x64 32 254.36 0.41 3.70 1.6 
NVS 64 131.65 0.71 7.19 1.93 0.97 3.2 1.96 0.98 
V2 128 72.47 1.27 13.37 3.51 0.88 5.6 3.66 0.91 
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Table A.14 
Timings for Example 4b with ~ = 1~ 
Mesh CPUs Sec %Util %Com Sp Ep %B Sp Ep 
128x4 1 1.32 5.41 0.8 
2 0.76 3.95 11.84 1.74 0.87 5.3 1.82 0.91 
4 0.50 4.00 38.00 2.64 0.66 14.0 3.05 0.76 
8 0.37 5.41 51.35 3.57 0.45 21.6 4.52 0.56 
16 0.38 5.26 71.05 3.47 0.22 39.5 5.70 0.36 
32 0.46 4.35 84.78 2.87 0.09 50.0 5.70 0.18 
64 0.80 3.75 91.25 1.65 0.03 63.7 4.52 0.07 
128 1.00 4.00 93.00 1.32 0.01 73.0 4.85 0.04 
256x8 1 8.11 0.00 0.7 
2 4.18 1.91 3.11 1.94 0.97 1.9 1.96 0.98 
4 2.24 1.34 9.37 3.62 0.91 3.6 3.73 0.93 
8 1.33 2.26 23.31 6.10 0.76 11.3 6.82 0.85 
16 0.95 3.16 42.11 8.54 0.53 26.3 11.50 0.72 
32 0.75 4.00 61.33 10.81 0.34 32.0 15.78 0.49 
64 0.88 4.55 77.27 9.22 0.14 48.9 17.89 0.28 
128 1.15 4.35 85.22 7.05 0.06 60.9 17.89 0.14 
512xl6 2 26.66 0.49 0.71 0.9 
4 13.68 0.51 3.29 1.95 0.97 1.8 1.97 0.98 
8 7.04 1.42 5.68 3.79 0.95 3.0 3.87 0.97 
16 3.89 1.80 12.85 6.85 0.86 6.9 7.30 0.91 
32 2.43 2.47 26.75 10.97 0.69 16.0 12.96 0.81 
64 1.82 3.30 47.80 14.65 0.46 29.7 20.65 0.65 
128 1.82 3.30 66.48 14.65 0.23 44.0 25.91 0.40 
1024x32 4 80.02 0.32 0.76 1.1 
8 41.04 0.46 2.14 1.95 0.97 2.2 1.97 0.99 
16 34.31 0.70 3.99 2.33 0.58 2.7 2.37 0.59 
32 18.14 1.16 8.16 4.41 0.55 5.7 4.63 0.58 
64 10.43 1.92 15.92 7.67 0.48 11.9 8.61 0.54 
128 6.84 2.49 29.97 11.70 0.37 22.2 14.87 0.46 
Appendix B 
Comparison Parallel Timing Data 
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Tables A.l-A.14 list the timing metrics calculated for Examples 1, 2, 4a and 4b 
using the comparison code, Ee E {l.0e - 6, l.0e - 5} and# E {10, 1, 0.1} . 
In each table, the columns labeled Sec give the (real time) seconds required for 
assembling the right-hand side and producing the solution - a single Stokes step - using 
Ee = 1.0e - 6 and Ee = l.0e - 5. The % Util column lists the percentage of CPU time required 
by system calls as described in the UNIX/LINUX man pages [33]. The communication time 
is calculated as the difference in total CPU time and real time. The % Com column lists 
this amount as a percentage of the real time. The Sp and Ep columns list speedup and 
efficiency as described in Section 4.4.2. 
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Table B.l 
Comparison timings for Example 1 with ~ = 10 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
8x8 1 0.06 0.03 0.00 
2 0.12 0.08 12.50 50.00 0.38 0.19 
4 0.14 0.08 12.50 75.00 0.38 0.09 
8 0.16 0.09 22.22 66.67 0.33 0.04 
16xl6 1 l.ll 0.71 1.41 
2 1.02 0.49 2.04 22.45 1.45 0.72 
4 0.70 0.34 8.82 50.00 2.09 0.52 
8 0.50 0.25 16.00 60.00 2.84 0.36 
16 0.46 0.25 20.00 60.00 2.84 0.18 
32x32 1 9.09 5.31 0.00 
2 5.04 2.31 2.16 9.52 2.30 1.15 
4 2.52 1.47 5.44 17.69 3.61 0.90 
8 1.93 1.00 10.00 32.00 5.31 0.66 
16 1.21 0.68 13.24 48.53 7.81 0.49 
32 0.95 0.57 21.05 57.89 9.32 0.29 
64x64 1 
2 
4 19.79 12.20 2.70 10.41 
8 14.14 10.87 4.97 17.66 1.12 0.56 
16 6.01 3.97 7.30 29.47 3.07 0.77 
32 3.67 2.69 10.78 42.01 4.54 0.57 
64 4.00 2.73 17.95 50.55 4.47 0.28 
128xl28 4 
8 
16 59.28 45.64 4.43 17.29 
32 43.80 23.35 6.85 27.ll 1.95 0.98 
64 25.53 16.26 10.02 39.30 2.81 0.70 
128 15.55 12.74 14.44 47.96 3.58 0.45 
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Table B.2 
Comparison timings for Example 1 with ~ = 1 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
8x8 1 0.05 0.04 0.00 
2 0.11 0.09 11.11 44.44 0.44 0.22 
4 0.15 0.10 30.00 50.00 0.40 0.10 
8 0.15 0.12 25.00 58.33 0.33 0.04 
16x16 1 0.74 0.46 0.00 
2 0.50 0.33 9.09 15.15 1.39 0.70 
4 0.38 0.21 9.52 52.38 2.19 0.55 
8 0.27 0.18 11.11 66.67 2.56 0.32 
16 0.24 0.16 25.00 62.50 2.88 0.18 
32x32 1 4.89 3.76 0.00 
2 3.87 2.31 1.73 8.23 1.63 0.81 
4 1.89 1.33 5.26 23.31 2.83 0.71 
8 1.51 1.15 11.30 32.17 3.27 0.41 
16 0.90 0.67 11.94 50.75 5.61 0.35 
32 0.66 0.49 22.45 55.10 7.67 0.24 
64x64 1 
2 
4 14.44 12.08 2.57 10.43 
8 10.06 7.49 4.94 18.56 1.61 0.81 
16 6.76 5.60 8.21 29.82 2.16 0.54 
32 4.10 3.34 11.38 41.62 3.62 0.45 
64 0.00 2.75 17.09 52.73 4.39 0.27 
128x128 4 
8 
16 35.84 29.56 4.43 17.32 
32 25.49 21.25 6.96 27.53 1.39 0.70 
64 18.93 16.72 9.87 39.65 1.77 0.44 
128 13.52 13.11 13.58 50.27 2.25 0.28 
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Table B.3 
Comparison timings for Example 1 with ~ = /0 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
8x8 1 0.13 0.10 0.00 
2 0.33 0.24 12.50 45.83 0.42 0.21 
4 0.36 0.26 15.38 69.23 0.38 0.10 
8 0.56 0.35 25.71 57.14 0.29 0.04 
16xl6 1 1.44 0.97 23.71 
2 0.94 0.81 7.41 20.99 1.20 0.60 
4 0.73 0.50 14.00 48.00 1.94 0.48 
8 0.47 0.39 12.82 64.10 2.49 0.31 
16 0.44 0.34 26.47 55.88 2.85 0.18 
32x32 1 8.63 6.24 3.21 
2 4.88 3.04 2.96 7.24 2.05 1.03 
4 3.39 2.63 6.08 18.63 2.37 0.59 
8 1.77 1.29 10.08 34.88 4.84 0.60 
16 1.40 1.19 12.61 53.78 5.24 0.33 
32 1.06 0.98 19.39 59.18 6.37 0.20 
64x64 1 
2 
4 22.72 16.31 2.58 10.67 
8 11.90 9.33 5.14 18.86 1.75 0.87 
16 8.38 6.76 7.99 29.73 2.41 0.60 
32 5.45 4.24 11.56 41.51 3.85 0.48 
64 4.19 3.34 17.66 51.20 4.88 0.31 
128xl28 4 
8 
16 53.78 39.10 4.45 17.62 
32 34.71 25.72 7.12 27.80 1.52 0.76 
64 23.51 16.06 10.27 39.41 2.43 0.61 
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Figures B.1-B.3 show computation time, speedup and efficiency for the comparison 
code on Example 2 with ~ = 1 as listed in Table B.5. Figure B.4 shows communication as 
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Figure B.3 Efficiency - Example 4a with # = 1 
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Comparison timings for Example 2 with ~ = 10 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
8x8 1 0.13 0.08 0.00 
2 0.41 0.12 8.33 33.33 0.67 0.33 
4 0.33 0.13 7.69 84.62 0.62 0.15 
8 0.30 0.16 31.25 43.75 0.50 0.06 
16x16 1 2.27 1.50 0.00 
2 1.60 0.91 6.59 16.48 1.65 0.82 
4 0.81 0.68 13.24 44.12 2.21 0.55 
8 0.63 0.46 13.04 60.87 3.26 0.41 
16 0.61 0.39 23.08 58.97 3.85 0.24 
32x32 1 11.90 9.05 0.00 
2 9.61 4.99 2.40 7.82 1.81 0.91 
4 6.19 4.29 5.83 19.35 2.11 0.53 
8 3.52 1.92 9.90 34.90 4.71 0.59 
16 2.09 1.55 12.90 51.61 5.84 0.36 
32 2.04 1.37 20.44 58.39 6.61 0.21 
64x64 1 
2 
4 39.87 29.42 2.89 9.65 
8 23.10 16.43 4.75 18.69 1.79 0.90 
16 19.13 11.79 7.72 29.43 2.50 0.62 
32 9.70 7.48 11.50 42.51 3.93 0.49 
64 8.55 6.48 17.75 50.46 4.54 0.28 
128x128 4 
8 
16 132.22 96.25 4.54 17.24 
32 92.77 68.06 6.71 27.30 1.41 0.71 
64 47.52 33.18 10.04 39.45 2.90 0.73 
128 43.93 29.86 14.47 48.02 3.22 0.40 
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Table B.5 
Comparison timings for Example 2 with # = 1 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
8x8 1 0.11 0.08 0.00 
2 0.21 0.19 10.53 47.37 0.42 0.21 
4 0.25 0.20 15.00 70.00 0.40 0.10 
8 0.26 0.23 26.09 60.87 0.35 0.04 
16x16 1 2.32 0.89 1.12 
2 1.62 0.64 9.38 17.19 1.39 0.70 
4 1.03 0.33 6.06 42.42 2.70 0.67 
8 0.69 0.31 12.90 64.52 2.87 0.36 
16 0.73 0.29 20.69 55.17 3.07 0.19 
32x32 1 10.78 7.88 0.13 
2 5.96 4.43 5.64 6.09 1.78 0.89 
4 3.63 2.89 5.19 19.72 2.73 0.68 
8 2.33 1.95 9.74 33.33 4.04 0.51 
16 1.53 1.32 13.64 54.55 5.97 0.37 
32 1.15 0.82 19.51 57.32 9.61 0.30 
64x64 1 
2 
4 27.00 18.93 2.75 9.77 
8 19.08 14.87 4.84 18.49 1.27 0.64 
16 10.68 7.28 8.52 28.30 2.60 0.65 
32 7.15 4.97 11.27 42.05 3.81 0.48 
64 6.63 4.60 17.61 50.00 4.12 0.26 
128x128 4 
8 
16 74.55 48.38 4.30 17.09 
32 43.80 31.78 6.83 27.94 1.52 0.76 
64 40.71 25.45 9.78 40.43 1.90 0.48 
128 33.42 19.35 14.52 47.91 2.50 0.31 
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Table B.6 
Comparison timings for Example 2 with ~ = /0 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
8x8 1 0.20 0.19 0.00 
2 0.50 0.43 13.95 53.49 0.44 0.22 
4 0.49 0.43 18.60 67.44 0.44 0.11 
8 0.78 0.67 29.85 53.73 0.28 0.04 
16x16 1 3.78 3.19 0.00 
2 2.01 1.64 8.54 24.39 1.95 0.97 
4 1.28 1.21 11.57 41.32 2.64 0.66 
8 1.02 0.95 11.58 61.05 3.36 0.42 
16 1.12 0.82 21.95 62.20 3.89 0.24 
32x32 1 26.06 12.77 0.00 
2 15.41 6.99 3.00 6.87 1.83 0.91 
4 8.89 4.52 5.75 20.13 2.83 0.71 
8 5.93 2.75 10.55 32.73 4.64 0.58 
16 3.85 2.06 13.11 52.43 6.20 0.39 
32 3.15 1.47 21.09 55.78 8.69 0.27 
64x64 1 
2 
4 33.64 28.26 3.29 9.24 
8 22.15 15.87 5.23 17.96 1.78 0.89 
16 16.17 11.77 8.16 29.23 2.40 0.60 
32 10.37 7.71 11.41 41.76 3.67 0.46 
64 6.98 5.29 17.96 51.04 5.34 0.33 
128x128 4 
8 
16 85.37 63.99 4.41 17.52 
32 58.55 43.12 6.98 27.76 1.48 0.74 
64 30.16 27.79 10.00 39.76 2.30 0.58 
128 30.30 20.75 14.55 47.71 3.08 0.39 
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Table B.7 
Comparison timings for Example 4a with ~ = 10 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
128x4 1 7.38 2.02 0.00 
2 4.84 1.21 2.48 4.96 1.67 0.83 
4 *2.42 0.74 8.11 21.62 2.73 0.68 
8 1.35 0.35 14.29 31.43 5.77 0.72 
16 0.77 0.28 17.86 53.57 7.21 0.45 
32 0.98 0.29 24.14 51.72 6.97 0.22 
64 1.01 0.21 28.57 57.14 9.62 0.15 
128 1.28 0.27 25.93 62.96 7.48 0.06 
256x8 1 
2 
4 12.78 5.75 3.30 4.52 
8 7.29 2.82 4.96 9.93 2.04 1.02 
16 3.92 1.50 10.00 19.33 3.83 0.96 
32 2.23 1.12 14.29 40.18 5.13 0.64 
64 1.75 0.72 19.44 52.78 7.99 0.50 




16 44.09 18.80 4.20 8.83 
32 21.49 *9.02 7.10 15.41 2.08 1.04 
64 11.92 5.27 11.01 27.13 3.57 0.89 




32 167.84 68.49 2.79 7.87 
64 88.03 42.27 4.97 13.06 1.62 0.81 
128 66.88 31.44 7.57 28.34 2.18 0.54 
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Table B.8 
Comparison timings for Example 4a with ~ = 1 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
128x4 1 10.70 7.99 0.00 
2 5.48 4.47 3.58 5.59 1.79 0.89 
4 3.54 2.49 8.03 18.47 3.21 0.80 
8 2.05 1.39 12.95 38.85 5.75 0.72 
16 1.27 0.91 17.58 53.85 8.78 0.55 
32 1.34 0.91 20.88 60.44 8.78 0.27 
64 1.42 1.05 25.71 60.00 7.61 0.12 
128 1.60 1.09 22.94 64.22 7.33 0.06 
256x8 1 
2 
4 24.78 13.46 2.82 4.98 
8 13.57 8.12 5.79 10.59 1.66 0.83 
16 7.37 4.39 10.93 19.82 3.07 0.77 
32 4.78 2.55 16.08 39.61 5.28 0.66 
64 3.16 1.95 18.97 54.36 6.90 0.43 




16 55.25 27.39 4.02 9.42 
*32 21.15 15.51 6.64 16.70 1.77 0.88 
64 18.28 10.78 10.85 28.29 2.54 0.64 




*32 167.84 124.30 2.96 7.85 
*64 88.03 68.74 5.05 13.27 1.81 0.90 
128 80.73 42.37 7.41 28.32 2.93 0.73 
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Table B.9 
Comparison timings for Example 4a with # = 1~ 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
128x4 1 68.20 51.23 0.04 
2 53.09 36.35 4.24 5.45 1.41 0.70 
4 21.55 16.77 7.75 14.55 3.05 0.76 
8 *3.26 *3.06 13.73 38.89 16.74 2.09 
16 7.05 5.63 19.72 50.62 9.10 0.57 
32 *3.95 *3.94 22.84 57.61 13.00 0.41 
64 9.23 6.96 24.86 59.91 7.36 0.12 
128 *3.38 *3.38 23.37 64.20 15.16 0.12 
256x8 1 
2 
4 90.79 68.27 2.83 4.76 
8 41.40 27.18 5.67 10.96 2.51 1.26 
16 27.82 20.85 10.07 20.10 3.27 0.82 
32 15.32 11.72 14.68 41.38 5.83 0.73 
64 12.80 9.48 18.25 55.59 7.20 0.45 




16 91.42 65.11 4.07 8.71 
32 58.49 42.51 6.77 16.47 1.53 0.77 
64 35.29 27.44 10.97 26.93 2.37 0.59 




32 * 198.48 190.85 2.91 7.91 
64 152.98 98.54 5.02 13.22 1.94 0.97 
128 *77.47 *75.77 9.09 15.06 2.52 0.63 
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Table B.10 
Comparison timings for Example 4b with # = 10 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
128x4 1 4.54 1.94 0.00 
2 2.72 1.24 2.42 9.68 1.56 0.78 
4 1.48 0.63 9.52 19.05 3.08 0.77 
8 0.92 0.34 14.71 29.41 5.71 0.71 
16 0.52 0.22 18.18 45.45 8.82 0.55 
32 0.62 0.26 23.08 57.69 7.46 0.23 
64 0.57 0.27 25.93 59.26 7.19 0.11 
128 0.77 0.33 24.24 63.64 5.88 0.05 
256x8 1 
2 
4 12.81 5.80 2.41 5.86 
8 6.05 2.78 5.40 11.51 2.09 1.04 
16 3.64 1.35 10.37 20.00 4.30 1.07 
32 2.08 0.91 15.38 42.86 6.37 0.80 
64 1.59 0.64 18.75 54.69 9.06 0.57 




16 32.41 15.50 3.81 8.90 
32 20.36 7.82 6.78 16.11 1.98 0.99 
64 10.47 5.06 11.07 27.47 3.06 0.77 




32 144.89 62.66 3.00 8.22 
64 92.54 36.60 5.00 13.39 1.71 0.86 
128 *0.00 26.90 7.66 26.47 2.33 0.58 
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Table B.11 
Comparison timings for Example 4b with # = 1 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
128x4 1 9.56 4.75 0.00 
2 5.28 2.63 4.18 4.18 1.81 0.90 
4 2.83 1.42 12.68 12.68 3.35 0.84 
8 1.54 0.84 14.29 36.90 5.65 0.71 
16 1.18 0.58 22.41 44.83 8.19 0.51 
32 1.03 0.54 24.07 57.41 8.80 0.27 
64 1.02 0.59 25.42 59.32 8.05 0.13 
128 1.28 0.69 24.64 62.32 6.88 0.05 
256x8 1 
2 
4 17.68 14.16 3.88 4.66 
8 8.47 6.62 5.44 9.82 2.14 1.07 
16 4.86 3.76 11.17 18.62 3.77 0.94 
32 2.83 2.47 14.57 41.70 5.73 0.72 
64 2.12 1.81 18.23 55.25 7.82 0.49 




16 34.41 28.17 4.01 8.80 
32 18.49 15.21 7.03 15.71 1.85 0.93 
64 11.40 9.61 10.72 27.58 2.93 0.73 




32 131.62 118.14 2.91 8.61 
64 83.49 63.00 4.89 13.65 1.88 0.94 
128 61.52 41.31 8.18 21.18 2.86 0.71 
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Table B.12 
Comparison timings for Example 4b with ~ = 1
1
0 
Mesh CPUs Sec Sec %Util %Com Sp Ep 
128x4 1 74.31 40.50 0.00 
2 *22.34 *22.35 4.61 6.40 1.81 0.91 
4 21.05 13.14 9.13 17.20 3.08 0.77 
8 *3.96 *4.46 14.13 33.86 9.08 1.14 
16 *7.74 5.80 19.66 51.90 6.98 0.44 
32 8.62 4.58 22.27 58.73 8.84 0.28 
64 10.24 6.11 24.71 60.07 6.63 0.10 
128 12.78 6.58 23.71 63.98 6.16 0.05 
256x8 1 
2 
4 67.89 38.73 2.79 5.71 
8 39.35 22.62 5.48 11.10 1.71 0.86 
16 19.23 11.93 10.23 21.46 3.25 0.81 
32 11.58 7.76 14.18 42.27 4.99 0.62 
64 7.72 4.67 18.84 54.82 8.29 0.52 




16 *45.49 41.73 4.00 8.99 
32 *28.28 27.96 7.12 15.81 1.49 0.75 
64 17.93 16.33 10.66 27.86 2.56 0.64 




32 *0.00 145.92 2.97 8.12 
64 92.36 79.25 5.03 12.98 1.84 0.92 




In this section we provide a few examples demonstrating the use of our pressure 
decomposition code and the comparison code. 
Creating a Mesh 
The program gTHMesh generates a file defining a rectangular mesh that can be 
read using a THMesh or THSubdomain object. Typing gTHMesh without parameters will 
generate the following message. 
usage: gTHMesh fname [opt] 
paired options: subX subY colors baseX baseY bB bR bT bL 
pattern width height 
single options: text nbinary both MMM 
defaults: subX=subY=2, baseX=baseY=0.0, width=height=1 . 0, 
colors=!, bB=bR=bT=bL=1, pattern= 2 
boundary types: Dirichlet=!, Neumann=2, X-sym=3, Y-sym=4 
patterns: fix corners=!, bi-directional=2, 
fully-directional=3, adaptive=4 
The "MMM" (make mixed map) option generates an additional mixed velocity-
pressure node map used by the comparison code. Paired options require an accompanying 
value. The default action is to create a binary file . The "text" option causes a text version 
to be written to standard output. Options can be listed in any order. 
The following command will produce a file named "mesh_32_32_ex2" with domain 
[-1/2, -1/2] x [1/2, 1/2] and 64 subdivisions in both the x and y directions. It will also 
produce a file named "mesh_32_32_ex2.mm" which contains a mixed-map for velocity pres-
sure nodes. The mesh will be divided into 24 vertically spanning subdomains containing 
T div 24 or (T div 24) + 1 triangles - where Tis the total number of triangles in the mesh. 
gTHMesh mesh_64_64_24_ex2 MMM subX 64 subY 64 colors 16 baseX -0.5 baseY -0.5 
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Phase I 
The program iniLpSolver calculates the discrete operator B. Typing iniLpSolver 
without parameters will generate the following message. 
usages: init_pSolver meshfile [options] 
mpirun [mpi_options] init_pSolver meshfile [options] MPI 
paired options: eta nu muP muU muUL muUnvs Re lamba 
Pres1Pres2 ULreslULres2 Ures1Ures2 
resCheckModulus outfile ioPipeSize groupSize 
single options: NVS CFS MPI nSolIO nP1L verbose nplterations 
poisson nsum nerrors nptimes pusage 
defaults: muP & muU & muUL = auto 
muUnvs - used instead of muU iff NVS flag used 
eta = nu = 1 
outfile = stdout 
no common file system 
not using MPI 
use presolver 
not verbose 
write solution to disk 
sum 0/1 vars 
calculate errors 
resCheckModulus = 1 
nP1L = 0 
ioPipeSize = infinite 
The first usage runs the code serially and the second usage runs it in parallel. In 
either case, if the mesh is multicolored then iniLpSolver will use the Peaceman-Rachford 
iterative solver; otherwise init_pSolver will use the direct Cholesky solver and in the parallel 
case the groupSize must be one. The various options are described below - including a few 
macro-options not listed above. 
The meanings of the paired options are as follows: 
eta, nu, muP, muU, muUL, muUnvs - these correspond tor, and II from the 
modified Stokes problem and Peaceman-Rachford parameters µp , µu, 
µut and P,u. 
Re, lambda - these correspond to Re and >. in the Kovasznay flow problem. 
Only one of the Re, lambda or nu options should be used. 
Pres, ULres, Ures - these are to set the residual tolerance for pressure, the 
velocity presolver, and the velocity systems. They may also be used 
with a "2" appended, which indicates that the value given is the square 
of the tolerance to be used. 
resCheckModulus - this sets the number of Peaceman-Rachford iterations 
to perform between calculating the residual to check for convergence. 
outfile - this designates a file to use instead of standard output. 
ioPipeSize - this restricts the number of processes that can read the mesh 
file simultaneously. 
groupSize - sets the number of processes that should work in each group 
The meanings of the single options are as follows: 
NVS - do not use the velocity presolver 
CFS - all processes share a common file system 
MPI - the program was called using mpirun 
nSolIO - do not write the solution disk 
nPll - do not print results in one line tab delimited format 
verbose - print extra details 
nplterations - do not print the number of iterations 
poisson - the problem is a poisson problem 
nsum - do not sum the O and 1 components of the solution (diagnostic) 
nerrors - do not calculate errors 
nptimes - do not print timing results 
pusage - print Linux usage data 
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There are also two types of macro-options that simplify use. The first macro-option is to 
set tolerances otherwise set by Pres, ULres and Ures. The form of the tolerance setting 
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macro is "TOL_a_b_c" where a, ban care single digits. Using "TOL_3_4_5" would have the 
same effect as using "Pres l.0e-3 ULres l.0e-4 Ures l.0e-5." 
The other type of macro sets eta, nu, and the Peaceman-Rachford parameters to those we 
determined in Tables 4.5-4.7 provided 1J = l and v E {.l, 1, 10}. The form of this macro-
option is "nu_a_b_c_MU" where a is .1, 1, or 10, and band c describe one of the meshes in 
the tables mentioned. For example, nu_.Ll024_32_MU sets 1J = l, v = 0.1, µp = l.l5e - 1, 
µut = l.329e - 2, µu = 3.237e - 2 and P,u = l.710e - 2, which are the values listed for a 
1024x32 mesh. 
On the production cluster, the commands 
gTHMesh mesh_1024_32 subX 1024 subY 32 colors 1024 baseX -16 baseY -0.5 
mpirun -np 128 -nolocal init_pSolver mesh_1024_32 groupSize 8 MPI CFS\ 
resCheckModulus 5 T0L_m5_m4_m4 nu_.1_1024_32_MU 
would create the mesh file "mesh_1024_32" and then calculate B using 128 processors in 
groups of 8 using the Peaceman-Rachford solver with the parameters listed in the example 
above. The matrix B will be stored in the file "mesh_1024_32.B." 
The program factorB is used to factor the discrete linear operator B created in 
Phase I. The program will calculate a Cholesky factorization and write it to disk. If the 
factorization fails, factorB will report the failure and attempt an LU factorization. The 
factorization type is also stored in the file - the program implementing Phase II will use 
either type. 
Continuing with our example, on the production cluster, the commands 1 
gTHMesh mesh_1024_32 subX 1024 subY 32 colors 1024 baseX -16 baseY -0.5 
mpirun -np 128 -nolocal init_pSolver mesh_1024_32 groupSize 8 MPI CFS\ 
resCheckModulus 5 T0L_m5_m4_m4 nu_.1_1024_32_MU 
factorB mesh_1024_32 
1 The \ shown in the commands listed indicates the text was too long for the page and 
that the command continues on the next line. 
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would create the mesh file "mesh_1024_32" and then calculate B using 128 processors in 
groups of 8 using the Peaceman-Rachford solver with the parameters listed in the example 
above. The matrix B will be stored in the file "mesh_1024_32.B." The program factorB will 
write the factored version of B to the file "mesh_1024_32.B.F." 
Phase II 
The program pSolver uses the discrete operator B to solve the requested problem. 
Typing pSolver without parameters will generate the same message as typing iniLpSolver 
except that "groupSize" will be replaced by "problem." The "problem" option determines 
which problem will be solved. Examples 1-4b in this thesis are problems 5, 9, 56, 324 and 
325 in pSolver. The other valid problem numbers are beyond the scope of this mini-manual. 
On the production cluster, the commands 
gTHMesh mesh_1024_32 subX 1024 subY 32 colors 1024 baseX -16 baseY -0.5 
mpirun -np 128 -nolocal init_pSolver mesh_1024_32 groupSize 8 MPI CFS\ 
resCheckModulus 5 T0L_m5_m4_m4 nu_.1_1024_32_MU 
factorB mesh_1024_32 
mpirun -np 32 -nolocal pSolver mesh_1024_32 MPI CFS resCheckModulus 5 \ 
T0L_m5_m4_m4 nu_.1_1024_32_MU problem 324 
would create the mesh file "mesh_1024_32" and then calculate B using 128 processors in 
groups of 8 using the Peaceman-Rachford solver with the parameters listed in the example 
above. The matrix B will be stored in the file "mesh_1024_32.B." The program factorB will 
write the factored version of B to the file "mesh_1024_32.B.F." The program pSolver will 
use B to solve Example 4a (problem 324) with 32 processors and write the results to the 
file "mesh_1024_32.S." 
Comparison Code 
The program stokes implements the coupled velocity-pressure formulation using the 
same mesh files as iniLpSolver and pSolver; however, stokes requires the additional file 
generated by using the MMM option with gTHMesh. 
All of the pSolver options that are not directly related to the Peaceman-Rachford 
solver are valid for stokes. In addition, we developed a routine so that most of the Aztec 
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options and parameters can be set on the stokes command line. Table C lists these options. 
They are virtually identical to the constants available within the Aztec library. See [46] for 
more specific details. 
Table C.1 
Aztec solver options and parameters 
These are the Aztec solver options and parameters that can be set on the 
stokes command line. The options followed by N, W or R+ are paired 










Krylov Space Dimension 
Domain Decamp. 
Aztec Name Stokes Options 
AZ....solver AZ_cg, AZ_gmres, AZ_cgs, 
AZ_tf qmr, AZ_bicgstab 
AZ....scaling AZ_Jacobi....s, AZ..row....sum, 
AZ....sym_diag, AZ....sym..row ....sum 
AZ_precond AZ_Jacobi, AZ.-Neumann, AZJs, 
AZ....sym_GS, AZ_dom_decomp 
AZ....subdomain....solve AZJu, AZJ.lut, 
AZJ.lu, AZ..rilu 
AZ_conv AZ..rO, AZ..rhs, AZ_Anorm, 
AZ__noscaled, AZ....sol 
AZ_tol AZ_tol R+ 
AZ_maxJter AZ_maxJ.ter N 
AZ_output AZ_all, AZ__none, AZJast 
AZ_poly _ord AZ_poly _ord N 
AZJ{Space AZJ{Space N 
AZ_type_overlap AZ_diag, AZ....symmetric 
AZ_overlap AZ_overlap W 
AZ_graph__fill AZ_graph__fi.11 W 
AZ_drop AZ_drop R+ 
AZJ.lut__fi.11 AZJ.lut__fi.11 R+ 
AZ_omega AZ_omega R+ 
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There is also a macro-option of the form Aztec_nu_x where X is a real number in a 
valid C/C++ float format . Using this macro is equivalent to using 
nu X AZ_bicgstab AZ_ls AZ_poly_ord 9 AZ_rhs AZ_sym_row_sum AZ_tol 1.0e-5 
On the production cluster, the commands 
gTHMesh mesh_1024_32 MMM subX 1024 subY 32 colors 1024 baseX -16 baseY -0.5 
mpirun -np 128 -nolocal stokes mesh_1024_32 MPI CFS\ 
Aztec_nu_1 eta 1.0 problem 325 
would create the mesh file "mesh_1024_32" and then solve Example 4b (problem 324) with 
128 processors. The solution would be written to "mesh_l024_32.S." 
Mini-cluster Programs 
The mini-cluster used to test the code does not include a common (or shared) 
file system. To allow for this, if the CFS option is not selected, the iniLpSolver and 
pSolver programs flag the files "mesh_1024_32.B." and "mesh_1024_32.S." to indicate they 
are distributed. The flag2 is simply the length of the file stored as a long int at the beginning 
of the file, and the remainder of each "copy" of the file is initialized to contain all zeros. 
The processes then write data to the local file in random access mode as usual - with the 
exception that data is shifted forward by the size of a long int . Once the program has 
finished executing, the distributed file is collected in a bit-wise logical-or fashion using the 
program "lamgf" - meaning LAM gather file. The resulting file is then redistributed. To 
simplify the process, the program "lamcp" copies a file from the root node to the other 
nodes, and the program "lamcmd" executes a command on every node desired. 
The following commands illustrate the process. 
gTHMesh mesh_32_32 subX 32 subY 32 colors 32 
mpirun -s nO n0-2 lamcp mesh_32_32 
mpirun -s nO n0-2 -np 6 init_pSolver mesh_32_32 groupSize 1 MPI \ 
resCheckModulus 5 TOL_m5_m4_m4 nu_1_32_32_MU 
2 Using a flag is not required, but it simplifies the collection process and also provides a 
means of checking to see that the distributed files were completed. 
mpirun -s nO n0-2 lamgf mesh_32_32.B 
mv mesh_32_32 . B. local mesh_32_32.B 
factorB mesh_32_32 
mpirun -s nO n0-2 lamcp mesh_32_32.B.F 
mpirun -s nO n0-2 -np 6 pSolver mesh_32_32 MPI \ 
resCheckModulus 5 TOL_m5_m4_m4 nu_1_32_32_MU problem 9 
mpirun -s nO n0-2 lamgf mesh_32_32.S 
mv mesh_32_32.S.local mesh_32_32.S 
mpirun -s nO n1-2 lamcmd rm mesh_32_32.* 
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There are a number of ways to compensate for the lack of a common file system 
and much research [13] in parallel file processing in general. Our technique is not optimal 
in terms of storage, but is otherwise very effective. 
Visualization 
The two programs svf_pSolver and svf_stokes will generate an ".svf" {file that 
solView uses to visualize the solution. Both svf_pSolver and svf_stokes are linked to the 
pSolver library, so they have access to the "problem" numbers. They will also process 
pSolver options related to the problem solved, e.g. nu, eta, Re, lambda. 
If pSolver generates the file "mesh_32_32.S" then svf_pSolver will generate the file 
"mesh_32_32.svf." The same is true for stokes and svf_stokes. 
On the mini-cluster, using only 2 processors will allow using the CFS option. So the 
following commands will create the file "mesh_32_32.svf" which can be read by solView. 
gTHMesh mesh_32_32 MMM subX 32 subY 32 colors 32 baseX -16 baseY -0.5 
mpirun -np 2 stokes mesh_32_32 MPI CFS Aztec_nu_0.1 eta 1.0 problem 9 
svf_stokes mesh_32_32 problem 9 nu 0.1 eta 1.0 
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