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Zusammenfassung
Ein mikroskopisches Verständnis für die Dynamik in stark korrelierten elektronis-
chen System zu erhalten, ist seit vielen Jahrzehnten eine Herausforderung geblieben.
Das Wechselspiel zwischen den Spin- und Ladungsfreiheitsgraden in diesen Mate-
rialien bei verschiedenen Temperaturen und unterschiedlicher Dotierung ist bisher
nicht gut verstanden und weiterhin ein Gebiet, auf dem intensiv Forschung be-
trieben wird.
In letzter Zeit haben sich Quantensimulatoren basierend auf ultrakalten Atomen
in optischen Gittern als vielversprechende Plattform für die Erforschung stark kor-
relierter fermionischer Systeme herausgebildet. Diese Doktorarbeit beschäftigt sich
den an einem Quantengasmikroskop mit fermionischem 6Li durchgeführten Experi-
menten, in denen Fermi-Hubbard-Systeme präpariert und einzelne Gitterplätze und
Spins aufgelöst werden können.
Die Hauptergebnisse dieser Arbeit erforschen die mikroskopische Dynamik in
eindimensionalen Materialien, worin individuelle Bausteine wie das Elektron mit
Ladung e und Spin 1/2 nicht mehr relevant für die Beschreibung des Systems sind
und stattdessen durch kollektive Spin- und Landungsanregungen, die sich unab-
hängig voneinander bewegen können, ersetzt werden - ein Phänomen namens Spin-
Ladungs-Trennung. In unserem Quantensimulator benutzen wir analoge eindimen-
sionale Fermi-Hubbard-Ketten aus 6Li, um zeit- und ortsaufgelöste Mikroskopie der
durch einen lokalen Quench entstehenden Spin- und Ladungsanregungen durchzu-
führen. Durch die Detektion signifikant unterschiedlicher Geschwindigkeiten und
den Nachweis einer fehlenden Bindung zwischen den Anregungen demonstrieren
wir Spin-Ladungs-Trennung. Unsere mikroskopische Methode ermöglicht uns weit-
erhin, den zusätzlichen Spin der Spinanregung quantitativ zu bestimmen, was un-
sere Ergebnisse mit dem Effekt der Fragmentierung in Verbindung bringt.
In einem weiteren Experiment werden Fermi-Hubbard-Ketten im Gleichgewicht
präpariert und inkommensurable Spin-Korrelationen beobachtet, die in der Gegen-
wart von Dichtedotierung und Spinpolarisierung auftreten. Der Wellenvektor dieser
inkommensurablen Korrelationen zeigt einen linearen Zusammenhang zwischen
Dotierung und Polarisierung.
Zuletzt wird das Wechselspiel zwischen Spin und Ladung im Übergang zwis-
chen einer und zwei Dimensionen untersucht. Die Spin-Korrelationen in der Umge-
bung der Störstelle zeigen einen drastischen Unterschied im zweidimensionalen
Fall und die in einer Dimension präsenten antiferromagnetischen Korrelationen ver-
schwinden. Im Fall einer einzelnen Störstelle in einem reinen zweidimensionalen
System offenbart sich das Wechselspiel zwischen Spin und Ladung als deformierte
Spinwolke in der Umgebung der Störstelle und deutet auf die Bildung eines mag-
netischen Polarons hin.
Die hier dargestellten Experimente demonstrieren die Fähigkeiten eines Quan-
tensimulators; durch Messungen an einem stark korrelierten System im Ortsraum
mit mikroskopischer Auflösung einzelner Gitterplätze können wir auftretende Phä-
nomene studieren, Theorien überprüfen und Bereiche erforschen, die mit anderen
experimentellen Plattformen nicht erreichbar sind.
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Abstract
Obtaining a microscopic understanding of the dynamics in strongly correlated elec-
tronic systems has remained a challenge for many decades. The interplay between
the spin and charge degrees of freedom in these materials at different temperatures
and dopant concentrations is not well understood and is still an area of intense sci-
entific research.
Recently, quantum simulators based on ultracold atoms in optical lattices have
emerged as a promising platform to probe strongly correlated fermionic systems.
This thesis reports on the work carried out with a quantum gas microscope of ul-
tracold fermionic 6Li, where Fermi-Hubbard systems are prepared and imaged with
single site spin and density resolution.
The main results of the thesis explore the microscopic dynamics underlying one-
dimensional materials, where individual constituents such as the electron with charge
e and spin 1/2 are not relevant to the description of the system anymore and are in-
stead replaced by spin and charge excitations that can propagate independent of one
another - a phenomenon called spin-charge separation. In our quantum simulator,
we use analogous one-dimensional Fermi-Hubbard chains of 6Li, to perform time-
and space-resolved microscopy of the spin and charge excitations following a local
quench. By extracting their strikingly different velocities and showing an absence of
binding between the excitations, we demonstrate spin-charge separation. Our mi-
croscopic technique also allows us to quantitatively extract the excess spin carried by
the spin excitiation, connecting our results to the phenomenon of fractionalization.
In another set of experiments, Fermi-Hubbard chains are probed at equilibrium
and incommensurate spin correlations arising in the presence of both density dop-
ing and spin polarization are observed. The wavevector of these incommensurate
correlations are found to have a linear dependence on doping and polarization.
Finally, the effect of the spin-charge interplay is probed in the crossover from one
to two dimensions. The spin correlations across dopants are seen to be dramatically
different in two dimensions, and the strong antiferromagnetic correlations across
dopants present in one dimension disappear. For a single dopant in a fully two
dimensional system, the spin-charge interplay manifests as a distorted spin cloud
surrounding the dopant, indicating the formation of a magnetic polaron.
The experiments reported here demonstrate the power of a quantum simulator;
by probing the physics of strongly correlated systems in real space with unprece-
dented resolution, we can zoom into emergent phenomena, validate theories and
access regimes that are not possible in other experimental settings.
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Chapter 1
Introduction
In a system of many interacting particles, the emerging degrees of freedom can fun-
damentally differ from those of its individual constituents. Complexity can arise
from the simplest of ingredients and if the underlying physics is not well under-
stood, the outcomes of the interactions can be unpredictable. Decades of work have
been put in by scientists to understand such emergent phenomena and is at the foun-
dation of many unsolved problems in physics today. This is especially true in the
study of condensed matter systems - where the interactions between electrons give
rise to a wide range of macroscopically observable phenomena.
Understanding the microscopic principles underlying these phenomena has been
a challenge both theoretically and experimentally. From a theoretical point of view,
the Hilbert space of a system of N interacting quantum particles scales as 2N , and
calculating properties of systems with even a few tens of particles quickly becomes
computationally unfeasible. From an experimental point of view, probing the inter-
play of various processes in matter microscopically at length scales of 10−10m and
time scales of femtoseconds, is extremely challenging.
It is with such challenges in mind that Richard Feynman proposed the use of
quantum simulators [1] - a precisely controllable anologous experimental system
that mimics an interacting quantum system with many degrees of freedom [2] - to
study the emergence of complexity.
As he put it himself - “Nature isn’t classical, dammit, and if you want to make a
simulation of nature, you’d better make it quantum mechanical, and by golly it’s a
wonderful problem, because it doesn’t look so easy”.
Quantum simulation with ultracold atoms
The idea of simulating interacting quantum systems with neutral atoms relies heav-
ily on pioneering work done previously on cooling atoms down to degeneracy. S.
Chu, C. Cohen-Tannoudji and W.D. Phillips won the Nobel prize in physics (1997)
“for the development of methods to cool and trap atoms with laser light”. Following
earlier proposals [3] and combining the technique of slowing down heated atoms
using a counter-propagating laser beam and a coil with varying magnetic field (Zee-
man slower) [4] with the technique of laser cooling with three orthogonal pairs
of counter-propagating laser beams (optical molasses) [5, 6], they had successfully
managed to cool and trap atoms at microkelvin temperatures. Further improve-
ments in cooling include the development of polarization-gradient cooling [7, 8]
and sideband cooling [9].
The first successful attempts at cooling all the way to degeneracy - the creation
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of a Bose-Einstein condensate - was achieved by E. A. Cornell, W. Ketterle and
C. E. Wieman with Sodium and Rubidium atoms [10, 11], for which they were
awarded the Nobel prize in 2001. Bose-Einstein condensates with bosonic Lithium
was achieved soon after [12]. The key step in going from microkelvin to nanokelvin
temperatures was a process called “evaporative cooling”, by which hotter atoms
were allowed to leave the trap while the colder atoms interacted with one another
to rethermalize at a lower temperature.
The development of a degenerate gas of fermions was a harder challenge and
consequently took longer to achieve. The primary difficulty lies in adapting evap-
orative cooling to fermions where rethermalization from collisions between atoms
is hard to engineer. In order to make the fermions rethermalize, evaporative cool-
ing was performed with spin mixtures [13, 14] and later with mixtures of different
atomic species [15–18].
Following the successful realization of degenerate Bose and Fermi gases, efforts
were made to realize strongly correlated systems which would act as a quantum
simulator for many condensed matter systems that involve particle moving along a
lattice and interacting with one another.
One way to engineer enhanced interactions between atoms is to use Feshbach
resonances to control their scattering lengths, thereby allowing tunable interactions
between atoms. Such strongly interacting Fermi gases were realized [19, 20] and
studies on fermion pairing and superfluidity were carried out [21–27].
However, the strongly correlated regime can alternatively also be achieved by
suppressing the kinetic energy of atoms using an optical lattice [28]. The realization
of strongly correlated many-body systems in optical lattices was confirmed with
the observation of the superfluid - Mott insulator transition with bosons [21]. This
platform paved the way for theoretical proposals and experiments [29–33] on the
quantum simulations of solid state systems, given the control that could be achieved
with cold atoms (bosons and fermions) in optical lattices [34–38].
Probing with single site resolution
One of the major limitations of experiments in condensed matter physics probing
strongly correlated systems in real materials (as opposed to synthetic materials in a
quantum simulator) is the lack of microscopic observables. They typically rely on
extracting global observables of the materials using spectroscopic [39–43] or con-
ductance measurement techniques [44–50] to probe the underlying physics. There
have been no experiments which could probe the lattices with the resolution of a
single site.
With strongly correlated ultracold atoms in optical lattices, however, the lattice
spacing can be as high as a few micrometers, which can be resolved easily with ex-
isting techniques in optical microscopy. A quantum gas microscope takes advantage
of the relatively large spacings in an optical lattice to perform in-situ single-site re-
solved fluorescent imaging. To image atoms trapped in a lattice, it is necessary to
cool them in-situ while the fluorescent photons are being collected [51, 52].
The first quantum gas microscope experiments were performed with bosonic
87Rb [53, 54]. They were soon able to demonstrate the transition to a Mott insu-
lator with single-site resolution [54–56], observe the spreading of correlations [57],
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FIGURE 1.1: Quantum gas microscopy with single site resolution. A, Fluorescence
signal from atoms in an optical lattice, forming a Mott insulator. By looking at the
distribution of number of photons originating from a single lattice site, the density
per lattice site can be reconstructed. Spin resolution at the single site is obtained, in
our case, by employing a Stern-Gerlach splitting of the lattice gas before imaging, as
shown in (B). Details of the imaging scheme are described in Chapter 3.
antiferromagnetic spin−1/2 chains [58] and the Higgs amplitude mode [59]. Exper-
iments studying the dynamics of many-body systems out-of-equilibrium were also
carried out with single-site resolution [60], for example, the observation of quan-
tum walks [61] and magnon bound states [62] and measurement of entanglement
entropy [63].
Challenges in adapting the cooling techniques from bosons to alkaline fermions
(mainly 6Li and 40K) resulted in a delay in the emergence of fermionic quantum gas
microscopes. The main reasons are the presence of a small excited state hyperfine
splitting and low mass, which make standard laser cooling during the imaging chal-
lenging.
In 2015, however, several groups independently reported single-site resolved
imaging of fermions in optical lattices, using different imaging techniques, such as
electromagnetically induced transparency [64], Raman sideband cooling [65–67]
and others [68, 69]. Later experiments with fermionic quantum gas microscopes
have realized Mott insulators [70, 71], band insulators [67] and systems with anti-
ferromagnetic correlations [71–74].
The various phases emerging in solid state materials have at their origin the in-
terplay between the spin order of the fermionic electrons (fermionic atoms in the
quantum simulator) and the kinetic energy of charge impurities (holes or doublons
- sites with no atom or two atoms in the lowest band respectively). To probe the
phases microscopically thus requires the ability to simultaneously resolve charge
(density) and spin at every lattice site. While other Fermi gas experiments require
removing the two different spin components in successive snapshots, our experi-
ment (see Fig. 1.1) has the ability to detect both these quantities in a single snapshot,
enabling the measurement of local as well as multipoint spin correlation functions.
Using the various techniques discussed in this chapter, which were developed
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over decades, we have the tools required to perform experiments that go in the di-
rection of Feynman’s original proposal - to probe the fundamental processes un-
derlying complex many-body systems microscopically by using synthetic quantum
matter.
A B
FIGURE 1.2: Behaviour of many-body systems in different dimensions. A, In sys-
tems where particles are allowed to move anywhere on a plane, free quasipartcle
excitations that resemble individual particles can exist. B, However, when the only
way for a particle to move is by pushing its neighbour, the individual particle ex-
citations are replaced by collective excitations. Idea for illustration taken from [75].
This thesis mainly reports on experiments performed with an ultracold quantum
simulator using fermionic lithium atoms trapped in 1D and 2D optical lattices. The
underlying physics in different dimensions can be dramatically different, as illus-
trated in Fig. 1.2. The microscopic insight emerging from our experiments have
been able to demonstrate certain phenomena that have been predicted to exist theo-
retically, but have been hard to prove directly and unambiguously in traditional con-
densed matter physics experiments. In particular, we demonstrate the presence of
incommensurate spin correlations and spin-charge separation in 1D Fermi-Hubbard
chains and the breakdown of spin-charge separation and the formation of magnetic
polarons in 2D systems.
I have tried to keep the contents presented here as self-contained as possible and
in places where this was not possible, provided references to follow.
This thesis should be useful to give a curious reader an overview of the latest
developments in the field of quantum simulation of the Fermi-Hubbard model. It
should be able to provide an experimental physicist an idea of the tools and tech-
niques used to prepare degenerate Fermi gases and perform single-site resolved mi-
croscopy of lattice gases. And finally, it should be accessible and of interest to a wide
range of physicists who deal with the study of strongly correlated matter in a variety
of different scenarios.
A summary of the organization of the chapters in this thesis is given below:
• Chapter 2: Provides a discussion of the relevant background necessary to un-
derstand the results present in the following chapters. A description of the
Fermi-Hubbard model and how we use an ultracold atom quantum simula-
tor to realize this model is reviewed. It also includes a basic discussion of the
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phenomena of spin-charge separation, incommensurate magnetism and the
formation of magnetic polarons, laying a foundation for the results of chapters
4, 5 and 6.
• Chapter 3: Is a summary of our experimental setup for quantum gas mi-
croscopy with fermions. Experimental sequences that lead to the Fermi-Hubbard
systems needed for our studies are described. A discussion of the additional
tools in imaging that enable spin-resolved characterization and results show-
ing antiferromagnetic correlations is included.
• Chapter 4: Describes the experimental results pertaining to the real-space ob-
servation in equilibrium Fermi-Hubbard chains of incommensurate spin cor-
relations. Incommensurate correlations arising both from density doping and
spin imbalance are discussed in detail in the remainder of the chapter.
• Chapter 5: The time- and space-resolved observation of the phenomenon of
spin-charge separation in one-dimensional chains following a local quench is
described in detail. It first describes the experimental setup required to per-
form a quench and observe the resulting dynamics of spin and charge exci-
tations through their signatures in the hole and nearest neighbour correlation
distributions in the chain. Then, the methods used to extract the velocities of
these quasiparticle excitations experimentally and theoretically are described.
Finally, results arising from use of different observables in the analysis show-
ing the absence of binding between the excitations, are discussed.
• Chapter 6: This chapter describes the fate of spin-charge separation in Fermi-
Hubbard systems in the crossover from one to two dimensions. A description
of the process of preparing two dimensional systems is included. The spin cor-
relations across the dopants are shown to change dramatically in the crossover
from 1D to 2D, indicating the formation of magnetic polarons. The second sec-
tion summarizes the results from a dedicated set of experiments performed to
probe the effect of a single dopant in a 2D antiferromagnet.
• Chapter 7: The results described in the previous chapters and summarized and
put into perspective. Future and current directions being taken and techniques
being implemented in the field of Fermi gas microscopy are discussed.
Chapters 4, 5 and 6 are largely based on results published in the following papers in
which I have been an author:
1. “Direct observation of incommensurate magnetism in Hubbard chains”.
Guillaume Salomon, Joannis Koepsell, Jayadev Vijayan, Timon A. Hilker, Ja-
copo Nespolo, Lode Pollet, Immanuel Bloch and Christian Gross.
Nature 565, 56–60 (2019)
2. “Time-Resolved Observation of Spin-Charge Deconfinement in Fermionic Hubbard
Chains”.
Jayadev Vijayan, Pimonpan Sompet, Guillaume Salomon, Joannis Koepsell,
Sarah Hirthe, Annabelle Bohrdt, Fabian Grusdt, Immanuel Bloch and Chris-
tian Gross.
Science 367, 186–189 (2020)
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3. “Imaging magnetic polarons in the doped Fermi–Hubbard model”.
Joannis Koepsell, Jayadev Vijayan, Pimonpan Sompet, Fabian Grusdt, Timon
A. Hilker, Eugene Demler, Guillaume Salomon, Immanuel Bloch and Christian
Gross.
Nature 572, 358–362 (2019)
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Chapter 2
Background
The results presented in this thesis comprise entirely of experiments performed on
an analog quantum simulator using the platform of ultracold atoms in optical lat-
tices. In order to develop a microscopic understanding of the phases emerging in
quantum many-body systems, we perform single-site-resolved imaging of our lat-
tice gas, enabling us to obtain a microscopic insight of the interplay between spin
and charge.
The essential physics of these many-body systems is believed to be captured by
the Hubbard model, which is widely used to model their effective electronic degrees
of freedom. Our quantum simulator realizes the Fermi-Hubbard model with ultra-
cold atoms, a description of which is provided in 2.1, to study the emergent physics
of such systems.
The properties of ultracold fermionic atoms in optical lattices that enable the real-
ization of the Fermi-Hubbard model, is discussed in Sec. 2.2. A conceptual descrip-
tion of the phenomena we probe in the experiments reported here - incommensurate
magnetism and spin-charge separation in 1D Fermi-Hubbard chains and the forma-
tion of magnetic polarons in 2D Fermi-Hubbard systems - are discussed in Sec. 2.3
and Sec. 2.4 respectively. Parts of this chapter are adapted from the thesis of T. Hilker
[76].
2.1 The Fermi-Hubbard model
A minimalistic model that is commonly used to describe strongly correlated fermionic
many-body systems, with spins σ ∈ {↑, ↓} and in a lattice potential, is the (Fermi-)
Hubbard model.
First introduced in the context of solid-state systems where crystal ions form
a periodic lattice with electrons in the conduction band, it was used to study the
magnetic properties and dynamics of electrons. [77, 78].
There are certain assumptions made in the derivation of the Fermi-Hubbard
Hamiltonian. First, it is assumed that the system is limited to a single band of the
lattice and the tunneling of particles is restricted to nearest neighbouring sites. These
conditions hold in the tight-binding regime [79]. In solid-state systems, such a pro-
cess occurs when electrons from the conduction band tunnel from one ion to another
in the lattice, due to spatial overlap of their electronic wavefunctions. The second
assumption is that only electrons on the same site interact. This is a result of the
Coloumb interaction between two electrons, which in first order is limited to the
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same lattice site. At longer distances, the contribution from the Coulomb interac-
tion is assumed to be screened by the positively charged ions, and consequently, any
long-range interaction is neglected.
The Fermi-Hubbard Hamiltonian has the form:
Ĥ = −t ∑
〈i,j〉,σ
(c†i,σcj,σ + h.c.) + U ∑
i
ni↑ni↓ (2.1)
where c†i,σ and ci,σ are the creation and annihilation operators of Wannier states
on site i and spin σ respectively, the first term of the Hamiltonian is summed over
nearest neighbouring sites and h.c. is the Hermitian conjugate.
The first term of the Hamiltonian describes the tunneling of fermions between
adjacent sites. It is the kinetic energy term which favours the delocalization of
fermions across the lattice.
The second term describes the cost of finding two fermions on the same site.
Under the assumption that only the lowest band is occupied, the two fermions nec-
essarily have different spin states, by Pauli’s exclusion principle.
A third term can be added to the Hamiltonian to describe the effect of spatial
inhomogeneity in the lattice potential:
Ĥpot = ∑
i,σ
εini,σ (2.2)
It corrects the local potential of each site by εi. The relative energy differences
between neighbouring sites can be neglected as long as the difference is smaller than
the local energy width of the band, which is given by 4t along a lattice axis in the
tight-binding limit.
Such a Hamiltonian also accurately describes our experimentally realized sys-
tems of fermionic atoms in optical lattices, making it an ideal simulator. The exact
mapping of the terms of the Fermi-Hubbard Hamiltonian in cold-atom optical lattice
systems is described in Sec. 2.2.
2.1.1 Phase diagram
Many-body systems studied in condensed matter physics such as cuprates - solid
state materials which contain within them copper oxide planes - exhibit a wide range
of phases, the existence of which have been confirmed emperically by experiments,
producing a phase diagram as shown in Fig. 2.1. However, an understanding of
the underlying microscopic mechanism leading to these emergent phases is still a
subject of debate.
The repulsive branch of the Fermi-Hubbard model (U/t 1) is believed to cap-
ture many of the phases shown in Fig. 2.1. The fact that the seemingly simple Hub-
bard model cannot be solved numerically has motivated many laboratories around
the world to pursue experiments to explore the origins of these phases.
An attractive branch of the Fermi-Hubbard model also exists [81, 82] where the
different spin states are mapped to doubly occupied sites and holes. Several experi-
ments have been carried out exploring the regime of attractive interactions [83–92].
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FIGURE 2.1: Temperature vs doping phase diagram for cuprates. At low temper-
atures and no doping, the dominant phase has antiferromagnetic spin order. All
the other exotic phases, such as the pseudogap, strange metal and d-wave supercon-
ducting phase, occur when antiferromagnets are doped to different levels at different
temperatures. Figure is taken from [80].
However, since all the work reported here are in the regime of repulsive interactions,
the attractive branch is not discussed in any detail.
The three major energy scales of importance are that of t, U and the spin ex-
change amplitude J = 4t2/U. The former two describe the motional degrees of free-
dom (“charge sector”), and the latter describes the spin degrees of freedom (“spin
sector”).
Let us first look at the phases present at half-filling, when there is no doping.
At high temperatures (T  t and T > U), the system exhibits metallic properties
[93]. There is an absence of any kind of density/charge ordering as the atoms are
delocalized throughout the system. This can be understood as a weakly interacting
state with an incompletely filled band.
Increasing the repulsive interactions (U/t  1) introduces an energy cost for
having more than one atom per site. As a result, a Mott insulating state is formed,
which is different from the band insulator in that there is only onle atom per site.
At lower temperatures (kBT ≈ J = 4t2/U), the spin degrees of freedom of the
Mott insulator come into play. Atoms with opposite spins on neighbouring spins
can exchange their spins via a second order tunneling process which has a coupling
strength of J = 4t2/U. Such a process is forbidden for atoms with parallel spins
on adjacent sites due to Pauli’s exclusion principle, leading to an energy cost of J
for every pair of adjacent parallel spins. Thus, at temperatures T < J, it becomes
energetically unfavourable to have two spins of the same kind on adjacent sites,
leading to antiferromagnetic spin order. Any entropy present in such systems is
transferred into the spin sector and the charge sector remains “frozen”. The system
can then be described by the Heisenberg model, discussed in the Sec. 2.1.2.
Now let us look at phases that emerge away from half-filling, in the presence of
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finite doping. Doping a Mott insulating system with antiferromagnetic correlations,
depending on the level of doping, leads to the emergence of many interesting phases
- a pseudogap [94, 95], strange metal, commensurate and incommensurate antifer-
romagnetic phase [96] and at lower temperatures, a d-wave superconducting phase
[43, 97, 98].
The fundamental building block of these phases occuring in two and three di-
mensions is a single dopant in an antiferromagnetic system. We perform experi-
ments realizing precisely such a situation and the results are discussed in Chapter
6.
The physics of the Fermi-Hubbard model changes dramatically depending on
dimensionality already at the level of a single dopant and consequently, a single
dopant in two dimensions behaves fundamentally differently from a single dopant
in one dimension, as we shall see.
2.1.2 t-J and Heisenberg models
Almost all the experiments described in this thesis are performed in the presence of
doping. In the limit U  t and in the presence of doping, the Fermi-Hubbard model
can in leading order of t/U, be approximated by the t− J model [99]:
Ĥt−J = P̂
[
−t ∑
〈i,j〉,σ
â†i,σ âj,σ + J ∑
j
(
Ŝj+1 · Ŝj −
n̂j+1n̂j
4
)
+ ĤNNN
]
P̂ . (2.3)
where P is the projection operator on the subspace without double occupancy,
and 〈i, j〉 is a sequence of nearest neighbouring sites. The operator â†j,σ creates a
fermion with spin σ on site j and n̂j = ∑σ â†j,σ âj,σ is the corresponding density op-
erator. The spin operators are defined by Ŝj = 12 ∑σ,σ′ â
†
j,σ~σσ,σ′ âj,σ′ , where ~σ are the
Pauli matrices. The first two terms define the t − J model with tunneling of holes
with amplitude t and isotropic spin-exchange interactions with coupling constant
J = 4t2/U. The last term describes the hole-assisted next-nearest neighbour hop-
ping events.
In the limit of infinite strong interactions, the ground state of a Mott insulator
doped with a single hole is ferromagnetic [100], as the tunneling of the hole around
the lattice generates a suitable linear combination of basis states exhibiting ferro-
magnetism [101]. This is in stark contrast to the undoped case, where, as we saw
earlier, the ground state is an antiferromagnet. An extended version of the t− J is
used extensively for theoretical comparisons in Chapter 5.
A special case of the t − J model is in the absence of doping, when every site
is occupied. Then, only the second term of Ĥt−J is relevant and the Hamiltonian
reduces to:
ĤHeis. = J ∑
〈i,j〉
Ŝi · Ŝj (2.4)
Our experimental results concerning the spin degrees of freedom in one dimen-
sion are compared to theoretical simulations of the Heisenberg model even in the
presence of doping. The reason why this is valid is because the phenomenon of
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spin-charge separation decouples the spin sector from the motional degrees of free-
dom.
2.2 Ultracold atom quantum simulator
The reason behind the success of the platform of ultracold fermions in optical lattices
in simulating the physics described by the Fermi-Hubbard model is described in this
section.
The advantage of using ultracold spin mixtures of fermionic atoms, as we shall
see, is the controlled implementation by which interactions and doping can be tuned
independently, enabling us to explore the phase diagram in Fig. 2.1.
In addition, using a quantum gas microscope enables the imaging of the many-
body systems with single-site resolution, allowing a direct observation of the dy-
namics as well as the use of multipoint correlation functions to better characterize
the system. In this section, we will see how interactions can be engineered between
neutral ultracold atoms and how placing such systems in an optical lattice can be
used to simulate the physics in real lattice systems.
2.2.1 Optical lattices
To produce cold atomic gases, experiments rely on using dissipative forces based
on spontaneously emitted photons carrying away the energy. This is the working
principle of a magneto-optical trap. However, to achieve quantum degeneracy, con-
servative potentials made by light that is far off-resonant are used.
The dipole moment of an atom is ~p = α~E, where ~E is the electric field amplitude
and α is the complex polarizability. Such a system can be modeled as an electron
trapped in a dissipative, driven harmonic oscillator where the polarizability α has
the form:
α =
e2
m
1
w20 − w2 − iwΓ
(2.5)
where w0 and w are the natural and the drive frequencies and Γ is the coefficient
of the dissipative term.
For w  w0, the phase shift δ approaches 0 and for w0  w, δ approaches
π. Consequently, a red-detuned trap provides an attractive potential and a blue-
detuned trap provides a repulsive potential for the atoms.
To obtain an array of such dipole traps experimentally, one can simply retrore-
flect or use counterpropagating pairs of beams. Changing the angle and number of
beams interfering can produce various geometries of optical lattices, including ex-
otic lattices with hexagonal, dimerized or quasi-crystalline potentials [32, 102, 103].
The resultant potential produced by the off-resonant light field introduces a spatially
varying ac Stark shift that the atoms experience.
In the case of two counterpropagating beams, the one dimensional optical lattice
generates a potential of the form:
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V(x) = −V0,x cos2(x/dx) (2.6)
where V0,x is the lattice depth which is directly proportional to the intensity of
the beam and dx is the lattice spacing along the x− direction.
Superimposing pairs of counter-propagating or retro-reflected beams along dif-
ferent dimensions can lead to two- and three-dimensional lattices.
A convenient unit for denoting the lattice depth along directions i = x, y, z,
which will be used throughout the thesis, is the recoil energy:
Eir = h
2/(8md2i ) (2.7)
The corresponding eigenstates in three dimensions can be obtained from the
single-particle Hamiltonian:
Ĥ = − h̄
2
2m
∆2 + V(~r) (2.8)
A band calculation for the x−axis gives delocalized eigenstates [104], which
can be written as a product of plane waves Ψnx ,qx(x) = eiqxxunx ,qx(x), with a band
index nx, quasimomentum qx and a periodic function un,q(x). These Bloch states
can be represented using Wannier states as wn,j(~r) = 1√N ∑q e
−i~q·~rj un,~q(~r) which are
localized at different lattice sites~rj and are orthogonal to each other.
In the regime where the temperature and chemical potential are small with re-
spect to the bandgap to the next higher band, only the lowest band is occupied and
the Hamiltonian reduces to:
Ĥt.b. = −∑
〈i,j〉
ti,j(â†i âj + â
†
j âi) (2.9)
where the indices 〈i, j〉 run over all nearest neighbouring sites, â†i creates a parti-
cle in the Wannier state wi = w0,i and the tunneling coefficient ti,j =
∫
d~r3wi(~r)Ĥwj(~r),
where Ĥ is taken from Eq. 2.8.
So far we have seen how to obtain the kinetic term as described by the Fermi-
Hubbard model. To fully simulate Fermi-Hubbard systems, we also need to have
control over the interaction between spinful fermions.
We make use of the fact that when the atomic gas is cooled to a low enough
temperature, only s-wave scattering is relevant [105] and the interactions between
fermions can be described by an on-site potential:
Vint(~r1, ~r2) =
πh̄2as
m
δ(~r1 − ~r2) (2.10)
where as is the s-wave scattering length.
Due to their fermionic nature and the suppression of p-wave scattering at low
energies, atoms in the same spin states cannot scatter and therefore do not interact.
However, atoms in different spin states can be made to interact via s-wave collisions
and the nature of the interaction can be tuned by addressing a Feshbach resonance
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using magnetic fields [106].
In the lowest band of an optical lattice, the Hamiltonian describing the s-wave
interaction (Eq. 2.10) has the form:
Ĥint = U ∑
i
n̂i,↑n̂i,↓ (2.11)
The interaction strength U has the form U = (4πh̄2as/m)
∫
d~r3|w(~r)|4 where
w(~r) is the Wannier function.
Thus, by cooling the atomic gas to low temperatures and loading it into an optical
lattice leading to systems with processes described by Eq. 2.9 and Eq. 2.11, we can
generate ideal platforms to simulate the Fermi-Hubbard model (Eq. 2.1)
2.3 Doping one-dimensional antiferromagnets
The physics of materials in one and two dimension can be vastly different, even if
the underlying model is the same. In one dimension, the spin and charge degrees of
freedom are decoupled, leading to the phenomena of incommensurate magnetism
and spin-charge separation, as we shall see in this section. As a consequence, the free
Landau quasiparticles that describe the system in higher dimensions are no longer
sufficient to describe such systems. Instead, the description is replaced by collective
excitations.
The low-energy physics of 1D many-body systems are described generically by
Luttinger liquid theory, where the emerging excitations are collective waves possess-
ing a simple linear dispersion. In order for a fermion to move in a 1D lattice, it has to
move all other identical fermions as they cannot pass through one another, leading
to collective excitations.
An interpretation can also be made in momentum space, where the collective
excitations can be understood by a linearization of the dispersion relation around the
two Fermi points. Every excitation k → k + q has an energy E = uh̄q, where u is the
group velocity at the Fermi point. As the energy depends only on the group velocity,
all excitations with a fixed q have the same energy. Consequently, any interaction
couples them and the eigenmodes are excitations with momenta q, with all particles
close to a Fermi point sharing this collective excitation.
The excitations are analogous to sounds waves propagating with a velocity u,
which for noninteracting fermions, is related to the Fermi velocity vF [107]. A com-
plete description of the asymptotic properties of a Luttinger liquid is provided by the
velocity u and the Luttinger parameter K, which is a dimensionless number which
controld the decay of all correlation functions and thermodynamic quantities.
In condensed matter experiments, properties of Luttinger liquids have been stud-
ied using neutron scattering on weakly coupled quasi-1D spin-1/2 chains [108, 109]
and ladder systems [110] and using conductance measurements and scanning tun-
nelling microscopy on carbon nanotubes [111, 112].
In the experiments, we prepare chains of fermions in the lowest energy band of
Hubbard Hamiltonian, which is in turn a minimalistic approximation of the Lut-
tinger liquid theory.
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The unprecedented level of control afforded by ultracold atoms in optical lattices
means that one can tune the interactions by simply varying external magnetic fields
which effectively changes the scattering length, and one can also independently tune
the amount of doping by raising or lowering the chemical potential by loading more
or fewer atoms into the lattice.
2.3.1 Incommensurate magnetism
Incommensurate magnetism, or incommensurate spin correlations are expected to
be present in doped or polarized one dimensional Fermi-Hubbard chains. Doping
can be achieved by moving away from half filling and polarization by having a spin-
imbalance in the chain.
In such systems, Luttinger liquid theory predicts the presence of an algebraically
decaying incommensurate correlations at zero temperature, whose wave vector var-
ied linearly with the amount of doping [75, 113]. In the case of density doping,
incommensurate spin-density waves are expected and in the case of excess spin dop-
ing, incommensurate spin correlations are expected.
density doping spin imbalance
undoped
FIGURE 2.2: Incommensurate magnetism In an undoped Fermi-Hubbard chain
with antiferromagnetic correlations as described by the Heisenberg model (n =
1, m = 0), the sign of the spin flips with every single lattice site and is commensu-
rate with the number of lattice sites. However, on introducing either density doping
(n 6= 1) or excess spin doping (m 6= 0), the periodicity of the sign flips of the spin
increases by an amount related to the level of doping, and becomes incommensurate
with the number of lattice sites in the chain.
Consider an undoped Fermi-Hubbard chain with antiferromagnetic spin corre-
lations. Here the mean occupation density in the chain n = 1, and the net mag-
netization m = 0. In such chains, the spin correlations decays with distance, and
more importantly, it flips sign with every lattice site. The dependence of the spin
correlations on distance has the following form:
〈Ŝzi Ŝ
z
i+x〉 ≈ A1e−x/ξ1 cos(πx) (2.12)
What Luttinger liquid theory predicts is that when density doping is introduced
into these chains, the wave vector changes linearly with the amount of doping n and
the dependence of the spin correlations on distance now has the form:
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〈Ŝzi Ŝ
z
i+x〉 ≈ A2e−x/ξ2 cos(πnx) (2.13)
Similarly, when excess spin of one kind are presend in the system, leading to a
net magnetization of m, the dependence of the spin correlations has the form:
〈Ŝzi Ŝ
z
i+x〉 ≈ A3e−x/ξ3 cos(π(1 + 2m)x) (2.14)
By using a quantum gas microscope with both spin and density resolution, we
can directly extract properties such as the mean density per chain n and the net mag-
netization m. Then, we can simply compute the dependence of spin correlations on
distance in real space and in this way, observe the phenomenon of incommensurate
magnetism (see Fig. 2.2). Chapter 4 is dedicated to the results we obtained in this
project.
2.3.2 Spin-charge separation
In systems where individual constituents are replaced by collective excitations, these
excitations can behave as independent entities that can propagate at different veloci-
ties and be spatially unbound from one another. Such a spatial separation in systems
with collective spin and charge excitations, is called spin-charge separation. Addi-
tionally, at low temperatures, the spin and charge excitations can carry the exact
quantum numbers of spin 1/2 and charge e respectively, a phenomenon called frac-
tionalization [107].
An excellent summary of the theoretical framework behind spin-charge separa-
tion is provided in [75, 114]. Here, we will go through only the key steps involved
in understanding the decoupling of the spin and charge sectors starting from the
Hubbard Hamiltonian given by 2.1.
In a 1D lattice system of N particles, the particle density operator is:
n(x) =
N
∑
k=1
δ(x− xk) (2.15)
where xk is the position operator of the kth particle. It is convenient to rewrite
Eq. 2.15 in terms of a labelling field Φ(x) [115], which is a continuous function of
the position, having a value of Φ(xk) = 2πk at site k.
Using the rule for transforming δ functions
δ( f (x)) = ∑
zeros of f
1
| f ′xk|
δ(x− xk) (2.16)
the density n(x) can be rewritten in terms of Φ(x) as follows:
n(x) = ∑
k
δ(x− xk) = ∑
n
|∇Φ(x)|δ(Φ(x)− 2πm) (2.17)
where m is an integer. Using the Poisson summation identity ∑p eipx = 2π ∑k δ(x−
2πk) where p is an integer, Eq. 2.17 reduces to:
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n(x) =
∇Φ(x)
2π ∑p
eipΦ(x) (2.18)
We can further introduce a field φ to express the particle positions with respect
to their rest positions x0k = n0k on the lattice, defined as:
2φ(x) = 2πn0x−Φ(x) (2.19)
where n0 = N/L is the mean density.
Eq. 2.18 then reduces to:
n(x) = (n0 −
∇φ(x)
π ∑p
e2ip(πn0x−φ(x)) (2.20)
The density operator n(x) can also be expressed as a product of the bosonic or
fermionic field operators n(x) = ψ†(x)ψ(x). Using an amplitude-phase ansatz for
the field operators ψ†(x) =
√
n(x)e−iθ(x) where θ(x) is a second field, the commu-
tation rule obeyed by the field operators [ψ(x), ψ†(x′)] = δ(x− x′) can be rewritten
as [φ(x),∇θ(x′)/π] = iδ(x − x′), which is a commutation relation between a field
(φ(x)) and its canonical momentum (Π(x) = ∇θ(x)/π).
The bosonic and fermionic field creation operators have the form:
ψ†B(x) =
√
n0 −∇φ(x)/π ∑
p
ei2p(πn0x−φ(x))e−iθ(x) (2.21)
ψ†F(x) =
√
n0 −∇φ(x)/π ∑
p
ei(2p+1)(πn0x−φ(x))e−iθ(x) (2.22)
Through this process, called bosonization, the Hamiltonian can be expressed in
terms of fields following bosonic commutator relations regardless of their original
statistics. The expression for the density and creation operators from Eqs. 2.20, 2.21
and 2.22 can be substituted into the Fermi-Hubbard Hamiltonian from Eq. 2.1.
In the low-energy limit (i.e, including only the p = 0 term), corresponding
to slowly varying fields, the kinetic energy term takes the form
∫
dx∇ψ†∇ψ →∫
dxn0(∇θ)2 and the interaction term takes the form
∫
dxn(x)2 →
∫
(∇φ(x))2.
In this low-energy limit, the Fermi-Hubbard Hamiltonian can thus be expressed
as:
H =
1
2π
∫
dx
[
vK(πΠ(x))2 +
v
K
(∇φ(x))2
]
(2.23)
The Hamiltonian depends on only two parameters - K and v, respectively the
Luttinger liquid parameter and velocity, and together they provide a total character-
ization of the low-energy physics of 1D systems.
To include the spin component into the above formalism, the process of bosoniza-
tion is repeated and separate bosonic fields φ↑,↓ are used for each component. The
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Hamiltonian from Eq. 2.23 now contains terms of the form
∫
dxn↑(x)n↓(x). On in-
troducting fields φρ = (φ↑ + φ↓)/
√
2 and φσ = (φ↑ − φ↓)/
√
2 to encode the charge
and spin density respectively, the decoupling of the spin and charge sectors becomes
apparent.
The result is the presence of two independent Hamiltonians:
Hν =
1
2π
∫
dx
[
vνKν(πΠ(x))2 +
vν
Kν
(∇φν(x))2
]
(2.24)
with ν = ρ, σ describing the decoupled spin and charge excitations, each char-
acterized by a velocity vν and Luttinger liquid parameter Kν. The excitations corre-
sponding to ν = ρ, σ are called holons and spinons respectively.
A consequence of the presence of two independent Hamiltonians describing
the charge (holons) and spin (spinons) sectors in 1D systems is that single particle
fermionic excitations (excitations carrying both spin and charge) do not exist. In-
stead the spin and charge excitations can move with different velocities given by vσ
and vρ respectively.
2.3.3 Beyond the Luttinger liquid regime
ti
m
e
spinon holon
quench
FIGURE 2.3: Cartoon of the experimental protocol used to probe spin-charge sep-
aration, shown here in the absence of thermal fluctuations. Starting from a one
dimensional Heisenberg chain with antiferromagnetic correlations, a local quench
is performed to remove a single fermion, essentially causing a change in charge of
(∆Charge) = 1 and a change in spin of (∆Spin) = 1/2 in the chain. Spin-charge sep-
aration implies the emergence of two excitation branches, one carrying the excess
(∆Charge) = 1 called the holon and the other carrying the excess (∆Spin) = 1/2
called the spinon. Since these two excitations are independent of each other, they
can move with different velocities and be arbitrarily separated from one another in
the chain, with no binding between them at any distance of separation.
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In our experiment, we probe spin-charge separation by implementing a local
quench addressing a single site of the 1D lattice and resonantly removing a single
fermion (see Fig. 2.3). After the quench, we wait for variable time of evolution and
use our spin and density resolution to independently track the dynamics of spinons
and holons.
Such a local quench, which is a delta function in real space, gives rise to spin
and charge excitations with a wide range of momenta, and places our experiments
beyond the low-energy limit described by the Luttinger liquid theory.
In the limit of infinitely large repulsive interactions (U → ∞) and zero tempera-
ture, Ogata, Shiba and Woynarovich [116, 117] showed that the ground state wave-
function of the doped Fermi-Hubbard model in 1D factorizes exactly into indepen-
dent spin and charge sectors:
Ψ({xj,v}) = Ψρ({xj})Ψσ({x̃j,v}) (2.25)
Here, the charge sector of the wavefunction Ψρ describes non-interacting fermions
and the spin sector of the wavefunction Ψσ describes the ground state of the Heisen-
berg model for the sites that are occupied. For sufficiently large U, a similar factor-
ization of the spin and charge sectors is expected even at T ≥ 0, due to the difference
in the spin-exchange and tunneling energy scales, J  t, indicating the validity of
spin-charge separation even beyond the low-energy limit.
We will start with the 1D t − J model (Eq. 2.3) and derive expressions for the
charge and spin dispersion relations in order to understand the velocities expected in
the case of a Luttinger liquid and contrast it with what we realize in our experiment.
To describe the charge degrees of freedom in the 1D t− J model, one can intro-
duce spin-less hole operators ĥ†i which creates a hole at site i by diplacing a spin in
real space from site i. The displacement of the spin is performed by describing the
spins in terms of Schwinger bosons.
The t− J model can be rewritten in terms of spin operators acting on occupied
sites and in terms of hole operators as follows [99]:
Ĥt−J = t ∑
〈i,j〉
(
ĥ†i ĥjF̂ †ij + h.c.
)
+ J ∑
i,j
(
1− n̂hi
)
Ŝi · Ŝj
(
1− n̂hi
)
− J
4 ∑〈i,j〉
n̂hi n̂
h
j +
J
4
i 6=k
∑
〈i,j,k〉
ĥ†k
(
1− n̂hi
)
ĥiÂ†ijÂkj
(2.26)
where n̂hi = ĥ
†
i ĥi is the hole density, Ŝi is the spin operator at site i and the oper-
ators F̂ij and Âij can be expressed in terms of Schwinger bosons [99].
The first term describes describes the tunneling of holes between two sites, by
displaceing spins. The displacement of the spins is given by F̂ij and in the space of
occupied sites (called the “squeezed space”), the ordering of the spins is unchanged
leading to F̂ij = 1.
The second term describes the spin exchange interactions. Two neighbouring
spins in squeezed space can interact only if they are not separated by holes in real
space and consequently, with increasing density, a reduction in the spin-exchange
energy scale J is expected.
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The third term describes an attraction between holes. In the limit of t  J, the
contributions of this term becomes negligible compared to the first term of Eq. 2.26.
The last term describes the next-nearest neighbour tunneling of a hole which is ac-
companied by a flipping in sign of the spin on the site between the starting and
finishing sites of the hole. This term, which is a second order process in t, is signifi-
cantly weaker than the first term of Eq. 2.26 in the limit t J
The dispersion relation for the charge sector can be obtained from an effective
Hamiltonian for the holes from Eq. 2.26. In the limit of U/t 1 and t J, the only
relevant term of the Hamiltonian is the tunneling term:
Ĥch = t ∑
〈i,j〉
(
ĥ†i ĥj + h.c.
)
= 2t ∑
k
cos (k)ĥ†k ĥk (2.27)
which is obtained by neglecting terms of order O(J/t). The corresponding dis-
persion relation is:
ε̂ch(k) = 2t cos k (2.28)
where k is the momentum of the charge wave. This is identical to the dispersion
relation of free fermions in a 1D lattice.
To obtain the dispersion relation for the spin sector, the charge sector is traced
out from Ĥt−J in Eq. 2.26, i.e., Ĥs = trch(ρ̂chĤt−J). The resultant Hamiltonian for the
spin sector has the form:
Ĥs = Jeff(n) ∑
〈ĩ, j̃〉
Ŝĩ · Ŝ j̃ (2.29)
where ∼ denotes sites in squeezed space.
From Eq. 2.29, we can see that the the dispersion of the spin is propotional to
the density-dependent spin exchange coupling, i.e., ε̂s ∝ Jeff(n). To obtain the exact
nature of the density dependence of the Jeff, we need to understand how the nearest
neighbour spin exchange amplitude and the spin exchange interaction arising from
the next-nearest neighbour tunneling given by the second and fourth term of Eq.
2.26 respectively, vary with density.
For every spin on a site i in real space and a corresponding site ĩ in squeezed
space, it interacts with its neighbouring spin at site ĩ + 1 in squeezed space only if
there is a spin on site i + 1 in real space. This leads to a nearest-neighbour contribu-
tion J(1)eff to the spin exchange amplitude Jeff in squeezed space given by:
J(1)eff = J
〈(
1− n̂hi
)(
1− n̂hi+1
)〉〈(
1− n̂hi
)〉 (2.30)
Similarly, the contributions from the next-nearest neighbouring tunneling pro-
cess is given by:
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J(2)eff =
J
2
〈(
1− n̂hi
)(
ĥ†i−1ĥi + ĥ
†
i ĥi−1
)〉〈(
1− n̂hi
)〉 (2.31)
Assuming a Fermi-Dirac distribution function nFk (n, T) for the holes with density
nh = 1− n and having temperature T, we can make use of Wick’s theorem to obtain:
Jeff(n, T) = Jn
[
1 +
1
πn
∫ π
0
dk cos (2k)nFk (n, T)
]
(2.32)
At zero temperature, the integral can be evaluated exactly to obtain:
Jeff(n, T = 0) = Jn
[
1− sin (2πn)
2πn
]
(2.33)
Eq. 2.33 is in agreement with results from exact Bethe-ansatz calculations for the
1D Fermi-Hubbard model. The effective Hamilatonian for the spin sector from Eq.
2.29 thus has the form:
Ĥs = Jn
[
1− sin (2πn)
2πn
]
∑
〈ĩ, j̃〉
Ŝĩ · Ŝ j̃ (2.34)
The corresponding dispersion relation for the spin wave has the form [118]:
ε̂s(k) =
π
2
Jeff| sin (keff)|
=
π
2
Jn
[
1− sin (2πn)
2πn
]
| sin (k/n)|
(2.35)
where keff = k/n is the density dependent momentum of the spin wave.
The dispersion relations for the charge and the spin sectors corresponding to
the expressions in Eq. 2.28 and Eq. 2.35 respectively are shown in Fig. 2.4. In the
Luttinger liquid regime, which concerns only low energy excitations, the velocities
of the spin and charge excitations can be obtained by linearizing around the Fermi
level.
In the dispersion relation for the charge excitations, it can be seen that in the
half-filling Mott insulating case, the velocity of the excitation is zero, as expected.
When the chain is slightly doped, the Fermi level drops and linearizing around the
dispersion yields a velocity of the excitation that is slow. This velocity, given by
dε/dk and indicated by the red bar in Fig. 2.4, is expected in the Luttinger liquid
regime close to half filling. As the hole doping is increased further, the Fermi level
drops too and the velocity increases until it attains the maximum group velocity
vmaxt = 4πtax/h where t is the tunneling amplitude and ax is the lattice spacing
in the 1D chain. Doping further beyond this point decreases the slope again and
the velocity of the charge excitation decreases towards zero for zero doping. This
trend intuitively makes sense because when the number of particles is very small,
the system is close to the bottom of a band (or top, in case of a full band).
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FIGURE 2.4: Dispersion relations of charge and spin excitation within and beyond
the Luttinger liquid regime. A, The charge excitation dispertion relation as obtained
from Eq. 2.28 shows the possible charge momentum modes that could be produced.
Close to half-filling, the Fermi level (EF, grey dashed line) intersects the dispersion
relation slightly below its peak. The velocity of the charge excitation in the Luttinger
liquid regime is given by linearizing around the Fermi level and corresponds to the
slope of the red bar. However, in the case of a local quench which excites the en-
tire spectrum, the fastest excited momentum mode corresponds to the one with the
largest slope (blue bar). B, The spin excitation dispertion relation as obtained from
Eq. 2.35 shows the possible spin momentum modes that could be produced. The
fastest velocities of the spin excitation occur close to half-filling, where the slope of
the dispersion is maximum (black curve). As the density is decreased, the slope and
the velocity decreases as well (grey curves). The Fermi level (EF, grey dashed line)
corresponds to an unmagnetized chain, i.e., there are equal number of up and down
spins. Following the local single fermion removing quench in the experiment, the
fastest excited spin mode is the one that is close to half-filling.
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In the dispersion relation for the spin excitations, at half filling (indicated by the
black curve in Fig. 2.4), the slope of the dispersion is maximum, yielding a maximum
group velocity of vmaxJ = π
2 Jax/h, where J = 4t2/U is the spin exchange amplitude
and ax is the lattice spacing. As hole doping is increased in the chain, the slope
decreases and consequently the velocity of the spin excitations decrease. It should
be noted that spin-charge separation implies that the spin sector is described simply
by the Heisenberg model and the dispersion relation in Fig. 2.4 is shown in squeezed
space coordinates.
The dependence of the charge and spin excitation velocities on density and in-
teraction strenth is discussed in more detail in Fig. 7.2 of [75]
As we saw in the discussion of Fig. 2.3, in our realization of the experiment, the
spin and charge excitations emerge from a quench that is local in real space, lead-
ing to excitations carrying a wide range of momentum modes. However, when we
track the wavefronts of these excitations with a microscope, we are essentially track-
ing the dynamics of the fastest momenta modes. In Fig. 2.4, the fastest modes for
the charge excitation following our quench correspond to the ones with the highest
slope, which is indicated by the blue bars. In the case of the spinon, the velocity is
close to the maximum velocity predicted in the Luttinger liquid regime.
It is important to note that the velocities of these spin and charge modes are not
necessarily the same as the velocities corresponding to a linearization around the
Fermi level, but rather the maximum group velocities vmaxt and v
max
J , indicating that
we are no longer in the Luttinger liquid regime. This places our experiments in a
unique regime where it can probe the physics beyond the predictions of Luttinger
liquid theory, which concerns only with low energy excitations.
Within the length- and time-scales probed in the experiment, the dispersion is
found to be linear and no signatures of a binding between the spin and charge ex-
citations are seen. The fact that we can observe spatial separation of the excitations
in our experiment means that the spin-charge factorization predicted by Eq. 2.25 at
U → ∞ is also valid in our experimentally realized chains at U/t = 15. These results
are described in detail in Chapter 5.
2.4 Doping two-dimensional antiferromagnets
In one dimension, the presence of spin-charge separation inhibits the interplay be-
tween the spin and charge degrees of freedom, leading to independent excitations.
However, in a two dimensional system of interacting fermions, entirely new quasi-
particles emerge [119–124].
The study of such systems is of great importance because the dynamics of the
emergent quasiparticles in 2D are at the heart of an understanding of the phase dia-
gram of cuprates as shown in Fig. 2.1. The fundamental building block of the phases
shown is a single dopant in a 2D antiferromagnet.
This section provides a qualitive understanding of the interplay between spin
and charge in 2D at the level of a single dopant.
The simplicity of changing the dimensionality from one to two in our ultracold
atom quantum simulator deserves to be emphasized - by simply tuning the laser
powers of the x− and y− lattice beams, the tunneling along x− and y−axes can be
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time
FIGURE 2.5: Cartoon illustrating the dynamics of a single dopant in a 2D antifer-
romagnet. Whereas in one dimension, the competition between the spin and charge
sectors is absent, this is not the case in two dimensions. The dopant, which moves
to lose kinetic energy, creates ferromagnetic bonds (indicated in yellow) in an other-
wise antiferromagnetic lattice. The further the dopant moves, the greater the cost in
this “magnetic energy”.
matched, generating a two dimensional Fermi-Hubbard system. In fact, this also
enables us to smoothly explore the crossover from one to two dimensions.
In the limit of strong interaction (U/t 1) and t J, when a 2D Fermi-Hubbard
antiferromagnet is doped with a single dopant (see Fig. 2.4), the dopant wants to
delocalize at a rate allowed by the tunneling timescale t by virtue of its kinetic en-
ergy. However, each hopping event of the dopant creates a ferromagnetic bond in
an otherwise antiferromagnetic bond [125, 126], costing an energy of J and leading
to an interplay of the spin and charge dynamics. The further the dopant moves, the
longer is the string of flipped spins it leaves behind [124, 127], thereby increasing
the magnetic cost associated with the ferromagnetic bonds.
One possible result is a global homogeneous reduction of the antiferromagnetic
correlations in the system as the dopant explores the system, distorting the spins.
An alternative is that the dopant gets dressed by the spin distortions and it has to
carry the distorted spin cloud with it as with moves, thereby moving at a velocity
given by the spin exchange timescales.
Our experiments reveal that the reduction in antiferromagnetic correlations -
the distorted spin cloud - is not spread homogeneously throughout the system, but
rather has a radius of around 1 site from the position of the dopant. The magnetic
polaron is nothing but the quasiparticle comprising of the dopant and the spin cloud
which dresses it.
The experimental results demonstrating the interplay between the spin and charge
degrees of freedom in the crossover from one to two dimensions and in fully 2D sys-
tems are presented in Chapter 6.
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2.5 Experimental limitations
The study of many-body systems has always been challenging due to the complexity
that emerges when individual elements lose their character and start behaving in a
collective manner. In one dimension, as is the case for incommensurate magnetism
and spin-charge separation, the emerging degrees of freedom - independent charge
and spin modes - differ fundamentally from that of a single electron. In two dimen-
sions, dopants gets dressed by a spin cloud and the resulting physics is significantly
different from that of a single electron in a lattice.
In traditional condensed matter experiments, the signatures of many-body phe-
nomena has relied on scattering experiments which study macroscopic observables.
While such experiments have certainly lead to many breakthroughs, they suffer from
limitations such as the range of materials that can be produced in a lab and the in-
terpretation of the experimental signatures.
Although the platform of quantum gas microscopy offers the potential to prepare
clean samples and access microscopic observables, it comes with its own limitations.
The lowest temperatures realized in quantum simulators currently correspond to a
several hundred Kelvin in real materials. To probe the Fermi-Hubbard phase dia-
gram at the low temperatures achieved in cuprates is still beyond the reach of exper-
iments today. Another limitation is the system size - traditional condensed matter
experiments deal with samples that contain several orders of magnitude larger that
the number of particles than in quantum gas microscope experiments. Several in-
sights can be obtained with systems of less than a hundred particles, but anything
beyond that is out of reach. The limiting factor for system size are the harmonic con-
finement of optical beams and the highest absolute output powers of lasers available
today. However, several new schemes are emerging in the cold atom community to
deal with these limitations and it will certaintly be interesting to see how they pan
out.
Nevertheless, with our quantum gas microscope, we were able to prepare Fermi-
Hubbard systems in one and two dimensions, directly probe microscopic observ-
ables such as spatial spin correlations in the presence of dopants, and provide in-
sight into phenomena such as incommensurate magnetism, spin-charge separation
and formation of magnetic polarons.
These results are described in the following chapters, starting with an overview
of our quantum gas microscope.
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A Fermi gas microscope
In this chapter, the essential components of our quantum gas microscope that enable
the realization of the experiments described in the following chapters are described.
In particular, the preparation of a degenerate Fermi gases, its loading into an optical
lattice and the site-resolved spin and density imaging process will be summarised
here. A more detailed description of the experimental setup is available in the thesis
of A. Omran [128] and M. Boll [129].
A B
FIGURE 3.1: A, Energy levels and transitions in 6Li. The relevent fine and hyperfine
levels of 6Li are shown. The lowest three hyperfine states |F = 1/2, mF = ∓1/2〉
and |F = 3/2, mF = −3/2〉 are denoted by |1〉, |2〉 and |3〉 respectively. B, Feshbach
resonances for spin mixtures of lowest energy states. All three mixtures provide a
broad Feshbach resonance. Figure taken from [128, 129].
3.1 Properties of Lithium
Each experimental sequence requires starting with a heated gas of 6Li and cooling
it down to degeneracy to prepare our ultracold spin-balanced samples. This section
introduces the atom of our choice - 6Li, and briefly describes the various processed
involved in the preparation of our ultracold 2D Fermi gases.
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The choice of using 6Li stems from the fact that it has a light mass which allows
for fast tunneling and consequently, superexchange timescales. Its light mass also
allows the use of larger lattice constants than one would with the other commonly
used element in Fermi gas experiments, 40K. The larger spacing is particularly ad-
vantageous for resolving single sites in the optical lattice. The level structure of 6Li
is shown in Fig. 3.1 .
The lowest hyperfine levels |F = 1/2, mF = ∓1/2〉, separated by an energy
splitting of 228.2 MHz, denoted by |1〉 and |2〉, are respectively the two spin states
that we will consider throughout the thesis. The principal D1 and D2 transitions
from the 2S1/2 to the 2P1/2 and the 2P3/2 states at 671 nm as well as the transitions
from the 2S1/2 to the 3P3/2 states at 323 nm will be used in the various stages of our
experiment, as we will see later in the next section.
6Li also has a broad Feshbach resonance at 832 G with a width of around 300 G
(see Fig. 3.1), which allows for easily tunability of interactions iof the atoms. Ad-
ditionally, at a field of 320 G, the scattering length of the |1〉 and |2〉 states has a
local minimum of −290aB, providing a high scattering rate for efficient evaporative
cooling.
3.2 Preparation of degenerate Fermi gases
The experimental sequence used to produce degenerate 2D Fermi gases ready to be
loaded into optical square lattices can be summarized as follows:
MOT chamber
The hot gas of 6Li atoms emerging from a heated block of lithium atoms is
first decelerated by a Zeeman slower. The Zeeman slower is collimated beam at
∼ 100mW and is 100 MHz red detuned from the cooling transition.
On entering the chamber, the atoms are captured in a MOT at the 671 nm D2
line. The repumper and the cooler are detuned by ∼ 8Γ2P with respect to their
respective transitions. After 5s of this “red” MOT, we have around 108 atoms at
1mK temperature.
The red MOT is followed by a compressed MOT to increase the phase-space den-
sity and obtain a lower temperature of the gas. The gradient field and the MOT beam
intensities are ramped down in 10ms (see Fig. 3.2), and the detuning is roughly Γ2P.
The resulting phase-space density is n0λ3T ∼ 2.1× 10−6, where n0 is the peak density
and λT = h/
√
2πmkBT is the thermal de Broglie wavelength. The temperature of
the cloud is ∼ 300µK.
We further cool the gas with a UV-MOT on the narrow 2S1/2 to 3P3/2 transition
at 323 nm. The UV cooling stage is also relatively quick, lasting less than 15ms. In
this time, the frequencies, initially with a detuning of a few linewidths, are ramped
closer to resonance. The power of the beams and the gradient are also adjusted (see
Fig. 3.2) to optimize loading into the dipole trap, which is discussed in the next
paragraph. After the UV-MOT which retains ≈ 30% of the atoms from the red MOT,
the cloud is cold enough (∼ 60µK) to be loaded directly into an optical dipole trap
of 60 W at 1070 nm.
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FIGURE 3.2: Timeline of the MOT. The sequence of a selected few optical beams
used in the generation of our MOT is shown. a, The red MOT with six 671nm beams
on for around 4s traps 108 atoms at 1mK. b, The compressed MOT obtained by re-
ducing the gradient and the MOT beams and changing their detuning (see text) lasts
10ms. c, The final MOT stage is performed with 323nm UV-MOT beams. It lasts
13ms and the ramps are optimized to load efficiently into an optical dipole trap (see
text). At the end of the UV-MOT stage, the repumper is switched off before the
cooler and the atoms are optically pumped into a |1〉 − |2〉mixture (red shade).
FIGURE 3.3: Timeline of the cooling before optical transport. The first stage of
evaporative cooling is performed in the MOT chamber to efficiently load atoms from
the UV-MOT into the transport trap. The optical dipole trap is ramped down from
∼ 60W to zero in 5s at a homogeneous field of 330G.
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Optical transport
A “transport” beam of 3 W at 1064 nm is used to transfer the atoms from the
MOT chamber to a glass cell “science” chamber where the rest of the experiment
takes place. To transfer efficiently into this beam which is focused to a narrow waist
of 28 µm, the atoms from the UV-MOT are first transferred into an optical dipole
trap at 1070nm.
Then gas is then evaporatively cooled in the optical dipole trap by ramping it
down from 60 W to 0 W in a few seconds (see Fig. 3.3) while subject to a homo-
geneous magnetic field of 330 G which sets the scattering length to −290aB. Once
held only by the transport trap, the focus of the transport beam is then shifted by 28
cm with two mirrors on an air-bearing translation stage, carrying the atoms to the
science chamber.
Science chamber
The atoms entering the science chamber are trapped by a beam angled with re-
spect to the transport beam, thereby forming a “cross” trap. While in the cross trap,
a “dimple” trap at 780 nm is turned on and the transport beam is ramped down, pro-
viding another stage of evaporative cooling. The dimple trap is a light sheet with a
highly elliptical waist - narrow waist of 1.7µm along the z-axis and a large waist of
10µm along the x-axis.
The cross trap is then ramped down to a lower value and the atoms (≈ 104) are
trapped in the dimple trap (see Fig. 3.4). In this way, by loading into a small-volume
trap from a larger volume trap, we increase the control of the total atom number
in the final cloud. The elliptical waist also means that the resulting cloud is now
compressed into an elliptical geometry. At this point, a lattice along the vertical
(z- axis) direction is ramped up and the dimple is aligned such that the atoms are
efficiently loaded into a single plane of the z-lattice.
To ensure the loading of only a single plane and minimize the overlap of the
cloud with neighbouring planes, the dimple is spilled out in the presence of a Fes-
habch field at which the interactions are moderately attractive (aS = −290aB).
To realize low entropy Hubbard systems with x- and y-lattices, it is important to
cool the atoms further as loading into a lattice can cause heating. Therefore, a final
step of magnetic evaporation is performed.
First, a strong magnetic offset field at ∼ 600 G keeps the |1〉 and |2〉 states in the
Paschen-Back regime (scattering length of aS = +353aB), where the magnetic force
acting on either spin component is equal.
At the same time, a gradient field is ramped up which tilts the potential and
changes the effective trap depth, thereby spilling out the most energetic atoms (see
Fig. 3.5). The final value of the gradient field fixes the atom number in the experi-
ment precisely, and consequently, also sets the temperature of the system.
3.2. Preparation of degenerate Fermi gases 29
FIGURE 3.4: Timeline in the science chamber. a, The second evaporative cooling
stage happens in the science chamber when the transport is ramped down in two
seconds in the cross trap. After this, the cross power is reduced so as to trap atoms
in the light-sheet dimple beam. b, A spillout of the dimple is performed (see text)
and the atoms are loaded into a single plane of the z-lattice, which is ramped up
in this time. c, Magnetic evaporation in the two dimensional plane is accomplished
by applying a large Feshbach field (with a scattering length of aS = +353aB) which
places the atoms of both states in the Paschen-Back regime.
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FIGURE 3.5: In-plane evaporative cooling with a gradient field. A, At offset fields
greater than 100G, both spin states are in the Paschen-Back regime (grey shaded
region). A schematic of the tilt introduced by the gradient field is shown in (b).
3.3 Optical lattices
For all the experiments described in this thesis, we make use of three sets of op-
tical lattices. The first two are the “physics” lattice and superlattice in which the
physical processes of interest given by the Hubbard model such as tunneling and
spin-exchange events occur. The third set of lattices are used exclusively for imag-
ing in which the atoms are frozen in place and no dynamics occur. This sections
will describe the working of the physics lattice and superlattice setups and how we
use them to prepare one- and two-dimensional Fermi-Hubbard systems following
the stages of cooling described in the previous section. The pinning lattice will be
described in more detail in Sec. 3.4.1.
The standard techniques used to generate a square optical lattice involve either
interfering counter-propagating beams or by retro-reflecting single beams to pro-
duce a standing wave with lattice spacing aL = λ/2. However, in our case, we make
use of the intereference of two (or four) beams under an angle φ to generate one-(or
two-) dimensional optical lattices with lattice spacing aL = λ2 sin( φ2 )
. Setting φ to 180◦
recovers aL = λ/2 expected for counter-propagating beams. The beams are angled
towards one another by the use of a lens. In our experiment, the x- and y-lattices
use the objective lens of our quantum gas microscope whereas the z-lattice uses an
external lens.
A schematic of the lattice generation technique is shown in Fig. 3.6. A super-
lattice is easily generated by adding beams which are half the distance (leading to
twice the lattice spacing) closer to the principle axis of the lens. The frequency of
the superlattice beams are kept slightly different to avoid cross intereference. The
lattice constant is directly tunable by shifting the position of the beams with respect
to the principle axis of the lens. However, for all the experiments reported here, the
beams are kept at a fixed distance from the principle axis, providing a lattice spac-
ing of ax = ay = 2.3µm with only the lattice beams and ax = ay = 1.15µm with
the superlattice beams. In this way, we project 8 parallel beams onto the objective
to generate our xy-lattices and superlattices. These 8 parallel beams are prepared
interferometrically and is described in detail in the masters thesis of M. Lohse.
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FIGURE 3.6: Generation of optical lattices. Two pairs of beams, one twice as far
from the principle axis as the other, are used interferometrically to produce parallel
beams. On focusing these beams through a lens, standing wave patterns with two
different lattice spacings are generated.
As we shall see in Sec. 3.4.3, the relative phase fluctuations between the lattice
and the superlattice beams needs to be minimized for efficient spin resolved imag-
ing. To obtain good phase stability, we use a beam (in grey in Fig. 3.6), which runs
along the optical axis. It is split into two by the beam splitter and the two orthogo-
nally polarized beams coming from either paths are recombined. This stabilization
beam is then picked out, its polarization rotated and made to interfere on a photo-
diode, which generates an error signal that is sent to a lock-in detector. Based on
this signal, the mirror on the long arm (left-most mirror in Fig. 3.6) is continuously
adjusted by a piezo controller.
In addition to these 8 beams which make up the xy-lattice, two more parallel
beams are used to generate the z-lattice with lattice spacing of az = 3.12µm which
was briefly mentioned in the previous section. These beams are also prepared inter-
ferometically and are sent into the science chamber through an aspheric lens. The
dimple trap is aligned with the z-lattice in such a way that only one plane of the
z-lattice is loaded with atoms before ramping up the xy-lattices.
By tuning the relative intensities of the x- and y-lattice beams, Fermi-Hubbard
systems in one-, two- and quasi-one-dimensions can be prepared and results per-
taining to each of these scenarios will be described in this thesis.
3.4 Single site resolved imaging
The triumph of quantum gas microscopes lies in their ability to obtain informa-
tion about the density at the level of a single site, thereby enabling the extraction
of nearest-neighbour as well as multi-point correlations in the snapshot of a single
experimental realization.
Our experiment is unique in that it has the ability to resolve both the density
and the spin of atoms at the level of a single lattice site. This allows us to evaluate
space-resolved multi-point density as well as spin correlations in a single snapshot
which is at the heart of the results presented in Chapters 4, 5 and 6. Additionally,
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our experiment overcomes the problem of parity projection due to light assisted
collisions and enables us to uniquely identify holes and doublons.
In this section, the imaging technique we use to generate snapshots with single-
site density and spin resolution is described.
3.4.1 Raman sideband cooling in a pinning lattice
When it comes to imaging, the advantage of using 6Li is also its biggest disadvantage
- it has a light mass. The fluorescent photons at 671 nm scattered from imaging
beams impart a considerably large recoil energy onto the 6Li atoms: Erec = h
2
2mλ2 ≈
h · 74 kHz. To collect the several hundred photons requires getting a good signal-
to-noise ratio without kicking the atom out of the lattice site, and consequently an
efficient cooling mechanism in a deep lattice is a necessity.
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FIGURE 3.7: Raman sideband cooling scheme. Dark and bright red arrows are
the Raman and repumper beam respectively. The dashed bright red line represents
the fluorescent photon which is sent to a camera. The hyperfine splitting energy is
denoted by δ and the detuning of the Raman beams by ∆. With every cooling cycle,
the atoms are pumped to a lower vibrational energy level and a fluorescent photon
is generated. The Raman beams are sent to the atoms for 500ms, during which the
cycle is repeated a few hundred times.
Cooling mechanisms such as optical molasses and EIT cooling do not work for
6Li due to the small hyperfine splittings in the excited state which do not allow for
cycling transitions. We instead use the technique of Raman sideband cooling for
our imaging. A deep lattice for imaging could in principle be achieved by either
ramping up the power of the physics lattice or by focussing it to a smaller waist.
However, there is not sufficient optical power available in our physics lattice beams
and reducing the waist implies a stronger confinement which would result in smaller
systems sizes.
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Hence, we instead trap the atoms in an additional set of high power lattices called
the “pinning lattice”, which has a lattice spacing of 532 nm while collecting fluores-
cence photons. The small spacing of the pinning lattice also contributes to the on-site
trapping frequency of each lattice site during the imaging. Using such a pinning lat-
tice has the added benefit of decoupling the physics from the imaging as well as
avoiding parity projection, as we shall see.
To perform Raman sideband cooling, we use a pair of beams at 671 nm to cou-
ple the lowest two hyperfine states |2S1/2, F = 3/2, ν〉 and |2S1/2, F = 1/2, ν− 1〉.
Once in the lower energy vibrational state, the atoms are pumped back into the
|2S1/2, F = 3/2〉 manifold. However, by optically pumping using a repumper on
the |2S1/2, F = 1/2〉 → |2P1/2, F = 3/2〉 line, the atoms are pumped into a level
with lower vibrational energy |2S1/2, F = 3/2, ν− 1〉, along with the emission of a
fluorescent photon, as shown in Fig. 3.7.
In the end, the atoms are in the |2S1/2, F = 3/2, 0〉 state which does not couple
anymore to the Raman beam in principle. But there is still sufficient off-resonant
scattering the Raman and repumper beams to produce more fluorescent photons.
An EMCCD camera with a quantum efficiency of 95% is then used to collect the
fluorescent photons over a period of 500 ms.
The 3D pinning lattice, with lattice spacings of 532 nm, are formed by retro-
reflecting three high power (> 20 W per axis) laser beams at 1064 nm, each produced
by a Nufern fiber amplifier. Due to the smaller spacing of the pinning lattice with
respect to the physics lattice, each physics lattice point is oversampled by multiple
pinning lattice sites. In this way, the working of the pinning lattice is decoupled
from the geometry of the underlying physics lattice.
The oversampling allows multiple atoms in a single physics lattice site to fall
into different pinning lattice sites for imaging, thereby avoiding light-assisted col-
lisions, enabling the parity-projection-free detection of holes and doublons, as we
shall see in the next section. A site with a doublon would then simply show a higher
fluorescence count from the area of a single physics lattice site.
3.4.2 Single site density resolution
It is the ability of our experiment to obtain density and spin resolution at the single
site level in a single shot that enables use to evaluate multi-point charge and spin
correlation functions which is the basis of the results presented in this thesis. The
previous section on Raman sideband cooling in a pinning lattice already provides
the framework as to how we achieve single-site resolution.
The fluorescent photons from the Raman sideband cooling process are collected
by the high resolution objective (which is our “microscope”, with a numerical aper-
ture NA = 0.5 and focal length f = 28.1 mm). These photons are then imaged onto
an EMCCD camera with a lens of focal length f = 1700 mm.
With our superlattice, the smallest lattice spacing we work with is ax = ay =
1.15 µm. The microscopic objective was independently tested to have a resolution of
∼ 1 µm, directly indicating that it is possible to distinguish atoms on neighboring
lattice sites.
A typical experimental run takes around 500 ms to perform the imaging during
which∼ 300 photons per lattice site are collected on the camera to obtain a snapshot
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FIGURE 3.8: Single site charge resolution. A, A single shot of the experiment
which shows the fluorescent photons from the Raman sideband cooling of the
atoms. B, Point-spread-function of the imaging system. The Gaussian widths are
σ1 = 314 nm and σ2 = 363 nm along the principal axes. C, A deconvolution algo-
rithm (Richardson-Lucy algorithm [130]) uses the PSF from (B) to reconstruct the
occupation in the lattice. The color scale represents the counts per pixel after this de-
convolution. D, Reconstructed image indicating the occupation in every lattice sites
(empty sites, singly occupied ones (blue) and doublons (red). E, Histogram of pho-
ton counts per lattice site normalized to the n = 1 peak. Vertical lines are thresholds
for determining occupation. Image is taken from taken from [129].
with good signal to noise ratio. The lattice occupations are reconstructed using a
deconvolution algorithm which uses the measured point-spread function as input
(see Fig. 3.8). To extract the exact occupation per lattice site, we look at a histogram
of the photon counts and fit a Gaussian to the peaks of the distribution. The readout
fidelities are obtained by calculating the overlap of the Gaussians corresponding to
n = 0, n = 1 and n = 2 atom numbers per site to be 99% for singly occupied sites
and 95% for doubly occupied sites.
The pinning lattice used in the imaging process consists of high power 1064 nm
beams used to generate a deep lattice to suppress tunneling events during imaging.
The lattice depth provided by the pinning lattice beams is in the end a limiting factor
for the tunneling and at the moment, there are no reasonable alternatives with higher
output powers in the market.
As mentioned in the previous section, the pinning lattice has a spacing of 532
nm and it completely oversamples the physics lattice sites with a spacing of ax =
ay = 1.15 µm. Directly imaging a lattice site with two atoms leads to light induced
collisions that kicks both atoms out of the site, resulting in a site whose collected
fluorescence signal is identical to that of a site with no atoms. Decoupling the physics
from the imaging process by the use of two independent sets of lattices with different
spacings allows us to prevent light assisted collisions that lead to parity projection
and thereby the ability to uniquely identify holes from doublons.
For a spin-balanced Fermi gas in a lattice, sites with two atoms usually contain
atoms in the two different spin states (due to Pauli blocking) and slowly ramping up
the pinning lattice in the presence of repulsive interactions is sufficient to make the
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atoms fall into different pinning lattice wells and thereby avoid the effects of parity
projection during the Raman sideband cooling/imaging.
3.4.3 Single site spin resolution
Once the techniques used to obtain density-resolved images of Fermi gases in optical
lattices has been established, the natural question that follows concerns how to get
spin-resolved images. Some laboratories rely on imaging one spin component at a
time to reconstruct the spin distribution. In such experiments, a typical “snapshot”
usually consists of three images obtained from three separate experimental runs, one
imaging the spin |↑〉 distribution after removing the |↓〉 atoms, a second imaging
the spin |↓〉 distribution after removing the |↑〉 atoms and a third where both spin
components are kept [71, 72, 131]. The clear disadvantage of such experiments is
the inability to extract multi-point spin correlation functions in a single realization
of the lattice gas.
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FIGURE 3.9: Spin resolved imaging of Hubbard chains. A, A cartoon schematic of
the technique. B, Each site of the chain is split into a local double well potential by
ramping up the superlattice beams. To make the splitting process spin-dependent,
a magnetic field gradient B′ is applied to separate the two spin components prefer-
entially into either the upper or lower well of the local double well potential. This
allows for the simultaneous detection of up spins (|↑〉, red), down spins (|↓〉, green),
doublons (up and down spins overlapping) and holes (gray spheres) and thus for
a full characterization of the Hubbard chains, as in (C). From such a snapshot, it is
straightforward to reconstruct the Hubbard chains. Figure taken from [73].
In our case, we overcome this problem by employing an additional set of lattices,
called the superlattices, which have been described in the Sec. 3.3. First, the physics
of interest is allowed to happen in a large spaced lattice (ay = 2.3 µm) along the y-
axis and a short spaced lattice (ax = 1.15 µm) along the x-axis. The distribution of
atoms is frozen in place by ramping up this physics lattice. Then the short-spaced
lattice along the y-axis (ay = 1.15 µm) is ramped up, thereby splitting every potential
well in the lattice into a double well along the y-axis (see Fig. 3.9). The double well is
made symmetric by tuning the relative phase between the lattice and the superlattice
beams.
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FIGURE 3.10: Magnetic moments experienced by spin |↑〉 and |↓〉 as a function of
external magnetic field. At a constant applied background field of ∼ 3 G (indicated
by the dashed line), the magnetic moments of the two spin states have opposite
signs.
Simultaneously, a magnetic field gradient is ramped up as well along the y-axis,
which makes the atoms experience a spin-dependent force. This is because the mag-
netic moments of the two spin states have opposite signs (of similar magnitude) in
the linear Zeeman regime, which is achieved by applying a constant magnetic field
of ∼ 3 G in addition to the gradient field (see Fig. 3.10).
The spin |↑〉 and |↓〉 atoms are thus transferred into separate wells of the double
well potential. Since the Zeeman shifts induced by the magnetic field gradient is
high compared to the relative phase fluctuations of the superlattice (see discussion in
Sec. 3.4.1), the process is effective. In this way, a local Stern-Gerlach splitting occurs
at every single lattice site. At the end of this step, the pinning lattice is ramped up
and the fluorescent imaging process begins. Since we have the resolution to image
every site of the short spaced lattice, we can directly use our superlattice splitting
technique to obtain both spin- and density- resolved images.
3.5 Antiferromagnetic correlations in Hubbard chains
Understanding the microscopic mechanisms leading to the phase diagram of the
Fermi-Hubbard model shown in Fig. 2.1 is at the foundation of some of the work
presented in this thesis. In particular, we address such questions as what happens
when a single dopant is added in an antiferromagnet, and how is it different in one
and two dimensions. What is the interplay between charge and spin at the most
fundamental level? In order to explore the phase diagram, it is important to prepare
systems at temperatures cold enough to have antiferromagnetic correlations. The
onset of antiferromagnetic correlations in the Fermi-Hubbard model occurs below a
critical entropy per particle of s∗ = S/NkB = ln(2) [132–134]. With the tools and
techniques described in the previous section, we are in a position to prepare Fermi-
Hubbard chains of cold atoms at as low a temperature as we can and measure the
spin correlations present in the system.
The operator of choice for us to measure spin correlations across the chain is the
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FIGURE 3.11: Measured Spin correlations vs distance at U/t = 8.2. Averaging
over thousands of Mott insulating chains (density ∈ [0.95, 1.05]), we can extract the
mean spin correlations in the chain as a function of distance. The alternating positive
and negative values of the spin correlator C(d) is a direct signature of the antiferro-
magnetic ordering. Correlations up to five sites are statistically significant. Solid
black line is a guide to the eye. The inset shows the decay of the staggered spin
correlator Cs(d) = (−1)dC(d) in a logarithmic plot together with an exponential
fit Cs(d) ∝ exp(−d/ξ) (indicated by dashed black line) revealing a decay length of
ξ = 1.2(1) sites. All error bars represent one s.e.m. Figure adapted from [76].
standard two-point spin correlator C(d) = 4(〈Ŝzi Ŝzi+d〉− 〈Ŝzi 〉〈Ŝzi+d〉) which computes
the spin correlation between two spins separated by a distance d, where Ŝzi = (n̂i,↑−
n̂i,↓)/2 are the spin operators.
In one dimension, long range order is absent at all temperatures and the spin
correlations are expected to follow an algebraic decay with distance [75, 134].
When we plot the spin correlations C(d) as a function of distance obtained from
a dataset with ∼ 2000 snapshots at U/t = 8.2 and an average density of 1± 0.05
per site, a strong negative value of nearest neighbour correlation C(1) = −0.410(5)
is seen (see Fig. 3.11). This measured average nearest neighbour correlation is close
to 70% of the value expected at zero temperature in the Heisenberg model [133, 135].
Fig. 3.11 also shows the exponential decay of the spin correlations as a function of
distance.
These experiments, along with similar results in other quantum gas microscope
laboratories [71, 72] are amongst the first to observe antiferromagnetic correlations
with full spatial resolution. Previously, short-range antiferromagnetic correlations
were observed in cold atoms experiments via singlet-triplet oscillation [32, 136, 137]
and by Bragg spectroscopy measurements [33].
One-dimensional Fermi-Hubbard chains will be the basis of the results presented
in Chapter 4 and 5. Here the tunneling along the y-axis is suppressed to ty/h =
1.2 Hz by increasing the intensity of the y-lattice. In chapter 6, we consider the case
of a single dopant in a two-dimensional antiferromanget. The crossover from a one-
to two-dimensional antiferromagnet is performed by simply varying the relative in-
tensities of the x- and y-lattice beams while keeping U/t constant.
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Chapter 4
Real-space observation of
incommensurate magnetism
The description of quantum systems based on free quasiparticles, valid in higher di-
mensions, is absent in one dimension. In 1D quantum systems, the physics is instead
described by collective excitations, leading to phenomena such as incommensurate
magnetism and spin-charge separation. In this chapter, we will focus on experi-
ments probing incommensurate magnetism, a phenomenon expected to occur when
moving away from half filling in the Hubbard model.
The results presented in this chapter are based on “equilibrium” experiments,
where optical potentials are ramped as adiabatically as possible and the final state
of the lattice gas is imaged. Hubbard chains with a range of density and polarization
doping are realized. Our quantum gas microscope enables us to precisely group the
chains based on their doping, enabling us to independently probe effects of density
doping and spin imbalance (N↑ − N↓)/2.
We will see that the density doping induces a linear change in the spin-density
wavevector, in excellent agreement with predictions of Luttinger liquid theory. In
the case of a spin imbalance in the chains, the spin-density wavevector is found to
reduce with spin imbalance in the chain [113], and is consistent with the antiferro-
magnetic Heisenberg model in a magnetic field. The microscopic origin of incom-
mensurate correlations is traced to holes, doublon and excess spins, which act as
delocalized domain walls in the antiferromagnetic chains.
Discussions on incommensurate magnetism presented here form a basis for the
rest of the thesis. First of all, the physics underlying incommensurate correlations
in 1D systems in the presence of doping is the factorization of the electronic wave-
function into separate spin and charge sectors - the phenomenon called spin-charge
separation, which is discussed in detail in Chapter 5. Secondly, a direct consequence
of the breakdown of spin-charge separation as the dimensionality is increased from
one to two is the formation of magnetic polarons, which is discussed in Chapter 6.
In higher dimensions, incommensurate spin-density waves have been detected in
certain high-Tc superconductors [138], possibly due to the formation of stripes as
domain walls in the antiferromagnet.
The main results of this chapter are published in:
“Direct observation of incommensurate magnetism in Hubbard chains”
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Guillaume Salomon, Joannis Koepsell, Jayadev Vijayan, Timon A. Hilker, Jacopo
Nespolo, Lode Pollet, Immanuel Bloch and Christian Gross
Nature 565, 56–60 (2019)
4.1 Experimentally probing incommensurate magnetism
The preparation of Fermi-Hubbard chains with antiferromagnetic correlations was
described in the previous chapter. These Hubbard chains are an ideal platform to
probe the phenomenon of incommensurate magnetism. By preparing chains with
densities away from half-filling (n = 1) and polarization away from balanced (m =
0), we can use take snapshots with site-resolved spin and density information, to
investigate in real space the dependence of the spin-density wavevector on doping.
Here, polarization m is defined as m = Sz/Ns, where Ns is the number of singly
occupied sites.
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FIGURE 4.1: Data statistics. Chain length and total spin histograms of a typical
dataset consisting of ∼ 5000 snapshots used in the analysis.
For the results described in this chapter, chains are prepared with an interaction
energy of U/tx = 7, obtained by tuning U using the broad Feshbach resonance at
834.1 G. The corresponding tunneling rate is tx = h × 400 Hz and spin exchange
rate is Jx = h× 220 Hz. The total magnetization Sz = (N↑ − N↓)/2 and total atom
number N = N↑ + N↓ of individual Hubbard chains are conserved quantities of
the Hamiltonian for each experimental run. However, they fluctuate for different
experimental realizations.
The chain statistics for a typical dataset is shown in Fig. 4.1. It shows that al-
though the highest contributions to our snapshots are from chains with zero spin
imbalance and chain length of 17 sites, the spread is large enough for us to explore
the correlations away from m = 0 and n = 1. Chains of length up to 23 sites are used
in the analysis.
The fluctuations in chain preparation, combined with the ability to precisely cal-
culate the level of doping and magnetization in the chain, can be taken advantage of
to explore the effects of doping and polarization by sorting the data, as shown in see
Fig. 4.2.
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FIGURE 4.2: Sorting data based on chain properties. Each snapshot from an exper-
imental run contains ∼ 7 independent Hubbard chains along y (separated by thick
lines) where spins ↑ (↓) are represented in red (blue). For the analysis, chain statis-
tics of every chain in every snapshot are calculated and the chains are grouped by
magnetizaion and density doping.
Grouping each chain data by {j, N, Sz}, where j is the coordinate of the Hubbard
chain in the y-direction, allows us to explore different filling and spin sectors. In the
analysis, we can selectively look at spin balanced chains away from half-filling to
study the effect of hole doping on the antiferromagnetic order or we can alternatively
look at chains at half-filling but with a spin imbalance to study the effect of excess
spins on the antiferromagnetic order.
4.2 Effect of doping on spin correlations
As we saw in Section 2.3, from Luttinger liquid theory, the wavevector of the spin
density wave is expected to be kSDW = 2kF = πn, defining the Fermi wave vector
kF. Here n is the density, defined as the mean occupation calculated over the sites
connecting i and i + x for each value of N. Evaluated over singly occupied sites,
the corresponding variation of the spatial spin correlations with density, at finite
temperatures and large distances x > k−1F , is of the form:
C(x) ≈ Ae−x/ξ cos(πnx) (4.1)
where A is a non-universal constant and ξ is the temperature-dependent corre-
lation length that varies weakly with density n.
To extract the values of A and ξ, we first look at the case of half-filling (n = 1).
The subset of the data corresponding to the case in which chains have m = 0 and
n = 1 is used for this purpose.
The spin correlations in the chain are obtained using the same two-point cor-
relator described in Section 3.4 – C(x) = 4〈Szi Szi+x〉 i i+x , which quantifies the spin
correlation between sites i and i + x, conditioned on both being occupied (indicated
by filled circles). A plot of C(x) as a function of distance for half-filling is shown
in Fig. 4.3 (blue curve) for up to 6 sites. An exponential fit to the curve is used to
extract the Luttinger liquid parameters, giving A = 0.49(4) and ξ = 1.6(1).
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FIGURE 4.3: Spin correlation C(x) as a function of distance. A, Spin correlations at
n = 1 (blue) and at n = 0.7 (red). The dotted lines show the decay obtained from an
exponential fit of the spin correlations at n = 1. The dashed lines are the Luttinger
liquid predictions using the amplitude and decay length obtained from a fit of the
n = 1 experimental data. B, Antiferromagnetic spin correlations conditioned on
having a hole (green) and doublon (blue) at x = 1. Error bars denote one standard
error of the mean.
Now, to study the effect of density doping, we go away from half-filling by
analysing the subset of data in which chains have n 6= 1 and m = 0. In this way,
the effects arising from magnetized chains (chains with excess spins) can be decou-
pled from the effects arising from density doping. The observable of our choice
while going away from half-filling is the Fourier transform of the rescaled spin cor-
relation C(k) = F{A−1ex/ξC(x)}. A linear increase of the spin density wavevector
is observed for the case of both hole doping (n < 1)and doublon doping (n > 1),
as shown in Fig. 4.4. The Luttinger liquid expectation kSDW = πn is also indicated,
and is in agreement with the linear increase measured experimentally.
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FIGURE 4.4: Normalized Fourier transform of the spin correlations C(k). Moving
away from half filling, the spin density wavevector decreases linearly with both hole
and doublon doping. The stretching of the antiferromagnetic correlations is a direct
consequence of the linear decrease of the wavevector. The white line is the Luttinger
liquid result kSDW = πn.
For comparison to the case of half-filling, spin correlations as a function of dis-
tance for n = 0.7 is also shown in Fig. 4.3 (red curve). One can directly see the
4.2. Effect of doping on spin correlations 43
“stretching out” of the antiferromagnetic correlations with distance. Whereas in the
half-filled case, the correlator flips sign for d = 1 site, in the case of n = 0.7, the sign
flip happens at d > 2 sites. The stretching effect is more pronounced as the density
of the dopants is increased.
The effect of holes and doublon doping is identical as shown in Fig. 4.3 (right).
When post-selected on having a hole or doublon at position x = 1, the antiferromag-
netic correlation signal is shifted by one site due to the presence of the dopant. This
effect is at the heart of the microscopic picture of incommensurate magnetism away
from half-filling in the spin-balanced case.
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FIGURE 4.5: Fixed-distance spin correlations vs density. Spin correlations C(x) vs
density at different distances in the chain (blue dots) compared to QMC calculations
at T = 0.29 tx (gray squares). The measured densities are binned in intervals of 0.1.
Blue lines are the Luttinger liquid prediction with wave vectors πn using the ampli-
tude and decay length extracted from the fit in (a). Errorbars denote one standard
error of the mean.
Spin correlations C(x) at different distances are shown as a function of the den-
sity (binned in intervals of 0.1) in Fig. 4.5. This allows a quantitative comparison to
theory – Quantum Monte-Carlo (QMC) calculations for a homogeneous systems at
a finite temperature of T = 0.29tx are plotted alongside the data. The luttinger liq-
uid predictions based with wavevectors πn obtained from Fig. 4.3 are also shown.
The measured spin correlations oscillate with density with a periodicity as predicted
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by the Luttinger liquid theory. These oscillations are most pronounced around the
region of unity-filling where they are visible up to distances of x = 6.
The microscopic origin of this effect is attributed to the delocalization of holes
and doublons that act as domain walls which separate π–shifted antiferromagnetic
domains [139, 140].
4.3 Effect of magnetization on spin correlations
Density doping by holes or doublons is not the only way to achieve incommensurate
spin correlations. However, as discussed in Section 2.2.1, another manifestation of
incommensurate magnetic order is by introducing a spin imbalance in the chain.
Similar to the effect of density dopants, the presence of excess spins leads to the
stretching out of the antiferromagnetic correlations.
1 2 3 4 5 6 7 8
0.01
0.1
1.0
-0.01
-0.1
-1.0
0.0
Distance x (dx)
~
C
or
re
la
ti
on
 C
(x
)
~
FIGURE 4.6: Spin correlation C(x̃) as a function of distance for m = 0 (blue) and
m = 0.08 (red). The change of the spin-density wavelength and the consequent sign
change at distance x̃ > 5 shows the emergence of incommensurate correlations away
from m = 0. Dotted lines are fits to the Luttinger liquid expectation.
At large U/tx, the system in the absence of density doping is described by a spin-
1/2 antiferomagnetic Heisenberg model. From Luttinger liquid theory, the wavevec-
tor of the spin density wave emerging from spin imbalance for a Heisenberg chain is
expected to be kSDW = π(1+ 2m). Here, m is the magnetization of the chain, defined
as m = Sz/Ns, where Ns is the number of singly occupied sites. The corresponding
variation in the spatial spin correlations is:
C(x̃) ≈ Ame−x̃/ξm cos(π(1 + 2m)x̃) (4.2)
where Am, ξm are the spin imbalance- and temperature dependent amplitude and
correlation length repectively. The analysis for this section is performed in squeezed
space (denoted by x̃) obtained by removing holes and doublons from the analysis
[116, 117, 139, 140], in order to isolate the effect of magnetization from the influence
of density doping. In squeezed space, the two-point correlator has the form C(x̃) =
4〈Szĩ S
z
ĩ+x̃〉.
In Fig. 4.6, the spatial variation of the spin correlations are shown for m = 0
and m = 0.08. The spin correlations flip sign at every site, as expected, for the
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unmagnetized case. However, for m > 0 (and m < 0, symmertically), the spin-
density wavelength is expected to increase linearly with |m|. At m = 0.08, the spin
correlations stretch out spatially compared to the unmagnetized case and a sign flip
is visible at distances x̃ > 5, consistent with the theory predictions.
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FIGURE 4.7: Normalized Fourier transform C(k̃) of C(x̃). The presence of excess
spins in the chain, the wavevector decreases linearly with magnetization. The two
branches departing from k = π as m 6= 0 are in good agreement with exact diago-
nalization calculations of the Heisenberg chain (right). Binning of the magnetization
is in intervals of 0.04.
In a method similar to the density doping case, the variation of the spin-density
wavevector is studied as a function of spin imbalance by calculating the Fourier
transform of the rescaled spin correlations in space, C(k̃) = F{C(x̃)/|C(1)|}, for
different amounts of spin imbalance.
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FIGURE 4.8: Linear fit of wavevector k̃. A linear fit of the branches in Fig. 4.7
enables the extraction of the spin-density wavevector kSDW = 1.0(1)× (1 + 2m)π.
The shaded region denotes the Fourier-limited systematic error.
The dependence of the wavevector on polarization m is shown in Fig. 4.7. Away
from m = 0, spin imbalance either with excess up spins or down spins, the spin-
density wavevector decreases and consequently, the wavelength increases, consis-
tent with the example in Fig. 4.6. The experimental results are compared to results
of exact diagonalization of the Heisenberg chain at T = 0.7Jx, averaged over the ex-
perimental distributions {Sz, Ns}. A linear fit of the branches emerging in 4.7 away
46 Chapter 4. Real-space observation of incommensurate magnetism
from zero magnetization shows the linear dependence of the spin-density wavevec-
tor on the magnetization (see Fig. 4.8) kSDW = 1.0(1) × (1 + 2m)π, in excellent
agreement with the Luttinger liquid predictions.
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FIGURE 4.9: Fixed-distance spin correlations vs magnetization. Experimentally
measured spin correlations in squeezed space C(x̃) as a function of magnetization
m for different distances in the chain (blue dots) compared to exact diagonalization
calculations of Heisenberg chains (grey squares) at T/Jx = 0.7 averaged over the ex-
perimental {Sz, Ns} distributions. Errorbars denote one standard error of the mean.
A quantitative comparison of the experimentally obtained fixed-distance spin
correlations C(x̃) to exact diagonalization calulcations of the Heisenberg model is
shown in Fig. 4.9. Even at distances as large as x̃ > 5, there is an agreement with
theory and experiment, validating the use of squeezed space analysis away from
zero magnetization.
Finally, we investigate the microscopic origin of incommensurate correlations
due to spin imbalance. To reveal the effect of excess spins on the magnetic order, we
can look at the correlations around majority and minority spins:
Cmaj(x̃) = 4〈Szĩ S
z
ĩ+x̃〉Szσĩ+1>0 (4.3)
Cmin(x̃) = 4〈Szĩ S
z
ĩ+x̃〉Szσĩ+1<0 (4.4)
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where Szσĩ+1 > 0 (S
zσĩ+1 < 0) indicates that the spin σĩ+1 on site ĩ + 1 is paral-
lel (antiparallel) to the chain polarization Sz. Plotting these conditional correlators
in squeezed space for distances x̃ ≥ 2 reveals a phase shift of π in the spin order
of Cmaj(x̃) relative to the unpolarized case (see Fig. 4.10). In comparison, Cmin(x̃)
remains in phase with respect to the unpolarized case.
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FIGURE 4.10: Evaluating conditional correlators. Conditional spin correlations
across majority Cmaj(x̃) (violet circles) and minority Cmin(x̃) (green diamonds) spins
for m = −0.12. A π phase shift is visible for the spin correlations across majority
spins. The inset shows the conditional spin correlations across pairs of parallel spins
Csp(x̃). The strong antiferromagnetic correlations at a distance of two sites reveals
the domain wall nature in squeezed space. Errorbars denote one standard error of
the mean.
The microscopic implication of the phase shift is that the excess spins form pairs
of parallel majority spins, which act as domain walls in squeezed space. This can be
further confirmed by directly evaluating the spin correlations across pairs of paral-
lel spins, which shows strong antiferromagnetic correlations, flipped in parity with
respect to the unpolarized case (see Fig. 4.10, inset).
4.4 Conclusion
In this chapter, we looked at the spatial variation of the spin correlations in the pres-
ence of density- and excess spin-doping. With the ability to directly and simulta-
neously measure both density and spin in a single snapshot, we could group the
dataset into exclusive subsets to study the unique effects of density and magnetiza-
tion on incommensurate spin-density waves.
The origin of these incommensurate correlations was seen to be the delocaliza-
tion of domain walls (holes/doublons in case of density doping and parallel major-
ity spins in case of spin polarization) in the antiferromagnetic chain. Our results on
a dynamical experiment to probe the phenomenon of delocalized dopants in 1D, is
discussed in detail in Chapter 5.
An extension of the work presented in this chapter is to observe the effect of
moving to higher dimensions, where at low temperatures, the formation of domain
walls is expected to manifest as a binding of dopants to form stripes.
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Chapter 5
Spin-charge dynamics in one
dimension
We have seen the formation of incommensurate spin-density waves in one dimen-
sion by preparing doped antiferromagnetic chains in their ground state and imaging
them at equilibrium. The origin of incommensurate correlations was attributed to
the independence of the spin and charge modes within the chain. Would it be pos-
sible to perform an experiment where we could observe the dynamics of the spin
and charge modes with time and space resolution to probe the absence of bind-
ing between them and their different propagation velocities? In this chapter, we
will explore precisely this phenomenon, considered a hallmark of one-dimensional
materials - spin-charge separation - where the spin and charge modes completely
decouple, leading to a variety of exotic properties, including incommensurate mag-
netism. This is in direct contrast to two dimensional materials, where the breakdown
of spin-charge separation leads to the formation of magnetic polarons, as we shall
see in Chapter 6.
In 1D materials with spin-charge separation, individual constituents such as the
electron with properties of charge e and spin 1/2, are not relevent to the descrip-
tion of the system anymore. Instead, the resultant many-body interaction leads to
the emergence of decoupled modes, characterized by independent charge and spin
quasiparticles, called holon and spinon respectively. An important consequence of
the independence of the quasiparticles is the lack of binding between them, allowing
them to propagate at arbitrarily different velocities in the chain [141].
Signatures of spin-charge separation have been observed previously using spec-
troscopic techniques, such as angle-resolved photoemission spectroscopy (ARPES)
[39–41] and conductance measurements in metallic quantum wires [44–46]. Pre-
vious results from our own laboratory have seen indirect evidences of spin-charge
separation through equilibrium measurements [139, 142].
For the results presented in this chapter, we dynamically probe the phenomenon
of spin-charge separation. Starting from a 1D Heisenberg antiferromagnet, we quench
the system by removing a single particle, and track the dynamics of the emerging
quasiparticles [114, 143]. The tracking of the holon and spinon excitations are done
with both space- and time-resolution, meaning that we use the quantum has mi-
croscope to spatially locate the excitations through their characteristic signatures in
spin and charge and take snapshots at different times after the quench to locate them
temporally.
Strikingly different velocities are observed for the two quasiparticle excitations,
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demonstrating the phenomenon of spin-charge separation. Further, by using multi-
point correlators such as the spin correlation across the propagating hole, we will
see the absence of binding between the holon and spinon excitations. We will also
connect these results to “fractionalization”, where a electron-like quench breaks up
into a charge excitation carrying charge e and a spin excitation carrying spin 1/2
exactly.
In the last section of this chapter, we will consider the effect of changing the tun-
neling tx and spin exchange amplitude Jx on the extracted quasiparticle velocities.
We will see that the velocities are in fact directly proportional to the timescales of tx
and Jx in the regime that we probe.
The main results presented in this chapter are published in the following:
“Time-Resolved Observation of Spin-Charge Deconfinement in Fermionic Hubbard Chains”
Jayadev Vijayan, Pimonpan Sompet, Guillaume Salomon, Joannis Koepsell, Sarah
Hirthe, Annabelle Bohrdt, Fabian Grusdt, Immanuel Bloch and Christian Gross
Science 367, 186–189 (2020)
5.1 Quenching one dimensional antiferromagnets
The experimental sequence for this dynamical experiment begins similar to what
was described in Chapter 4, where 1D chains were prepared to study incommensu-
rate magnetism. A spin-balanced mixture of 6Li atoms is loaded into several inde-
pendent 1D tubes by ramping up the x-lattice to 7Exr and y-lattice to 27E
y
r , resulting
in a tunneling of 250 Hz along x and 1.3 Hz along y - effectively 1D chains.
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FIGURE 5.1: Pushout beam profile. A, The pushout beam as imaged onto a camera
in a test setup. A high aspect ratio is achieved by slicing the beam with a rectan-
gular aperture before sending it through the objective lens. B, Averaged image of
the density profile of the cloud (several independent 1D chains along x-axis) in the
presence of the pushout beam. A good fidelity of atom-removal is achieved in the
central three chains of the cloud (indicated by white box).
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During the ramping up of the x- and y-lattices, the scattering length is tuned
from 230aB to 2150aB, to get an interaction of U/h = 3.75 kHz and U/t = 15. The
corresponding spin exchange amplitude is J = 4t2/U = h× 65Hz.
5.1.1 Pushout beam
The dynamics of the quasiparticles is initiated by a quench which removes a single
fermion from the chain. Since we prepare many independent 1D chains, we use an
elliptical pushout beam (see Fig. 5.1) to remove an atom from each chain.
to
camera
slit
glass cell
AOM
671nm
FIGURE 5.2: Simplified schematic for generation of pushout beam. The resonant
pushout beam is a beam at 671 nm which is sent into an AOM for amplitude and
timing control before being coupled into a fiber. At the other end of the fiber, the
beam is enlarged to an area similar to the aperture of the objective. A rectangular slit
then slices the beam into a highly elliptical beam which has the same waist as before
along one axis but a much narrower waist along the other axis. The pushout beam
is then directed onto the atoms, where is addresses an entire column of atoms. A
photodiode collects part of the light which is then used for amplitude control with
the AOM. The fluorescent light collected from the atoms (bright red beam) through
the objective is separated from the tweezer beam path and sent to a camera with a
dichroic mirror.
The pushout beam is a near-resonant beam at 671 nm and it is focussed to a waist
of ∼ 0.5µm along its narrow direction. The optical path followed by the pushout
beam is shown in Fig. 5.2. Light at 671nm is coupled into a fiber and expanded to
the size of the aperture of the microscopic objective so that the waist at the focus
at the atoms is of the order of a single lattice site. The exact frequency of the beam
is chosen to address both spin componenets effectively, and is discussed in section
5.1.2.
A rectangular slit then slices the pushout beam such that the resulting focus at
the atoms is highly elliptical, as shown in Fig. 5.1. Along one axis, the waist is of
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FIGURE 5.3: Timeline of the optical tweezer stage. a, The physics x- and y- lattices
are ramped up adiabatically to prepare the Mott-insulating Fermi-Hubbard chains.
b, At the end of the lattice ramp up, the pushout beam is pulsed on for 20µs. c, After
the pushout, the system is allowed to evolve for a variable period of time. d, After
the dynamical evolution, the atoms are frozen in place by ramping up the lattices to
a large value.
the order of a single lattice site whereas along the other axis, it addresses the entire
cloud.
With the right intensity and alignment, the removal of an atom from the ad-
dressed can be as high as 〈nhi 〉 = 78% while keeping the probability of removal
of an atom from the neighbouring site to be 〈nhi+1〉 ≈ 〈nhi−1〉 = 14%. The ratio
〈nhi 〉/(〈nhi−1〉 + 〈nhi+1〉) is monitored periodically and kept to a value ≥ 2 for the
central three chains throughout the experimental data taking process.
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FIGURE 5.4: Frequency scan of pushout beam. By tuning the frequency of the
pushout beam, we can address either of the two spin states (indicated by dips in
atom number). In the experiments that follow, we fix the frequency to a value that
ensures spin-independent removal of the atom (indicated by 0 on the x-axis).
In the analysis, we consider only the central three chains in order to avoid av-
eraging results over varying denisty profiles due to the harmonic confinement. We
further post-select on chains which have only a single hole in the central 9 sites. This
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boosts 〈nhi 〉 ∼ 81% and reduces 〈nhi+1〉 ≈ 〈nhi−1〉 ∼ 5%. The overall probability to
have a single hole in the chain immediately after the quench is thus ∼ 91%.
At the end of the ramp up of the physics lattice, the pushout beam is pulsed on
for 20µs addressing the central atoms of the chains. After the pulse, the system is
allowed to evolve for a variable time before the lattices are frozen and the imaging
process begins (see Fig. 5.3).
Tuning the frequency of the pushout beam enables us to selectively address (and
remove) the two different spin states |↑〉 and |↓〉. However, for the purpose of our
experiment, we want to have spin-independent removal atoms and we set the fre-
quency inbetween the two dips seen in Fig. 5.4, indicated by 0 detuning on the
x-axis.
5.1.2 System preparation
In order to prepare undoped chains with a large unity-filled region, the total num-
ber of atoms in the harmonically confined cloud was fixed between 60 and 90 with a
peak around 75 atoms by choosing the appropriate parameters of evaporative cool-
ing. This enabled the preparation of at least three 1D chains with a mean length of
13 atoms, each with a unity filled region of 9 sites.
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FIGURE 5.5: Density and spin statistics for the datasets analyzed. a, Atom number
distribution per chain without (left) and b, after (right) the quench. Red bars indicate
data which was excluded from the analysis. c, Magnetization ΣiŜzi of the analyzed
chains without (left) and d after (right) the quench.
A histogram of the length and magnetization of the chains is shown in Fig. 5.5
with and without the quench, for the central three chains of each cloud. Since the
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analysis is performed on chains with a unity-filled region of nine sites, chains with
fewer than 9 atoms are not included in the analysis. It represents statistics from
> 13000 snapshots. The quench reduces the number of atoms by one but leaves the
magnetization unchaged.
It must be noted that the local quench as described here is a relatively high-
energy quench, meaning that we excite a large number of momentum modes of
the quasiparticles. This means that we do not probe the Luttinger liquid regime,
which describes low energy excitations, anymore. This places us in a unique posi-
tion to probe the regime inbetween the low-energy Luttinger liquid description and
the spin-incoherent Luttinger liquid for which the temperature is on the order of or
exceeds the magnetic energy ( [144] and Sec. 2.3.
5.2 Dynamics of holons and spinons
Now that the ingredients required to perform a dynamical spin-charge separation
experiment have been described, we can go ahead and discuss the results. Starting
with a 1D Fermi-Hubbard chain with short-range antiferromagnetic correlations, we
perform the quench with the pushout beam.
FIGURE 5.6: Example snapshot of initial state. A spin and charge resolved image
of a sample snapshot showing our starting point of a quenched site in an antiferro-
magnetic background.
The beam removes a single fermion, with density (charge) 1 and spin 1/2 from
the chain (see Fig. 5.6). When the system is allowed to evolve, two domain walls in
the antiferromagnetic chain emerge which propagate outwards from the quenched
site (see Fig. 5.7). These two domain walls, which are the spinon and the holon, are
characterized by adjacent parallel spins in an antiferromagnetic background and a
hole in the unity-filled region respectively.
The experiment is performed for different hold-times after the quench before
imaging the distribution. Our quantum gas microscope reveals both the spin and
density distributions of the chain, which enables us to locate the position of adjacent
parallel spins and holes, which are the signatures of the quesiparticle excitations.
To collect statistics, the experiment is repeated several thousand times for a given
evolution time.
5.2.1 Holon dynamics
The characteristic signature of a holon propagating in a 1D chain is simply an empty
site in an otherwise unity-filled region. Hence, to track the dynamics of holons,
we observe the hole density 〈n̂hi 〉 distribution (i labels the lattice sites) as a function
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FIGURE 5.7: Probing spin-charge separation. The sketch shows the scenario of
spin-charge separation as performed in our experiment. The quench creates spin
and charge excitations are characaterized by adjacent parallel spins and a hole re-
spectively, which act as domain walls in the antiferromagnet. These quasiparticle
excitations propagate outwards from the site of the quench with velocities vt for
holons and vJ for spinons.
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FIGURE 5.8: Charge excitation dynamics. A, Light-cone-like expansion of hole dis-
tribution. Starting at the central site, the distribution broadens until it reaches the
edge of the unity-filled region of the chain. B, One-dimensional cuts of the hole
distribution at different times of evolution and comparison to a single particle quan-
tum walk (grey). Strong interference effects indicative of the coherent dynamics are
visible.
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of time after the quench, in steps of 300µs, which is of the order of the tunneling
timescale tx = 250 Hz.
Immediately after the quench, the distribution is peaked at the central site of
the chain where the pushout beam is focused to, as expected (see Fig. 5.8). The
distribution expands with time and a light-cone-like propagation of the hole density
wavefront is visible. It starts from the addressed site and reaches the edge of the
unity-filled region of the chain in 5τt, where τt = h× (4πt)−1 = 0.32 ms is the time it
takes for a hole propagating at the theoretically expected maximum group velocity
vmaxt = ax/τt, to move by one site.
Fig. 5.8 also shows the one-dimensional cuts of the hole density distributions at
three different evolution times. The experimental data is compared to a theoretical
simulation of the quantum walk of a single particle in a lattice. The excellent agree-
ments indicates that the holon behaves as a particle undergoing a quantum walk
independent of the spin environment, as one would expect in a spin-charge sepa-
rated system. Another interesting feature to note are the intereference effects seen
in the light cone as well as in the one-dimensional cuts, pointing to the coherent
evolution of the holon.
5.2.2 Extraction of holon velocity
Given a light-cone-like propagation of the wavefront, it is straightforward to extract
a velocity of the holon. In our case, we monitor the spatial width of the hole density
distribution as a function of time. In particular, we use the full width at 30% of
maxima of the distributions to quantify the spatial width.
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FIGURE 5.9: Velocity extraction for the charge excitation. Spatial widths of the
hole density distribution as quantified by the full width at 30% of the maxima (blue
circles) plotted out as a function of time. The results are compared to a simulation of
a single particle quantum walk (grey squares) and predictions of an extended t− J
model (grey dashed lines, see text).
The width shows a linear relation to the time of evolution and we use the slope
of a linear fit to determine the velocity of the holon (see Fig. 5.9). The holon reaches
the edge of the unity-filled region in about 1.5ms. The velocity obtained by this
procedure for the holon is then 3.08± 0.09 sites/ms.
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In addition to the single particle quantum walk, the experimental results are also
compared to theoretical simulations of the extended t− J model (see Section 5.3.1)
and both are found to be in excellent agreement with our results.
5.2.3 Spinon dynamics
Next we study the dynamics of the spinon, which is characterized by adjacent paral-
lel spins in an antiferromagnetic background. A good observable to detect adjacent
spins is the nearest neighbour spin correlator along the chain. We perform the analy-
sis in squeezed space [139, 142] (denoted by∼), where sites with holes and doublons
are removed from the analysis. The nearest neighbour spin correlator in squeezed
space is defined as Cĩ (x̃ = 1) = 4(〈Ŝzĩ Ŝ
z
ĩ+1〉 − 〈Ŝ
z
ĩ 〉〈Ŝ
z
ĩ+1〉). The Cĩ (x̃ = 1) distribu-
tion is tracked as a function of time after the quench, in steps of 1.2ms, which is of
the order of the spin exhange timescale Jx = 65Hz.
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FIGURE 5.10: Spin excitation dynamics. A, Light-cone-like expansion of Cĩ (x̃ = 1)
distribution. Starting in the centre of the chain, the distribution broadens until it
reaches the edge of the unity-filled region of the chain in a time of τJ = 3.85. B,
One-dimensional cuts of the Cĩ (x̃ = 1) distribution at different times of evolution
and comparison to a theoretical simulation of the Heisenberg model (grey).
Immediately after the quench, a strong reduction in the antiferromagnetic cor-
relations is seen in the centre of the chain where the quench was performed (see
Fig. 5.10. A reduction in antiferromagnetic correlations is indicative of an enhanced
probability of finding adjacent parallel spins characterisitic of spinons at that posi-
tion. The reduced antiferromagnetic correlations spread outwards as a function of
time, once again with a light-cone-like propagation of the wavefront. Starting from
the centre, the wavefront reaches the edge of the unity-filled region of the chain in
4τJ , where τJ = h× (π2 J)−1 = 1.56 ms is the time it takes for a spinon propagating
at the theoretically expected maximum group velocity vmaxJ = ax/τJ , to move by one
site.
For the strong interactions U/t = 15 in our system, the spin dynamics in squeezed
space is expected to be captured by an antiferromagnetic Heisenberg model [117,
145]. In the one-dimensional cuts of the Cĩ (x̃ = 1) distribution, the experimental
results are compared to a theoretical simulation of the Heisenberg model.
The highly coherent evolution in the case of the holon is absent in the case of the
spinon. This can be explained from the finite temperature of our system kBT/J ∼
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0.75 at which the entropy in the spin sector is much higher than in the charge sector.
However, even at such “high” temperatures, the Heisenberg model still predicts the
observed ballistic wavefront [146, 147]
5.2.4 Extraction of spinon velocity
To extract a velocity for the spinon, we use a similar approach as for the holon.
The spatial width of the Cĩ (x̃ = 1) distribution quantified by the full width at 30%
maxima is calculated and plotted out as a function of time (See Fig. 5.11). The
relation is linear and the slope of a linear fit gives the velocity of the spinon to be
0.58± 0.04 sites/ms.
At kBT > J, one expects the spinon to propagate diffusively. However, at our
temperature of kBT/J ∼ 0.75, the background correlations are strong enough that
the ballistic nature (implying a linear expansion of the distribution with time) of the
propagation is visible at the wavefronts of the distribution.
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FIGURE 5.11: Velocity extraction for the spin excitation. Spatial widths of the
nearest neighbour spin correlation Cĩ (x̃ = 1) distribution as quantified by the full
width at 30% of the maxima (red circles) plotted out as a function of time. The
results are compared to a simulation of the Heisenberg model (grey squares) and
predictions of an extended t− J model (grey dashed lines).
The experimental results are also compared to theoretical simulations of the Heisen-
berg model (see Section 5.3.2) and exact diagonalization calculations of the extended
t− J model (see Section 5.3.1) performed at conditions similar to the experimentally
realized chains. Despite the finite non-zero temperature in our system, the theoreti-
cal simulations agree well with the obtained results.
The measured ratio of the holon and spinon velocities in our experiments is
5.31 ± 0.43, indicating a vast difference in velocities of the two quasiparticle exci-
tations which emerged from the quench. At the level of a single particle quench,
the measured difference in velocities of the spin and charge excitations is a strong
indication for spin-charge separation in the chains.
It must, however, be noted that both in the Luttinger liquid regime and beyond,
the velocity of a holon need not correspond to a free quantum walk and the velocity
of the holon is not always larger than the spinon velocity [75]. As discussed in
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Sec. 2.3.3, the velocities of the spin and charge excitations depend on where on the
dispersion relation the Fermi level lies. Since the position of the Fermi level depends
on the amount of hole doping in the chain and the value of the interaction strength,
these parameters can be used to tune the velocities of the excitations.
However, in the timescales we probe in the experiment, the excellent agreement
of our results with that of a free quantum walk shows that the wavefunction factor-
ization predicted at T = 0 and asymptotically true for U/t = ∞ by Woynarovich-
Ogata-Shiba [116, 117], is sufficient to capture the essence of our experimental ob-
servations at U/t = 15.
5.3 Theoretical extraction of velocities
The essential physics of spin-charge separation as observed in our experiments can
be captured with relatively simple theoretical methods. We use a modified and ex-
tended version of the t− J model discussed in Section 2.1.2 for the analysis. Addi-
tionally, for the spinons, we also compare the experimental results to the dynamics
expected from the Heisenberg model, which is described in this section.
Regardless of the underlying theoretical model, the extraction of velocities of the
holon and spinon quasiparticles in the simulations is done with the same analysis
as in the experiment - by calculating the full width at 30% of maxima at different
evolution times of the respective distributions, plotting it out as a function of time
and extracting the slope.
The extracted velocities agree well with the experimental observations, indicat-
ing that there is no need to perform finite temperature DMRG or full Fermi-Hubbard
simulations, and the simpler models considered capture the dynamics of the quasi-
particles. Nevertheless, we compare the extended t− J simulation results also with
simulations of the full Fermi-Hubbard model for 8-site systems and show that the
dynamics is almost identical until finite size effects start becoming relevant.
5.3.1 Extended t− J model
The experimental results shown in Fig. 5.9 and Fig. 5.11 are compared to simulations
of the extended t − J model (grey dashed lines). The extended t − J model is an
approximation of the Fermi-Hubbard model in leading order of t/U, below half-
filling [99],
Ĥt−J∗ = P
[
−t ∑
〈i,j〉,σ
ĉ†i,σ ĉj,σ + J ∑
j
(
Ŝj+1 · Ŝj −
n̂j+1n̂j
4
)
− J
8
i 6=r
∑
〈i,j,r〉,σ
(
ĉ†i,σ ĉr,σ j − ∑
σ′,τ,τ′
ĉ†i,σ~σσ,σ′ ĉr,σ′ · ĉ†j,τ~στ,τ′ ĉj,τ′
)]
P .
(5.1)
Here, P denotes the projection operator on the subspace without double occu-
pancy, and 〈i, j, r〉 is a sequence of neighbouring sites. The operator j,σ creates a
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fermion with spin σ on site j and j = ∑σ ĉ†j,σ ĉj,σ is the corresponding density opera-
tor. The spin operators are defined by Ŝj = 12 ∑σ,σ′ ĉ
†
j,σ~σσ,σ′ ĉj,σ′ , where~σ are the Pauli
matrices.
The first two terms define the t − J model as discussed in Section 2.1.2 with a
tunneling amplitude t and spin-exchange amplitude J = 4t2/U. For a single hole,
the term n̂j+1n̂j leads to a constant shift in energy.
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FIGURE 5.12: Comparison of dynamics in the Fermi-Hubbard and extended t− J
model. The simulation is performed on an 8-site system at U/t = 15 following a
quench in the central site. The differences are less than 5% until edge effects start to
matter. Theory simulations by A. Bohrdt.
The extended t − J model additionally includes a third term, which describes
next-nearest neighbour tunneling of holes correlated with spin-exchange interac-
tions.
Furthermore, a confining garmonic confinement for the fermions is included to
simulate closer the experimental conditions. This is given by the term:
Ĥpot = V ∑
i
(xi/a)2n̂i, (5.2)
where xi is the distance of site i from the center of the chain and V/J = 0.46.
The experimental results presented in this chapter are compared to exact diag-
onalization calculations of the extended t − J model with a single hole. The con-
servation of the z component of the total spin is used to obtain a block diagonal
Hamiltonian.
Later in the chapter, we use multi-point correlators to further demonstrate the
spatial deparation of the spin and charge excitations. The comparison to these re-
sults (shown in Fig. 5.21) are evaluated by numerically generating snapshots with
probabilities given by the time evolved density matrix.
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To show the validity of the extended t− J model, we directly compare the light
cones generated with the extended t− J model to a full Fermi-Hubbard simulation
of 8 sites at U/t = 15 after quenching the central site. In the comparison, shown in
Fig. 5.12, the difference in the dynamics of the holon is less than 5% in the initial dy-
namics until the finite size effects start to matter. Since the velocity extraction of the
quasiparticles is based on their initial dynamics, it is no surprise that the extended
t− J model is sufficient to explain our results.
5.3.2 Heisenberg model for the spinons
In the case of the spinon, the quasiparticle velocity is extracted numerically by mea-
suring the width of the nearest neighbour correlator light-cone at 30% of the max-
imum value, the technique identical to the description earlier for the experimental
results.
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FIGURE 5.13: Light cone of spinon propagation with open boundary conditions
for the spin. Open boundary conditions for the spin lead to strong boundary effects
which make it difficult to extract a quasiparticle velocity reliably. Theory simulations
by A. Bohrdt.
However, for temperatures T ≤ J, the open boundary conditions have a strong
effect on the squeezed space nearest neighbour correlator C(x̃ = 1). The spin at the
boundary is only coupled to one other spin, such that the corresponding correlations
are stronger on every second bond in the vicinity of the edge. This boundary effect
is visible throughout the spin chain in squeezed space, as shown in Fig. 5.13. This
makes the extraction of a spinon velocity with the method described above challeng-
ing.
We therefore use periodic boundary conditions for the spins in the simulation,
whereas the hole is still subject to open boundary conditions and the harmonic po-
tential described above. This leads to a smooth behavior of the squeezed space
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FIGURE 5.14: Comparison between the extended t − J and Heisenberg models
for t/J = 3.8, T/J = 0.7 and V/J = 0.456. A, Difference between the squeezed
space nearest neighbour correlator distribution in the extended t− J model and the
Heisenberg model ∆C(1). B, Velocity extraction for the spinon in the simulation of
the extended t− J model (red squares) and the Heisenberg model (green squares).
The extracted velocities of 0.58 ± 0.04 sites/ms for the extended t − J model and
0.61 ± 0.05 sites/ms for the Heisenberg model are obtained by fitting a straight line
to the points (dashed lines).
C(x̃ = 1) correlator and therefore enables the extraction of the spinon velocity, which
we use in Fig. 5.10 (grey).
The spin dynamics in the extended t− J model after the creation of a hole can be
directly compared to a Heisenberg spin chain, where initially one site is removed.
Since in the latter case no hole is involved, the comparison between the two simula-
tions directly yields insights into the effect of the hole on the spin dynamics.
In Fig. 5.14, the relative difference between the squeezed space C(x̃ = 1) cor-
relations for the extended t − J and Heisenberg model are shown. Apart from the
initial dynamics on the central bond, the relative difference is below 8% during the
entire time evolution, showing how similar the spinon dynamics are in the two sim-
ulations.
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5.4 Spatial separation of spin and charge excitations
An important consequence of spin-charge separation is the absence of any bound
states between the holons andthe spinons. Having shown that these two quansipar-
ticle excitations propagate at different velocities, is there a way to prove the absence
of binding between them?
FIGURE 5.15: Decoupling of spin and charge excitations. Binding between the spin
and charge degrees of freedom would lead to the holon dragging the spinon with it.
However, in a truly spin-charge separated system, as depicted in the cartoon above,
at any finite time in the evolution after the quench, the holon gets rid of the spinon
and becomes surrounded by opposite spins.
In this section, we make use of the ability of our quantum gas microscope to
evaluate multi-point correlators in a single snapshot to prove the spatial separation
of the holons and spinons.
In particular, we will measure the spin correlations across a hole and track it as
a function of time, to show the absence of binding at the level of the nearest neigh-
bour. We will then use the normalized deviation from the mean nearest neighbour
correlator to show the absence of binding at any distance in the chain, beyond the
immediate vicinity of the holon.
5.4.1 Tracking spin correlations across a hole
In chains exhibting Néel order the hole at the quenched site would be surrounded
by parallel spins immediately after quench, as illustrated in Fig. 5.15.
In case of binding between spinons and holons, the holon would drag the spinon
with it as it propagates through the chain. However, in a spin-charge separated
system, the dynamics of the holon is completely independent of the spinon. In such
systems, after a propagation time of a few tunneling timescales, one would expect
the holon to have gotten rid of the spinon and be surrounded by opposite spins
instead.
In our Fermi-Hubbard chains at a finite temperature of kBT/J ∼ 0.75, we would
expect the correlations across the hole to actually approach the background mean
nearest neighbour correlations of the system in the absence of a quench, after longer
times of evolution.
Access to multi-point correlators in every single shot enables us to measure pre-
cisely the correlation across a hole in our Fermi-Hubbard chains. We use the spin-
hole-spin correlator CSHS (2) = 4 〈 Ŝzi n̂hi+1 Ŝzi+2 〉, which measures the spin correlation
between two atoms at sites i and i + 2 conditioned on having a hole in between them
at site i + 1.
64 Chapter 5. Spin-charge dynamics in one dimension
Evolution time
C
S
H
S
FIGURE 5.16: Spatial separation of spin and charge excitations. Spin-hole-spin
correlations (CSHS) averaged over the entire chain as a function of time after the
quench. The correlator starts with a positive value consistent with the next-nearest
neighbour spin correlations C(2) in the absence of the quench (top grey shaded re-
gion) and turns negative, approaching the nearest neighbour spin correlations C(1)
without the quench (bottom grey shaded region) by 4 τt. The vertical dashed line
indicates the time at which the hole and parallel adjacent spin distributions are max-
imally separated. At longer evolution times, the correlator shows reduced antifer-
romagnetic correlations due to the oscillating dynamics of the hole in our finite size
system (see text and Fig. 5.17).
Immediately after the quench (τt = 0), the hole is likely to be surrounded by
parallel spins and CSHS retains a positive value, as shown in Fig. 5.16. The measured
spin correlations are consistent with the next-nearest-neighbour correlations C(2) =
4(〈Ŝzi Ŝzi+2〉 − 〈Ŝzi 〉〈Ŝzi+2〉) in the absence of the quench.
As the hole propagates, the sign of CSHS becomes negative and by 4 τt, approaches
the nearest neighbour correlations C(1) = 4(〈Ŝzi Ŝzi+1〉− 〈Ŝzi 〉〈Ŝzi+1〉) without the quench.
This indicates the absence of binding between the two quasiparticles in the vicinity
of the holon.
At longer times of evolution, the correlations across the hole rise to become more
ferromagnetic. The origin of this effect is the finite size of our chains due to the
harmonic confinements which leads to an artificial overlap of the holon and spinon
distributions, as we shall see in the next section.
5.4.2 Overlap of holon and spinon distributions
The effect by which CSHS becomes less antiferromagnetic after longer evolution times
is attributed to the holon oscillating in the chain due to the harmonic confinement
present in our system and hence to the changing overlap of the spin and charge
distributions. Fig. 5.17 shows the longer time-dynamics of the holon and its overlap
with the spinon distribution.
At the time of the quench, both the hole density distribution and the nearest
neighbour correlation distributions are peaked at the center of the chain. However,
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FIGURE 5.17: Effect of harmonic confinement on hole dynamics. A, Hole density
〈n̂hi 〉 distribution at longer evolution times than it takes to reach the edge of the
chain. The hole distribution spreads out and then oscillates back to the center of the
chain after 11.31 τt and later again after 18.85 τt owing to the harmonic confinement
in our system. B, The oscillatory behaviour of the holon changes the overlap of
the hole distribution (blue) with the nearest neighbour spin correlation C(x̃ = 1)
distribution (red), shown for three different time slices. The arrows indicate the
respective y− coordinates. Error bars denote 1 s.e.m.
after a few tunneling events, the holon reaches the edge of the chain whereas the
nearest neighbour correlation distribution is still peaked at the center, leading to a
maximal separation between the two distributions.
In its longer-time dynamics, the holon does not leave the chain, but rather bounces
back to the centre of the chain. Two such “revivals” can be seen in the duration in
which we probe the dynamics. This introduces an artificial overlap of the hole den-
sity and nearest neighbour correlator distributions.
Consequently, there is an increased probability of instances where parallel spins
appear across the hole, leading to an increased ferromagnetic signal away from the
mean C(1) across the hole at longer times.
5.4.3 Absence of binding beyond the nearest neighbor
Evaluating the spin-hole-spin correlator at different times showed that the charge
excitation does not drag the spin excitation with it upto the nearest neighbour. To
prove the absence of binding beyond the immediate vicinity of the hole, we have to
show that the spin correlations between two sites remains unchanged, independent
of the position of the hole in the chain. This would imply that the dynamics of the
holon is completely decoupled from the spin environment - a direct consequence of
spin-charge separation.
To this end, we calculate the normalized deviation from the mean nearest neigh-
bour correlations, defined as:
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FIGURE 5.18: Fluctuations in C(1) at longer distances. The lack of dependence of
the normalized deviation from the mean nearest neighbour correlations δC1 on the
distance d from the hole at times ∼ 4 τt (purple) and ∼ 19 τt (yellow). Error bars
denote 1 s.e.m.
δC1(d) =
〈
Ŝzi Ŝ
z
i+1
〈Ŝzi Ŝzi+1〉
− 1
〉
 i i+1#i+1+d∨ i−d
(5.3)
where d is the distance of the hole from the closest of sites i and i + 1, full circles
representing single atoms and empty circle representing the hole. The deviation is
zero when the spin correlations beween any two sites, conditioned on detecting a
hole at a distance from the closest of the two sites, is the same as the mean nearest
neighbour correlator at that site.
As can be seen from Fig. 5.18, the normalized deviation does not show any de-
pendence on d, for data analyzed at two different times (t = 4τt and t = 19τt). The
flatness of the lines indicate the lack of influence of the holon on the spinon even at
longer distances beyond the nearest neighbour in the chain.
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5.5 Connection to spin-charge fractionalization
Assuming a perfect quench (100% probability to remove an atom from the targeted
site without affecting the neighbouring sites), the amount of excess density or charge
carried by the holon is exactly equal to 1 (in units of e). Similarly, the amount of
excess spin carried by the spinon should be exactly equal to 0.5.
This is the picture of spin-charge fractionalization, where an electron-like quench
in the chain fractionalizes into a holon carrying charge 1 e and a spinon carrying spin
0.5. However, as we shall discuss in this section, this picture of fractionalization is
valid only at zero temperature. At higher temperatures, fluctuations in the charge
and spin sectors lead to a reduction in the measured value of charge (spin) carried
by the holon (spinon).
Starting with an cartoon example depicting fractionalization at zero-temperature,
the tool we use to quantify the spin excitation in or chains - an envelope function that
captures the location and magnitude of spin of the spinon - will be described. We
will then look at the scenario more relevant to out experiment - fractionalization at
non-zero temperature - and see how the temperature plays a key role in the observed
signal for the excess spin carried by the spinon.
5.5.1 Fractionalization at zero temperature
Before quantifying the spin excitation in our finite non-zero temperature chains, it
is helpful to discuss the zero temperature scenario, in the absence of charge or spin
fluctuations. Such chains, as visualized in the cartoon in Fig. 5.19A, have alternating
up and down spins. There are no domain walls such as parallel spins or empty sites,
which are characteristic of spinons and holons, in this chain.
However, as soon as a perfect electron-like quench is performed, two domain
walls emerge and separate after a few tunneling events (as in Fig. 5.19B) - the spinon
and the holon. Now, there is a spinon in the system which carries the excess spin
from the quench.
To quantify this excess spin, we use an envelope function which measures the
spin fluctuations locally:
Σ̂2j̃ =
(
∑̃
i
Ŝzĩ f
σ
j̃ (ĩ)
)2
(5.4)
where f σj̃ (ĩ) = e
− (ĩ− j̃)
2
2σ2 is a smooth window function centered at lattice site j̃ with a
characteristic size of σ. This operator, which sums up the spins within the envelope
and squares the result, is expected to capture local fractional quantum number at
zero temperature [148].
In the absence of a quench, when there are no spinons present, the operator is
zero everywhere in the chain. However, when evaluated across the chain after a
quench, 〈Σ̂2j̃ 〉 increases to a value of ∆T=0 = 0.25 at the site where a single spinon is
located, provided that the mean distance between thermal spin fluctuations is larger
than σ.
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FIGURE 5.19: Quantifying the spin excitation in the absence of fluctuations. A, An
envelope function (defined in text), evaluated continuously across the chain, would
give a value of zero in a chain of alternating spins. B, If a fermion were to be removed
from a chain as in (A), it would lead to the formation of a spinon and a holon. In
squeezed space, the envelope, evaluated across the chain, would peak to a value of
0.25 at the location of the spinon.
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5.5.2 Fractionalization at non-zero temperature
With the working of the operator and the expected results at zero temperature in
mind, we can now look at the result obtained at a finite temperature of kBT/J = 0.75
in our system.
t = 0
t < 0
T > 0
FIGURE 5.20: Thermal spin fluctuations reduce the efficiency of local spinon cre-
ation. At finite non-zero temperature, a background density of thermal spinons
gives rise to scenarios where the quench does not create a local spinon.
The main effect of temperature on the system is the introduction of thermal fluc-
tuations in both the spin and the charge sector. At our temperatures, where we pre-
pare Mott insulators, the fluctuations in density (charge) are highly suppressed and
most of the entropy lies in the spin sector. This means that even though we prepare
chains with close to unity filling per site, the spin distribution is far from the perfect
antiferromagnetic ordering assumed in the discussion in the previous section.
kBT/J
0 2 4
1.0
0.8
0.6
0.4
η
h
ol
e,
η
sp
in
η
h
ol
e
kBT/J
0 25 50
0.6
0.8
1
FIGURE 5.21: A, Local creation efficiency of the quasiparticles Efficiency of ini-
tially creating at the central site a single local spinon ηspin with σ = 1.5 sites (orange)
and holon ηhole (blue) after an ideal quench as a function of temperature as pre-
dicted from theoretical calculations. Our experimental temperature of kBT/J = 0.75
is indicated by the grey shaded region. The local creation efficiency of the spinon
rapidly decreases with temperature and is about 56% at the temperatures realized
in our experiments. The local creation efficiency of the holon is close to unity until
∼ 10kBT/J, after which it starts decreasing (see inset).
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Due to these thermal spin fluctuations, there are many realizations of chains
where there already are spinons present prior to the quench (see Fig. 5.20), which
could be randomly distributed throughout the chain. Hence, performing a quench
need not necessarily lead to the formation of spinons.
Therefore, the efficiency of creating a local holon, defined as ηhole = 1− 〈(n̂i=0 − 1)2〉,
and a local spinon, defined as ηspin = 4(〈 Σ̂2j̃=0 〉 − 〈 Σ̂
2
j̃=0 〉BG) at the quenched site
is dependent on temperature. Here, BG referns to the corresponding values in a
dataset where no quench is performed.
Fig. 5.21 shows precisely the dependence of the holon and spinon creation effi-
ciency as a function of temperature. It is based on a theoretical simulation of the
Hubbard model for the holon and exact diagonalization calculations of the Heisen-
berg model for the spinon.
At our temperature, the efficiency of creating a holon is close to unity due to the
highly suppressed density fluctuations whereas the efficiency of creating a spinon
is rather low at ∼ 56%. This means that in close to 44% of our experimental runs,
no spin excitation is created by the quench. At higher temperatures, the effect of the
thermal fluctuations on the density sector also becomes apparent ( 5.21, inset).
The reduced efficiency of spinon creation in our experiments has a direct conse-
quence on the measured excess spin carried by the spinon. Once again, the envelope
function 〈Σ̂2j̃ 〉 as defined earlier is used.
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FIGURE 5.22: Envelope analysis. Spatially resolved magnetization fluctuations
〈 Σ̂2j̃ 〉 in sub-regions of the chain with (red) and without (grey) the quench at 3.77τt.
When evaluated across the chain at t = 3.77τt and averaged over the dataset, the
spatial dependence of 〈Σ̂2j̃ 〉 is shown in Fig 5.22. Unlike the case at zero tempera-
ture, the most apparent difference is the presence of strong background fluctuations.
These background fluctuations, denoted by 〈 Σ̂2j̃ 〉BG, are due to quantum and ther-
mal fluctuations in our chain.
In the absence of a quench, the background fluctuation value has a plateau that
stretches across the unity-filled region of the chains. The signature of the spinon
created by the quench is seen from the peak in the central sites of the chain, when the
envelope function is evaluated over a dataset in which the quench was performed.
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The first point to note is that this analysis was performed at an evolution time
of t = 3.77τt, and only chains which had a single hole that was located outside the
central three sites were chosen.
At t = 3.77τt, such chains occur in a majority of experimental runs as the holon
probability is peaked at the edges of the unity-filled region of the chain (see Fig. 5.8).
The resulting peak in the excess spin in 5.22 is a direct consequence of spin-charge
separation - the peak in the distribution of the excess spin carried by the spinon is
spatially separated from the peak in the distribution of the excess density (charge)
carried by the holon.
The second and more important point in relation to fractionalization is the dif-
ference in amplitude of the envelope operator in the presence and absence of the
quench. This difference, 〈 Σ̂2j̃ 〉 − 〈 Σ̂
2
j̃ 〉BG, is nothing but the excess spin carried by
the spinon.
Whereas at zero temperature, we saw that this value is ∆T=0 = 0.25, here we
measure a value of ∆T=0.75J = 0.13± 0.01. This measured value of ∆T=0.75J , which is
about half of ∆T=0 is consistent with the spinon creation efficiency of 56%.
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FIGURE 5.23: Evaluation of spatially resolved magnetization fluctuations Σ̂2j̃ cen-
tered at j̃ = 0 for different envelope sizes σ. By comparing datasets with (red) and
without (grey) the quench, a large σ can be used to extract the total magnetization
fluctuation in the chain and a small σ can be used to determine the spatial extent
of the spin excitation. Grey and red shades indicate 1 s.e.m. without and after the
quench respectively.
Regardless of whether the quench creates a local spinon or not, it still removes a
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fermion with densiy (charge) 1 (e) and spin 1/2, creating charge and spin excitations.
These spin excitations are local around the target site of the quench in case the spinon
was created locally. However, in the case of a spinon already being present at the
target site at the moment of the quench due to thermal spin fluctuations, the spin
excitations are created non-locally somewhere in the chain.
Hence, in principle, by increasing the width of the envelope function to cover the
entire chain, we should be able to recover the excess spin value of 1/2, which would
correspond to 〈Σ̂2j̃ 〉 = 0.25. The dependence of the envelope width on the measured
value of 〈Σ̂2j̃ 〉 is shown in Fig. 5.23.
When σ is larger than the system size, the operator yields the total magnetization
fluctuations in the chain. As σ is reduced, the spatial extent of the spin fluctuations
can be located with better resolution.
FIGURE 5.24: Extraction of excess spin carried by the spin excitation. A, The max-
imum value of Σ̂2 evaluated at j̃ = −0.5 as a function of σ with (red) and without
(grey) the quench. C, Maximum deviation Σ̂2−0.5 − Σ̂2−0.5,BG obtained by subtracting
the two curves in B. At σ larger than system size, the measured deviation approaches
0.19± 0.06. Grey and red shades indicate 1 s.e.m. without and after the quench re-
spectively.
The exact value of the magnetization fluctuations caused by the spin excitation
from the quench is given by the difference between the values of 〈Σ̂2j̃ 〉 obtained in
the presence and absence of the quench 〈 Σ̂2j̃ 〉 − 〈 Σ̂
2
j̃ 〉BG. Plotted in Fig. 5.24, the
difference between the values increases as a function of σ and approaches a value of
0.19± 0.06 for an envelope size larger than the chain length.
The reason for the increase in the value of the magnetization fluctuations caused
by the spin excitation with the envelope width is that a larger envelope captures
spinons that were not created locally during the quench. This is why values greater
than 0.13± 0.01 can be obtained with larger σ, even though the efficiency of creating
local spinon from the quench is only 56%.
In principle, once the envelope width is increased to cover the system size, if we
really do remove a single fermion with spin 1/2 in every run of the experiment, we
expect to measure the excess spin of 0.25. However, our quench is imperfect and the
measured deviation of 0.19± 0.06 is in agreement with the ideally expected value of
0.25 when taking into account the fidelity of our experimental quench.
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5.6 Extracted velocity dependence on t and J
All the results described in this chapter so far were based on chains prepared at
U/tx = 15, with tx/h = 250Hz and Jx/h = 65Hz. We saw that the velocities ex-
tracted for the quasiparticles can be related to the maximum expected group veloc-
ities of vmaxt = π
2 Jax/h = ax/τt for the holon and vmaxJ = 4πtax = ax/τJ for the
spinon. In this section, we will investigate how the extracted velocities depend on
the inherent timescales in the system defined by the lattice parameters.
Time (ms) Time (ms)Time (ms)
W
id
th
 (
si
te
s)
W
id
th
 (
si
te
s)
W
id
th
 (
si
te
s)
T
im
e 
(m
s)
T
im
e 
(m
s)
T
im
e 
(m
s)
T
im
e 
(m
s)
T
im
e 
(m
s)
T
im
e 
(m
s)
Site (i) Site (i) Site (i)
Site (i) Site (i) Site (i)
0 1 2 0 1 2 3 50 10
0 3-30 3-30 3-3
0 3-3 0 3-3 0 3-3
5
0
10
5
0
10
5
0
10
0.0
0.8
1.6
0.0
1.4
2.8
0
5
10
0.0
0.4
0.8
0.0
0.5
1.0
0.00
0.54
1.08
0.0
-0.2
-0.4
0.6
0.0
0.3
A
B
C
U/t = 8, t/J = 1.98 U/t = 11, t/J = 2.78 U/t = 20, t/J = 5
FIGURE 5.25: Spin and charge dynamics at different lattice depths. A, The time-
resolved hole density 〈n̂hi 〉 distributions (top), B, nearest neighbour spin correlation
C(x̃ = 1) distributions and C, their spread as a function of time at U/t = 8 (left),
U/t = 11 (middle) and U/t = 20 (right). Slope of solid blue (red) lines gives the
velocity of the holon (spinon). Error bars denote 1 s.e.m.
To study the scaling of the quasiparticle velocities with the inherent tunneling
and spin exchange timescales, we now prepare systems with different U/tx. By
ramping up the x-lattice to [5 ER, 6 ER and 8 ER], we prepare chains with tx = h ×
[410 Hz, 320 Hz and 190 Hz], Jx = h× [207 Hz, 115 Hz and 38 Hz] and U/t = [8, 11
and 20]. A total of 15497 snapshots are used in the analysis at U/t = 8, 11806 at
U/t = 11 and 9848 at U/t = 20.
The same analysis as for the case of U/t = 15 as described earlier in the chapter
is used to extract the velocities of the quasiparticles in these different scenarios. The
hole and nearest neighbour spin correlation distributions in squeezed space are im-
aged after appropriate times of evolution. For the squeezed space analysis, sites with
holes or doublons in the central nine sites are removed, except for nearest neighbour
doublon-hole pairs.
Light-cone-like propagation of the holon and spinon wavefronts are visible, as
shown in Fig. 5.25. The full width at 30% of maxima of these distributions are calcu-
lated and plotted out as a function of time. The slope to a linear fit of these datapoints
gives the velocity of the quasiparticles.
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FIGURE 5.26: Ratio of quasiparticle velocities as a function of J/t. The extracted
ratio of velocities at J/t = 0.2, 0.26, 0.36 and 0.5 corresponding to U/t = 20, 15, 11
and 8 respectively increase linearly with J/t. Grey dashed line shows the depen-
dence of the ratio vmaxJ /v
max
t on J/t. Grey shade indicates an uncertainty in the
estimation of t of 5%. Error bars denote 1 s.e.m.
FIGURE 5.27: Quasiparticle excitation velocities as a function of t/h and J/h. B,
Holon velocities as a function of t/h. The velocities of the holon (blue circles) in-
crease linearly with the tunneling rate in the chain, consistent with vmaxt = 4πtax/h
sites/ms (blue dashed line). C, Spin excitation velocities as a function of J/h. The
velocities of the spin excitation (red circles) increase linearly with the spin-exchange
coupling in the chain, consistent with vmaxJ = π
2 Jax/h sites/ms (red dashed line).
Error bars denote 1 s.e.m.
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In each case, we see a difference in velocity between the holon and the spinon.
This difference in the ratio of quasiparticle velocities is linked to the ratio of tx and
Jx in the system. In Fig. 5.26, the ratio of spinon and holon velocities vJ/vt is plotted
as a function of J/t and it shows the linear relation between the two quantities.
We further look at the scaling of the measured holon velocities as a function of
the tunneling timescales and the measured spinon velocities as a function of the
spin exchange timescales. In the entire range of lattice parameters we probe, a linear
relation between the holon velocity and tx and the spinon velocity and Jx is observed,
as shown in Fig. 5.27. This is because we track the wavefront of the distributions
which corresponds to the fastest mode of the excitations. The fastest modes move
at the maximum group velocities of vmaxt = π
2 Jax/h = ax/τt (holon) and vmaxJ =
4πtax = ax/τJ (spinon), which share a linear relation with tx and Jx.
5.7 Conclusion
The results presented in this chapter correspond to the first time- and space-resolved
observation of the dynamics of spin and charge excitations in the (one-dimensional)
doped Fermi-Hubbard model. They demonstrate the curious phenomenon of spin-
charge separation following a local quench.
The emergent quasiparticles are tracked with our quantum gas microscope and
their velocities are measured and found to be significantly different, leading to their
spatial separation after a few tunneling times.
We also discuss the meaning of fractionalization in systems at finite non-zero
temperatures. A similar dynamical protocol can be extended to 2D systems as well,
to study the time-resolved dynamics of a dopant in a 2D Fermi-Hubbard antiferro-
magnet. The resultant dynamics is expected to be strikingly different in dimensions
greater that one, where a breakdown of spin-charge separation is expected.
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Chapter 6
Crossing over from one to two
dimensions
In the results for 1D Fermi-Hubbard chains from the previous chapters, we saw that
the charge and spin modes are decoupled and can move through the system with
independent velocities, the spin-charge interplay changes dramatically as the di-
mensionality is changed. Whereas there is no competition between dopants and
the magnetic environment in 1D, their interplay in 2D is at the heart of many ex-
otic and poorly understood phases including the pseudogap and the superconduct-
ing phases. A simple description of the lattice structure of these 2D materials and
consequently their interesting physics, whose phase diagram is shown in Fig. 2.1,
are believed to be captured by the Fermi-Hubbard model. Interesting phases begin
to emerge when antiferromagnets are doped away from half-filling, and an under-
standing of their underlying mechanisms is still open to debate, leading to wide
range of theoretical approaches [43, 149–151].
The most fundamental “unit” of such an interplay between spin and charge is
the effect of a single dopant on a 2D antiferromagnet - or asked another way, how
does the spin background affect the dynamics of a single charge impurity? As we
saw in Section 2.4, a single dopant in a 2D antiferromagnet cannot move without
altering the spin order in the system, and consequently leaves behind a series of
flipped spins at an energy cost. In this chapter, we will see equilibrium signatures of
such a process - the spin correlations across the dopant differing dramatically from
the 1D case and the dopant getting dressed by a spin cloud [119–122, 152].
In our quantum simulator for the Fermi-Hubbard model, imaging such dressed
dopants - called magnetic polarons - is achieved by preparing a two-dimensional
Fermi-Hubbard systems with antiferromagnetic correlations in such a way that there
is a high probability to find a doublon impurity in the system. The effect of the spin
background on the charge is visualized from the reference frame of the doublon by
observing a distorted spin cloud of radius ∼ 1 lattice site surrounding it. The first
section will cover experiments performed in the crossover from 1D to 2D, which
show preliminary signs of the spin-charge interplay. The second section will sum-
marize experiments carried out in 2D showing striking evidence for the existence of
polarons.
The main results of this chapter are published in:
“Direct observation of incommensurate magnetism in Hubbard chains”
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Guillaume Salomon, Joannis Koepsell, Jayadev Vijayan, Timon A. Hilker, Jacopo
Nespolo, Lode Pollet, Immanuel Bloch and Christian Gross
Nature 565, 56–60 (2019)
“Imaging magnetic polarons in the doped Fermi–Hubbard model”
Joannis Koepsell, Jayadev Vijayan, Pimonpan Sompet, Fabian Grusdt, Timon A.
Hilker, Eugene Demler, Guillaume Salomon, Immanuel Bloch and Christian Gross
Nature 572, 358–362 (2019)
6.1 Development of correlations in two dimensions
In previous chapters, we saw the formation of incommensurate spin-density waves
and spin-charge separation in 1D Fermi-Hubbard chains. The mechanism underly-
ing these phenomena is the decoupling between the spin and charge modes in 1D
materials, where the fermionic atoms necessarily have to pass through one another
to move along the chain. However, this is no longer the case when the atoms are free
to also move along the second dimension.
In a fully two-dimensional material, one expects the interplay between charge
and spin to manifest itself in the form of a breakdown of spin-charge separation and
in particular, the reduction of antiferromagnetic correlations across a dopant.
To investigate this effect, we first prepare systems with variable dimensional-
ity between one and two dimensions [109]. Then, using our density and spin re-
solved quantum gas microscope, we observe the spin correlations across the de-
tected dopants.
6.1.1 Preparing two dimensional systems
An advantage of the platform of using ultracold atoms in optical lattices is that the
optical lattices are produced by external laser beams and are in a sense “indepen-
dent” of the physics that happens in them. This is different from real condensed
matter systems where there would be no lattice in the absence of material.
In our case, the direct control we have over the laser beams implies that we can
arbitrarily make changes to the optical lattice with little effort. We use the knob of
laser intensity to smoothly transition from 1D to 2D Fermi-Hubbard systems - the
intensities of the laser and consequently the depth of the x- and y-lattices are tuned
relative to each other. In this way, we can change the ratio between the tunneling
amplitude along the x- and y- axes tx/ty while keeping the interaction U/tx constant.
For the experiment described in this section, degenerate Fermi gases of about 70
6Li atoms in the physics lattice are prepared with a U/tx = 14. The ratio ty/tx is then
varied from 0 to 1 while keeping the interaction energy U/tx fixed, by changing the
laser intensities.
At ty/tx close to 0 (one dimensional chains along the x-axis), one expects to re-
produce results similar to what was described in Section 3.4. Indeed, the measured
nearest neighbour correlator along the x-axis C(1)x has an absolute value > 0.4 and
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FIGURE 6.1: Spin correlations in the crossover from one to two dimensions. Spin
correlations are plotted for different dimensionalities defined by the ratio of tun-
neling in the y- and x- directions ty/tx. The different curves correspond to nearest
neighbour spin correlations along the x-axis (blue circles), the y-axis (red diamonds)
and the diagonal spin correlaions (green triangles), all at U/tx = 14. The spin cor-
relations decrease along x and increase along y until a symmetric point is reached
at tx = ty. The maps below show the 2D spin correlations amplitudes C(x, y) in the
1D limit (ty/tx = 0) (left) and 2D limit (ty/tx = 1) (right) as a function of distance
in x and y. The checkerboard pattern of alternating spins (with correlation strength
decaying radially) in 2D is an indication of the formation of 2D Fermi-Hubbard sys-
tems with antiferromagnetic correlations.
the nearest neighbour correlator along the y-axis C(1)y is zero (see Fig. 6.1), indicat-
ing the formation of a Heisenberg antiferromagnetic chain (see left inset, Fig. 6.1).
Technically, a value of C(1)x = 0.6 is predicted for a Heisenberg antiferromagnet at
zero temperature.
However, as ty/tx is increased to 1 (two dimensional system), the nearest neigh-
bour correlator along both x- and y- axis, C(1)x and C(1)y respectively, approach one
another. A decrease in the absolute value of C(1)x during the crossover is also seen.
This effect is also expected at zero temperature (from -0.6 in 1D to -0.36 in 2D) due to
a higher coordination number in the two dimensions, which modifies the quantum
fluctuations [72].
There is also a rise in the value of the diagonal spin correlator from a value of zero
in one dimension. The emergence of the two-dimensional antiferromagnetic corre-
lations is also evident in the checkerboard-like pattern seen in the spin correlation
map (see right inset, Fig. 6.1).
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FIGURE 6.2: Spin correlations across dopants in the dimensional crossover. A,
In 1D, a dopant surrounded by opposite spins (yellow bonds) can move around
without changing the spin configuration across it. Even in the case the dopant is
surrounded by parallel spins, it quickly rids itself of such a configuration and gets
surrounded by opposite spins (see Sec. 5.4.1). The result is the presence of strong
antiferromagnetic correlations across the dopant. B, In 2D, however, as the dopant
moves, it is alternatingly surrounded by parallel spins (green bonds) and opposite
spins (yellow bonds) with every tunneling event. The result is that the antiferromag-
netic correlations present in 1D get washed out during the crossover.
6.1.2 Spin correlations across dopants
As mentioned earlier in the chapter, a convenient observable to investigate the effect
of the spin background on the charge impurity is to look at the spin correlations
surrounding a dopant:
CSD(x, y) = 4〈Ŝzi,jŜzi+x,j+y〉 i,j#i+1,j i+x,j+y (6.1)
where filled circles denote a single atom located at sites (i, j) and (i + x, j + y) and
the empty circle denotes a doublon located at site (i + 1, j).
The underlying principle behind spin-charge separation is that the motion of the
dopant is independent of the spin background. Thereby, the spin correlations across
the dopant in 1D is expected to be strongly antiferromagnetic (see Fig. 6.2), because
the two spins involved spend most of the time as nearest neighbours, just not at the
moment when the lattice is frozen, when the dopant was inbetween them.
However, once the dimensionality is increased, the dopant is not allowed to tun-
nel around independent of the spin background anymore and the antiferromagnetic
correlations get washed out.
6.1. Development of correlations in two dimensions 81
FIGURE 6.3: Spin correlations conditioned on distance from dopant in
the crossover from 1D to 2D. Spin correlations between adjacent sites
CSD(−1, 0)/C(−1, 0) (gray) and across doublons CSD(2, 0) (blue) along the x direc-
tion. The strong antiferromagnetic correlations across doublons in 1D are reduced
in 2D, which is a signature of the formation of a polaron. Figures below show the
spin correlations CSD(x, y) between sites (0, 0) and (x, y) conditioned on finding a
doublon on site (1, 0) in the 1D (left) and 2D (right) case.
The spin correlations directly across a doublon, given by CSD(2, 0), is calculated
for the same crossover dataset which was used in Fig. 6.1. The result is shown in
Fig. 6.3.
At ty/tx = 0, the chains are essentially one dimensional (along the x-axis). As
we know from previous chapters, in 1D chains, the spin and charge dectors are de-
coupled, meaning that the strength of the (antiferro-)magnetic correlations are un-
affected by the presence of doublon. The underlying mechanism is the delocalized
nature of the dopant, which does not stay between the same two atoms for extended
periods of time. The result of such decoupling of spin and charge sectors is that the
spin correlation across the doublon CSD(2, 0) has an amplitude identical to the mean
nearest neighbour spin correlator Cx(1).
However, the situation is very different as ty/tx approaches 1, when fully two-
dimensional systems start being formed. In the 2D limit, the antiferromagnetic cor-
relations across the doublon is clearly reduced in comparison to the 1D case. The
nearest neighbour correlations in the immediate vicinity of the doublon is reduced
to about 70% of the undoped case.
This strong suppresion of the antiferromagnetic correlations across the dopant
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from−0.3 to almost zero (favouring neither ferromagnetic nor antiferromagnetic) in
the crossover from 1D to 2D is strong indication that the nature of the competition
between charge delocalization and the magnetic environment is dependent on the
dimensionality.
The emergence of a competition or interplay between spin background and the
motional degrees of freedom of the dopant is in turn a result of the breakdown of
spin-charge separation. The dopant is no longer unaffected by the spin background
and in fact seems to be surrounded by a region of distorted spins around it. Such a
quasiparticle, comprising of a dopant dressed by a local spin cloud, is precisely what
a magnetic polaron as discussed in Sec. 2.4 is.
6.2 Single dopant in a two dimensional antiferromagnet
The lack of a clear understanding of the competition between the antiferromagnetic
correlations and charge delocalization, possibly leading to the formation of magnetic
polarons, instigated us to perform a dedicated set of experiments to characterize in
detail the effect of the interplay of spin and charge in two dimensions. This section
describes the results of these experiments which led us to confirm the formation of
polarons in two dimensional Fermi-Hubbard systems.
We adiabatically prepare 2D Fermi-Hubbard systems at a temperature of T ∼
1.4J with a very high probability of having a doublon dopant somewhere in the
central region of the system. Then, using our quantum gas miscroscope, we map
out the spin correlations between different sites in the system. Since we can identify
the precise location of doublons in the system, we can look at local disturbances in
the spin background in the immediate vicinity of the doublon and contrast it to the
rest of the cloud.
In the case of polaron formation, we would expect to see a disturbance in the
spin background that is localized around the doublon (see discussion in Sec. 2.4). In
case there is no polaron formed, we would expect to see an overall reduction in the
antiferromagnetic correlations across the entire system, due to the delocalization of
the doublon independent of the spin background.
A summary of the results pertaining to the formation of a polaron at the level of
a single dopant in a 2D Fermi-Hubbard system is presented in this section. A more
detailed discussion of the study will be available in the thesis of Joannis Koepsell.
6.2.1 Formation of magnetic polarons
This section describes the spin correlations present in 2D Fermi-Hubbard systems
adibatically prepared with mobile dopants. The experimental sequence is similar to
the one described in Section 5.1, where a degenerate Fermi gas of ∼ 70 6Li atoms is
loaded into the 2D physics lattice with an onsite interaction energy of U/tx = 14.
The tunneling amplitude along the x- and y-axis are tx/h ≈ ty/h = 170 Hz and a
superexchange amplitude of J/h = 50 Hz.
A spin filter of |Sztot ≤ 3.5| is applied to avoid experimental runs where strongly
magnetized clouds were prepared. To prevent contribution from doublon-hole fluc-
tuations in our system, we use a filter to remove doublons with holes as nearest
neighbours.
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The dopant we consider could in principle be either a hole or a doublon. We
choose doublon doping in this experiment because they are trapped by our confining
harmonic potential and are likely to be found in the centre of the cloud rather than at
the wings. If we had worked with holes, the signal-to-noise ratio would be decreased
by the presence of holes created during the detection.
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FIGURE 6.4: Average density profile of prepared 2D systems. The chemical poten-
tial in the 2D system is fixed such that there is a high probability of finding one or
two doublons in cloud. These doublons are likely to be located in the central region
within an area of 3× 5 sites (black box), due to the confining potential of our traps.
To realize doped systems, we create clouds with an average of 1.95(1) doublons
in the central 15 sites of the cloud (see black box, Fig. 6.4), by setting an appropriate
chemical potential that can be tuned by varying the end point of our evaporative
cooling technique. The number of doublons in our system can be controlled pre-
cisely with this technique. In clouds of ∼ 70 − 75 atoms, we achieve our desired
doping.
The average density distribution in the cloud is shown in Fig. 6.4. The central
region, indicated by the black box, is the region where the delocalized dopant dou-
blons arising from an increased chemical potential are likely to be located. The prob-
ability of finding the doublon outside this region is reduced due to the harmonic con-
finement provided by the lattice, with a trapping frequency of about w/(2π) = 250
Hz.
In this section, the spin correlation or “bond strength” between two atoms (indi-
cated by filled circles) located a positions r1 and r2 will be defined by:
C(r1, r2) = 4〈Szr1 S
z
r2〉 r1 r2 . (6.2)
In this notation, we can define a three-point correlator which gives the bond
strength between two sites at positions r1 and r2 conditioned on having a doublon
at position r0:
C(r0; r1, r2) = 4〈Szr1 S
z
r2〉 
 r0 r1 r2
≡ C(r0; r, d) = 4〈Szr0+r− d2 S
z
r0+r+ d2
〉 
 r0 r0+r−
d
2
 
r0+r+
d
2
.
(6.3)
Here, d = r2− r1 and r = (r1 + r2)/2− r0 are the bond length and the distance of
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FIGURE 6.5: Map of diagonal spin correlations in the system. A, Bonds indicating
diagonal spin correlation strengths in the cloud. Black dots represent positions of
atoms in the lattice. In an area of ∼ 15 sites corresponding to the area with the
highest doublon density, a change in sign of the correlations is seen. B, Diagonal spin
correlations from the reference frame of the doublon. In the immediate vicinity of
the doublon, the bond strengths are negative, whereas the background correlations
have a positive value. This confirms the picture of a polaron as a doublon dressed
by a locally distorted spin cloud.
the bond from the doublon respectively. This three-point correlator is a natural ob-
servable to map out the spin correlations in the system in the presence of a doublon.
In particular, we can look at the spin correlations as a function of the bond distance
r from the doublon, in order to investigate local effects of the doublon on the spin
background.
The effect of the interplay between the delocalized doublon and the spin back-
ground is most pronounced in the immediate vicinity of the doublon and this is also
where we expect to see the maximum distortion of the spin background. The four
spin bonds closest to the doublon by distance are the diagonal bonds (|d| = 1.4)
which connect the four atoms closest (nearest neighbours) to the doublon.
When the diagonal bonds and their strengths are mapped out (see Fig. 6.5, left),
we see a region of spin distortion (indicated by reduced antiferromagnetic correla-
tions) in the centre of the cloud. This region, around 5× 3 sites, is exactly the same
region where there is a high probability of finding the doublon (see black box, Fig.
6.4), indicating that the spin distortion is correlated to the position of the doublon.
Our analysis enables us to average the three-point correlator over all positions
and obtain the average spin correlations in the reference frame of a single doublon
C(r, d) (see Fig. 6.5, right). In this frame, the deviation of the spin correlations in
the immediate vicinity of the doublon from the antiferromagnetic background is
clear to see. Whereas far away from the doublon, there are strong antiferromagnetic
correlations in the system, these correlations change sign and become ferromagnetic
in a small region around the doublon.
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6.3 Conclusion
In this chapter, we moved away from 1D chains and towards 2D systems with an-
tiferromagnetic correlations by tuning the ratio of the lattice depths in the x− and
y− directions. The spin correlations across dopants in the dimensional crossover
was seen to depend strongly on the dimensionality of the system, with the correla-
tions vanishing in fully 2D systems. This indicated the breakdown of spin-charge
separation and the formation of a polaron.
The results discussed in this chapter represent a first microscopic characteriza-
tion of magnetic polarons in real space. They show that the dressing of the doublons
by a local spin distortion has its origins in the competition between kinetic and mag-
netic energy in the system, which is absent one dimension.
Polarons are the “building blocks” of many complex many-body phases and they
emerge already at the level of a single dopant. Future studies in this direction will
focus on the nature of the interaction between multiple polarons and the formation
of a stripe phase in the presence of multiple dopants.
A major limitation at the time of these measurements was the system size which,
due to the harmonic confinement of the trap, put a bound on the number of mobile
doublons we could have in the system. Current upgrades in the laboratory will
see significant improvements in system sizes and achievable temperatures in the
prepared two dimensional Fermi-Hubbard systems. Implementation of larger and
colder [74, 153, 154] systems will no doubt lead to a lot more insight into the nature
of the interplay between spin and charge in doped 2D Fermi-Hubbard systems.
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Summary and outlook
Throughout this thesis, we have seen how microscopy of ultracold fermions in opti-
cal lattices has enabled the confirmation of a variety of phenomena occuring in real
condensed matter systems, which are hard to prove otherwise. This is, after all, the
main aim of quantum simulators - to provide a fundamental microscopic descrip-
tion of strongly correlated many-body systems by using a clean and controllable
analogous platform.
In particular, we were able to probe the phenomenon of incommensurate mag-
netism in one dimension and the formation of magnetic polarons in two dimensions
with the spatial resolution of a single lattice site. Then, with the additional resolution
of time, we were able to study the dynamics of a single dopant in a 1D antiferromag-
netic chain, deomnstrating the phenomenon of spin-charge separation.
Our ability to study these phenomena relied heavily on having both spin and
charge resolution for every single lattice site. Such an imaging technique allows
us to obtain full counting statistics and consequently, to analyze various complex
multi-point correlation functions across the whole system.
There are several directions that our experiment can go from here. The most
natural extension of the results presented here would be to study the dynamical
effects of spin and charge in quasi- or fully two dimensional systems. One could
imagine preparing a dopant in two dimensions and tracking its propagation in real
space and time. The signatures we saw of the vastly different physics occuring in
two dimensions - the formation of a polaron - could be studied with time-resolution
to obtain an effective mass of the polaron [155–157]. Such experiments could also
look at the crossover from 1D to 2D in order to understand how dimensionality
affects the behaviour of a polaron.
Another interesting experiment would be to search for the analogue of a do-
main wall in two dimensions - the stripe phase [96, 138, 158, 159]. To study stripe
phase formation - the ordering of multiple dopants in a 2D antiferromagnet - it is
necessary to prepare more dopants and have a bigger system size than described in
Chapter 5. Upgrades are being planned in both these directions - a new bichromatic
optical lattice along all three axes and a digital micromirror device (DMD) capable
to projecting arbitrary potentials onto the atoms - and will be implemented in the
near future. An alternative way to study the behavior of stripes could be to start by
preparing an ordered state of dopants and observe the resultant dynamics.
A simpler experiment that can be done with a larger system size would be two
study the interaction between two polarons. An attraction between two dopants
in an antiferromagnet might be observable even with the temperatures currently
achievable. Such an experiment would be interesting even without time-resolution;
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the attraction would be manifest in density-density correlations. However, with
time-resolution, experiments which directly look at how one dopant affects the string
of flipped spins left behind by another dopant would be possible.
A big challenge in any of these proposals is the ability to prepare dopants in a
controlled manner. In the dynamical experiment described in Chapter 6, we pre-
pared dopants by resonantly scattering a fermion out of the Fermi-Hubbard chain.
Such a quench excites a wide spectrum of spin and charge modes and is not ideal to
study, for example, the low energy quasiparticle modes. Perhaps a way to overcome
this problem is not do a local quench, but rather by projecting global optical patterns
with a DMD which excites only the low energy modes.
In two dimensions systems with strong repulsive interactions, even a single hole
can lead to itinerant ferromagnetism and the Nagaoka effect [100, 160–163].
Over the course of the past months, a few upgrades have been incorporated into
the experiment and several more have been planned.
A major limitation of our fluorescence imaging process has been the stability
and output power of the pinning lattices in which we perform the Raman sideband
cooling. Heating from photon scattering can lead to the system going away from the
Lamb-Dicke regime, giving rise to an error in detecting the atoms of a few percent.
To ensure that the atoms are cooled effectively, it is important to have low relative
intensity noise (RIN) and low pointing instability.
For the results described in this thesis, we worked with three Nufern 50W fiber
amplifier for the pinning lattice which took several hours of operation to stabilize.
Since then, we have upgraded this setup to work with three ALS (Azur Light Sys-
tems) 50W fiber amplifiers, which have considerably better performance - less than
4% drift in output power and at low frequencies, a RIN that is 10− 20dB lower than
the Nufern and quick pointing stabilization times.
To gain space on the optical table, we made use of miniaturized mounts and
breadboards for the new pinning lattice setup, which now takes up roughly half the
area as before. We were also able to obtain 40% more optical power out of this setup,
all of which increases the efficiency of cooling the atoms while collecting fluorescent
photons.
Another major upgrade involves switching from the lattice setup described in
Chapter 3 to a bichromatic lattice using light at both 1064nm and 532nm. More
details of this setup can be found in the masters theses of Michael Höse and Dominik
Bourgund. The main motivation for moving away from sending the lattice beams
through the high-NA objective is that this technique is prone to abberations that
create inhomogenous potentials for the atoms and it poses a fundamental limit on
big the beam can be at the focus, limiting the size of our lattice gas. For example,
any defect (scratch, dirt, etc.) on the beam path gets images onto the atoms and since
the beams are off-center from the optical axis, there could be unwanted wavefront
corrections.
The alternative we choose is to use mirrors to direct the lattice beams straight
to the atoms. In order to have a superlattice, we then overlap two beams - one at
1064nm and the other at 532nm - and send them to the mirrors.
The bichromatic lattice along the vertical direction has already been implemented
in the past months. Having the ability to split along the z−axis clears up space in the
xy-plane which we needed before for spin resolution. We can now use a small scale
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FIGURE 7.1: Splitting along the vertical axis using a superlattice. Obtaining spin
resolution along the z-axis allows larger system sizes by using the short-short lattice
in the xy-plane. The superlattice spacing is 3µm. After splitting, the two planes can
be pumped further away from each other. Images are taken by moving the moving
the focus of the microscope from one plane to the other with a piezo controller. The
geometry and phase control of along the vertical direction also enables the prepara-
tion of bilayer systems.
lattice along both x− and y− axes and automatically gain a factor of two in atom
number, and use the splitting along the vertical for spin resolution. A schematic is
shown in Fig. 7.1. The physics is allowed to happen in the 2D plane and the lattices
are ramped up to freeze the distribution. The superlattice is then ramped up along
with a gradient field in the z−direction and the atoms are split into two different
planes according to their spin states. These two planes can then be pumped away
from one another by changing the relative phase between the beams at 1064nm and
532nm. Two images are then taken - one of each plane - by moving the focus of
the microscopic objective from one plane to the other using a piezo controller. While
one plane is being imaged, the other plane appears as a blurred background and vice
versa. On reconstructing the spin distributions, full counting statistics of density and
spin can once again be recovered.
A direct benefit of preparing atoms in different planes and controlling their inter-
action is the ability to study the physics of bilayer systems. By preparing two Fermi-
Hubbard planes and tuning the ratio of intra-plane and inter-plane tunneling, many
interesting phases can emerge [164–167]. For weak interaction strengths, the bilayer
system is expected to undergo a transition from a Mott-insulating to metallic and
then to a band-insulating phase as the inter-plane tunneling is increased. However,
for strong interactions, a crossover from the Mott-insulating to the band-insulating
phase is expected. Interlayer hybridization is also predicted to play a key role in the
superconducting pairing mechanism [168]. Experiments studying the competition
between in-plane spin ordering and the quantum fluctuations emerging from the
coupling to the second layer can also be readily performed by extending the exper-
imental scheme above to obtain spin resolved images of both planes of the bilayer
system.
A research direction which has seen a lot of progress in the past few years has
been in trying to achieve colder systems. To see phenomena that occur close to the
critical temperature for high Tc superconductors, temperatures as low as Tc/t ≈ 0.05
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are required. One approach, pioneered by the group at Harvard, tries to redistribute
the entropy of the cloud by using a dimple beam that collects the colder atoms while
the hotter atoms go to the outer edges which act as a reservoir [74], and achieves tem-
peratures as low as T/t ≈ 0.25. With new bichromatic superlattices along x− and
y− directions, we could implement a scheme where we start with a band-insulator
and split it into a Mott-insulator. This approach works because the band-insulator
has very low entropy per particle, and splitting it into a Mott-insulator can help in
the preparation of very low entropy system.
Regardless of which direction the laboratory decides to take in the end, a lot of
progress will be made in the next years towards the understanding of the interplay
between spin and charge in doped antiferromagnets at the microscopic level. From
experience, there is no doubt that interesting research directions will emerge seem-
ingly out of nowhere and lead to exciting results. We are truly entering the era when
ultracold atom quantum simulators are starting to provide previously inaccessible
microscopic insight into strongly correlated many body systems.
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