Abstract. We extend the known tables of pseudosquares and pseudocubes, discuss the implications of these new data on the conjectured distribution of pseudosquares and pseudocubes, and present the details of the algorithm used to do this work. Our algorithm is based on the spacesaving wheel data structure combined with doubly-focused enumeration, run in parallel on a cluster supercomputer.
Introduction
It is well-known that testing for primality can be done in polynomial time [1, 3] . However, the fastest known deterministic algorithms are conjectured to be the pseudosquares prime test of Lukes, Patterson, and Williams [6] , and its generalization, the pseudocube prime test of Berrizbeitia, Müller, and Willimas [4] , both of which run in roughly cubic time, if a sufficiently large pseudosquare or pseudocube is available. In particular, the pseudosquares prime test is very useful in the context of finding all primes in an interval [9] , where sieving can be used in place of trial division. This, then, motivates the search for larger and larger peudosquares and pseudocubes, and attempts to predict their distribution. See, for example, Wooding and Williams [12] and also [7, 11, 8, 2, 10] .
In this paper, we present extensions to the known tables of pseudosquares and pseudocubes in §2. We discuss the implications of this new data on the conjectured distribution of pseudosquares and pseudocubes in §3, and give a minor refinement of the current conjectures. Then we describe our parallel algorithm, based on Bernstein's doubly-focused enumeration [2] , which is used in a way similar, but not identical to the work of Wooding and Williams [12] , combined with the space-saving wheel data structure presented in [9, §4.1]. We then suggest ideas for future work in §5.
Let (x/y) denote the Legendre symbol [5] . For an odd prime p, let L p,2 , the pseudosquare for p, be the smallest positive integer such that
(L p,2 /q) = 1 for every odd prime q ≤ p, and 3. L p,2 is not a perfect square.
In other words, L p,2 is a square modulo all primes up to p, but is not a square. We found the following new pseudosquares: Similarly, for an odd prime p, let L p,3 , the pseudocube for p, be the smallest positive integer such that
≡ 1 (mod q) for every prime q ≤ p, q ≡ 1 (mod 3), 3. gcd(L p,3 , q) = 1 for every prime q ≤ p, and 4. L p,3 is not a perfect cube.
We found the following new pseudocubes (only listed for p ≡ 1 (mod 3)): These pseudocubes were found in about 6 months of total wall time in 2009. Wooding and Williams [12] had found a lower bound of L 499,3 > 1.45152 × 10
22
. For a complete list of known pseudocubes, see [12, 4, 10] .
The Distribution of Pseudosquares and Pseudocubes
Let p i denote the ith prime, and q i denote the ith prime such that q i ≡ 1 (mod 3). In [6] it was conjectured that, for a constant c 2 > 0, we have
Using similar methods, in [4] it was conjectured that, for a constant c 3 > 0, we have
In a desire to test the accuracy of these conjectures, for integers n > 0 let us define
We calculated c 2 (n) and c 3 (n) from known pseudosquares and pseudocubes. We present these computations in Table 1 , for pseudosquares, and in Table 2 , for pseudocubes, below.
From Table 1 , we readily see that c 2 (n) appears to be bounded between roughly 5 and 162, with an average value near 45. There is no clear trend toward zero or infinity. Due to the common occurence of values of n where L pn,2 = L pn+1,2 (for example, n = 56), it should also be clear c 2 (n) does not have a limit.
Similarly for the pseudocubes, in Table 2 we see that 0.05 < c 3 (n) < 6.5 for 10 ≤ n ≤ 53, with an average value of roughly 1.22. And again, there is no clear trend toward zero or infinity, nor can there be a limit for c 3 (n).
This leads us to the following refinements, if you will, of the conjectures (1),(2) above.
Conjecture. For the pseudosquares, we conjecture that
lim sup
Similarly, for the pseudocubes, we conjecture that
Our data also has implications on the relative efficiently of primality testing. In particular, several researchers have pointed out that if conjectures (1),(2) are 
for sufficiently large n (see [12, §9.1] ). This inference follows from our refined conjectures as well. We have our first specific value of n to support (9), namely with n = 48, where L 2/3 qn,3 ≈ 2.214 · L pn,2 . However, given that c 2 (n) averages about 45, and c 3 (n) averages just over 1.2, we would reasonably expect (9) to largely be true only for n larger than about 75, under the assumption these averages are maintained. To test this, more pseudosquares and, in particular, more pseudocubes are needed.
Algorithm Details
We begin with a review of doubly-focused enumeration, explain how we employ parallelism, and how the space-saving wheel datastructure is utilized. We also discuss the details of our implementation, including the hardware platform and software used.
Doubly-Focused Enumeration
The main idea is that every integer x, with 0 ≤ x ≤ H, can be written in the form
where
(See [2] or [12, Lemma 1] .) This is an explicit version of the Chinese Remainder Theorem.
To find pseudosquares, we set M n and M p to be products of small odd primes and 8, choose t p to be square modulo M p , and −t n to be square modulo M n . To be precise, in our implementation we set Note that both M p , M n < 2 64 , allowing us to work in 64-bit machine arithmetic.
To find pseudocubes, the same idea applies, only note that if −t n is a cube modulo M n , so is t n . We used only 2, 9 and primes congruent to 1 (mod 3) for better filter rates:
Parallelism and Main Loop
Each processor core was assigned an interval of t p values to process by giving it values of H − and H + . For finding pseudosquares,
12 . Parallelism was achieved by having different processors working on different intervals simultaneously. Once all processors had finished their current intervals, the work was saved to disk (allowing restarts as needed) and new intervals were assigned.
To process an interval, each processor core did the following: The number of primes to use for this depends on how many t p values will be processed for each t n -in our case, it was several hundred on average, so this step improves performance. If it were fewer, say 50, then normalizing the sieve tables would require more work than is saved by having constant-time lookup. 5. For each t n generated, using binary search on A[] to find all the t p values it can match with, generate an x = t p M n − t n M p within our global search range. (For example, in our last run for pseudosquares, we searched for x values between 7.5 × 10 24 and 10 25 .) Note: at this point we do not actually compute the value of x. 6. Lookup each t p value in the normalized tables mentioned above. If it fails any of the 4 sieve tests, move on to the next t p value. For pseudosquares, a t p values passes these tests with probability roughly (1/2) 4 = 1/16, and for pseudocubes, roughly (1/3) 4 = 1/81. Note that this step is the running time bottleneck of the algorithm. 7. The next batch of primes q have precomputed sieve tables that are not normalized, but we precompute M p and M n modulo each q so the we can compute x mod q without exceeding 64-bit arithmetic. Continue only if our t p value passes all these sieve tests as well. The expected number of primes q used in this step is constant. 8. Finally, compute x using 128-bit hardware arithmetic, and see if it is a perfect square or perfect cube. If it passes this test, append x to the output file for this processor core.
We had two wheel datastructures, one each for M p and M n . For details on how this datastructure works, see [9] . We leave the details for how to modify the datastructure to handle cubes in place of squares to the reader.
Implementation Details
To compute the tables presented in §2, we used Butler University's cluster supercomputer, BigDawg, which has 24 compute nodes, each of which has four AMD Opteron 8354 quad-core CPUs at 2.2GHz with 512KB cache, for a total of 384 compute cores. As might be expected, we did not have sole access to this machine for over a year, so the code was designed, and ran, using anywhere from 10 to 24 nodes, or from 160 to 384 cores, depending on the needs of other users. This flexibility is one advantage of our parallelization method -by t p intervals. In [12] , they parallelized over residue classes, which restricts the CPU count to a fixed number (180 in their case).
BigDawg runs a Linux kernel on its head node and compute nodes, and the code was written in C++ using the gnu compiler (version 4.1.2) with MPI. It has both 10GB ethernet and Infiniband interconnect, but inter-processor communication was not a bottleneck for our programs.
We tested our code by first finding known pseudosquares (all but the highest few) and known pseudocubes, in the process verifying previous results.
