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INTRODUCTION
Spin generation and spin currents in semiconductor
structures lie at the heart of the emerging field of spin-
tronics and are a major and still growing direction of
solid-state research. Among the plethora of concepts and
ideas, current-induced spin polarization has attracted
particular interest from both experimental and theoret-
ical point of view, for reviews see Refs. [1–14]. In non-
magnetic semiconductors or metals belonging to the gy-
rotropic point groups [15], see Refs. [7, 16–20], dc elec-
tric current is generically accompanied by a non-zero
average nonequilibrium spatially homogeneous spin po-
larization and vice-versa. The latter phenomenon is
referred to the spin-galvanic effect observed in GaAs
QWs [21] and other two-dimensional systems, see e.g.
reviews [5, 7, 10, 11, 13, 14, 22–25]. In low-dimensional
semiconductor structures these effects are caused by
asymmetric spin relaxation in systems with lifted spin de-
generacy due to k-linear terms in the Hamiltonian, where
k is the electron wave vector. In spite of the termino-
logical resemblance, spin polarization by electric current
fundamentally differs from the spin Hall effect [4–6, 8, 11–
13, 26–32], which refers to the generation of a pure spin
current transverse to the charge current and causes spin
accumulation at the sample edges. The distinctive fea-
tures of the current-induced spin polarization are, that
this effect can be present in gyrotropic media only, it re-
sults in nonzero average spin polarization, and does not
depend on the real-space coordinates. Thus, it can be
measured in the whole sample under appropriate con-
ditions. The spin Hall effect, in contrast, does not yield
average spin polarization and does not require gyrotropy,
at least for the extrinsic spin Hall effect.
The ability of charge current to polarize spins in gy-
rotropic media has been predicted more than thirty years
by Ivchenko and Pikus [33]. The effect has been con-
sidered theoretically for bulk tellurium crystals, where,
almost to the same time, it has been demonstrated ex-
perimentally by Vorob’ev et al. [34]. In bulk tellurium
current-induced spin polarization is a consequence of
the unique valence band structure of tellurium with hy-
bridized spin-up and spin-down bands (”camel back”
structure) and, in contrast to the spin polarization in
quantum well structures, is not related to spin relax-
ation. In zinc-blende structure based QWs this micro-
scopic mechanism of the current-induced spin polariza-
tion is absent [35, 36]. Vas’ko and Prima [36], Aronov
& Lyanda-Geller [37], and Edelstein [38] demonstrated
that spin orientation by electric current is also possi-
ble in two-dimensional electron systems and is caused
by asymmetric spin relaxation. Two microscopic mech-
anisms, namely scattering mechanism and precessional
mechanism, based on Elliott-Yafet and D’yakonov-Perel’
spin relaxation, respectively, were developed. The first
direct experimental proofs of this effect were obtained
in semiconductor QWs by Ganichev et al. in (113)-
grown p-GaAs/AlGaAs QWs [39, 40], Silov et al. in
(001)-grown p-GaAs/AlGaAs heterojunctions [41, 42] ,
Sih et al. in (110)-grown n-GaAs/AlGaAs QWs [43] and
Yang et al. in (001)-grown InGaAs/InAlAs QWs [44], as
well as in strained bulk (001)-oriented InGaAs and ZnSe
epilayers by Kato et al. [45, 46] and Stern et al. [47],
respectively. The experiments include the range of opti-
cal methods such as Faraday rotation and linear-circular
dichroism in transmission of terahertz radiation, time re-
solved Kerr rotation and polarized luminescence in near-
infrared up to visible spectral range. We emphasize that
current-induced spin polarization was observed even at
room temperature [39, 40, 46]. It has been demonstrated
that depending on the point group symmetry electric
current in 2D system may result in the in-plane spin
orientation, like in the case of e.g. (001)-grown struc-
tures [41, 42, 44–51], or may additionally align spins nor-
mal to the 2DEG’s plane. The latter take place in [llh]-
or [lmh]-oriented structures, e.g. [113]-, [110]- and [013]-
grown QWs (see [10, 39, 40, 43, 52]). We also would like
to note, that investigating spin injection from a ferromag-
netic film into a two-dimensional electron gas, Hammar
et al. [53, 54] used the concept of a spin orientation by
current in a 2DEG (see also [55, 56]) to interpret their
results. Though a larger degree of spin polarization was
extracted the experiment’s interpretation is complicated
by other effects [57, 58]. Later experiments on ferromag-
net/(Ga,Mn)As bilayers [25], uniaxial (Ga,Mn)As epilay-
ers [59], metallic interfaces and surfaces [60–65] and in-
terfaces between ferromagnetic films and topological in-
sulators [66, 67] clearly demonstrated the ability of spin
polarization by electric current in ferromagnetics- and
metal-based structures.
The experimental observation of current-induced spin
polarization has given rise to extended theoretical stud-
ies of this phenomenon in various systems using vari-
ous approaches and theoretical techniques. These in-
clude the semiclassical Boltzmann equation [52, 68–73]
derived from the quantum mechanical Liouville equa-
tion [74] and other diffusion-type equations describing
the dynamics of spin expectation values [6, 75–83]. Other
2authors have performed important and fruitful studies of
the same issues using various Green’s function techniques
of many-body physics [2, 84–91]. The effect of external
contacts to the system and boundaries was studied ex-
plicitly in Refs. [56, 92, 93], and in Refs. [94, 95] the
spin response of an electron gas to a microwave radia-
tion was calculated. The influence of four terminal ge-
ometry has been studied in Ref. [96] using a numerical
Landauer-Keldysh approach, and weak localization cor-
rections for current-induced spin polarization have been
calculated in [97]. The current-induced spin polarization
has also been investigated in hole systems [89, 98, 99]. A
search for efficient spin generation and manipulation by
all electrical means has given rise to theoretical analysis
of current induced spin polarization in exotic regimes,
like streaming caused by high electric fields [73, 100]
or very weak electron-impurity interaction [101], in one-
dimensional channels [102, 103] and combined structures
with metal/insulator [104], ferromagnets/topological in-
sulators [105–108] ferromagnets/graphene [109, 110] or
metal/semiconductor [62, 111] interfaces.
Searching for publications on current-induced spin po-
larization one can be confused by the fact that several
different names are used to describe it. Besides current-
induced spin polarization (CISP) this phenomenon is of-
ten referred to as the inverse spin-galvanic effect (ISGE),
current-induced spin accumulation (CISA), the magneto-
electric effect (MEE) or kinetic magneto-electric effect
(KMEE) (this term was first used to describe the ef-
fect in non-magnetic conductors by Levitov et al. [112]),
electric-field mediated in-plane spin accumulation. These
variety of terms was extended further after the observa-
tion of the current-induced spin polarization at the in-
terface between non-magnetic metals [60]. The authors
introduce the new term - Edelstein effect (EE) - which, in
followed up works, was modified to Rashba-Edelstein ef-
fect (REE) as well as to its inversion (IEE) corresponding
to the spin-galvanic effect. Despite the enormous diver-
sity of labels in all these cases we deal with one and the
same microscopic effect: appearance of non-equilibrium
spin polarization due to dc electric current in the gy-
rotropic media with Rashba/Dresselhaus spin splitting
of the bands. In our chapter we will use two of these
terms: current-induced spin polarization and the inverse
spin-galvanic effect.
MODEL
Phenomenologically, the electron’s averaged nonequi-
librium spin S can be linked to the an electric current j
(a)   (110)-grown QW
jx
(b)   symm. QW, C2v - group
j
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FIG. 1. (a) Electric current-induced spin polarization in sym-
metric (110)-grown zinc-blende structure based QWs. (b)
symmetry elements of symmetrical QW grown in the z|| [110]
direction. Arrows in the sketch (b) show reflection of the com-
ponents of polar vector jx and axial vector Sz by the mirror
reflection plane m1. An additional reflection by the mirror
reflection plane m2 does not modify the components of an in-
plane polar vector jx as well as does not change the polarity
of an out-plane axial vector Sz. Thus, the linear coupling of
jx and Sz is allowed for structures of this symmetry.
by
jλ =
∑
µ
QλµSµ , (1)
Sα =
∑
γ
Rαγjγ , (2)
where Q and R are second rank pseudotensors. Equa-
tion (1) describes the spin-galvanic effect and Eq. (2) rep-
resents the effect inverse to the spin-galvanic effect: an
electron spin polarization induced by a dc electric cur-
rent. We note the similarity of Eqs. (1) and (2) char-
acteristic for effects due to gyrotropy: both equations
linearly couple a polar vector with an axial vector. The
phenomenological equation (2) shows that the spin po-
larization can only occur for those components of the
in-plane components of j whose transform as the aver-
aged nonequilibrium spin S for all symmetry operations.
Thus the relative orientation of the current direction and
the average spin is completely determined by the point
group symmetry of the structure. This can most clearly
be illustrated by the example of a symmetric (110)-grown
zinc-blende QW where an electric current along x ‖ [11¯0]
results in a spin orientation along the growth direction
z, see Fig. 1(a). These QWs belong to the point-group
symmetry C2v and contain, apart from the identity and
a C2-axis, a reflection plane m1 normal to the QW plane
and x-axis and a refelction plane m2 being parallel to the
interface plane, see Fig. 1(b). The reflection in m1 trans-
forms the current component jx and the average spin
component Sz in the same way (jx → −jx, Sy → −Sy),
see Fig. 1(b). Also the reflection in m2 transforms these
components in an equal way, and the sign of them re-
mains unchanged for this symmetry operation. There-
fore, a linear coupling of the in-plane current and the out-
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FIG. 2. Current-induced spin polarization (a) and spin-
galvanic effect (b) due to spin-flip scattering in symmetric
(110)-grown zinc-blende structure based QWs. In this case
only βzxσzkx term are present in the Hamiltonian. The
conduction subband is split into two parabolas with spin-up
|+1/2〉z and spin-down | − 1/2〉z pointing in the z-direction.
In (a) biasing along the x-direction causes an asymmetric in
k-space occupation of both parabolas. In (b) nonequilibrium
spin orientation along z-direction causes an electric current in
x-direction. After [39, 40].
plane average spin is allowed, demonstrating that a pho-
tocurrent jx can induce the average spin polarization Sz.
In asymmetric (110)-grown QWs or (113)-grown QWs
the symmetry is reduced to Cs and additionally to the z-
direction, spins can be oriented in the plane of QWs[113].
Similar arguments demonstrate that in (001)-grown zinc-
blende structure based QWs an electric current can re-
sults in an in-plane spin orientation only. In this case, the
direction of spins depends on the relative strengths of the
structure inversion asymmetry (SIA) [114] and bulk in-
version asymmetry (BIA) [115] resulting in an anisotropy
of the current-induced spin polarization.
A microscopic model of the current-induced spin po-
larization [39, 40] is sketched in Fig. 2(a). To be specific
we consider an electron gas in symmetric (110)-grown
zinc-blende QWs. The explanation of the effect mea-
sured in structures of other crystallographic orientation
or in a hole gas can be given in a similar way. In the
simplest case the electron’s (or hole’s) kinetic energy in
a quantum well depends quadratically on the in-plane
wavevector components kx and ky. In equilibrium, the
spin degenerated kx and ky states are symmetrically oc-
cupied up to the Fermi energy EF . If an external electric
field is applied, the charge carriers drift in the direction
of the resulting force. The carriers are accelerated by
the electric field and gain kinetic energy until they are
scattered. A stationary state forms where the energy
gain and the relaxation are balanced resulting in a non-
symmetric distribution of carriers in k-space yielding an
electric current. The electrons acquire the average quasi-
momentum
h¯∆k = eEτps (3)
where E is the electric field strength, τps is the momen-
tum relaxation time for a given spin split subband labeled
by s, and e is the elementary charge. As long as spin-
up and spin-down states are degenerated in k-space the
energy bands remain equally populated and a current is
not accompanied by spin orientation. In QWs made of
zinc-blende structure material like GaAs or strained bulk
semiconductors, however, the spin degeneracy is lifted
due to SIA and BIA [114, 115] and dispersion reads
Eks =
h¯2k2
2m∗
+ βlmσlkm (4)
with the spin-orbit pseudotensor β, the Pauli spin ma-
trices σl and effective mass m
∗ (note, the similarity to
Eqs. (1) and (2)). The parabolic energy band splits
into two subbands of opposite spin directions shifted in
k-space symmetrically around k = 0 with minima at
±k0. For symmetric (110)-grown zinc-blende structure
based QWs the spin-orbit interaction results in a Hamil-
tonian of the form βzxσzkx, the corresponding dispersion
is sketched in Fig. 2. Here the energy band splits into
two subbands of sz = 1/2 and sz = −1/2, with minima
symmetrically shifted in the k-space along the kx axis
from the point k = 0 into the points ±k0, where k0 =
m∗βz′x/h¯
2. As long as the spin relaxation is switched off
the spin branches are equally populated and equally con-
tribute to the current. Due to the band splitting, spin-
flip relaxation processes ±1/2→ ∓1/2, however, become
different because of the difference in quasi-momentum
transfer from initial to final states. In Fig. 2(a) the
k-dependent spin-flip scattering processes are indicated
by arrows of different lengths and thicknesses. As a
consequence different amounts of spin-up and spin-down
carriers contribute to the spin-flip transitions causing a
stationary spin orientation. In this picture we assume
that the origin of the current-induced spin orientation
is, as sketched in Fig. 2(a), exclusively due to scattering
and hence dominated by the Elliott-Yafet spin relaxation
(scattering mechanism) [116]. The other possible mech-
anism resulting in the current-induced spin orientation
is based on the D’yakonov-Perel spin relaxation [116]
(precessional mechanism). In this case the relaxation
rate depends on the average ∆k-vector equal to k¯1/2 =
−k0 + 〈∆kx〉 for the spin-up and k¯−1/2 = k0 + 〈∆kx〉
for the spin-down subband [115]. Hence, also for the
D’yakonov-Perel mechanism the spin relaxation becomes
asymmetric in k-space and a current through the electron
gas causes spin orientation.
Figure 2(b) shows that not only phenomenological
equations but also microscopic models of the current-
induced spin polarization and the spin-galvanic effect are
similar. Spin orientation in the x-direction causes the un-
balanced population in spin-down and spin-up subbands.
As long as the carrier distribution in each subband is
symmetric around the subband minimum at kx± no cur-
rent flows. The current flow is caused by k-dependent
spin-flip relaxation processes [7, 21, 22]. Spins oriented
in the z-direction are scattered along kx from the higher
4filled, e.g., spin subband | + 1/2〉z, to the less filled spin
subband | − 1/2〉z. The spin-flip scattering rate depends
on the values of the wavevectors of the initial and the
final states [116]. Four quantitatively different spin-flip
scattering events exist. They preserve the symmetric dis-
tribution of carriers in the subbands and, thus, do not
yield a current. While two of them have the same rates,
the other two, sketched in Fig. 2 (b) by bent arrows, are
inequivalent and generate an asymmetric carrier distribu-
tion around the subband minima in both subbands. This
asymmetric population results in a current flow along the
x-direction. Within this model of elastic scattering the
current is not spin polarized since the same number of
spin-up and spin-down electrons move in the same direc-
tion with the same velocity. Like current-induced spin
polarization also spin-galvanic effect can result from the
precessional mechanism [7] based on the asymmetry of
the Dyakonov-Perel spin relaxation.
In order to foster the above phenomenological argu-
ments and models, let us discuss a microscopic descrip-
tion of such processes as introduced in Ref. [71]. This the-
ory is based on an analytical solution to the semiclassical
Boltzmann equation, which does not include the spin re-
laxation time explicitly. Instead one utilizes the so-called
quasiparticle life time τ0, which is defined via the scat-
tering probability alone. This is in contrast to the mo-
mentum relaxation time τps, which, in addition, depends
on the distribution function itself and, therefore, should
be selfconsistently deduced from the Boltzmann equation
written within the relaxation time approximation. In the
framework of a simplest model dealing with the elastic
delta-correlated scatterers the quasiparticle life time τ0
depends neither on carrier momentum nor spin index,
and in that way it essentially simplifies our description.
Before we proceed let us first discuss the applicability
of the quasiclassical Boltzmann kinetic equation to the
description of the spin polarization in quantum wells ob-
served in [41–47]. There are two restrictions which are
inherited by the Boltzmann equation due to its quasiclas-
sical origin. The first one is obvious: The particle’s de
Broglie length must be much smaller than the mean free
path. At low temperatures (as compared to the Fermi
energy) the characteristic de Broglie length λ relates to
the carrier concentration ne ∼ m
∗EF
pih¯2
approximately as
λ ∼
√
2pi/ne, whereas the mean free path l can be esti-
mated as l ∼ h¯m∗
√
2pineτ0. Thus, the first restriction can
be written as
ne ≫ m∗/h¯τ0. (5)
The second one is less obvious and somewhat more spe-
cific to our systems here, but still it is important: The
smearing of the spin-split subband due to the disorder
h¯/τ0 must be much smaller than the spin splitting en-
ergy E+k − E−k. The latter depends strongly on the
quasimomentum, and therefore, at the Fermi level it is
defined by the carrier concentration. As consequence, the
concentration must fulfil the following inequality
ne ≫ h¯2/8piβ2τ20 , (6)
where β is the spin-orbit coupling parameter. This
restriction can also be reformulated in terms of the
mean free path l and spin precession length λs ∼ pi/k0.
Namely, lmust be much larger than λs so that an electron
randomizes its spin orientation due to the spin-orbit pre-
cession between two subsequent scattering events. This
restriction corresponds to the approximation which ne-
glects the off-diagonal elements of the non-equilibrium
distribution function in the spin space. Indeed, an elec-
tron spin can not only be in one of two possible spin eigen
states of the free Hamiltonian but in an arbitrary super-
position of them, the case described by the off-diagonal
elements of the density matrix. The latter is not possible
in classical physics where a given particle always has a
definite position in the phase space. Thus, we could not
directly apply Boltzmann equation in its conventional
form for the description of the electron spin in 2DEGs
with spin-orbit interactions as long as the inequality (6)
is not fulfilled. Note, on the other hand, that all the
quantum effects stemming from the quantum nature of
the electron spin can be smeared out by a sufficient tem-
perature larger than the spin splitting energy E+k−E−k.
Thus, the room temperature Troom = 25meV being much
larger than the spin-orbit splitting energy of the order of
3meV (which is relevant for InAs quantum wells) makes
the Boltzmann equation applicable for sure. In order
to verify whether the conditions (5) and (6) are indeed
satisfied, one can deduce the quasiparticle life time τ0
from the mobility µ = eτ0/m
∗. Then, using spin-orbit
coupling parameters in the range usually found in ex-
periments [117–119], the above inequalities turn out to
be fulfilled. In the case when inequality (6) is not ful-
filled, the theory based on spin-density matrix formalism
yields the result for CISP degree depending on the ra-
tio between energy and spin relaxation times [52, 120].
If energy relaxation is slower than Dyakonov-Perel spin
relaxation, then the electrically induced spin is given by
Eq. (11) derived for well-split spin subbands. This regime
takes place at low temperatures. By contrast, spin den-
sity is twice larger in the opposite case of fast energy
relaxation which is realized at moderate and high tem-
peratures.
In general, the Boltzmann equation describes the time
evolution of the particle distribution function f(t, r,k),
in the coordinate r and momentum k space. To de-
scribe the electron kinetics in presence of a small ho-
mogeneous electric field E in a steady state one usually
follows the standard procedure widely spread in the lit-
erature on solid state physics. The distribution function
is then represented as a sum of an equilibrium f0(Esk)
and non-equilibrium f1(s,k) contributions. The first one
is just a Fermi-Dirac distribution, and the second one is
5a time and coordinate independent non-equilibrium cor-
rection linear in E. This latter contribution should be
written down as a solution of the kinetic equation, how-
ever, it might be also deduced from qualitative arguments
in what follows.
Let us assume that the scattering of carriers is elas-
tic, which means, above all, that spin flip is forbidden.
Then, the average momentum ∆k which the carriers gain
due to the electric field can be estimated relying on the
momentum relaxation time approximation from Eq. (3).
If the electric field is small (linear response) then to get
the non-equilibrium term f1(s,k) one has to expand the
Fermi-Dirac function f0(Es(k−∆k)) into the power se-
ries for small ∆k up to the term linear in E. Recalling
h¯v = −∂∆kE(sk−∆k) |∆k=0 the non-equilibrium contri-
bution f1(s,k) can be written as
f1(s,k) = −eEvτps
[
−∂f
0(Esk)
∂Esk
]
. (7)
Since f1(s,k) is proportional to the derivative of the
step-like Fermi-Dirac distribution function, the non-
equilibrium term substantially contributes to the total
distribution function close to the Fermi energy only, and
the sign of its contribution depends on the sign of the
group velocity v. Note, that the group velocity v for a
given energy and direction of motion is the same for both
spin split subbands and, therefore, non-equilibrium ad-
dition to the distribution function would be the same for
both branches as long as τps were independent of the spin
index. The latter is, however, not true, and τps is differ-
ent for two spin split subbands, as depicted in Fig. 2.
This is the microscopic reason why the non-equilibrium
correction to the distribution function gives rise to the
spin polarization.
The non-equilibrium correction can be also found as an
analytical solution of the Boltzmann equation [71], and
has the form
g1(s,k) = −eEk h¯τ0
m∗
[
−∂f
0(Esk)
∂Esk
]
. (8)
In contrast to Eq. (7), Eq. (8) contains momentum k
and quasiparticle life time as a prefactor[121]. Since the
quasiparticle life time does not depend on the spin in-
dex, and the quasiparticle momentum calculated for a
given energy is obviously different for two spin split sub-
bands Eq. (8), immediately allows us to read out the
very fact that the non-equilibrium contribution depends
on the spin index, see also Fig. 3. Thus, the spins are not
compensated with each other as long as the system is out
of equilibrium. Therewith one can see that the efficiency
of the current-induced spin polarization is governed by
the splitting between two subbands, i. e. it is directly
proportional to the spin-orbit constants. One can also
prove the later statements just calculating the net spin
FIG. 3. This plot shows schematically the nonequilibrium
term of the distribution function vs. quasimomentum for (a)
spin-degenerate and (b) spin-split subbands. The electric field
is directed along the x-axis. (a) Without spin splitting the
non-equilibrium distribution function just provides a major-
ity for right moving electrons at the expense of the ones with
opposite momentum. (b) The spin-orbit splitting leads to the
additional electron redistribution between two spin split sub-
bands. As one can see from the plot, an amount of electrons
belong to the outer spin split subband is larger then for the
inner one. Thus, the spins from inner and outer subbands
are not compensated with each other, and spin accumulation
occurs.
density
〈Sx,y,z〉 =
∑
s
∫
d2k
(2pi)2
Sx,y,z(k, s)g1(s,k), (9)
with Sx,y,z being the spin expectation values.
To conclude this section we would like to emphasize
that the two Eqs. (7) and (8) are just two ways to describe
the same physical content. One can think about spin ac-
cumulation either in terms of the momentum relaxation
time τps dependent on the spin split subband index, or
one may rely on the exact solution Eq. (8) which relates
the spin accumulation to the quasimomentum difference
between electrons with the opposite spin orientations.
6ANISOTROPY OF THE INVERSE
SPIN-GALVANIC EFFECT
Similar to the spin-galvanic effect [7, 117, 118]
the current-induced spin polarization can be strongly
anysotropic due to the interplay of the Dresselhaus and
Rashba terms. The relative strength of these terms is
of general importance because it is directly linked to the
manipulation of the spin of charge carriers in semicon-
ductors, one of the key problems in the field of spin-
tronics. Both Rashba and Dresselhaus couplings result
in spin splitting of the band and give rise to a variety
of spin-dependent phenomena which allow us to eval-
uate the magnitude of the total spin splitting of elec-
tron subbands [22, 23, 30, 116–119, 122–132]. Dressel-
haus and Rashba terms can interfere in such a way that
macroscopic effects vanish though the individual terms
are large [116, 125–127]. For example, both terms can
cancel each other resulting in a vanishing spin split-
ting in certain k-space directions [10, 14, 22, 127]. This
cancellation leads to the disappearance of an antilocal-
ization [123, 133], circular photogalvanic effect [118],
magneto-gyrotropic effect [131, 132], spin-galvanic ef-
fect [117] and current-induced spin polarization [71], the
absence of spin relaxation in specific crystallographic di-
rections [116, 124], the lack of Shubnikov–de Haas beat-
ing [125, 126], and has also given rise to a proposal for
spin field-effect transistor operating in the nonballistic
regime [127].
While the interplay of Dresselhaus and Rashba spin
splitting may play a role in QWs of different crystallo-
graphic orientations here we focus on anisotropy of the
inversed spin-galvanic effect in (001)-grown zinc-blende
structure based QWS. For (001)-oriented QWs linear in
wave vector part of Hamiltonian for the first subband
reduces to
H(1)
k
= α(σx0ky0 − σy0kx0) + β(σx0kx0 − σy0ky0) ,(10)
where the parameters α and β result from the structure-
inversion and bulk-inversion asymmetries, respectively,
and x0, y0 are the crystallographic axes [100] and [010].
To study the anisotropy of the spin accumulation one
can just calculate the net spin density from Eq. (9), where
the integral over k can be taken easily making the sub-
stitution ε = E(s, k) and assuming that −∂f0(ε)/∂ε =
δ(EF − ε). The rest integrals over the polar angle can be
taken analytically, and after some algebra we have
〈S〉 = em
∗τ0
2pih¯3
(
β α
−α −β
)
E. (11)
This relation between the spin accumulation and elec-
trical current can also be deduced phenomenologically
applying Eq. (2).
The magnitude of the spin accumulation 〈S〉 =√〈Sx〉2 + 〈Sy〉2 depends on the relative strength of β
A B C
FIG. 4. Anisotropy of spin accumulation (in arbitrary units)
vs. direction of the electric field in polar coordinates for dif-
ferent Rashba and Dresselhaus constants: A — α = 3β, B —
α = 2.15β, C — α ∼ β (after [71]). The curve B corresponds
to the n-type InAs-based QWs investigated in [117].
and α and varies after
〈S〉 = eEm
∗τ0
2pih¯3
√
α2 + β2 + 2αβ sin(2Êex). (12)
It is interesting to note, that 〈S〉 depends on the direction
of the electric field (see Fig. 4), i. e. the spin accumula-
tion is anisotropic. This anisotropy reflects the relation
between Rashba and Dresselhaus spin–orbit constants.
If either α = 0 or β = 0 then the anisotropy vanishes.
In the opposite case of α ∼ β the anisotropy reaches its
maximum. Note, that the case of α being exactly equal
to β requires special consideration, and the nonequilib-
rium distribution function turns out to be different from
(8). Here, the effective magnetic field does not depend
on the direction of motion, and Dyakonov-Perel spin re-
laxation vanishes [10, 14, 124, 127]. A similar effect has
also been found in rolled-up heterostructures [134], where
Dyakonov-Perel spin relaxation also vanishes at a certain
radius of curvature. In such situations spin orientation by
electric current becomes only possible due to other mech-
anisms of spin relaxation. Nevertheless, the anisotropy
of spin relaxation will reflect the anisotropy of the band
structure and in our case of (001)-oriented QW will qual-
itatively correspond to the curve C in Fig. 4.
The simple Drude-like relation between electrical cur-
rent and field allows us to write down a useful relation
between the spin accumulation and charge current den-
sity
〈S〉 = m
∗2
2pih¯3ene
(
β α
−α −β
)
j. (13)
Note that, in the coordinate system with the coordinate
axes parallel to the mirror crystallographic planes x ‖
[11¯0] and y ‖ [110], the Hamiltonian H(1)
k
gets the form
βxyσxky + βyxσykx with βxy = β + α, βyx = β − α, and
7the relation between 〈S〉 and j simplifies to
〈S〉 = m
∗2
2pih¯3ene
(
0 β + α
β − α 0
)
j. (14)
Hence, for the spin accumulation 〈S[110]〉 and 〈S[11¯0]〉 pro-
vided by the electrical current along [110] and [11¯0] crys-
tallographic directions, respectively we obtain
〈S[11¯0]〉
〈S[110]〉
=
α+ β
β − α. (15)
From equations (15) or (14) one can see that the spin
accumulation is strongly anisotropic if the constants α
and β are close to each other. As it was discussed ear-
lier, the reason of such an anisotropy can be understood
either from the spin-orbit splitting different for different
direction of the carrier motion, or from the anisotropic
spin relaxation times [124].
Equations (14) and (15) show that measuring of the
spin polarization for current flowing in particular crys-
tallographic directions one can map the spin–orbit con-
stants and deduce their magnitudes. To find the absolute
values of the spin–orbit constants one needs to know the
carrier effective mass m∗ and quasi-particle life time τ0.
The latter can be roughly estimated from the carrier mo-
bility. Indeed, though the band structure described by
the Hamiltonian (10) is anisotropic, the electrical con-
ductivity remains isotropic that can be verified directly
computing the electrical current
j = −e
∑
s
∫
d2k
(2pi)2
vsg1(s,k).
Taking this integral in the same manner as in Eq. (9) one
can see that the anisotropy of the group velocity vs is
compensated by the one stemming from the distribution
function g1(s,k). Therefore, the electrical conductivity
is described by the Drude-like formula σ = e2neτ0/m
∗
with
ne =
m∗EF
pih¯2
+
(
m∗
h¯2
)2
α2 + β2
pi
being the carrier concentration. Using this Drude-like
relation one can estimate the quasiparticle life time as
τ0 ∼ m∗µ/e. To give an example, an n-type InAs
quantum well [117] with µ = 2 · 104 cm2/(V · s) and
m∗ ∼ 0.032m0 with m0 being the bare electron mass
yields the quasiparticle life time τ0 ∼ 4 · 10−13 s.
Above we considered the regime linear in the electric
current. Stronger electric fields provide a needle shape
electron distribution known as “streaming” regime, in
which each free charge carrier accelerates quasiballisti-
cally in the “passive” region until reaching the optical-
phonon energy, then emits an optical phonon and starts
the next period of acceleration [135]. The inclusion of
spin degree of freedom into the streaming-regime kinet-
ics gives rise to rich and interesting spin-related phenom-
ena. In particular, the current-induced spin-orientation
remarkably increases, reaching a high value ≃ 2% in the
electric field ∼ 1 kV/cm. The spin polarization enhance-
ment is caused by squeezing of the electron momentum
distribution in the direction of drift [73, 100]. Note that
further increase in the field spin polarization falls.
Finally we would like to address another mechanism
of the current-induced spin polarization and the spin-
galvanic effect proposed in Refs. [69, 136] and [137],
respectively. It does not require the spin splitting of
electron spectrum and is based on spin-dependent elec-
tron scattering by static defects or phonons which is
asymmetric in the momentum space in gyrotropic struc-
tures [116, 138]. The spin polarization is then occurs
due to asymmetric spin-dependent scattering followed by
the processes of spin relaxation which can be of both
the Elliott-Yafet and the Dyakonov-Perel types. The
scattering-related mechanism is expected to dominate at
room temperature and/or electron gas of high density. It
may be responsible for the observed current-induced spin
polarization in n-doped InGaAs epilayers [50], where the
anisotropy of both, current-induced spin polarization and
spin splitting, was studied in the same structure and the
smallest spin polarization was surprisingly observed for
the electric current applied in the crystal directions cor-
responding to larger spin splitting. While might be im-
portant in some particular cases, a detailed consideration
of this mechanism is out of scope of our chapter.
CONCLUDING REMARKS
We have given an overview of current-induced spin
polarization in gyrotropic semiconductor nanostructures.
Such a spin polarization as response to a charge current,
may be classified as the inverse of the spin-galvanic effect,
and sometimes is called as magneto-electrical effect or
Edelstein (Rashba-Edelstein) effect. Apart from review-
ing the experimental status of affairs, we have provided a
detailed theoretical description of both effects in terms of
a phenomenological model of spin-dependent relaxation
processes, and an alternative theoretical approach based
on the quasi-classical Boltzmann equation. Two micro-
scopic mechanisms of this effect, both involving k-linear
band spin splitting, are known so far: Scattering mech-
anism based on Elliott-Yafet spin relaxation and pre-
cessional mechanism due to D’yakonov-Perel’ spin relax-
ation. We note, that recently, another mechanism of the
current-induced spin polarisation [136] and spin-galvanic
effect [137] which may dominate at room temperature
has been proposed. It is based on spin-dependent asym-
metry of electron scattering and out of the scope of the
present chapter. The relative direction between electric
current and nonequilibrium spin for all mechanisms is
8determined by the crystal symmetry. In particular, we
have discussed the anisotropy of the inverse spin-galvanic
effect in (001)-grown zinc-blende structure based QWs in
the presence of spin-orbit interaction of both the Rashba
and the Dresselhaus type. Combined with the theoretical
achievements derived from the Boltzmann approach, the
precise measurement of this anisotropy allows in princi-
ple to determine the absolute values of the Rashba and
the Dresselhaus spin-orbit coupling parameter. More-
over, these interactions can be used for the manipula-
tion of the magnitude and direction of electron spins by
changing the direction of current, thereby enabling a new
degree of spin control. We focused here on the funda-
mental physics underlying the spin-dependent transport
of carriers in semiconductors, which persists up to room
temperature [39, 40, 46], and, therefore, may become use-
ful in future semiconductor spintronics.
ACKNOWLEDGMENTS
We thank E.L. Ivchenko, V.V. Bel’kov, D. Weiss,
L.E. Golub, and S.A. Tarasenko for helpful discussions.
This work is supported by the DFG (SFB 689) and the
Elite Network of Bavaria (K-NW-2013-247).
[1] R. H. Silsbee, J. Phys.: Condens Matter 16, R179
(2004).
[2] E. I. Rashba, Phys. Rev. B 70, 161201(R) (2004).
[3] E. I. Rashba, J. Supercond.: Incorporating Novel Magn.
18, 137 (2005).
[4] E. I. Rashba, in Future Trends in Microelectronics.
Up to Nano Creek, arXiv:cond-mat/0611194 (Wiley-
Interscience, Hoboken, 2007) pp. 28–40.
[5] R. Winkler, in Handbook of Magnetism and Advanced
Magnetic Materials, arXiv: cond-mat/0605390, edited
by H. Kronmuller and S. Parkin (John Wiley &amp;
Sons, NY, 2007).
[6] I. Adagideli, M. Scheid, M. Wimmer, G. E. W. Bauer,
and K. Richter, New J. Physics 9, 382 (2007).
[7] E. L. Ivchenko and S. D. Ganichev, in Spin Physics in
Semiconductors, edited by M. I. Dyakonov (Springer,
Berlin, 2008) pp. 245–277.
[8] Y. K. Kato and D. D. Awschalom, J. Phys. Soc. Jpn.
77, 031006 (2008).
[9] S. D. Ganichev, Int. J. Modern Phys. B 22, 1 (2008).
[10] S. D. Ganichev and L. E. Golub, Phys. Stat. Solidi b
251, 1801 (2014).
[11] J. Sinova, S. O. Valenzuela, J. Wunderlich, C. H. Back,
and T. Jungwirth, Rev. Modern Phys. 87, 1213 (2015).
[12] A. Manchon, H. C. Koo, J. Nitta, S. M. Frolov, and
R. A. Duine, Nature Mat. 14, 871 (2015).
[13] T. Jungwirth, X. Marti, P. Wadley, and J. Wunderlich,
Nature Nanotechn. 11, 231 (2016).
[14] J. Schliemann, arXiv:1604.02026v1 (2016).
[15] We remind that the gyrotropic point group symmetry
makes no difference between certain components of po-
lar vectors, like electric current or electron momentum,
and axial vectors, like a spin or magnetic field, and is de-
scribed by the gyration tensor [7, 16, 139]. Gyrotropic
media are characterized by the linear in light or elec-
tron wavevector k spatial dispersion resulting in op-
tical activity (gyrotropy) or Rashba/Dresselhaus band
spin-splitting in semiconductor structures [7, 16–20],
respectively. Among 21 crystal classes lacking inversion
symmetry, 18 are gyrotropic, from which 11 classes are
enantiomorphic (chiral) and do not possess a reflection
plane or rotation-reflection axis [7, 18, 19]. Three nongy-
rotropic noncentrosymmetric classes are Td, C3h and
D3h. We note that it is often, but misleading, stated
that gyrotropy (optical activity) can be obtained only
in non-centrosymmetric crystals having no mirror reflec-
tion plane. In fact 7 non-enantiomorphic classes groups
(Cs, C2v , C3v , S4, D2d, C4v and C6v) are gyrotropic also
allowing spin orientation by the electric current.
[16] J. F. Nye, Physical Properties of Crystals: Their Repre-
sentation by Tensors and Matrices (Oxford Univ. Press,
Oxford, 1985).
[17] V. M. Agranovich and V. L. Ginzburg, Crystal Optics
with Spatial Dispersion, and Excitons (in Springer Se-
ries in Solid-State Sciences), Vol. 42 (Springer, Berlin,
1984).
[18] V. A. Kizel’, Y. Krasilov, and V. I. Burkov, Sov. Phys.
Usp. 17, 745 (1975).
[19] J. Jerphagnon and D. S. Chemla, J. Chem. Phys. 65,
1522 (1976).
[20] B. Koopmans, P. V. Santos, and M. Cardona, Phys.
Stat. Solidi b 205, 419 (1998).
[21] S. D. Ganichev, E. L. Ivchenko, V. V. Bel’kov, S. A.
Tarasenko, M. Sollinger, D. Weiss, W. Wegscheider,
and W. Prettl, Nature 417, 153 (2002).
[22] S. D. Ganichev and W. Prettl, J. Phys.: Condens. Mat-
ter 15, R935 (2003).
[23] S. D. Ganichev and W. Prettl, Intense Terahertz Exci-
tation of Semiconductors (Oxford University Press, Ox-
ford, 2006).
[24] E. L. Ivchenko, Optical Spectroscopy of Semiconductor
Nanostructures (Alpha Science International, Harrow,
UK, 2005).
[25] T. D. Skinner, K. Olejn´ık, L. K. Cunningham, H. Kure-
bayashi, R. P. Campion, B. L. Gallagher, T. Jungwirth,
and A. J. Ferguson, Nature Commun. 6, 6730 (2015).
[26] J. Schliemann, J. Mod. Phys. B 20, 1015 (2006).
[27] H.-A. Engel, E. I. Rashba, and B. I. Halperin, in in
Handbook of Magnetism and Advanced Magnetic Ma-
terials, edited by H. Kronmu¨ller and S. Parkin (John
Wiley &amp; Sons, NY, 2007).
[28] E. M. Hankiewicz and G. Vignale, J. Phys.: Condens.
Matter 21, 253202 (2009).
[29] M. I. Dyakonov and V. I. Perel, JETP Lett. 13, 467
(1971).
[30] J. Fabian, A. Matos-Abiague, C. Ertler, P. Stano, and
I. Zutic, Acta Phys. Slov. (arXiv:cond-mat/0711.1461)
57, 565 (2007).
[31] J. Sinova and A. MacDonald, in Semiconductors
and Semimetals, edited by T. Dietl, D. Awschalom,
M. Kaminska, and H. Ohno (Elsevier, Amsterdam,
2008) pp. 45–89.
[32] M. I. Dyakonov and A. V. Khaetskii, in Spin Physics in
Semiconductors, edited by M. I. Dyakonov (Springer,
Berlin, 2008) pp. 211–244.
9[33] E. L. Ivchenko and G. E. Pikus, JETP Lett. 27, 604
(1978).
[34] L. E. Vorob’ev, E. L. Ivchenko, G. E. Pikus, I. I. Farb-
stein, V. A. Shalygin, and A. V. Sturbin, JETP Lett.
29, 441 (1979).
[35] A. G. Aronov, Y. Lyanda-Geller, and G. E. Pikus,
JETP Lett. 73, 537 (1991).
[36] F. T. Vas’ko and N. A. Prima, Sov. Phys. Solid State
21, 994 (1979).
[37] A. G. Aronov and Y. Lyanda-Geller, JETP Lett. 50,
431 (1989).
[38] V. M. Edelstein, Solid State Commun. 73, 233 (1990).
[39] S. D. Ganichev, S. N. Danilov, P. Schneider, V. V.
Bel’kov, L. E. Golub, W. Wegscheider, D. Weiss, and
W. Prettl, “Can an electric current orient spins in quan-
tum wells?” (2004), cond-mat/0403641.
[40] S. D. Ganichev, S. N. Danilov, P. Schneider, V. V.
Bel’kov, L. E. Golub, W. Wegscheider, D. Weiss, and
W. Prettl, J. Magn. and Magn. Materials 300, 127
(2006).
[41] A. Silov, P. Blajnov, J. Wolter, R. Hey, K. Ploog, and
N. Averkiev, Appl. Phys. Lett. 85, 5929 (2004).
[42] N. S. Averkiev and A. Silov, Semiconductors 39, 1323
(2005).
[43] V. Sih, R. C. Myers, Y. K. Kato, W. H. Lau, A. C. Gos-
sard, and D. D. Awschalom, Nat. Phys. 1, 31 (2005).
[44] C. L. Yang, H. T. He, L. Ding, L. J. Cui, Y. P. Zeng,
J. N. Wang, and W. K. Ge, Phys. Rev. Lett. 96, 186605
(2006).
[45] Y. K. Kato, R. C. Myers, A. C. Gossard, and D. D.
Awschalom, Phys. Rev. Lett. 93, 176601 (2004).
[46] Y. K. Kato, R. C. Myers, A. C. Gossard, and D. D.
Awschalom, Appl. Phys. Lett. 87, 022503 (2005).
[47] N. P. Stern, S. Ghosh, G. Xiang, M. Zhu, N. Samarth,
and D. D. Awschalom, Phys. Rev. Lett. 97, 126603
(2006).
[48] S. Kuhlen, K. Schmalbuch, M. Hagedorn, P. Schlammes,
M. Patt, M. Lepsa, G. Guntherodt, and B. Beschoten,
Phys. Rev. Lett. 109, 146603 (2012).
[49] I. Stepanov, S. Kuhlen, M. Ersfeld, M. Lepsa, and
B. Beschoten, Appl. Phys. Lett. 104, 062406 (2014).
[50] B. M. Norman, C. J. Trowbridge, D. D. Awschalom,
and V. Sih, Phys. Rev. Lett. 112, 056601 (2014).
[51] F. G. G. Hernandez, S. Ullah, G. J. Ferreira, N. M.
Kawahala, G. M. Gusev, and A. K. Bakarov,
arXiv:1605.06854 (2016).
[52] L. E. Golub and E. L. Ivchenko, Phys. Rev. B 84, 115303
(2011).
[53] P. R. Hammar, B. R. Bennett, M. J. Yang, and
M. Johnson, Phys. Rev. Lett. 83, 203 (1999).
[54] P. R. Hammar, B. R. Bennett, M. J. Yang, and
M. Johnson, Phys. Rev. Lett. 84, 5024 (2000).
[55] M. Johnson, Phys. Rev. B 58, 9635 (1998).
[56] R. H. Silsbee, Phys. Rev. B 63, 155305 (2001).
[57] F. G. Monzon, H. X. Tang, and M. L. Roukes, Phys.
Rev. Lett. 84, 5022 (2000).
[58] B. J. van Wees, Phys. Rev. Lett. 84, 5023 (2000).
[59] K. Olejn´ık, V. Nova´k, J. Wunderlich, and T. Jungwirth,
Phys. Rev. B 91, 180402(R) (2015).
[60] J. C. R. Sa´nchez, L. Viva, G. Desfonds, S. Gambarelli,
J. P. Attane´, J. M. D. Teresa, C. Mage´n, and A. Fert,
Nature Commun. 4, 2944 (2013).
[61] H. J. Zhang, S. Yamamoto, Y. Fukaya, M. Maekawa,
H. Li, A. Kawasuso, T. Seki, E. Saitoh, and
K. Takanashi, Scient. Reports. 4, 4844 (2014).
[62] W. Zhang, M. B. Jungfleisch, W. Jiang, J. E. Pearson,
and A. Hoffmann, J. of Appl. Phys. 117, 17C727 (2015).
[63] S. Sangiao, J. M. D. Teresa, L. Morellon, I. Lucas, M. C.
Martinez-Velarte, and M. Viret, Appl. Phys. Lett. 106,
172403 (2015).
[64] A. Nomura, T. Tashiro, H. Nakayama, and K. Ando,
App. Phys. Lett. 106, 212403 (2015).
[65] M. Isasa, M. C. Mart´ınez-Velarte, E. Villamor,
C. Mage´n, L. Morello´n, J. M. D. Teresa, M. R. Ibarra,
G. Vignale, E. V. Chulkov, E. E. Krasovskii, L. E.
Hueso, and F. Casanova, Phys. Rev. B 93, 014420
(2016).
[66] Y. Shiomi, K. Nomura, Y. Kajiwara, K. Eto, M. Novak,
K. Segawa, Y. Ando, and E. Saitoh, Phys. Rev. Lett.
113, 196601 (2014).
[67] A. R. Mellnik, J. S. Lee, A. Richardella, J. L. Grab,
P. J. Mintun, M. H. Fischer, A. Vaezi, A. Manchon,
E. a. Kim, N. Samarth, and D. C. Ralph, Nature 511,
449 (2014).
[68] M. G. Vavilov, Phys. Rev. B 72, 195327 (2005).
[69] S. A. Tarasenko, JETP Lett. 84, 199 (2006).
[70] H.-A. Engel, E. I. Rashba, and B. I. Halperin, Phys.
Rev. Lett. 98, 036602 (2007).
[71] M. Trushin and J. Schliemann, Phys. Rev. B 75, 155323
(2007).
[72] O. E. Raichev, Phys. Rev. B 75, 205340 (2007).
[73] L. E. Golub and E. L. Ivchenko, New J. Phys. 15,
125003 (2013).
[74] D. Culcer and R. Winkler, Phys. Rev. Lett. 99, 226601
(2007).
[75] A. A. Burkov, A. S. Nunez, and A. H. MacDonald,
Phys. Rev. B 70, 155308 (2004).
[76] O. Bleibaum, Phys. Rev. B 73, 035322 (2006).
[77] V. L. Korenev, Phys. Rev. B 74, 041308 (2006).
[78] P. Kleinert and V. V. Bryksin, Phys. Rev. B 76, 205326
(2007).
[79] M. Duckheim and D. Loss, Phys. Rev. Lett. 101, 226602
(2008).
[80] P. Kleinert and V. V. Bryksin, Phys. Rev. B 79, 045317
(2009).
[81] M. Duckheim, D. Loss, M. Scheid, K. Richter,
I. Adagideli, and P. Jacquod, Phys. Rev. B 81, 085303
(2010).
[82] K. Shen, G. Vignale, and R. Raimondi, Phys. Rev. Lett.
112, 096601 (2014).
[83] K. Shen, R. Raimondi, and G. Vignale, Phys. Rev. B
90, 245302 (2014).
[84] F. T. Vasko and O. E. Raichev, Quantum kinetic
theory and application. Electrons, Photons, Phonons.
(Springer, Berlin, 2005).
[85] A. V. Chaplik, M. V. Entin, and L. I. Magarill, Physica
E 13, 744 (2002).
[86] J. Inoue, G. E. W. Bauer, and L. W. Molenkamp, Phys.
Rev. B 67, 033104 (2003).
[87] Y. J. Bao and S. Q. Shen, Phys. Rev. B 76, 045313
(2007).
[88] R. Raimondi, C. Gorini, M. Dzierzawa, and P. Schwab,
Solid State Comm. 144, 524 (2007).
[89] C. X. Liu, B. Zhou, S. Q. Shen, and B. f. Zhu, Phys.
Rev. B 77, 125345 (2008).
[90] C. Gorini, P. Schwab, M. Dzierzawa, and R. Raimondi,
Phys. Rev. B 78, 125327 (2008).
10
[91] R. Raimondi and P. Schwab, Europhys. Lett. 87, 37008
(2009).
[92] I. Adagideli, G. E. W. Bauer, and B. I. Halperin, Phys.
Rev. Lett. 97, 256601 (2006).
[93] Y. Jiang and L. Hu, Phys. Rev. B 74, 075302 (2006).
[94] J. H. Jiang, M. W. Wu, and Y. Zhou, Phys. Rev. B 78,
125309 (2008).
[95] M. Pletyukhov and A. Shnirman, Phys. Rev. B 79,
033303 (2009).
[96] M.-H. Liu, S.-H. Chen, and C.-R. Chang, Phys. Rev.
B 78, 165316 (2008).
[97] D. Guerci, J. Borge, and R. Raimondi, Physica E 75,
370 (2016).
[98] A. Zakharova, I. Lapushkin, K. Nilsson, S. T. Yen, and
K. A. Chao, Phys. Rev. B 73, 125337 (2007).
[99] I. Garate and A. H. MacDonald, Phys. Rev. B 80,
134403 (2009).
[100] L. E. Golub and E. L. Ivchenko, in Advances in Semicon-
ductor Research: Physics of Nanosystems, Spintronics
and Technological Applications’, edited by D. P. Adorno
and S. Pokutnyi (Nova Science Publishers, 2014) pp. 93–
104.
[101] G. Vignale and I. V. Tokatly, Phys. Rev. B 93, 035310
(2016).
[102] I. A. Kokurin and N. S. Averkiev, JETP Lett. 101, 568
(2015).
[103] M. P. Trushin and A. L. Chudnovskiy, JETP Lett. 83,
318 (2006).
[104] I. V. Tokatly, E. E. Krasovskii, and G. Vignale, Phys.
Rev. B 91, 035403 (2015).
[105] I. Garate and M. Franz, Phys. Rev. Lett. 104, 146802
(2010).
[106] T. Yokoyama, J. Zang, and N. Nagaosa, Phys. Rev. B
81, 241410(R) (2010).
[107] T. Yokoyama, Phys. Rev. B 84, 113407 (2011).
[108] W. Luo, W. Y. Deng, H. Geng, M. N. Chen, R. Shen,
L. Sheng, and D. Y. Xing, Phys. Rev. B 93, 115118
(2016).
[109] H. Li, X. Wang, and A. Manchon, Phys. Rev. B 93,
035417 (2016).
[110] A. Dyrda l, J. Barnas´, and V. K. Dugaev, Phys. Rev. B
89, 075422 (2014).
[111] J. Borge, C. Gorini, G. Vignale, and R. Raimondi,
Phys. Rev. B 89, 245443 (2014).
[112] L. S. Levitov, Y. V. Nazarov, and G. M. Eliashberg,
Sov. Phys. JETP 61, 133 (1985).
[113] Note that for the lowest symmetry C1, which contains
no symmetry elements besides identity the relative di-
rection between current and spin orientation becomes
arbitrary.
[114] Y. A. Bychkov and E. I. Rashba, JETP Lett. 39, 78
(1984).
[115] M. I. D’yakonov and V. Kachorovskii, Sov. Phys. Semi-
cond. 20, 110 (1986).
[116] N. S. Averkiev, L. E. Golub, and M. Willander, J.
Phys.: Condens. Matter 14, R271 (2002).
[117] S. D. Ganichev, V. V. Bel’kov, L. E. Golub, E. L.
Ivchenko, P. Schneider, S. Giglberger, J. Eroms, J. D.
Boeck, G. Borghs, W. Wegscheider, D. Weiss, and
W. Prettl, Phys. Rev. Lett. 92, 256601 (2004).
[118] S. Giglberger, L. E. Golub, V. V. Bel’kov, S. N. Danilov,
D. Schuh, C. Gerl, F. Rohlfing, J. Stahl, W. Wegschei-
der, D. Weiss, W. Prettl, and S. D. Ganichev, Phys.
Rev. B 75, 035327 (2007).
[119] L. Meier, G. Salis, E. Gini, I. Shorubalko, and K. En-
sslin, Phys. Rev. B 77, 035305 (2008).
[120] L. E. Golub, Physics - Uspekhi 55, 814 (2012).
[121] Note that the well-known text book relation v = h¯k/m∗
holds only in the absence of spin-orbit coupling.
[122] J. Luo, H. Munekata, F. F. Fang, and P. J. Stiles, Phys.
Rev. B 41, 7685 (1990).
[123] W. Knap, C. Skierbiszewski, A. Zduniak, E. Litwin-
Staszewska, D. Bertho, F. Kobbi, J. L. Robert, G. E.
Pikus, F. G. Pikus, S. V. Iordanskii, V. Mosser,
K. Zekentes, and Y. Lyanda-Geller, Phys. Rev. B 53,
3912 (1996).
[124] N. S. Averkiev and L. E. Golub, Phys. Rev. B 60, 15582
(1999).
[125] S. A. Tarasenko and N. S. Averkiev, JETP Lett. 75, 552
(2002).
[126] N. S. Averkiev, M. M. Glasov, and S. A. Tarasenko,
Solid State Comm. 133, 543 (2005).
[127] J. Schliemann, J. C. Egues, and D. Loss, Phys. Rev.
Lett. 90, 146801 (2003).
[128] R. Winkler, in Springer Tracts in Modern Physics Vol,
191 (Springer, Berlin, 2003).
[129] W. Zawadzki and P. Pfeffer, Semicond. Sci. Technol. 19,
R1 (2004).
[130] I. Zutic, J. Fabian, and S. D. Sarma, Rev. Modern
Phys. 76, 323 (2004).
[131] V. V. Bel’kov, P. Olbrich, S. A. Tarasenko, D. Schuh,
W. Wegscheider, T. Korn, C. Schu¨ller, D. Weiss,
W. Prettl, and S. D. Ganichev, Phys. Rev. Lett. 100,
176806 (2008).
[132] V. Lechner, L. E. Golub, P. Olbrich, S. Stachel,
D. Schuh, W. Wegscheider, V. V. Bel’kov, and S. D.
Ganichev, Appl. Phys. Lett. 94, 242109 (2009).
[133] M. Kohda, V. Lechner, Y. Kunihashi, T. Dollinger,
P. Olbrich, C. Scho¨nhuber, I. Caspers, V. V. Bel’kov,
L. E. Golub, D. Weiss, K. Richter, J. Nitta, and S. D.
Ganichev, Phys. Rev. B 86, 081306(R) (2012).
[134] M. Trushin and J. Schliemann, New J. Phys. 9, 346
(2007).
[135] I. I. Vosilyus and I. B. Levinson, Sov. Phys. JETP 25,
672 (1967).
[136] S. A. Tarasenko, Physica E 40, 1614 (2008).
[137] L. E. Golub, JETP Lett. 85, 393 (2007).
[138] E. L. Ivchenko and S. A. Tarasenko, JETP 99, 379
(2004).
[139] L. D. Landau, E. M. Lifshits, and L. P. Pitaevskii,
Vol. 8 Electrodynamics of Continuous Media (Elsevier,
Amsterdam, 1984).
