Abstract-Given training sequences generated by two distinct, but unknown, distributions on a common alphabet, we study the problem of determining whether a third sequence was generated according to the first or second distribution. To model sources such as natural language, for which the underlying distributions are difficult to learn from realistic amounts of data, we allow the alphabet size to grow and therefore the probability distributions to change with the block length. Our primary focus is the situation in which the underlying probabilities are all of the same order, and in this regime, we show that consistent classification is possible if and only if the alphabet grows subquadratically with the block length. We also show that some commonly used statistical tests are suboptimal in that they are consistent only if the alphabet grows sublinearly.
I. INTRODUCTION

C
LASSIFICATION is the problem of determining which of several possible hypotheses best explains a certain realization of data, given training datasets for the different hypotheses. In the context of natural language, this could mean determining the subject of a certain document given a collection of different documents whose subject has been predetermined. Of course, the problem also arises in other domains.
With enough training data, it is possible in principle to exactly determine the likelihood of any dataset under any of the hypotheses; the problem then reduces to classical hypothesis testing, which is well understood. Typically, however, there is not enough training data to determine the likelihoods with certainty. This is the case for natural language, for which typical training sets do not even come close to exhausting all of the words that might occur in the samples to be classified [1] .
It is natural, then, to consider statistical models for classification in which the training dataset is too small to determine the probability distribution that generated it. Such models could take many forms. Here, we shall focus on independent and identically distributed (i.i.d.) strings drawn from a large set-large enough that the probability of the different symbols cannot be determined from the string. These are sometimes called largealphabet models.
Our focus is on large-alphabet models in which all of the symbols are "rare," meaning that they appear only a few times in the data. This is motivated by the fact that rare symbols are sometimes disproportionately informative. The English language, for example, contains a few common articles and prepositions whose frequency scales linearly with the document length. But a sizeable portion of English texts, even very long ones, consists of words that appear only a few times [1] . It is expected that these rare words are especially helpful for document classification. For instance, knowing that "entropy," "classification," "concentration," and "type" each appear a few times in this paper is much more useful for classifying it than knowing the number of times "the" or "an" appears. Our focus on rare symbols is also motivated by the fact that common symbols are well handled by standard statistical techniques based on the law of large numbers (LLN), while rare symbols require novel techniques. Indeed, most existing algorithms for general large-alphabet sources divide symbols into groups depending on whether they are "rare" or "common," and apply LLN-based techniques to the latter (see, e.g., [2] ).
We show that, compared with the general case, sources that are known to consist entirely rare symbols require much less training data in order to ensure consistent classification. We consider the asymptotic regime in which the length of the test and training sequences, , tends to infinity. In order to capture the large-alphabet aspect of the problem, we assume that the underlying alphabet grows with . Thus, we are given a sequence of finite alphabets, . For each , we are given three sequences drawn i.i.d. from
. The first sequence, , is distributed according to an unknown law . The second sequence, , is distributed according to an unknown law . The final sequence, , is either distributed according to or , and the goal is to determine which is the case using only the three sequences. In order to focus our attention on rare symbols, we assume that all of the probabilities in and are of the same order, i.e., and are nearly uniform. We call such sources homogeneous. Then, typical realizations of , , and will consist entirely of rare symbols so long as grows linearly or faster with , which will be the regime of interest for us.
0018-9448/$31.00 © 2012 IEEE We say that a test is h-universally consistent if the probability of misclassification tends to zero for any sequence of distribution pairs that are asymptotically separated in and have probabilities on the same order (this notion is made precise in Definition 1). A test is universally consistent if this probability tends to zero for any sequence that is asymptotically separated in .
If and are homogeneous over , then we show that a simple test is h-universally consistent so long as grows slower than quadratically with . 1 If grows quadratically or faster, then we show that no h-universally consistent test exists. We also prove that two commonly used tests in statistics, the chisquared test and the generalized likelihood ratio test (GLRT), are universally consistent if grows sublinearly with , but for linear growth, they are not even h-universally consistent. We conclude by noting that when given an infinite amount of training data (i.e., the classifier exactly knows the underlying distributions and ) consistent testing is possible for any rate of alphabet growth.
A. Related Work
Large-alphabet models have received considerable attention in the context of the goodness-of-fit problem, in which one seeks to determine whether a sequence is generated by a particular distribution [3] - [9] . Other work has studied the behavior of the chisquared and likelihood tests for growing alphabets [10] - [12] .
Various questions involving homogeneous large-alphabet sources have also been examined in the literature, mainly focusing on the regime in which the alphabet size grows linearly with the sequence length [13] - [18] . In particular, Wagner et al. [13] showed that consistent classification is possible in this regime, among other contributions. After the publication of the conference version of the present work, some of the results contained herein were generalized by Huang and Meyn [19] to the case in which the training and test sequences may be of different length. They also showed that the test propounded here has an inferior error exponent compared with a coincidence-based test.
Recently, Acharya et al. [20, Lemma 3] have shown that classification is nearly equivalent to closeness testing, which is the problem of determining whether two given i.i.d. strings were generated by the same unknown distribution or by two different unknown distributions that are separated in distance by some fixed constant . There are several results on closeness testing in the theoretical computer science literature, and using Acharya et al.'s work, those results can be brought to bear on the classification problem studied here. In particular, Theorem 10 in [2] can be used to show that h-universally consistent classification is possible under the model used here so long as the alphabet grows subquadratically with the sequence length. This matches the achievability half of our result, although the test used in that work is very different from ours. If one omits the homogeneous assumption and allows for arbitrary probability distributions, then Theorem 9 in [2] can be used to show that there exist universally consistent classifiers so long as the alphabet grows 1 Throughout, we ignore subpolynomial factors in the growth rate of the alphabet.
slower than , and Valiant [21] has shown that this is essentially the best possible. It follows that less data are required for classification if the sources are homogeneous.
In practice, support vector machines are often used for classification [22] . The test used in this paper turns out to be very different from those used in past theoretical studies, but it is closely related to support vector machines.
B. Outline
The remainder of the paper is organized as follows. In Section II, we formally state the problem. Section III includes our main results on classification for homogeneous large-alphabet sources; we state our test, study its performance, and prove its optimality. In Section IV, we study the performance of the GLRT and chi-squared tests. Section V studies classification when the tester is given an "infinite" amount of training data (i.e., given access to the underlying distributions). Section VI concludes with discussion on the problem of classifying inhomogeneous sources. Proofs of ancillary technical results, when included, are deferred to the appendixes.
II. DEFINITIONS AND PROBLEM STATEMENT
Sets are usually denoted using calligraphic letters, e.g.,
. The set is the -fold cartesian product of . Strings are denoted with a superscript that indicates their length, e.g., .
is the indicator function and
We use to denote the empirical distribution or type of the string , i.e.,
The set of all probability distributions on the alphabet is denoted . The set of all sequences of length with type is denoted by (we sometimes omit if it is clear from the context). The set of all type variables , i.e., those for which , is denoted . For other information-theoretic notations, we use definitions in [23] . If is a distribution on , then is the -fold i.i.d. product measure on , i.e.,
For triangular arrays, , , , the notation refers to the rows of the array, i.e., . We use to denote the th Euclidean norm and to denote the standard inner product.
For any distribution on a finite set , denotes its support and we define Our primary focus in the paper will be the following class of distributions.
Definition 1:
The sequence is a homogeneous large-alphabet source of order ( -large-alphabet source) if for all (1) where and are positive constants independent of ; and where with Note that for any homogeneous large-alphabet source, . Such sources can be constructed by quantizing a probability density. Suppose is a density on satisfying . Let be a random variable with density and define as the distribution of . Then, is a distribution on and if we define similarly, then is an -large alphabet source.
A. Problem Statement
For each , let , be i.i.d. random variables with distribution and similarly let , be i.i.d. with distribution . We assume that and are unknown distributions with a common finite alphabet . We also assume that and satisfy (2) For each , we observe independent realizations and , the th rows of the corresponding triangular arrays. Given a third independent row , generated i.i.d, we wish to test which of the hypotheses is in effect. One may view and as training data and the problem is to determine whether came from the unknown distribution or . We refer to this problem as triangular array classification. Let and . We will be concerned with the following asymptotic properties of tests.
Definition 2 (Universal Consistency for Homogeneous Sources):
For a given sequence of alphabets with , we say a sequence of tests is h-universally consistent if for every sequence on satisfying (1) and (2),
For a given sequence of alphabets , we say a sequence of tests is universally consistent if for every sequence of distributions on satisfying condition (2) Note: It is implicit in both definitions of universal consistency that the classifier knows the underlying alphabet. None of the classifiers considered in this paper require knowledge of the symbols that do not appear in the observed realizations, but our impossibility results hold even if we assume the classifier knows of these symbols.
III. TESTING OF HOMOGENEOUS LARGE-ALPHABET SOURCES
A. Achievability
In this section, we show that -large-alphabet sources can be handled with a simple test based on Euclidean geometry. For -large-alphabet sources, the squared Euclidean distance between and , viewed as vectors, is . For typical realizations, the squared Euclidean distance between and is , and likewise for and . If , then under , the squared distance between and is only , while for and , it is much larger: . That is, the empirical distribution "clusters" around its true distribution, and mapping to the closest empirical distribution among the training sequences is h-universally consistent.
If , then the empirical distributions are farther from their respective true distributions than and are from each other. In this case, the squared Euclidean distance between all three empirical distributions, , , and , is under both hypotheses. It seems that the "noise" has overpowered the "signal." The lower order terms in these distances are different between the two hypotheses, however, and mapping to the closest empirical distribution is still consistent if , as the following result shows. Proof: This follows from a direct calculation using binomial moments, the details of which are elementary but involved. See [24] .
Lemma 3: For any -large-alphabet source
Proof: The result follows from the Cauchy-Schwarz inequality and the bound .
We are now in a position to prove achievability. : For this case, we take the square root of both sides of (3) so that we are working with norms. Now the result may be proved using the weak LLN (see, for example, Lemma 7 in Section IV). Suppose hypothesis is in effect. The left-hand side of (3) is and both terms on the right of the previous display tend to zero in probability. For the right-hand side, note that by the reverse triangle inequality and so for large enough is as close to as we desire. Finally, note that the hypothesis implies if the alphabet is not growing with .
Batu et al. [2] use a collision test in order to estimate the distance between the rare symbols in two unknown distributions. This estimate is then used to test the closeness of the distributions in . It would be interesting to determine whether a simpler estimator for this distance, based on the above test, can be employed to the same end.
B. Converse
We next show that h-universally consistent tests are impossible if the alphabet grows quadratically or faster. The idea is that, in this regime, there is a positive probability of there being no intersection among the support sets of , , and . With no common symbols among the three strings, it is impossible to classify. The proof of the theorem makes this intuition precise. Note that is similar to except that it is a distribution over sequences of length . We shall write for . Let be the event that collectively contain distinct symbols, i.e., that there are no repetitions. By thinking of the three strings as being produced symbol-by-symbol in the order , we obtain that for any such that , Thus, by averaging over
The right-hand side is the probability of having no repetitions when drawing times uniformly from a set of size . It is well known that this quantity is bounded away from zero so long as is, a fact that can be verified by taking logs of both sides and expanding 3 as a Taylor series about . This establishes that (4) Likewise (5) Next, note that since , , and are invariant under permutations (i.e., relabeling) of the source alphabet, both and are uniform over . Now consider any sequence of tests for . We have where we have used the fact that and are equal conditioned on . Summing these two inequalities gives which is bounded away from zero by (4) and (5). Writing and as explicit averages gives the equation shown at the bottom of the page, which implies that (6) Thus, the error probability of the test does not tend to zero for the sequence of sources , where is chosen to achieve the maximum in (6) . Since this sequence satisfies Definition 1, is not h-universally consistent.
The above proof was suggested by one of the anonymous reviewers. Our original proof (see [24] ) used Le Cam theory and was similar to a proof in [25] .
IV. GENERALIZED LIKELIHOOD RATIO AND CHI-SQUARED TESTS
We next study the performance of two commonly used statistical tests: the generalized likelihood ratio and chi-squared tests. We show that both tests are universally consistent with sublinear alphabet growth and that both tests are not even h-universally consistent when the growth rate is linear.
A. GLRT and its Consistency
The GLRT is derived from the maximum likelihood method, which compares the likelihood functions evaluated with the most likely distribution in the hypothesis sets and . This gives where the maximizations are over arbitrary distributions on the alphabet . (Recall that the constants , defining the homogeneous large-alphabet sequence are unknown by the tester and the constraint is asymptotic in nature so the maximum should be over all and .) The following lemma allows us to rewrite the GLRT in terms of Kullback-Leibler divergences.
Lemma 4:
For any three probability distributions , and on a common alphabet The right-hand side is evidently minimized by the choice , yielding the formula in (7).
Using this lemma combined with the well-known identity [23, Ch 1, Lemma 2.6] (8) we see that the GLRT test is equivalent to (9) where and . Later we will also find the following representation useful. Define the functional and notice we may equivalently write the GLRT (9) as We will also make use of the following result. The growth-rate of the alphabet is pivotal in proving consistency of the statistical tests. The following result will allow us to prove a "weak law" for empirical distributions (to be used later) and Theorem 3, the consistency of the GLRT for sublinear alphabet growth. The final components of our proof of consistency of the GLRT (and chi-squared tests) are the following concentration results, which we include here for completeness.
Definition 4: A function
has the bounded differences property if for some nonnegative constants ,
Lemma 8 (Efron-Stein Inequality [28] , [29] ): Let be any set and let be a function of variables. Define , where are arbitrary independent random variables taking values in . Let be independent copies of and define then 4 The sequence has the property iff .
Corollary 1: Suppose satisfies the hypothesis of Lemma 8 and has bounded differences with constant . Then
To establish consistency of the GLRT, we also need the following.
Lemma 9:
The quantity viewed as a real-valued function of the vector satisfies the bounded differences property with the single constant Proof: See Appendix A.
Theorem 3: If
, then the GLRT (9) is universally consistent.
Proof: Without loss of generality, suppose hypothesis is in effect. Define the set By definition Using identity (8) Thus, for sufficiently large concentrates around a strictly positive quantity, which is enough to establish (11) We now show that when the alphabet growth is linear, i.e., , the GLRT is not even h-universally consistent. We do this by means of a particular counterexample which we will use again later in the paper.
We first need the following technical result. 
Theorem 4:
There exists a sequence of alphabets having linear growth for which the GLRT (9) is not h-universally consistent.
Proof: We let and will show there exists a pair of distributions satisfying (1) From the Efron-Stein inequality and bounded differences property (Lemma 9), the random variables concentrate around their respective means, which by the previous calculation are converging to the values above. It follows that under hypothesis , the test incorrectly declares . This is illustrated in Section IV-D
The particular pair of distributions used in the above proof was found numerically. Since its first appearance in the conference version of this work [31] , the pair has been transformed into a counterexample for closeness testing, after some simplification, by Acharya et al. [32] .
Another well-known statistical procedure is the chi-squared test and we turn to that next.
B. Chi-Squared Test and its Consistency
For any distributions and on alphabet , and any introduce the functional 5 We will usually write when the set is taken to be the full alphabet . Following [33, Ch 17, Ex. 3] , one can apply the following test to the present problem:
After some manipulation, this yields (12) 5 For , this functional is sometimes called the triangular discrimination; see [26] . which we will refer to as the chi-squared test (see also [34 
]).
As with the GLRT, the chi-squared test is consistent with sublinear alphabet growth. The proof is similar to that of the GLRT, and so we only outline the argument.
Theorem 5: Suppose
; then the chi-squared test (12) is universally consistent.
Proof: Suppose hypothesis is in effect, i.e., . We will show that the left side of (12) tends to zero in probability, while the other converges to something positive. For brevity, we omit writing the alphabet argument in . Let . By taking the first term of the expansion from Lemma 5, we have that Therefore, the event implies . Thus which goes to zero according to the proof of Theorem 3. An easy argument (see [24] ) shows that viewed as a function from has the bounded differences property with constant . Also, Jensen's inequality and the joint convexity of the function in , imply that Now by Cauchy-Schwarz inequality, we have Therefore, Efron-Stein inequality implies that the random variable is concentrated around something strictly greater than , which is not vanishing.
We also have a corresponding result about inconsistency of the chi-squared test when .
Lemma 11: Let be a 1-large alphabet source such that and have full support for each . Let denote the shadow (see Lemma 10) . If converges weakly to , then under hypothesis (i.e., ) and Analogous formulas obtain under hypothesis . Proof: See Appendix A.
Theorem 6:
There exists a sequence of alphabets having linear growth for which the chi-squared test (12) is not h-universally consistent.
Proof: Using the distributions from the proof of Theorem 4, applying Lemma 11, and numerically evaluating the resulting integrals, we see that under hypothesis , whereas under hypothesis By a similar argument as used in the proof of Theorem 4, it follows that under hypothesis , the test incorrectly declares .
C. Understanding the Inconsistency
The inconsistency of both the GLRT and chi-squared test for linear alphabets can be explained neatly by relating these tests to the -norm test , where
Recall from Lemmas 1 and 2 we know that the random variable concentrates around values which guarantee consistent detection, i.e., asymptotically . But unlike our -norm test, which weights all terms equally (by ), the test weights the terms in the first sum of by and those in the second sum by . Evidently, this normalization eliminates the bias necessary to ensure consistency.
For the case of the GLRT, the same reasoning applies by reducing the GLRT to a chi-squared test via a Taylor series expansion. For these distributions, numerical calculations show that it suffices to restrict attention to the terms for which the symbol count is zero in the training string and is positive in the test string or vice versa (in fact with high probability and or vice-versa). This observation about the counts combined with Lemma 5 implies that (Lemma 14 in Appendix A establishes a rigorous one-sided bound of this type.)
Another frequently used test is based on the Hellinger metric, , which for two mass functions and is defined via (13) At first glance, one may be tempted to think that the test (14) would not suffer from the same problems as the chi-squared test and GLRT since it does not involve divisions by empirical distributions. However, since , may also be written as and again the test involves divisions by counts. We conjecture (for evidence see Section IV-D) that the Hellinger test is not h-universally consistent for . 6 
D. Simulation ( Case)
In Fig. 1 , we show the empirical performance (over 10000 trials) of the -norm classifier (3), the GLRT classifier (9), the chi-squared classifier (12) , and the Hellinger classifier (14) for increasing and a uniform prior on the two hypotheses and . The alphabet is ; Example A refers to the distributions , appearing in the proof of Theorem 4; Example B is the same sequence versus , the uniform distribution. We see that in Example A, the average error probability of the GLRT and chi-squared classifier tends to 1/2, as predicted by Theorems 4 and 6; we also notice the apparent inconsistency of the Hellinger test previously mentioned. In Example B, even though all tests seem to be consistent, the fraction of errors for our classifier converges to zero more quickly than the others do.
V. TESTING WITH INFINITE TRAINING DATA
In this section, we suppose that the tester is given access to an "infinite" amount of training data, i.e., for each he knows the underlying distributions. The following theorem shows that if and are asymptotically separated in (indeed, even if the separation is vanishing sufficiently slowly), then a consistent test exists for any growth rate of the alphabet.
Theorem 7:
For any distributions and on , there exists a test such that if denotes the sum of the type I and type II errors after observations, then 6 The missing ingredient in the proof of inconsistency is the concentration of the random variable about its mean. Once this is established, one can readily verify using a calculation similar to Lemma The result follows.
VI. COMMENTS ON UNIVERSAL CONSISTENCY
We conclude with some comments on general-source triangular array classification (i.e., removing the homogeneous assumption). As noted in Section I, the results of Batu et al. [2] and Valiant [21] imply that universal classification is possible if grows slower than but not if it grows faster. 7 Given the widespread acceptance of the chi-squared test and the GLRT, as well as the results of this paper on the test, it is natural to ask how those tests perform on general distributions.
Recall that Theorems 3 and 5 show that the GLRT and chisquared tests are universally consistent provided that the underlying alphabet grows sublinearly. Using Lemma 7 and bounding the distances by relative entropies (via Pinkser's inequality), one can also show that the test (3) is also universally consistent with sublinear alphabet growth, provided that the asymptotic separation occurs in , i.e., the assumption (2) is replaced by
We have seen that neither the GLRT nor the chi-squared is even h-universally consistent with linear alphabet growth. The test obviously is consistent, although the following example shows that it is not universally consistent under linear alphabet growth.
Lemma 12:
Let be a 1-large-alphabet source such that for every . Denote by a special symbol that does not occur in any of and define
Let denote a point mass at and define and . Then, the test is inconsistent.
The idea is the following. The contribution to the difference of the square distances coming from the component is concentrated around or depending on which hypothesis is in effect. The contribution from the symbol, however, is zero mean with a standard deviation that is under both hypotheses, which prevents the overall statistic from concentrating. See [24] for details. The problem is that the test relies on the unnormalized counts, and a symbol with large probability can dominate the overall statistic. The GLRT and chi-squared test avoid this problem by using the normalized counts, but as we have seen, this normalization can eliminate the bias necessary to ensure consistency. It would be interesting to determine if there is some amount of normalization between and chi-squared that allows for universal consistency. Given the connection between the test and support vector machines, which are heavily used in practice, the advent of such a normalization could prove useful.
APPENDIX PROOFS: SECTION IV
Proof of Lemma 7:
Applying Lemma 6 gives the result. (17) Let Then, the first absolute value in the right-hand side of (17) is of the form which is bounded by from Lemma 13. For the second summand, suppose and it follows the same bound holds. Now instead consider the difference where is identical to except for one position. Again, without loss of generality, suppose that the change replaced an occurrence of with where . It follows that
Let Then, by way of Lemma 13, the first absolute value of (18) is bounded by . The second term is handled analogously. Since , the bounded differences property is established.
Proof of Lemma 10:
For notational convenience, let and note for all sequences , . Now we compute (19) Starting with the second term on the right-hand side (using the standard convention that ), and expanding the expectation gives the calculation shown at the bottom of the page. 
