Abstract -As the complexity of work tasks rises for maintenance workers in modern production facilities, new technologies will be required to support and integrate the service worker of tomorrow. This paper gives an insight into an ongoing research project examining the potential of smart glasses used as a component of assistant systems for workers performing maintenance tasks in an industry 4.0 context. A human centered design process is used to identify the needs of workers and to specify requirements for the assistant system being developed. Thereby, the maintenance of a CNC lathe is used as an example and assistant functions were developed for one specific maintenance task. The architecture of the assistant system proposed in this paper is based on an analysis of the work system including the tasks of the maintenance worker. Finally, the implementation of a first prototype, using state-of-the-art augmented reality smart glasses, is described.
I. INTRODUCTION
A major goal regarding industrial maintenance within the proclaimed fourth industrial revolution towards more intelligent and connected factories is the transition from classical to predictive maintenance [1, p. 197] . It is characterized by real-time analysis of huge amounts of data which is provided by machinery to determine if it needs to be maintained. Thus it could be possible to maintain every machine on an individual schedule if enough qualified workers were available at any time. Since it is expensive for employers to meet the resulting requirements with traditional human resources, it might be an option to increase the flexibility of workers by improving their ability of learning fast and on demand as well as helping them to provide a larger variety of services with increased efficiency and constant reliability.
This paper suggests assistant systems as appropriate tools to provide information as needed, decrease training time and assist workers during the execution of maintenance tasks. Such assistant systems should not only provide instructions, but also be aware of possible mistakes and hazards. Further, they should not constrain the user physically, for example by occupying the worker's hands, or mentally by increasing their mental workload, e.g. by providing too much information.
II. METHODOLOGY
The assistant system is developed on the basis of the human centered design process as described in the standard ISO 9241-210 [2] . Although the developed system should be able to assist the worker while maintaining a great variety of machines in an industrial environment, one specific use case is chosen to validate the potential of the assistant system. The chosen use case is the maintenance of a CNC lathe, which is conducted by an ordinary service worker who has some basic knowledge about industrial maintenance in general, but not about the specific machine. Fig. 1 . Human centered design process according to [2] The first step of the human-centered design process (cf. figure 1) is to examine the context of use. In our project, this is accomplished by analyzing the work system in two versions: the industrial target environment and the test environment in our laboratory. This implies a detailed analysis of the work objective and resulting work tasks of the maintenance worker. Thus, the user requirements can be specified more precisely and new design solutions can be developed in consideration of both the requirements of the specific use case and the resources of the human operator. The prototype that has been realized as a design solution uses state-of-the-art augmented reality technology. It enables a worker to perform a typical maintenance task without any previous training or knowledge in context with the specific model of the lathe. This is achieved by providing step-by-step instructions to the user while simultaneously showing the exact location of the action targets. The prototype will be evaluated in the near future by conducting user studies. Results will be fed back to forthcoming iterations of the human centered design process.
Design of an Assistant System for Industrial Maintenance Tasks and
Implementation of a Prototype Using Augmented Reality 
A. Context of Use: Work System Analysis
According to the standard ISO 6385 [3] , a work system consists of one or several human operator(s) using work equipment to fulfill a work objective within a work environment (cf. figure 2 ). Input and output subsume information, energy and material that are needed or transformed during the work process. Fig. 2 . Illustration of a work system cf. [3] Table I compares the components of the two variants of the work system under consideration: The industrial scenario which is being aimed for and the test scenario in which development and evaluation take place.
While input and output, as well as work equipment are quite similar for both scenarios, there are significant differences regarding the operator and the work environment, which need to be considered when specifying the user requirements.
Whereas a real service worker will have some experience with typical tools and maintenance work in general, a test subject might be less experienced in this matter. Furthermore, it is important to consider the test subjects' increased variety in age, education and experience with modern technology that might be a part of the assistant system. The industrial work environment might not be as clean, quiet, even tempered or well-lit as the test environment. This could lead to difficulties with communication between the user and the assistant system, as well as perception of the environment. There might also be more hazards such as moving objects and the operator might not have as much free space surrounding the machines, which will eventually result in considerable constraints for the freedom of action of the user.
B. Context of Use: Task Analysis
For the specification of requirements regarding the work objective, it is necessary to analyze and structure maintenance procedures. Industrial maintenance work is often organized as a variety of individual maintenance tasks which need to be executed after a certain amount of working hours, which can be derived from the estimated decrease of the wear stock of affected machine parts [4] . Since these tasks and intervals are specific for every machine model, a classification is required. The approach of this study is to break the maintenance tasks down in two steps, resulting in a classification of subtasks (step 1), and actions (step 2). Every maintenance task consists of subtasks and every subtask of actions. Both might repeat within a variety of different maintenance tasks. Therefore, the amount of building blocks necessary to classify maintenance work is decreased furthermore with every level of classification. Actions are elemental steps, which most humans know as they are part of their everyday life. Subtasks, by contrast, are more specific and contextoriented. As the set of actions they contain is not always known to the human operator, he could be assisted e.g. by providing step-by-step instructions. Table II shows an excerpt of the results of breaking down the maintenance tasks of the example use case (maintenance of a CNC lathe) into subtasks. Every Task ID represents one maintenance task for the specific machine model as specified by the manufacturer as described in the manual of the machine. 
Subtasks Legend: X: Subtask is part of maintenance task (X): Subtask is part of maintenance task under certain conditions
As an example, the maintenance task Optical Control of the Machine Window with the corresponding Task ID #2, which needs to be executed every eight machine working hours, requires the execution of the subtasks Notification of Warning, Opening of Machine Door and Optical Inspection (amongst others). These subtasks can be broken down even further into actions. These can be identified by observing the execution of subtasks, as conducted by professional service workers, while looking for elemental human actions which can be observed repeatedly. Table III shows an excerpt of the outcome of applying this procedure to our example use case. 
Subtasks Actions
Legend: X: Action is part of subtask For instance, if the machine door needs to be opened manually, the actions Recognition of an Object (i.e. the machine door), Change of the current Location (i.e. to a position in front of the machine door), Grasp an Object (i.e. the door handle) and Exercising a Force (i.e. pull on the door handle) have to be executed (amongst others).
C. Specification of User Requirements
The user requirements can be specified by examining the results of the work system analysis. Table IV lists some user requirements for the industrial scenario of our use case, matched to their corresponding work system element. For the test scenario, the differences as mentioned in section A should be considered. When formulating the requirements precisely for a specific assistant system, measurable target values must be added to these requirement variables, such as "Task execution efficiency must increase by 10 %" or "The ergonomic standard ISO 9241-110 must be met".
D. Design Principles
Assistant systems can be implemented by providing assistant functions which can be assigned to six stages of human action. These stages are " (1) [5, S. 9 ]. The user can be assisted in each of these stages separately, by assigning the right assistant functions. For instance, the action "Change location" (cf . Table III) can be assisted by first drawing attention from the operator (Stage 1) and communicating that his or her location must be changed (Stage 2, 3) . The next step could be to showcase a variety of possible paths and give advice on which path might be the fastest (Stage 4) . Subsequently, the user can be navigated to that location (Step 5). The final assistant function could then be to acknowledge that he or she has arrived (Step 6).
We aim for a cognitive assistant system in particular. A system of this kind focuses on the support of the human operator in his or her effort to successfully achieve the given work objective. This can be achieved by
• directing the attention of the human operator to the currently most important task, • ensuring that the workload of the human operator is neither too low nor too high, and • possibly executing subtasks instead of the human operator. [6] To ensure that the mental workload of the operator is considered correctly, it is important to provide information in an adequate way, so that the operator can perceive it while reliably executing actions at the same time. According to Wickens' model of multiple resources, the performance of actions that are executed in a timesharing manner will be better if they do not use the same human resources [7] . Thus, for presenting information to the human operator, codes, modalities and placement of information should be chosen in a way, that they won't interfere with the human resources which are currently stressed. Therefore, the assistant system should be able to choose flexibly what kind of resources should be used to not violate this condition. Thus, multiple variations of assistant functions should be implemented for each action that should be assisted. Table V shows human resources, which the available hardware (smart glasses) can make use of while assisting the operator performing actions as classified in chapter B. In the final assistant system, as many of these variations as possible should be implemented.
TABLE V AVAILABLE HUMAN RESOURCES FOR ASSISTED ACTIONS

E. Design Solution
An assistant system architecture as shown in figure 3 is used to provide assistant functions. It consists of modules that are based on typical steps of human information pro-cessing as e.g. described by the Cognitive Process [6, 8] : -Sensation of the environment: Acquisition of data about the situation the operator currently is in. This includes the operator's input, machine data and the registration of the active maintenance task. -Interpretation of the situation: Interpretation of the situational context to achieve situation awareness, e.g. consideration of the subtask the operator should execute next, his or her condition and whether there are any hazards that need to be taken into account. -Determination of goals: The assistant system has to decide, which goals it should pursue. This is especially important in case of goals competing against each other (e.g. support the execution of the next sub-task / stop work process due to safety issues). -Action planning: Planning on how the operator will be assisted, e.g. by presenting needed information including the choice of code, modality, placement of information and assisted stage(s) of human action or by executing actions on behalf of the human operator. -Execution of actions: Provision of assistant functions to the operator as previously planned. When applied to our example use case, the maintenance task Optical Control of the Machine Window is registered and machine data like passed working hours or machine door status is tracked in real time together with the operator's input such as gaze direction or user location. This information is then processed to understand the work environment and the situational context, e.g. the current subtask and action that is being executed at the moment, like Opening of Machine Door and Change of Location in an industrial environment, maybe close to a transportation route. Although the subsequent action Grasp Object could be assisted subsequently e.g. by showing the location of the target object, the assistant system might recognize a possible threat like an approaching transport vehicle and may therefore decide to warn the user first within the architecture component Determination of Goals. The next step for the system is to plan how the operator should be warned, respectively which stages of human action should be assisted by using the right codes, modalities and place-ment. In this example, the system may choose to draw user attention by playing back a relatively loud acoustic warn ing signal through both stereo speakers (Stage of human action: (1), Modality: auditory, Code: manual spatial, Placement: focal), followed up by the playback of a voice telling the user to stop moving (Stage of human action: (4), Modality: auditory, Code: vocal verbal, Placement: focal).
F. Prototype
To implement the described assistant system architecture, a prototype was developed. As hands-free and multi-modal interaction between the operator and the assistance system are important user requirements for industrial maintenance work, the state-of-the-art augmented reality smart glasses HoloLens by Microsoft (cf. figure 4) were chosen as a hardware component. The used SDK for this prototype includes the game engine Unity and software libraries/Unity Prefabs by Microsoft and Vuforia. Fig. 4 . Test of the first prototype using Microsoft HoloLens After having chosen a maintenance task from the main menu, the prototype is able to assist the user by displaying instructions for subtasks and actions in the exact location of the action target by using an augmented reality graphic user interface. As soon as an action is done, the user needs to use voice or gesture commands to proceed to the next step. The progress of the task is shown in a static graphic user interface. Furthermore, pointing arrows are implemented to show the direction of machine elements that are not within the limited field of view.
The components of the architecture described in section E, are implemented in Game Objects in Unity, which derive methods from parent classes as defined in attached C# Scripts. Table VI shows which functional Game Object in the software design of the prototype corresponds to the architecture components as shown in figure 3 . For example, displaying instructions by the use of an augmented reality user interface is implemented by the WorldCanvas object. The StaticCanvas object is used to display information in the operator's field of view and the MachineElements objects are used to display holograms on top of targeted machine parts by using augmented reality. All three components are part of execution of actions (cf. As this first functional prototype doesn't consider the safety situation of the user, the goals and the next action can always be directly derived from the component Interpretation of the Situation.
IV. DISCUSSION
Early tests of the prototype showed a great potential of Microsoft HoloLens for assistant functions within the fields of perception and information integration/situation awareness (cf. stages of human action, section D.). As these tests were only conducted on a small scale, larger user studies need to be performed to proof this potential and compare the usability of the prototype features. Furthermore, the missing components of the conceptual architecture need to be realized in future implementations and other hardware needs to be integrated and tested. The reliability of the system can also be increased by recognizing the execution and the quality of a performed step automatically, for example by using precise optical tracking. Further goals are to realize the consideration of the abilities and knowledge of the individual user and increase the variety of supported machines. Big data concepts (e.g. cloud computing) can also be implemented to improve the acquisition of data and the prediction of due maintenance work. The system's increased situation awareness will then allow for more complex action planning and goal determination algorithms to be implemented.
V. CONCLUSION This paper presented the design and development of a prototype for assisting the execution of maintenance tasks in an industrial environment, based on an architecture which was developed by using a human centered design process, which includes a work system analysis and a structured decomposition of maintenance tasks. This first prototype enables the user to perform maintenance tasks without prior knowledge, so that it can be stated that the concept of hands-free assistant systems using augmented reality have the potential to aid the maintenance worker of the future significantly. Still, it leaves plenty of room for improvement, as there are user requirements that need to be fulfilled by completing further implementation, iteration and evaluation procedures. This includes automatic detection of the operator's performed actions and his or her condition. Furthermore, enhanced acquisition of machine data is required to consider safety issues and goals. As time will progress, new hard-and software solutions will also be made available to realize better systems, that can offer a larger variety of assistant functions while satisfying the ergonomic needs of the future worker.
