We study the directed and weighted network in which the wards of London are vertices and two vertices are connected whenever there is at least one person commuting to work from a ward to another. Remarkably the in-strength and in-degree distribution tail is a power law with exponent around −2, while the out-strength and out-degree distribution tail is exponential. We propose a simple square lattice model to explain the observed empirical behaviour.
time t * to travel from a ward to the other. The definition and data sets for the generalised time were developed by Transport for London [11] for the Greater London Authority. The generalised time is defined as t * = in − vehicle time + 2 * (waiting time) + 1.5 * (access and egress time) + interchange+ bus boarding penalty and it is measured in minutes.
All data available concern just London. For instance people living out of London and working in London, or people living in London and working out of London are not counted. This bias can be important if we consider that the 25% of people working in the central activity zones of London live out of London.
The links of this network are directed and weighted. The directionality of the network is implicit in the complexity of urban commuting. The city is composed of wards that are mainly devoted to business, wards that are mainly residential and wards that are both business and residential oriented. This implies the way people commute from a ward to another is strongly ward dependent and directional. We will consider people out-going from the ward where they live and in-coming to the ward where they work. The result of this approach is that the in and out vertices properties are different for different wards and give light to two different mechanisms involved in the development of the city. A weighted analysis of this network is motivated by the fact that the flux of people commuting from one ward to another is an important measure of the dynamics of the city.
We define the weighted adjacency matrix W = {w ij } , i, j = 1, 2, ..., 634, for the network, where w ij is the weight of the link connecting the vertex i to the vertex j, that is the number of people living in ward i and commuting to ward j to work. Note that, since the network is directed, this number will be different from w ji , that is the number of people living in ward j and working in ward i, i.e. the matrix is not symmetric. We define the out and in-degree Since the quantities defined above are dependent on the size of the wards, in order to describe our system we will consider the strength and degree area densities, both measured in km −2 . We first define the weighted adjacency matrix R = {ρ ij } where ρ ij = wij Ai and A i is the area of ward i measured in km 2 . ρ ij represents the density of commuters moving from ward i to ward j. Our decision to use a real density as the standard quantities to analyse our system is supported by the fact that ρ ij shows a strong dependence on t * , that is ρ ij (t * ) ∝ t * −2.48 (see Fig.1 ).
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This power law behaviour demonstrates the strong geographical dependence of the network. We then define the degree density τ Ai .
In section II we will show the main results of the empirical analysis of the data. In section III we will propose a simple model to reproduce the behaviour of commuters in the city.
II. EMPIRICAL ANALYSIS
The network is composed by 634 vertices connected by 143102 edges with an average degree < k >= 226, so that we can say it is a very well connected network indeed.
The out-degree density or out-connectivity density τ From these first results we can observe that the in-degree has a range of values that is larger by two orders of 5 magnitude than that of the out-degree. This result reflects two very different phenomena behind the distribution process for settlement and business areas. This is due to the wards selectivity for urban function, where business tends to be concentrated in few areas while residential wards tend to spread over a much broader region. As we noticed before for the degree density, in this case we got that the out-strength density values range is just the 11% of the in-strength density values range. In fact business areas tend to be concentrated in certain zones, defined
by high values of in-strength. The out-strength values reflect the residential habits: the fact people tend to live in places that are more widely distributed around the whole city.
The differences between out and in vertex properties are better understood if we look at the experimental density distributions of probability for those quantities. In Fig.3 we show the out-degree/strength distributions. Since they're very similar in shape, we can discuss them together. On the left we show the plots on a linear-log scale. In this way the shapes look very similar to log-normal distributions, that is the distribution of a measure whose logarithm is normally distributed. Nevertheless if we look at the same distributions on a log-linear scale we notice that the tail is a straight exponential.
In Fig.4 we show the in-degree and the in-strength distributions. As in the previous case the shapes are very similar.
On a linear-log scale we find again the shape of a log-normal distribution. However the difference with the previous case is that when we look at the tail of the distribution on a log-log scale, we see that the distributions fall as a power law with exponent around −2.
In the next section we will give a simple interpretation of those results.
III. THE MODEL
To understand the statistical behaviour of the data, we focus on the fact that the phenomena we are dealing with, that is the metropolitan business centers and the metropolitan human residential settlements, are strictly related and influence each other during the growth of the city.
To understand the former phenomena, we have to look at the bottom right panel of properties of those areas,we can see that, on a smaller scale, they reproduce the behaviour of central London.
The other strong evidence is that the strength and degree distributions have a peak and a power law tail with exponent around −2. This tail can be explained if we consider a distribution of points in a circle where the occupation probability Π is proportional to the inverse of the square of the distance from the center r,
If we define the in-strength s in in this case as the number of points falling in a certain area of the circle, then the in-strength will be completely dependent on the occupation process and we will have that < s in >∝ 1 r 2 . To calculate the probability density function P (s in ) for the in-strength, we can calculate the probability density function for r −2 .
In general we have that, if < s
. It is thus easy to
The peaked curve can be explained by the asymmetries of the city, that is London is not circular. To demonstrate this, we performed a simulation on a square lattice with 625 cells that we populated with 1875000 points with the probability given in Eq.1(these parameters are chosen to reproduce the London statistics). In the top left of Fig.5 we show the resulting map for the in strength while in the central panels of the same figure the resulting in-strength distribution. Those results have to be compared with the distribution in Fig4. Although we don't capture the behaviour of the distribution for the values of the in-strength going to zero, we can notice that for the small values of the in-strength, the curves are very similar.
We can then assume that the in-strength distribution, that is the distribution of business metropolitan areas, is a geographical dependent variable. This means that once the business areas are settled, then they will grow just as an organism does, trying to be as compact as possible and with a radial homogeneous distribution.
To understand the properties of the out-degree/strength distributions, that is where people decide to live, we can notice ( Fig.2 ) that people tend to live close to their workplace, but not in the wards where there is a massive business activity. We interpret this observation in a stochastic growing model on the square lattice whose cells represent the wards of London. So, as we did for the in-strength distribution, we consider a square lattice with 625 cells. While the business centers are populated with the probability given in Eq.1, the residential ward i will be populated with a probability given by:
where r i is the Euclidean distance from the ward i to the center of the lattice. The probability in Eq.2 takes into account the fact that generally people tend to live close to their workplace with a rate that is proportional to the inverse of the square of r, but people don't want to live in an area completely devoted to business, so with a inverse proportional dependence on the in-strength s in of the ward. The resulting simulated map for the out-strength is given in the top right panel of Fig.5 . From the bottom panels of the same figure we can see that the probability distribution obtained for the out-strength possesses the required features, that is a peaked distribution with exponential tail.
IV. CONCLUSIONS
In this work we analysed the network of commuters in London. Our empirical analysis is in itself important and unique. The data from 2001 census regarding the working habits of people of London are organised and contextualised 9 in the framework of network theory. The organization of a city relies on many levels of complexity, from the social differences between people to the geographical constraints in the landscape of the city itself. Our research focuses on the organization seen as a result of phenomena related to the geographical locations of jobs and the accessibility of those places. We believe that in order to understand the organization of the city, those habits are the most important to consider, and actually London is the biggest and most productive city of western Europe.
We show that the power law for the distribution of business centers can be considered as the result of a pure geographical distribution of business areas, that is business centers tend to aggregate to preexisting business centers.
In the model we propose the residential distribution in the city is described as a phenomena dependent on the distribution of business centers. This dependence on the business centers is shown to be anti − pref erential, that is people want to be close to their place of work, but don't want to live in an area devoted to business. The simulations seem to agree with the real data even if the model is minimal. In fact we showed how in London, beside the bigger activity center that is in Central London, other activity centers emerge at different scales. In our minimal model this effect is not considered, so that it can be seen as a model of local development that can be used at different scales. 
