In this paper, we define k-generalized order-k numbers and we obtain a relation between i-th sequences and k-th sequences of k-generalized order-k numbers. We give some determinantal and permanental representations of k-generalized order-k numbers by using various matrices. Using the relation between i-th sequences and k-th sequences of k-generalized order-k numbers we give some determinantal and permanental representations of i-th sequences of generalized order-k numbers. In addition, we obtain Binet's formula for generalized order-k Pell numbers by using our representations.
Introduction
Fibonacci numbers, Pell numbers and their generalizations have been studying for a long time. One of these generalizations was given by Miles in 1960.
Miles [6] defined generalized order-k Fibonacci numbers(GOkF) as,
for n > k ≥ 2, with boundary conditions: f k,1 = f k,2 = f k,3 = · · · = f k,k−2 = 0 and f k,k−1 = f k,k = 1.
Er [3] defined k sequences of generalized order-k Fibonacci numbers (kSOkF) as; for n > 0, 1 ≤ i ≤ k 
Kiliç [5] defined k sequences of generalized order-k Pell numbers (kSOkP) as; for n > 0, 1 ≤ i ≤ k Not that f k,k+n−2 , f i k,n , p i k,n and a i k,n are GOkF, kSOkF, kSOkP and kSOk respectively, substituting c j = 1 in(2) and λ = 1 in(5), for 1 ≤ i ≤ k we obtain
and substituting λ = 2 in(5) we obtain a k k,n = f k,k+n−2 .
1.1.
Relation between i-th sequences and k-th sequences of generalized order-k numbers Lemma 1.1. Let a i k,n be the i-th sequences of kSOk for n > 1−k and 1 ≤ i < k,
First we obtain initial conditions for t n by using initial conditions of i-th and (i + 1)-th sequences of kSOk simultaneously as follows;
Since initial conditions of t n are equal to initial condition of a k k,n with index iteration and since t −i+1 = a i k,1−k then we have t n = a k k,n−k+i . Theorem 1.2. Let a i k,n be the i-th sequences of kSOk, then for n ≥ 1 and
and adding these equations side by side we obtain
which completes the proof. 
Proof. Proof is similar to Lemma(1.1) 
Proof. Proof is similar in Theorem(1.2) Example 1.5. Let us obtain p i k,n for k = 5, n = 10 and i = 2 by using Corollary (1.4) . Theorem(1.2) and Corollary(1.4) are important, because there are a lot of studies on k − th sequences of kSOkF and kSOkP(which are called generalized order-k sequences in some papers [3, 5, 6] ). Our relations allows to translate these studies to i − th sequences.
The determinantal representations
An n × n matrix A n = (a ij ) is called lower Hessenberg matrix if a ij = 0 when j − i > 1 i.e.,
a n−1,1 a n−1,2 a n−1,3 · · · a n−1,n a n,1 a n,2 a n,3 · · · a n,n
A n be the n × n lower Hessenberg matrix for all n ≥ 1 and
and for n ≥ 2 det(A n ) = a n,n det(
Theorem 1.7. Let k ≥ 2 be an integer, a k k,n be the k-th sequences of kSOk and Q k,n = (q st ) n × n Hessenberg matrix, where
where
Proof. Proof is by mathematical induction on n. The result is true for n = 1 by hypothesis. Assume that it is true for all positive integers less than or equal to m, namely det(Q k,m ) = a k k,m+1 . Using Theorem (1.6) we have
From the hypothesis and the definition of k − th sequences of kSOk we obtain
. Therefore, the result is true for all non-negative integers. 
Proof. Proof is similar to the proof of Theorem (1.7). Theorem 1.9. Let k ≥ 2 be an integer, a k k,n be the k-th sequences of kSOk and B k,n = (b ij ) be an n × n lower Hessenberg matrix such that
Proof. Proof is by mathematical induction on n. The result is true for n = 1 by hypothesis. Assume that it is true for all positive integers less than or equal to m, namely det(B k,m ) = a From the hypothesis and the definition of kSOk we obtain
Therefore, the result is true for all non-negative integers.
Theorem
where B k,n is as (8) 
and the number of 1's in the first column is k
Proof. Proof is similar to the proof of Theorem (1.9).
Corollary 1.11. If we rewrite Theorem (1.7) and Theorem (1.9) for
respectively.
Proof. We know from [8] 
Proof. Proof is similar to the proof of Theorem (1.7) for λ = 2. 
The permanent representations
Let A = (a i,j ) be a square matrix of order n over a ring R. The permanent of A is defined by
where S n denotes the symmetric group on n letters.
Let A i,j be the matrix obtained from a square matrix A = (a i,j ) by deleting the i-th row and the j-th column. Then it is also easy to see that
for any i, j. 
where i = √ −1.
Proof. Proof is similar to the proof of Theorem (1.7) using Theorem (1.15) Theorem 1.17. Let a k k,n be the k-th sequences of kSOkP, k ≥ 2 be an integer and let D k,n = (d st ) be an n × n Hessenberg matrix such that
where number of 1's in the first column is k − i + 1, then
Proof. Proof of the theorem is similar to the proof of Theorem (1.9) using Theorem (1.15) 
Proof. We know from [8] and [7] for λ = 1, per(H k,n ) = f k,k+n−1 and per(D k,n ) = f k,k+n−1 respectively and since f 
respectively. Theorem 1.20. Let a i k,n be the i-th sequences of kSOk and for 2 ≤ i ≤ k and n, k ≥ 2;
Proof. Proof is similar to the proof of Theorem (1.16). 
where D k,n is as (11) and the numbers of 1's in the first column is
Proof. Proof is similar to the proof of Theorem (1.17). Theorem 1.24. Let p k k,n be the k-th sequences of kSOkP, k, n ≥ 3 integers and P k,n = (p i,j ) be an n × n Hessenberg matrix, such that
Proof. Proof is similar to the proof of Theorem (1.9) by using Theorem (1.15).
Binet's formula for generalized order-k Pell numbers
Let ∞ n=0 a n z n be the power series of the analytical function f. We assume that f (z) = ∞ n=0 a n z n when f (0) = 0 then the reciprocal of f (z) can be written in the following form
whose radius of converge is inf{|λ| : f (λ) = 0} [1] . It is clear that A n is a lower Hessenberg matrix, i.e.,
a n a n−1 a n−2
then the reciprocal of p k (z) is
if p k (z) has the distinct zeros λ j , j = 1, 2, . . . , k. Where p
. So 1 is a root but not a multiple root of h(z), since k ≥ 2 and f (1) = 0. Suppose that a is a multiple root of h(z). Note that a = 0 and a = 1. Since a is a multiple root,
and
We obtain 3ka − (k + 3)a 2 = k + 1 using equations (14) and (15). Thus
and hence, for a 1 we get
We let
).
Then we write: a k − 3 = 0.
Since for k ≥ 4, a k < a k+1 and a 4 = Lemma (1.25) we have the zeros of p k (z) are simple. Hence from equation (13) we obtain
Corollary 1.27. Let p i k,n be the i-th sequences of kSOkP then for n ≥ k ≥ 2 and 1 ≤ i ≤ k;
Proof. Proof is direct from Corollary (1.4) and Theorem(1.26).
