Astrometric errors introduced by interpixel capacitive coupling in hybridized arrays,"
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 1 1 6 ; 6 7 6 Oði; jÞ ¼ Kði; jÞ Ã Iði; jÞ:
(2)
A nonuniform capacitance results in a nonuniform coupling coefficient. Due to the fringing fields from the photodiodes, interpixel capacitance (IPC) varies as a function of photons collected in the neighborhood of readout node. 4 Only giving consideration to the final image output, coupling between two pixels varies as a function of the level of each pixel. This gives rise to a systems of equations, where S is the uncoupled incident level of the central pixel, B is the background signal, N is the readout value of the neighboring pixel, C is the readout value of the central pixel, and α is the fractional coupling coefficient: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 1 1 6 ; 5 8 1
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 1 1 6 ; 5 3 8
Solved for α, this yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 1 1 6 ; 5 1 5 α
Using this convention, α ¼ αðS; BÞ. Within this work, a method to characterize this coupling is discussed, a technique for correcting a well-characterized coupling is referenced and applied to data for the scientific ramifications to be assessed. The domain of these parameters is intentionally left ambiguous. All values can be taken in the charge domain, the voltage domain, or any arbitrarily defined continuous injective mapping over the charge domain. The key fact is that the domain must be consistent and must match the domain for the coupling coefficient. The particular functional behavior of α will be distinct if given in terms of Q or V, but the preceding equations and the conclusions that follow will hold in any particular instance of this general approach.
IPC and Systematic Errors
Characterization of the coupling in isolation can aid in understanding the nature of the measurement tool and the systematic errors that it can introduce, but perhaps more valuably when that error behaves deterministically rather than stochastically, its impact on scientific data in particular circumstances can be elucidated and corrected. Previous work has made an effort to predict the impact that IPC can have on scientific data when examining crowded fields; 10 here those predictions will be empirically verified. With a well-characterized coupling coefficient, the effect of IPC can be backed out using the following iterative method: 10 with S, C, and α as used in Eqs. (3) to (5) , q indicating iteration count, and m, n, i, and j indicating spatial pixel indexes: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 1 1 6 ; 2 2 5Ŝ
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 1 1 6 ; 1 2 6Ŝ 0 ða; bÞ ¼ Cða; bÞ:
Here, we will examine a resolvable binary source pair that has been observed by both the European Southern Observatory (ESO) instrument HAWK-I's hybridized H2RG HgCdTe 2.5 μm array at the Very Large Telescope (VLT) and the CCD array of the Hubble Space Telescope's (HST) Advanced Camera for Surveys (ACS) Wide Field Camera (WFC). The first binary explored here is located on the western side of NGC1851 with full frames shown in Fig. 1 and the particular binary shown in Fig. 2 . It was selected for a number of reasons. It is sufficiently above background in the HAWK-I exposure to be clearly visible. The sources are visibly resolvable but extremely confused in the IR image as shown in Fig. 3 . It was sufficiently below saturation in the HST image that minimal blooming occurs.
Point spread fitting using the python photutils implementation 11 of DAOphot 12 was performed to estimate the angular separation between the binary in the Hubble frame as well as the HAWK-I frame. Theoretical predictions indicate that in arrays with IPC present, the separation between confused sources will be underestimated. 10 This is due to the signal dependence of IPC causing preferential blurring toward the center of the binary compared to away. IPC has been characterized as a function of signal strength using hot pixels present in dark exposures of the HAWK-I device as shown in Fig. 4 . This characterization will then be used to decouple the HAWK-I image. Comparisons between the point spread fits from the original HAWK-I frame, the corrected HAWK-I frame, and the Hubble frame are shown in the following table. The fit from the Hubble frame will be used as a type of fiducial, as there is no IPC present, and astrometric errors will be considered as deviation from this data.
Separation of this confused binary using PSF fitting is measured to be smaller using data from a hybridized array compared to data from a CCD array. This underestimate is partially mitigated by correction using a partially characterized coupling coefficient. It is worth noting that part of this precision comes from the underlying geometric distortions incident on the Hubble and HAWK arrays. Raw HST images are anticipated to have up to 7% geometric errors but these field distortions are corrected to less than 0.5 marcsec by using the AstroDrizzle preprocessing technique. 14 On the VL 8-m telescope, the field correction is a more difficult problem as the IPC correction must be applied prior to any geometric correction. As a result, the raw uncorrected data were examined here. This raw frame includes an expected residual error on the visual field on the order of 35 marcsec. However, this is not the error that we care about for separation fitting. We need not be concerned with overall flatness of the field but only local flatness over a small neighborhood of ∼25 pixels. Examining the residuals presented in Libralato et al. 13 indicates that astrometric accuracy across the field varies continuously with greater local change in residual error from distortions near the edge of the frame. With a total astrometric error of AE250 marcsec indicating an average per pixel change in geometric accuracy on the order of 0.0625 marcsec. These same residuals indicate that the peak distortion can be seen to be approximately double this average; a maximum per pixel change of 0.125 marcsec. Extending that over the 25-pixel range, the maximum radius for confusion of pointspreads presented in this work, a maximum expected impact on separation of the geometric distortions on the order of 3.2 marcsec. These astrometric results are summarized in Table 1 . The geometric distortion's contribution to separation error here is small. This is prior to any geometric field correction, the application of a relatively simple fifth-order polynomial type correction 13 is a possibility but has not been used on the data presented here. Using IPC correction that accounts for a change in coupling across the field reduces the magnitude of this underestimate from 1.48% to 0.74%. This correction only used a signal-dependent characterization of IPC from hot pixels; it did not account for variation of IPC across the neighboring pixel level as well. It is anticipated that a more complete characterization, such as that discussed later in this work, would allow for greater restoration of astrometric accuracy.
Sets of Binaries
In addition to the NGC1851 data, another object, an open cluster NGC3603 located at 11 h 15 m 23 s , −61°15 0 00 00 was examined to increase the number of binaries. The PSFs established from this frame are presented in Figs. 5 and 6. This same data are also illustrated as PSF cross sections in Figs. 7 and 8 . This illustrates that the deconvolution impacts the measured PSFs in the anticipated way, by narrowing the FWHM and increasing energy in the peak. The FHWM of the PSF from the NGC3603 frame is substantially larger (∼11 pixels ≈ 1.166 arcsec) than from the NGC1851 frame (∼4 pixels ≈ 0.424 arcsec) due to introduction of an adaptive optic system between the two observations. The absence of this adaptive optic system is helpful when looking for confused sources, as a greater angular separation can give rise to the same degree of confusion. The NGC3603 has resulted in 74 binary stars being fit. These are characterized by the difference in measurement of angular separation between HAWK-I and HST. Fig. 5 Constructed PSF from the NGC3603 frame for the HAWK-I array; raw and coupled are visually nondistinct. Fig. 6 Constructed PSF from the NGC3603 frame for the HST array. Donlon , Ninkov, and Baum: Astrometric errors introduced by interpixel capacitive coupling. . . Figure 9 shows a systematic decrease in separation error as a result of deconvolution of up to 8 marcsec with an average restoration on the order of 3.63 marcsec. This lack of complete correction is likely due to the lack of complete characterization of the coupling coefficient. More importantly, this figure shows that IPC will introduce a systematic error in astrometry on the order of tens of marcsec. The greatest error occurs when the confusion is greatest and drops to zero when the sources are no-longer confused. The data presented here are akin to and give empirical validation to that simulated in previous work 10 but do not have a clearly specified relationship between the relative intensities of the two sources or an absolutely defined peak intensity. That is to say that this data are sampling from higher dimensional curves in both absolute and relative brightness. The dropoff in separation error as confusion of the sources decreases is clear; separation trends to nearly no astrometric error compared to the Hubble data when the sources are distinct.
Characterization Using Single Pixel Resets
The technique applied in Sec. 1 is preferable serves to mitigate the impact of IPC coupling on astrometric error but does not eliminate it completely. This is largely due to the assumption inherent to using hot pixel characterization. Hot pixels only provide a cross section through Eq. (5), where αðSjB ¼ 0Þ rather than the full αðS; BÞ. What follows outlines a method of using single pixel resets to characterize IPC more accurately over a more representative domain. This higher quality characterization feeds into a more accurate correction, yielding further minimization of astrometric errors.
In order to characterize the coupling coefficient, single-pixel events can be examined. 8 Hot pixels over dark frames are an effective technique to characterize IPC coupling as a function of signal level but cannot explore the dependence on the depletion state of the neighboring pixels, 6 as in order to be an isolated event in a dark frame, the neighbor level must be approximately zero. A proposed alternative method is to use single pixel resets. These hybridized arrays allow for pixels to be addressed and reset individually. Extending the technique of single pixel resets (SPR) to a full characterization can be done through the following method:
1. Reset the array to prepare for an exposure.
2. Expose the array to a flat field to produce a particular background level.
3. Reset isolated pixels using a voltage V sig corresponding to a particular level of depletion here called "signal."
4. Read out the array and repeat for new V sig and/or exposure time.
A sample for this type of data can be seen in Fig. 10 . Considering only nearest-neighbor coupling, each frame obtained using this method where n isolated pixels are reset with a center-to-center gridded separation of m pixels in a square grid you acquire n samples of your C value, 4n samples of your N value, and ðm 2 − 5Þn samples of your B value. These sample counts are what will limit statistical confidence on results. Instances of each of these data types are illustrated in Fig. 10(b) .
From this type of frame, a scatter of points can be built up using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 1 1 6 ; 1 4 9 hαi ¼ hNi − MEDðBÞ hCi þ 4hNi − 5½MEDðBÞ ;
where MEDðBÞ is the median of the set of B samples and hXi indicates the mean of the set of samples of X and with expected noise statistics governed as 9 Fig. 9 Error in separation from binary stars as a function of separation distance for corrected and uncorrected images of NGC3603. 74 stars are examined here. The corrected data systematically increase the separation returned from PSF fitting. In 72 of 74 cases, this resulted in a decrease in error relative to the uncorrected fit. In the two excepting cases, the deconvolution pushed the estimate of separation from a small underestimate to a small overestimate.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 1 1 6 ; 5 0 9
Sensibly, this noise blows up when C ≈ B, as the readout does not indicate a uniquely defined coupling coefficient in this circumstance. In order to characterize the coupling coefficient in this neighborhood, interpolation must be used. To examine the behavior of this technique, it has been applied to simulated data with a known coupling coefficient prescribed and applied. The form used for this simulated coupling coefficient was as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 1 1 6 ; 3 9 8
This form is approximate but is informed by observations 5 and simulations 4 as well as constraining that the coupling coefficient from pixel i to j is identical to the coupling coefficient from pixel j to i.
These simulated frames were created using the following method:
1. Generate a uniform background level.
2. Apply shot noise to each sample of background level.
3. Set fixed pixels to a reset level.
4. Simulate IPC coupling through application of Eq. (2) with coupling defined by Eq. (11) 5. Apply zero-mean normal read noise to each sample.
Repeat for many background and reset levels.
This technique preserves the property of IPC that signal and shot noise are coupled, but read noise is not. Every reset through Eq. (8) gives rise to an observation of ðαjS; BÞ. Assembling all this data yields a scatter plot in three dimensions. A simulated dataset was examined by processing 100 frames at each point noted in Fig. 11(a) , with each frame containing 9604 resets with 30RMS simulated read noise. Fitting this data to the prescribed form yields coefficients and errors summarized in Table 2 .
Though the error on any individual parameter can be quite large, the errors compensate for each other yielding a maximum overestimate in fractional IPC of 0.02% and maximum underestimate of 0.045% for coupling scaling from 0.65% to 1.45%.
The behavior of this fit is illustrated in Figs. 11(b) and 11(c) , showing the difference between the input coupling and the regressed coupling as a function of S and B. 
Summary
A particular set of binaries is examined where the impact of IPC on separation estimates is indicated to be significant. PSF fitting techniques corroborate this claim when compared to fiducial data from HST. Correction of IPC using a partial hot pixel-based characterization of the coupling coefficient is performed. The corrected data exhibit a smaller underestimate of separation indicating incomplete restoration of astrometric accuracy. A technique by which IPC can be characterized as a function of pixel and background level using single pixel resets is explored. The noise behavior and statistical properties of this type of characterization are explored using simulated data.
When examining dense fields, where sources are not well isolated, PSF fitting is the dominant technique to obtain astrometric and photometric measurements. IPC causes distortions to the PSF as the signal integrated on a pixel changes; bright sources appear narrower than faint sources. Furthermore, when the sources are significantly confused, the PSFs distort asymmetrically. This work shows that these distortions can cause inaccuracy of astrometric measurements as well as demonstrates partial success of a correction algorithm when using a partial characterization of IPC. Future work will explore this error more systematically on sets of binaries to establish trends and better inform astronomers of the degree to which IPC will impact their measurements for particular observations. Fig. 11 (a) Input αðS; BÞ as prescribed by Eq. (11) with sampled frames collected at the illustrated points. Note that no frames were examined where S ¼ B due to the nonuniqueness of Eq. (11) at those points. (b) Regressed form of αðS; BÞ using data frames described to fit to Eq. (11). (c) Difference between (b) and (a) regressed-input. Peak overestimate in α of 0.020% and peak underestimate of 0.045%. 
