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Abstract
We introduce and study in detail a special class of backward con-
tinued fractions that represents a generalization of Re´nyi continued
fractions. We investigate the main metrical properties of the digits oc-
curring in these expansions and we construct the natural extension for
the transformation that generates the Re´nyi-type expansion. Also we
define the associated random system with complete connections whose
ergodic behavior allows us to prove a variant of Gauss-Kuzmin-type
theorem.
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1 Introduction
In [4], Gro¨chenig and Haas investigated u-backward continued fractions
associated with the one parameter family of interval maps of the form
∗e-mail: igsebe@yahoo.com.
†e-mail: lascudan@gmail.com.
Tu(x) :=
1
u(1−x) − ⌊ 1u(1−x)⌋, where u > 0, x ∈ [0, 1) and ⌊·⌋ denotes the
floor function. As the parameter varies the maps Tu exhibit a curious dy-
namical behavior. It was shown that varying u in the interval (0, 4) there is a
viable theory of u-backward continued fractions, which fails when u ≥ 4. So,
for a given u ∈ (0, 4), each irrational x ∈ [0, 1) can be uniquely represented
as an infinite continued fraction
x = 1− 1
un1 − 1
n2 − 1
un3 − . . . − 1
sknk − . . .
:= [a1, a2, a3, . . .]u, (1.1)
where the integers ni = 1+ai ≥ 2 and the “coefficient” sj of nj is alternating
between sj = 1 for even j and sj = u for odd j. The case u = 1 was studied
by Re´nyi [13] and provides an alternate approach to continued fractions and
rational approximation. The graph of T1 can be obtained from the graph of
the regular (Gauss) continued fraction transformation G(x) := 1
x
− ⌊ 1
x
⌋ by
reflecting about the line x = 12 .
The main purpose of Gro¨chenig and Haas was to find an explicit form
of an absolutely continuous invariant measure for Tu similar to the Gauss
measure dx
x+1 for G and Re´nyi’s measure
dx
x
for T1. While the Gauss measure
is finite, the Re´nyi’s measure is infinite. They showed that the invariant
measure for Tu is finite if and only if 0 < u < 4 and uq 6= 4cos2 piq , q =
3, 4, . . .. Also, they have identified the invariant probability measure for Tu
corresponding to the values u = 1/N for positive integers N ≥ 2. This is a
finite measure. In this particular case we will call the continued fraction in
(1.1) Re´nyi-type continued fraction, we will note T 1
N
with RN and we will
call it Re´nyi-type (continued fraction) transformation.
Several related families of transformations have been investigated with
attention to their dynamical properties as well as to the associated continued
fraction theories [3, 5, 6]. This has lead to a wide range of connections
between continued fractions, diophantine approximation, ergodic theory and
hyperbolic geometry [1, 10, 17].
Our goal in this paper is to start an approach to the metrical theory
of Re´nyi-type continued fraction expansions via dependence with complete
connections. Using the natural extensions for the Re´nyi-type transforma-
tions, we give an infinite-order-chain representation of the sequence of the
incomplete quotients of these expansions. Then we show that the associ-
ated random systems with complete connections are with contraction and
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their transition operators are regular w.r.t. the Banach space of Lipschitz
functions. This leads further, in Section 6, to a solution of Gauss-Kuzmin
problem for these continued fractions.
2 Re´nyi-type continued fraction expansions as dy-
namical system
For a fixed integer N ≥ 2, we define Re´nyi-type continued fraction transfor-
mation RN : [0, 1]→ [0, 1] by
RN (x) :=


N
1− x −
⌊
N
1− x
⌋
, x ∈ [0, 1)
0, x = 1.
(2.1)
To this transformation, we associate the digits an(x), n ∈ N+ :=
{1, 2, 3, . . .}, which are defined by
an := an(x) = a1
(
Rn−1N (x)
)
, n ≥ 2, (2.2)
with R0N (x) = x and
a1 := a1(x) =
{ ⌊
N
1−x
⌋
if x 6= 1,
∞ if x = 1.
(2.3)
Putting Λ := {N,N + 1, . . .}, observe that an ∈ Λ for any n ∈ N+. Using
these digits we can write
RN (x) :=
N
1− x − a1(x). (2.4)
Then
x = 1− N
1 + a1 − N
1 + a2 − N
1 + a3 − . . .
:= [a1, a2, a3, . . .]R. (2.5)
The Re´nyi-type continued fraction in (2.5) is treated as a dynamical system(
[0, 1],B[0,1], RN , ρN
)
, where B[0,1] denotes the σ-algebra of all Borel subsets
of [0, 1], and
ρN (A) :=
1
log
(
N
N−1
) ∫
A
dx
x+N − 1 , A ∈ B[0,1] (2.6)
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is the invariant probability measure under RN [4].
Let pn
qn
:= pn(x)
qn(x)
denote the partial fractions obtained by applying the
transformation RN n-times, so
pn
qn
= 1− N
1 + a1 − N
1 + a2 − . . . − N
1 + an
. (2.7)
For the functions pn and qn we obtain the following recurrence relations:
p0 = 1, p1 = 1 + a1 −N, pn = (1 + an)pn−1 −Npn−2, n ≥ 2, (2.8)
q0 = 1, q1 = 1 + a1, qn = (1 + an)qn−1 −Nqn−2, n ≥ 2. (2.9)
Using these recurrences, induction easily gives that
pn−1qn − pnqn−1 = Nn, n ∈ N+ (2.10)
and
x =
pn + (R
n
N − 1)pn−1
qn + (R
n
N − 1)qn−1
, n ∈ N+. (2.11)
We obtain ∣∣∣∣x− pnqn
∣∣∣∣ ≤ Nnqn(qn − qn−1) , n ∈ N+. (2.12)
3 The probabilistic structure of (an)n∈N+ under the
Lebesgue measure
We start by defining the n-th order cylinder associated to the digits (an)n∈N+
of the Re´nyi-type continued fraction (2.4). An n-block (a1, a2, . . . , an) is said
to be admissible for the expansion in (2.4) if there exists x ∈ [0, 1) such that
ai(x) = ai for all 1 ≤ i ≤ n. If (a1, a2, . . . , an) is an admissible sequence, we
call the set
I(a1, a2, . . . , an) = {x ∈ [0, 1] : a1(x) = a1, a2(x) = a2, . . . , an(x) = an},
(3.1)
the n-th order cylinder. As we mention above, (a1, a2, . . . , an) ∈ Λn. For
example, for any a1 = i ∈ Λ we have
I (a1) = {x ∈ [0, 1] : a1(x) = a1} =
[
1− N
i
, 1− N
i+ 1
)
. (3.2)
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By induction, it can be shown that
I(a1, a2, . . . , an) =
[
pn − pn−1
qn − qn−1 ,
pn
qn
)
, (3.3)
for all n ≥ 1. Hence, using (2.10)
λ (I(a1, a2, . . . , an)) =
Nn
qn(qn − qn−1) , (3.4)
where λ is the Lebesgue measure and (qn) is as in (2.9).
To derive the so-called Brode´n-Borel-Le´vy formula [7, 9], let us define
(sn)n∈N by
s0 := 1, sn := 1−N qn−1
qn
. (3.5)
From (2.9), sn = 1−N/(an + sn−1). Hence,
sn = 1− N
1 + an − N
1 + an−1 − . . . − N
1 + a1
= [an, an−1, . . . , a1]R. (3.6)
Proposition 3.1 (Brode´n-Borel-Le´vy-type formula). Let λ denote the
Lebesgue measure on [0, 1]. For any n ∈ N+, the conditional probability
λ(RnN < x|a1, . . . , an) is given as follows:
λ(RnN < x|a1, . . . , an) =
Nx
N − (1− x)(1− sn) , x ∈ [0, 1] (3.7)
where (sn) is as in (3.5) and a1, . . . , an are as in (2.2) and (2.3).
Proof. By definition, we have
λ (RnN < x|a1, . . . , an) =
λ ((RnN < x) ∩ I(a1, . . . , an))
λ (I(a1, . . . , an))
for any n ∈ N+ and x ∈ [0, 1]. From (2.11) and (3.3) we have
λ ((RnN < x) ∩ I(a1, . . . , an)) =
∣∣∣∣pn + (x− 1)pn−1qn + (x− 1)qn−1 −
pn − pn−1
qn − qn−1
∣∣∣∣
=
Nnx
(qn − qn−1)(qn + (x− 1)qn−1) .
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From this and (3.4), we have
λ (RnN < x|a1, . . . , an) =
λ ((RnN < x) ∩ I(a1, . . . , an))
λ (I(a1, . . . , an))
=
xqn
qn + (x− 1)qn−1 =
Nx
N − (1− x)(1 − sn)
for any n ∈ N+ and x ∈ [0, 1].
The Brode´n-Borel-Le´vy-type formula allows us to determine the proba-
bilistic structure of the digits (an)n∈N+ under λ.
Proposition 3.2. For any i ≥ N and n ∈ N+, we have
λ(a1 = i) =
N
i(i+ 1)
, λ (an+1 = i|a1, . . . , an) = PN,i(sn) (3.8)
where (sn) is as in (3.5), and
PN,i(x) :=
x+N − 1
(x+ i) (x+ i− 1) . (3.9)
Proof. From (3.2), the case λ(a1 = i) holds. For n ∈ N+ and x ∈ [0, 1], we
have RnN (x) = [an+1, an+2, . . .]R, where (an) is as in (2.2). By using (3.7),
we have
λ( an+1 = i | a1, . . . , an ) = λ
(
RnN ∈
[
1− N
i
, 1 − N
i+ 1
)
| a1, . . . , an
)
=
N
(
1− N
i+1
)
N − N
i+1 (1− sn)
− N
(
1− N
i
)
N − N
i
(1− sn)
= PN,i(sn).
It is easy to check that
∞∑
i=N
PN,i(x) = 1 for any x ∈ [0, 1]. (3.10)
Remark 3.3. Proposition 3.2 is the starting point of an approach to the
metrical theory of Re´nyi-type continued fraction expansions via dependence
with complete connections (see [7], Section 5.2). We apply this method in
Section 6 to obtain a solution of Gauss-Kuzmin-type problem for Re´nyi-type
continued fraction expansions.
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Corollary 3.4. The sequence (sn)n∈N+ with s0 = 1 is a homogeneous [0, 1]-
valued Markov chain on
(
[0, 1],B[0,1], λ
)
with the following transition mecha-
nism: from state s ∈ [0, 1] the only possible one-step transitions are those to
states 1−N/(s+ i), i ≥ N , with corresponding probabilities PN,i(s), i ≥ N .
4 Natural extension and extended random vari-
ables
Fix an integer N ≥ 2. In this section, we introduce the natural extension
RN of RN in (2.1) and its extended random variables [9].
4.1 Natural extension
Let
(
[0, 1],B[0,1], RN
)
be as in Section 2. Define (uN,i)i≥N by
uN,i : [0, 1]→ [0, 1]; uN,i(x) := 1− N
x+ i
, x ∈ [0, 1]. (4.1)
For each i ≥ N , uN,i is a right inverse of RN , that is,
(RN ◦ uN,i) (x) = x, for any x ∈ [0, 1]. (4.2)
Furthermore, if a1(x) = i, then (uN,i ◦RN ) (x) = x where a1 is as in (2.3).
Definition 4.1. The natural extension
(
[0, 1]2,B[0,1]2 , RN
)
of(
[0, 1],B[0,1], RN
)
is the transformation RN of the square space(
[0, 1]2,B2[0,1]
)
:=
(
[0, 1],B[0,1]
)× ([0, 1],B[0,1]) defined as follows [12]:
RN : [0, 1]
2 → [0, 1]2;
RN (x, y) :=
(
RN (x), uN,a1(x)(y)
)
, (x, y) ∈ [0, 1]2. (4.3)
From (4.2), we see that RN is bijective on [0, 1]
2 with the inverse
(RN )
−1(x, y) = (uN,a1(y)(x), RN (y)), (x, y) ∈ [0, 1]2. (4.4)
Iterations of (4.3) and (4.4) are given as follows for each n ≥ 2:(
RN
)n
(x, y) = (RnN (x), [an(x), an−1(x), . . . , a2(x), a1(x) + y − 1]R ) , (4.5)
(
RN
)−n
(x, y) = ( [an(y), an−1(y), . . . , a2(y), a1(y) + x− 1]R, RnN (y) ) .(4.6)
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For ρN in (2.6), we define its extended measure ρN on
(
[0, 1]2,B2[0,1]
)
as
ρN (B) :=
1
log
(
N
N−1
) ∫∫
B
Ndxdy
{N − (1− x)(1− y)}2 , B ∈ B
2
[0,1]. (4.7)
Then ρN (A×[0, 1]) = ρN ([0, 1]×A) = ρN (A) for any A ∈ B[0,1]. The measure
ρN is preserved by RN , i.e., ρN ((RN )
−1(B)) = ρN (B) for any B ∈ B2[0,1].
4.2 Extended random variables
Define the projection E : [0, 1]2 → [0, 1] by E(x, y) := x. With respect
to RN in (4.3), define extended incomplete quotients al(x, y), l ∈ Z :=
{. . . ,−2,−1, 0, 1, 2, . . .} at (x, y) ∈ [0, 1]2 by
al(x, y) := (a1 ◦E)
(
(RN )
l−1(x, y)
)
, l ∈ Z. (4.8)
Remark 4.2. (i) Remark that al(x, y) in (4.6) is also well-defined for
l ≤ 0 because RN is invertible. By (4.3) and (4.4) we have
an(x, y) = an(x), a0(x, y) = a1(y), a−n(x, y) = an+1(y), (4.9)
for any n ∈ N+ and (x, y) ∈ [0, 1]2.
(ii) Since the measure ρN is preserved by RN , the doubly infinite sequence
(al(x, y))l∈Z is strictly stationary (i.e., its distribution is invariant un-
der a shift of the indices) under ρN .
Theorem 4.3. Fix (x, y) ∈ [0, 1]2 and let al := al(x, y) for l ∈ Z. Define
a := [a0, a−1, . . .]R. Then the following holds for any x ∈ [0, 1]:
ρN ([0, x]× [0, 1] | a0, a−1, . . .) =
Nx
N − (1− x)(1− a) ρN -a.s. (4.10)
Proof. Recall the cylinder in (3.1). Let In denote the cylinder
I(a0, a−1, . . . , a−n) for n ∈ N. We have
ρN ([0, x] × [0, 1] | a0, a−1, . . .) = lim
n→∞
ρN ([0, x] × [0, 1] | a0, . . . , a−n) ρN -a.s.
(4.11)
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and
ρN ([0, x] × [0, 1] | a0, . . . , a−n) =
ρN ([0, x] × In)
ρN ([0, 1) × In)
=
1
log
(
N
N−1
) 1
ρN (In)
∫
In
dy
∫ x
0
Ndu
{N − (1− u)(1− y)}2
=
1
ρN (In)
∫
In
Nx
{N − (1− x)(1− y)}2 ρN (dy)
=
Nx
{N − (1− x)(1− yn)}2
(4.12)
for some yn ∈ In. Since
lim
n→∞
yn = [a0, a−1, . . .]R = a, (4.13)
the proof is completed.
The stochastic property of (al)l∈Z under ρN is given as follows.
Corollary 4.4. For any i ≥ N , we have
ρN (a1 = i| a0, a−1, . . .) = PN,i(a) ρN -a.s. (4.14)
where a = [a0, a−1, . . .]R and PN,i is as in (3.9).
Proof. Let In be as in the proof of Theorem 4.3. We have
ρN (a1 = i | a0, a−1, . . .) = lim
n→∞
ρN (a1 = i | In). (4.15)
We have
(a1 = i) =
[
1− N
i
, 1− N
i+ 1
)
× [0, 1], i ≥ N. (4.16)
Now
ρN
([
1− N
i
, 1− N
i+ 1
)
× [0, 1]
∣∣∣∣ In
)
=
ρN
([
1− N
i
, 1− N
i+1
)
× In
)
ρN ([0, 1] × In)
=
1
ρN (In)
∫
In
PN,i(y) ρN (dy)
= PN,i(yn) (4.17)
for some yn ∈ In. From (4.13), the proof is completed.
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Remark 4.5. The strict stationarity of (al)l∈Z, under ρN implies that
ρN (al+1 = i | al, al−1, . . .) = PN,i(a) ρN -a.s. (4.18)
for any i ≥ N and l ∈ Z, where a = [al, al−1, . . .]R. The last equation em-
phasizes that (al)l∈Z is a chain of infinite order in the theory of dependence
with complete connections [7].
Define extended random variables (sl)l∈Z as sl := [al, al−1, . . .]R, l ∈ Z.
Clearly, sl = s0 ◦ (RN )l, l ∈ Z. It follows from Corollary 4.4 that (sl)l∈Z
is a strictly stationary [0, 1)-valued Markov process on
(
[0, 1]2,B2[0,1], ρN
)
with the following transition mechanism: from state s ∈ [0, 1] the possible
transitions are to any state 1 − N/(s + i) with corresponding transition
probability PN,i(s), i ≥ N . Clearly, for any l ∈ Z we have
ρN (sl < x) = ρN ([0, 1] × [0, x)) = ρN ([0, x)), x ∈ [0, 1]. (4.19)
Motivated by Theorem 4.3, we shall consider the one-parameter family
{ρN,t : t ∈ [0, 1]} of (conditional) probability measures on
(
[0, 1],B[0,1]
)
defined by their distribution functions
ρN,t([0, x]) :=
Nx
N − (1− x)(1− t) , x, t ∈ [0, 1]. (4.20)
Note that ρN,1 = λ.
For any t ∈ [0, 1] put
s0,t := t, sn,t := 1− N
an + sn−1,t
, n ∈ N+. (4.21)
Remark 4.6. It follows from the properties just described of the process
(sl)l∈Z that the sequence (sn,t)n∈N+ is an [0, 1]-valued Markov chain on(
[0, 1],B[0,1], ρN,t
)
which starts at s0,t := t and has the following transition
mechanism: from state s ∈ [0, 1] the possible transitions are to any state
1−N/(s + i) with corresponding transition probability Pi(s), i ≥ N .
5 Perron-Frobenius operators
Let
(
[0, 1],B[0,1], RN , ρN
)
be as in Section 2. In this section, we derive its
Perron-Frobenius operator.
Let µ be a probability measure on
(
[0, 1],B[0,1]
)
such that µ
(
R−1N (A)
)
= 0
whenever µ(A) = 0 for A ∈ B[0,1]. For example, this condition is satisfied if
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RN is µ-preserving, that is, µR
−1
N = µ. Let L
1([0, 1], µ) := {f : [0, 1] → C :∫ 1
0 |f |dµ < ∞}. The Perron-Frobenius operator of
(
[0, 1],B[0,1], RN , µ
)
can
be defined by the Radon-Nikodym theorem as the unique linear and positive
operator on the Banach space L1([0, 1], µ) satisfying:∫
A
Uf dµ =
∫
R−1
N
(A)
f dµ for all A ∈ B[0,1], f ∈ L1 ([0, 1], µ) . (5.1)
About more details, see [2, 9].
Proposition 5.1. Let
(
[0, 1],B[0,1], RN , ρN
)
be as in Section 2, and let U
denote its Perron-Frobenius operator. Then the following holds:
(i) The following equation holds:
Uf(x) =
∑
i≥N
PN,i(x) f (uN,i(x)) , f ∈ L1([0, 1], ρN ), (5.2)
where PN,i and uN,i are as in (3.9) and (4.1), respectively.
(ii) Let µ be a probability measure on
(
[0, 1],B[0,1]
)
such that µ is absolutely
continuous with respect to the Lebesgue measure λ and let h := dµ/dλ
a.e. in [0, 1]. Then for any n ∈ N+ and A ∈ B[0,1], we have
µ
(
R−nN (A)
)
=
∫
A
Unf(x)dρN (x) (5.3)
where f(x) :=
(
log
(
N
N−1
))
(x+N − 1)h(x) for x ∈ [0, 1].
Proof. (i) Let RN,i denote the restriction of RN to the subinterval I(i) :=(
1− N
i
, 1− N
i+1
]
, i ≥ N , that is,
RN,i(x) =
N
1− x − i, x ∈ I(i). (5.4)
Let C(A) := (RN ) (A) and Ci(A) := (RN,i)
−1 (A) for A ∈ B[0,1]. Since
C(A) =
⋃
iCi(A) and Ci ∩ Cj is a null set when i 6= j, we have∫
C(A)
f dρN =
∑
i≥N
∫
Ci(A)
f dρN , f ∈ L1([0, 1], ρN ), A ∈ B[0,1]. (5.5)
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For any i ≥ N , by the change of variable x = (RN,i)−1 (y) = 1 − N
y + i
, we
successively obtain∫
Ci(A)
f(x) ρN (dx) =
(
log
(
N + 1
N
))−1 ∫
Ci(A)
f(x)
x+N − 1 dx
=
(
log
(
N + 1
N
))−1 ∫
A
1
(y + i)(y + i− 1)f (uN,i(y)) dy
=
∫
A
PN,i(y) f (uN,i(y)) ρN (dy). (5.6)
Now, (5.2) follows from (5.5) and (5.6).
(ii) We will use mathematical induction. For n = 0, the equation (5.3) holds
by definitions of f and h. Assume that (5.3) holds for some n ∈ N. Then
µ
(
R
−(n+1)
N (A)
)
= µ
(
R−nN
(
R−1N (A)
))
=
∫
C(A)
Unf(x) ρN (dx), (5.7)
and by definition, we have∫
C(A)
Unf(x) ρN (dx) =
∫
A
Un+1f(x) ρN (dx). (5.8)
Therefore,
µ
(
R
−(n+1)
N (A)
)
=
∫
A
Un+1f(x)ρN (dx) (5.9)
which ends the proof.
6 Random systems with complete connections and
the Gauss-Kuzmin-type problem
For everything concerning dependence with complete connections and, in
particular, random systems with complete connections (RSCC) we refer the
reader to [7]. For applications of RSCC in continued fraction expansions see
also [8, 11, 14, 15, 16].
In what follows we give the RSCC associated with the Re´nyi-type con-
tinued fraction expansions. The ergodic behaviour of this RSCC gives us
the asymptotic of R−nN as n → ∞ that represents the Gauss-Kuzmin-type
problem for Re´nyi-type continued fraction expansions.
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Proposition 3.2 leads us to the RSCC
{(
[0, 1],B[0,1]
)
,Λ, u, P
}
as follows:


u : [0, 1] × Λ→ [0, 1]; u(x, i) := uN,i(x) = 1− N
x+ i
,
P : [0, 1] × Λ→ [0, 1]; P (x, i) := PN,i(x) = x+N − 1
(x+ i)(x+ i− 1) ,
Λ = {N,N + 1, . . .}.
(6.1)
Lemma 6.1.
{(
[0, 1],B[0,1]
)
,Λ, u, P
}
is an RSCC with contraction.
Proof. We have
d
dx
u(x, i) =
d
dx
uN,i(x) =
N
(x+ i)2
, (6.2)
d
dx
P (x, i) =
d
dx
PN,i(x) =
i−N
(x+ i− 1)2 −
i+ 1−N
(x+ i)2
(6.3)
for any x ∈ [0, 1] and i ∈ Λ. Thus,
sup
x∈[0,1]
∣∣∣∣ ddxu(x, i)
∣∣∣∣ ≤ Ni2 , i ∈ Λ (6.4)
sup
x∈[0,1]
∣∣∣∣ ddxP (x, i)
∣∣∣∣ < ∞, i ∈ Λ. (6.5)
Hence the requirements of Definition 3.1.15 in [7] are fulfilled.
Next, let L(W ) denote the Banach space of all complex-valued Lipschitz
continuous functions on W with the following norm ‖ · ‖L:
‖f‖L := sup
w∈W
|f(w)|+ sup
w′ 6=w′′
|f(w′)− f(w′′)|
|w′ − w′′| , f ∈ L(W ). (6.6)
Whatever t ∈ [0, 1] the Markow chain associated with RSCC (6.1) (sn,t)n∈N+
in (4.21) has the transition operator U in (5.2) with the transition probability
function defined as
Q(x,B) =
∑
{i∈Λ:uN,i(x)∈B}
PN,i(x), x ∈ [0, 1], B ∈ B[0,1]. (6.7)
Lemma 6.2.
{(
[0, 1],B[0,1]
)
,Λ, u, P
}
has a regular associated Markov
chain.
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Proof. The Markov chain corresponding to RSCC (6.1) is regular if its tran-
sition operator U is regular with respect to L([0, 1]).
Now, in order to prove the regularity of the associated Markov operator
U defined by (5.2) with respect to L([0, 1]) we have, according to Theorem
3.2.13 in [7], to find an element x∗ ∈ I such that limn→∞ dist(σn(x), x∗) =
0 for all x ∈ [0, 1]. Here (σn) denotes the support of measure Qn(w, ·),
where Qn is the n-step transition probability function of the Markov chain
(sn,t)n∈N+ .
Fix x ∈ [0, 1]. Let us define the sequence (xn)n≥0 in [0, 1], recursively by
x0 := x, xn+1 := 1− N
xn +N + 1
, n ≥ 1. (6.8)
It is clear that xn ∈ (0, 1), n ∈ N, and letting n→∞ in (6.8) we get
0 < x∗ = lim
n→∞
xn =
√
N2 + 4−N
2
< 1 (6.9)
Clearly, xn+1 ∈ σ1(xn) and using Lemma 3.2.14 in [7] and an induction
argument lead us to the conclusion that xn ∈ σn(x) for n ∈ N+. Since
dist(σn(x), x
∗) ≤ |xn − x∗| → 0 as n→∞ we obtain that U is regular.
Proposition 6.3.
{(
[0, 1],B[0,1]
)
,Λ, u, P
}
is uniformly ergodic.
Proof. We apply Theorem 3.4.5 in [7]. Since RSCC
{(
[0, 1],B[0,1]
)
,Λ, u, P
}
in (6.1) is an RSCC with contraction and is regular then the statement
holds.
Now, Theorem 3.1.24 [7] implies that Qn(·, ·) converges uniformly to a
unique stationary probability measure Q∞ on
(
[0, 1],B[0,1]
)
.
Proposition 6.4. The probability Q∞ is the invariant probability measure
of the transformation RN .
Proof. For ρN in (2.6) and Q in (6.7), and on account of the uniqueness of
Q∞ we have to show that∫ 1
0
Q(x,B) dρN (x) = ρN (B), B ∈ B[0,1]. (6.10)
Since the intervals (u, 1] ⊂ [0, 1] generate B[0,1], it is sufficient to show the
equation (6.10) just for B = (u, 1], 0 ≤ u < 1. Now, uN,i ∈ B iff i ≥
14
⌊
N
1−u − x
⌋
+ 1. Thus,
Q(x, (u, 1]) =
∑
{i∈Λ:u<uN,i(x)≤1}
PN,i(x) =
∑
i≥⌊ N
1−u
−x⌋+1
PN,i(x)
=
x+N − 1
x+
⌊
N
1−u − x
⌋
+ 1
. (6.11)
Then,∫ 1
0
Q(x, (u, 1])dρN (x) =
1
log
(
N
N−1
) ∫ 1
0
dx
x+
⌊
N
1−u − x
⌋
=
1
log
(
N
N−1
)
(∫ N
1−u
−⌊ N
1−u
⌋
0
dx
x+ ⌊ N1−u⌋
+
∫ 1
N
1−u
−⌊ N
1−u
⌋
dx
x+ ⌊ N1−u − 1⌋
)
=
1
log
(
N
N−1
) log N
u+ n− 1 = ρN ((u, 1]) . (6.12)
Hence the statement holds.
Note that the Markov operator U associated with RSCC (6.1) is also
given by
Uf(x) =
∫ 1
0
f(y)Q(x,dy) (6.13)
with Q as in (6.7), which implies that
Unf(x) =
∫ 1
0
f(y)Qn(x,dy), x ∈ [0, 1], n ∈ N+. (6.14)
The operator Unf converges uniformly to a constant function U∞f depend-
ing on f for any f ∈ L([0, 1]) namely
U∞f =
∫ 1
0
f(y)Q∞(dy). (6.15)
Furthermore, there exist two positive constants q < 1 and k such that
‖Unf − U∞f‖L ≤ kqn‖f‖L, n ∈ N+, f ∈ L([0, 1]). (6.16)
Now we are able to show the main result of the paper.
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Theorem 6.5 (A Gauss-Kuzmin-type theorem for RN ). Fix an integer
N ≥ 2 and let ([0, 1],B[0,1], RN) be as in Section 2. For a non-atomic prob-
ability measure µ which has a Riemann-integrable density on
(
[0, 1],B[0,1]
)
,
the following holds:
lim
n→∞
µ(RnN < x) =
1
log
(
N
N−1
) log x+N − 1
N − 1 , x ∈ [0, 1]. (6.17)
Proof. Let ρN be as in (2.6). By (5.3), we have
µ
(
R−nN (A)
)
=
∫
A
Unf0(x)dρN (x) for any n ∈ N+, A ∈ B[0,1] (6.18)
where f0(x) = (x + N − 1)(dµ/dλ)(x) for x ∈ [0, 1]. If dµ/dλ ∈ L([0, 1]),
then f0 ∈ L([0, 1]) and by (6.15) and Proposition 6.4 we have
U∞f0 =
∫ 1
0
f0(x)Q
∞(dx) =
∫ 1
0
f0(x) ρN (dx)
=
∫ 1
0
(dµ/dλ)(x) dx =
1
log
(
N
N−1
) . (6.19)
Taking into account (6.16), there exist two constants q < 1 and k such
that
‖Unf0 − U∞f0‖L ≤ kqn ‖f0‖L , n ∈ N+. (6.20)
Furthermore, consider the Banach space C([0, 1]) of all real-valued continu-
ous functions on [0, 1] with the norm ‖f‖ := supx∈[0,1] |f(x)|. Since L([0, 1])
is a dense subspace of C([0, 1]) we have
lim
n→∞
‖(Un − U∞) f‖ = 0 for all f ∈ C([0, 1]). (6.21)
Therefore, (6.21) is valid for a measurable function f0 which is Q
∞-almost
surely continuous, that is, for a Riemann-integrable function f . Thus, we
have
lim
n→∞
µ (RnN < x) = lim
n→∞
∫ x
0
Unf0(u)ρN (du)
=
∫ x
0
U∞f0(u)ρN (du) =
1
log
(
N
N−1
) ∫ x
0
ρN (du)
=
1
log
(
N
N−1
) log x+N − 1
N − 1 .
Hence the proof is complete.
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