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Abstract
Current estimating equation methods for logistic structural nested mean models
(SNMMs) either rely heavily on possible ”uncongenial” modeling assumptions or involve a cumbersome integral equation needing to be solved, for each independent
unit, at each step of solving the estimating equation. These drawbacks have impeded
widespread use of these methods.
In this paper, we present an alternative parametrization of the likelihood function
for the logistic SNMM that circumvents computational complexity of existing methods
while ensuring a congenial parametrization of SNMM. We also provide a goodnessof-fit (GOF) test statistic for evaluating certain parametric assumptions made by the
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likelihood model. Our method can be easily implemented using standard statistical
softwares, and is illustrated via a simulation study and two data applications.
Keywords: Causal odds ratio; Congenial parametrization; Logistic SNMM; Noncompliance; Treatment on the treated.

1

Introduction

Structural nested mean models (SNMMs) and G-estimation were introduced by Robins
(1989, 1994) as rigorous statistical approaches to infer causality in studies where treatment (or exposure) assignments are not completely under the control of investigators, such
as observational studies or clinical trials affected by non-compliance where study subjects
may choose not to comply with the assigned treatment regimen for reasons unknown to the
investigators.
Inherent to these studies is the issue of confounding or non-ignorable selection of the
exposure, which—if not taken into account—may provide estimated effects of the exposure
on the outcome that are biased and inconsistent. The instrumental variable (IV) methods
have been used profusely to estimate, under certain assumptions, the effects of an exposure
on the outcome in view when unobserved confounding is either known or suspected to be
present. An IV for the effect of an exposure on an outcome is a pre-exposure variable that,
given a set of measured baseline covariates, is
(1) associated with the exposure,
(2) associated with the outcome only through the exposure, i.e. no direct effect of the IV
on the outcome upon intervening on exposure (also known as the exclusion restriction
assumption),
(3) independent of any unmeasured confounding variable of the effects of the exposure on
the outcome.
2
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IV methods are well known in economic and other social sciences literature; they constitute
the standard approach for estimating linear and non-linear structural equation models in
which the error terms might be correlated with the covariates. These methods have been
used for decades; they can be traced back to the pioneering work of Wright (1934, 1928) and
Goldberger (1972). More recently, the ideas pertaining to causality used in these methods
have been formalized in terms of potential (or counterfactual) outcomes by Imbens and Angrist (1994), Robins (1994), Angrist et al. (1996), and Heckman (1997) and applied in a wide
range of disciplines, such as statistics, genetics, health sciences, social sciences, epidemiology,
artificial intelligence, philosophy of science, and economics.
In clinical trials, random assignment to treatment is often used as an IV, whereas in
observational studies the choice of proper, suitable and valid IVs is challenging (see Murray
(2006); Martens et al. (2006); Glymour et al. (2012)). Once appropriate IVs have been
identified, IV methods can be used to mitigate the underlying confounded relationship that
may exist between the exposure and the outcome of interest. Causal inference via IVs
is carried out through a variety of estimands, but typically requires making an additional
assumption beyond having a valid IV. The complier average causal effect—the effect of
treatment on individuals whose treatment can be manipulated by the IV—formulated by
Imbens and Angrist (1994) and Angrist et al. (1996) via potential outcomes relies on the
monotonicity assumption about the effects of the IV on the exposure to be identified nonparametrically. Consonant with this approach, many researchers have thoroughly published
a variety of methods (see Abadie (2003); Abadie et al. (2002); Carneiro et al. (2006); Tan
(2006a,b); Baiocchi et al. (2014); Guo et al. (2014)) and related data applications (Hirano
et al. (2000); Little and Yau (1998); Barnard et al. (2003); Frangakis et al. (2004)).
The average causal effect on the treated—the effect of treatment on treated individuals conditional on the instrumental variable—formulated by Robins in term of potential
outcomes is identified by assuming no heterogeneity of the effect measure with respect to
the IV in a structural mean model (also known as no current-treatment value interaction

3
Hosted by The Berkeley Electronic Press

assumption). Under this line of thought, subsequent IV methods were developed using additive, multiplicative, and logistic structural nested models by Joffe and Brensinger (2003),
Vansteelandt and Goetghebeur (2003), Robins and Rotnitzky (2004), Tan (2010), Hernán
and Robins (2006) and Vansteelandt et al. (2011). Both Clarke and Windmeijer (2010) and
Clarke et al. (2011) provide an extensive review on IV methods. Angrist (2006) shows the
relationship that exists between estimands obtained with either additional assumption.
Although IV methods for continuous outcomes are well established under the two paradigms
aforementioned, IV methods for dichotomous variables have received little attention; it turns
out they are much harder to deal with (see Vansteelandt et al. (2011), Didelez et al. (2010),
and Clarke and Windmeijer (2012) for a wide-ranging discussion). Both Vansteelandt and
Goetghebeur (2003) and Robins and Rotnitzky (2004) present two different approaches on
how to estimate the average causal effect on the treated for dichotomous outcome. As opposed to linear and multiplicative structural mean models, estimating the average causal
effect on the treated for dichotomous outcome (causal odds ratio) through logistic structural nested mean models requires additional modelling restrictions beyond the standard
IV assumptions and the ”no current-treatment value interaction” assumption (henceforth
assumption (4)). Vansteelandt and Goetghebeur (2003) posit a so-called association model.
A saturated association model is de rigueur if one has to use this approach; otherwise,
non saturated association models can be incompatible with the causal model (referred to
as uncongenial parametric parametrization) and, if misspecified, lead to biased results (see
Robins and Rotnitzky (2004); Vansteelandt et al. (2011)). Robins and Rotnitzky (2004)
developed an alternative approach, which guarantees a congenial parametrization. However,
their approach can be computationally demanding and challenging, especially when the IV
is continuous, which makes it difficult to implement.
The purpose of this paper is to describe an alternative strategy for estimating the parameters of a logistic SNMM under assumptions (1) to (4) using a novel parametrization. In
order to estimate the logistic SNMM, we propose a likelihood approach, and give a goodness-
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of-fit (GOF) test statistic, that builds directly on the work of Vansteelandt and Goetghebeur (2003) and Robins and Rotnitzky (2004). The novelty of our approach is that, unlike
Vansteelandt and Goetghebeur (2003) and similar to Robins and Rotnitzky (2004), we use a
variation independent congenial parametrization of the observed data likelihood. However,
unlike Robins and Rotnitzky (2004), our approach does not involve solving integral equations and is, therefore, readily implementable regardless of the nature or the dimension of
the exposure, IV, and covariates.
Using the potential outcome framework, we lay out in Section 2 the IV conditions in
terms of potential outcomes, present the causal effect of interest, and describe some additional
identification assumptions. Then, we continue in Section 3 with a review of structural nested
mean model estimation, its strengths as well as its drawbacks. In Section 4, we introduce
the new parametrization, relate it to Vansteelandt and Goetghebeur (2003) and Robins
and Rotnitzky (2004), respectively, and present some important properties of the proposed
parametrization. We provide also a GOF test statistic for evaluating certain parametric
assumptions of the fitted likelihood model. Then, in Section 5, we report a simulation
study for both a binary and a continuous exposure, respectively, using continuous baseline
covariates. We also closely examine the finite-sample performance of the GOF test statistic.
In Section 6, we apply our method to two different data sets: (1) to assess the impact of
years of education on wages and (2) to evaluate the effects of moving from high-poverty to
low-poverty neighborhoods on lifetime major depressive disorder among youth. In Section
7, we close with some final remarks.

2

Notation and Assumptions

Throughout, we will use the potential outcome framework (see Neyman (1923), Rubin (1978)
or Robins (1986).) In addition, we assume the standard stable unit treatment value assumption (SUTVA), i.e. there is a single version of the intervention, and each subject’s potential
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outcome to exposure does not depend on the exposure assignment mechanism, other patients
exposure, or their potential responses to the exposure (see Rubin (1980, 1986).)
In this section, we give IV assumptions in terms of potential outcomes, present the
definition of the logistic structural nested mean model and introduce some identification
issues related to estimation of the related causal parameters of interest.
Suppose that a set of pre-treatment variables Z is an IV for the effect of an exposure X
on an outcome Y , given a set of measured baseline covariates, L (see Figure 1.)
U

L

Z

X

Y

Figure 1: A graph showing an instrumental variable Z, a measured covariate L, an unmeasured
confounding U , an exposure X, and an outcome Y.

The potential outcome Yxz is the value of the outcome of interest had, possibly contrary
to fact, Z been set to z and X set to x by external intervention. Likewise, Yx denotes
the outcome had exposure been set to x. A vector L of measured baseline covariates will
typically include all measured confounders of the effects of Z on (X, Y ) and for the effects
of X on Y . Conditions (1) to (3) become:

⊧

(1) IV relevance of the non-null association between X and Z, i.e. X / Z;
(2) exclusion restriction, i.e. Yxz = Yx , almost surely for all x, z
Z ∣ L, for all x, z.

⊧

(3) independence of potential outcomes and IV, i.e. Yxz

B ∣ C indicates stochastic independence between the random variables A

⊧

The notation A

and B given the random variable C. Technically, for our purpose, it will suffice that conditions
(2) and (3) hold on average for x = 0.
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We define SNMMs as
b(E(Yx ∣ x, z, l)) − b(E(Y0 ∣ x, z, l) = γ(x, z, l),

(1)

where b is the link function. The function b equals the identity, the log, and the logit function
for, respectively, the additive, multiplicative, and logistic SNMMs. The contrast γ compares
the average potential outcomes under active and inactive treatment values on a scale given
by b, for the subset of the population with (x, z, l). As such, γ constitutes a conditional
causal effect.
Robins (1994) established that assumptions (1) to (3) do not suffice to nonparametrically
identify γ in the case of the identity link. Robins and Rotnitzky (2004) further showed that
assumption (1) to (3) are likewise insufficient for identification for the logit link (see also
Richardson and Robins (2010) or Didelez et al. (2010)). Thus, to proceed, we require an
additional assumption for identification (as in Robins and Rotnitzky (2004)): the functional
form of γ(x, z, l) is restricted such that it is identified under assumptions (1)-(3). We let ψ
index such a model γ(x, z, l) = γ(x, z, l; ψ), where γ(0, ⋅, ⋅; ⋅) = γ(⋅, ⋅, ⋅; 0) = 0. Familiar choices
for these models, in the literature, are γ(x, z, l; ψ) = ψx or γ(x, z, l; ψ) = ψ1 x + ψ2 xl1 , where
l1 is a component of L.
In the event that X and Z are binary, Robins (1994) makes—as additional assumption
(4)—the ”no current treatment value interaction” assumption: γ(x, z, l) = γ(x, l). He shows
that the function γ(x, z, l; ψ) is completely identified in this case provided assumptions (1)(3) also hold .
It is worth mentioning that assumption (4) is not empirically verifiable. Vansteelandt
and Goetghebeur (2005) studied the impact on inference of a possible violation of the latter. Clarke and Windmeijer (2010) highlighted its impact on the identification of γ(x, z, l; ψ),
which depends also on constraints imposed by the assumption on the data generating mechanism. Alternative identification conditions other than (4) are of great interest and constitute
an ongoing research topic (see Tchetgen Tchetgen and Vansteelandt (2013)). Richardson and
Robins (2010) and Richardson et al. (2011) elucidated the issue of identification and a care7
Hosted by The Berkeley Electronic Press

ful analysis of identification in a basic binary IV model. Throughout, we will assume that
the parametric model γ(x, z, l; ψ) is correctly specified with unknown parameter ψ, which is
identified under (1)-(4) and which constitutes the primary inferential goal.

3

Review of SNMM Estimations

Treatment effects for additive and multiplicative SNMMs can be estimated via G-estimation.
As shown by Robins (1989, 1994), G-estimation is advantageous as it avoids having to estimate the baseline mean E(Y0 ∣ x, z, l) in order to estimate γ, provided one can correctly
specify a model for the conditional density of Z given L. In randomized experiments, this
density is known by design, in which case G-estimation is guaranteed to be consistent under
(1)-(4). Note that under the null hypothesis of no treatment effect, (4) is always correctly
specified and thus not an assumption.
In general, G-estimators for additive and multiplicative SNMMs are consistent, asymptotically normal, and (can be made) semi-parametrically efficient, assuming at least a correct
model for Z (see Robins (1989, 1994) and Robins and Rotnitzky (2004)). Robins et al. (2000)
and Robins and Rotnitzky (2004) showed that logistic SNMMs cannot be estimated with
G-estimation. Specifically, they showed that it is not possible to construct an estimator of
γ that is regular and asymptotically linear when the density of Z is known, without also
needing to estimate the baseline mean E(Y0 ∣ x, z, l) (see Tchetgen Tchetgen et al. (2010)
for a related exposition.)
Vansteelandt and Goetghebeur (2003) propose an association model
logit{E(Y ∣ x, z, l)} = m(x, z, l; η),

(2)

which they use together with a model for the IV to estimate γ. However, when the association
model is not saturated, it can be uncongenial (in the sense described by Meng (1994)) to the
logistic SNMM model, i.e. the two models can be incompatible (see Robins and Rotnitzky
(2004), Vansteelandt and Goetghebeur (2003) , or Vansteelandt et al. (2011)). We know that
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with a large number of covariates, it becomes a daunting task to write a saturated model that
includes all available covariates. Thus, as often the case in practice, one may need to write
a parsimonious model, yet that is flexible enough to capture important features of the data.
Unfortunately, this may not be plausible since it is exactly when parametric restrictions are
imposed on main effects of the IV Z and X along with interactions with covariates in the
association model that we may run into uncongeniality between the association model (2)
and the causal model (1).
As an alternative, Robins and Rotnitzky (2004) propose a different parametrization based
on the contrast
logitE(Y0 ∣ x, z, l) − logitE(Y0 ∣ x = 0, z, l) = q(x, z, l; η),
that is always guaranteed to be congenial. The function q encodes the degree of unobserved
confounding and is sometimes referred to as the selection bias function. Note that assuming

⊧

X ∣ Z, L, is equivalent to assuming that the

that there is no unmeasured confounding Y0
selection bias function is identically zero.

This parametrization by Robins and Rotnitzky (2004) implies that
logitP (Y = 1 ∣ x, z, l) = γ(x, z, l) + q(x, z, l) + v(z, l),
where v(z, l) = b(E(Y0 ∣ x = 0, z, l)) is the unique solution to the integral equation
logit ∫ expit{q(x∗ , z, l) + v(z, l)}dF (x∗ ∣ z, l) = logit{E(Y0 ∣ l)} = t(l),

(3)

with b = Φ−1 denoting the logit link.
Thus, v is a functional of q, Fx and t implicitly defined by the integral equation (3) that must
be solved for each observation. Unfortunately, this integral equation cannot be solved for v, in
closed form—for most choices of models for q(x, z, l), F (x ∣ z, l) and t(l)—except say when x
is binary (see Robins and Rotnitzky (2004) or Vansteelandt et al. (2011)). Thus, a numerical
optimization of the parametric likelihood for the joint density of the observables using the
parametrization proposed by Robins and Rotnitzky (2004) involves solving numerically an
integral equation for each observed (Z, L), within each iteration of the algorithm. When
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the exposure takes more than two values, or is continuous or multivariate, the approach by
Robins and Rotnitzky (2004) becomes computationally challenging, particularly when the
IV is continuous and there is a large number of covariates L. This numerical drawback
has impeded the widespread use of this approach, despite its mathematical and theoretical
underpinning.

4

New Parametrization

Using the notation of Robins and Rotnitzky (2004), suppose one observes n independent
and identically distributed copies of the vector O = (Z, L, X, Y ) and one wishes to estimate
the parameter ψ of the logistic SNMM
logitP (Yx = 1 ∣ x, z, l) − logitP (Y0 = 1 ∣ x, z, l) = γ(x, z, l; ψ),
under the assumption that Z is a valid IV. The observed data likelihood factorizes as
fy (Y ∣ X, Z, L; ψ)fx (X ∣ Z, L)fz (Z ∣ L)fl (L) = fy (YX ∣ X, Z, L; ψ)fx (X ∣ Z, L)fz (Z ∣ L)fl (L).
One may write fy as (similar to Robins and Rotnitzky (2004))
logitfy (1 ∣ x, z, l) = logitP (Yx = 1 ∣ x, z, l) = γ(x, z, l; ψ) + q(x, z, l) + v(z, l)

(4)

with v and q as defined in the previous section.
Let fx,0 and fx be, respectively, the densities of Fx,0 and Fx with respect to a dominating measure µ, and consider parametric models q(x, z, l; η), v(z, l), and fx (x ∣ z, l; α), the
resulting observed data likelihood is given by
fy (Y ∣ X, Z, L; ψ, η, α, ω)fx (X ∣ Z, L; α)fz (Z ∣ L)fl (L)
with logitfy (1 ∣ x, z, l; ψ, η, α, ω) satisfying (4). This is the congenial parametrization of
Robins and Rotnitzky (2004).
We now propose an alternative congenial parametrization that obviates the need to solve
integral equation (3). To proceed, note that
v(z, l) = logitP (Y0 = 1 ∣ x = 0, z, l)
10
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= − [logitP (Y0 = 1 ∣ z, l) − logitP (Y0 = 1 ∣ x = 0, z, l)] + logitP (Y0 = 1 ∣ z, l)
and that
logitP (Y0 = 1 ∣ z, l) = logitP (Y0 = 1 ∣ l) = log

P (Y0 = 1 ∣ l)
= log ODDS(l) = t(l)
P (Y0 = 0 ∣ l)

by IV assumption (2).
We define the function q(z, l) = log ∫ exp[q(x, z, l; η)]dFx,0 (x ∣ z, l, Y0 = 0). Although, the
odds ratio (and more generally the odds) is non-collapsible (see Greenland et al. (1999) and
Ducharme and LePage (1986)), it can be shown that
ODDS(z, l) = ∫ ODDS(x, z, l)dFx,0 (x ∣ z, l, Y0 = 0),
where Fx,0 (x ∣ z, l, Y0 = 0) is the CDF of X given Z, L and Y0 = 0. It follows that
v(z, l) = − {log [

P (Y0 = 1 ∣ z, l)
P (Y0 = 1 ∣ x = 0, z, l)
] − log [
]} + t(l)
1 − P (Y0 = 1 ∣ z, l)
1 − P (Y0 = 1 ∣ x = 0, z, l)

= − {log∫ ODDS(x, z, l)dFx,0 (x ∣ z, l, Y0 = 0) − log [ODDS(x = 0, z, l)]} + t(l)
= − log∫

ODDS(x, z, l)
dFx,0 (x ∣ z, l, Y0 = 0) + t(l)
ODDS(x = 0, z, l)

= − log∫ exp[q(x, z, l; η)]dFx,0 (x ∣ z, l, Y0 = 0) + t(l) = −q(z, l) + t(l).
Therefore,
logitfy (1 ∣ x, z, l) = γ(x, z, l; ψ) + q(x, z, l) − q(z, l) + t(l).

(5)

Under this new parametrization, we are free to choose models for q(x, z, l), fx,0 (x ∣ z, l, Y0 =
0), and t(l). However, the density fx (x ∣ z, l) is fully determined by the above parameters
according to the following expression
fx (x ∣ z, l) = fx,0 (x ∣ z, l, Y0 = 0)P (Y0 = 0 ∣ z, l) + fx,0 (x ∣ z, l, Y0 = 1)P (Y0 = 1 ∣ z, l)
= fx,0 (x ∣ z, l, Y0 = 0)(1 − Φ(t(l))) +

fx,0 (x ∣ z, l, Y0 = 0) exp(q(x, z, l))
Φ(t(l))
∗
∗
∫ exp(q(x , z, l))dFx,0 (x ∣ z, l, Y0 = 0)

= fx,0 (x ∣ z, l, Y0 = 0) [(1−Φ(t(l)) +

exp(q(x, z, l))
Φ(t(l))]
exp(q(z, l))

where Φ(a) =

(6)

exp(a)
.
1 + exp(a)
11
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We have the following key result under the proposed parametrization.

Theorem 1: Under assumptions (1) and (3) and the proposed parametrization,
∗
∗
∫ P (Y0 = 1 ∣ x , z, l)dFx (x ∣ z, l) = P (Y0 = 1 ∣ z, l) = P (Y0 = 1 ∣ l)

⇔
∗
∗
∫ Φ(q(x , z, l) − q(z, l) + t(l))dFx (x ∣ z, l) = Φ(t(l))

Proof: See the Appendix.
This result gives one the freedom to posit variation independent parametric models for q,
t, and fx,0 such that the marginalization property of the result will hold for all parameter
values, even if the parametric model is incorrect.

4.1

Maximum likelihood estimation

In most cases, because of the curse of dimensionality it becomes difficult to use nonparametric
methods of estimation and more parsimonious models are needed in practice. Let q(x, z, l; η)
denote a choice of model for q such that q(0, ⋅, ⋅; ⋅) = q(⋅, ⋅, ⋅; 0) = 0, e.g. q(x, z, l; η) = η1 x+η2 xz.
Likewise, let t(l; ω) denote a model for t(l) say t(l; ω) = ω0 + ω1 l.
We construct the MLE of ψ using parametric models
(1) fx,0 (x ∣ Y0 = 0, z, l; α)
(2) logitfy (1 ∣ x, z, l; ψ0 , η, α, ω) = γ(x, z, l; ψ) + q(x, z, l; η) − q(z, l; η, α) + t(l, ω);
which, using the model for q(x, z, l; η) and t(l; ω), gives
fx (x ∣ z, l; α, ω, η) = fx,0 (x ∣ z, l, Y0 = 0; α) [(1 − Φ(t(l; ω))) +

exp(q(x, z, l; η))
Φ(t(l; ω))] .
exp(q(z, l; α, η))

The resulting likelihood is given by:
∏fy (Yi ∣ Xi , Zi , Li ; ψ, η, α, ω)fx (Xi ∣ Zi , Li ; α, ω, η)fz (Z ∣ L; κ)

(7)

i
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The above likelihood can be maximized using PROC NLMIXED in SAS or the optim function
in R. Note that even if the choice of models does not permit a closed form expression for the
integral
q(z, l) = log ∫ exp[q(x, z, l; η)]dFx,0 (x ∣ z, l, Y0 = 0)
the latter can be approximated numerically, say using Gauss-Hermite quadrature integral
approximation (see Liu and Pierce (1994)) and this can be incorporated in the standard
software code. In contrast, the approach of Robins and Rotnitzky (2004) requires, in addition
to evaluating the integral in equation (3), solving for v that satisfies the integral equation.
The MLE of (ψ, η, α, ω) is uncorrelated with that of κ. In fact, we need not estimate
the latter to obtain an estimate of the former. This, in turn, implies that the MLE of ψ
cannot exploit any prior information about fz such as the known randomization probability
in a randomized experiment. This is a notable limitation of the likelihood approach. To
remedy this problem Vansteelandt and Goetghebeur (2003) and Robins and Rotnitzky (2004)
propose methods that are doubly robust under the sharp null hypothesis, γ = 0, of no
exposure causal effect by explicitly using any available knowledge about fz . Robins and
Rotnitzky (2004), in particular, propose to use an influence function of ψ for inference, in
the semiparametric model defined by assumptions (1)-(4) only, which is endowed with the
above robustness property, but suffers the same computational limitations as their likelihood
approach.

4.2

Specification Test for Nuisance Models

As previously stated, Robins and Rotnitzky (2004) characterize the set of influence functions
(see Tsiatis (2006) for a definition) for a correctly specified γ in the semiparametric model
defined by assumptions (1)-(4). We use this result to construct a semiparametric specification
test statistic (referred to throughout the paper as goodness-of-fit test) for a choice of models
for q(x, z, l; η), t(l; ω), and E(Z ∣ L) in the resulting likelihood model (7).

13
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Let
̂ + q(X, Z, L; η̂) − q(Z, L; η̂, α
̂1 = γ(X, Z, L; ψ)
̂) + t(L, ω
̂),
M
̂2 = q(X, Z, L; η̂) − q(Z, L; η̂, α
̂) + t(L, ω
̂)
M
̂ η̂, α
̂, ω
̂) is the MLE obtained in the previous section. Consider the goodness-of-fit
where (ψ,
(GOF) statistic
̂ 2 )(1− Φ(M
̂ 2 ))
Φ(M
̂ η̂, α
̂ = U (ψ,
̂1 ))+Φ(M
̂2 ) − Φ(t(L, ω
̂, ω
̂, ̂
̂))]
U
κ) = (Z − E(Z ∣ L; ̂
κ))[
(Y −Φ(M
̂ 1 )(1− Φ(M
̂ 1 ))
Φ(M
Theorem 2: Under the null hypothesis (H0 ) that the likelihood model is correctly specify,
̂1 ) converges in probability to P (Y = 1 ∣ X, Z, L) and we have
Φ(M
Ω ≤ E(U (ψ, η, α, ω)2 )

(8)

with Ω the asymptotic variance of n1/2 ∑i Ûi .
Therefore, under (H0 ), P (∣ T ∣> 1.96) converges with increasing sample size to c ≤ 0.05,
where
T=
and ̂
σu =

√
2
∑i Ûi

∑i Ûi
̂
σu

(9)

Proof: See the Appendix.

This is a useful result because it states that, assuming our models for γ and for the
density of Z given L are correctly specified, T is a valid test statistic of the null hypothesis
that the likelihood model is correctly specified. Furthermore, the theorem shows that the
̂ , which
test statistic is easily computed without the need to compute the exact variance of U
̂ η̂, α
̂, ω
̂,
is computationally demanding upon accounting for variation due to estimation of ψ,
and ̂
κ.
The advantage of using an influence function to construct the GOF test statistic is that
under the null hypothesis that the likelihood model is correct, the GOF test statistic already
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accounts for the variability associated with estimation of all nuisance parameters. The
theorem states, through equation (8), that further ignoring the variability due to ψ̂ results
in a conservative GOF test. In addition, the test statistic is expected to be consistent under
assumptions (1)-(4)—against the alternative hypothesis that at least one of the nuisance
parameters is misspecified—since the estimating equation would no longer be unbiased, and
therefore E(U ) ≠ 0.
A consistent estimator of Ω is given in the Appendix; however, it requires an estimate of
the score of ψ which is computationally not trivial, though in principle feasible. In practice,
the user might prefer using ̂
σu2 , which is more convenient.

5

Simulation Study

In this section, we provide an algorithm to generate data (Z, L, X, Y ) following our proposed
parametrization, for binary and continuous exposure.
For the simulations, we sampled the baseline covariates L = (L1 , L2 ) from independent
bivariate normal distributions such that L1 ∼ N (3, 1) and L2 ∼ N (2, 1). Second, we generated
a binary instrumental variable Z ∼ Bernoulli(pz ), from a logistic regression model where
logit(pz ) = κ0 +κ1 L1 +κ2 L2 = −0.1+0.5L1 +0.2L2 . In addition, we defined t(L, ω) = logit(pt ) =
ω0 + ω1 L1 + ω2 L2 = −1 + 0.5L1 + 0.3L2 . Third, we specify both the distribution fx,0 (x ∣ w, Y0 =
0; α) from a logistic regression with parameter α for binary X or a normal density function
for continuous X and the selection bias function q(X, Z, L; η) = ηX = −0.4X.
Finally, we generated X with density fx (Xi ∣ Zi , Li ; α, ω, η) defined by equation (6) and
Y ∣X, Z, L∼Bernoulli(py ), under a logistic regression model with event probability py defined
as logit(py ) = (1 − 0.4)X − q̄(Z, L) + t(L), where we made a simple choice for the parametric
model γ(x, w; ψ) = ψx = x.
Overall, we generated a total of 2000 data sets of size n = 5000 and estimated the unknown
parameters, the empirical type I error, and the power of the goodness-of-fit (GOF) test
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statistic at 5% significant level, i.e. the proportion of simulated data sets for which ∣ T ∣> 1.96.
We performed the statistical analyses using the SAS procedure PROC NLMIXED.

5.1

Binary Exposure

Let X ∣ {Z, L, Y0 = 0; α} ∼ Bernoulli(px0 ) with logit(px0 ) = −0.4 − 0.3L1 + 0.3L2 + Z. One can
1 + exp(logit(px1 ))
] , with logit(px1 ) = logit(px0 ) − 0.4. Using (6),
show that q̄(Z, L) = log [
1 + exp(logit(px0 ))
1 + exp(logit(px0 ))
we have X ∼ Bernoulli(px ), px = px0 [(1 − pt ) + exp(−0.4x)
pt ].
1 + exp(logit(px1 ))
Table 1: Simulation Results: Binary Exposure

Model

Parameter

Bias

MSE

Coverage

S.E.

γ(X, Z, L; ψ)

ψ

0.002

0.102

0.96

0.319

q(X, Z, L; η)

η

-0.004 0.106

0.95

0.326

X ∣ {Z, L, Y0 = 0; α}

α0
α1
α2
α3

0.005
-0.002
-0.001
0.001

0.007
0.001
0.001
0.003

0.95
0.95
0.94
0.95

0.083
0.038
0.033
0.054

t(L; ω)

ω0
ω1
ω2

0.006 0.031
0.000 0.002
-0.001 0.002

0.96
0.95
0.95

0.177
0.041
0.040

Z ∣ {L; κ}

κ0
κ1
κ2

-0.001 0.004
0.000 0.001
0.001 0.000

0.95
0.94
0.95

0.065
0.032
0.030

In Table 1, we present simulation results for all parameters and the GOF test type I
error. For each parameter, we report its bias and the associated mean square error which
measure, respectively, (1) the discrepancy between the average of estimates and the true
parameter and (2) the average of square distance between estimates and the true parameter.
For both measures, small values are desirable and the results in Table 1, highlight the good
performance of our approach. In addition, we report also the performance of Wald-type 95%
confidence intervals: the coverage probability, defined as the percentage of 95% confidence
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intervals that covered the true parameter. Again, coverage probabilities hover around 95%,
reflecting good coverage. The Monte-Carlo type I error rate of the GOF test statistic is
equal to 0.012 indicating the GOF rejects the null hypothesis less often than at the nomimal
level of a correctly specified model, which may partially reflect the conservative variance
estimator ̂
σu2 used to construct the test statistic.

5.2

Continuous Exposure

Next, we generated X ∣ {Z, L, Y0 = 0; α} under a normal distribution N (µx0 , σ 2 ) such that
µx0 = 1 − 2L1 + L2 + 3Z. We have q̄(Z, L) = −0.4(µx0 − 0.2σ 2 ). From (6), it can be verified that
X follows a mixture of two normal distributions with density f (x) = (1 − pt )f0x (x) + pt f1x (x)
(x − µ0x + 0.4kσ 2 )2
1
].
exp [−
where, fkx (x) = √
2σ 2
2πσ 2
Table 2: Simulation Results: Continuous Exposure

Model

Parameter

Bias

MSE

Coverage

S.E.

γ(X, Z, L; ψ)

ψ

0.012

0.001

0.95

0.042

q(X, Z, L; η)

η

0.000

0.003

0.95

0.052

X ∣ {Z, L, Y0 = 0; α}

α0
α1
α2
α3
σ

0.000
0.000
0.000
-0.001
-0.001

0.004
0.000
0.000
0.002
0.000

0.94
0.95
0.95
0.94
0.95

0.062
0.016
0.014
0.042
0.010

t(L)

ω0
ω1
ω2

0.003
0.000
0.002

0.029
0.005
0.003

0.94
0.95
0.95

0.172
0.073
0.054

Z ∣ {L; κ}

κ0
κ1
κ2

-0.004 0.019
0.001 0.001
0.002 0.001

0.95
0.95
0.95

0.138
0.041
0.040

Estimation results and the performance of the GOF test statistic are summarized in
Table 2. Similar to binary exposure, the results confirm a small bias and MSE as well as a
good coverage of Wald-type confidence intervals. This indicates that our approach appears
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to perform very well. The realized type I error for the specification test of nuisance models
(9) as a goodness-of-fit test gave a type I error equal to 0.039, which—although much better
than for binary exposure—is still conservative.

5.3

Power of the Goodness-of-fit Test

In addition to the type I error, we also assessed the power of the GOF test statistic to
detect the presence of model mis-specification under various departures from the assumed
likelihood model. We considered different misspecification of models for q(X, Z, L) and t(L).
The results, presented in Table 3, show that the power of the GOF test varies depending on
the type of misspecification. Greatest power is achieved when L2 is omitted from the model
t(l). Relatively lower power was observed for leaving out L1 × L2 interaction term from t(L).
Moderate power (∼ 40% − 60%) was observed for related misspecifications of q.
Table 3: Goodness-of-fit Test: Power to Detect Departures from the True Models

Misspecified
Model

Missing
covariates

a

Parameter
Values a

Power

(1) Binary Exposure
q(X, Z, L)
t(L)

Z, X×Z

-0.6, 1.5

0.41

L22
L1 ×L2
L2

1.5
0.8
1.5

0.40
0.03
0.89

(2) Continuous Exposure
q(X, Z, L)
t(L)

a

X2
Z, X×Z

-0.5
0.6, -1.5

0.95
0.62

L22
L1 ×L2
L2

0.6
0.8
0.6

0.43
0.06
0.88

Covariates (with corresponding parameter values) used in the
generated model, but omitted in the fitted model.
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6

Data Application

The first application uses data from the Moving to Opportunity (MTO) for Fair Housing
Demonstration Project, which is a placebo-controlled randomized experiment sponsored by
the US Department of Housing and Urban Development and conducted in 5 sites (Baltimore,
Boston, Chicago, Los Angeles, and New York), between 1994 and 1998 (Goering et al. (1996);
Turner (1998)). We focus on the impact moving from high to low-poverty neighborhoods had
on lifetime major depressive disorder (MDD) among adolescents. As our second illustration,
we apply our methods to data from the 1976 subset of the US National Longitudinal Survey
of Young Men (NLSYM), looking at the effect of education on earnings based on a sample
of 3010 working men age 24-34 (Card (1995)).

6.1

Moving to Opportunity (MTO)

The MTO study randomized, between 1994 and 1998, low-income families from public or
project-based assisted housing in areas with high concentration of poverty to either (1) an intervention arm receiving vouchers to subsidize rental housing in lower-poverty neighborhoods
or (2) a control arm, receiving no voucher.
We focus our attention on 2829 adolescents (among them 1426 girls), aged 12-19 years
as of May 31, 2001 (5-16 years old at randomization) who answered the interim survey and
whose families were randomized between 1994 and 1997 in the MTO Tier 1 Restricted Access
Data (Orr et al. (2003); Goering et al. (1999)). We examine the effects moving from high
to low-poverty neighborhoods may have on the lifetime major depressive disorder for these
adolescents.
Although the study contained two experimental intervention groups, there were no statistical differences between them (Osypuk et al. (012b)); thus, we combine these two experimental groups into one intervention arm. Whether a household uses a voucher depended
in part on anticipated outcomes. Many families randomized to receive vouchers did not use
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them, many control and experimental families later moved away from public housing, and
some of the movers subsequently moved to higher-poverty neighborhoods on their own. Approximately half of the families randomly assigned to the experimental treatment complied
and used the voucher.
We defined intervention adherence (treatment received) X for families in the intervention
arm as using the rental subsidy voucher to lease an apartment within the allotted time of 90
days. We considered the random assignment of an offer of a housing voucher (versus not)
as the instrumental variable Z. Under the assumption that treatment assignment could only
affect mental health indirectly through the use of the voucher to move, treatment assignment
is a valid IV for the effects of moving on adolescents’ mental health (Osypuk et al. (012a)).
The binary outcome Y, was the lifetime major depressive disorder (Osypuk et al. (012a,b)),
with a prevalence of 5.02%. The vector L of baseline covariates comprised the indicators of
sites (Baltimore, Boston, Chicago, Los Angeles); of adolescent age groups at baseline(9-10,
11-12, 13-16 years old), gender, race, gifted student, whether the school asked to discuss the
child’s schoolwork or behavior problems; and household head’s marital status, employment
status, living in the neighborhood for five years or more, education, neighborhood stability,
chat with neighbors, presence of family or friends in the neighborhood, whether she is more
likely to tell a neighbor if she saw neighbor’s child getting into trouble, and previous application to Section 8. Previous studies have shown that the MTO benefited adolescent girls
for lifetime major depressive disorder (Osypuk et al. (012a,b)).
The naive logistic regression of the lifetime major depressive disorder Y on the received
treatment X, controlled for L and gender-treatment interaction yields the following results
(see Table 4): compared to male in high-poverty neighborhoods, girls in high-poverty neighborhoods are 4.44 more likely to have a lifetime major depressive disorder; the odds of experiencing lifetime major depressive disorder for girls who remained in high-poverty is 1.62
times that of girls who moved to low-poverty neighborhood. Boys who moved from high
to low-poverty neighborhoods are 2.48 times more likely to have a lifetime major depres-
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Table 4: Logistic Regression Output of the Effect of Moving on Lifetime MDD among Youth

Regression Coefficients
Treatment (moving)
Male
Treatment by male interaction

Estimate S.E.
-0.48
-1.49
0.91

0.23
0.26
0.41

P-value
0.03
< 10−4
0.03

95% Conf. Interval
-0.94
-2.00
0.09

-0.03
-0.99
1.72

The binary outcome Y is the indicator of lifetime major depressive disorder.

sive disorder as boys who remained in high-poverty neighborhoods and are 1.79 times more
likely to have a lifetime major depressive disorder as girls who also moved to low-poverty
neighborhood.
Because we suspected that the standard observational analysis may be subject to confounding bias, we implemented the following logistic SNMM:
γ(x, z, l; ψ) = (ψ0 + ψ1 male + ψ2 agey0910 + ψ3 agey1112 + ψ4 agey1316 + ψ5 race + ψ6 never-married
+ ψ7 working + ψ8 hood-5y + ψ9 hood-chat + ψ10 hood-nofamily + ψ11 hood-nbrkid
+ ψ12 hood-nofriend + ψ13 sec8bef + ψ14 edGED) × moving;
t(l, u0 ; ω, σ) = ω0 + ω1 male + ω2 agey0910 + ω3 agey1112 + ω4 agey1316 + ω5 BAL + ω6 BOS
+ ω7 CHI + ω8 LA + ω9 race + ω10 never-married + ω11 working + ω12 edGED
q(x, z, l; η) = (η0 + η1 z + η2 male + η3 agey0910 + η4 agey1112 + η5 agey1316 + η6 BAL + η7 BOS
+ η8 CHI + η9 LA + η10 race + η11 never-married + η12 hood-nbrkid + η13 hood-nofriend
+ η14 sec8bef + η15 edGED) × moving;
X ∣ {Z, L, Y0 = 0; α} ∼ Bernouilli(px0 ) with logit(px0 ) = α0 + α1 z + α2 male + α3 agey0910
+ α4 agey1112 + α5 agey1316 + α6 hood-5y + α7 hood-chat + α8 hood-nofamily + α9 hood-nbrkid
+ α10 hood-nofriend + α11 sec8bef + α12 edGED;
Z ∣ {L; κ} ∼ Bernoulli(pz ) with logit(pz ) = κ0 + κ1 male + κ2 agey0910 + κ3 agey1112
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+ κ4 agey1316 + κ5 BAL + κ6 BOS + κ7 CHI + κ8 LA + κ9 race + κ10 nev-married + κ11 working
+ κ12 hood-5y + κ13 hood-chat + κ14 hood-nofamily + κ15 hood-nbrkid + κ16 hood-nofriend
+ κ17 sec8bef + κ18 edGED.

Table 5: Effect of Moving on Lifetime MDD among Youth

Model

γ(X, Z, L; ψ)

q(X, Z, L; η)

Parameter Estimate S.E. P-value 95% Conf. Interval
ψ0
ψ1
ψ2
ψ3
ψ4
ψ5
ψ6
ψ7
ψ8
ψ9
ψ10
ψ11
ψ12
ψ13
ψ14

-1.78
0.86
-0.14
0.15
-0.31
-0.02
0.58
0.56
-0.69
0.04
-0.15
0.84
0.07
0.90
-0.16

0.89
0.67
0.83
0.87
0.84
0.59
0.60
0.44
0.35
0.35
0.36
0.39
0.41
0.42
0.71

0.04
0.20
0.86
0.86
0.71
0.97
0.33
0.20
0.05
0.90
0.66
0.03
0.85
0.03
0.82

-3.50
-0.46
-1.77
-1.55
-1.96
-1.17
-0.60
-0.30
-1.38
-0.64
-0.85
0.06
-0.72
0.08
-1.56

-0.05
2.18
1.49
1.85
1.33
1.23
1.77
1.42
0.01
0.73
0.54
1.62
0.87
1.72
1.23

η0
η1
η2
η3
η4
η5
η6
η7
η8
η9
η10
η11
η12
η13

-0.25
1.29
-0.23
0.05
-0.30
0.32
1.21
0.34
0.70
1.85
-0.06
-0.90
-0.62
1.47

4.42
4.29
0.83
1.13
1.08
1.05
0.83
0.73
0.80
0.89
0.81
0.73
0.68
1.00

0.95
0.76
0.78
0.97
0.78
0.76
0.14
0.63
0.38
0.03
0.93
0.22
0.36
0.14

-8.91
-7.13
-1.87
-2.18
-2.41
-1.74
-0.42
-1.08
-0.86
0.13
-1.66
-2.34
-1.96
-0.49

8.40
9.72
1.40
2.27
1.81
2.39
2.85
1.77
2.27
3.63
1.53
0.53
0.71
3.43

The binary outcome Y is the indicator of lifetime major depressive disorder.
Coefficients α0 − α12 , ω0 − ω12 and κ0 − κ18 are not shown here.
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Table 5 reports the results, which show that ψ0 = −1.78 (95% CI: -3.50 to -0.05) and
ψ1 =0.86 (95% CI: -0.46 to 2.18). The goodness-of-fit test statistic yielded a p-value of 0.62.
The results indicate that—controlling for the other covariates—among the adolescents who
moved from high to low poverty neighborhood, girls were more likely to benefit from the move
and did experience less lifetime major depressive disorder while the results were inconclusive
for boys (p-value = 0.2). For instance, a non-black girl in New York —whose family stayed
a high-poverty neighborhood when she was between 5 and 8 years old and whose mother at
that time did not work, never married, did not have a GED, did not previously apply for a
section 8 voucher, lived in the neighborhood for less than 5 years, did not have any friend or
family member in the neighborhood, did not chat regularly with neighbors and was less likely
to tell a neighbor if she saw a neighbor’s child get into trouble—the odds of having a lifetime
major depressive disorder is 3.25 times as that of a girl in the same condition, but whose
parents moved to a low-poverty neighborhood. Using a naive logistic regression, for a girl
with the aforementioned characteristics whose family moved to a low-poverty neighborhood,
the odds of having a lifetime major depressive disorder would have been 1.62 times had her
family remained in high-poverty.
There was a significant interaction between moving into a low-poverty neighborhood and,
respectively, the indicator of household head living in the neighborhood for five years or more
(p-value = 0.05), being more likely to tell a neighbor if she saw a neighbor’s child getting
into trouble (p-value = 0.03), and having previously apply for a section 8 voucher (p-value
= 0.03). These significant interactions indicate that there may be some degree of latent
heterogeneity in the magnitude of confounding bias.
The results also indicate significant selection bias (p-value = 0.03) for adolescents living
in Los Angeles, which suggests the (likely) presence of confounding bias.
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6.2

The effect of Years of Education on Wages

There has been a longstanding interest in the causal impact of duration of schooling on
earnings. Following Card (1995), we study the effect of years of education on hourly wages.
As proposed by Card, we use as the instrumental variable Z, the indicator of whether an
individual lived in the proximity of a four-year college in 1966.
We consider the vector of covariates L, composed of years of labor market experience as
well as its square value, marital status, and indicators of whether a person is black, lived
in the South, their family had a library card when he was 14 years old, enrolled in school
in 1976. The binary outcome Y corresponds to an indicator of hourly wages greater than
or equal to the median wage of 537.5 cents. Twelve years of education was most common
(33%) in this study and we use it as a reference level by defining X=Years of Education
−12, i.e. the difference in years of educations from 12. The partial correlation between years
of education and the instrumental variable is 0.083 (95% CI: 0.047 to 0.118). The logistic
regression of Y on X, adjusted for L and the instrumental variable Z gives an odds ratio of
1.43 (95% CI: 1.36 to 1.50), which means for a man who lived in the South and whose family
had a library card when he was 14 years old, one more year of education increases the odds
of having a hourly wage greater than or equal to the median hourly wage by 43% compared
to 12 years of education. To run the logistic SNMM, we consider the following parametric
models:
γ(x, z, l; ψ) = (ψ0 + ψ1 south + ψ2 libcrd) × (years of education −12);
q(x, z, l; η) = (η0 + η1 z + η2 black + η3 south + η4 libcrd) × (years of education −12);
X ∣ {Z, L, Y0 = 0; α} ∼ N (µx0 , σ 2 ) with µx0 = α0 + α1 z + α2 black + α3 south + α4 libcrd;
t(l; ω) = ω0 + ω1 exper + ω2 expersq + ω3 south + ω4 married + ω5 libcrd
Z ∣ {L; κ} ∼ Bernoulli(pz ) with logit(pz ) = κ0 + κ1 south + κ2 black + κ3 enroll + κ4 libcrd.
Table 6 reports the results, which show that ψ0 = 1.185, (95% CI: 1.055, 1.315), ψ1 = 0.323,
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(95% CI: 0.210, 0.437), and ψ2 = −0.169 (95% CI: -0.293, -0.043). The conservative goodnessof-fit test statistic p-value is equal to 0.124.
Based on these results, the log odds of earning an hourly wage greater than or equal to
the median hourly wage in 1976 would have increased on average by 6.70 for a man with
7 years of education, who lived in the South and whose family had a library card when he
was 14 years old, had he received 12 years of education. On the other hand, the log odds

Table 6: Effect of Years of Education on Earning Abilities

Model

Parameter Estimate

S.E.

P-value 95% Conf. Interval

γ(X, Z, L; ψ)

ψ0
ψ1
ψ2

1.18
0.32
-0.17

0.07
0.06
0.06

< 10−4
< 10−4
0.01

1.05
0.21
-0.29

1.31
0.44
-0.04

q(X, Z, L; η)

η0
η1
η2
η3
η4

-0.74
-0.03
0.08
-0.19
0.09

0.05
0.03
0.04
0.05
0.05

< 10−4
0.30
0.02
< 10−4
0.06

-0.85
-0.09
0.01
-0.28
-0.004

-0.63
0.03
0.15
-0.10
0.18

α0
α1
α2
α3
α4
σ

1.73
0.40
-1.06
-0.31
0.97
1.99

0.13
0.09
0.11
0.10
0.11
0.03

< 10−4
< 10−4
< 10−4
0.001
< 10−4
< 10−4

1.47
0.22
-1.28
-0.50
0.76
1.94

1.98
0.59
-0.84
-0.12
1.18
2.05

t(L; ω)

ω0
ω1
ω2
ω3
ω4
ω5

-3.27
0.40
-0.005
-0.65
-0.10
-0.34

0.23
0.04
0.002
0.09
0.02
0.09

< 10−4
< 10−4
0.01
< 10−4
< 10−4
0.0004

-3.72
0.32
-0.01
-0.83
-0.14
-0.52

-2.82
0.48
-0.001
-0.47
-0.06
-0.15

Z ∣ {L; κ}

κ0
κ1
κ2
κ3
κ4

0.68
-0.86
0.18
0.29
0.61

0.09
0.09
0.10
0.15
0.09

< 10−4
< 10−4
0.08
0.05
< 10−4

0.50
-1.03
-0.02
-0.001
0.43

0.86
-0.69
0.38
0.58
0.79

X ∣ {Z, L, Y0 = 0; α}

The binary outcome Y is the indicator of whether a hourly wage is greater than or equal to the
median wage in 1976 of 537.5 cents.
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of earning an hourly wage greater than or equal to the median hourly wage in 1976 would
have decreased by 8.04 for a man with 18 years of education, who lived in the South and
whose family did have a library card when he was 14 years old, had he received 12 years of
education instead. In term of causal effect, a man who lived in the South and whose family
had a library card when he was 14 years old, the odds of earning an hourly wage greater
than or equal to the median hourly wage after 13 years of education is 3.82 times compared
to a man with just 12 years of education, who also lived in the South and whose family had a
library card when he was 14 years old. This odds is just 1.43 times if estimated with a naive
logistic regression that does not take into account the possible confounding or selection bias
of the relationship between years of education and earnings.
In addition, the selection bias is significantly different from zero. This bias does not
appear to depend on the interaction between years of education and the IV living near a
4-year college, but on years of education (p-value < 10−4 ), on the interaction between years
of education and race (p-value = 0.02) and on the interaction between years of education
and geographic location (p-value < 10−4 ).

7

Conclusion

In this paper, we have presented a new parametrization for a logistic SNMM for a binary
outcome and we have proposed a corresponding maximum likelihood approach for estimation. Our approach builds upon the theoretical framework of Vansteelandt and Goetghebeur
(2003) and Robins and Rotnitzky (2004). Unlike Vansteelandt and Goetghebeur (2003), and
similar to Robins and Rotnitzky (2004), our approach is guaranteed to always be congenial.
However, unlike Robins and Rotnitzky (2004), we obviate the need to solve numerically an
integral equation, which can be computationally cumbersome and is not easily scalable with
the dimension of the exposure X. In addition, a key attraction of our approach is that it is
readily implemented using standard statistical software. Our simulation results confirm the
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good performance of the proposed approach. We applied our approach using two different
data sets, one with a binary exposure and the other with a continuous exposure.
We also proposed a GOF test statistic for the likelihood model, which is asymptotically
normal with mean zero only if the likelihood is correctly specified. The GOF statistic is based
on an influence function for γ in a model where the likelihood is otherwise unrestricted, and
therefore, the statistic naturally accounts for variability of all unknown parameters under
the null of no model misspecification.
Our simulations showed that the proposed GOF is quite conservative in the settings
we considered and its power to detect possible departures from the assumed model can
be moderate to low. The possible low power of the GOF statistic may also reflect the
conservative variance used to standardize the statistic. The main advantage of the current
GOF is its simplicity, however it may at times be overly conservative. In future work, we plan
to further study the performance of the GOF statistic when standardized by a consistent
estimator of its variance, which was not considered in the foregoing due to the computational
roadblocks.
An alternative approach to the likelihood is obtained by solving the estimating equation
of Robins and Rotnitzky (2004) under our proposed parametrization, which is not further
pursued here. In addition to assess the exclusion restriction assumption (2), Robins and
Rotnitzky (2004) suggest, as possible analytical strategy, a sensitivity analysis by varying
their so-called “weak exclusion assumption function” over a possible range. Such an approach
can also be used with the proposed parametrization.
Finally, the method described here assumes random sampling and therefore would not
be directly applicable for case-control sampling or for other outcome dependent sampling
designs. A straightforward adjustment for the sampling design entails applying inverseprobability weighting (IPW) for selection into the sample. However, weighting may potentially be inefficient. A more efficient approach that makes use of the recent developments in
the analysis of secondary outcomes in case-control studies (see Tchetgen Tchetgen (2014),
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Sofer et al. (2014)), extending the methods presented herein will be described elsewhere.
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Appendix
A

Proofs of Theorems

A.1

Proof of Theorem 1

Consider the following representation of the joint density of Y0 and X given Z, L, (see for
example, Tchetgen Tchetgen et al. (2010))
f (Y0 = y, X = x∗ ∣ z, l) = D0−1 (z, l)P (Y0 = y ∣ X = 0, z, l)OR0 (x∗ ∣ z, l)y fx,0 (x∗ ∣ Y0 = 0, z, l),
where
D0 (z, l) = ∫ ∑ P (Y0 = y ∗ ∣ x = 0, z, l)OR0 (x∗ ∣ z, l)y fx,0 (x∗ ∣ Y0 = 0, z, l)dµ(x∗ )
∗

y∗

P (Y0 = 0 ∣ X = 0, z, l)
,
P (Y0 = 0 ∣ z, l)
P (Y0 =1 ∣ x, z, l)P (Y0 = 0 ∣ x = 0, z, l)
OR0 (x ∣ z, l) =
.
P (Y0 =0 ∣ x, z, l)P (Y0 =1 ∣ x = 0, z, l)
=

and
We have

∗
∗
∗
∗
∫ P (Y0 = 1 ∣ x , z, l)dFx (x ∣ z, l) = ∫ P (Y0 = 1, x ∣ z, l)dµ(x )

= D0−1 (z, l) ∫ P (Y0 = 1 ∣ x = 0, z, l)OR0 (x∗ ∣ z, l)fx,0 (x∗ ∣ Y0 = 0, z, l)dµ(x∗ ).
= D1−1 (z, l)∫

P (Y0 = 1 ∣ x = 0, z, l)
OR0 (x∗ ∣ z, l)fx,0 (x∗ ∣ Y0 = 0, z, l)dµ(x∗ )
P (Y0 = 0 ∣ x = 0, z, l)

= D1−1 (z, l)∫ exp(q(x∗ , z, l) − q(z, l) + t(l))fx,0 (x∗ ∣ Y0 = 0, z, l)dµ(x∗ ) = Φ(t(l)),
with D1 (z, l) = ∑∫
y

P (Y0 = y ∣ x = 0, z, l)
OR0 (x∗ ∣ z, l)y fx,0 (x∗ ∣ Y0 = 0, z, l)dµ(x∗ ).
P (Y0 = 0 ∣ x = 0, z, l)
Q.E.D.
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A.2

Proof of Theorem 2

Robins and Rotnitzky (2004) has established that U is an influence function for γ in the
semiparametric model where assumptions (1)-(4) hold. This, in turn, implies that
E[

∂U (ψ0 , η, α, ω)
∣(η,α,ω)=(η0 ,α0 ,ω0 ) ] = 0.
∂(η, α, ω)

Hence, under the null hypothesis (H0 ) i.e. that of no modelling error for the nuisance
̂i ≈ ∑ {Ui + E [ ∂U (ψ) ∣ψ=ψ ]E [S eff S effT ]−1 S eff } , where S eff is the efficient score
models, ∑ U
0
ψ
ψ,i
ψ ψ
∂ψ
i
i
of ψ under our parametric model. By a property of influence functions,
E[

T
∂U (ψ)
∣ψ=ψ0 ] = −E [U Sψeff ] .
∂ψ

̂ ≈ n−1/2 ∑ {Ui − E [U S eff ] E [S eff S effT ] S eff } and we have
Thus, n−1/2 ∑ U
ψ
ψ ψ
ψ,i
T

i

−1

i
2

eff
E[{Ui − E [U SψeffT ] E [Sψeff SψeffT ] Sψ,i
} ] ≤ E {Ui2 }

−1

(A.1)

eff
eff
since E [U SψeffT ] E [Sψeff SψeffT ] Sψ,i
is the orthogonal projection of U onto the span of Sψ,i
,

−1

proving the first result. The second result follows from a standard application of Slutsky’s
theorem and the central limit theorem.
Q.E.D.
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