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Supplementary materials  
Model fitting  
To verify that the G parameter in our model captured the kind of model-based choice we intended, we  
correlated it with an approximate behavioural index of generalisation, namely choice consistency  
between learning and generalisation trials. If subjects are indeed generalising based on learned value,  
their choices on generalisation trials should approximate those on learning trials immediately preceding  
these trials. In line with this, our generalisation parameter strongly correlated with the proportion of  
trials where generalisation choices were consistent with preceding non-generalisation choices for each  
subject (r = 0.59, p = 0.001, Figure 1F), indicating this parameter provides a valid index of  
generalisation. Finally, it is possible that subjects may use model-based inference due to poor general  
task knowledge, rather than absence of a model-based generalisation per se. To ascertain this was not  
the case, we examined the relationship between generalisation parameter values and the number of  
mistakes subjects made on generalisation trials (i.e. not selecting any option or making an incorrect  
state selection). If subjects do not generalise due to poor task knowledge, we would expect a negative  
correlation between these variables. These two variables were not correlated (r = -.06, p = 0.75, Figure  
1F), indicating that low generalisation parameter values are not simply a reflection of poor task  
knowledge or execution.  
Classifier accuracy  
In Figure S1A, we show the timecourse of classification accuracy relative to stimulus onset during the  
localiser task for the 14-way classifier used in the sequenceness analyses. Notably, classification  
accuracy is substantially higher using a temporal embedding approach whereby data from timepoints  
+/-50ms either side of the timepoint of interest are provided to the classifier. Accuracy peaks at around  
150ms, but is above chance until the end of a 0.8 second window tested. Generalisation to other time  
points was limited (Figure S1B) indicating that classifiers trained on each time point were detecting  
distinct stimulus characteristics from those trained on other timepoints. When investigating the spatial  
distribution of classifier weights in sensor space we observed that the strongest contributions in the  
 
 
classifier came from occipital and temporal sensors across classifiers trained at 150ms, 370ms and  
520ms timepoints (Figure S1C).  
  
Figure S1. Classifier performance. A) Classification accuracy (for the 14-way classifier used in sequenceness  
analyses) from 0.2s prior to stimulus onset to 0.8s post stimulus onset in the localiser task. Accuracy is shown for  
classifiers trained on a single timepoint and trained using temporal embedding, whereby data from +/-50ms  
relative to the timepoint of interest are provided to the classifier. Chance is calculated as 1/14 (7.14%). B)  
Generalisation of stimulus classification across time points, showing how classifiers trained on a specific timepoint  
(Y axis), without temporal embedding, perform when tested on different time points (X axis). C) Approximate  
spatial distribution of classification weights for classifiers trained on the 150ms, 370ms, and 520ms time points.  
As classifiers were trained on reduced data following PCA, maps were obtained by projecting the weight of each  
principal component on to the original sensor space (272 channels) to approximate the weight of each individual  
sensor. The absolute value of these weights was then taken to indicate the contribution of each sensor (regardless  
of the weight being positive or negative), and the median value across stimuli and subjects was displayed.  
To determine the accuracy of the 14-way classifiers used for determining state reactivation in the  
sequenceness analyses, we compare the accuracy of predictions in the localiser data, using 5-fold  
cross-validation. Confusion matrices, collapsed across subjects, are shown in Figure S1 for each  




Figure S2. Confusion matrices representing classification accuracy across different training timepoints. Values 
show accuracy collapsed across subjects.  
  
Figure S3. Images used to represent task states.  
  
 
Associations between model-based planning and hippocampal theta 
We tested whether the G parameter from our model, an index of engagement in model-based planning, 
was associated with theta power in the hippocampus, or with coupling between theta power and 
reactivation (as indexed by beta coefficients from our source-level regression models). We first 
addressed this by collapsing across the duration of the trial and examining the relationship with overall 
theta power and coupling across trials, but found no significant correlations with G (table S1). We next 
tested whether there were clusters within the trial where either measure was significantly associated 
with G. This revealed no significant clusters (Figure S4). 
  
Figure S4. Neural associations with G parameter. Association between G parameter and theta power (top) and  
theta-reactivation coupling (bottom) within outcome (left) and planning (right) periods. Beta values on the y- 
axes represent the effect from a linear model predicting theta power or coupling from G value across subjects.  
Table S1. Results of correlation analyses assessing relationships between the G parameter and theta power and  
theta power-state reactivation coupling, collapsing across the trial.  
Measure Task phase Hemisphere β 
P 
(uncorrected) 
Coupling Outcome L 0.21 0.29 
  R -0.08 0.69 
 Planning L -0.22 0.27 
  R -0.26 0.18 
Power Outcome L 0.07 0.73 
  R -0.02 0.92 
 Planning L 0.07 0.71 





Within-trial analyses of reactivation, replay and theta power.  
Full results of our analyses investigating links between hippocampal activity, reactivation, and replay 
are shown in Table S2, with the strongest results in the theta band shown in Figure S5. 
 
Figure S5. Results of autoregressive models predicting theta amplitude from reactivation and replay intensity 
within-trial. Significant effects, corrected for multiple comparisons using false discovery rate correction, and 
highlighted in blue. 
  
 
Table S2. Results of all autoregressive models used to assess relationships between reactivation, replay, and  
hippocampal signals. P values are corrected for multiple comparisons across all models using FDR correction,  







Hemi β t p 
Reactivation Outcome Amplitude High gamma L 0.01 0.04 0.967 
        R 0.31 2.24 0.107 
      Low gamma L 3.39 3.41 0.009 
        R 4.52 4.50 0.001 
    Amplitude Theta L 15.47 7.85 0.000 
        R 14.12 8.58 0.000 
    Phase  Theta L -0.58 -0.54 0.790 
        R 0.45 0.42 0.871 
  Planning Amplitude High gamma L -0.10 -0.73 0.686 
        R -0.44 -2.18 0.111 
    Amplitude Low gamma L -0.16 -0.18 0.967 
        R 1.31 1.49 0.294 
    Amplitude Theta L 5.92 3.75 0.007 
        R 4.95 3.21 0.013 
    Phase  Theta L -0.75 -0.58 0.786 
        R 0.27 0.23 0.967 
        
Replay Outcome Amplitude High gamma L 0.00 -0.07 0.967 
        R 0.00 0.06 0.967 
      Low gamma L -0.38 -2.58 0.055 
        R -0.28 -1.75 0.211 
    Amplitude Theta L 0.68 1.63 0.246 
        R 1.37 3.56 0.008 
    Phase  Theta L 0.39 1.30 0.366 
        R -0.48 -1.44 0.301 
  Planning Amplitude High gamma L 0.03 0.85 0.667 
        R 0.01 0.35 0.897 
    Amplitude Low gamma L -0.46 -2.10 0.120 
        R 0.21 0.82 0.667 
    Amplitude Theta L 0.96 1.78 0.211 
        R 2.41 3.68 0.007 
    Phase  Theta L 0.40 0.73 0.686 




Power spectral density of reactivation and replay timecourses 
We conducted further exploratory analyses investigating whether the state reactivation and replay 
timecourses themselves exhibited particularly strong rhythmicity across frequency bands. To achieve 
this, we calculated the power spectral density across frequencies from 0.5 to 50hz using Welch’s 
method. Full power spectra are shown in Figure S6A). We used an established method to decompose 
the spectra into an aperiodic component (representing 1/f noise), and periodic signals (61).  This 
revealed the presence of a strong alpha component and a weaker beta component across both replay 
and reactivation timeseries. During the outcome phase, replay timeseries also showed evidence of 
theta rhythmicity, but this was not observed in the planning phase. Reactivation timeseries also 





Figure S6. Analyses of power spectra within replay timeseries. A) Power spectra for the replay (top) and state  
reactivation (bottom) time courses. Full spectra are shown in the inset figures, while the main figures focus on the  
ranges exhibiting prominent peaks (0-8hz for replay, 0-20hz for reactivation). B) Estimates of power within each  
band, accounting for 1/f noise. Each point represents the power estimate for a subject and power estimates of  
zero indicate that no periodic component in this band was detected. Bars represent the median across subjects  





Prediction accuracy in the planning phase  
Although we observed a significant association between prediction accuracy and the G parameter  
from our behavioural model in our temporal generalisation analyses during the planning phase, we  
found no significant predictive effects (i.e. successfully predicting the chosen option using a classifier  
trained to distinguish between end states). Predictive accuracy maps are shown in Figure S7A. We  
also observed no significant effect when predicting predictive accuracy from the G parameter during  
learning trials, as shown in Figure S7B.  
  
Figure S7. Temporal generalisation analyses showing no significant effects. A) Predictive accuracy in the  
planning phase, predicting a subsequently chosen option based on a classifier trained to distinguish between end  
states. Values represent t statistics from a one-sample t-test across subjects against a chance value of 0.5, with  
higher values indicating reactivation of the terminal state for the subsequently chosen path and lower values  
representing reactivation of the subsequently unchosen terminal state. No significant clusters were found. B)  
Correlation between G parameter and predictive accuracy on learning trials. All effects are non-significant.  
  




Phase-amplitude coupling  
We also performed additional exploratory analyses to examine the role of theta-gamma phase  
amplitude coupling in state reactivation, given the known role of theta-gamma coupling in learning and  
memory formation (62, 63). To assess coupling between theta phase and gamma amplitude, we  
extracted unfiltered timeseries from the bilateral hippocampus. We then used the approach developed  
by Tort et al (64), as implemented in pactools (https://github.com/pactools/pactools ) to measure the  
degree of coupling between theta (4-8hz) phase and gamma (30-200hz) amplitude across the entire  
trial for planning and outcome phases independently. As our primary question pertained to the effect  
of state reactivation, we performed this analysis separately for trials showing high and low levels of  
state reactivation, using the same reactivation strength metric as for our analyses investigating source- 
level prediction of reactivation strength. A median split was then used to classify trials as high or low  
reactivation. This resulted in a theta frequency X gamma frequency matrix of coupling values for each  
phase and hemisphere, for each subject. These were then averaged across subject to produce a group- 
level matrix. To determine statistical significance, we repeated this process 100 times on data with  
permuted labels to provide an empirical null distribution for the difference in coupling between high  
and low replay trials. We set the significance threshold at .0125 (.05 / 4 tests) and determined effects  
to be significant if they exceeded the 99.375th percentile, or did not exceed the 0.625th percentile,  
across the entire 3D null matrix (permutations X theta phase X gamma phase). This conservative  
approach served to protect against the risk of false positives due to multiple comparisons.  
Results of this analysis are shown in Figure S8. This revealed evidence of stronger coupling between  
low theta (4-6hz) phase and gamma amplitude across multiple frequency bands (40-50hz, 60-75hz,  
140-150hz, 190-200hz) during the planning phase when the subsequently chosen option was  
reactivated to a greater extent. There was also evidence of stronger phase-amplitude coupling 
between low theta (4-5hz) and high gamma (110-170hz) in the outcome phase for trials when the 
previously chosen option was reactivated more strongly, but these effects were weaker than those 
seen during the planning phase. However, we note that these analyses should be interpreted with 
caution given the limited time windows and trial numbers available for the calculation of phase-
amplitude coupling.  
 
 
Figure S8. Results of phase-amplitude coupling analysis. These figures show the difference in theta-gamma 
coupling in the hippocampus between high and low reactivation trials. Brighter colours represent greater coupling 





Validation of hierarchical latent Gaussian process regression  
To validate the statistical approach used for testing time-varying sequenceness, we evaluated its  
performance on simulated data. The method itself is described in full in the Methods section. We  
generate data according to a regression model where the regressors are represented by time-varying  
functions. Thus, the sequenceness value on each trial is represented by the value of that trial on a given  
variable (this may be trial number, for example), multiplied by its regression coefficient. As we expect  
these regression coefficients to vary over the course of the trial (for example the effect of trial number  
may be greatest at the start of the trial) with a degree of autocorrelation, representing the regressors  
as functions of time provides a simple model of the data-generating process. We used 100 simulated  
trials, and 100 timepoints.   
  
Figure S9. Functions used to generate simulated data. The blue lines on the left of the figure are the group-level  
functions. The red lines on the right side are the subject-level functions, with the group-level function shown in  
the dotted blue line.  
For the purpose of validation, we simulate data from four known functions determined by Gaussian  
processes with pre-determined covariance functions, with the first representing an intercept, two  
representing separate regressors, and the final representing the interaction between the previous two  
regressors. We structure the data in a hierarchical manner, with these functions representing the  
group-level process. The covariance function of each Gaussian process has its own length scale  
parameter (values of 3, 5, 2, 4), and its own variance (2, 0.8, 2, 3). The mean function of these Gaussian  
processes is set to a constant (with values of 1.5, 2, 0.3, 0.7), representing an effect that does not  
depend on time.  
We then determine 20 subject-level functions (assuming 20 simulated subjects) for each regressor,  
which are represented by the sum of the group level function and a separate, subject level function.  
 
Each subject-level function is drawn from another Gaussian process, again with separate length scale  
(3, 5, 2, 4) and variance (1, 0.8, 0.9, 0.8) parameters for the covariance function. Thus, each subject’s  
function is offset from the group-level function by a subject-specific function. The length scale  
parameters represent the degree of correlation between adjacent timepoints, while the variance  
parameters have the effect of representing the range of the function. A greater subject-level variance  
relative to the group-level variance has the effect of increasing the subject-level variability and reducing  
the influence of the group-level function. Examples of these functions are shown in Figure S2. Finally,  
to represent error, we add noise determined by a Gaussian distribution with zero mean and a standard  
deviation of 20. We also repeated this process using simulated data with no effect at the group level;  
that is, subjects had their own effects but these were offset from a group effect that was zero across  
all time points.   
Fitting the models of the form used for the sequenceness analyses to this simulated dataset allowed  
us to recover the true group-level functions used to generate the data (for the purposes of these  
analyses, we are interested only in the group-level effect). As in the analyses reported in the main  
results section, we used the 99.9% highest posterior density intervals (HPDI) of the posterior  
distributions over these functions to obtain a conservative metric through which to determine whether  
the recovered interval includes the true function. Calculating the number of timepoints where the HPDI  
includes the true function value provides a measure of the false positive rate. The results of this test  
are shown in Figure S3.   
  
 
Figure S10. Means and 99.9% HDPIs of the recovered group-level function, shown in blue. The red dotted  
line represents the true group-level function.  
As shown in Figure S2, the true function was included in the HPDI in 97.25% of time points across the  
four regressors, indicating that while the HDPI is not perfectly calibrated with respect to the false  
positive rate, using the conservative 99.9% HPDI provides acceptable control of the false positive rate.  
As shown in Figure S4, repeating this with a null effect at the group level (i.e. an effect of zero across  
all time points), the 99.9% HPDI includes zero at 100% of time points.  
  
Figure S11. Means and 99.9% HDPIs of the recovered group-level function (showing no effect across the  
trial), shown in blue. The red dotted line represents the true group-level function (zero across the entire trial).  
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