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Abstract
In this paper, a three-dimensional %nite di&erence method to solve the forward problem in electroencephalog-
raphy is developed. The aim is to compute the electric potential in the whole head.
Some three-dimensional conservative di&erence schemes are de%ned on a regular grid for elliptic equations
with strongly discontinuous coe7cients. For each scheme, the error of approximation is estimated by making
some assumptions on surface locations with respect to the grid. These assumptions are due to a lack of
knowledge of the real discontinuity surfaces. Numerical results allow the comparison of the accuracy of the
di&erent schemes when surfaces do not satisfy the previously mentioned assumptions, which is the case in
most real-life applications. Such applications will be discussed in conclusion.
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0. Introduction
The localization of electromagnetic %eld generators in the brain from surface measurements (elec-
troencephalography (EEG) and/or magnetoencephalography (MEG)) is a major problem in neuro-
logical pathologies such as epilepsy and in human cognitive neurosciences. This problem is known
as the inverse problem in EEG/MEG.
We need a fast, realistic and reliable method to solve the forward problem for calculating the
electric potential in the human head from the knowledge of the electromagnetic %eld generators. This
is the aim of this work. Due to the low frequency, the problem reduces to the solution of Maxwell’s
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stationary equations. This forward calculation requires an anatomically realistic model (geometry and
conductivities) of the di&erent media constituting the head.
Finite element (FEM) or boundary element (BEM) methods have been used to solve the for-
ward problem (see, e.g., [4,5,13,14,19]) but with a lack of realism. Indeed, the main di7culty is
to obtain a correct mesh (volumic or surfacic) with the discontinuity surfaces between the di&er-
ent media constituting the head. These problems are being studied [3] and FEM and BEM are
developed accordingly [2] but more studies are needed for the moment to obtain results with real
data.
Solving elliptic equations with discontinuous coe7cients is also a fundamental problem in various
other important applications, such as electrostatic problems, solid mechanics, porous media Kow
or heat transfer. At interfaces between domains, the material properties (conductivity, permeability,
elastic moduli, etc.) are discontinuous. The governing conservation principles require the Kux to be
continuous across these discontinuity interfaces.
For the forward problem in electroencephalography, the conductivity value at each point of the
regular grid is the only available information and the discontinuity surfaces are unknown. So, as-
sumptions on these surfaces and their locations have to be made. These assumptions are connected
with the application, but it is important to note that there are other applications (geophysical studies,
etc.) with the same lack of knowledge of interface behaviour, implying similar choices.
The %rst use of a %nite di&erence method for this problem is due to Witwer in 1972 [18].
However, mathematical proofs of this numerical scheme and its accuracy were not found. More
recently, Rosenfeld et al. [15] developed a %nite volume model, but their model has the same
disadvantage than BEM or FEM: it needs a realistic mesh of the surfaces of discontinuity.
Our %nite di&erence method is well suited to the EEG problem because of the quasi-direct path
from high-resolution medical imaging: the surfaces between the di&erent media do not have to be
extracted and the mesh is modelled on the 3D IRM. Then, a cubic mesh with a millimetric resolution
(up to 2563 nodes) is obtained.
The question of stability and convergence of di&erence schemes in one dimension has been studied
by Tikhonov and Samarskii [17]. There is no known extension to upper dimensions and we are not
able, for the moment, to construct a similar theory for three-dimensional problems. For this reason,
our analysis will be based on consistency error, as is usually done in such situations.
As an introduction, the study of the “natural” scheme based on %nite di&erence theory in the case
of continuous coe7cients is %rst presented. The following scheme is derived from the Kirchho& law.
The construction of the last two di&erence schemes developed below is based on the work of Mac
Kinnon and Carey in two dimensions [12].
It is important to keep in mind that the linear systems to solve are very large (up to 2563
equations) and that the construction has to preserve as much as possible matrice properties, like
symmetry or positiveness. For this reason, ‘7-point’ schemes will be developed in order to ensure
these matrix properties and the solvency of the associated linear system (for 10-point schemes, we
refer to [9,10]). The aim of the present study is to discuss the accuracy of these schemes on di&erent
model problems in comparison with their consistency error, also called approximation error.
Readers are referred to [6] for more background on the problem and the calculations.
This paper is organized as follows: after problem presentation, ‘7-point’ schemes are developed and
their mathematical analysis is provided. In a second part, these schemes are compared on academic
problems and the more accurate one is validated by comparison with an analytical solution in the
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case of concentric spheres. As a conclusion, the inKuence of di&erent parameters such as electric
conductivities with real-life data bases is observed.
1. Finite dierence schemes
1.1. Problem presentation
Consider the three-dimensional boundary problem:
−∇ · (∇u) = f in ;
9u
9n = 0 on 9 (1)
with  =
⋃N
i=1 i ⊂ R3 (see Fig. 1 for real-life example) and (x)|i = i = const.
In our case, u represents the electrical potential,  the head and  the electric conductivities.
Every interface between two domains of di&erent conductivities is called a “discontinuity surface”.
On such a surface, the continuity of the potential and the Kux give
[u] = 0;
[

9u
9n
]
= 0: (2)
Let Q(m)() = {u=u|i ∈Cm(i)}. Considering (x)∈Q(m)() and f(x)∈C(m−1)( R), then
u∈C0( R) ∩ Q(m+1)() (m¿ 1).
Since our aim is to solve the equation using %nite di&erence methods on a regular grid, e.g., a
uniform Cartesian grid,  is assumed to be included in a cube that becomes our “new” domain
 (boundary conditions will consequently change). Note that this cube may contain subdomains i
with very complicated geometries (a head, for example) so that, typically, discontinuity surfaces will
fall between adjacent nodes.
1.2. De>nitions and notations
We use the notations and methodology of Samarskii and Tikhonov [16,17].
Fig. 1. Simpli%ed real-life example of domain .
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Meshing the R3 space with a regular grid, where h is the grid step, gives
Rh = {xi = xi1 ;i2 ;i3 = (i1h; i2h; i3h); i = (i1; i2; i3)∈Z3}:
Let us de%ne the following indices:
i1− = (i1 − 1; i2; i3); i1+ = (i1 + 1; i2; i3); i1+1=2 = (i1 + 12 ; i2; i3);
and so on for i2−; i2+; i1−2+; : : :
The domain  and its boundary are discretized as follows:
!h =  ∩ Rh = {xi; i∈ I ⊂ Z3};
h = 9 ∩ Rh = {xi; i∈ J ⊂ Z3}:
Then, a discretisation of R= ∪ 9 by R!h =!h ∪ h is obtained. In the sequel, we will denote by
!r = {xi ∈!h|∀ j∈{i1+; i1−; i2+; i2−; i3+; i3−}; j = i}; and !s = !h \ !r;
the sets of “regular” and “singular” points, respectively. For every discrete function (where yi=y(xi)),
we further note for k = 1; 2; 3
∇k · yi = (yi − yik−)=h; k · yi = (yik+ − yi)=h:
Thus, the di&erential equation of problem (1) is rewritten as
L(;f)u(x) =∇ · ((x)∇u(x)) + f(x) = 0; x∈ (3)
and the corresponding discrete equation is
L(;f)h y(xi) = L
()
h y(xi) + Lhf(xi) = 0; xi ∈!h; (4)
where L(;f)h is called the di?erence scheme and will be de%ned accurately in the following.
Note that every 7-point scheme described in the following sections can be written as
L()h yi =
1
h
(ai1+1 · yi − ai∇1 · yi + ci2+2 · yi − ci∇2 · yi + gi3+3 · yi − gi∇3 · yi); (5)
where the quantities {ai1+ ; ai; ci2+ ; ci; gi3+ ; gi} will be de%ned later on, and
Lhf(xi) = ’i: (6)
Let  (xi) be the error of approximation at point xi ∈!h.
Denoting by u the solution of (3),  (xi) = L
(;f)
h u(xi) is expressed as
 (xi) =
1
h
(ai1+1 · ui − ai∇1 · ui + ci2+2 · ui − ci∇2 · ui + gi3+3 · ui − gi∇3 · ui) + ’i
=
{
1
h
(ai1+1 · ui − ai∇1 · ui)− i
92ui
9x21
}
+
{
1
h
(ci2+2 · ui − ci∇2 · ui)− i
92ui
9x22
}
+
{
1
h
(gi3+3 · ui − gi∇3 · ui)− i
92ui
9x23
}
+ ’i − fi:
By an obvious notation, it will be noted:  (xi) =  1(xi) +  2(xi) +  3(xi) +  f(xi).
Let us study  (xi) for xi ∈!s.
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Fig. 2. 2D representation of an example of surface location.
About the interfaces: For each xi ∈!s, it is assumed that the real locations of the interfaces, with
respect to xi and its neighbours, is unknown (the value of  at each node of the grid is the only
information to determine in which subdomain is the grid point: if i = i1+ , there is a discontinuity
surface between these two points). Therefore, the following hypotheses are made (cf. Fig. 2):
• %rst, there cannot be more than one intersection on the grid with a discontinuity surface in each
direction,
• second, each discontinuity surface is locally plane and perpendicular to the grid at the intersection
point and, in some cases, we suppose also that this surface falls in the middle of the grid segment.
These assumptions are well connected to real-life applications.
Let us introduce some new quantities
xi1∗ = xi + (!1; 0; 0); xi1+ = xi1∗ + (!2; 0; 0); xi1− = xi1∗ − (!1 + h; 0; 0);
− = i; + = i1+ ; " =
−
+
; (7)
u− = lim
x→x−i1∗
u(x); u−x = lim
x→x−i1∗
9u(x)
9x1
; u−xx = lim
x→x−i1∗
92u(x)
9x21
;
u+ = lim
x→x+i1∗
u(x); u+x = lim
x→x+i1∗
9u(x)
9x1
; u+xx = lim
x→x+i1∗
92u(x)
9x21
:
(8)
Then, Taylor expansions give
ui1+ = u
+ + !2u+x +
!22
2
u+xx +O(!
3
2);
ui = u− − !1u−x +
!21
2
u−xx +O(!
3
1);
ui1− = u
− − (!1 + h)u−x +
(!1 + h)2
2
u−xx +O((!1 + h)
3): (9)
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However, Eq. (2) and the continuity of f give
u+ = u−; +u+x = 
−u−x ; 
+(u+xx + u
+
yy + u
+
zz) = 
−(u−xx + u
−
yy + u
−
zz) (10)
and
u+xx = "u
−
xx + (" − 1)u−yy + (" − 1)u−zz (11)
if the surface is locally plane. Hence
1ui =
ui1+ − ui1∗ + ui1∗ − ui
h
=
1
h
{
!2
(
"u−x +
!2
2
("u−xx + (" − 1)u−yy + (" − 1)u−zz)
)
+ !1
(
u−x −
!1
2
u−xx
)
+O(h3)
}
(12)
and
∇1ui = ui − ui1∗ + ui1∗ − ui1−h
=
1
h
{
−!1
(
u−x −
!1
2
u−xx
)
+ (!1 + h)
(
u−x −
!1 + h
2
u−xx
)
+O(h3)
}
(13)
where
!1 = ch; !2 = (1− c)h:
The scheme de%ned for continuous coe7cients can be a “natural” choice for a %rst construction with
discontinuous coe7cients, and produces the following result:
’i = fi
and
ai =
i + i1−
2
; ci =
i + i2−
2
and gi =
i + i3−
2
in (5):
This scheme, that will be named the “natural” scheme, is known to be homogeneous, -linear,
conservative and to have a second-order approximation for each point in !r (some precisions in
3D are given in [6]). However, it possesses the following shortcoming: it does not approximate the
di&erential equation (3) at each node xi ∈!s.
In fact, a few computations give
 1(xi) =
1
h
A′u−x + B
′u−xx + C
′(u−yy + u
−
zz) + O(h)
with
A′ = 12 (
− + +)((1− c)" + c)− −;
B′ = 14 (
− + +)((1− c)2" − c2) + 
−
2
(2c + 1)− −;
C ′ = 14 (
− + +)(1− c)2(" − 1):
So, if − = + then A′ = 0 and  1(xi) = O(1=h).
With similar calculations for  2(xi) and  3(xi), one obtains:  (xi) = O(1=h).
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xi1− xi xi1* xi1+
Fig. 3. Intersection between discontinuity surface and grid line.
Remark 1. In most constructions of the following schemes, xi1∗ will be supposed to be the middle
point of segment [xi; xi1+], i.e., c =
1
2 (cf. Fig. 3)
1.3. The “Kirchho?” scheme
If the grid is seen as a network of resistances, Kirchho&’s law states that “the sum of entering
and outgoing currents at each node is zero”.
Denoting by
&=
1

;
this law leads to a di&erence scheme for our problem (see, e.g., [18]) where
ai =
2
&i1− + &i
; ci =
2
&i2− + &i
; gi =
2
&i3− + &i
in (5) (14)
and
’i = fi in (6): (15)
Remark 2. It induces the well-known “harmonic average” coe7cients
2
&i1− + &i
=
2i1−i
i1− + i
:
Proposition 1. Scheme (14)–(15) is homogeneous, &-linear and conservative. Moreover, it has a
second-order approximation for each node xi ∈!r and a zero-order approximation for each node
xi ∈!s.
Proof. The coe7cients ai, ci and gi are constant in the neighbourhood of xi ∈!r , by de%nition of !r .
This is precisely the conditions of application of the “natural” scheme with continuous coe7cients,
so that
∀xi ∈!r;  (xi) = O(h2):
For xi ∈!s, and denoting by
&− =
1
−
; &+ =
1
+
and " =
&+
&−
;
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some computation gives
 1(xi) =
1
h
A′u−x + B
′u−xx + C
′(u−yy + u
−
zz) + O(h)
with
A′ =
1− 2c
&−
&+ − &−
&+ + &−
;
B′ =
1
&− + &+
((1− c)2" − c2) + 1
2&−
(2c + 1)− 1
&−
;
C ′ =
1
&− + &+
(1− c)2(" − 1):
It can then be noted that:
• if − = + =  then A′ = B′ = C ′ = 0 and  1(xi) = O(h),
• if − = + but c = 12 then A′ = 0 and B′ = C ′ = [1=4&−](&+ − &−)=(&+ + &−).
In the latter case, we obtain the estimate
 1(xi) =
1
4
− − +
+ + −
f− +O(h):
Similar calculations for  2(xi) and  3(xi), lead to
 (xi) = O(1):
Remark 3. If f = 0, then  (xi) = O(h): scheme (14)–(15) has an approximation of %rst order for
each node xi ∈!s.
1.4. The “Dux” scheme
The main idea of this construction is to express the conservation of the Kux rather than to approach
directly L(;f). On every discontinuity surface, (2) is applied, i.e.,
[u] = 0; [∇u · n] = 0:
Let F(xi) =−∇u(xi) denote the Kux at xi, Fx(xi) =−9u(xi)=9x1 and accordingly for Fy and Fz:
F(xi) = (Fx(xi); Fy(xi); Fz(xi)):
In this section, three schemes will be constructed, according to whether there is one, two or three
discontinuities (intersection point with the discontinuity surface) in the neighbourhood of xi1∗ .
The previously adopted notations in (9) are used, i.e.,
u+xx(1∗) = lim
x→x+i1∗
92u(x)
9x21
;
etc. Fx(xi1∗) can be written as
F+x (xi1∗) =−+
9u(xi1∗)+
9x1
= 2+
u+i1∗ − ui1+
h
+
h
4
+u+xx(1∗) + O(h
2): (16)
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Similarly, we obtain
F−x (xi1∗) = 2
− ui − u−i1∗
h
− h
4
−u−xx(1∗) + O(h
2): (17)
Hence, if we denote [Fx]1∗ = F−x (xi1∗)− F+x (xi1∗), it follows that
[Fx]1∗ =
2−
h
ui −
(
2− + 2+
h
)
ui1∗ +
2+
h
ui1+ −
h+
4
u+xx(1∗) −
h−
4
u−xx(1∗) + O(h
2): (18)
Such that, an approximation of second order for [Fx] could be obtained assuming that u is known.
However, [Fx] = [∇u · n] = 0.
With high-order Kux expansion, the interface jump is considered. For each singular point, a “con-
densation” is made that leads to a %nite di&erence formula. The value of u at xi1∗ is obtained from
(18)
ui1∗ =
(
h
2− + 2+
)[
2−
h
ui +
2+
h
ui1+ −
h+
4
u+xx(1∗) −
h−
4
u−xx(1∗)
]
+O(h2): (19)
Now writing (18) at xi gives
[Fx]i =
−
h
ui1− −
(
− + 2−
h
)
ui +
2−
h
ui1∗ − −
(
h
2
+
h
4
)
uxx(i) + O(h
2); (20)
and introducing (19) in (20), after simpli%cations, leads to
[Fx]i =
−
h
(ui1− − ui) +
2−+
h(− + +)
(ui1+ − ui)
− h
−
4(− + +)
(+u+xx(1∗) + 
−u−xx(1∗))−
3h
4
−uxx(i) + O(h
2): (21)
One discontinuity: Suppose xi1∗ is the only discontinuity point near the node xi. After some
calculation (cf. the appendix), the following scheme is obtained:
ai =
2i1−i
i1− + i
; ci =
2i2−i
i2− + i
and gi =
2i2−i
i2− + i
in (5) (22)
and
’i =
3
4
fi +
ai1+
i1+
1
4
fi1∗ in (6): (23)
Two discontinuities: Suppose that another discontinuity point exists in the other direction, for
instance on the segment [xi; xi2+]. Then the following scheme is obtained:
ai =
2i1−i
i1− + i
; ci =
2i2−i
i2− + i
and gi =
2i2−i
i2− + i
in (5) (24)
and
’i =
1
2
fi +
ai1+
i1+
1
4
(fi1∗ + fi2∗) in (6) (25)
See the appendix for more details.
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Three discontinuities: Suppose that the discontinuity surface intersects the segments [xi; xi2+] and
[xi; xi3+] at xi2∗ and xi3∗ , the following scheme is obtained:
ai =
2i1− + i
i1−i
; ci =
2i2− + i
i2−i
and gi =
2i2− + i
i2−i
in (5) (26)
and
’i =
1
4
fi +
ai1+
i1+
1
4
(fi1∗ + fi2∗ + fi3∗) in (6) (27)
See the appendix for more details.
Proposition 2. The scheme de>ned by
• (22)–(23), in case of one discontinuity,
• (24)–(25), in case of two discontinuities,
• (26)–(27), in case of three discontinuities,
is homogeneous, &-linear and conservative. It approximates the di?erential equation (3) with second
order at each node xi ∈!r and with >rst order at each node xi ∈!s. Moreover, we obtain a
second-order approximation for the Dux.
Proof. Once again, the “harmonic averages” are obtained as scheme coe7cients. Error estimates
will be, consequently, similar to the ones obtained for Kirchho& law:
 1(xi) =
1
4
&− − &+
&+ + &−
fi1∗ +O(h)
=
1
4
+ − −
+ + −
fi1∗ +O(h):
Then, the error of approximation, for instance in the case of three discontinuities, is given by
 (xi) =
{
 1(xi) +
1
4
ai1+
i1+
fi1∗
}
+
{
 2(xi) +
1
4
ai1+
i1+
fi2∗
}
+
{
 3(xi) +
1
4
ai1+
i1+
fi3∗
}
+
1
4
fi − fi
=
(
1
4
+ − −
+ + −
+
2−
4(− + +)
)
(fi1∗ + fi2∗ + fi3∗) +
1
4
fi − fi +O(h)
=
1
4
(fi1∗ + fi2∗ + fi3∗) +
1
4
fi − fi +O(h):
Then, since
fi1∗ = fi +O(h); fi2∗ = fi +O(h); fi3∗ = fi +O(h);
it follows that
 (xi) = O(h):
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1.5. The “>nite volume” scheme
Then, a %nite volume approach is studied. An integral formulation gives∫

f(x) dx=−
∫

∇((x)∇u(x)) dx
=−
∫
9
((s)∇u(s)) · n(s) ds;
∑
i
∫
i
f(s) ds=−
∑
i
∫
9i
((s)∇u(s)) · n(s) ds
=−
∑
i
∫
9i
F(s) · n(s) ds:
For i centered at xi, we obtain
h3fi = h2[Fx(i1+1=2 ) − Fx(i1−1=2 ) + Fy(i2+1=2 ) − Fy(i2−1=2 ) + Fz(i3+1=2 ) − Fz(i3−1=2 )]: (28)
Regarding the computation of the Kux, discontinuity surfaces are supposed again to intersect the grid
at xi1∗ = xi1+1=2 , xi2∗ = xi2+1=2 , and xi3∗ = xi3+1=2 . Hence,
F−x(i1+1=2 ) =
2−
h
(ui − ui1∗) +
h
4
−(uyy(1∗) + uzz(1∗)) +
h
4
fi(1∗) + O(h
2);
F+x(i1+1=2 ) =
2+
h
(ui1∗ − ui1+)−
h
4
+(uyy(1∗) + uzz(1∗))−
h
4
fi(1∗) + O(h
2):
Denoting (− + +)Fx(i1+1=2 ) = 
+F−x(i1+1=2 ) + 
−F+x(i1+1=2 ) gives
(− + +)Fx(i1+1=2 ) =
2−+
h
(ui − ui1+)−
h
4
(− − +)fi(1∗) + O(h2);
i.e.,
Fx(i1+1=2 ) =
2−+
− + +
ui − ui1+
h
− h
4
(
− − +
− + +
)
fi(1∗) + O(h
2):
Similar expressions can be derived for Fy(i2+1=2 ) and Fz(i3+1=2 ). Without discontinuity surfaces, the
following expressions are obtained:
Fx(i1−1=2 ) = 
− ui1− − ui
h
+O(h2);
Fy(i2−1=2 ) = 
− ui2− − ui
h
+O(h2);
Fz(i3−1=2 ) = 
− ui3− − ui
h
+O(h2):
46 V. Hedou-Rouillier / Journal of Computational and Applied Mathematics 167 (2004) 35–58
Then (28) is rewritten and the following scheme is obtained:
ai =
2i1−i
i1− + i
; ci =
2i2−i
i2− + i
and gi =
2i2−i
i2− + i
in (5) (29)
and
’i = fi +
1
4
i − i1+
i + i1+
(fi1∗ + fi2∗ + fi3∗) in (6): (30)
Proposition 3. Scheme (29)–(30) is homogeneous, &-linear and conservative. It approximates the
di?erential equation (3) with second order at each node xi ∈!r and with >rst order at each node
xi ∈!s.
Proof. The calculus of error estimation proceeds as before:
 (xi) =  1(xi) +  2(xi) +  3(xi) + ’i − fi
=
{
 1(xi) +
1
4
− − +
− + +
fi1∗
}
+
{
 2(xi) +
1
4
− − +
− + +
fi2∗
}
+
{
 3(xi) +
1
4
− − +
− + +
fi3∗
}
+ fi − fi
=
(
1
4
+ − −
+ + −
+
1
4
− − +
− + +
)
(fi1∗ + fi2∗ + fi3∗) + O(h);
=O(h):
2. Numerical results
In the following section, let us denote by
h=
Tx
N
with N = 16; : : : ; 256 and Txi = xmax − xmin:
The same step of discretization will be taken in each direction, i.e., Nh = Tx1 = Tx2 = Tx3. If
necessary, the domain will be completed to obtain a cube.
2.1. Academic examples
In the previous section, four %nite di&erence schemes are constructed, with more or less good
approximation errors at singular nodes. Whenever the discontinuity surfaces satisfy our position
hypotheses (locally perpendicular to grid, etc.) the last two schemes (‘Kux’ and ‘volume’) are better
than the %rst ones (see for example [11] for 2D results). Nevertheless, surface positions are seldom
known for real-life problems: in order to investigate the adequacy of the model, several numerical
experiments on three academic examples, where the discontinuity surfaces do not satisfy our position
hypotheses, are performed now. The %rst two of them give a comparison of the di&erent schemes
to select the “best” one. Then, the third example is a validation of this choice.
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2.1.1. A ball in a cube
Let an homogeneous ball, centered at O, with radius R and conductivity 1 be given, included in
an homogeneous cubic domain with conductivity 2 (cf. Fig. 4)
Let us remark that this problem does not satisfy the hypotheses on surface discontinuities to test
the robustness of the schemes.
Let us consider the following Dirichlet problem:
−∇ · (∇u) = f in ;
u= u0 on 9: (31)
When 1 = 100 and 2 = 1, the exact solution is given by
u(x) =
{
1 + (x1)2 + (x2)2 + (x3)2 if (x1)2 + (x2)2 + (x3)26R2;
1 + 100((x1)2 + (x2)2 + (x3)2)− (100− 1)R2 if (x1)2 + (x2)2 + (x3)2 ¿R2:
Consequently, f = 600.
Results of computations with the di&erent numerical schemes (N = 128) are shown in Fig. 5.
0 1
1
x2
x3
 2


1
Fig. 4. Section of the ball in a cube in plane x1 = 0.
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Fig. 5. Error |u− uh| as a function of x1 on the line x3 = x2 = 0.
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As expected, the “natural scheme” gives the worst result. On the other hand, Kirchho&’s
law seems to be the most accurate scheme. Note that this result was foreseeable since the
developed schemes use surface approximations which are very coarse for regular surfaces as a
sphere.
It is interesting to mention that the errors propagate to the whole interior domain. This is not
in conKict with theoretical results which deal only with the error of approximation. Moreover, this
signi%cant error can be supposed to be due to the solution value in the interior domain (of the order
of 1) compared to the value in the exterior domain (up to 150).
In addition, this error remains relatively small compared to f (f= 600), or to the value of u on
the boundary. To convince oneself of this observation, it is su7cient to compare the exact solution
(Fig. 6(a)) and the computed solution (Fig. 6(b)) obtained with the Kirchho& scheme, in the plane
x3 = 0.
Incidentally, L1 convergence of the error is numerically proved for all schemes, including the
“natural scheme” with an O(1=h) error of approximation at singular nodes. Results are summarised
in Table 1.
Likewise, L∞ convergence of the error can be observed too in Table 2.
Fig. 6. (a) −u (exact solution). (b) −uh (computed solution).
Table 1
L1 norm of the error
N = 16 N = 32 N = 64 N = 128 N = 256
Natural scheme 9.187e-01 5.317e-01 2.248e-01 1.206e-01 5.979e-02
Kirchho& scheme 1.724e-01 1.175e-01 2.296e-02 1.860e-02 8.655e-03
Flux scheme 8.485e-01 5.846e-01 2.736e-01 1.504e-01 7.623e-02
Finite volume scheme 9.709e-01 6.802e-01 3.234e-01 1.768e-01 8.974e-02
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Table 2
L∞ norm of the error
N = 16 N = 32 N = 64 N = 128 N = 256
Natural scheme 7.540e+00 4.073e+00 1.780e+00 9.696e-01 4.873e-01
Kirchho& scheme 2.340e+00 1.564e+00 8.833e-01 5.098e-01 2.926e-01
Flux scheme 5.018e+00 3.213e+00 1.719e+00 9.356e-01 5.047e-01
Finite volume scheme 5.446e+00 3.598e+00 1.884e+00 1.018e+00 5.447e-01
2.1.2. “Stairs” in a cube
Let us consider homogeneous “stairs” (a quarter of a pyramid), with conductivity 1, included in
an homogeneous cubic domain with conductivity 2 (see Figs. 7 and 8). The Dirichlet problem to
0 1
1
x1
x3
2
1
Fig. 7. Section in the plane x2 = 1113 .
Fig. 8. 3D representation of stairs.
50 V. Hedou-Rouillier / Journal of Computational and Applied Mathematics 167 (2004) 35–58
solve is
−∇ · (∇u) = f in ;
u= u0 on 9: (32)
An exact solution for this problem cannot be found, so that the rate of convergence for the di&erent
schemes in L1 norm will be compared. In that case, that is equivalent to the average of the computed
solutions.
Solutions are calculated for 1=100 and 2=1. Our estimate of ‖uexact‖L1 is based on interpolation
of the L1-norm of numerical solutions. It does not result from a precise approximation of the exact
solution (such an approximation would require too large an additional computation cost to get
interpolation at each point). Fig. 9 demonstrates the inadequacy of the “natural scheme”. Also, let
us notice that the solutions obtained with the Kux and %nite volume schemes become close to the
estimated exact solution more rapidly than the solution obtained with the Kirchho& scheme.
The computed solutions are reported in Table 3.
Extrapolation of convergence in L1 norm gives a value close to 0:575 (=‖uexact‖L1). Then, the rates
of convergence can be calculated. Let us denote by u1; u2; : : : the computed values for N=16; : : : ; 256,
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0 50 100 150 200 250 300
Schemes :
‘natural’
‘Kirchhoff’
‘flux’
‘volume’
‘estimated norm of the exact solution’
Fig. 9. Convergence in the norm L1 for computed solution as a function of N .
Table 3
L1 norm of the computed solutions
N = 16 N = 32 N = 64 N = 128 N = 256
Natural scheme 2.832e-01 4.681e-01 5.160e-01 5.432e-01 5.583e-01
Kirchho& scheme 5.655e-01 6.590e-01 6.090e-01 5.892e-01 5.811e-01
Flux scheme 5.163e-01 6.423e-01 6.047e-01 5.880e-01 5.808e-01
Finite volume scheme 5.062e-01 6.396e-01 6.041e-01 5.879e-01 5.808e-01
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Table 4
Rates of convergence of the computed solutions
r1 r2 r3 r4
Natural scheme 1.45 0.86 0.89 0.92
Kirchho& scheme −3:15 1.31 1.26 1.20
Flux scheme −0:20 1.18 1.19 1.16
Finite volume 0.09 1.15 1.18 1.15
then the rate of convergence is given by
ri = log2
∣∣∣∣ ui − uui+1 − u
∣∣∣∣ :
Results are gathered in Table 4.
It can be noticed that the last three schemes have very close rates of convergence, approximately
in h. Then, their asymptotic behaviour is similar, in spite of the better error of approximation for
two of them near the discontinuity surfaces.
The results obtained for the %rst two examples (31) and (32) show the good behaviour of the
Kirchho& scheme. So, let us try to validate its use.
2.1.3. Three concentric balls in a cube
Let three concentric balls, centered at O, with radius R1, R2, R3 and conductivities 1, 2, 3,
included in a homogeneous cubic domain with conductivity 4 (cf. Fig. 10). The problem to solve
is
−∇ · (∇u) = js in ;
u= 0 on 9: (33)
The term js represents a tangential dipole source. For this problem, an analytical solution may be
obtained (see [1,8,6,7]).
0 1
1
x2
x3
Fig. 10. Section of the concentric balls in the plane x1 = 0.
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Fig. 11. Tangential dipole.
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Fig. 12. Radial dipole.
These three concentric balls are commonly used in medical applications as a simple modelization
of the human head. The aim is to compute the electrical potential in the three concentric balls. The
surrounding cube represents the air. Consequently, a very low electric conductivity for 4 (4=1e-10)
can simulate the natural Neumann condition on the surface of the most exterior ball (cf. (3)).
Results, in comparison to the values of the analytical solution (see [6] for the development), are
given on the line x3 = x2 = 0 inside the three concentric spheres (the radius of the exterior sphere
is normalized to 1) with vertical lines to represent the media interfaces. Two sets of dipoles are
shown: a tangential dipole (Fig. 11) and a radial one (Fig. 12).
These results prove the reliability of the Kirchho& scheme. Moreover, the Neumann condition is
well simulated since the numerical solution is null outside the spheres. Now, this scheme can be
tested on real-life problems.
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Fig. 13. Data base on the slice x3 = 12 .
Fig. 14. Data base on the slice x1 = 37 .
2.2. Applications
Let us now present results obtained with one real data base, given by LTSI. 2 The basis is made
up of 238×256×256 cubes (one MRI slice is 256×256). The segmentation revealed 3 sub-domains:
air, bone and others (cortex, CSF, skin, etc.).
Here are some slices of this basis (Figs. 13 and 14).
Remark 1. Each data basis is completed to obtain 2563 cubes and we assume that
X1; X2; X3 ∈ [0; 256]⇔ x1; x2; x3 ∈ [0; 1]:
2 Laboratoire de traitement du Signal et de l’Image, Universit-e de Rennes I, France.
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Fig. 15. Cartography of computed solution on the slice x3 = 12 .
Fig. 16. Cartography of computed solution on the slice x1 = 37 .
The solution is computed with the Kirchho& scheme. Slices of the resulting calculations, for a
tangential dipole located in the plane x1 = 12 , are shown in Figs. 15 and 16. As in the case of
concentric spheres, a very low value is assigned to the electric conductivity 4 to simulate the
natural Neumann condition on the surface of the head.
These results were %rstly obtained on a parallel computer (the Connection Machine 5 with 256
nodes). The time required to solve the linear system (2563 equations) is about 10 min and do not
depend on the number of dipoles. The software has now migrated onto a desk computer.
Results are close to the expected ones. The electric potential is well restricted to the head and
nearly entirely located in the brain. Also, let us observe the signi%cant smoothness of the electrical
potential due to the skull. Thus, this model is able to compute real-life problems, with reliability.
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3. Conclusion
We have developed four di&erence schemes for elliptic equations with strongly discontinuous
coe7cients in three dimensions. These schemes are used for applications where real discontinuity
surfaces are not precisely known. Our experiments on academic problems show that a small error
of approximation can sometimes be a misleading criterion in the choice of a suitable scheme: the
results can indeed be considerably altered whenever some of the assumptions made in the theory
are not met, even if these assumptions are close to the real properties of the examples.
In particular, the di&erence scheme based on Kirchho&’s law performs very well and gives a
better approximation than the other ones, and in particular than the “natural scheme”. In the case
of unknown interfaces, the Kirchho& scheme seems to be equivalent to some “homogeneization” of
the domain. Its results have been validated on a problem where the analytical solution is known as
well as on real-life applications. Consequently, it is usable for real-life applications with reliability,
as demonstrated here.
This %nite di&erence model of the human head has several implications.
For example, we can model all the di&erent parts of a head since the %nite di&erence mesh is
derived quasi-directly from high-resolution medical imaging (after segmentation). This allows us to
have the same precision than that of the data, and to take into account all the speci%ties of each
human head. On the contrary, most other numerical models not based on %nite di&erences (like
FEM or BEM) take into account only three or four media, or simplify the real geometry. These
characteristics allow studies on the inKuence of some peculiarities such as a gap in the bone.
Finally, to improve the usefulness of such a model, a comparison with FEM and BEM is being
studied and will be presented elsewhere.
Appendix. The “#ux” scheme
One discontinuity: Suppose xi1∗ is the only discontinuity near the node xi. (3) gives
+u+xx(1∗) =−f+i1∗ − +u+yy(1∗) − +u+zz(1∗) and −u−xx(1∗) =−f−i1∗ − −u−yy(1∗) − −u−zz(1∗) :
f is continuous so that u+yy = u
−
yy and u
+
zz = u
−
zz . Then, (21) can be rewritten as
[Fx]i =
−
h
(ui1− − ui) +
2−+
h(− + +)
(ui1+ − ui) +
h−
4
(uyy(1∗) + uzz(1∗)) +
h−
2(− + +)
fi1∗
+
3h
4
−(uyy(i) + uzz(i)) +
3h
4
fi +O(h2):
Moreover, uyy(1∗) = uyy(i) + O(h), uzz(1∗) = uzz(i) + O(h), and [Fx]i vanishes, so that
−
h
(ui1− − ui) +
2−+
h(− + +)
(ui1+ − ui) + h−(uyy(i) + uzz(i))
+
h−
2(− + +)
fi1∗ +
3h
4
fi +O(h2) = 0: (A.1)
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Using a standard Taylor series for uyy(i) and uzz(i) give
−
h
[(ui1− − ui) + (ui2− − ui) + (ui3− − ui) + (ui2+ − ui) + (ui3+ − ui)]
+
2−+
h(− + +)
(ui1+ − ui) +
h−
2(− + +)
fi1∗ +
3h
4
fi +O(h2) = 0:
Finally, the following scheme is obtained:
ai =
2i1−i
i1− + i
; ci =
2i2−i
i2− + i
and gi =
2i2−i
i2− + i
in (5) (A.2)
and
’i =
3
4
fi +
ai1+
i1+
1
4
fi1∗ in (6): (A.3)
Two discontinuities: Suppose that there is another discontinuity in the other direction, for instance
on the segment [xi; xi2+], similar calculations give
−
h
(ui2− − ui) +
2−+
h(− + +)
(ui2+ − ui) + h−(uxx(i) + uzz(i))
+
h−
2(− + +)
fi2∗ +
3h
4
fi +O(h2) = 0:
Adding this quantity to the obtained one with xi1∗ , (A.1), leads to
−
h
[(ui1− − ui) + (ui2− − ui)] +
2−+
h(− + +)
[(ui1+ − ui) + (ui2+ − ui)]
+h−(uxx(i) + uyy(i) + uzz(i)) + h
−uzz(i) +
h−
2(− + +)
(fi1∗ + fi2∗) +
3h
2
fi +O(h2) = 0:
Once again, a Taylor series for uzz(i) and the fact that 
−(uxx(i) +uyy(i) +uzz(i))=−fi give the equation
−
h
[(ui1− − ui) + (ui2− − ui) + (ui3− − ui) + (ui3+ − ui)]
+
2−+
h(− + +)
[(ui1+ − ui) + (ui2+ − ui)] +
h−
4(− + +)
(fi1∗ + fi2∗) +
1h
2
fi +O(h2) = 0:
So that %nally
ai =
2i1−i
i1− + i
; ci =
2i2−i
i2− + i
and gi =
2i2−i
i2− + i
in (5) (A.4)
and
’i =
1
2
fi +
ai1+
i1+
1
4
(fi1∗ + fi2∗) in (6) (A.5)
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Three discontinuities: Suppose that the discontinuity surface intersects the segments [xi; xi2+] and
[xi; xi3+] at xi2∗ and xi3∗ , we obtain similarly
−
h
(ui2− − ui) +
2−+
h(− + +)
(ui2+ − ui) + h−(uxx(i) + uzz(i))
+
h−
2(− + +)
fi2∗ +
3h
4
fi +O(h2) = 0
and
−
h
(ui3− − ui) +
2−+
h(− + +)
(ui3+ − ui) + h−(uyy(i) + uzz(i))
+
h−
2(− + +)
fi3∗ +
3h
4
fi +O(h2) = 0:
Adding this two quantities to (A.1) give
−
h
[(ui1− − ui) + (ui2− − ui) + (ui3− − ui)]
+
2−+
h(− + +)
[(ui1+ − ui) + (ui2+ − ui) + (ui3+ − ui)]
+
h−
2(− + +)
(fi1∗ + fi2∗ + fi3∗) +
h
4
fi +O(h2) = 0:
This leads to the following scheme:
ai =
2i1− + i
i1−i
; ci =
2i2− + i
i2−i
and gi =
2i2− + i
i2−i
in (5) (A.6)
and
’i =
1
4
fi +
ai1+
i1+
1
4
(fi1∗ + fi2∗ + fi3∗) in (6): (A.7)
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