The main result reported here is a Stone type local limit theorem for perturbed random walks 2, = S, + 5, when some slow variation conditions are imposed on 5,'s.
Background
When specialized to one dimension and non-lattice distributions, Stone's Theorem (1965) for any interval J c [w of length I J I. This is the result of Shepp (1964) . There has been recent interest in sequences of random variables, called perturbed random walks. See, for example, Siegmund (19851, Woodroofe (1982) and Lalley (1984) . A perturbed random walk has the form where S, is a random walk, 5, is independent of X,,, 1, X,,+2,. . . for all n = 1, 2,. . . and the sequence t,, n 2 1, is slowly changing in a sense described by Woodroofe (1982, p. 41 ).
A local limit theorem
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The main result of this paper is a local limit theorem for perturbed conditions are imposed.
Condition C (Cramer's condition).
A random variable X, is said to satisfy tic function 28 September 1992 random walks. The following Condition C if the characteris-
has the property lim supj$(t)l< 1.
I-m
Cramer's condition is also known as the strongly non-lattice condition. where g(O) = 0, g'(O) = 1, and g E g2([ -6, 61) (i.e., g is twice continuously differentiable on [ -6, 61) for some 6 > 0. Assume E I X,' I < CC and Condition C holds for the Xi%. Write
Condition SL
If there is a k & 0 and C > 0 such that and [E I X,P I < co for some p > k, then Z, = S, + 5, satisfies all the conditions in the local limit theorem for perturbed random walks (Theorem 1). The verification of these assertions will be given in the last section.
The following lemma is an important tool in the proof of the theorem.
Lemma 2 (Edgeworth expansion, Woodroofe, 1988) . The lemma follows directly from Theorem 1 in Section 3 of Woodroofe (1988) .
Proof of Theorem 1. For 0 < /!I < y < CQ and n > 1, let
So it is sufficient to show that for all 6 > 0, ~,(a, L) + 0 as n + 00. 
The first term on the right-hand side will give the desired upper bound by Stone's theorem. The second term will approach zero as n -+ 03 by using the local Edgeworth expansion (Lemma 2). The third term goes to zero as n + 03 as above. The theorem follows by letting IZ + 03 and then E J 0. 0
Directly Riemann integrable functions
The following definition is taken from Feller (1966) . Proof. Let A, = {I x,, I < 6). Then on A,, 5, = g" (A,>S,2/n, I A, I G 6 and I g"(A,) l,
It is easy to see that I h(x)1 G C, I x I k for all Ix I a 6 for some constant C, E (0, w), and that I h(x)1 G C,x2, for x E I-6, 81, for some C, E (0, m).
Step 2 where AL is the complement of A,. By the boundedness of g" on A, and M-Z inequality, ,2]/n~C,=o(n"-"2) . 
The last line is a direct corollary of M-Z inequality. So Condition M is satisfied.
Step 2. Show that Condition SL holds. i.e.,
P{15,-5,_[,alI>~]=0(n-1'2) Ve>O.
Write m = n - [nay] . Then on A, nA,, s,-<,,,=nh(F,)-mh(X,) =nh'(X,) (X,-ji;,) + $zh"(A.,,) 
(X, -Em)'+ (m -n)h(X,) = I, + I, + 13.
where A,, m is between 52, and x, and Zi denotes the ith term. The Markov Inequality and M-Z inequality' give
So it suffices to show that P(IZ,+Z2+Z,(l,~~,m>~}=o(n-'~2) V.5>0.
By the Markov inequality, it is enough to prove that
By the independence of the Xi's, The proposition follows. 0
Note
The results presented here are part of the author's dissertation under the direction of M. Woodroofe.
