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CA1 place cells did not exhibit phase preference in either context and exhibited poor cross-theta interaction be-
tween CA1 and CA3. FSE-L and control CA1 place cells exhibited phase preference at peak theta that shifted dur-
ing active avoidance to the same static phase preference observed in CA3. Temporal coordination of neuronal
activity by theta phase may therefore explain variability in cognitive outcome following neurological insults in
early development.
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Temporal coordination1. Introduction
The physiological capacity to coordinate dynamic neural activity
within and between neural networks is believed to underlie normal
cognitive processes (Fenton, 2015). This theory is largely based upon
studies that have observed that the temporal coordination of neuronal
ﬁring, with respect to theta oscillations within the hippocampal circuit
(Mizuseki et al., 2009), is correlated with learning and memory
(Robbe and Buzsaki, 2009; Schomburg et al., 2014; Douchamps et al.,
2013; Siegle andWilson, 2014). Speciﬁcally, both modeling and exper-
imental work suggest that the dynamic phase relationships of synapticnts, JB, GH and TZB designed
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. This is an open access article undercurrent as well as the timing of action potentials during theta rhythm
are critical in both encoding and retrieval by organizing the transfer of
neural information between the hippocampus and neocortex andwith-
in the hippocampal circuit (Hasselmo, 2005; Siegle and Wilson, 2014).
Whether neuronal discoordination has a role in cognitive impairment
following neurological insults requires demonstrating a link between
temporal discoordination within and between components of the hip-
pocampal circuit and cognitive outcome. If neural coordination by
theta oscillations is necessary for cognitive processes, we hypothesized
that levels of temporal coordination should reﬂect cognitive outcome in
pathologies where learning and memory deﬁcits are known to occur.
We chose to study febrile status epilepticus (FSE) to test this theory
as it is the most common cause of seizures lasting 30 min or more in
children (Kravljanac et al., 2015), and increases risk for developing cog-
nitive impairment in both pediatric patients (Martinos et al., 2012; Roy
et al., 2011; van Esch et al., 1996) and in the animal model (Dube et al.,
2009; Barry et al., 2015).While animalmodels of febrile seizures are not
found to be associated with hippocampal cell loss (Toth et al., 1998;
Bender et al., 2003; Dube et al., 2004), febrile seizures have been
found to persistently modify inhibitory h-channels (Chen et al., 2001)
and alter GABAergic inhibition (Chen et al., 1999). Prolonged febrile sei-
zures, in particular, have been shown to lead to long-term increases in
network hyperexcitability (Dube et al., 2000). However, it remains tothe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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of action potentials in a manner that could explain cognitive impair-
ment following FSE. To this endwe induced prolonged experimental fe-
brile seizures lasting 30 min and investigated seizure-induced changes
in temporal coordination through an in vivo study of hippocampal
LFPs and CA1 and CA3 place cells. We aimed to evaluate the baseline
levels of place cell organization in each region by local theta oscillations
for FSE animals that could effectively learn (FSE-L), or were unable to
learn (FSE-NL), while simply foraging for food pellets as well as during
the active avoidance task.
FSE-NL CA1 place cells did not exhibit phase preference in either for-
aging or active avoidance contexts and exhibited poor cross-theta inter-
action between CA1 and CA3. In contrast, FSE-L and control CA1 place
cells exhibited a baseline phase preference at peak theta during forag-
ing. However, during performance of the active avoidance task, which
necessitated the recall of the shock zone location, the preferred theta
phase shifted to the descending phase of theta, matching the static
phase preference observed in CA3. Altogether, these results show that
dynamic temporal organization of neurons within local theta oscilla-
tions, as well as circuit efﬁcacy in local hippocampal networks, reﬂect
cognitive outcome observed post FSE. The results thereby support the
notion that neural coordination by local theta oscillations, as well as dy-
namic theta phase modulation with regard to different aspects of learn-
ing andmemory, plays an important role in the underpinning of normal
cognitive processing as well as cognitive deﬁcits associatedwith a pedi-
atric seizure model (Hasselmo, 2005; Fenton, 2015).
2. Methods
2.1. Overview
On postnatal day 10 (P10) 7male Sprague–Dawley rats experienced
experimental FSE and 6 littermate ratswere removed from the cage and
used as controls (Cont). At age 2 months, these animals underwent the
training phase for a hippocampal dependent spatial task, the dual refer-
ence frame active avoidance task. As described in our previouswork, the
FSE rats separated into those thatmet criterion of 5 or fewer consecutive
shocks in 2 consecutive sessions (learners [FSE-L]) and those that did
not reach criterion by the 15th training session (non-learners [FSE-
NL]) (Barry et al., 2015). After acquisition of the active avoidance task,
the animals were placed on a food deprivation schedule and exposed
to the stable arena for 20 min a day for 5 days while food pellets fell
from an overhead feeder every 30 sec. After this period, the animals
were trained to alternate from foraging to avoidance contexts in the
same arena. At age 3 months, rats were implanted with an array ofFig. 1. Illustration of experimental design and analyses. A) On P10 7 rats experienced FSE and 6
time period). B) At age 2 months, all rats were trained to perform an active avoidance task inw
shock zone on a rotating arena. Taskmeasurements weremade during this task acquisition pha
did were designated as FSE-L. C) When the rats were approximately 3 months old they wer
implanted with an array of micro-electrodes in each hippocampus that allowed for the recor
were used in the study. The ﬁrst protocol examined the long-term stability of place cell ﬁri
examined place cell ﬁring ﬁeld and LFP properties when alternating between foraging and av
was analyzed for both foraging and avoidance sessions. F) Voltage correlations between the
were analyzed as a means of measuring communication efﬁcacy between the two structures.micro-electrodes in each hippocampus that allowed for the recording
of LFPs and hippocampal place cells in the open ﬁeld and during the ac-
tive avoidance task. The recording sessions during the foraging task
allowed for the assessment of the temporal organization of hippocam-
pal place cells with uniform spatial sampling in the absence of cognitive
demand. In contrast, the recording sessions during the active avoidance
task allowed for this assessment in a context with cognitive demand
that had separated the FSE animals into learners (FSE-L) and non-
learners (FSE-NL). Fig. 1 illustrates the experimental protocol and asso-
ciated analyses used in our study.
2.2. Induction of Experimental FSE
All procedures were approved by the University of Vermont and
UC—Irvine animal care and use committee and conducted in accordance
with guidelines from the National Institutes of Health.
Sample size calculation was based on differences between the Cont
and the FSE in phase preference of CA1 neurons during active avoidance.
Using estimates of standard deviation from our preliminary data of
phase preference, a sample size of 80 cells in the Cont and 30 cells in
the FSE-L and FSE-NL has 90% power to detect a difference of 30° be-
tween means with a signiﬁcance level (alpha) of 0.05 (two-tailed).
We therefore used 13 male Sprague–Dawley rats for the study. The an-
imalswere born andmaintained in quiet facilities under controlled tem-
peratures and light dark cycle. Their birthwas timedwithin 12 h and the
date of birth was considered postnatal day (P) 0.
Experimental FSE was induced for 7 rats as previously described
(Dube et al., 2006). On P10, pups were placed in a glass container and
their core temperature increased to approximately 40.5 °C using a reg-
ulated stream of warm air as a simulation of high fever. Core tempera-
tures were measured at baseline, at seizure onset, and every 2 min
during hyperthermia. Hyperthermic seizure onset is heralded by sud-
den freezing, followed by oral automatisms and forelimb clonus. Sei-
zures progressed to body ﬂexion and one or more tonic stage 5
seizures. In order to more accurately model prolonged FSE in humans
that typically last longer than 30 min, hyperthermia (Maximum tem-
perature: 41.5–42.9 °C) was maintained for 34–38 min, resulting in be-
havioral seizures lasting an average of 36.8 min (±0.24 SEM) (Dube
et al., 2010). The Cont group included 6 littermates of the experimental
group thatwere removed from the cage for the sameduration to control
for potential stress and their core temperatures kept within normal
range for age. None of the features associated with hyperthermic
induction of FSE at P10 (seizure duration, seizure threshold, maximal
temperature or hyperthermia duration) were found to inﬂuence the
categorization of FSE animals as learners or non-learners (Suprats were used as normothermic Cont (underwent separation from the dam for a matched
hich they learned a hippocampal dependent spatial task which involved the avoidance of a
se and FSE animals that failed to meet criterion were designated as FSE-NL and those that
e trained to forage for food pellets on the stable arena. Cont and FSE animals were then
ding of LFPs and place cells during pellet chasing behavior. D) Two recording protocols
ng ﬁelds in two foraging sessions that were separated by two hrs. The second protocol
oidance sessions. E) The temporal coordination of CA1 and CA3 place cells by local theta
ta signals in both CA1 and CA3 against all LFP signals (1–120 Hz) in the opposite region
177J.M. Barry et al. / EBioMedicine 7 (2016) 175–190Table 1). Moreover, induction of FSE in the animal model has not been
found to cause gross morphological changes or lead to cell loss
(Bender et al., 2003; Dube et al., 2004; Toth et al., 1998).
2.3. Active Place Avoidance Behavioral Task
The active place avoidance task (Biosignal; Brooklyn, NewYork)was
developed to measure spatial memory and cognition (Pastalkova et al.,
2006). In this task, animals learn to associate an unmarked region of
space with a mild shock on a constantly rotating arena. The rats must
attend to their ever-changing position in the room frame lest they be
rotated into the shock zone. Remembering the spatial location of the
shock zone in the stationary room frame requires the hippocampus,
and in particular, memory retrieval.
At age 2months, 6 Cont and 7 FSE rats were lightly anesthetized and
implanted with a stainless steel safety clip (Eagle Claw, USA, size 12) in
the skin on the back of the neck in order to allow for attachment of a
cable with an LED. This tether was then used for automated tracking
and delivery of a mild electrical shock. Experimenter was blind as to
which group each rat belonged.
The arena consisted of a steel disc 82 cm in diameter and was
lighted from both above and below. A white cue card with black di-
agonal lines was placed on the West wall (1.2 m long and 0.75 m
high) and a white cue was placed on the East wall (1.2 m long and
0.75 m high). Two proximal cue cards (45 × 62 cm), one black
(Color-Aid 9.5 gray) and one white (Color-Aid 2.5 gray) were placed
approximately 20 cm from the periphery of the arena and were 135°
apart from center to center.
On day one of training, the animal was connected to the cable and
allowed to explore the arena for 10min. On the second day, a clear Plex-
iglas barrier was placed around the perimeter of the arena that rotated
at a rate of one revolution permin. The ratwas again allowed to explore
the arena for 10 min. On all subsequent days, rats received a 0.2 mA
shock in an unmarked 876 cm2 triangular sector of the arena covering
a 60° arc on the Southern edge of the arena. This sector was stable
with respect to the room cues while the arena rotated. The entrance la-
tency of the shock was 1 ms, the shock duration was 0.5 sec and the
inter-shock latency was 2 sec. Training was continued with two
10 min sessions per day until criterion was met. It is possible that the
rats could simply run through the shock zone after experiencing a
shock and not use a hippocampal spatial strategy. If so, at a rotation
rate of 1 rpm, the ratswould receive aminimumof 10 shocks. Therefore,
criterionwas set at 5 or fewer shockswithin two consecutive sessions. If
criterion was not met by the end of training at session 15, the rat was
designated a non-learner. An inability to learn this task was considered
to have a potentially pathological basis as animals of the same strain and
age were previously found to reach criterion within this number of
training sessions (Jenks et al., 2013).
2.4. Foraging Task
Approximately 3 weeks following behavioral training in active
avoidance, rats were food deprived within 85% of their baseline body
weight and trained to chase sugar pellets on the stable, non-rotating
arena. The pellets dropped from an overhead feeder every 30 s and
fell to a random location in order to encourage spatial sampling of the
arena surface area. Pellet-chasing training continued for approximately
20 min a day for 5 consecutive days.
2.5. Surgery
At age 3 months rats underwent implantation of a bilateral array of
recording electrodes. The rats were anesthetized with inhaled
isoﬂurane and placed in a stereotaxic frame. The skull was exposed
and four screws inserted, two anterior to the left and right ends ofbregma and two left and right over the cerebellum. Grounding was
achieved via the right cerebellar screw.
Ratswere chronically implantedwith a custom implant (Versadrive;
Neuralynx,Montana) that allowed for LFP and single cell recording from
a 2 × 2 array of tetrodes in both the left and right hippocampus (−3.8
AP,±3.8ML, set at±10°). All tetrodesweremade from25 μmdiameter
nichrome wire (A–M systems; Carlsborg, WA). Their tips were placed
2.0 mm below the skull surface. For all implants, each tetrode wire
was gold plated before implantation until the impedance was between
80 and 200 kΩ.
All implants were ﬁxed to the skull via the skull screws (FHC Inc.)
and Grip Cement (Dentsply Inc.). The wound was sutured and topical
antibiotic applied. The interval between surgery and the beginning of
electrophysiological recording was 1 week.
2.6. Electrophysiology and Recording Protocols
Rats were tethered to a recording cable while they foraged for
sugar pellets or during the active avoidance task. Tetrode signals
were pre-ampliﬁed X 1 at the headstage and channeled through
the tether cable to the signal ampliﬁers and computer interface.
LFPs were subsampled at 3000 Hz and ﬁltered at 1–9000 Hz while
single units were sampled at 30.3 KHz and ﬁltered at 300–6000 Hz
(Neuralynx, Montana). All signals were referenced against a tetrode
wire in the near the corpus callosum. The activity of individual units
was separated ofﬂine into different clusters based on their waveform
properties. Waveform properties were deﬁned in 3-dimensional fea-
ture space using custom spike-sorting software (Ofﬂine Sorter,
Plexon, Dallas, TX). A detailed description of cluster quality analysis
is provided in supplementary material. Examples of cell clusters re-
corded from FSE-NL and associated cluster quality analyses are
shown in Sup. Fig. 1.
The rat's location in the arena was sampled at 60 Hz (Biosignal,
Brooklyn, USA) using a digital camera that detected a light emitting
diode (LED) placed near the animal's head. Position and electrophysiol-
ogy timestampswere synchronized ofﬂine using custom software. Dur-
ing active avoidance sessions, an additional LED was detected that was
ﬁxed to the rotating arena. The detection of both the LED on the animal
and the LED on the arena allowed for calculation of the rat's speed on
the rotating platform.
During screening sessions, animals foraged for food pellets on the
arena. Electrodes were advanced until contacting the pyramidal cell
layer CA1 of the dorsal hippocampus, as characterized by the obser-
vation of units as well as 140–200 Hz ripple activity. Tetrodes were
also lowered to CA3 to allow for simultaneous recording in both re-
gions. Following the successful isolation of several cells, a recording
session would begin and the rat would forage for pellets for approx-
imately 30 min. The recording sessions in the foraging task were pri-
marily used to assess the ﬁring properties of hippocampal place cells
and network oscillations in the open ﬁeld that allowed for uniform
spatial sampling of the arena in the absence of cognitive demand.
Rats were then tested for ﬁring ﬁeld stability or tested in the active
avoidance task.
In tests of long-term ﬁring ﬁeld stability, the animals weremoved to
their home cages and returned to the arena 2 h later for another 30min
recording session. Long-term ﬁring ﬁeld stability measurements were
carried out to test for possible group differences in the maintenance of
hippocampal map representations in the foraging context (Barry et al.,
2012; O'Keefe and Nadel, 1978).
To test for performance in the active avoidance task, rats were
connected to the shock tether via a pin on the animal's neck. Two
min later the arena would begin to rotate and the recording session
in the active avoidance context would last for up to 30 min. Record-
ings were made in the active avoidance context to test for putative
differences in place ﬁeld quality and local network oscillations
during the task that might correlate with cognitive outcome. The
178 J.M. Barry et al. / EBioMedicine 7 (2016) 175–190alternation from foraging to avoidance was typically separated by 5–
10 min and was repeated each recording day. Tetrodes were moved
between recording days to avoid sampling the same cells across
more than one session.
2.7. Spatial Tuning of Pyramidal Cells and Phase Analysis
Only units that were determined to be pyramidal cells (Robbins
et al., 2013; Fox and Ranck, 1981) were considered for analysis. Firing
rate maps (Muller et al., 1987) were used for the spatial analysis of
cell activity from one recording session per animal.
For inclusion in phase analysis, the ﬁringﬁelds of cells were required
to meet the following criteria:
1) Firing rate: The number of spikes ﬁred by the cell in the ﬁring ﬁeld
divided by dwell-time in the ﬁeld. Only cells with an average in-
ﬁeld ﬁring rate b9 Hz were include in the data set. This threshold
was set to avoid including putative interneurons in the dataset.
2) Firing ﬁeld coherence: Coherence was calculated as previously de-
scribed (Barry andMuller, 2011) and estimates the local smoothness
of the spatial ﬁring distribution from pixel to pixel. Cells with ﬁeld
coherence values N0.2 were included in the analysis.
3) Field size: The ﬁeld size of ﬁring ﬁelds ranged between a minimum
of 9 contiguous pixels and amaximum of 700 pixels (approximately
60% of the arena surface).
Phase preference was analyzed for each spatially tuned cell with re-
spect to local theta oscillations in the pyramidal cell layer, either in CA1
or CA3. Several criteria were imposed on the selection of the LFP that
was best representative of the local theta signal. LFPs were only consid-
ered if they exhibited 140–200 Hz ripple activity, when the rat was at
rest, and thewire had at least one cell thatmet place cell criteria. The se-
lected LFP was ﬁltered between 4 and 14 Hz using Chebyshev type 2 ﬁl-
ters, then the phase was extracted using the Hilbert transform. All the
spikes recorded from this tetrode and from neighboring tetrodes were
assigned a phase value from the ongoing theta phase from the selected
LFP. The trough of the theta cycle was assigned as 0°/360° while the
peak of the theta cycle was assigned as 180°. The phase value from
CA1 and CA3 is out of phase since we only reference cell activity to
local theta.
The mean preferred phase of ﬁring (see section on circular statistics
below) was calculated for each cell by averaging (circular mean) the
angle value of each spike divided by the total spike count. Cells were
considered to have a signiﬁcant phase preference when the p-value cal-
culatedwith Ralyeigh's test was ≤0.01. The angle and amount of disper-
sion (Rbar)were then plotted for each cell in each group for regions CA1
and CA3. Larger Rbar values indicate less dispersion of preferred phase
throughout the theta cycle.
Only cells determined to be pyramidal cells that met place ﬁeld
criteria and showed a signiﬁcant phase preference were included in
analysis. Sup. Fig. 3 shows an example of a ratemap and place cell ﬁr-
ing ﬁeld (A) as well as extracted phase of local theta (B) and how rate
and phase can be combined to create a phase map (Harris et al.,
2002) (C). The phase map, averaged over the 30 min recording ses-
sion, shows that the action potentials of the cell tend to ﬁre through-
out the theta cycle as the animal moves through the ﬁeld. Taken
together, the ﬁring rate map and the phase map illustrate that in
the ﬁeld the spikes tend to ﬁre in a phase range between 240° and
320°. This is in good agreement with the rose plot histogram (D),
showing the phase distribution of this cell.
Comparisons between phase preference and the phenomenon of
phase precession are brieﬂy discussed in supplementary material.
At the group level, the Rayleigh's test was used to determine if the
distribution of preferred phase in each group was uniform. The mean
preferred direction and strength of theta phase preference was thencalculated for the cell population in each group, where the strength
of phase modulation was represented as the length of the vector.
2.8. Signal Processing of LFPs
LFP signals were analyzed using the Matlab Signal Processing
Toolbox (Mathworks, Inc.) and the Chronux toolbox (Mitra and
Bokil, 2008). Spectrograms (1 s window, 1 s overlap, [3,5] tapers,
1–140 Hz) computed from fast Fourier transforms were performed
over time course of the recording sessions. Only segments where
the animal's speed was equal or greater to 5 cm/sec were included
in the analysis. The mean frequency and power (normalized by the
sum of the spectrum) of the signal was calculated in theta (5–
12 Hz) and slow gamma (25–50 Hz) bands. The relationship be-
tween these bands of interest post signal processing and foraging
behavior on the stable arena can be seen in Sup. Fig. 2. The justiﬁca-
tion for studying these frequency bands is discussed in supplemen-
tary material. We also analyzed the relationship between animal
speed and theta frequency in a similar manner to previous work
(Richard et al., 2013).
Although theta rhythms are known to ﬂow as a wave across the
longitudinal (septo-temporal) axis (Lubenov and Siapas, 2009)
much less is known regarding the organization of theta oscillations
between CA1 and CA3 and what long-term effects febrile seizures
may have on this organization. We therefore use voltage correlations
to examine putative group differences in the functional connectivity
between these hippocampal subregions at a wide range of frequency
bands during theta-related brain states. Voltage correlations reﬂect
state changes coupled across networks that are driven by
neuromodulatory systems (Munk et al., 1996). Studies have shown
that voltage correlations can provide a measure of large-scale inter-
actions between cortical areas that are indirectly connected through
polysynaptic pathways (de Lange et al., 2008; Mazaheri et al., 2010).
Voltage correlations can therefore allow for informative inferences
regarding the large-scale oscillatory interactions between brain re-
gions that mediate cognition. If voltage correlations are high, they
suggest that there is a greater co-modulation of frequency between
two signals. Oscillations that have antithetical patterns will tend to
exhibit negative voltage correlations.
Voltage correlations were calculated between signals in the CA1
theta band with ipsilateral CA3 signals between 1 and 120 Hz (res-
olution of 0.745 Hz) for 3 animals in each group during a single for-
aging session. This analysis was also done vice versa, comparing CA3
theta with signals between 1 and 120 Hz from ipsilateral CA1. For
each recording in each region, the LFP channel with the best theta/
delta ratio was selected. The spectrogram was calculated for the
ﬁrst 10 min using the ‘cohgramc’ function (http://chronux.org)
with tapers [3,5], a frequency range of 1–120 Hz and a time window
of 1 sec advanced in 1 sec steps. We then computed Pearson's linear
correlation coefﬁcient between each electrode pair in each hippo-
campal ﬁeld. Finally, a matrix of normalized correlation by frequen-
cy was generated for individual animals in each group. These
matrices were then exported to SPSS software for statistical analy-
sis. Comparisons against 0 were made for frequency correlations
in each group and group by frequency comparisons were also car-
ried out.
2.9. Statistical Analysis
2.9.1. Circular Statistics
In both behavioral and phase analysis (see below) we used circular
statistics in order to describe groupdifferences in spatial samplingwith-
in a circular arena and preferred phase of cell ﬁring within the ﬁltered
theta cycle. This analysis entails the use of Rayleigh's test for non-
uniformity of circular data [Rbar = n ∗ r] (Fisher, 1993) where n is the
sum of the number of incidences in cases of binned angle data and r is
Fig. 2.Meanand standard error of thenumber of entrances, numberof shocks and time spent
in each quadrant during each of the ﬁnal 4 training sessions per animal and group.
A) Average number of entrances into the shock for FSE-NL (red line), FSE-L (blue line) and
Cont (black line); B) Average number of shocks per group; C) Percentage of time spent in
each quadrant in the ﬁnal training session (FSE-NL) or at criterion (Cont and FSE-L) (T =
Target; CCW = quadrant counter-clockwise from shock zone; OPP = quadrant opposite
shock zone; CW= quadrant clockwise shock zone).
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test is described in more detail with regard to behavioral and phase
analysis below.
To test the changes in the circular distribution of preferred ﬁring
phase between foraging and avoidance contexts, we used the para-
metric Watson–Williams multi-sample test for equal means, used
as a one-way analysis of variance for circular data (Berens, 2009).
This analysis was not performed if there was no statistical signiﬁ-
cance with regard to preferred ﬁring phase in one of the recording
contexts.
2.9.2. Behavioral Analysis
Spatial sampling analyses that quantiﬁed the rat's movement in
the arena during both foraging and avoidance contexts was carried
out using Biosignal Tracker software (Biosignal, Brooklyn, USA) for
all place cell recording sessions. The surface area of the arena was
binned in 10° sections between 0 and 360°. The angle and length of
the resultant vectors represent the proportion of time spent at each
angle of the arena. Key variables of the behavioral analysis are de-
scribed below:
A) Dwell time: The arena surface was divided into an array of pixels
and the sample time in each pixel was calculated. Dwell-time
maps were created where black pixels indicate non-sampled re-
gions and the blue to red color continuum indicates the least to
most sampled locations on the arena surface.
B) Rayleigh vector: The length of the resultant vector from the cir-
cular analysis is calculated using the formula:
r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p
where x and y are the coordinates of the mean angle and r is the
mean vector (Fisher, 1993). The mean and standard error of the
Rayleigh vector length in multiple sessions per animal for each
group was also calculated.
C) Annularmaximum: The proportion of time spent in each of eight
equal-area annuli bins on the periphery of the arena was calcu-
lated. The annular bin where the greatest proportion of time
was spent was considered the annular maximum. Mean and
standard error of the annular maximum in multiple sessions
per animal for each group was calculated.
2.9.3. Firing Field Stability
Positional ﬁring stability was estimated from the similarity of
the place cell's spatial ﬁring pattern between two foraging sessions
or between a foraging and avoidance session. Similarity is the
Fisher z-transform of the product–moment correlation between
the ﬁring rates in corresponding pixels for both intervals. Normal-
ized correlations were used in subsequent analysis (see
Section 2.9.4).
In the case of contextual remapping between foraging and avoid-
ance contexts, there were 3 categories of changes with regard to the lo-
cation of place cell ﬁring ﬁelds:
A) Field shift: Cell meets ﬁring ﬁeld criteria in both foraging and
avoidance contexts.
B) Field off: Cellmeetsﬁringﬁeld criteria in the foraging context but
not in the avoidance context.
C) Field on: Cell does not meet ﬁring ﬁeld criteria in the foraging
context but does meet criteria in the avoidance context.
The number of cells in each category was calculated for each group
and compared using Chi square analysis.
2.9.4. General Estimating Equations (GEE)
As the behavioral and place cell dataset contains data from multiple
sessions in single animals and the LFP dataset contains data fromup to 3recording sessions from each animal, the assumptions of independence
of observations are invalid. The observations for each of thesemeasures
within single animals are likely to be correlated, and these data can be
represented as a cluster. In this case, the existence of a relationship be-
tween each measure of interest within an individual animal may then
be assumed (Ziegler et al., 1998). In this study we used GEE (SPSS;
Armonk, NY), a class of regression marginal model, for exploringmulti-
variable relationships between clustered response data in Cont and FSE
animals sorted by cognitive outcome in the active avoidance task. In all
GEE analyses, variability between animals is described as standard error
of the mean rather than standard deviation. At the behavioral level we
tested for differences in the annular maximum. At the single cell level
we examined whether the ﬁring ﬁeld properties, stability, coherence,
in-ﬁeld ﬁring rate and ﬁeld size, differed between Cont, FSE-L and FSE-
NL. At the LFP level we examined whether the mean frequency and
mean normalized amplitude at theta and slow gamma frequencies dif-
fered between Cont, FSE-L and FSE-NL. We also used GEE to compare
180 J.M. Barry et al. / EBioMedicine 7 (2016) 175–190theta band voltage correlations in CA1 or CA3with frequencies in the 1–
120 Hz range between Cont, FSE-L and FSE-NL. GEE was also used to
show when normalized correlations differed from 0 for each individual
group for CA1-CA3 comparisons, as well as to examine group by fre-
quency interactions for CA1–CA3 comparisons.2.10. Histological Procedures
Rats received a lethal dose of isolfurane and were perfused
intracardially with saline followed by 4% formaldehyde. The
brains were extracted and stored in 4% formaldehyde and
181J.M. Barry et al. / EBioMedicine 7 (2016) 175–190frozen coronal sections (30 μm) were cut and stained with
cresyl violet (see example in Sup. Fig. 4). Electrode position
was assessed in all rats.
3. Results
3.1. FSE Rats Separate into Learners and Non-learners
The sample of Cont (N = 6) all met task criterion of 5 or fewer
shocks in 2 consecutive sessions within 15 training sessions. However,
the sample of FSE animals separated into those that met criterion
(FSE-L, N = 4) and those that did not (FSE-NL, N = 3).
GEE analysis revealed signiﬁcant group differences for several key
measures of performance in the active avoidance task during the ﬁnal
training trial. Both Cont. and FSE-L showed nodifference in performance
measures (see Fig. 2) while FSE-NL received signiﬁcantly more shocks
(p b 0.001), made more entrances into the shock zone (p b 0.001),
and spent more time in the shock zone (p b 0.001) than Cont. or FSE-
L. While cognitive outcome was not inﬂuenced by details of FSE induc-
tion (Sup Table 1) the results of many of the analyses concerning place
cell ﬁring ﬁeld and LFP properties that follow serve to illustrate several
alterations at the cell and network levels in both groups of FSE animals
that make them different from Cont.
3.2. Group Differences in Active Avoidance
FSE-NL failed to reach criterion of 5 or fewer shocks in 2 consecutive
sessions within 15 training sessions. A description of avoidance behav-
ior in the last 4 sessions of the training phase for each group can be
seen in Fig. 2. FSE-NL tend to enter the shock zone more often than
Cont and FSE-L (Fig. 2A) and therefore receive more shocks (Fig. 2B).
While both Cont and FSE-L tend to spend themajority of their time dur-
ing the 10 min training session in the area opposite the shock zone
(Fig. 2C), FSE-NL animals are less likely to clear the shock zone upon re-
ceiving shocks and therefore spendmore time in the shock zone. Statis-
tical analysis of these aspects of active avoidance that deﬁne cognitive
outcome for each group can be found in supplementary material.
During foraging sessions in the recording phase, rats in all groups
sample the entire surface of the arena (Fig. 3A-C), and frequently
enter the middle of the arena and the shock zone location. Several re-
cording sessions (RS) were sampled per group (Cont, N = 6 and
RS = 60; FSE-L, N = 4 and RS = 32; FSE-NL, N = 3 and RS = 37). No
signiﬁcant group effect was found during the foraging context with re-
gard to the annularmaximum (Fig. 3D) andmeanpreferred angle resul-
tant (Fig. 3E).
In the context of avoidance, Cont and FSE learner groups avoided the
shock zone and moved in a discrete arc toward the perimeter of the
arena (Fig. 3F–G). Conversely, FSE-NL typically received shocks and
moved to the center of the arena or ran to the opposite side of the
arena (Fig. 3H). These are ineffective avoidance strategies and prevent
the rats from reaching criterion of 5 or fewer shocks in 2 consecutive
sessions. Several RS were sampled for each rat per group (Cont, N = 6Fig. 3.Analysis of spatial sampling per single foraging (A–E) and avoidance sessions (F–J) for ind
stable arena. The red triangle indicates the location of the shock zone in the avoidance context
circles; Top Right – Polar analysis of spatial sampling where the vector, angle and length of the
angle of the arena (0–360° in 10° bins). The outside arc (thin black line) for each plot indicate
duration; Bottom Left — Dwell time map (64 pixel resolution) where black pixels indicate
sampled locations on the arena surface. Bottom right — Histogram indicating the proportion
annulus center (x-axis). The annular bin where the greatest proportion of time is spent is con
multiple sessions per animal for each group; E,J)Mean and standard error of the length of the res
for each group. Taken together, the plots indicate that the animals evenly sampled the arena and
Cont and FSE-L tend tomove in a discrete arc while avoiding the shock zonewhile FSE-NL tend t
arena. FSE-L exhibits a more conservative avoidance strategy by spending more time on the arand RS = 24; FSE-L, N = 4 and RS = 17; FSE-NL, N = 3 and RS =
16). A signiﬁcant group effect (p = 0.003) was found with regard to
the annular maximum (Fig. 3I) between Cont (Mean = 0.40 ± 0.028,
FSE-L (Mean = 0.55 ± 0.032), and FSE-NL (Mean = 0.44 ± 0.044). In
a complimentary fashion, a signiﬁcant group effect (p b 0.001) was
also found in the mean Rayleigh length (Fig. 3J) between Cont
(Mean = 0.46 ± 0.024), FSE-L (Mean = 0.57 ± 0.014), and FSE-NL
(Mean = 0.30 ± 0.118). The annular maximum is signiﬁcantly greater
for FSE-L than Cont (p = 0.001) and FSE-NL (p = 0.045), also matched
by a signiﬁcantly greater Rayleigh length in comparison to Cont
(p b 0.001) and FSE-NL (p= 0.025). The larger annularmaximum indi-
cates that FSE-L spentmore time in a singular annular bin and the larger
Rayleigh length indicates that the FSE-L moved in a smaller arc during
active avoidance. Taken together, thesemeasures evince amore spatial-
ly conservative avoidance strategy on the part of FSE-L as they exhibit a
reluctance to move over the surface of the arena and tend to stay in a
small arc during avoidance.
In comparison of the behavioral analysis between foraging and
avoidance contexts, it is apparent that all animals enter the center of
the arena and the shock zone location in the foraging context. This dem-
onstrates that, as a feature of the repeated alternation over the course of
training and repeated recording sessions, the animals are capable of dis-
sociating the two contexts in the same physical space. Moreover, the
fact that FSE-L do not show any signiﬁcant preference for the periphery
of the arena during foragingmeans that a spatially conservative strategy
during active avoidance is not a symptom of general anxiety.3.3. Place Cell Firing Field Properties are Affected by FSE
Key ﬁring ﬁeld properties were analyzed for each group includ-
ing, long-term ﬁring ﬁeld stability in the foraging context, as well
as mean ﬁring ﬁeld coherence, ﬁring rate and ﬁeld size for each
group during the active avoidance context. These analyses are
discussed in more detail in supplementary results. The results indi-
cate that FSE ﬁring ﬁelds are less stable over 2-hour periods in com-
parison to Cont (see Sup. Fig. 5). Replicating our previous work, FSE-
NL place cells have a signiﬁcantly higher ﬁring rate than Cont. and
FSE-L (see Sup. Fig. 6) (Barry et al., 2015). The key results are also
summarized in Sup. Table 2.3.4. All Groups Show Contextual Remapping
While the switch between foraging and avoidance contexts occurs in
the same physical space (Sup. Fig. 7A), the changes in task demands
were sufﬁcient to induce ‘remapping’ (Muller and Kubie, 1987). The
mean ﬁring ﬁeld correlations for place cells in the foraging context
and subsequent exposure to the avoidance context indicates that
there was little stability between both contexts for Cont, FSE-L and
FSE-NL (r b 0.07). GEE analysis showed that there was no signiﬁcant
group effect (p=0.092)with regard to ﬁring ﬁeld correlations between
Cont place cells (n= 203, Mean=0.03± 0.006), FSE-L place cells (n=ividual animals. (A–C, F–H). Top Left— Path taken by rat (grey line) over the surface of the
and the epochs where the rat would have received an electric shock are indicated by red
black lines emanating from the plot center indicate the proportion of time spent at each
s the distribution of the longest vector lengths that account for at least 50% of the session
non-sampled regions and the blue to red color continuum indicates the least to most
of time (y-axis) spent in each of eight equal-area annuli bins indicating the radius of the
sidered the annular maximum; D,I) Mean and standard error of the annular maximum in
ultant Rayleigh vector from all the vectors in the polar plot formultiple sessions per animal
freelymoved through the arena enter and shock zone location during the foraging context.
o receive shocks andmove to the other side of the shock zone ormove to themiddle of the
ena annulus and moving in a smaller avoidance arc.
Table 1
Mean standard error of preferred theta phase for CA1 and CA3 place cells during foraging (blue text) and avoidance (red text) recording sessions.
}
Forage/Avoid
Group
Mean 
phase
STDERR
Forage/Avoid
Group
Mean 
phase
STDERR
CA1 CTRL (n = 154) 214.29 0.2180 CA3 CTRL (n = 50) 256.69 0.1878
FSE L (n = 75) 180.48 0.1317 FSE L (n = 37) 224.60 0.1782
FSE NL (n = 69) 194.23 0.1893 FSE NL (n = 52) 226.32 0.1429
CA1 CTRL (n = 78) 260.12 0.0182 CA3 CTRL (n = 26) 254.97 0.2563
FSE L (n = 41) 234.91 0.1727 FSE L (n = 21) 204.55 0.1306
FSE NL (n =31) 184.49 0.3049 FSE NL (n = 19) 174.18 0.2014
182 J.M. Barry et al. / EBioMedicine 7 (2016) 175–19092, Mean = 0.02 ± 0.01) and FSE-NL place cells (n = 128, Mean =
0.01 ± 0.007) (Sup. Fig. 7B).
The number of place cells from each group that were recorded in
the foraging context that either shifted their location of ﬁring or no
longer meet ﬁeld criteria in the avoidance context are shown in
Sup. Table 3. The number of cells that do not meet ﬁeld criteria in
the foraging context but develop ﬁring ﬁelds in the avoidance con-
text are also shown. Analysis of the frequency distribution revealed
no signiﬁcant differences in the occurrence of each remapping type
in each group (χ2 = 8.19, p = 0.085). Examples of place cells of
each remapping category between foraging and avoidance contexts
are shown in Sup. Fig. 7C–D.
Taken together with the behavioral data in Fig. 3, the lack of ﬁring
ﬁeld similarity between foraging and avoidance indicates that all an-
imals were able to differentiate between both contexts in the same
physical space. This data replicates previous work that has shown
place cell remapping in the same physical space when rats perform
a task (Markus et al., 1995) or experience fear conditioning (Moita
et al., 2004).
Moreover, the data indicates that while the FSE-NL were unable to
reach criterionwith extended training, theywere capable of segregating
representations of both contexts. Thus, the impaired spatial cognition
seen in the FSE-NL was not due to an inability to distinguish two differ-
ent contexts.3.5. FSE-NL Lack Temporal Coordination in CA1
The temporal organization of action potentials within the theta cycle
has been hypothesized to be a key mechanism by which oscillations in-
ﬂuence cognition, learning and memory (Robbe and Buzsaki, 2009;
Schomburg et al., 2014; Douchamps et al., 2013; Siegle and Wilson,
2014). Analysis of the preferred ﬁring phase of neurons in CA1 and
CA3 was carried out for all place cells that exhibited a signiﬁcant
phase preference within the local theta cycle. No group differences
were found with regard to the number of place cells that exhibitedFig. 4. Phase analysis of spatially tuned cells relative to local theta in pyramidal cell layers CA1 an
place cells recorded during foraging sessions in CA1 from Cont (left), FSE-L (middle), FSE-NL (r
signiﬁcant phase preference at 214°. Cells recorded from FSE-L were more likely to show phase
place cells recorded from FSE-NL had a mean angle of 194°, they showed no signiﬁcant phase
(257°, bottom left), FSE-L (225°, bottommiddle), FSE-NL (226°, bottom right) all exhibited sign
preference between the 3 groups. B) Distribution of preferred ﬁring phases for place cells record
recorded from Cont signiﬁcantly shifted phase preference to the descending phase of theta at 26
and exhibited a preferred ﬁring phase at 234°. Again, FSE-NL displayed a lack of signiﬁcant pha
icantly more place cells displayed a phase preference between 180 and 270° in Cont and FSE-L
recorded inCA3 fromCont (255°, BottomLeft), FSE-L (205°, bottommiddle), FSE-NL (174°, botto
distribution of phase preference between the 3 groups in CA3 during avoidance. Taken togeth
constant in both contexts. The shift away from a preferred ﬁring phase at the peak of local the
layer in similar alignments with regard to local theta and may indicate network alterations to a
icant phase preference both with and without cognitive demand is indicative of network adap
task. That CA1 cells recorded from FSE-NL did not show signiﬁcant phase preference and did n
malfunction.theta phase preference in either cell region or context (see supplemen-
tary results). The mean and standard error of the preferred theta phase
for CA1 and CA3 place cells during foraging and avoidance contexts are
shown in Table 1.3.5.1. Foraging Context
The preferred ﬁring phase of spatially tuned cells relative to local
theta in pyramidal cell layers was analyzed in the foraging task
(Fig. 4A) for 6 Cont (NCA1 = 154; NCA3 = 50), 4 FSE-L (NCA1 = 75;
NCA3=37) and 3 FSE-NL (NCA1=69; NCA3=52). The phase preference
of Cont CA1 place cells was distributed throughout the theta cycle but
showed signiﬁcant phase preference at 214° ± 0.218 (Rbar = 0.198,
Rayleigh's test p=0.0023). The place cells recorded from FSE-L showed
a mean phase preference at 180° ± 0.137 (Rbar = 0.53, Rayleigh's test
p b 0.0001). Using the Watson–Williams two-sample test (W–W), we
found that the mean phase preference for FSE-L cells was more aligned
at the peak of theta than Cont (W–W, F(1,227)=6.54, p=0.011). In con-
trast, while place cells recorded from FSE-NL had a mean angle of
194° ± 0.1893, they showed no signiﬁcant phase preference (Rbar =
0.177, Rayleigh's test p = 0.115).
The lack of signiﬁcant phase preference for FSE-NL place cells could
have been due to phase modulation at opposing angles that could lead
to a canceling out of themean resultant vector length.We therefore an-
alyzed the mean preferred phase of theta per animal (Sup. Table 10).
The three animals showed a mean preferred phase for place cell ﬁring
that ranged between 132° and 219°. That 2/3 of the animals exhibited
dispersion of preferred ﬁring phase across the spectrum suggests that
a lack of organization in FSE-NL place cells strongly contributes to the
non-signiﬁcant mean resultant vector length for the group.
The phase preference of CA3 place cells recorded from all groups
showed signiﬁcant phase preference toward the descending phase of
local theta in the CA3 pyramidal cell layer. The preferred phase in
Cont was 257° ± 0.1878 (Rbar = 0.510, Rayleigh's test p b 0.0001).
The place cells recorded from FSE-L showed a mean phase preference
at 225° ± 0.1782 (Rbar = 0.583, Rayleigh's test p b 0.0001). WhiledCA3 during foraging and avoidance sessions. A)Distribution of preferredﬁring phases for
ight). Cells recorded from Cont were distributed throughout the theta cycle but showed a
preference at the peak of local theta at 180° than animals from the other 2 groups. While
preference. The distribution of preferred ﬁring phases for cells recorded in CA3 from Cont
iﬁcant phase preference. No signiﬁcant differenceswere found in the distribution of phase
ed during avoidance sessions in CA1 from Cont (left), FSE-L (middle), FSE-NL (right). Cells
0°. Cells recorded from FSE-L also shifted phase toward the descending phase of local theta
se preference with respect to local theta but had a mean phase preference at 184°. Signif-
than FSE-NL. As in the foraging context, the distribution of preferred ﬁring phase for cells
m right) showed signiﬁcant phase preference. No signiﬁcant differenceswere found in the
er, the preferred ﬁring phases in CA3 are signiﬁcant for all 3 groups and remain relatively
ta to the descending phase seen in both Cont and FSE-L would put active cells in each cell
djust for increased cognitive demand. That cells recorded from FSE-L should exhibit signif-
tations in these animals that may improve the likelihood of learning the active avoidance
ot shift to the descending phase of theta during active avoidance is indicative of network
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CA1, place cells in CA3 had a signiﬁcant phase preference at 226° ±
0.1429 (Rbar= 0.572, Rayleigh's test p b 0.0001). As all groups demon-
strate a preferred phase of ﬁring in CA3, this implies that network alter-
ations in relation to cognitive outcome are speciﬁc to CA1.
3.5.2. Avoidance Context
Following the recording sessions in the foraging context, the same
animals were recorded in the avoidance context. Phase analysis re-
vealed the preferred ﬁring phase of place cells relative to local theta in
pyramidal cell layers of CA1 and CA3 during the active avoidance task
(Fig. 4B) for Cont (NCA1 = 78; NCA3 = 26), FSE-L (NCA1 = 41; NCA3 =
21) and FSE-NL (NCA1 = 31; NCA3 = 19). The phase preference of CA1
place cells recorded from Cont showed signiﬁcant phase preference at
260° ± 0.0182 (Rbar = 0.534, Rayleigh's test p b 0.0001). Similarly,
the place cells from FSE-L showed a signiﬁcant phase preference at
235° ± 0.1727 (Rbar = 0.518, Rayleigh's test p b 0.0001). While place
cells from FSE-NL had a mean angle of 185° ± 0.3049, they again
showed no signiﬁcant phase preference (Rbar = 0.216, Rayleigh's test
p = 0.238).
The phase preference of CA3 place cells recorded from Cont and
FSE-L again showed a signiﬁcant phase preference toward the de-
scending phase of theta. The preferred phase in Cont was 255° ±
0.2563 (Rbar= 0.540, Rayleigh's test p = 0.0003). The place cells re-
corded from FSE-L had a mean phase preference at 205° ± 0.1306
(Rbar= 0.843, Rayleigh's test p b 0.0001). As in the foraging context,
CA3 place cells recorded from FSE-NL again showed a signiﬁcant
phase preference, although at 174° ± 0.2014 (Rbar = 0.700,
Rayleigh's test p b 0.0001).
3.5.3. CA1 and CA3 Phase Preferences Align During Task Performance
We directly compared the preferred phase of place cell activity in
the baseline foraging session with the subsequent avoidance session
on the same day of recording, separated by approximately 5–10 min.
Preferred ﬁring phase for CA1 place cells in Cont shifted signiﬁcantly
from 214 to 260° (F(1,230) = 12.76, p b 0.0001). Similarly, preferred
ﬁring phase for CA1 place cells in FSE-L shifted signiﬁcantly from
180 to 235° (F(1,114) = 16.2, p b 0.0001). Preferred ﬁring phase for
cells in CA3 remained static between both contexts for both Cont
(F(1,74) = 0.009, p = 0.926) and FSE-L (F(1,56) = 2.13, p = 0.150).
Moreover, the preferred CA3 phase of ﬁring during task performance
was similar for both groups (W–W, F(1,117) = 3.77, p = 0.055). The
constant phase preference in CA3 observed in both groups also sug-
gests that phase shifts in CA1 were not due to movement or spatial
sampling differences during performance of the active avoidance
task. We therefore show that performance of the active avoidance
task results in a signiﬁcant shift in the preferred ﬁring phase of CA1
place cells to a later phase of theta. An example of the shift in pre-
ferred phase of ﬁring of a CA1 place cell between foraging and avoid-
ance is shown in Fig. 5 (A–D).
In direct contrast to these groups, CA1 place cells from FSE-NL
showed no signiﬁcant population shifts in the preferred phase of ﬁring
between foraging and avoidance tasks (W–W, F(1,98) = 0.147 p =
0.702). Again, thiswas not a feature of opposingphase preferences in in-
dividual animals (Sup. Table 11), as each animal exhibited a phase pref-
erence between 178° and 198°. This observation in FSE-NL phase
preference constancy is in stark contrast to the uniform shifts toward
270° seen in FSE-L and Cont. In addition, preferred ﬁring phase for
FSE-NL cells in CA3 showed a signiﬁcant change between contexts and
fell back from226°–174° (W–W, F(1,69)=11.38, p=0.0012) and there-
by showed the opposite trend seen in Cont and FSE-L.
While theta oscillations between CA1 and CA3 are typically out of
phase, the robust shift in CA1 phase preference to a later phase of
theta, and resulting alignment between the preferred phase of CA1
and CA3 cell ﬁring, suggests that dynamic temporal coordinationbetween the two structures is a necessary network feature of task
performance.
3.5.4. Firing Probability Matches Phase Preference Results
Wealso examined the probability of cell ﬁring for CA1 and CA3 place
cells in 30° bins between 30° and 360° (Fig. 6). The results of this anal-
ysis were in agreementwith the circular analysis in Fig. 4. The CA1 place
cells of Cont and FSE-L tended to shift their preferred phase of ﬁring to
the descending phase of theta between foraging and avoidance and
were more in register with the static phase preference in CA3. Again,
FSE-NL CA1 place cells did not demonstrate a preferred phase of ﬁring
within the theta cycle. Correlation values of each of the curves in
Fig. 6, comparing ﬁring probability by recording region and context, is
shown in Sup. Table 12.
3.6. LFP Voltage Correlations Between CA1 and CA3 Vary by Group
Phase preference analysis implies that shifting CA1 phase preference
in a manner that aligns with CA3 phase preference may be necessary to
perform the active avoidance task. That FSE-NL did not exhibit this shift
could be due to alterations in circuit efﬁcacywithin CA1 or between CA1
and CA3 that may ultimately underlie FSE-NL difﬁculties with the active
avoidance task.
We analyzed the linear relationship between speed and CA1 theta
frequency (see Sup Figs. 8–9) for animals in each group and found
that while there was no difference between Cont and FSE-L, there
was a signiﬁcant difference between Cont and FSE-NL (see supple-
mentary results). Put simply, when animal speed increased, the fre-
quency of CA1 theta in FSE-NL was less likely to also increase in a
linear fashion.
We also calculated the normalized LFP voltage correlations between
simultaneously recordedprobes in CA1 and CA3 for Cont (Fig. 7A), FSE-L
(Fig. 7B), and FSE-NL (Fig. 7C) in order to test for group differences in
the efﬁcacy of communication between these hippocampal subregions
during theta related brain states while exploring the stable arena. We
looked at the voltage correlation between the theta band of CA1 and fre-
quencies between 1 and 120Hz in CA3 (Fig. 7D) and vice versa (Fig. 7E).
The results of the voltage correlation analysis examining correlation for
each individual group relative to 0 are described in supplementary re-
sults. The results of Group x Frequency (GxF) interaction analysis are
described below.
3.6.1. CA1 Theta — CA3 Voltage Correlations: GxF Interaction
We conducted GxF analyses for CA1-CA3 and CA3-CA1 voltage cor-
relations to examine putative differences between groups. Signiﬁcant
GxF interactions were found between Cont and both FSE-L (p b 0.001)
and FSE-NL (p b 0.001) (see bottom Fig. 7D). With regard to the Cont
comparison with FSE-L, the signiﬁcantly different frequencies between
the groups were band speciﬁc (see Sup. Table 4). The Cont had signiﬁ-
cantly greater correlations at the peak of the theta band (8.94 Hz;
p = 0.03) and signiﬁcantly lower correlations toward the low end of
slow gamma (22.35–37.25 Hz; p-values indicated in Sup. Table 5)
than FSE-NL. The FSE-L also had signiﬁcantly lower correlations than
FSE-NL at frequencies in the slow gamma range (25.33–55.13 Hz; p
values indicated in Sup. Table 6).
3.6.2. CA3 Theta — CA1 Correlations: GxF
Signiﬁcant GxF interactions were found between Cont and FSE-L
(p b 0.001) and FSE-NL (p b 0.001) (see bottom Fig. 7E). With regard
to the comparisonwith FSE-L, the correlations again tended to be signif-
icantly lower for the FSE-L than both Cont and FSE-NL in the slow
gamma range (Sup. Tables 7 and 8). FSE-NL tended to show higher cor-
relations in the delta band and lower correlations in the theta band than
Cont (Sup. Table 9).
This comparison between groups indicates a lower theta band corre-
lation between CA1 and CA3 in FSE-NL that is indicative of disrupted
185J.M. Barry et al. / EBioMedicine 7 (2016) 175–190synaptic communication between the two structures. In addition, the
results also indicate a lower correlation between theta and gamma in
FSE-NL. This may be related to a reliably slower CA1 gamma frequency
evident in both recording contexts (see supplementary results). FSE-L
gamma slowing and the ability to segregate epochs of theta and
gamma between CA1 and CA3 may therefore represent adaptive net-
work mechanisms in this group that allow for task performance.Fig. 5. Illustration of shift in preferred phase of ﬁring of a hippocampal place cell within the loc
ﬁring ﬁeld (left) during a foraging session on the stable arena (right) that preferred to ﬁre in the
cellﬁringﬁeld (left) during an active avoidance session on the rotating arena (right) that shifted
where the number of action potentials for the cell in A are binned by 20 18° bins (0–360°). The
(5–12Hz) EEG signal. Black lines indicatewhen these action potentials occurwithin the ascendi
of action potentials for the cell in B are binned by 20 18° bins (0–360°). The spectrogram for a 6
Black lines indicate when these action potentials occur within the descending phase of the raw4. Discussion
In an established model of experimental FSE, we found rats that de-
veloped cognitive impairment while others did not (Barry et al., 2015).
These observed differences in cognitive outcome in the active avoidance
task are paralleled by robust and divergent changes in levels of temporal
coordination in place cells recorded from both FSE-L and FSE-NL. Basedal theta cycle between foraging and avoidance contexts. A) Rate map showing a place cell
ascending phase of theta (middle); B) Ratemap for the same cell in A that also had a place
its tendency to ﬁre to the descending phase of theta (middle); C) Roseplot histogram (left)
spectrogram for a 5-sec period of recording is shown between the raw (top) and ﬁltered
ng phase of the rawandﬁltered EEG traces; D)Roseplot histogram (left)where thenumber
sec period of recording is shown between the raw (top) and ﬁltered (5–12 Hz) EEG signal.
and ﬁltered EEG traces.
Fig. 6.Average and standard error of ﬁring probability of spatially tuned cells relative to local theta in CA1 (top) and CA3 (bottom) during foraging (blue lines) and avoidance sessions (red
lines) for Cont (left), FSE-L (middle), FSE-NL (right) groups. left) CA1 place cells recorded from Contwere distributed throughout the theta cycle during foraging but showed an increased
tendency toﬁre during avoidance (Top Left) thatmore closelymatched the static preferred phase ofﬁringof cells recorded inCA3 (bottom left);Middle) CA1place cells recorded fromFSE-
L during foraging showed a greater tendency to ﬁre at the peak of theta in comparison to Cont. As in Cont, the preferred phase of ﬁring shifted to the descending phase of theta during
avoidance (top middle) and more closely matched the preferred phase of ﬁring in CA3 (bottom middle); Right) In agreement with Fig. 6, CA1 place cells recorded from FSE-NL during
foraging and avoidance did not show a preferred phase of ﬁring within the theta cycle (top right). CA3 place cells also showed an uncharacteristic shift of preferred phase toward the
peak of theta (bottom right).
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served in FSE-NL ultimately leads to the inability to appropriately orga-
nize the routing of spatial information betweenCA1 and CA3 subregions
of the hippocampus. That the FSE-L tendency for baseline place cell
phase preference toward the peak of theta indicate that rather than
being spared by FSE, their networks were able to adapt in a manner
that may have allowed for performance of the active avoidance task.
These results are important as they suggest that long-term effects of
pediatric seizures impact the temporal organization of hippocampal
place cells in a manner that ultimately determines the ability to learn
and perform a complex spatial task.
If theta oscillations are the resultant physiological correlate of
behavioral navigation and exploration (Buzsaki, 2002) and if
hippocampal pyramidal cells generate internal maps to guide the
animal's spatial behavior (O'Keefe and Nadel, 1978), then there
should be a connection between them. The precision of place
cell spike timing within theta carries information relevant to the
integration of neural information with its downstream target and
for normal cognitive processes (Buzsáki, 1994; Dayan and Abbott,
2001). Phase preference of place cell action potentials (Mizuseki
et al., 2009; Schomburg et al., 2014; Douchamps et al., 2013;
Siegle and Wilson, 2014) can, in effect, therefore be thought to
combine space and time in the service of learning and memory.
Our Cont results during the foraging context are in good correspon-
dence with the descriptions of phase preference described previ-
ously (Mizuseki et al., 2009), particularly with a preference
for CA1 pyramidal cells to ﬁre over a 180° range. Similarly, there
was a tendency for CA3 pyramidal cells to cluster in a narrower
range of theta, resulting in a larger resulting mean vector length
in CA3 than CA1.
The preferred phase of ﬁring of hippocampal cells in CA1 can be
altered depending on brain states that underpin the encoding or re-
call of information in relation to the different plasticity regimes
that these modes require during the course of varying synaptic in-
puts from either CA3 or the entorhinal cortex (Hasselmo, 2005;
Siegle and Wilson, 2014). Synaptic conditions in CA1 are believed
to be optimal for increased plasticity and the encoding ofinformation at the peak of the pyramidal layer theta, coinciding
with inputs from the entorhinal cortex (Douchamps et al., 2013;
Hasselmo, 2005). The direct inputs from entorhinal cortex to CA1
have also been implicated in the spatial speciﬁcity of CA1 place
cells (Brun et al., 2002). The concept that this pathway has an im-
portant role in plasticity largely stems from experimental work
that has shown that electrical stimulation at the peak of local
theta induces long-term potentiation (LTP) (Holscher et al., 1997;
Huerta and Lisman, 1995). Synaptic conditions in CA1 are more op-
timal for the recall of information at the trough of local theta when
synaptic inputs from CA3 are strongest (Hasselmo, 2005). Recent ex-
periments have also used optogenetics to illustrate Hasselmo's theo-
ry of the importance of phase with regard to encoding and recall by
improving spatial memory performance through stimulation at the
peak and trough of theta (Siegle and Wilson, 2014).
The CA1 place cells of FSE-L were more likely to show a more ro-
bust phase preference toward the peak of local theta than Cont rats.
In accordance with Hasselmo's theory (2005), this feature may rep-
resent a compensatory mechanism that altered CA1 temporal dy-
namics in a manner that could lead to a baseline network state that
could promote LTP, enhance the acquisition of information and offset
cognitive deﬁcits. A lack of phase preference and increased CA1 tem-
poral discoordination could lead to a baseline network state that is
unable to encode task parameters, as was evident for FSE-NL in our
experiment. However, while FSE-NL show clear difﬁculties in spatial
processing, they were able to learn and assign valence to each con-
text based on the presence of food reward or aversive shock as pre-
viously shown in Moita et al. (2004). Yet, the inaccurate spike
timing of place cells within theta oscillations yielded a map that
could not organize spatial behavior that would allow for accurate
clearance of the shock zone. This notion is discussed in more
detail below.
Changes in preferred ﬁring phase have previously been described
with regard to exposure to novelty (Douchamps et al., 2013) as well
as between the center and side arms of a spatial alternation task
(Schomburg et al., 2014). Our results show that phase modulation
of cell activity, as well as robust phase shifts in response to cognitive
Fig. 7. Cross correlograms showing voltage correlations between simultaneously recorded probes in CA1 and CA3 during foraging for Cont (A), FSE-L (B) and FSE-NL (C). D) Top: Moving
average of voltage correlations for CA1 theta bands compared to 0–120 Hz in CA3 for Cont (black line), FSE-L (blue line) and FSE-NL (red line); Bottom: Standard error for each group and
frequency. Asterisks indicate bands of signiﬁcant group by frequency interactions. FSE-NL exhibit lower cross theta correlations and higher slow gamma correlations than Cont. FSE-L and
Cont are generally similar. E) Top: Moving average of voltage correlations for CA3 theta bands compared to 0–120 Hz in CA1 for each group; Bottom: Standard error for each group and
frequency. FSE-NL exhibit higher delta correlations and lower cross theta correlations than Cont. While generally similar to Cont, FSE-L show decreased slow gamma correlations.
187J.M. Barry et al. / EBioMedicine 7 (2016) 175–190demand, illustrate network adaptation or malfunction as a long-
term consequence of pediatric seizures. Remarkably, the shifts in
preferred phase preference between foraging and avoidance con-
texts, for both Cont and FSE-L brought the preferred ﬁring phases
of place cells in both CA1 and CA3 in register at a speciﬁc phase of
theta. That CA3 phase preference was static in both groups and in
both contexts suggests that the shift in phase preference in CA1
during active avoidance was not due to changes in spatial sampling.
As this shift was not seen in FSE-NL, this implies that performance
in the active avoidance task may not only be dependent on the
temporal organization of action potentials within local theta but
that this temporal organization must be aligned between CA1 and
CA3 at the descending phase of local theta. Again, these results are
very much in line with the notion that the recall of information
requires the interaction of CA1 with stored information in CA3
(Hasselmo, 2005).
Theta oscillations are strongly tied to processes in the hippocampus
that integrate past and current position with projected position (Guptaet al., 2012; Itskov et al., 2008). The representation of space by theta-
time-scale is similar for CA3-CA1 neuron pairs, yet the ﬁring probabili-
ties of CA1 and CA3 cells are different in the baseline foraging context.
CA1 cells tend to ﬁre toward the peak of local theta while CA3 cells
are more active toward the trough. This anti-phase relationship is be-
lieved to be due to the functional connections within the CA3-CA1 cir-
cuit and the unique population dynamics of each region. Temporally
coherent increases in gamma power in both regions occur while CA1
and CA3 pyramidal cell layer theta are at opposing levels of excitation
(Buzsáki, 2006). This could explain the antithetical relationship we
found between CA1 theta and CA3 slow gamma voltage correlations in
Cont and FSE-L. In particular, the correlation between CA3 theta and
CA1 slow gamma was even lower for FSE-L than Cont and may be
related to the slower gamma frequency found in these animals.
FSE-NL exhibited what may be considered a pathologically low
cross-theta correlation between CA1 and CA3. Coupled with the ob-
servation that CA1 pyramidal cells exhibit temporal discoordination
in CA1 with regard to hippocampal theta, our results suggest that a
188 J.M. Barry et al. / EBioMedicine 7 (2016) 175–190cause of FSE-NL difﬁculties with the active avoidance task is
ineffective circuit coordination at CA1 synapses that are believed to
actively regulate inputs from both CA3 at stratum radiatum and en-
torhinal cortex at straum lacunosum. The optimal interval between
CA3 and entorhinal inputs for discharging CA1 pyramidal cells is
40–60 ms, or half a theta cycle. The major implication here is that
an active subset of CA3 cells can “predict” the animal's spatial loca-
tion 40–60 ms earlier. If the entorhinal input then “conﬁrms” this
prediction of spatial location, the CA1 pyramidal cells will become
active. If not, the entorhinal input is insufﬁcient to activate CA1
cells (Buzsáki, 2006). Therefore, to calculate current and projected
position it is necessary for spike timing to be temporally accurate
and for CA3 and CA1 to operate as a functional unit relative to ento-
rhinal cortex inputs during theta. This functional connectivity be-
tween CA1 and CA3 is evident in the signiﬁcant voltage
correlations at theta frequency between CA1 and CA3 in animals
that are able to learn the avoidance task. Because cross-theta corre-
lations are low in FSE-NL, and CA1 cell activity is not temporally co-
ordinated by theta in these animals, integration of CA1 action
potentials with CA3 and entorhinal inputs would be impeded.
We contend that temporal discoordination at CA1 synapses ulti-
mately lead to inaccuracy of position calculation. This calculation
would be particularly prone to error during active avoidance when
the animal has to regularly update its position relative to the shock
zone on a continuously rotating platform. This could explain the in-
efﬁcient strategies exhibited by FSE-NL, such as simply moving to
the center of the arena rather than away from the shock zone. That
CA1 cells in FSE-L are more likely to ﬁre at the peak of theta than
Cont, coinciding with entorhinal inputs to CA1, and also exhibit al-
terations in theta/gamma correlation between CA3 and CA1, strongly
suggests that there are alterations to the microcircuitry underpin-
ning temporal coordination at CA1 synapses. While the hippocampal
network is altered in these animals in comparison to controls, the
network is still capable of organizing active avoidance behavior, al-
beit using a strategy that differs markedly from Cont.
While most children with FSE do well (Verity et al., 1993; Shinnar
et al., 2001), our ﬁndings in a rat model that mimics the clinical con-
dition (Dube et al., 2006) raises the question of whether children
who seemingly do well after febrile status epilepticus actually are
spared injury or whether they compensate for the injury. To address
this question clinically it will be necessary to do detailed neuropsy-
chological and educational evaluations in children with FSE to deter-
mine if they learn differently from children without a history of
seizures. If a different learning strategy is detected, learning how
children compensate for the injury will be important in developing
educational strategies for children with cognitive dysfunction fol-
lowing FSE. Neuronal oscillations, and presumably temporal coding,
are malleable with over-training in rats (Kleen et al., 2011) and it is
hoped that educational intervention in children would improve tem-
poral coordination.
While improving the temporal coordination of hippocampal neu-
rons in children is one way of attenuating cognitive deﬁcits, an ideal
treatment would be stop the cascade of events following FSE that result
in these deﬁcits. Our previous work has implied that themetabolic state
of the whole brain, as well as the hippocampus and amygdala, in a 2-
hour period post FSE can predict cognitive outcome in the active avoid-
ance task (Barry et al., 2015). Therefore, it would be most interesting to
see if improvingmetabolic regulation in the period following FSEwould
ultimately decrease the likelihood of learning and memory deﬁcits and
result in hippocampal networks with normal levels of temporal
coordination.
Our results suggest that the mechanism of cognitive dysfunction
in adult animals that have had prolonged febrile seizures is the tem-
poral discoordination of place cells in CA1. As these results are corre-
lational, future studies will need to be carried out to ﬁnd a causal link
between the organization of spike timing by theta and cognition aswell as the physiological mechanisms that underpin adjustments to
levels of temporal coordination in relation to cognitive outcome
post FSE. One way of accomplishing this causal physiological link
would be to use optogenetic stimulation of hippocampal place cells
to interfere with their temporal coordination within theta oscilla-
tions. If our theory is correct, this should lead to the same phenotype
that we've observed with FSE-NL and an inability to learn how to
avoid the shock zone on the rotating arena.
Animals that were capable of learning the avoidance task exhibited
theta phase preference shifts from the peak of theta toward the trough
of theta between foraging and avoidance contexts. That this shift coin-
cides with the static preferred ﬁring phase of CA3 implies increased
levels of coordination between the hippocampal subﬁelds. Future ex-
periments will determine how and when this shift occurs as a function
of the continuum between task-learning and task-memory.
While exceedingly complex, there are several candidate physio-
logical mechanisms that arise as a result of a cascade of events that
follow FSE that could ultimately affect temporal coordination over
the course of network development. Hyperthermia induced febrile
seizures have been found to increase Ih current in hippocampal pyra-
midal cells, ultimately leading to cellular hyperexcitability (Chen
et al., 1999, 2001; Dyhrfjeld-Johnsen et al., 2008). How changes in
Ih current, or other FSE induced changes such as inﬂammatory cas-
cades (Choy et al., 2014) affect the development of the hippocampal
microcircuitry that underpins temporal coordination is not yet
known. Apart from ion channel alterations, changes to the dendritic
structure or number of synapses along the apical dendrites of CA1
cells may be altered following the FSE event. These changes can
then dramatically alter the hippocampal network architecture,
resulting in either FSE-NL or FSE-NL phenotypes. Alterations of pyra-
midal cell excitability or interneuron types such as basket cells,
oriens-lacunosum moleculare cells (O-LM), or bistratiﬁed cells are
likely candidates for disrupting temporal organization of the hippo-
campus. O-LM cells that partner with excitatory inputs from entorhi-
nal cortex at the distal dendrites of CA1 cells while the excitatory
input of CA3 cells is matched by the bistratiﬁed interneuron family
at their inputs to CA1 at stratum radiatum. Finally, the basket family
of interneurons ﬁre rhythmic bursts in register with theta oscilla-
tions, thereby producing critical inhibitory currents in the region of
the pyramidal cell bodies (Klausberger et al., 2003, 2004). More ex-
perimental work will be necessary to determine if and how alter-
ations in these cell types following FSE might ultimately affect the
microcircuitry of temporal coordination, as determined by the inte-
gration of CA1 cell activity with inputs from CA3 or the entorhinal
cortex at theta frequency.
Wehave described cognitive outcomeand correspondingphysiolog-
ical changes as discrete conditions, adaptation anddysfunction.We took
this tack primarily because the behavioral data we describe here and in
our previous work (Barry et al., 2015) strongly indicated a bimodal out-
come. FSE rats learn in a similar manner to controls (FSE-L) or they do
not learn the task at all, even with generous amounts of extra training
(FSE-NL).We credit the nature of the task for pointing to the physiolog-
ical differences in FSE-L and FSE-NL animals that also appear to be bi-
modal, with either increased or decreased organization of CA1 place
cell activity by theta. It is possible that another spatial task with a larger
sample size may be able to ﬁnd a continuum between alterations in
physiology or levels of temporal coordination and performance.
An important implication of our results is that they point to the cor-
rect ‘scale’ of analysis that addresses the possibility of adaptation in FSE-
L andmalfunction in FSE-NL. The results best represent the ‘meso-scale’
level of analysis between physiological alterations due to FSE and ob-
servable differences in cognitive outcome at the behavioral level. We
have shown that the temporal organization of neural discharge within
local theta oscillations is altered post-FSE in a manner that reﬂects an
adaptive shift in FSE-L and maladaptive discoordination in FSE-NL. Our
ﬁndings are therefore in line with the converging notion in the
189J.M. Barry et al. / EBioMedicine 7 (2016) 175–190neurophysiology literature of genetic or developmental pre-
determinants that alter circuits and lead to neural discoordination as
the ultimate basis for impaired cognition. Inappropriately coordinated
dynamic interactions between excitatory and inhibitory neural dis-
charge within and between neural networks are the best explanation
for cognitive deﬁcits in FSE-NL aswell as other animalmodels of mental
dysfunction (Fenton, 2015; Insel, 2010). While preventing these net-
work alterations would be the ideal treatment, the results suggest that
correcting the temporal discoordination in CA1 by altering the local dy-
namics of excitatory pyramidal cells and inhibitory interneurons may
improve cognitive outcome. In addition, replicating the adaptive net-
work features of FSE-L may potentially correct cognitive dysfunction.
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