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I. ABSTRACT 
The purpose of this paper is to 
analyze the sensitivity of Geographic 
Information System outputs to errors in 
inputs derived from Remotely Sensed Data 
(RSD). The attention is restricted to 
outputs of suitability models with "per 
cell" decisions with gridded Geographic 
Data Bases(GDB) whose cells are larger 
than the RSD pixels. The procedure for 
merging RSD into such GDB's involves 
classification, registration and aggre-
gation. The first two steps introduce 
errors at individual pixels and the last 
step tends to compensate for such errors. 
The classification and registration 
errors are treated independently for the 
purposes of analysis. Under certain 
simplifying assumptions, the probability 
of misaggregation (that is, wrongly 
assigning a cell after aggregation) is 
expressed in terms of the probability of 
misclassification. A Monte Carlo simu-
lation has been performed to show the 
effects of misregistration on the cell 
assignments. 
Experiments were performed with a 
data base covering the Harrisburg, Penn-
sylvania, area. Landsat data covering the 
same area were classified and registered 
to the data base. 
A baseline data set was prepared as 
accurately as possible. Perturbations 
were introduced in the form of (i) classi-
fication errors at locations of low 
confidence in the multispectral classi-
fication and (ii) registration errors by 
selection of subsets of ground control 
points from those used for the baseline. 
The errors before and after aggregation 
and after using the aggregated data in a 
suitability model were determined using 
pixel by pixel comparison. For this 
experiment, combinations of the classi-
fication and registration errors were also 
used. 
It is found that approximately 50% 
reduction in error occurs due to aggre-
gation when 25 pixels of RSD are used per 
cell in the GDB. Further reductions in 
error occur during the modelling process 
depending on the percentage of the total 
number of cells affected by RSD. 
II. INTRODUCTION 
Geographic Infprmation Systems (GIS) 
have become increasingly popular for 
regional planning applications in recent 
years. Several GIS's in use by various 
states in this country are listed in a 
survey by the Natioral Council of State 
Legislatures (NCSL) • Typical appli-
cations of these GrS's are: evaluation of 
suitability of land for various kinds of 
development, analysis of erosion 
potential, inventory of power plant sites, 
assessment of nonpoint pollution sources 
and determination of best corridors for 
highway construction. Each such 
application has a model associated with 
it. The model is applied to the data in a 
Geographic Data Base (GDB) to derive maps 
to aid in making planning decisions. 
Clearly, the correctness of the output 
maps and the consequent decisions will 
depend on the accuracy of the data in the 
GDB. 
GDBs store various inputs in a common 
coordinate system at a common resolution. 
Two commonly used data structures are the 
"raster" (or "grid") and the "polygon" 
formats. Raster format requires that each 
data element be assigned a constant value 
over a rectangular region, all such 
regions having the same dimensions. Poly-
gon format assigns a constant value over a 
polygon instead, where the "polygons" 
arise from the actual boundaries between 
the various information or mapping units. 















Accordingly no two polygons are likely to 
have the same size or shape. 
Inputs to GDB's come from a variety 
of sources. Traditionally these have 
primarily been either maps or photography. 
With the advent of remotely sensed data 
(RSD) such as Landsat, Heat Capacity 
Mapping Mission (HCMM), Seasat, and others 
a new source of relatively inexpensive 
up-to-date information now exists. 
Typically RSD are geometrically 
rather imprecise in their raw form. In 
addition, the data must be converted from 
number sequences into information-bearing 
categories before they can be utilized in 
a GDB. Depending on the time and care 
taken in performing geometric correction 
and thematic classification, varying 
degrees of error will remain and be 
transmitted into the data base, 
potentially affecting the results of 
modelling operations carried out on the 
data base. 
In general, RSD are more easily 
incorporated into gridded GDBs. Gridded 
GDBs typically have cell sizes that range 
from 70 meters to I kilometer square2 • 
RSD from a given sensor system on the 
other hand has a specific pixel size. 
Landsat, for example, produces pixels that 
are roughly 57 by 79 meters in size. 
Whenever the cell size of the GDB is 
larger than that of the RSD the RSD must 
be aggregated to the larger size. 
Depending on the degree of aggregation 
lesser or greater impact on the input daja 
will occur. At least one previous study 
has dealt with the issue of the impact of 
aggregation on the information content of 
the input pixels. 
The purpose of this paper is to 
examine the effects of procedures speci-
fic to merging RSD into a GDB on the 
errors in GIS outputs. Throughout the 
paper the discussion is couched in the 
context of an actual GIS application. In 
that regard the impact of certain model-
ling operations carried out with an actual 
GDB was also measured experimentally. 
III. THEORETICAL ANALYSIS 
The purpose of this section is to develop 
relationships between the errors in the 
input remotely sensed data to a GDB and 
the output of a suitability model applied 
to the GDB. A suitability model generates 
a binary suitability map at the resolution 
of the GDB. It shows whether a particular 
cell is suitable for a given purpose or 
not. The decision on each cell, in 
general, involves several data planes of 
which RS data is one. 
Let X=(xl' ~ , ••• , xJ;).) be the 
"feature vector" ~aracterlzing a cell in 
the GDB. Let xl correspond to RS data and 
the others to data from other sources. 
(We shall use the term feature vector here 
in its general sense). 
The element x 1 could then be the 
spectral class number in a classification 
map (if the GDB resolution is the same as 
that of RSD) or an informational class 
number derived from the spectral class 
number(s) of one or more pixels. 
Consider a general "per cell" suita-
bility model (i.e., where the decision on 
a cell depends only on the feature vector 
for that cell). It can be written as: 
S={f(x)e:C} 
That is, the cell is suitable if and 
only if the function f(x) of the feature 
vector is in class C. 
Class numbers can only be combined 
logically with other data planes to yield 
meaningful models. Therefore, consider 










S={~e:Cl}V{f(X2'·.·' Xn )e:C 2 } (3) 
Where A and V mean "and" and "or", 
respectively. 
For example, in the model: "A given 
cell is suitable for farming if it has a 
given set of soil types, slope in a given 
range and soil depth in a given range, is 
not identified as a historic site and has 
no urban or water land cover" all features 
except the land cover are derived from 
ancillary data planes and landcover is 
derived from RSD. The constraints on the 
non-RSD features can be combined into the 
form f(x 2, ••• , xn )e:C 2 • 
Now, in the "and" model of equation 
(2), any cell deemed unsuitable by the 
non-RSD constraints is unaffected by RSD. 
Similarly, in the model in equation (3) 
any cell deemed suitable by non-RSD is 
unaffected by RSD. 
Therefore, the actual percentage o£ 
cells yielding wrong decisions from the 
modelling process as a result of errors in 
the RSD-developed input depends on 
(i) proportion of cells satisfying 
[not satisfying] non-RSD con-
straints in model (2) [(3)] 
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(ii) cells where the satisfaction of 
the RSD constraint (xiE CI ) is 
affected by the errors in RSD-
developed input. 
In fact, P, the proportion of cells 
which have erroneous decisions due to RSD 
can be written as 
P = PI P 2 
Where PI= Proportion of cells 
affected by RSD 
P2= proportion of those cells wher~ 
RSD is in error. 
We shall restrict our att~ntion to 
cells satisfying [not satisfying] the 
non-RSD constraints with models (2) [(3)]. 
Then the event E that "the cell produces a 
decision error" can be written as 
E={xEC,YiC} V {x¢C,yEC} (4) 
Where we have dropped subscript 1 for 
convenience, x is the RSD-derived input 
and y is the true value of x (i,e, what x 
would have been, had it been derived from 
ground truth). The error event E is 
caused by various steps involved in the 
generation of x. 
These steps are listed below: 
(i) Collection and transmission of 
data 
(ii) Radiometric preprocessing 
(iii) Pixel classification into 
spectral classes 
(iv) Geometric correction to the 
GDB's coordinate space 
(v) Merging spectral classes into 
informational classes 
(vi) Aggregation of informational 
classes from several pixels 
to derive x. 
The user of RSD usually receives 
the data after steps (i) and (ii). The 
steps (iii) through (vi) do not 
necessarily have to be performed in that 
order, but do represent a typical analysis 
sequence. Steps (i i i) and (i v) a re prone 
to errors, but the user hqs some control 
over them. The effects of steps (iii) and 
(iv) are, in general, correlated. How-
ever, to simplify the analysis we shall 
treat them independently. (Some comments 
will be made about their joint effects in 
connection with the experimental results). 
The steps (v) and (vi) tend to compensate 
for errors from (iii) and (iv). The 
following two subsections will demonstrate 
the relations among steps (iii), (v), (vi) 
and (iv), (v), (vi). 
We shall first introduce the follow-
ing definitions. The coordinate system 
relative to which the remotely sensed 
input image lines and samples are defined 
will be called the I-space (or image 
space). The coordinate system of the GDB 
will be called the G-space. The image 
pixel sizes are determined by the 
resolutions in the line and sample 
directions (approximately 79m and 57m for 
Landsat MSS). The geometric correction 
process (step (iv)) involves a mapping 
from the I-space to the G-space. We shall 
refer to the pixels resulting from such a 
mapping as G-space pixels. Nearest 
neighbor resampling is assumed in the 
generation of G-space pixels. It is 
common to generate square pixels in 
G-space with area comparable (or equal) to 
that of pixels in I-space (e.g., 
resolution in both line and sample 
directions equal to...!"i9'X57 = 67 meters). 
The aggregation in step (vi) will be 
assumed to be the combination of 
information from 'an integral number of 
G-Space pixels. For the purposes of 
geometric analysis ~ach pixel will be 
treated as a rectangle (or square) in the 
respective space. llR. and II s are )pe line 
and sample resolutions, the (m,n)t pixel 
is the region in the respective space 
covered by [mllR., (m+l)M)x [nllS, (n+l)lls). 
A. CLASSIFICATION ~RRORS 
To treat classification errors 
independently of geometry, assume an ideal 
sensor which generates G-space pixels. 
Assume a per pixel classifier which 
produces K spectral classes. For the 
suitability model these are merged into 
two informational classes - suitable and 
unsuitable. Then, for a given cell in the 
GDB, the RSD-derived input x is defined as 
the number of pixels in the cell which are 
in the "suitable" class. Let there be M 
pixels per cell. Then the cell is 
considered suitable if 
x~M/2. 
In the notation of equation (4), 
C = [M/2,M] 
The "true" classification of the cell 
is obtained by checking y, the number of 
pixels in the cell which truly belong to 
the "suitable" class. The classification 
errors at the pixel level will be called 
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misclassifications. The classification 
error at the cell level (due to the 
condition indicated by equation (4» will 
be called misaggregation. The purpose of 
this subsection is to relate probabilities 
of misclassification and misaggregation. 
Let 
Pij =Pr {A pixel is classified (5) 
as i Itrue class=j} 
for i=1,2 and j=1,2. Let 1 be the suit-
able and 2, the unsuitable class. The 
probability of misaggregation can then be 
expressed as 
Pr(E)=Pr{x ~ M/2IY < M/2}Pr{y < M/2} 
+Pr{x < M/21 Y ~ M/2}Pr{y ~ M/2} (6) 
Now, assuming independent classifi-
cation of individual pixels we get 










{k pixels are assigned to 1 
given that ~ pixels are in I} 
Pr {r pixels from 1 and (k-r) 
pixels from 2 are assigned to 
1) given that (~ pixels are 
in 1 and M-~ are in 2)} 
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Thus, Pr(E) can be evaluated using 
equations (7) through (10) given M, 
Pil ' P22 ' and q~ for ~= 0,1,2, .•• ,M. 
(Note that Pl2=1-P22 and P21=1-P ll). 
For the case where all values of y from 0 
to Mare equaly likely (that is, the 
number of pixels in a cell which are 
"suitable" is uniformly distributed), 
q~=l/(M+l). Table 1 shows the values of 
Pr(E) for this case with the further 
a:sumpti~n.tha~ Pl2=P2l= Probability of 
mlsclasslflcatlon. 
B. REGISTRATION ERRORS 
To treat registration errors independently 
of classification errors, we assume a 
perfect classifier which classifies each 
pixel into the two informational classes 
"suitable" and "unsuitable" according to 
the class with the larger area within the 
pixel. This is assumed to be true regard-
less of the geometry (orientation or 
sampling resolution) of the image space. 
These assumptions are approximated by a 
classification which uses a large number 
of spectral classes and merges them into 
the two informational classes. 
Now, consider the (i,j)th pixel in 
G-space. Let (u,v) be the coordinates in 
I-space corresponding to (iA~, jAs ) 
where A~, AS are the line and sample 
resolutions of pixels in G-space. Then 
the nearest neighbor resampling assigns h 
the (m,n) pixel in I-space to the (i,jf 
in G-space where (m,n) are the integers 
nearest to (U/A~, v/A s ) and A~, A s are 
the line and sample resolutions in the 
I-space. 
The class assigned to a cell in 
G-space depends on the majority class 
among the M G-space pixels in that cell. 
These, in turn, are uniquely determined by 
the M corresponding I-space pixels. 
The "true" class assignment of a cell 
is defined as the majority class among the 
M G-space pixels, if they had been sensed 
and classified in G-space. (An alterna-
tive is to measure the actual areas 
occupied by each class within the cell and 
assign the class with the larger area). 
An error may result when the assignment 
using the I-space pixels differs from the 
true assignment. This is because a 
boundary separating the two classes may 
separate a G-space pixel and the 
corresponding I-space pixel differently. 
This error is inherent in the process 
of using RSD with a GOB and occurs regard-
less of the accuracy with which the 
G-space to I-space transformation is 
determined. In practice, there are errors 
in finding the transformation 'also. Both 
these errors can be estimated by the pro-
cedure which is described below. 
Over a small neighborhood around a 
cell, (say, less than 10xlO pixels), a 
linear approximation is valid for the 
transformation between the geographic and 
image coordinates. Let 
(11) 
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Where u,v are the image coordinates 
and U,V are the corresponding geographic 
coordinates. Assume that the sampling 
resolutions in the two spaces are included 
in the matrix B such that, given the 
(i,j)th pixel in G-space, the correspond-
ing line and sample numbers in I-space are 
given by 
k=[u(i,j)], =[v(i,j)] (12) 
where 
(13) 
and [n] denotes the integer nearest to x. 
Denote the class associated with the 
(i,j)th pixel in G-space by A (i,j). Let 
the classification of the (k,R.)tn pixel in 
I-space be C(k,R.). 
Now, let B, uo, Vo define the 
estimated approximation to the 
transformation of equation (11). These 
could, for example, be derived using 
ground control points. 
k= [u (i , j ) ], i = [v (i , j ) ] 
[~g;3lJ B[n +[&J 
(14) 
(15) 
Then, the class assignment A(i,j) 
made to the (i, j) pixel in G-space is 
given by 
A(i,j)=C(k,R.) (16 ) 
[Note that even in the abse~ce of errors 
in estimating (B, ~, vol, A(i,j) may not 
equal A (i , j) ] • 
Now, suppose a boundary between the 
suitable and unsuitable classes in and 
around a cell is known. We can then find 
A(i,j) for all (i,j) covering the cell. 
Also, if B, u o' Vo are known, we can 
transform the boundary to the I-space and 
compute C(k,R.) AforAall (k,R.) of interest. 
Next, from B, uo, ~, we can find A(i,j) 
using equations (14) through (16). 
The class assigned to the cell is 
then the majority class in the array 
A(i,j), whereas the true class is the 
majority in the array A(i,j). Analytical 
expressions for A(i,j) or A(i,j) in terms 
of the boundary are very difficult (if not 
impossible) to derive. Therefore, a Monte 
Carlo simulation using various piecewise 
linear random boundaries has been made to 
estimate the probabililty of misaggre-
gation. 
The simulation procedure is as 
follows: 
(i) 
( i i) 
(i i i) 
choose a starting point at 
random on one of the edges of 
the neighborhood. 
choose the first line with 
random length between 1 and 2 
and a random orientation 
pointing into the neighborhood. 
The end of this line is the 
second boundary point. 
Given M boundary points we have 
(M-I) lines in the piecewise 
linear boundary. Find the Mth 
line with ra~dom length between 
1 and 2 and at a random angle in 
the interval (-3-/8, 3-/8) with 
respect to the (M-l)th line. 
(iv) stop boundary computation when 
the boundary line intersects an 
edge of the neighborhood. 
Only values between-0.5 and 0.5 are 
used for (uo , vol with no loss of 
generality since other values can be 
accounted f2r by.a shift of the origin. 
Values of. (uo, "0) are used Ain equal steps 
with I~-~I < 1.9 and Ivo-vol < 1.9. 
The error in estimating B results in 
rotation, skew and scale changes. 
However, for the local neighborhood around 
a cell, these can be neglected and t~ken 
into account by the shift errors I~ -u,)1 
and I vo-vo I. (If the errors over a cell 
due to estimating B are not negligible, 
then over an image of several hundred 
cells, the errors will be several pixels, 
which would not be acceptable). 
Tables 2 through 4 show the effects 
of various shifts in the u and v 
directions. The entries in these tables 
show estimates of the probability of 
misassignment of cells based on 200 
boundaries. 
IV. EXPERIMENTS 
The previous section considered the 
effects on errors from a theoretical point 
of view with certain simplifying assump-
tions. A thorough verification of the 
results which will be applicable to all 
types of databases used in practice will 
involve either a general characterization 
of such databases and simulations thereof 
or experimentation on a large number of 
databases. This section reports sample 
experiments on a typical database and 
shows results of the classification and 
registration errors both independently and 







jointly. In these experiments, a baseline 
data set using RSD is produced with mini-
mal errors. Varying degrees of error are 
introduced as perturbations to the base-
line. Both the baseline and the perturbed 
data sets are aggregated. Pixel by pixel 
and cell by cell comparisons are made to 
determine the effects of the induced 
errors. The aggregated RSD are combined 
with the GDB data and used in a suita-
bility model. The model outputs show the 
impact of errors on the GIS-derived deci-
sions. 
A. DATA SETS 
The RSD used in the experiment were 
a subset of the Landsat Scene 83009915071, 
dated June 12, 1978, covering Harrisburg, 
Pennsylvania. The data were cloud-free 
and of good quality. Color infrared 
aerial photography flown in February 1974 
and USGS 7 1/2 minute topographic maps 
were used as reference data. The GDB was 
a part of the Environmental and Land Use 
Data System also covering the Harrisburg 
area. The data were obtained from the 
Pennsylvania Power and Light Company 
(PP&L) in grid format with a cell size of 
22.9 acres and consisted of 43 layers. 
Table 5 shows the categories associated 
with each of these layers. 
B. EQUIPMENT 
The experiments were carried out 
using the Interactive Digital Image Mani-
pulation System' (IDIMS) at the Eastern 
Regional Remote Sensing Applications Cen-
ter (ERRSAC), Goddard Space Flight Center. 
This system consisted of several compo-
nents of which a COMTAL image display 
terminal, a TALOS coordinate digitizer 
table, and the associate~ software were 
used extensively in these experiments. 
C. BASELINE DATA SET PREPARATION 
The GDB was referenced on the 
Universal Transverse Mercator (UTM) 
coordinate system. Therefore, the Land-
sat dataset was geometrically corrected to 
UTM coordinates. Seventy evenly distri-
buted Ground Control Points GCP's were 
selected. Their I-space and G-space 
coordinates were carefully determined. 
The origin of the G-space was chosen to 
coincide with the Northwest corner of the 
GDB. The pixel size in G-space was taken 
to be 6lm squared, to yield 25 pixels per 
cell. A third order polynomial was used 
for the geometric transformation. The 
coefficients of the polynomial were 
determined using a least squares fit and 
discarding five of the GCP's with the 
largest residual errors. The average 
residual errors using the remaining 65 
GCP's was 0.6 pixel. The geometric 
correction was performed using nearest 
neighbor resampling. The resulting image 
size was 595x775 pixels. 
A semi-supervised approach was used 
for the classification of the Landsat 
data. The clustering algorithm ISOCLS was 
used on a random sample of the data to 
define 24 spectral classes. By comparing 
the cluster map with ground truth (as 
determined by aerial photographs, topo-
graphic maps, and personal knowledge of 
the area), several classes were identi-
fied as mixtures. A second clustering run 
was used to resolve these problems. The 
result was a set of 29 spectral classes. 
A maximum likelihood classification was 
then performed on the entire data set. 
The geometrically corrected class-
ification map with 29 classes was used as 
the "baseline" data set. A "confidence 
map" was also produced by the maximum 
likelihood classifier showing the proba-
bility of the assigned class at a pixel 
being correct. 
D. PERTURBATION 
The most likely classification errors 
arise due to confusion between classes 
whose spectral characteristics are simi-
lar. Therefore, the following procedure 
was used to simulate such errors. The 
classes in the baseline classifi6ation map 
were numbered such that, to the extent 
possible, nearest neighbors in spectral 
space had adjacent class numbers. A 
confidence threshold was chosen for 
defining a particular perturbation. All 
pixels with higher values than the 
threshold in the confidence map were left 
unchanged. The class numbers of the other 
pixels were increased or decreased by one, 
at random. 
The most likely geometric errors 
arise due to imperfections in GCP 
selection. The following procedure was 
used to simulate these. Only a subset of 
the GCP's used for the baseline data set 
were used. A pair of perturbed data sets 
was produced with a random selection of 
1/2 and 1/4 of the GCP's. Another pair 
was produced with 34 and 14 GCP's with the 
h!ghest residual errors. Table 6 shows 
the residual errors for the various cases. 
The two perturbation types were 
combined to examine the joint contribut-
ions of the classification and the regiS-
tration errors. Table 7 shows the per-
turbed data sets generated. In this 
table, nonblank entries are the numeric 
designations of these data sets. 
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E. AGGREGATION 
Aggregation involved combining 5x5 
pixel regions of the RSD into cells to 
match the GDB resolution. Two techniques, 
Systematic Aligned Sampling (SAS) and 
Dominant Land Use (DLU) were used. The 
SAS technique assigns the thematic 
category of the central pixel of a cell to 
the cell. The DLU method assigns the 
dominant category instead. The spectral 
classes were merged into two information 
classes at the pixel level before aggre-
gation. For the purposes of the farmland 
suitability model, these classes are 
"available" and "unavailable" for farming. 
Spectral classes labelled residential, 
commercial or water were merged into the 
"unavailable" class and all others into 
the "available" class. (With SAS aggrega-
tion, the order of class-merging and ag-
gregation does not affect the aggregated 
result, while with DLU aggregation it 
does. The two aggregation methods applied 
to the ten data sets discussed above 
resulted in twenty aggregate data sets. 
F. MODELLING 
Nine of the ten DLU aggregated data 
sets were used in the farmland suitabi-
lity model. The soil and slope informa-
tion from the GDB were used as indications 
of agricultural potential as gefined by 
the Soil Conservation Service. A binary 
output was generated for .each case showing 
cells with "high agricultural potential 
and available for farming (i.e., 
suitable)" and "low agricultural potential 
or unavailable for farming (i.e., unsuit-
able)." 
G. RESULTS 
The perturbed data sets before aggre-
gation, after aggregation and after 
modelling were compared pixel by pixel (or 
cell by cell) with the respective base-
line data sets. The percentage disagree-
ments were computed from contingency 
tables. Given mi ", the number of pixels 
(or cells) assign~d to class i in the base 
line and class j in a perturbed data set 
for i,j=1,2, the percentage disagreement 
p is given by 
Where M is the total number of pixels 
(or cells). 
Table 8 shows the values of p for 
data sets numbered 1 through 9 in Table 7. 
It can be seen from this table that: 
1. Biases in GCP location have a signi-
ficantly greater impact on the agreements 
between the baseline and perturbed data 
sets than the number of GCP's as evidenced 
for data sets 4 through 7. 
2. The joint effects of classification 
and registration errors are less than the 
sum of the two as seen by comparing rows 
(1,6,8) and (2,7,9). Evidently, this is 
due to overlap in the sets of erroneous 
pixels (cells) caused by the two types of 
perturbation. 
3. No significant change is seen between 
the disagreement values before and after 
SAS aggregation. This is due to the fact 
that SAS aggregation is merely a sampling 
of the pixels. 
4. Aggregation by the DLU method reduces 
the disagreements considerably. The 
differences are more significant in the 
case of registration errors than for 
classification errors. 
5. After the modelling step, the disa-
greements are further reduced. It can be 
seen that the last two columns in the 
table are roughly proportional. 
Their ratios are approximately equal 
to the ratio of the number of cells with 
high agricultural potential to the total 
number of cells, as is to be expected. 
(They would be exactly equal if the RSD 
disagreements were uniformly distributed 
throughout the image). 
6. Comparing the preaggregation and 
post-DLU-aggregation values in rows 1,2,3 
of Table 8 with the probabilities in Table 
1, it can be noted that the predicted 
misaggregation probabilities in Table 1 
are smaller. This is due to the several 
simplifying assumptions made in deriving 
Table 1. An examination of the difference 
image between the baseline and the 
perturbed classifications indicates that 
classification errors occur in groups of 
several pixels rather than being randomly 
distributed as was implied in the deri-
vation of Table 1. 
7. The results of the Monte Carlo 
simulation of misregistration shown in 
Tables 2,3 and 4 yield larger misaggre-
gation error estimates than in rows 5,6,7 
in Table 8 (after DLU aggregation). This 
is likely due to the fact that the simu-
lation regards each cell as containing a 
boundary while about 40% of the cells in 
the image are homogeneous. Also, the dis-
tributions of the simulated and actual 
boundaries may be different. 





This paper has attempted to charac-
terize the behavior of a specific type of 
model used for decision making with 
Geographic Information Systems. The 
outputs of such a "suitability" model will 
have varying amounts of error depending on 
the errors in input data. The process of 
preparing remotely sensed data as input to 
a GIS has been analyzed. The errors 
associated with classification and 
registration, the two major steps in the 
process, have been examined. Attention 
has been focussed on models requiring 
resolutions less than that of the remotely 
sensed data. In such cases, the errors 
caused during classification and regis-
tration are partially compensated for by 
aggregation of pixels. This compensation 
is quantified through an analytical model, 
a Monte Carlo Simulation and experiments 
with a typical geographic data base. It 
is found that error reductions of the 
order of 50% occur due to aggregation of 
5x5 pixel areas. 




(i) Sensitivity analysis for o~tputs 
from other types of models, 
especially those using multi-
cell decision rules (as opposed 
to "per cell" decisions consi-
dered here); 
(ii) A more general characterization 
of classification errors where 
correlations among neighboring 
pixels are taken into account; 
(iii) A general means of describing 
boundaries and their statistical 
properties to facilitate pre-
diction of effects of regis-
tration errors on a given class 
of data sets. 
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Table 1 Probability of Misaggregation as a function of M (pixels per cell) 
and P12 (probability of misc1assification) 
~12 .05 .10 .15 
.20 .25 .30 .35 .40 .45 
4 .049 .097 .143 .189 .235 .281 .326 .372 .417 
6 .047 .091 .133 .177 .222 .270 .319 .371 .424 
8 .045 .085 .123 .163 .207 .256 .308 .365 .424 
9 .044 .081 .117 .156 .200 .249 .305 .366 .432 
12 .042 .075 .106 .141 .182 .230 .286 .350 .419 
15 .039 .069 .097 .128 .166 .213 .271 .339 .417 
16 .039 .067 .095 .125 .163 .209 .266 .335 .412 
20 .036 .062 .086 .114 .148 .192 .250 .321 .405 
24 .034 .057 .079 .105 .136 .178 .235 .309 .398 
25 .034 .056 .077 .102 .l33 .174 .231 .305 .397 
Table 2 Probability (estimated) of Misaggregation Versus 
Registration Errors B=Identity Matrix, 
uo =vo =0.0 
'I!,:: I:: 
-1.90 -.95 .00 .95 1.90 f t,u~t,v I!,I i o 0 " 
-1.90 .399 .315 .253 .219 .247 
;, 
1,'1, 
-.95 .292 .202 .163 .169 .202 " 
, , 
.00 .264 .129 .000 .096 .169 Ii 
.95 .202 .118 .079 .090 .l35 




Table 3 Probability (estimated) of Misaggregation Versus 11 
Registration Errors B=Identity Matrix, I, UO =vo =0.5 'I 
t,u'0..t,v -1.90 -.95 .00 .95 1.90 o 0 
-1.90 .194 .153 .159 .159 .194 
-.95 .118 .024 .082 .082 .159 
.00 .118 .082 .094 .094 .l35 
.95 .118 .082 .094 .094 .l35 
1.90 .229 .182 .159 .159 .165 
Table 4 Probabil ity (estimated) of Misaggregation Versus 
Registration Errors B=Identity Matrix, 
uo =vo =-·5 
t,u~t,vo -1.90 -.95 .00 .95 1.90 
-1. 90 .402 .318 .246 .257 .218 
-.95 .296 .207 .162 .162 .168 
.00 .257 .l34 .050 .056 .106 
.95 .263 .128 .034 .034 .095 
1. 90 .201 .ll7 .078 .078 .089 
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Table 5 Strata (Layer) Categories and Labels for the 











FUTURE LAND USE 

























































General (Pipelines, Vortac 
Stations, etc.) 
Scenic Roads/Canals/Trails 
Historic Sites/Natural Areas 
(WPC) County Prefix 
Historic Sites 
Natural Areas (WPC) 
Other 
Public Lands (Polygon Data) 
Course Lines 
Future Land Use Trends 
Land Use and Land Cover 
Political Units 
Hydrologic Units 
Census County Subdivisions 
Federal Land Ownership (to be 
added) 
State Land Ownership (to be 
added) 








Seasonally High Water Table 






Ease of Excavation 






















Table 6 Residual Error (in Number of Pixels) Associated 
With GCPs U§ed in Generating the Various Regis-
tered Data Sets 
1/2 of 1/4 of 34 Worst 14 Worst 
Baseline GCPs GCPs GCPs GCPs 









0.1 0.1 0.0 1.1 
1.8 1.8 1.7 31.6 









1 2 1-1 Baseline 0 
Ql 
0-x 1/2 of GCPs 4 r>1 
s:: 
1/4 of GCPs 5 0 
-.-I 
+I 








Table 8 Percentage Disagreements from Baseline 
Data Set Before After After 
# Aggregation Aggregation Modelling -
SAS DLU 
1 3.3 3.6 2.8 1.8 
2 8.3 8.5 5.6 3.4 
3 12.4 12.4 7.8 
4 5.0 
5 6.4 6.2 2.8 1.8 
6 16.6 16.2 6.5 4.3 
7 23.6 23.6 11.1 7.4 
8 18.1 17.5 7.2 4.8 
9 25.5 25.1 12.7 8.1 
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