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Abstract 
Voit, M., A formula of Hilb’s type for orthogonal polynomials, Journal of Computational and Applied 
Mathematics 49 (1993) 339-348. 
Let (P’“‘)” E N be the ultraspherical polynomials normalized by P,‘“)(l) = 1, and let (PnlnEN be a further 
sequenie of &thogonal polynomials satisfying a three-term recurrence relation which is-hp to a small 
perturbation-equal to that of the P, (=). We give estimations for 1 P,(cos 13) - P,(a)(~~~ 0) ( for small 8 and 
large n. Using the classical formula of Hilb’s type, this leads to a Hilb-type formula for the polynomials P,,. 
This result has consequences in probability theory. 
Keywords: Ultraspherical polynomials; Bessel functions; asymptotic of orthogonal polynomials 
1. Introduction 
For (Y > - 1, the ultraspherical polynomials (I’,‘“)), E N, normalized by P,‘“)(l) = 1 are given 
by the three-term recurrence formula 
P,- 1, PI(X) =x, P,‘“‘P,‘“’ = u;Pn($ + c,“P,‘“_i, n E N, (14 
where 
n+2a+l 
aa := n 2n+2a+l 
and c,” := 1 - a:. (1.2) 
Let 
(- l)“( +X)2” 
u+=Q+l) F n!T(n+cu+l)’ XE C, 
tZ=O 
be the Bessel function of index (Y normalized by A,(O) = 1. With respect to our notation, the 
polynomials P,‘“) are related to A, by the Hilb-type formula 
sin e ( i 
a+1/2 
8 
P,(c+(cos e)=A,(e(n +a + ;))+e20(i), (1.3) 
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for 8n < c, c > 0 being a constant (see [7, Theorem 8.21.121 or, in view of the notation used 
here, [4, Eq. (3.4.5)]). 
Formula (1.3) has been used as a main tool in [4] to establish a central limit theorem for 
certain Markov chains on the nonnegative integers whose transition probabilities are associated 
with the ultraspherical polynomials above. Moreover, for (Y 2 - :, Gallardo [4] has used (1.3) 
to construct bounds for the rate of uniform convergence in this central limit theorem and to 
derive a law of the iterated logarithm for certain Markov chains. 
The coefficients a: and c,” satisfy the condition at + c,” = 1, which is convenient in view of 
the applications in probability theory, and they satisfy the limit relation 
lim n(a; - cn”) =(Y + 1 
2’ 
n+m 
(1.4) 
Assume now that (Y > - + and take arbitrary coefficients a,, c, > 0, y1 E N, such that a, + c, = 1 
and lim n+,12(u11 - cn) = (Y + t. Let (PnlnEW,, be the orthogonal polynomials defined by the 
three-term recurrence formula 
P,=O, PI(X) =x, PIP, = anPn+l +c,P,_~, n E IV. (1.5) 
Formula (1.5) may be seen as a slight perturbation of the recurrence relation (1.1). Assuming 
some technical restrictions, it has been shown in [12, Lemma 3.41 that for cx 2 - $ the 
polynomials P, and PL’“) are related by 
nt(yx, k) (PJCOS e> - P,c”)(cos 0) I= e20(k2), (1.6) 
whenever 8k 1 L, i > 0 being constant. As ) PL”)( x) ) G 1 f or all II E N, and x E [ - 1, l] (see, for 
example, [5, p.19411, we may suppress the term (sin 0/0)ay+1/2 in (1.3), and (1.3) and (1.6) lead 
(for (Y 2 - $) to 
P,(cos 0) =A,(e(k +a + +)) + e20(k2), (1.7) 
for tlk G c, c > 0 a constant. Equation (1.7) has been applied in [12] to transfer Gallardo’s 
central limit theorem to a larger class of Markov chains on N,. Moreover, additional conditions 
on the coefficients a,, and c, have been used in [12] in order to make the estimation o(k2> in 
(1.6) and (1.7) more precise and to obtain bounds for the rate of convergence in the central 
limit theorem. 
In summary, (1.6) is a crucial step when deriving central limit theorems for Markov chains on 
N, whose transition probabilities are related to the orthogonal polynomials (P,>, ENO. The 
purpose of this paper is to discuss (1.6) and its generalizations in a more systematic way than it 
has been done in [12]. This article is organized as follows. In Section 2 we shall introduce a 
class of (then possibly nonsymmetric) orthogonal polynomials for which we shall establish 
estimations of the type (1.6). In Section 3 we then briefly discuss some consequences and give a 
simple example which indicates that the bounds given in Section 2 cannot be improved 
considerably. 
We conclude this introduction by some further comments. Recently, Bouhaik and Gallardo 
[2] have given a two-dimensional Mehler-Heine formula for Jacobi polynomials on the disk 
where this formula again has applications in probability theory. Moreover, in [ll], one can find 
another asymptotic formula which compares orthogonal polynomials with the exponential 
function and which is also motivated by its applications in probability theory. We also remark 
that similar methods have been used in [16]. 
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2. Estimations for 1 P’(cos 0) - P~a)(cos 0) 1 
We first introduce a sequence of orthogonal polynomials satisfying a three-term recurrence 
relation which is-up to a small perturbation-equal to that of the ultraspherical polynomials. 
2.1. Perturba ted ultraspherical polynomials 
For 12 E N we choose arr, b,, c, E R’ such that a,,, c, > 0 and a, + b, + c, = 1. Assume that 
the limits 
lim b, =: p and lim n( a, - cn) =: p (2.1) n+m n-m 
exist, and that p 2 0 and p < 1. Then, in particular, the limits lim,,,a,, lim,,,c, exist and 
are equal. Moreover, we suppose that there exists a constant M > 0 such that 
fp<M, for all nEN. 
1=1 a, 
(2.2) 
The three-term recurrence relation 
P,= 1, P,(x)=(l-P)x+P, P,+i = $1 -b,)P, -c&-I), It E N, 
n 
(2.3) 
defines orthogonal polynomials ( P,Jn E N, according to Favard’s theorem (see [3, Chapter 1.41). 
Obviously, the P, are normalized by P,(l) = 1 for all y1 E N,. 
It can be easily checked that, after orthonormalization, the polynomials (P,>, E N, are 
contained in the class M(0, 1) of Nevai (see [6, Definition 3.1.61). Therefore, by a theorem of 
Blumenthal [6, Theorem 3.3.71, the support of the orthogonality measure of the P,, is equal to 
[ - 1, 11 UA where A c R is a bounded, at most countable set which has at most the cluster 
points 1 and - 1. 
The following lemma is needed below. 
Lemma 2.1. There exist constants C,, C, > 0 such that 
) P,, ,(cos 0) - P,(cos 0) 1 G C,8*n max 
l=D,l,...,n 
) P,(cos 13)) 
and 
I pn+dcos 0) - 2P,( cos 0) +P,_,(cos f3)l <c,e* max IP,(cos 0)l, 
I=O,l,...,n 
for all 8 E [0, l] and n E N. 
Proof. Put R,(8) := P,(cos 0) - P,,_,(cos 0). Then (2.3) leads to 
(2.4) 
P-5) 
k+,(e) = sR,(e) + cos 8 - i P&OS e), n EN. 
n an 
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As a,, remains away from 0, the existence of C, follows from (cos 8 - l( G f12 and condition 
(2.2). There exists C, > 0 such that 1 - c,/a, G C,/n for all it E N. It follows from (2.3) and 
(2.4) that for C, sufficiently large and all it E N, 
(Pn+r(COS 0) - 2P,(cos 0) +P,_,(cos e)l 
= 1-2 (P,_r( I( 1 (1-p)cose+p-1 cos 0) - P,(cos 0)) + P,(cos e) n alI 
c3 
G -Cc,ne2 
n 
I=~~, n ~,(COS e>l + “Ipn~ e)’ 
>I > n 
Theorem 2.2. Using the notation of Section 2.1, we define 
P 1 1 
a:=----_--- 
1-p 2 2 
and 
h(n):=max{lb,-pl,n\(a,-c,)-(a:--cz)(l-@)I}, fornEN. (2.6) 
Let ( P(“‘)jn E N 
> 0. Tien 
be the ultraspherical polynomials of Section 1. Fix B0 E 10, d such that P,(cos 0,) 
the;e exists a constant C > 0 such that 
,tcy, k)) P,(cos 0) - P,(“‘(cos 0) 1 < Co2k 1 + 
>, > ( 
for all 0 E [O, &I and k E N. 
Proof. Let a: and c,” be given as in Section 1. Put 
6,(x) := P,‘“)(x) -P,(x), n E N,. 
Since P,(l) = P,‘“‘(l) = 1 and P, = PO ca) = 1, we have 6, = 0 and 6,(l) = 0 for all n E N. Using 
P1( x) = (1 - p>x + /3 = (1 - p> Pia) + p and the recursion formulas 
P, P, = a, P, +, + b, P, + c, P, ~ 1 and Pj”)P,‘“’ = azP,(T)l + czP,‘E), , n E N, 
we obtain 
PFVn+l - 26, + S,_,) + (a,” - cX%+r -%-I) + (1 -PY))(%+r + a,-I) 
= Pyy’(Pn+, - 2P, + P,_,) + (a: - c3(P,+1 -PA + (1 -P!“‘)(Pn+1 +prl-1) 
= (P,+1 -2P, +P,-,)(b, 9) + (P,,, -P,-,)((I +)(a: -4 - (a, -c,)) 
=: f ?I’ (2.8) 
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If we multiply (2.8) by 6, + 1 - a,_ 1, take the sum from 1 to k, and use 6, = 0, then 
WY%+1 - 6/J* - P,‘“‘q + i: (a; -c;>@,+, - 6,1_1)2 + (1 -Pl(a’)(g+l + 6,2 - 6:) 
n=l 
= i G%+1 -LJL (2.9) 
n=l 
We define A,(x) := max,= 1 __, k(6,+1(x) -6,(x)\. As 1 -Pla)(x) 20 for all x G 1, and as 
a: > c,” for all II E N, (2.9) F&O& that 
P,(“)(x)Ai(x) G max ( 2 (61+1(x) - s,-1WflW) + ax  
n=l,...,k I=1 
k 
G 2AkW c IflWl + Go (2.10) 
1=1 
for all x G 1. If we define t,(x) := (2/P,(cos 0,>>C~=,l fi( x) 1 (0, as in Theorem 2.2), then (2.10) 
leads to 
tk(X)* + x E [cos eo, 11. (2.11) 
By Lemma 2.1 and the definitions of f,, and h(n), we find constants C,, C5 such that 
f,(cos8)9C,8*~ (nl(a,-c,)-(a~-c,_)(l-P)l+Ib,-pl)l_~~ax~ $(cose)/ 
n=l 7, I 
<c,e* 5 hp2) 
n=l 
l=jy, klP,(cos e>l, (2.12) 
>> > 
for all 6 and k E N. Since 6,2(cos 0) = 0(e4), it follows from (2.11) and (2.12) that 
A/&OS W&++ ~~hin))~=~~.,kl~~(cos a (2.13) 
for all 6~ E [0, 8,] and k E N. Summation now yields (2.7), which completes the proof. 0 
If I P,(COS e) I remains bounded for all IZ E N and 8 E [O, f9,1, then we have the following 
result. 
Corollary 2.3. Assume there exist constants 8, E IO, $r[ and M > 0 such that P,(cos 0,) > 0 and 
~,(COS e))d4f Ii or a n E N and 8 E [O, e,]. Then there exists a constant C > 0 such that 
nEcy, k) IP,(cos e) -P,c”‘(cos e>l < CB2k 
,> > 
(2.14) 
for all 0 E [0, 6,l and k E N where h(n) is given as in Theorem 2.2. In particular, since 
lim n ,,h(n) = 0 and thus lim, ,Jl/n>C;,,h(l) = 0, we have 
(2.15) 
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Theorem 2.2 may be used to derive (2.14) and (2.15) also for the case that no bounds for 
1 P,(cos f3)l are known. In fact, if 02k(l + Cffzlh(n)) < Cc’ (C, as in (2.13)), then (2.13) 
immediately leads to a constant C, > 0 such that maxi,, ,_, kj P,(cos 19) 1 G C, for all k and 8 
satisfying the condition above. In summary, we can state the following result. 
Corollary 2.4. If we suppose the conditions of Theorem 2.2, then there exist constants C, T > 0 
such that 
nEcnix, k) IP,(COS e) -Pp,(“)(cos e)l < Co2k 
,I. , 
(2.16) 
for all k E N and 8 > 0 satisfying e2k(l + Ci=,h(n)) < T. In particular, since lim,,,h(n) = 0, 
we again conclude that 
!~.,,,~“,,.,,IP~(cos~) -P~ni(cos+)~ =0, foralZaE]O, w[. (2.17) 
It is possible to prove (2.15) without the restriction on k and 8 required in Corollary 2.4. 
This can be done by interchanging the places of P,, and P,‘“) in the proof of Theorem 2.2. 
When doing this, we obtain the following theorem which needs a weak additional condition on 
the coefficients a,, b, and c,. 
Theorem 2.5. Assume that in the situation of Theorem 2.2, 
2 (lbrl.1 - b, ( + max(O, c, - an)) < 00 
n=l 
(2.18) 
holds. Then there exist f-I0 ~10, &r[ and C > 0 such that for all 0 E [O, 6,l and k E N, 
nEcgax, k~ 1 P,(COS e) - P,(“)(cos e)( < Ce2k 
,> , 
Proof. Using the notation and the methods of the beginning of the proof of Theorem 2.2, we 
see that 
(P, - bn)(%+i - 2% + L,) + (a, -cJ(%+i - L) + (1 -Pi)(%+i + %-A 
= ( P,‘;jI - 2P,‘“) + P,‘“_‘,)(p - b,) + ( P,‘Tl - P,(a_)l)((an - cn) - (1 - p)(az - c,“)) 
=: f II’ (2.19) 
If we multiply (2.19) by 6,+1 - a,_ i, take the sum from 1 to k, and use 8, = 0, then 
k-l 
(4 - bk)(~k+l - hJ2 + c (%+1- Kz~2u%+l - bn) - (4 - blP2 
n=l 
+ 5 (an - c,)(41+l - LA2 + (1 -4)(G+1+ 6: - 6:) = i G%+1- LI)fW 
n=l n=l 
(2.20) 
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Since b, < 1 for ail k E N and lim, em b, = p < 1, we find x,, ~10, l[ and c > 0 such that 
P,(x) -b, 2 c > 0 for all k E N, and x E [x0, 11. Fix ytO E N such that 
z? lb,+1 
cu 
-b,( < ic and C max(O, c, - a,) < kc. (2.21) 
?Z=?Zo n=?lo 
We define A,(x) := max, = 1,,.,,k(6,+1(x) -6,(x)(. Then (2.20) and (2.21) show that for x E 
Ix,,, 11 and k 2 no, 
< max ( t (%+1(x) - Ux))fi(x)) + &%+1(x) - %(X))21bn+l -b,I 
n=l,...,k [=I 
+ 5 max(O, c - k)(%+l(X) - LI(X))~ +(1 -W?(x) 
n=l 
=G 2A,(x) 5 If@)] + +cA;(x) +4&A;(x) +s(x), 
I=1 
s(x) := (1 - b#f(x) 
(2.22) 
+ nc, ((%+1(x) - w))21bn+I -&I + I% - cnl(%+dx) - kI(x))2)* 
If we define tk(x) := (4/c)CF= I] fi( x) 1, then (2.22) leads to 
Ak(x) < 1 t (x) + 2( k /Gzq x+x0,1]. (2.23) 
Since the 8, are polynomials satisfying 6,(O) = 0, we have (s(cos 0) I= O(04). Moreover, if we 
apply Lemma 2.1 to the polynomials PL”) which satisfy ) P,‘*)( x)) < 1 for x E [ - 1, 11, then the 
definitions of f, and h(n) imply that 
t,(cos8)$C,82~ (nl(a,-c,)-(a::-c,“)(l-p)l+lb,-pI) 
n=l 
< c,,02 5 h(n), (2.24) 
lZ=l 
for 19 G 1 and k E N. It follows from (2.23) and (2.24) that 
A,(cos R)C(;(9’(1+ +))7 (2.25) 
for all 19 satisfying cos 8 ax,, which leads to the claimed result. 0 
Theorem 2.5 has the following consequence. 
Corollary 2.6. In the position of Theorem 2.5, there exists a constant 8, ~10, n[ such that 
max IP,(cos 0)( =1+o(k2), fork-+w. 
0 E [O,Bol 
(2.26) 
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We conjecture, but are not able to prove that (2.26) remains true under the assumptions of 
Theorem 2.2, i.e., that condition (2.18) may be omitted. General well-known estimations for 
maxXE,-r,nl k( > IP x as given, for instance, in [lo, Section 21 do not lead to (2.26) in the situation 
above. 
3. Applications and comments 
The most satisfying result of Section 2 is obtained if a constant M is known such that 
( P,(x) 1 G A4 for all 12 E N and x E [ - 1, 11. It is well known that M can be chosen to be equal 
to 1 whenever the polynomials (P,>, E N, generate a polynomial hypergroup, i.e., a positive 
convolution algebra on N,. 
3.1. Polynomial hypergroups 
Let a,, c, > 0, b, > 0 be real numbers such that a,, + b, + c, = 1 for all II E N. Assume that 
lim. --*m da, - c,> =:p and lim,,, b, =: @ < 1 exist. Assume that the associated orthogonal 
polynomials (PJ, E No have the property that all linearization coefficients g(m, n, k) that are 
determined by 
tTl+?l 
KP, = C grn,&$, m, n E N,, 
k=lm-n\ 
are nonnegative. If 8, is the point measure of k E N,, then 
l?l+tl 
&n * %I = c &n,n,kak 
k=(m-fl( 
can be extended in a unique way to a bilinear, associative and norm-continuous convolution * 
on the Banach space M,(N,) of all bounded measures on N,. This convolution preserves 
probability measures. (M,(N,), * > becomes a commutative Banach algebra which is called a 
polynomial hypergroup. For details on polynomial hypergroups we refer to [5,12,15] and 
references cited there. Results of a similar type can also be found in [9] which uses a different 
notation. 
It can be easily checked by induction that g,,,,O = c,FIy_ilcl/a, for all it E N. Since g,,n,O < 1 
by our assumptions, we conclude that p > 0 and that condition (2.2) holds. Moreover, it has 
been noticed in Section 2.1 that [ - 1, l] is contained in the support of the orthogonal@ 
measure of the orthogonal polynomials ( P,Jn E Nv1,. It follows that 1 P,(x) ) G 1 for all 12 E N and 
x E [ - 1, l] (see, for instance, [5, p.1941). This proves that all conditions of Corollary 2.3 hold. 
In particular, Corollary 2.3 shows that the technical condition (b) of [12, p.691 can be omitted 
for all results in [12] which concern polynomial hypergroups. As a consequence, this condition 
may be also dropped in [13] where laws of the iterated logarithm for random walks on 
polynomial hypergroups are studied. 
Lists of examples of orthogonal polynomials satisfying the conditions above may be found in 
[5,12,15]. We here only mention that Jacobi polynomials, Grinspun polynomials, q-ultraspheri- 
cal polynomials and associated Legendre polynomials appear as examples whenever the 
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associated parameters fulfil certain restrictions. General conditions on the coefficients a,, b,, 
c, which ensure that the linearization coefficients g(m, 12, k) are nonnegative may be found in 
&VI. 
It is natural to ask whether the bounds given in Section 2 can be improved. 
If we take Jacobi polynomials Pn(@) normalized by P,‘@‘(l) = 1, o, p > - k, then [7, 
Theorem 8.21.121 shows that 
) p;‘y>m (cos 0) - P,(“)(cos e>( = e20(1), 
for 8n < c, c being a constant. On the other hand, using the associated coefficients a,, b,, c, 
(cf. [5, p.19511, th en C orollary 2.4 and a straightforward computation lead to 13~0(n> instead of 
020(1) for (Y 2 - $, which means that the results of Section 2 are not optimal for Jacobi 
polynomials. 
However, the following example indicates that the bounds given in Section 2 cannot be 
improved in the general case. 
3.2. Examples: Grinspun polynomials 
Fix a E R, a > 2. Define a, := (a - 1)/a, c1 := l/a, a, = c, = i for II = 2, 3,. . . , and b, = 0 
for y1 E N. The associated orthogonal polynomials are Grinspun polynomials; see, for instance, 
[3, Chapter VI, (13.10)] and [5, Section 3(g)(ii)]. It can be easily checked by induction that 
a a-2 
P,= 1, Pi(X) =x, pn = 2(” - 1) Tn + 2(a_1)T,_2, forna2, (3.1) 
where the T, are the Chebyshev polynomials of the first kind which are given by 
cos ~3. Formula (3.1) yields that 
) P,(cos 0) - T,(cos 0)) = 2; 
a 
-_21j \T,(cos 0) - Tn_2(cos @)I = f3’O(n), 
where O(n) cannot be replaced by a smaller term for a > 2. Since the Grinspun polynomials 
T,kos 0) = 
generate a polynomial hypergroup (see [51), we may apply Corollary 2.3, which leads to the 
same result. 
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