This research blends 2 traditions of theorizing on the causes of crime, one focused on the role of individual differences and the other focused on structural and contextual variables. Two related studies examined the relations among impulsivity, neighborhood context, and juvenile offending. The first, cross-sectional study uses a large sample of 13-year-old inner-city boys, whereas the second, longitudinal study offers a conceptual replication using 17-year-old inner-city boys who are a subset of the original sample. Across both studies, results indicate that the effects of impulsivity on juvenile offending are stronger in poorer neighborhoods. Furthermore, nonimpulsive boys in poor neighborhoods were at no greater risk for delinquency than nonimpulsive boys in better-off neighborhoods.
because characteristics of individuals tend to covary with characteristics of the communities where they live, Farrington (1993) has provocatively suggested that no individual or neighborhood influences on offending have been demonstrated conclusively.
The rather small amount of literature that has considered the individuals and neighborhoods simultaneously has been concerned primarily with documenting that community-level effects can be observed even after controlling for differences in individual characteristics. At the aggregate level of analysis, previous work has tried to demonstrate that area differences in crime rates result from the characteristics of communities rather than the characteristics of individuals selectively aggregated into communities (Gordon, 1976; Mayer & Jencks, 1989; Wikstrom, 1991) . For example, Sampson et al. (1997) examined "collective efficacy" as a mediator of the relation between structural community characteristics (e.g., residential instability) and community-level violence after controlling for the aggregated characteristics of individuals in the communities. Similarly, at the individual level of analysis, studies of neighborhood influences on child and adolescent development have been concerned with demonstrating that area conditions are related to between-individuals differences in adjustment and problem behavior, even after controlling for other individual-level risk factors. For example, Chase-Lansdale and Gordon (1996) used data from the National Longitudinal Survey of Youth to examine whether or not neighborhood characteristics were related to children's cognitive development after controlling for several familylevel predictors (see also Brooks-Gunn, Duncan, Klebanov, & Sealand, 1993) . Brewster (1994) examined the relations between neighborhood variables and the timing of sexual intercourse among young women after controlling for individual-level variables such as mother's education, religious affiliation, and family intactness. Kupersmidt, Griesler, DeRosier, Patterson, and Davis (1995) examined the relation between neighborhood characteristics and aggression in a sample of second through fifth graders after controlling for family-level characteristics. Finally, in four studies, researchers examined the relation between neighborhood context and offending and found that, at the individual level of analysis, neighborhood characteristics are significantly but weakly correlated with juvenile delinquency (Elliott et al., 1996 ; D. C. Gottfredson, McNeil, & Gottfredson, 1991; Lizotte, Thornberry, Krohn, Chard-Wierschem, & McDowall, 1994; Peeples & Loeber, 1994; Simcha-Fagan & Schwartz, 1986) .
Although the above studies are important, they neglect the critical question of how the relation between individual characteristics and offending might differ as a function of community variations. An interactional perspective on human development (Bronfenbrenner, 1977; Lewin, 1939; Magnusson, 1988) suggests that the importance of an individual difference variable may depend on the context in which it is embedded. For example, Caspi, Lynam, Moffitt, and Silva (1993) found that early pubertal development influenced girls' (ages 13-15) offending, but only if they attended a mixed-sex rather than a single-sex school.
In the present article, we examined multiple predictions drawn from several sources regarding Person x Neighborhood interactions by examining the conjoint influences of an important individual difference variable-impulsivity-and neighborhood context on juvenile offending. We report two studies from the same data set. Study 1 examines the cross-sectional effects of censusassessed neighborhood conditions and impulsivity on crime in a large sample of inner-city boys when they were 13 years old. Study 2, which is longitudinal, offers a conceptual replication of the effects of self-reported neighborhood conditions and prospeclively measured impulsivity on crime among 17-year-old innercity boys; these boys are a subsample of those used in Study 1.
The first prediction derives from the sociopsychological distinction between "weak" versus "strong" situations (Mischel, 1977) . Weak situations refer to relatively ambiguous social settings that fail to provide individuals with explicit behavioral norms and scripts. Individual differences are expected to shape people's behavior in weak situations because no particular response is dictated by the circumstances. In contrast, strong situations are expected to eliminate the influence of person variables because there is such strong pressure for everyone to behave in a uniform way (e.g., stop at a red stoplight). Many commentators speak of poor neighborhoods as strong situations that pressure individuals to commit crime. Anderson (1990) described the "lure of the street culture" to which many youth are lost. Shakur (1993) , writing about his own deep involvement with gangs and violent crime, offered that "to be in a gang in South Central Los Angeles... is the equivalent of growing up in Grosse Pointe, Michigan, and going to college: everyone does it" (p. 138). If "criminogenic 1 ' neighborhoods can be considered strong environments, person variables are expected to make little contribution to offending in these contexts but to make strong contributions in the better-off neighborhoods, which are unlikely to exert strong pressure for antisocial behavior. This prediction is consistent with theorizing by Raine (1988) , who has argued that the influence of biological variables is more likely "to be uncovered in those situations (high social classes, intact home backgrounds) where the social push towards antisocial conduct is minimized" (p. 234), and with work by Wootton, Frick, Shelton, and Silverthorn (1997) , who found that callous-unemotional traits related more strongly to conduct problems in families with good parenting practices than in families with poor parenting practices (see also Lykken, 1995) .
Alternative conceptions suggest that person-level factors, such as impulsivity, modify children's vulnerability to risky environments. On the one hand, an individual-level factor might protect vulnerable children from environmental risk. For example, at least two longitudinal studies have found that high IQ is a protective factor against criminality among young men and boys at high risk for crime (Kandel, Mednick, Kirkegaard-Sorenson, Hutchings, Knop, Rosenberg, & Schulsinger, 1988; White, Moffitt, & Silva, 1989) . On the other hand, an individual-level factor might heighten a child's susceptibility to the risky environment. In its most extreme form, this possibility suggests that only children with certain attributes in particular contexts will be at risk for offending. For example, several adoption studies have shown that children at risk for crime (by virtue of having a criminal biological parent) are more likely to develop conduct disturbances and to commit crime if they are reared in a criminogenic environment (Bohman, 1996; Cadoret, Yates, Troughton, Woodworm, & Stewart, 1995; Mednick, Gabrielli, & Hutchings, 1984) . To the extent that individuallevel factors modify children's vulnerability to risky environments, one would expect to observe interaction effects in which person characteristics such as impulsivity would be more strongly related to offending in criminogenic neighborhoods. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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The two accounts reviewed above articulate several hypotheses, all of which predict a statistically significant interaction between neighborhood and impulsivity on delinquency. The nature of the interaction, however, is different in each account. On the one hand, based on the poor-neighborhoods-as-strong-situations account, impulsivity should have little effect in poor neighborhoods but a large effect in well-off neighborhoods. On the other hand, based on the vulnerability hypothesis, impulsivity should have a larger effect in the poor neighborhoods than in the better-off neighborhoods. In the present study we used data from the Pittsburgh Youth Study to test the significance and explore the nature of the interaction between impulsivity and neighborhood to examine which of the possible alternative accounts is most consistent with the data. with a mean of 33.
Participants were reassessed with a variety of measures at 6-month intervals through age 13 years, although we only used data from the age-13 assessment. During the summer months of 1990, when the boys were between 12 and 13 years old, we invited them to come to the university, along with a primary caregiver, for a testing session that involved the administration of a large battery of measures to assess impulsivity. A total of 430 boys (15% attrition) participated in the 1990 testing session, which is more fully described in previous articles from our work group (e.g., Lynam, 1997 Lynam, , 1998 Lynam et al., 1993; White et al., 1994) . Attrition for this assessment was slightly higher than for other PYS assessments because participants were required to travel to the laboratory to be tested under standardized conditions. To examine the effects of attrition, we compared the 430 boys who participated in the summer substudy with boys who did not participate on a number of variables. Importantly, the boys who participated in the substudy, and those who did not, did not differ significantly on seriousness of delinquent involvement at the initial assessment,
( (506) 
Measures
We now describe measures of impulsivity, delinquency, neighborhood context, and three control variables assessed when the study members were between 12 and 13 years old.
Impulsivity,
During the summer months of 1990, we assessed participants with a multimethod, multisource battery of impulsivity measures. These measures included self-, parent, and teacher reports, observer ratings, and a variety of performance measures (measurement details are provided in White el al., 1994) . Briefly, the 11 measures of impulsivity were as follows; A time perception task (Barratt & Patton, 1983; Seigman, 1961) ; the Stroop Color and Word Association Test (Dodrill, 1978; Stroop, 1935) ; the Trail Making Test (Forms A and B) (Lezak, 1983) ; the CircleTracing Task (Bachorowski & Newman, 1985) ; a computerized delay of gratification task (Krueger, Caspi, Moffiti, White, & Stouthamer-Loeber, 1996 ); a computerized card-playing task (Newman, Patterson, & Kosson, 1987) ; ego undercontroi, as measured by the California Child Q-set completed by caregivers (Caspi et al., 1992) ; the self-report Eysenck Impulsiveness Scale (Eysenck, Easting, & Pearson, 1984) ; teacher-rated impulsivity based on six items from the Teacher Report Form (Achenbach, 1991) ; and observational ratings of restlessness and impatience made from videotapes by observers who were unaware of the boys' performance and status (Lynam, Moffitt, White, & Caspi, 1994) . Although White et al. (1994) identified two underlying factors within these 11 impulsivity variables-Behavioral Impulsivity and Cognitive Impulsivity-the two factors were highly correlated (r ~ .53). For the major analyses in the present study, we standardized all 11 measures and combined them into a single impulsivity composite. This linear composite was quite reliable (0.92; for estimation of the reliability of a linear composite, see Nunnally, 1978, pp. 246-254) .
Delinquency. The delinquency assessment was conducted at the boys' homes rather than in the laboratory. At the age-13 assessment, boys completed the Self-Report Delinquency Instrument used in the National Youth Survey (Elliott. Huizinga, & Ageton. 1985) . The instrument inquires about each boy's delinquency during the previous 6 months. The items assess both less serious (e.g., skipping school, and stealing something worth less than $5.00) and more serious forms of delinquency (e.g., breaking and entering, and robbery). Self-report measures of delinquency have been shown to have strong psychometric properties (for a review, see 1 To make sure that the results were not due to the oversampling of high-risk participants, we reconstituted a representative sample from the PYS high-risk design by adjusting the weighting of cases and re-ran the analyses. There were no changes in the results using the weighted sample.
This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Hirschi, Hindelang, & Weiss, 1980) . Test-retest reliabilities for periods between 2 weeks and 6 months ranged from .75 to .98, internal consistency estimates ranged between .65 and .92, and criterion correlations between self-report and police or parent data hovered near .50 (Elliott et at., 1985) .
Because of the current specialized interest in subtypes of offending, we constructed five delinquency variety scales; each scale consists of the number of different acts that a boy committed during the 6-month reporting period. The five scales are status offenses (8 items, including running away and truancy; range = 0-7, M = 0.46), vice (4 items, including drunk in a public place and selling drugs; range = 0-2, M = 0.02), theft (15 items, including shoplifting and joyriding; range = 0-7, M = 0.50), violence (8 items, including attacking someone with a weapon and rape; range = 0-4, M = 0.40), and the total number of acts committed (all 35 items; range = 0-17, M -1.38). We included the total variety of offending because the various subtype scales were significantly correlated with each other; correlations ranged from .10 (between violent and vice offenses) to .54 (for status with theft offenses and status with violent offenses) with a mean of .34.
Census-defined neighborhood context. Pittsburgh has traditionally been divided into 9U different neighborhoods, and the PYS maintained those divisions in developing a measure from census data. Wikstrom and Loeber (in press) factor analyzed nine 1990 census variables and found a robust three-factor structure. The largest factor (Socioeconomic Status/ Poverty) accounted for 58% of the variation and included six variables (factor loadings were similar across variables): percentage of families below the poverty line, percentage of men over 18 that are unemployed, median household income, percentage of families with children headed by a single parent, percentage of households on public assistance, and the percentage of African Americans in the census tract. The neighborhoods were then ranked by their values on the census-SES factor score and divided into three classes; Those in the highest 25% of the census-SES (low poverty) factor score distribution, those in the middle 50% of the distribution, and those in the bottom 25% (high poverty). The third group was further subdivided by Wikstrom and Loeber (in press) into high poverty neighborhoods with concentrations of public assistance housing versus other high poverty areas, on the grounds that the public housing in Pittsburgh in 1990 afforded extreme density and homogeneity of criminogenic influences. In sum, the census-SES scores ranged from 1 (low poverty/high SES) to 4 (high poverty and public housing areas}. Of the boys for whom we have data from the 1990 summer substudy, 14.1% were in the highest SES neighborhoods, 52.0% in the middle SES neighborhoods, 20.2% in the high poverty neighborhoods, and 13.7% in the high poverty/public housing neighborhoods. Not surprisingly, census SES was not independent of race, /(3, N -411) -136.33, p < .001; family SES, •(3,405) = 13 J 0, p <.001; or family status, ^(3, ,V = 411}= 33.83, p< .001. In the highest SES category', 88% of the youth were White, 73% were from two-parent homes, and the mean family Hollingshead SES score was 40.81. In contrast, in the high poverty plus public housing category, none of the youth were White, 29% lived in two-parent families, and the average family SES was 28.91. Control variables. Information on a boy's race (0 for White, and I for non-White), family status (scored 0 and 1 for one-and two-parent households, respectively), and family SES was collected. The SES of the boy's caretakers was assessed using Hollingshead's two-factor index, which takes into account both the caretaker's occupation and his or her education. If a boy had both a male and a female parent or caretaker, the scores were averaged; if he had only one caretaker, that score was used. To maintain consistency with census SES, we reverse scored family SES so that higher scores indicated lower SES.
Results
To examine the effects of impulsivity and census SES on delinquency, we began by computing correlations between the study variables and then moved to a multivariate analysis. Table 1 provides the correlations between offending, impulsivity, census SES and the control variables. As can be seen in the table, impulsivity was significantly and positively related to all types of offending at age 13 except for vice and drug offenses-the scale with the fewest items and the least variability. The correlation between census SES and antisocial behavior was relatively weak.
Census SES was significantly related to the total variety of offending and the variety of violent offending at age 13; boys in worse neighborhoods tended to commit a greater variety of offenses. The control variables were also significantly related to both impulsivity and census SES, underscoring the need to include these variables in our analyses. Non-White youth from poor, single-parent families were the most impulsive and lived in the worst neighborhoods.
Finally, census SES was weakly but significantly related to impulsivity (r -.20, p < .01), indicating that more impulsive youth tended to live in poorer neighborhoods.
Testing Models of Person X Neighborhood Interactions
We conducted five regressions (one for each measure of delinquency) to examine the relations among impulsivity, census SES, race, family status, family SES, and the five measures of delinquency. Although 430 boys were assessed in the summer substudy, not all of these boys had complete data: 425 had delinquency and family SES data, 394 had complete data on all 11 of the impulsivity measures, 414 had census SES scores, and 427 had information on race and family status. To minimize the loss of participants in each analysis and the accompanying loss of power, every participant with delinquency data (n = 425) was included in the analyses and variables indicating the presence or absence of valid data for each predictor variable were added to the regression equation (see Cohen & Cohen, 1983, pp. 284-289) . This approach replaces missing data with an arbitrary constant, creating a variable that indicates whether the participant was present or missing on a particular predictor variable. This allowed us to (a) examine whether or not data were observed at random and test the statistical significance of missing data, (b) avoid the risk of nonrepresentativeness in dropping participants from the analysis if observations This document is copyrighted by the American Psychological Association or one of its allied publishers.
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were nonrandom, and (c) avoid the loss of statistical power. For each hierarchical regression analysis (one for each of the delinquency variables), we entered 10 variables on Step 1: impulsivity, census SES, 2 race, family status, family SES, and five variables representing the missing-data indicators (one for each predictor variable). On
Step 2, we entered a multiplicative term to assess the interaction of impulsivity and census SES.
Results are presented in Table 2 ; because none of the missingdata indicators were significant predictors of offending, their effects are not shown. As can be seen in the table, impulsivity made significant unique contributions at Step 1 for four of the five delinquency measures. Impulsive boys reported engaging in more types of crime than boys who were not impulsive. The relations between impulsivity and offending (controlling for census SES, race, family status, and family SES) were moderate, with standardized coefficients ranging from .18 for violent offenses to .30 for status offenses. In addition, census SES had a main effect only on violent crime 3 ; after controlling for impulsivity and the control variables, we found that boys in more impoverished neighborhoods engaged in more types of violent crime. The only control variable to make a unique contribution was race, and this was true only for status offenses; after controlling for impulsivity, census SES, family status, and family SES, we found that White youth were more likely to commit status offenses than non-White youth. Most important, however, as shown in Table 2 , three of the four significant main effects of impulsivity were qualified by significant interactions. 4 To understand the nature of these interactions, see Figure 1 . which presents the observed and predicted delinquency values evaluated at each of the four levels of census SES and at high and low values for impulsivity (Aiken & West, 1991; Cohen & Cohen, 1983) . The interactions were all of the same form, Simple slope analyses (Aiken & West, 1991) revealed that the effect of impulsivity was nonsignificant in the highest SES neighborhoods, all rs(413) < I. ns, and very large in ihe most impoverished neighborhoods, all rs(413) > 4.40, p < .001. Further, census SES was significantly related to delinquency only among impulsive youth: all rs(413) < 1.0 at low levels of impulsivity and >2.60 at high levels of impulsivity, ps < .01. Thus, the relations between impulsivity and antisocial behavior were potentiated in poorer neighborhoods.
Total Variety by Census SES and Impulsivity
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Hierarchical Linear Modeling Analysis
We used ordinary least squares (OLS) regression in the above analyses to examine the relations among census SES, impulsivity, and offending. However, an alternative approach would have been to use a two-level hierarchical linear mode! (HLM; Bryk & Raudenbush, 1992) and to nest individual respondents within their respective neighborhoods. We reestimated the analysis of total offending, using HLM to demonstrate that our results were robust across statistical methods. To ensure an adequate number of respondents (Level 1 units) per neighborhood (Level 2 units), neighborhoods with fewer than 5 respondents were collapsed by level of census SES.
b HLM allowed for no missing data at Level 2 (neighborhoods), and any missing data at Level 1 was deleted by using Hstwise procedures; this yielded a final sample of 389 participants located within 42 neighborhoods.
Step I in the analyses tested whether the relations between each Level 1 predictor (impulsivity, family status, race, and family SES) and total offending varied across neighborhoods. An unconditional random effects model revealed that only the relation between total offending and impulsivity was significantly different across neighborhoods, ^2(4I, AT = 389) = 61.98; p < .05. In Step 2, census SES was included as a Level 2 predictor to explain how the neighborhood effects moderate the relation between individual-level impulsivity and total offending, controlling for the individual-level covariates of family status, race, and family SES. The model was constructed such dial the Level 2 effect of neighborhood SES was modeled on the Level I slope of impulsivity while holding constant the random errors for Ihe slopes of the individual Level I control variables. We found that the Level 1 covariates were not significant predictors of total offending (all rs < 1.0), whereas the main effect of impulsivity was positively and significantly related to total offending (B 4 The results hold even if all of the two way interactions (e.g., between impulsivity and the control variables) are included in the anaSys.es. Addi tionally, the three-way interaction between race, impulstvity, and neighborhood is not significant in these more complete regressions, suggesting that the interaction between neighborhood and impulsivity is the same for White and non-White youth.
5 Analyses were also run separately for the two elements of impulsivitycognitive and behavioral impulsivity. Results were quite similar to those obtained using the total score; the patterns were the same, although differences emerged in the relative strengths of the two types of impuisivity as predictors. On the one hand, compared with cognitive impulsivity, behavioral impulsivity tended to be more strongly related to offending at the first step of the analyses. On the other hand, compared with behavioral impulsivity, the interactions involving cognitive impulsivity were more robust. For cognitive impnlsivity, the interactions were significant for total, theft, and violent offenses, whereas for behavioral impulsivity, only the interaction for violent offenses reached conventional levels of significance. 6 The clustering in neighborhoods was not great in the present sample. Of the 73 different neighborhoods into which boys were clustered, only 21 had 10 or more boys in them. This document is copyrighted by the American Psychological Association or one of its allied publishers.
= .27, t = 4.26, p < .001). Further, this relation was a function of census SES (theta = .08, r = 2.36, p < .05). As in the OLS regression, the nature of the interaction was such that the effects of impulsivity were significantly weaker for higher SES neighborhoods. Thus, the finding lhat the effect of impulsivity is stronger in poorer neighborhoods is robust across statistical methods.
Study 2
Because of the novelty of our findings and the notorious difficulty in replicating interactions, we conducted a prospective, conceptual replication and extension of Study 1. Specifically, we reassessed a subsample of 80 of the Pittsburgh boys during the summer of 1994 when they were 16 to 17 years old. These 80 boys were selected on me basis of their scores on the impulsivity composite obtained from the 1990 summer substudy; boys in the top and bottom 30% of this composite were designated as impulsive and nonimpulsive, respectively. Forty boys were randomly selected from each of these groups and enrolled in the study; all 80 boys selected for follow-up were successfully traced and assessed. Because we could afford to assess only a relatively small sample, we decided to focus on one race/ethnic group; we chose African American boys because there was less variability in the neighborhoods of Caucasian boys. Although it must be acknowledged that Study 2 is not strictly independent of Study 1, the differences between studies in developmental periods (i.e., early vs. late adolescence), assessment of neighborhood context (i.e.. self-report vs. census data), and temporal relations between variables (i.e., prospective vs. concurrent), as well as statistical considerations lhat make interactions difficult to detect (Aikcn & West, 1991; McClelland & Judd, 1993) , should allow the results of Study 2 to bear on our confidence in the initial findings.
Method
We now describe measures of delinquency and neighborhood context, assessed when the study members were between 16 and 17 years old. The measure of impulsivity was a dichotomous variable indicating whether a boy came from the top or bottom 30% of the 1990 impulsivity composite.
Delinquency
Using areporting period of the past 12 months, boys completed the same Self-Report Delinquency Instrument used in the age-13 assessment. As at the age-13 assessment, we constructed five delinquency variety scales: status offenses (range = 0-6. M = 1. 
Self-Reported Neighborhood Quality
During the age-17 follow-up, we asked boys to evaluate 17 conditions in their neighborhoods. The 12 boys who were interviewed while in institutions were instructed to rate their home neighborhoods. The 17 conditions referred to both criminal activities (e.g., assaults and muggings, delinquent gangs, and drug use and drug dealing in the open) and noncriminal activities (e.g., unemployment, and run down, poorly kept buildings mid yards, and abandoned houses). Participants responded on a 3-point scale ranging from I (not a problem) to 3 (a big problem). All 17 responses were summed to provide an index of neighborhood quality such that higher scores indicated worse conditions; the generalizability coefficient for the index was quite high (a = .89).
Results
As the initial step toward replicating our previous results, we computed correlations between measures of impulsivity, selfreported neighborhood quality, and delinquency at age 17. These bivariate analyses were then followed with multivariate analyses. Table 3 provides the correlations between offending, impulsivity group, and self-reported neighborhood quality. As can be seen in the table, impulsivity at age 13 significantly and positively predicted all types of offending at age 17. Self-reported neighborhood quality was significantly related to the total variety, variety of status offenses, and the variety of violent offenses at age 17; boys living in worse neighborhoods committed a greater variety of offenses. Self-reported neighborhood quality was not significantly related to impulsivity (point biserial r = -0.14).
Testing Models of Person X Neighborhood Interactions
As before, we conducted five regressions to examine the relations among impulsivity, self-reported neighborhood quality, and offending (five measures). Because only 75 of the 80 participants had data on neighborhood quality, we again included all participants in the analyses along with a variable indicating the presence or absence of neighborhood data. For each hierarchical regression analysis, we first entered the variables of offending in 1990, impulsivity group, self-reported neighborhood quality, and the missing-data indicator, followed by a multiplicative term representing the interaction between impulsivity group and neighborhood quality. For the three offending measures for which there were significant interactions between impulsivity and neighborhood in Study 1 (total variety, variety of theft offenses, and variety of violent offenses), we undertook simple slope analyses to provide more powerful and direct tests of the replication.
The results for the five regressions using self-reports of neighborhood quality are presented in Table 4 . At Step 1, impulsivity group was a significant longitudinal predictor of all five offending measures even after controlling for previous levels of offending; boys who were impulsive at age 13 reported engaging in more Note. Sample sizes were 80 for the correlations involving impulsivity and 75 for those involving self-ratings. a The impulsivity variable is a dichotomous variable indicating whether a boy was in the top or bottom 30% of the impulsivity composite ut age 13. * p < .05. **/7 < .01. ***p < .001. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (Aiken & West, 1991) were used to more directly and more powerfully examine the effects of impulsivity on total variety, variety of theft offenses, and variety of violent offenses across different neighborhoods. Fkst, the effect of impulsivity group was examined at one standard deviation above and below the mean for self-reported neighborhood quality. Results were the same for aU three offending measures; the effect of impulsivity was nonsignificant in the better neighborhoods, all is(73) < 1.29, n.v, and very large in the worst neighborhoods (fs > 2.60 for total variety and variety of violent offenses, ps < .01; t = 1.70 for variety of theft offenses, p < .09). Further, self-reports of neighborhood quality were significantly related to total variety and variety of violent offenses only among impulsive youth: both rs(73) < 1.2 at low levels of impulsivity and >2.5 at high levels of impulsivity, ps < .05. Again, the effects of impulsivity on antisocial behavior were potentiated in worse neighborhoods. Figure 2 presents the observed and predicted delinquency values evaluated at one standard deviation above and below the mean for neighborhood quality and at both levels of impulsivity.
General Discussion
In two studies, we examined the relations among impulsivity, neighborhood context, and juvenile offending. We found that context and impulsivity group on three measures of offending at age 17.
Bars represent observed means, and lines represent predicted values. Im pulsivity is a dichotomous indicator. Self-reported neighborhood context is evaluated at one standard deviation above and below the mean.
conditions produce different effects on different types of adolescents. Three conclusions seem warranted. First, the results underscore the important role of impulsivity in juvenile offending . With only one exception (i.e., vice and drug offenses at age 13), impulsivity was related to offending both concurrently (in early adolescence) and prospectiveSy (in late adolescence). Second, the direct effects of neighborhood context, as measured by census-level data, on juvenile offending were relatively weak. These findings are consistent with previous research that has examined neighborhood effects on individual-level adolescent offending (D. C. Gottfredson, McNeil, & Gottfredson, 1991; Simcha-Fagan & Schwartz, 1986) . Although neighborhood effects appeared stronger when self-reports of neighborhood quality rather than census SES were used, it is possible that the effects for self-reports were somewhat inflated through contamination of (he reports by the respondent's own offending (M. Gottfredson & Hirschi 1990) . That is, some of the neighborhood quality items reference criminal activities; boys who are actively engaged in such activities are likely to report them as occurring in their neighborhoods, which will increase the relation between boys' reports of neighborhood conditions and their reports of offending. Third, the findings in this article provide, to our knowledge, the first evidence that neighborhood context is an important moderator of the relation between impulsivity and juvenile offending. This was true when we examined census-defined neighborhood conditions when the research participants were 13 years old and when we examined self-reported neighborhood conditions when the research participants were 17 years old. Such a conceptual replication across different developmental periods and methods of measurement strengthens confidence in our findings (Hendrick, 1990; Robins, 1978) . The interactions occurred for the same three offense classes at each age (total variety, variety of theft offenses, and variety of violent offenses) and were of the same form in each case: the effect of impulsivity on offending was potentiated in poorer neighborhoods. Far from being less important in disadvantaged neighborhoods, impulsivity was more important in these neighborhoods than in better-off neighborhoods. Thus, poor neighborhoods do not sound an irresistible siren call to crime and deviance, as many commentators have suggested (Anderson, 1990; Kotlowitz, 1991; Shakur, 1993) . That is, poor neighborhoods do not seem to constitute strong situations, rather, it seems die well-off neighborhoods come closest to being strong situations.
Why are the effects of impulsivity potentiated in poorer neighborhoods? Part of the answer may be that socioeconomically disadvantaged neighborhoods are characterized by lower levels of informal social control (Sampson & Groves, 1989; Sampson et al., 1997) . In fact, previous research has shown that the associations between concentrated disadvantage and violence in communities is largely mediated by the levels of informal social control in these communities (Sampson et al., 1997) . Examples of informal social controls include the monitoring of play groups or teen gatherings, a willingness to intervene to prevent acts such as truancy and loitering, and the confrontation of persons who are exploiting or disturbing public space (Sampson et al., 1997, p. 918) . Lower levels of such controls may make impulsivity more important in one of two ways. First, a paucity of informal social controls may increase the opportunities for crime, where opportunity is defined as the coming together in time and space of a potential perpetrator with a potential victim in the absence of public guardians (Cohen & Felson, 1979) . Second, informal social controls are external controls and may be especially missed by youth who have fewer internal controls (Henry, Caspi, Moffitt, & Silva, 1996) .
There are several limitations to the present study. First, we have observed, yet not explained, the moderating effect of neighborhood conditions on crime. Although we have observed such an effect, we do not know the mechanisms by which the effect is achieved. Future research will need to test which specific aspects of the neighborhood moderate the influence of impulsivity on adolescent offending. Moreover, different aspects of a neighborhood may be important for different developmental outcomes (Leventhal & Brooks-Gunn, 2000) . Insufficient levels of informal social controls may be important for crimes to flourish but may bear no relation to the development of other outcomes. Second, because the PYS was designed to study the causes and correlates of severe offending, it enrolled only male participants to maximize the number of offenders. At this point we do not know if the same effects will hold for young women and girls. Third, the moderating influence of neighborhood may be specific to adolescent offending. A developmental perspective suggests that the causes of antisocial behavior may be different at different points in the life course. For example, Moffitt (1993a) has suggested that antisocial behavior that emerges for the first time in adolescence may be due more to social influences (e.g., delinquent peers) than to individual differences that characterize earlier emerging antisocial behavior. Fourth, although the two studies differed in important ways (e.g., developmental period, measurement of neighborhood, and concurrent vs. prospective relations among measures) and should increase confidence in the robustness of our findings, we must acknowledge that Study 2 was not entirely independent of Study 1.
Despite these limitations, we believe that the present results have important implications for theory, research, and policy. They serve to remind us that accounts of antisocial behavior that rely on either trait or situational explanations alone are incomplete. Although this sounds homiletic, there are surprisingly few welldocumented cases of Person X Environment interactions in the field of personality development. An important exception, however, occurs in the area of antisocial behavior, in which studies have shown that the effects of person characteristics are potentiated in certain ecological conditions (e.g., Caspi et al., 1993) . A similar conclusion is emerging from behavioral-genetic studies of aggression and crime; in this area, several studies have shown that a genetic liability to crime is potentiated in criminogenic home environments (e.g., Cadoret et al., 1995) . In the present study we showed that the relation between person characteristics and juvenile delinquency varies as a function of neighborhood variations.
If neighborhood variations are as important as the present results suggest, psychologists will need to devote more attention to measuring these developmental contexts. Personality psychologists have developed comprehensive structural models and measurement systems to summarize the many important dimensions of psychological differences between people (Caspi, 1997) . However, less attention has been devoted to understanding and measuring the basic elements of contexts. Admittedly, this is a daunting task, made all the more difficult in the case of neighborhoods because the concept itself is vague-a collection of people and institutions occupying a subsection of a larger community (Sampson et al., 1997) . As a first step, however, in future studies of neighborhood conditions, researchers should seek to develop and use multimethod and multisource measures of neighborhood conditions to facilitate a better understanding of how children's environments influence their development.
Finally, we believe this research has implications for the prevention of crime. These results and several theoretical analyses suggest that crime is an impulsive act committed by an impulsive individual. Given this, deterrence models that operate solely by increasing the perceived costs of crime may be unlikely to be effective. Additionally, these results suggest that not all residents in poor neighborhoods are at equal risk for offending; rather, it was the impulsive children from these neighborhoods who were at greatest risk for becoming serious juvenile offenders. This suggests that prevention can be selective and geared toward improving the early development of children at risk.
