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Abstract
We define a geometric quantity for reversible Markov chains and use it to prove lower and
upper bounds for the smallest eigenvalue of such chains. Known bounds are discussed and
compared with the new ones.
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1. Introduction
Let  = {1, 2, . . . , N} be a discrete state space and consider a time-homoge-
neous Markov chain {X(k)} on  with an N × N transition probability matrix P =
(P (x, y)), where
P(x, y) = Prob(X((k + 1) = y|X(k) = x))
for any pair of states x, y ∈  and time k  0. Let v(k) = (vx(k)) be the 1 × N
distribution vector describing the chain at time k such that vx(k) = Prob(X(k) = x)
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for all states x ∈ . Clearly, vx(k + 1) = vx(k)P . Let P be irreducible and reversible
relative to probability distribution π , that is,
π(x)P (x, y) = π(y)P (y, x) for all x, y ∈ .
Equivalently, the operator P given by
[Pφ](x) =
∑
y∈
P(x, y)φ(y), x ∈ ,
is a self-adjoint contraction on L2(π). Then an aperiodic reversible Markov chain P
converges to an equilibrium distribution vector π . The eigenvalues of P are real and
are denoted by
1 = λ0(P ) > λ1(P )  · · ·  λN−1(P )  −1.
For simplicity, we shall write λmin(P ) rather than λN−1(P ). It is well known that the
chain is aperiodic if and only if λmin(P ) > −1. If the Markov chains are aperiodic,
reversible and time-homogeneous, then the error at time k can be bounded (see [5]
or [11]) by
‖v(k) − π‖  π−1/2min λk∗(P ),
where λ∗(P ) = max{λ1(P ), |λN−1(P )|}, ‖v‖ =∑x∈ |v(x)| is the conventional 1-
norm and πmin = min{π(x), x ∈ }. Let τ = −1log λ∗(P ) be the time constant of the
Markov chain converging to its equilibrium distribution. Hence for any 0 < δ < 1,
we have the error ‖v(k) − π‖  δ for all times k  −(log δ + 12 log πmin)τ .
Therefore the rate at which the Markov chain achieves equilibrium is determined
by the time constant τ , which in turn depends on the spectral gap 1 − λ∗(P ) of the
chain.
For more information on rapid mixing, the reader is referred to [10,11]. For graph
theory, the reader is referred to [2]. Often the eigenvalue λmin(P ) is not considered
and only λ1(P ) is studied. Alon [1] established the relations between eigenvalues
and expander graphs; Diaconis and Stroock [5] developed the bounds for λ1(P ) and
λ∗(P ); Desai and Rao [3,4], and Ingrassia [8,9] investigated the bounds for λ1(P )
and λ∗(P ). Further, Fulman and Wilmer [6] compared Poincare’s and Cheeger’s
bounds for λ1(P ). Hanlon [7] gave some Metropolis chains which could be explicitly
diagonalized and for which λ∗(P ) is equal to λ1(P ) in some cases and equal to
|λmin(P )| in others.
In this paper, we develop bounds for λmin(P ). These bounds depend on a geo-
metric quantity associated with the underlying graph G() of a Markov chain. In
Section 2, we introduce some notations and give some preliminary results. In Section
3, bounds for λmin(P ) are proved. In Section 4, we compare some known bounds for
λmin(P ) with ours.
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2. Preliminary
There are technical advantages in considering the matrix K = I + P instead of
P . Clearly, the spectrum of K consists of the numbers µi(K) = 1 + λi(P ) for 0 
i  N − 1. For simplicity, we write µmin(K) instead of µN−1(K). The next notion is
an undirected graph associated with an aperiodic and reversible Markov chain whose
transition matrix is P . That is, an undirected graph G = (V ,E(G)) (may be with
loops), whose vertex set is V =  and (x, y) is an edge in G. In other words, (x, y) ∈
E(G) if and only if P(x, y) > 0, since P(x, y) > 0 if and only if P(y, x) > 0. For
any subset S ⊆ V , denote by E(S) the set of edges with both ends in S. The induced
subgraph G[S] on S is G[S] = (S,E[S]). The geometric quantity that appears in our
estimate is
ξ = min
∑
(x,y)∈E[S1] π(x)P (x, y) +
∑
(x,y)∈E[S2] π(x)P (x, y) +
∑
x∈S,y∈\S π(x)P (x, y)∑
x∈S π(x)
,
where the minimum is taken over all nonempty sets S ⊆  with S being the union
of two disjoint subsets S1 and S2. This quantity is a measure of the distance of a
reversible Markov chain from a periodic chain. If want to get a periodic Markov sub-
chain on the subset S of , we have to remove at least quantity ξ
∑
x∈S π(x) from
. In fact, we have the following result.
Theorem 2.1. Let P be the transition matrix associated with an irreducible and
reversible Markov chain X and let K = I + P. Then the following statements are
equivalent: (i) K is singular, (ii) ξ = 0, (iii) X is a periodic chain.
Proof. Since X is an irreducible Markov chain, it follows from the definition of ξ
that ξ = 0 if and only if X is periodic.
If K is singular, then µmin(I + P) = 0, since all the eigenvalues of I + P are
nonnegative. Let D be the diagonal matrix D = diag(π(x), x ∈ ). Then Q = DP
is irreducible, symmetric, nonnegative and
µmin(I + P) = µmin(D−1(D + Q)) = µmin(D−1/2(D + Q)D−1/2)
= min
φ /=0
φT D−1/2(D + Q)D−1/2φ
φT φ
= min
ϕ /=0
ϕT (D + Q)ϕ
ϕT Dϕ
= min
ϕ /=0
∑
(x,y)∈E(G)(ϕ(x) + ϕ(y))2Q(x, y)∑
x∈V π(x)ϕ(x)2
,
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where the fourth equality follows by setting ϕ = D−1/2φ, where G is the undi-
rected graph associated with an irreducible and reversible Markov chain X and
where Q(x, y) = Q(x, y) for x /= y and Q(x, y) = 12Q(x, y) for x = y. Hence
there exists a ϕ /= 0 with∑(x,y)∈E(G)(ϕ(x) + ϕ(y))2Q(x, y) = 0. Let S = {x ∈  :
ϕ(x) > 0} and T = {x ∈  : ϕ(x) < 0}. By the Perron–Frobenius theory, S and T
are nonempty. Then the edge set E[S ∪ T ,\(S ∪ T )] = ∅ and E[S] = E[T ] = ∅.
It follows from the definition of ξ that ξ = 0.
If ξ = 0, then there exist two disjoint subsets S1 and S2 of V with S = S1 ∪ S2 /=
∅ such that E[S1] = E[S2] = ∅ and E[S,\S] = ∅. Hence S1 and S2 are nonempty,
otherwise P is reducible, a contradiction. Let ϕ(x) = 1 for x ∈ S1; ϕ(x) = −1
for x ∈ S2 and ϕ(x) = 0 for x ∈ \S. It is easy to see that ∑(x,y)∈E(G)(ϕ(x) +
ϕ(y))2Q(x, y) = 0, which implies µmin(I + P) = 0. 
The next technical lemma will be useful in obtaining the main results of this
paper. An N × N irreducible and nonnegative matrix M = (M(x, y)) is called a
reversible matrix, if there exists an N-tuple vector D = (D(x), x ∈ ) such that
D(x)M(x, y) = D(y)M(y, x) for all x, y ∈  = {1, . . . , N}. Thus the definition for
the geometric quantity ξ and the associated graph of an irreducible and reversible
Markov chain P may be easily extended to a reversible matrix M . Let M be a revers-
ible matrix and let D = (D(x)) satisfy D(x)M(x, y) = D(y)M(y, x) for all x, y ∈
 = {1, . . . , N} and the associated undirected graph G = (V ,E). We define the fol-
lowing geometric quantity: for a nonempty subset S of V ,
h(S) = min
∑
(x,y)∈E[T ,\T ] D(x)M(x, y)∑
x∈T D(x)
,
where the minimum is taken over all nonempty subsets T of S.
Lemma 2.2. Let M be an N × N reversible matrix and D = (D(x), x ∈ ) an N-
tuple vector satisfying D(x)M(x, y) = D(y)M(y, x) for all x, y ∈  = {1, . . . , N}
and the associated graph G = (V ,E). Assume that ∑y∈M(x, y)  1 for all x ∈
. If φ is a nonnegative function on  and S = {x : φ(x) > 0} is a proper subset of
, then
∑
(x,y)∈E(G)
(φ(x) − φ(y))2D(x)M(x, y) 
(
1 −
√
1 − h(S)2
)∑
x∈
D(x)φ(x)2.
Proof. Let M(x, y) = M(x, y) for x /= y and M(x, y) = 12M(x, y) for x = y.
Define
R =
∑
(x,y)∈E(G)(φ(x) − φ(y))2D(x)M(x, y)∑
x∈D(x)φ(x)2
.
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Without loss of generality, we may assume that S = {1, . . . , t} and φ(1)  φ(2) 
· · ·  φ(t) > 0 = φ(t + 1) = · · · = φ(N) = 0. Using the Cauchy–Schwarz inequal-
ity, it is easy to see that

∑
(x,y)∈E(G)
|φ(x)2 − φ(y)2|D(x)M(x, y)


2
=


∑
(x,y)∈E(G)
D(x)M(x, y)|φ(x) − φ(y)||φ(x) + φ(y)|


2



∑
(x,y)∈E(G)
(φ(x) − φ(y))2D(x)M(x, y)


×


∑
(x,y)∈E(G)
(φ(x) + φ(y))2D(x)M(x, y)

 .
For each edge (x, y) ∈ E(G), x < y, observe that
|φ(x)2 − φ(y)2| =
y∑
i=x
(φ(i)2 − φ(i + 1)2).
Then ∑
(x,y)∈E(G)
|φ(x)2 − φ(y)2|D(x)M(x, y)
=
∑
(x,y)∈E(G),x<y
y∑
i=x
(φ(i)2 − φ(i + 1)2)D(x)M(x, y)
=
n−1∑
i=1
(φ(i)2 − φ(i + 1)2)
∑
xi, i<yN
D(x)M(x, y)
=
t∑
i=1
(φ(i)2 − φ(i + 1)2)
∑
xi, i<yN
D(x)M(x, y)

t∑
i=1
(φ(i)2 − φ(i + 1)2)h(S)
∑
xi
D(x)
= h(S)
∑
x∈S
D(x)φ(x)2
= h(S)
∑
x∈
D(x)φ(x)2.
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On the other hand, observe∑
(x,y)∈E(G)
(φ(x) + φ(y))2D(x)M(x, y)
= 2
∑
(x,y)∈E(G)
(φ(x)2 + φ(y)2)D(x)M(x, y)
−
∑
(x,y)∈E(G)
(φ(x) − φ(y))2D(x)M(x, y)
 2
∑
x∈
D(x)φ(x)2
∑
y∈
M(x, y) −
∑
(x,y)∈E(G)
(φ(x) − φ(y))2D(x)M(x, y)
 (2 − R)
∑
x∈
D(x)φ(x)2.
Hence, using the above inequalities, we have{
h(S)2
∑
x∈
D(x)φ(x)2
}2

{
(2 − R)
∑
x∈
D(x)φ(x)2
}
×
{
R
∑
x∈
D(x)φ(x)2
}
.
Therefore,
h(S)2  R(2 − R),
which yields R  1 −√1 − h(S)2. So the result holds. 
3. Main results
In this section, we establish upper and lower bounds for the smallest eigenvalue
of a reversible Markov chain P .
Theorem 3.1. Let P be a reversible Markov chain with the probability distribution
π. Then the smallest eigenvalue of P is bounded below as
λmin(P )  −1 + 4ξ.
Proof. By the definition of ξ , there exist two disjoint subsets S1 and S2 of V such
that S = S1 ∪ S2 is a nonempty subset of V and∑
(x,y)∈E[S1]
π(x)P (x, y) +
∑
(x,y)∈E[S2]
π(x)P (x, y) +
∑
x∈S, y∈\S
π(x)P (x, y)
= ξ
∑
x∈S
π(x).
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Let S1 and S2 be two disjoint subsets and let ψ(x) = 1 for any x ∈ S1, ψ(x) = −1
for any x ∈ S2 and ψ(x) = 0 for any x ∈ \S. Hence by the min–max characteriza-
tion of the eigenvalues of a symmetric matrix, the smallest eigenvalue of the matrix
K = I + P satisfies
µmin(K)
= min
φ /=0
∑
(x,y)∈E(G)(φ(x) + φ(y))2π(x)P (x, y)∑
x∈ π(x)φ(x)2

∑
(x,y)∈E(G)(ψ(x) + ψ(y))2π(x)P (x, y)∑
x∈ π(x)ψ(x)2

4
(∑
(x,y)∈E[S1] π(x)P (x, y)+
∑
(x,y)∈E[S2] π(x)P (x, y)+
∑
x∈S, y∈\S π(x)P (x, y)
)
∑
x∈S π(x)
= 4ξ,
where P(x, y) = P(x, y) for x /= y and P(x, y) = 12P(x, y) for x = y. 
Theorem 3.2. Let P be a reversible Markov chain with the probability distribution
π. Then the smallest eigenvalue of P is bounded below as
λmin(P )  −
√
1 − ξ2. (1)
Proof. By the min–max characterization of the eigenvalues of a symmetric matrix,
there exists a function ψ on  such that the smallest eigenvalue of the matrix K =
I + P satisfies
µmin(K) =
∑
(x,y)∈E(G)(ψ(x) + ψ(y))2π(x)P (x, y)∑
x∈ π(x)ψ(x)2
,
where P(x, y) = P(x, y) for x /= y and P(x, y) = 12P(x, y) for x = y. Let S ={x : ψ(x) > 0} and T = {x : ψ(x) < 0}. Since I + P is an irreducible and nonneg-
ative matrix, it follows from the Perron–Frobenius theory that S and T are not empty.
Let S′ = {x′ : x ∈ S} and T ′ = {x′ : x ∈ S} be copy of S and T , respectively. We
now construct a nonnegative matrix M = M(x, y) on the state space  ∪ S′ ∪ T ′
whose entries without zero are defined as follows. For x, y ∈ S and P(x, y) > 0, we
introduce two nonzero entries of M: M(x′, y) = P(x, y) and M(x, y′) = P(x, y).
For x, y ∈ T and P(x, y) > 0, we introduce two nonzero entries of M: M(x′, y) =
P(x, y) and M(x, y′) = P(x, y). For x ∈ S, y ∈ T , or x ∈ T , y ∈ S, or x ∈ S ∪
T , y ∈ \{S ∪ T }, or x ∈ \{S ∪ T }, y ∈ S ∪ T , or x ∈ \{S ∪ T , y ∈ \{S ∪ T }
with P(x, y) > 0, we just introduce a nonzero entry of M : M(x, y) = P(x, y).
Let D = (D(x)) be a function on ∪ S′ ∪ T ′, where D(x) = π(x) for x ∈  and
D(x′) = π(x) for x ∈ S ∪ T . It is easy to see that M is a reversible and nonnegative
matrix with D(x)M(x, y) = D(y)M(y, x) for any x, y ∈  ∪ S′ ∪ T ′. Moreover,∑
y∈∪S′∪T ′ M(x, y)  1, for all x ∈  ∪ S′ ∪ T ′. Let G′ be the associated graph
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of M and ω be the function on  ∪ S′ ∪ T ′ by ω(x) = |ψ(x)| for x ∈ S ∪ T and
ω(x) = 0, otherwise. By Lemma 2.2, we have∑
(x,y)∈E(G′)
(ω(x) − ω(y))2D(x)M(x, y)

{
1 −
√
1 − h(S ∪ T )2
} ∑
x∈S∪T
D(x)ω(x)2, (2)
where h(S ∪ T ) is defined with respect to the reversible matrix M .
Now we show that the geometric quantity h(S ∪ T ) with respect to M is at least ξ
which is defined with respect to the reversible Markov chain P . Let W be an arbitrary
subset of S ∪ T and S1 = W ∩ S and T1 = W ∩ T . Then for the Markov chain P , it
follows from the definition of ξ that∑
(x,y)∈E[S1]
π(x)P (x, y) +
∑
(x,y)∈E[T1]
π(x)P (x, y)
+
∑
x∈S1∪T1,y∈\S1∪T1
π(x)P (x, y)  ξ
∑
x∈S1∪T1
π(x).
But for any link P(x, y) > 0 with x, y ∈ E[S1] and E[T1], there corresponds to a
link P(x, y′) = P(x, y) > 0 for (x, y′) ∈ E[W,\W ]. It is easy to see that for any
link P(x, y) > 0 with (x, y) ∈ E[S1 ∪ T1,\S1 ∪ T1], there corresponds to a link
P(x, y) > 0 for (x, y) ∈ E[S1 ∪ T1,\S1 ∪ T1]. Hence we conclude that in G′,∑
(x,y)∈E[W,\W ]
π(x)P (x, y)  ξ
∑
x∈W
π(x), for W ⊆ S ∪ T .
Therefore h(S ∪ T ) with respect to M is at least ξ which is defined with respect to
the reversible Markov chain P .
Furthermore, it is easy to check that∑
(x,y)∈E(G)
(ψ(x) + ψ(y))2π(x)P (x, y)

∑
(x,y)∈E(G′)
(ω(x) − ω(y))2D(x)M(x, y).
Hence by Lemma 2.2,
µmin(K)
∑
(x,y)∈E(G′)(ω(x) − ω(y))2D(x)M(x, y)∑
x∈ π(x)ω(x)2
1 −
√
1 − h(S ∪ T )2
1 −
√
1 − ξ2.
Therefore λmin(P )  −
√
1 − ξ2. 
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4. Examples and comparisons
Let us first recall some lower bounds for a reversible Markov chain P by Di-
aconis and Stroock [5], Desai and Rao [3] and Ingrassia [8]. Let P be the transi-
tion probability matrix for an irreducible Markov chain on  and P(x, y) is the
reversible matrix relative to the probability distribution π . Assume that  is the
associated directed graph with respect to P . Let σx be a path from x to x with
an odd number of edges. Such paths always exist for aperiodic chains. Let  =
{σx : x ∈ } be any set of vertex disjoint odd cycles in the underlying graph G and
|σx | =∑e∈σx (π(u)P (u,w))−1, where e = (u,w). Define a geometric quantity for
the Markov chain P as follows:
ι = max
e∈−→E
∑
σx
e
π(x)|σx |,
where the maximum is taken over all directed edges in the graph and the sum is taken
over all the cycles which travel a certain directed edge e.
Theorem 4.1 (Diaconis and Stroock [5]). The small eigenvalue of P satisfies
λmin(P )  −1 + 2
ι
. (3)
In the case of simple random walks, Theorem 4.1 can be specialized as follows.
Corollary 4.2 [5]. Let (G, P ) be a simple random walk and let dG, σ and b and
be the maximum degree, the maximum number of edges in any σ ∈  and
b = max
e
#{σ ∈  : e ∈ σ }.
Then the smallest eigenvalue of P satisfies
λmin(P )  −1 + 2
dGσb
. (4)
Before stating the next result, we need to define a few terms. Let G = (V ,E) be
the associated graph with a transition reversible matrix P . Define the matrix L =
(L(x, y)) of G, i.e., L(x, y) = 1 if x is adjacent to y; L(x, x) = the number of all
edges (except loops) adjacent to vertex x, if x = y. Clearly, L is a positive semi-
definite matrix and the smallest eigenvalue of L is nonnegative. In addition, let γ =
min{pii} denote the smallest diagonal entry in P .
Theorem 4.3 (Desai and Rao [3]). The smallest eigenvalue of P satisfies
λmin(P )  −1 + min{π(x)P (x, y) : P(x, y) > 0}
max{π(x) : x ∈ } µmin(L) + 2γ. (5)
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In general, the bounds (3), (5) and (1) are not comparable, and hence we cannot
say, in general, that one of these bounds is better than another. Now we present some
examples in which each of the bounds is the best.
Example 4.4 (The circle Zp). Let p be an odd number and consider the integers
mod p as p points around a circle. In order to get a lower bound on λmin, choose σx
as a clockwise path, going once around. It is easy to see that d = 2, σ = p and
b = p. The Diaconis and Stroock’s bound is λmin  −1 + 1p2 . It is easy to see that
Desai and Rao’s bound λmin  −1 + 2 sin2 π2p . Our bound is λmin  −
√
1 − 14p2 ,
while the exact value of λmin = −1 + 2 sin2 π2p . Hence the three bounds are of the
right order for p large.
Example 4.5 (Random walk on S3, see [7]). Let P be the transition probability
matrix defined as
P = 1
3α


0 α α α 0 0
1 α − 1 0 0 α α
1 0 α − 1 0 α α
1 0 0 α − 1 α α
0 1 1 1 3(α − 1) 0
0 1 1 1 0 3(α − 1)


.
In this case, Hanlon [7] has calculated that
λ2 = 1 − 1
α
, λmin = − 1
α
.
Then λ∗ depends on α: In fact, λ2 > |λmin| for α > 2 which implies λ∗ = λ2 for
α  2; and λ∗ = |λmin| for 1 < α < 2. It is not difficult by some calculations to see
that Diaconis and Stroock’s bound (3) gives in this case
λmin  −1 + 13
α − 1
2α − 1 .
Clearly the bound on λmin has the right order of magnitude as α goes to 1; while
Desai and Rao’s bound (5) is
λmin  −1,
which cannot provide any information on λmin. It is not difficult to see that ξ = α−1α+1
and our bound (1) is
λmin  − 2
√
α
α + 1 .
Hence in this case the bound (1) is as almost good as the bound (3) and the two
bounds are better than the bound (5).
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Example 4.6 (a reversible chain that is not a random walk, see [3]). Consider a
reversible Markov chain on the vertex set {1, . . . , N} with the transition probability
matrix P is
P =


1 −  
N−1

N−1 · · · N−1
1
N−1 0
1
N−1 · · · 1N−1· · · · · · · · · · · · · · ·
1
N−1
1
N−1
1
N−1 · · · 0

 ,
where 0 <  < 1.
Then the underlying graph with a loop associated with P is the complete graph
of order N . Let Z = 1 + (N − 1). Then the equilibrium distribution is obtained by
π(1) = 1
Z
and π(i) = 
Z
for i = 2, . . . , N . By some calculations, we can get from
Diaconis and Stroock’s bound (3)
λmin  −1 + 2
(N − 1)2 .
while the Desai and Rao bound (5) gives
λmin  −1 + N − 2
N − 1 .
Our bound is
λmin  −
√
1 −
(
N + 1
4(N − 1)
)2
 −1 + 1
32
,
since ξ  N+14(N−1) . If  tends to zero, then the bounds (3) and (5) tend to −1. On the
other hand, the exact eigenvalue of P is
λmin = −1
N − 1 .
Hence our bound is better than Diaconis and Stroock bound and Desai and Rao
bound.
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