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ON THE INVERTIBILITY OF ELEMENTARY OPERATORS
NADIA BOUDI AND JANKO BRACˇICˇ
Abstract. Let X be a complex Banach space and L(X ) be the algebra of all bounded linear
operators on X . For a given elementary operator Φ of length 2 on L(X ), we determine necessary
and sufficient conditions for the existence of a solution of the equation XΦ = 0 in the algebra
of all elementary operators on L(X ). Our approach allows us to characterize some invertible
elementary operators of length 2 whose inverses are elementary operators.
1. Introduction
Let X be a complex Banach space, let L(X ) be the algebra of all bounded linear operators
on X , and let I be the identity operator. For A,B ∈ L(X ), let MA,B : T 7→ ATB be the
multiplication operator on L(X ) induced by A and B. In particular, LA = MA,I and RB = MI,B
are left, respectively right, multiplication operators.
An elementary operator ∆ on L(X ) is a finite sum of multiplication operators. The length
ℓ(∆) of ∆ is the minimum number of multiplication operators needed in the representation of
∆. Let Eℓ(L(X )) stand for the set of all elementary operators on L(X ). It is obvious that
Eℓ(L(X )) is a subalgebra of L
(
L(X )
)
.
Our general purpose is to find an approach that enables us to characterize the relationship
between non-invertibility (respectively, invertibility) of an elementary operator and the prop-
erties of the defining coefficients. It is clear that an operator Φ ∈ L
(
L(X )
)
is non-invertible
if it is a right zero divisor or a left zero divisor. Our first question is, which properties of the
defining coefficients of a non-invertible elementary operator Φ of length 2 make it possible or
impossible for Φ to have a left or a right zero divisor in Eℓ(L(X ))? Roughly speaking, when
is the non-invertibility of a length 2 elementary operator caused by an elementary operator? In
particular, we show that if a length 2 elementary operator Φ is annihilated by an elementary
operator, then either there exists a multiplication operator M such that MΦ = 0 (or ΦM = 0),
or for every elementary operator Ψ having the same defining spaces, Ψ is non-invertible and its
non-invertibility is caused by an elementary operator. In the latter case, the defining spaces of
Φ are equivalent to some maximal linear spaces of constant rank matrices. Our study is based
on the description of two-dimensional complex matrix spaces of bounded rank. An interesting
characterization is that of Atkinson and Stephens [1]. However, we deal with a different form
(see Lemma 3.5). Indeed, we believe that the study of equations of the form XΦ = 0 for general
elementary operators may shed new light on some aspects of matrix spaces with bounded rank.
An important example of length 2 elementary operators are given by ΥA,B = I +MA,B. We
show that if ΥA,B is invertible and Υ
−1
A,B is an elementary operator of length n, then either A or
B is algebraic and min{deg(A),deg(B)} = n. As we shall see, in the case of matrix algebras Mn,
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every length 2 invertible elementary operator is a sum of two invertible multiplication operators.
Hence all invertible elementary operators are of the form MC,DΥA,B, where A,B,C,D ∈ Mn
and C,D are invertible. However, in the infinite-dimensional case, there are examples of length
2 invertible elementary operators, such that all elementary operators having the same defining
spaces are invertible and the inverse is of length 2.
Our proofs are elementary in the sense that we use only basic facts from linear algebra and
operator theory and basic properties of tensor products.
The paper is organized as follows. In next section, various known preliminary results are
assembled. In Section 3, we characterize elementary operators of length at most 2 which are
annihilated by elementary operators. In Section 4 we mainly deal with invertible elementary op-
erators of length 2 whose inverses are elementary operators. In particular, we obtain a complete
characterization of invertible length 2 elementary operators with inverse of length 2.
2. Preliminaries
Let X and Y be complex Banach spaces. We denote by L(X ,Y ) the space of all bounded
linear operators from X to Y . A linear subspace V ⊆ L(X ,Y ) is said to be of bounded rank
r if rk(T ) ≤ r, for all T ∈ V, and it is said to be of constant rank r if rk(T ) = r, for all nonzero
T ∈ V. We will denote by rk(V) the maximum of the ranks of elements in V. Suppose that
X and Y are finite dimensional and that B and B′ are bases of X and Y , respectively. For
T ∈ V, let M(T,B,B′) denote the matrix representation of T with respect to B and B′. Then
V is said to be equivalent to the space of matrices {M(T,B,B′) : T ∈ V}.
Denote by X ⊗Y the algebraic tensor product of X and Y . For x =
∑n
i=1 ui⊗vi ∈ X ⊗Y ,
we set
(2.1) L(x) = span{u1, . . . , un} and R(x) = span{v1, . . . , vn}.
Let us recall that the rank of x is the minimum number r(x) of simple tensors needed in the
representation of x. If V is a vector subspace of X ⊗ Y , then an element x ∈ V a minimal
tensor of V if, for every nonzero y ∈ V such that r(x) = r(y) + r(x− y), one has y = x.
Recall the following simple lemma.
Lemma 2.1. Let x =
∑n
i=1 ui ⊗ vi. If x = 0, then dim(L(x)) + dim(R(x)) ≤ n.
Proof. Let {ui1 , . . . , uir} be a maximal linearly independent subset of L(x). With no loss of
generality we may assume that it = t, for 1 ≤ t ≤ r. Write uj =
∑r
i=1 αijui, for r + 1 ≤ j ≤ n.
Then x =
∑r
i=1 ui⊗ (vi+
∑n
j=r+1 αijvj). Since x = 0 and {u1, . . . , ur} is a linearly independent
set one has v1, . . . , vr ∈ span{vr+1, . . . , vn}. 
For an algebra A, let Aop denote the opposite algebra, i.e., the algebra which has the same
underlying vector space as A but the multiplication is given by x∗y = yx. The main tool which
we use in our study is Theorem 5 and its Corollary in [5] (see also [4]).
Lemma 2.2. The mapping ϕ : L(X )⊗L(X )op → Eℓ(L(X )), which is defined by ϕ(
∑n
i=1Ai⊗
Bi) =
∑n
i=1MAi,Bi, is an injective homomorphism.
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Let ∆ =
∑n
i=1MAi,Bi be an elementary operator. It follows from Lemma 2.2 that ∆ has
length n if and only if the corresponding tensor
∑n
i=1Ai ⊗ Bi has rank n. Here again we set
L(∆) = span{A1, . . . , An} and R(∆) = span{B1, . . . , Bn}.
For later convenience we state the following corollary of Lemma 2.2 (see also [2, Lemma 1.2]).
Corollary 2.3. Let {A1, . . . , Am} and {D1, . . . ,Dn} be linearly independent subsets in L(X )
and let B1, . . . , Bm, C1, . . . , Cn ∈ L(X ) be such that
(2.2)
m∑
i=1
MAi,Bi +
n∑
i=1
MCi,Di = 0.
Then Ci ∈ span{A1, . . . , Am}, for 1 ≤ i ≤ n, and Bj ∈ span{D1, . . . ,Dn}, for 1 ≤ j ≤ m.
Proof. By Lemma 2.2,
∑m
i=1Ai ⊗Bi +
∑n
i=1Ci ⊗Di = 0. Now Lemma 2.1 implies that
dim(span{A1, . . . , Am, C1, · · ·Cn}) + dim(span{B1, . . . , Bm,D1, · · ·Dn}) ≤ n+m.
However, {A1, . . . , Am} and {D1, . . . ,Dn} are sets of linearly independent operators. Hence
dim(span{A1, . . . , Am, C1, · · ·Cn}) = m and dim(span{B1, . . . , Bm,D1, · · ·Dn}) = n. We con-
clude that Ci ∈ span{A1, . . . , Am} (1 ≤ i ≤ n) and Bj ∈ span{D1, . . . ,Dn} (1 ≤ j ≤ m). 
We will also need the following simple lemma.
Lemma 2.4. Let ∆ be an elementary operator of length n ≤ m. Assume that {C1, . . . , Cm}
is a spanning set of L(∆). Then there exists a spanning set {D1, . . . ,Dm} of R(∆) such that
∆ =
∑m
j=1MCj ,Dj .
Proof. Write ∆ =
n∑
i=1
MAi,Bi . Since span{C1, . . . , Cm} = span{A1, . . . , An} there exist numbers
αij (1 ≤ i ≤ m, 1 ≤ j ≤ n) such that Aj =
m∑
i=1
αijCi, for all j = 1, . . . , n. Hence
n∑
j=1
Aj ⊗Bj =
n∑
j=1
(
m∑
i=1
αijCi)⊗Bj =
m∑
i=1
Ci ⊗ (
n∑
j=1
αijBj).
Let Di =
n∑
j=1
αijBj. Then one has
n∑
i=1
Ai⊗Bi =
m∑
i=1
Ci⊗Di. By Lemma 2.2, ∆ =
m∑
i=1
MCi,Di . 
3. Non-invertibility
Recall that a nonzero element a in a ring R is a left zero divisor if there exists a nonzero
b ∈ R such that ab = 0. The notion of a right zero divisor is defined similarly. As usual, if
S ⊆ R, then Lann(S) = {a ∈ R : aS = 0} is the left annihilator of S. The right annihilator
Rann(S) is defined similarly. Note that an operator T ∈ L(X ) is a left zero divisor if and only
if kerT 6= {0} and it is a right zero divisor if and only if im T 6= X .
Let ∆ ∈ Eℓ(L(X )) be an elementary operator of length at most 2. In this section, the main
question is, under which condition the equation
(3.1) X∆ = 0
4 N. BOUDI AND J. BRACˇICˇ
has a solution in Eℓ(L(X )). The equation ∆X = 0 can be treated in an analogous way.
An operator Λ ∈ Eℓ(L(X )) is a minimal solution of (3.1) if, for every elementary operator
Λ′ 6= 0 satisfying ℓ(Λ−Λ′)+ ℓ(Λ′) = ℓ(Λ), one has Λ′∆ 6= 0 (that is, ϕ−1(Λ) is a minimal tensor
satisfying ϕ−1(Λ)ϕ−1(∆) = 0).
Lemma 3.1. Every solution of (3.1) is a sum of minimal solutions.
Proof. Let Λ 6= 0 be a solution of (3.1). We proceed by induction on the length of Λ. The case
ℓ(Λ) = 1 is trivial. Assume therefore that ℓ(Λ) > 1 and that the desired conclusion holds for
any k < ℓ(Λ). If Λ is not a minimal solution of (3.1), then there exists a nonzero elementary
operator Λ′ such that ℓ(Λ) = ℓ(Λ′) + ℓ(Λ − Λ′) and Λ′ ∆ = 0. Hence (Λ − Λ′) ∆ = 0. By the
induction hypothesis we have that Λ′ and Λ − Λ′ are sums of minimal solutions of (3.1). This
yields the desired result. 
Lemma 3.2. Let X1,X2,Y1,Y2 be finite-dimensional complex vector spaces and A ∈ L(X1,Y1),
B ∈ L(X2,Y2). If u ∈ X1 ⊗X2 is a minimal tensor in the kernel of A⊗B, then it is a simple
tensor.
Proof. By Lemma 2.1, either kerB∩R(u) 6= {0} or kerA∩L(u) 6= {0}. Suppose, for instance, that
there exists y1 ∈ kerB ∩R(u) such that y1 6= 0. Write u =
∑n
i=1 xi⊗ yi, where xi ∈ X1, yi ∈ X2
and n = ℓ(u). Then x1 ⊗ y1 ∈ ker(A⊗B). Therefore n = 1. 
Proposition 3.3. Let A,B ∈ L(X ) be nonzero operators. The equation
(3.2) XMA,B = 0
has a nontrivial solution in Eℓ(L(X )) if and only if A is a right zero divisor or B is a left zero
divisor. Moreover, any minimal solution of (3.2) in Eℓ(L(X )) has length one.
Proof. Assume that ∆ is a minimal solution of (3.2). Let B̂ and A˜ denote the restriction of
LB to R(∆) and the restriction of RA to L(∆), respectively. Set ∆ =
∑n
i=1MEi,Fi . Then, by
Lemma 2.2,
(A˜⊗ B̂)(
n∑
i=1
Ei ⊗ Fi) = 0.
By Lemma 3.2, ∆ has length one. Now it is easy to see that either A is a right zero divisor or
B is a left zero divisor. 
Remark 3.4. Let ∆ ∈ Eℓ(L(X )) be an elementary operator of arbitrary length. Suppose
that there exists a multiplication operator MA,B such that MA,B∆ = 0. Then there exists
∆′ ∈ Eℓ(L(X )) such that ℓ(∆′) + ℓ(∆−∆′) = ℓ(∆), AL(∆′) = 0 and R(∆−∆′)B = 0.
Now we consider elementary operators of length 2. In [1], the authors provide an interesting
characterization of two-dimensional spaces of complex matrices of bounded rank. We will need
a more detailed description. It should be pointed out that [1, Corollary 1] can be deduced from
our characterization.
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Lemma 3.5. Let n,m, r ∈ N and let S be a two-dimensional subspace in Mm,n, the space of all
complex m × n matrices. Suppose that 1 ≤ r ≤ min{n,m}, rk(S) = n − r, kerS = {0}, and
SCn = Cm. Then S is equivalent to the following space of matrices



An1(α, β) 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
... · · · 0 Anr(α, β) 0
0 · · · 0 0 ∗


: α, β ∈ C


,
where
Ani(α, β) =


β α 0 · · · 0
0
. . .
. . .
. . .
...
... 0
. . .
. . .
...
0 · · · · · · β α


∈Mni−1,ni .
Proof. Choose B1 ∈ S such that rk(B1) = n − r and let 0 6= y1 ∈ C
n be such that B1y1 = 0.
Pick B2 ∈ S \ CB1. We claim that there exists a subspace W1 of C
n containing y1 such that
SW1 ⊆ B1W1, space S|W1 has constant rank, and BW1 = B1W1, for all B ∈ S. Suppose, towards
a contradiction, that there exists a family {y1, . . . , yt} of elements of C
n such that
B1y1 = 0, B2yk = B1yk+1 (1 ≤ k ≤ t− 1) and B2yt 6∈ B1C
n,
with t minimal (t can be equal to 1). Set W ′1 = span{y1, . . . , yt}. Observe that for every nonzero
complex number λ one has (B1 + λB2)W
′
1 = B1W
′
1 + CB2yt. Let H be a subspace of C
n of
minimal dimension such that B1C
n = B1W
′
1 ⊕B1H . Using [3, Lemma 2.1] we see that one can
choose a nonzero λ ∈ C such that rk(B1 + λB2)|H ≥ rk(B1|H ) and {(B1 + λB2)y2, . . . , (B1 +
λB2)yt, B2yt} is linearly independent modulo space (B1 + λB2)H . Since
(B1 + λB2)W
′
1 = span{B1y2, . . . , B1yt, B2yt},
the rank of B1 + λB2 is greatest than the rank of B1, which is a contradiction. Now suppose
that we have constructed y2, . . . , yt ∈ C
n such that
B2yk = B1yk+1 and B2yt ∈ span{B2y1, . . . , B2yt−1} (1 ≤ k ≤ t− 1).
Set W1 = span{y1, . . . , yt}. Then SW1 ⊆ B1W1. A straightforward computation shows that
there exists a basis {z1, . . . , zt} of W1 such that
B1z1 = B2zt = 0 and B2zk = B1zk+1, for 1 ≤ k ≤ t− 1.
(Indeed, write B2yt =
∑t−1
i=1 αiB2yi, where α1, . . . , αt−1 ∈ C, and put z1 = y1 and zk = yk −∑t−1
i=t−k+1 αiyi−t+k, for 2 ≤ k ≤ t). Observe that for every nonzero B ∈ S we have B1W1 = BW1.
Then, with respect to the bases {z1, . . . , zt} and {B1z2, . . . , B1zt} the matrix B2|W1 has the form(
It−1 0
)
,
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where It−1 is the identity matrix of order t− 1. Therefore, for any complex numbers α, β, the
matrix (αB1 + βB2)|W1 has form At(α, β). The claim is proved.
Next, using the above procedure, we construct a subspace W = ⊕ri=1Wi of C
n, such that
BWi = B1Wi, for every B ∈ S, dimWi = ti, and S|Wi has constant rank ti − 1. Indeed,
suppose that we have constructed l subspaces W1, . . . ,Wl of C
n such that dim(Wi) = ti, and
Wi = span{z
i
1, . . . , z
i
ti
} with
B1z
i
1 = B2z
i
ti
= 0 and B2z
i
k = B1z
i
k+1, for 1 ≤ k ≤ ti − 1.
Suppose that W1, . . . ,Wl are chosen such that (t1, . . . , tl) is minimal (with respect to the lexico-
graphical order). Set W ′ = W1⊕· · ·⊕Wl. Then, for every nonzero B ∈ S, one has B1W
′ = BW ′.
Suppose that r ≥ l + 1. Pick z′1 ∈ kerB1 \W
′. Choose z′2, . . . , z
′
s ∈ C
n such that
B2z
′
k = B1z
′
k+1 (1 ≤ k ≤ s− 1) and B2z
′
s ∈ span{B2z
′
1, . . . , B2z
′
s−1}+B2W
′.
For w =
∑
α
j
i z
j
i ∈ W
′, set w−h =
∑
α
j
i z
j
i−h, where z
j
i−h = 0 if h ≥ i. Write B2z
′
s =∑s−1
i=1 αiB2z
′
i + B2w, where α1, . . . , αs−1 ∈ C and w ∈ W
′. Observe that we can suppose
that w ∈
∑l
j=1 span{z
j
1, . . . , z
j
tj−1
}. Put zl+11 = z
′
1, z
l+1
k = z
′
k −
∑s−1
i=s−k+1 αiz
′
i−s+k −w−s+k, for
2 ≤ k ≤ s, s = tl+1 and Wl+1 = span{z
l+1
1 , . . . , z
l+1
tl+1
}. Then
B1z
l+1
1 = B2z
l+1
tl+1
= 0 and B2z
l+1
k = B1z
l+1
k+1 for 1 ≤ k ≤ tl+1 − 1.
Using this process, we construct W . Observe again that, for every nonzero B ∈ S, B1W = BW .
Moreover, for every 1 ≤ i ≤ r, the space S|Wi is equivalent to {Ati(α, β) : α, β ∈ C}.
Now let H be a subspace of Cn of minimal dimension such that B1C
n ⊕ B2H = SC
n.
Write Cn = W ⊕ H ⊕ Z ′. Clearly, we can assume that B2Z
′ ⊆ B1C
n. Observe that B1|Z ′
is injective. Let S : B1Z
′ → Z ′ be linear such that SB1|Z ′ = I. Let τ : SC
n → B1Z
′ be
the natural projection. Choose a basis {z′1, . . . , z
′
s} of Z
′ such that the matrix representation
of SτB2|Z ′ is upper triangular. There exists λ ∈ C such that τB2z
′
1 = λB1z
′
1. Hence B2z
′
1 =
λB1z
′
1+B1v
′
1+B1µ1, where v
′
1 ∈ W and µ1 ∈ H . Choose v1 ∈ W such that B1v
′
1 = (λB1−B2)v1
and put z1 = z
′
1 + v1. Then B2z1 = λB1z1 + B1µ1. Suppose we have constructed z2, . . . , zk
such that zi = z
′
i + vi, vi ∈ W and B2zi ∈ B1 (H ⊕ span{z1, . . . , zi}), for 2 ≤ i ≤ k. Write
τB2z
′
k+1 =
∑k+1
i=1 αiB1z
′
i. Then there exists v
′
k+1 ∈ W , µk+1 ∈ H such that
B2z
′
k+1 =
k∑
i=1
αiB1zi + αk+1B1z
′
k+1 +B1(v
′
k+1 −
k∑
i=1
αivi) +B1µk+1.
Let vk+1 ∈ W be such that B1(v
′
k+1−
∑k
i=1 αivi) = (αk+1B1−B2)vk+1. Put zk+1 = z
′
k+1+vk+1.
Then B2zk+1 =
∑k+1
i=1 αiB1zi + B1µk+1. We have thereby shown that there exists a subspace
Z of Cn such that Cn = W ⊕H ⊕Z and B2Z ⊆ B1(Z ⊕H ). Now the desired conclusion
follows easily. 
Proposition 3.6. Let X1,X2,Y1,Y2 be finite-dimensional complex vector spaces and let ∆ ∈
L(X1,Y1)⊗L(X2,Y2) be a tensor of rank 2. Suppose that u ∈ ker∆ is a minimal tensor of rank
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n ≥ 2. Then there exist simple tensors M1,M2 ∈ L(X1,Y1) ⊗ L(X2,Y2) and simple tensors
u1, . . . , un ∈ X1 ⊗X2 such that ∆ = M1 +M2, u = u1 + · · · + un,
M2u1 = M1un = 0 and M1uk +M2uk+1 = 0 (1 ≤ k ≤ n− 1).
Proof. Let ∆ =
∑2
i=1Ai ⊗Bi and u =
∑n
i=1 xi ⊗ yi. Then
∑n
j=1
∑2
i=1Aixj ⊗Biyj = 0. Hence,
by Lemma 2.1,
dim(span{Aixj : 1 ≤ i ≤ 2, 1 ≤ j ≤ n}) + dim(span{Biyj : 1 ≤ i ≤ 2, 1 ≤ j ≤ n}) ≤ 2n.
Therefore, either dim(L(∆)L(u)) ≤ n or dim(R(∆)R(u)) ≤ n. Suppose, for instance, that
dim(R(∆)R(u)) ≤ n. For each B ∈ R(∆), let B̂ : R(u) → R(∆)R(u) denote the restriction of B
to R(u) and set S = {B̂ : B ∈ R(∆)}. Since u is a minimal element of ker∆, then kerS = {0},
(otherwise, set u =
∑n
i=1 xi⊗ yi, where Sy1 = 0; then ∆(x1⊗ y1) = 0, a contradiction). Choose
B1 ∈ R(∆) with the property that rk(B1) = rk(S). We distinguish two cases.
Case 1. Suppose first that rk(S) = n. Then dim(R(∆)R(u)) = n and B̂1 is bijective. Pick
a nonzero element B2 ∈ R(∆) which is not injective. Write ∆ =
∑2
i=1MAi,Bi for suitable
A1, A2 ∈ L(∆). Choose a Jordan basis {y1, . . . , yn} for B̂
−1
1 B̂2 and suppose that {y1, . . . , yi1} is
associated to the first block, with B̂−11 B̂2y1 = 0. Then
B2y1 = 0, B2yk+1 = B1yk, for 1 ≤ k ≤ i1 − 1,
and
B̂−11 B̂2(span{yi1+1, . . . , yn}) ⊆ span{yi1+1, . . . , yn}.
Write u =
∑n
i=1 xi ⊗ yi for suitable x1, . . . , xn ∈ L(u). We have
i1−1∑
k=1
(A2xk+1 +A1xk)⊗B1yk +A1xi1 ⊗B1yi1 +
∑
i+1≤k≤n
1≤j≤2
Ajxk ⊗Bjyk = 0.
Since B2yk ∈ span{B1yi1+1, . . . , B1yn} for all k ≥ i1 + 1 and B̂1 is injective, we have
i1−1∑
k=1
(A2xk+1 +A1xk)⊗B1yk +A1xi1 ⊗B1yi1 =
∑
i+1≤k≤n
1≤j≤2
Ajxk ⊗Bjyk = 0.
But u is a minimal tensor in ker∆, which gives i1 = n. Moreover, we have
A1xn = B2y1 = 0, B2yk = B1yk−1 and A2xk = −A1xk−1 (2 ≤ k ≤ n).
Case 2. Suppose that rk(S) ≤ n − 1. Set rk(S) = n − r, where 1 ≤ r ≤ n − 1. Pick
B2 ∈ R(∆) \ CB1. By Lemma 3.5, there exist subspaces W1, . . . ,Wr,Z of R(u) such that
B2Wi = B1Wi, SZ ∩S(W1+ · · ·Wr) = {0} and SWi∩SWj = {0}, for i 6= j. Since u is a minimal
element of ker∆ it has to be Z = {0}. The same argument implies that R(u) = W1. We have
thereby shown that R(u) = span{y1, . . . , yn}, where
B1y1 = B2yn = 0 and B2yk = B1yk+1, (1 ≤ k ≤ n− 1).
Write u =
∑
xi ⊗ yi and ∆ =
∑2
i=1MAi,Bi . Then one has A2xk = −A1xk+1, for 1 ≤ k ≤ n− 1.
Set ui = xn+1−i ⊗ yn+1−i. This yields the desired result. 
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Theorem 3.7. Let Ψ ∈ Eℓ(L(X )) be an elementary operator of length 2. Suppose that the
equation XΨ = 0 has a minimal solution Φ ∈ Eℓ(L(X )) of length n ≥ 2. Then there exist
multiplication operators Γ1, . . . ,Γn,M1,M2 such that Ψ = M1 +M2, Φ = Γ1 + · · ·+ Γn, and
Γ1M2 = ΓnM1 = 0, ΓkM1 + Γk+1M2 = 0 (1 ≤ k ≤ n− 1).
Proof. Write Ψ =
∑2
i=1MAi,Bi and Φ =
∑n
i=1MEi,Fi. It follows, by Lemma 2.2, that
2∑
i=1
n∑
j=1
EjAi ⊗BiFj = 0,
which yields
(
2∑
i=1
RAi ⊗ LBi)(
n∑
j=1
Ej ⊗ Fj) = 0.
Let X1 = L(Φ), X2 = R(Φ), Y1 = L(Φ)L(Ψ), and Y2 = R(Ψ)R(Φ). Then Φ is a minimal tensor
in ker(
∑2
i=1RAi ⊗ LBi). Consequently, the desired conclusion follows from Proposition 3.6. 
Let T be an operator on X . If T is algebraic, we denote the degree of its minimal polynomial
by deg(T ). For a non-algebraic operator T we set deg(T ) =∞.
Corollary 3.8. Let A,B ∈ L(X ). Suppose that ℓ(ΥA,B) = 2. Then the equation
(3.3) XΥA,B = 0
admits a solution in Eℓ(L(X )) if and only if there exist a nonzero complex number λ and
n-dimensional subspaces U and V of L(X ) such that AU ⊆ U , BV ⊆ V , and RI+λA|U ,
LB−λI |V are nilpotent of degree n. Moreover, in this case, there exists a multiplication operator
M such that MΥA,B = 0.
Proof. Let ∆ be a minimal solution of (3.3) of length n. Observe that I ∈ R(ΥA,B) ∩ L(ΥA,B).
Hence dim(R(ΥA,B)R(∆)) ≥ n and dim(L(∆)L(ΥA,B)) ≥ n. By Lemma 2.1, dim(R(ΥA,B)R(∆)) =
n. It follows from the proof of Proposition 3.6 that there exist λ ∈ C and a representation of ∆
as ∆ =
∑n
i=1MEi,Fi such that (B − λI)F1 = En(I + λA) = 0 and
(B − λI)Fk = Fk−1, EkA = −Ek−1(I + λA) (2 ≤ k ≤ n).
Consequently, MEn,F1ΥA,B = 0 and λ 6= 0. Moreover, a straightforward computation shows that
the restriction of LB−λI to span{F1, . . . , Fn} is nilpotent of degree n. Similarly, the restriction
of RI+λA to span{E1, . . . , En} is nilpotent of degree n, as well.
Conversely, suppose that there exist a nonzero λ ∈ C and subspaces U ,V of L(X ) of
dimensions n such that AU ⊆ U , BV ⊆ V and RI+λA|U and LB−λI |V are nilpotents of degree
n. Choose Fn ∈ V such that the set {(B − λI)Fn, . . . , (B − λI)
n−1Fn} is linearly independent.
Set Fk−1 = (B − λI)Fk for 2 ≤ k ≤ n. Then (B − λI)F1 = 0. Next, choose E1 ∈ U such
that the set {E1(I + λA), . . . , E1(I + λA)
n−1} is linearly independent. Since R(I+λA)n |U = 0,
operator RA|U has to be invertible. Hence we can construct operators E2, . . . , En ∈ U such
that Ek(I +λA) = −Ek+1A for k = 1, . . . , n− 1. Since E1(I +λA)
n = 0 and RA|U is invertible,
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we get En(I + λA) = 0. Write ΥA,B = MI+λA,I + MA,B−λI . A straightforward computation
shows that
∑n
i=1MEi,FiΥA,B = 0. 
Theorem 3.9. Let Ψ ∈ Eℓ(L(X )) be an elementary operator of length 2. The equation XΨ = 0
has a solution in Eℓ(L(X )) if and only if one of the following conditions holds.
(1) There exists a multiplication operator M ∈ Eℓ(L(X )) such that MΨ = 0.
(2) There exist two vector subspaces U ,V of L(X ), each of dimension n, such that the
space {LB |V : B ∈ R(Ψ)} is equivalent to a constant rank n − 1 subspace of Mn−1,n and the
space {RA|U : A ∈ L(Ψ)} is equivalent to a constant rank n subspace of Mn+1,n. Moreover,
Rann(R(Ψ)) = {0} and RA is injective for all A ∈ L(Ψ) \ {0}.
(3) There exist two vector subspaces U ,V of L(X ) of dimension n such that the space {LB |V :
B ∈ R(Ψ)} is equivalent to a constant rank n subspace of Mn+1,n and the space {RA|U : A ∈
L(Ψ)} is equivalent to a constant rank n − 1 subspace of Mn−1,n. Moreover, Lann(L(Ψ)) = {0}
and LB is injective for all B ∈ R(Ψ) \ {0}.
Proof. Suppose that there exists an elementary operator ∆ of length n such that ∆Ψ = 0. Using
once again Lemma 2.1, we see that either dim(R(Ψ)R(∆)) ≤ n or dim(L(∆)L(Ψ)) ≤ n. Suppose
first that dim(R(Ψ)R(∆)) ≤ n. A careful reading of the proof of Proposition 3.6 and Theorem
3.7 shows that we have only to treat the case where the space {LB |R(∆) : B ∈ R(Ψ)} has constant
rank n − 1 and dim(R(Ψ)R(∆)) = n − 1 (indeed, if the space {LB |R(∆) : B ∈ R(Ψ)} has rank
n, then there exists a multiplication operator M such that MΨ = 0). It follows, by Lemma
2.2, that dim(L(∆)L(Ψ)) ≤ n + 1. If Rann(R(Ψ)) 6= {0}, then it is obvious that there exists a
multiplication operator M such that MΨ = 0. Next suppose that there exists A ∈ L(Ψ) \ {0}
such that RA is not injective. Write Ψ = MA,B+MA′,B′ for suitable A
′ ∈ L(Ψ) and B,B′ ∈ R(Ψ)
(Lemma 2.4). Choose E ∈ L(X ), F ∈ R(∆) such that EA = B′F = 0. Then ME,FΨ = 0. Now
suppose that the space {RA|L(∆) : A ∈ L(Ψ)} has constant rank n. Since the constant rank n
subspaces of Mn have dimension 1 we conclude that dim(L(∆)L(Ψ)) = n + 1, as desired. The
case dim(L(∆)L(Ψ)) ≤ n is treated similarly.
For the converse, suppose that (2) holds. Arguing as in the proof of Lemma 3.5, we see that
the set {LB |V : B ∈ R(Ψ)} is equivalent to the constant rank subspace of Mn−1,n of the form


β α 0 · · · 0
0 β α · · · 0
...
...
. . .
. . .
...
0 0 · · · β α

 .
On the other hand, it is easy to show that the set {RA|U : A ∈ L(Ψ)} is equivalent to the
constant rank subspace of Mn+1,n of the form
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

α 0 · · · 0 0
β α · · · 0 0
0 β · · · 0 0
...
...
. . .
. . .
...
0 0 · · · β α
0 0 · · · 0 β


Write Ψ =
∑2
i=1MAi,Bi , where Ai ∈ L(Ψ) and Bi ∈ R(Ψ). Then there exist E1, . . . , En ∈ U
and F1, . . . , Fn ∈ V such that
B1F1 = B2Fn = 0, B2Fk = B1Fk+1, and EkA2 = −Ek+1A1 (1 ≤ k ≤ n− 1).
It is easily seen that ∆ =
∑n
i=1MEi,Fi is a left zero divisor of Ψ. The case (3) is treated
similarly. 
Remark 3.10. Let Ψ ∈ Eℓ(L(X )) be an elementary operator of length 2. Suppose that the
equation XΨ = 0 has a solution in Eℓ(L(X )) and MΨ 6= 0, for every nonzero multiplication
operator M. Then, for every elementary operator Φ satisfying L(Φ) = L(Ψ) and R(Φ) = R(Ψ),
the equation XΦ = 0 admits a solution in Eℓ(L(X )).
4. Invertibility
In this section we are concerned with the (left, respectively right) invertibility in the algebra
Eℓ(L(X )) of short elementary operators. Thus, the main question is, under which condition on
an invertible elementary operator ∆ of length 1 or 2 does the equation ∆X = I, respectively the
equation X∆ = I, or the system of both, have a solution in Eℓ(L(X ))?
Recall from [6, Ch. II, Theorem 16] that a bounded linear operator on a Banach space is left-
invertible if and only if it is bounded below and its range is a complemented subspace. Similarly,
a bounded linear operator on a Banach space is right-invertible if and only if it is surjective and
its kernel is a complemented subspace.
It is easily seen that a two sided multiplication operator MA,B is invertible if and only if
A,B ∈ L(X ) are invertible. In this case, M−1A,B = MA−1,B−1 . What about the existence of the
right (respectively, left) inverse of MA,B in Eℓ(L(X ))?
Proposition 4.1. For A,B ∈ L(X ), the equation
(4.1) XMA,B = I
has a solution in Eℓ(L(X )) if and only if A is right-invertible and B is left-invertible. Moreover,
any minimal solution of (4.1) has length one.
Proof. If A is right-invertible with a right inverse Ar and B is left-invertible with a left inverse
Bl, then MAr ,Bl solves the equation (4.1). For the opposite implication, if there exists a multipli-
cation operator which solves (4.1), then we are done. Assume that Λ ∈ Eℓ(L(X )) is a minimal
solution of (4.1) of length n ≥ 2. Write BR(Λ) = CI ⊕ W, for some suitable subspace W of
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BR(Λ). Let π : BR(Λ) → W be the natural projection. Then ΛMA,pi(B) = 0. It follows, by
Proposition 3.3, that one can write Λ =
∑n
i=1MEi,Fi such that either EiA = 0 or π(B)Fi = 0.
Since Λ is a minimal solution of (4.1) only the last case is possible. Thus, π(B)Fi = 0, for
any i. Choose i such that BFi 6= 0. Clearly, we can assume that BFi = I. Let j 6= i, with
1 ≤ j ≤ n. Then there exists λ ∈ C such that B(Fj − λFi) = 0. Write Λ = MEj ,Fj−λFi + ∆,
where ℓ(∆) = n− 1. Then MEj ,Fj−λFiMA,B = 0, and consequently, ∆MA,B = I, a contradiction.
This completes the proof. 
Now we consider elementary operators of length 2. We start with length 2 elementary opera-
tors of the form ΥA,B, where A,B ∈ L(X ). Let TA,B = LA −RB be the generalized derivation
implemented by A and B. Note that for a suitable scalar λ, operator L(A−λI)−1TA,B has the
form ΥC,D, for some C,D ∈ L(X ). On the other hand, ΥA,B = RBTA,−B−1 whenever B is
invertible. In [7], Rosenblum studied the inverse of an invertible generalized derivation TA,B.
Lemma 4.2. Let TA,B ∈ Eℓ(L(X )) be an invertible generalized derivation of length 2. Suppose
that B is algebraic of degree n and that {I,A, . . . , An−1} is a linearly independent set of operators.
Then the inverse T−1A,B is an elementary operator of length n.
Proof. Since B is not a scalar multiple of I the integer n is actually at least 2. Let
mB(z) = z
n + αn−1z
n−1 + · · · + α1z + α0
be the minimal polynomial of B. Then mB(A) is an invertible operator (since σ(B)∩σ(A) = ∅).
Let ∆′ ∈ Eℓ(L(X )) be defined by
∆′ =
n−2∑
i=1
MAn−i+αn−1An−i−1+···+αi+1A,Bi−1 +MA,Bn−2 +RBn−1+αn−1Bn−2+···+α2B+α1I
(if n = 2, then ∆′ = LA + RB+α1I). Observe that ℓ(∆
′) = n. A straightforward com-
putation shows that ∆′TA,B = TA,B∆
′ = LmB(A). Since mB(A) is invertible we see that
T−1A,B = ∆
′LmB(A)−1 = LmB(A)−1∆
′ which means that T−1A,B is an elementary operator of length
n. 
Theorem 4.3. Let A,B ∈ L(X ). Suppose that ΥA,B is invertible and of length 2. Then
Υ−1A,B is an elementary operator if and only if either A or B is algebraic. Moreover, ℓ(Υ
−1
A,B) =
min{deg(A),deg(B)} = n.
Proof. Suppose that Υ−1A,B is an elementary operator of length n. By Lemma 2.1,
dim(R(ΥA,B)R(Υ
−1
A,B)) + dim(L(Υ
−1
A,B)L(ΥA,B)) ≤ 2n+ 1.
Hence, either dim(R(ΥA,B)R(Υ
−1
A,B)) ≤ n or dim(L(Υ
−1
A,B)L(ΥA,B)) ≤ n. Suppose, for instance,
that dim(L(Υ−1A,B)L(ΥA,B)) ≤ n. Since I ∈ L(ΥA,B) and dim(L(Υ
−1
A,B)) = n we have L(Υ
−1
A,B) =
L(Υ−1A,B)L(ΥA,B). Therefore, CI + L(Υ
−1
A,B)A ⊆ L(Υ
−1
A,B). Let L(Υ
−1
A,B) = span{E1, . . . , En},
where I = E1 andEkA = A
k = Ek+1, for 1 ≤ k ≤ n−1. Then EnA = A
n ∈ span{I,A, . . . , An−1}.
As a result, A is algebraic of degree at most n. We have thereby shown that either A or B is
algebraic of degree at most n.
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Suppose now that A is algebraic. Since σ(A) is finite we can choose λ ∈ C such that B − λI
and I + λA are invertible. Write ΥA,B = MA,B−λI +LI+λA. Then M(I+λA)−1,(B−λI)−1ΥA,B is a
generalized derivation. The desired conclusion follows by Lemma 4.2. 
Corollary 4.4. Let TA,B ∈ Eℓ(L(X )) be an invertible generalized derivation of length 2. The
inverse T−1A,B is an elementary operator if and only if either A or B is algebraic. Moreover,
ℓ(T−1A,B) = min{deg(A),deg(B)} = n.
Proof. With no loss of generality, we may assume that A is invertible (since we can replace A
and B by A − λI and B − λI respectively). Then LA−1TA,B = Υ−A−1,B . Now the desired
conclusion follows by Theorem 4.3. 
Next we characterize generalized derivations whose inverses are generalized derivations, too.
Corollary 4.5. Let TA,B be an invertible generalized derivation of length 2. The inverse T
−1
A,B
is a generalized derivation if and only if there exists λ ∈ C such that (A − λI)2 and (B − λI)2
are scalar multiples of I.
Proof. If there exists λ ∈ C such that (A − λI)2 and (B − λI)2 are scalar multiples of I, say
(A− λI)2 = αI and (B − λI)2 = βI, then α 6= β as TA,B is invertible. It is easy to check that
T−1A,B =
1
α−β
TA−λI,−B+λI .
Suppose now that T−1A,B is a generalized derivation, say T
−1
A,B = TC,D. By Corollary 4.4, A or
B is an algebraic operator and min{deg(A),deg(B)} = 2. Assume that B is algebraic of degree
2. There is no loss of generality if we assume that B2 = βI for some β ∈ C (we can replace A
and B by A− λI and B − λI, respectively, if necessary). Thus, the minimal polynomial of B is
mB(z) = z
2−β. By the proof of Lemma 4.2, T−1A,B = L(A2−βI)−1A+M(A2−βI)−1,B and therefore,
because of T−1A,B = TC,D, one has L(A2−βI)−1A−C +M(A2−βI)−1,B +RD = 0. If (A
2 − βI)−1 and
I were linearly independent, then, by Corollary 2.3, B and D would be scalar multiples of I.
As this is not the case we conclude that (A2 − βI)−1 is a scalar multiple of I. It is obvious now
that A2 = αI for some α ∈ C. 
Corollary 4.6. Let ∆ = MA,B +MC,D be an invertible elementary operator of length 2. If B
and C are invertible, then the inverse ∆−1 is an elementary operator of length n if and only if
C−1A or DB−1 is an algebraic operator and min{deg(C−1A),deg(DB−1)} = n.
Proof. Since B and C are invertible we have ∆ = MC,BTC−1A,−DB−1 , which gives ∆
−1 =
T−1
C−1A,−DB−1
M−1C,B. Hence, ∆
−1 is an elementary operator of length n if and only T−1
C−1A,−DB−1
is an elementary operator of length n. Now use Corollary 4.4. 
Lemma 4.7. Let A,B ∈ L(X ). Suppose that ΥA,B is invertible and its inverse is an elementary
operator. Then ΥA,B can be written as a sum of two invertible multiplication operators.
Proof. By Theorem 4.3, either A or B is algebraic. Hence σ(A) or σ(B) is finite. We can now
deduce easily the desired decomposition. 
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Proposition 4.8. Let ∆ be an invertible elementary operator of length 2. Suppose that ∆−1 is
an elementary operator of length n. Then one of the following cases holds.
(1) ∆ = MA,B+MC,D, where MA,B,MC,D are invertible multiplication operators, either A
−1C
or B−1D is algebraic and min{deg(A−1C),deg(B−1D)} = n.
(2) dim(R(∆)R(∆−1)) ≤ n, every element of R(∆) has a right zero divisor in R(∆−1) and
every element of L(∆) has a right inverse in L(∆−1).
(3) dim(L(∆−1)L(∆)) ≤ n, every element of L(∆) has a left zero divisor in L(∆−1) and every
element of R(∆) has a left inverse in L(∆−1).
Proof. By Lemma 2.1, dim(R(∆)R(∆−1)) + dim(L(∆−1)L(∆)) ≤ 2n + 1. This entails that
either dim(R(∆)R(∆−1)) ≤ n or dim(L(∆−1)L(∆)) ≤ n. Suppose first that the former holds.
For B ∈ R(∆), denote by B̂ : R(∆−1) → R(∆)R(∆−1) the restriction of LB to R(∆
−1). Let
S = {B̂ : B ∈ R(∆)}. Choose B1 ∈ S such that rk(B1) = rk(S). We distinguish two cases.
Case 1. rk(S) = n. Then B1R(∆
−1) = R(∆)R(∆−1) and B̂1 is invertible. Choose B2 ∈ R(∆)
such that B̂2 is not invertible. Choose a Jordan basis {F1, . . . , Fn} for the map B̂
−1
1 B̂2 such that
B2F1 = 0. Write ∆
−1 =
∑n
i=1MEi,Fi and ∆ =
∑2
i=1MAi,Bi for suitable A1, A2, E1, . . . , En ∈
L(X ). Since ∆∆−1 = I and B2F1 = 0 one has
∑n
j=1A1Ej ⊗ FjB1F1 = I ⊗ F1. In particular,
I ∈ A1L(∆
−1). Let {F1, . . . , Fi1} be the first block of the Jordan basis {F1, . . . , Fn}. Set Z1 =
span{F1, . . . , Fi1} and Z2 = span{Fi1+1, . . . , Fn}. Then B2Z2 ⊆ B1Z2 and B2Fk+1 = B1Fk for
1 ≤ k ≤ i1 − 1. Choose F ∈ Z1 and G ∈ Z2 such that B1(F +G) = I. Write F =
∑i1
k=1 αkFk
and let l ∈ {1, . . . , i1} be the greatest integer satisfying αl 6= 0. It follows from ∆
−1∆ = I and
Lemma 2.2 that
i1−1∑
k=1
(Ek+1A2 + EkA1)⊗B1Fk + Ei1A1 ⊗B1Fi1 +
∑
i1+1≤k≤n
1≤j≤2
EkAj ⊗BjFk = I.
If l 6= i1, then Ei1A1 = 0, which is not possible as I ∈ A1L(∆
−1). Hence l = i1 and Ei1A1 = αlI.
This entails that A1 is invertible. If B1 is invertible, then we can apply Lemma 4.7 and Theorem
4.3 to the operator M−1A,B∆ and get the conclusion (1). Next suppose that B1 is not invertible.
Since I ∈ B1R(∆
−1), the restriction of the map RB1 to R(∆
−1) has to be injective. Hence
dim(R(∆−1)R(∆)) ≥ n. Since I 6∈ RB1(R(∆
−1)) one has dim(R(∆−1)R(∆)) ≥ n+1. By Lemma
2.1, dim(L(∆)L(∆−1)) ≤ n. Since A1 is invertible dim(L(∆)L(∆
−1)) = n. The above argument
applied to A1 and L(∆)L(∆
−1) implies that ∆ = M1+M2, where M1 and M2 are multiplication
operators and M1 is invertible. The desired conclusion follows, once again, by Lemma 4.7 and
Theorem 4.3.
Case 2. rk(S) ≤ n− 1. Let A1 ∈ L(∆). Write ∆ =
∑
MAi,Bi for suitable A2, B1, B2 ∈ L(X ).
Choose F1 ∈ R(∆
−1) such that B2F1 = 0. Then
∑n
j=1A1Ej ⊗ FjB1F1 = I ⊗ F1. Hence A1 is
right invertible.
Now suppose that dim(L(∆−1)L(∆) ≤ n. A reasoning similar to that one just presented gives
that either (1) or (3) holds. 
Corollary 4.9. Let ∆ be an elementary operator of length 2 on Mn. Then one of the following
conditions holds.
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(1) There exists a multiplication operator M such that M∆ = 0.
(2) ∆ is a sum of two invertible multiplication operators and is invertible.
Proof. Suppose first that ∆ is invertible. If every nonzero element of L(∆) is right invertible,
then L(∆) can be seen as a two dimensional subspace of constant rank n, which is impossible.
Analogously, we see that there exists a nonzero element of R(∆) which is not left invertible. It
follows, by Proposition 4.8, that ∆ is a sum of two invertible multiplication operators. Assume
now that ∆ is not invertible and M∆ 6= 0, for every multiplication operator M. Then, by
Theorem 3.9, either every element of L(∆) \ {0} is invertible or every element of R(∆) \ {0} is
invertible, which is impossible, as shown above. 
Theorem 4.10. Let ∆ be an invertible elementary operator of length 2. Suppose that ∆−1 is an
elementary operator of length 2, as well. Then there exist multiplication operators M1,M2,Γ1,
and Γ2 such that ∆ = M1 +M2, ∆
−1 = Γ1 + Γ2, and one of the following assertions holds.
(1) M1 and M2 are invertible.
(2) ΓiMj = MjΓi = 0, for i 6= j.
Proof. Once again, for each B ∈ R(∆), let B̂ : R(∆−1) → R(∆)R(∆−1) denote the restriction
of LB to R(∆)
−1. In view of Proposition 4.8 it is enough to consider the case when every
element of R(∆) has a right zero divisor in R(∆)−1. Write ∆ = span{B1, B2} and choose
F1 ∈ R(∆)
−1 \ {0} such that B2F1 = 0. Then B1F1 6= 0. Choose F2 ∈ R(∆)
−1 \ {0} such that
B1F2 = 0. If {B1F1, B2F2} was a linearly independent set, then {(B1 + B2)F1, (B1 + B2)F2}
would be linearly independent, which contradicts our assumption. On the other hand, I ∈
R(∆)R(∆)−1. Thus, with no loss of generality, we may suppose that B1F1 = B2F2 = I. Write
∆ =
∑
MAi,Bi and ∆
−1 =
∑2
i=1MEi,Fi. Then it follows from our assumptions and Lemma
2.2 that (E1A1 + E2A2) ⊗ B1F1 = I. This implies that E1A1 + E2A2 = I. Now we infer
from the fact that ∆∆−1 = I that
∑
A1Ei ⊗ FiB1 +
∑
A2Ei ⊗ FiB2 = I. This entails that∑
A1Ei ⊗ Fi = I ⊗ F1 and
∑
A2Ei ⊗ Fi = I ⊗ F2. Consequently, AiEi = I and AiEj = 0,
for i 6= j. Therefore, we have F1B1 + F2B2 = I. Set Γi = MEi,Fi and Mi = MAi,Bi . Then
ΓiMj = MjΓi = 0, as desired. 
The following example illustrates the second case in the above theorem.
Example 4.11. Let H be the separable Hilbert space and let {ei}
∞
i=1 be an orthonormal basis.
Let the operators B1, B2 be defined by
B1e2i+1 = 0, B2e2i+1 = ei+1 (i ≥ 0)
and
B1e2i = ei, B2e2i = 0 (i ≥ 1).
Set ∆ = MB1,B2 +MB2,B1 . Then ∆ is invertible and its inverse is MF1,F2 +MF2,F1 , where
F1ei = e2i and F2ei = e2i−1 (i ≥ 1).
Observe that ∆ cannot be a sum of two invertible multiplication operators as the pencil (B1, B2)
is not regular. Moreover, a straightforward calculation shows that every elementary operator
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Ψ satisfying L(Ψ) = L(∆) and R(Ψ) = R(∆) has to be invertible and its inverse is a length 2
elementary operator.
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