A dynamic and stochastic distribution problem with a number of terminals and a eet of vehicles is analyzed. Customers request the transportation of batches of loads between di erent origins and destinations. A request can be accepted or rejected; if the request is accepted, a reward is received.
are shipped directly to their destination terminals. The model therefore does not incorporate intermediate cross-docking besides that at the origin and destination terminals. This mode of operation is appropriate for distribution systems in which the volume of demand justi es direct transportation service between all pairs of terminals. Daganzo (1987 Daganzo ( , 1988 studied the role of terminals and transshipments in one-to-many and many-to-many freight distribution operations in more detail. In his terminology, the operations studied in this paper have a maximum of two transshipments, one close to the origin and one close to the destination. Figure 1 shows an example of such a long-haul distribution network at a point in time, with notation to be introduced later.
A number of costs are taken into account. If a request is accepted, costs are incurred for picking up, handling, and delivering the loads, and for the administrative activities involved. It is assumed that these costs can be assigned directly to the request, and that they can therefore be subtracted from the negotiated price to give the net reward of the request. If a request is rejected, some customer goodwill and possible future sales are lost, and this is represented by a penalty for rejecting requests. There is a holding cost per unit time, that is a function of the number of loads and vehicles at each terminal, as well as the number of vehicles en route between each pair of terminals. There is also a dispatching and long-haul transportation cost that is incurred for each shipment as a whole, that is a function of the origin and destination terminals of the shipment and the number of loads in the shipment. The objective is to nd a policy for accepting transportation requests and for dispatching vehicles that maximizes the expected total discounted value (rewards minus costs) over an in nite time horizon. This problem is called the Dynamic and Stochastic Distribution Problem (DSDP) .
In this paper a Markov decision process (MDP) model of the DSDP is formulated and studied. MDPs have been used to model and study the structural characteristics of many types of queueing control problems related to the DSDP. Acceptance (admission control) policies for queues were investigated among others by Yechiali (1971 Yechiali ( , 1972 , Stidham (1978 Stidham ( , 1985 , Hassin and Henig (1986) , and Haviv and Puterman (1997) .
Dispatching policies for general bulk service queues were studied by Deb and Serfozo (1973) , and Deb (1976) .
Dispatching policies for bulk service queues speci cally motivated by vehicle dispatching problems were studied by Asgharzadeh and Newell (1978) , Powell (1985 Powell ( , 1986 , Powell and Humblet (1986) , Powell and Figure 1: Example of the type of long-haul distribution network studied in this paper. Simão (1986) , and Minko (1993) . Powell (1988) also proposed, among others, an MDP approach for dynamic vehicle allocation in the truckload industry. Alden and Smith (1992) used such a dynamic vehicle allocation problem as an example in their work on nonhomogeneous MDPs. Dispatching policies for vehicles that shuttle between two terminals were studied by Kolesar (1972, 1974) , Barnett (1973) , Deb (1978) , Deb and Schmidt (1987) , and Weiss (1981) . This paper formulates a dynamic and stochastic optimal control model that combines acceptance and dispatching policies for LTL distribution operations over a network. In the formulation of the DSDP several restrictive assumptions are made, and many important practical issues remain unresolved. The primary contribution of this paper is to develop an approach for addressing such complex distribution problems, and to form a basis for further work that aims to resolve the issues that are important in practice. Examples of such further work are brie y discussed.
The DSDP is de ned in Section 1, and a Markov decision process model is developed in Section 2. The structural characteristics of the DSDP are studied in Section 3. It is shown that it is su cient to consider only policies that prescribe the dispatching of at most one vehicle for every state of the process. It is also shown that an optimal acceptance rule is given by an intuitive threshold rule. In Section 4 a number of algorithms for computing the optimal expected value and an optimal policy are studied. It is shown that the classical algorithms for Markov decision processes converge when applied to the DSDP, in spite of the fact that the DSDP does not satisfy the usual assumptions for the convergence of these algorithms. An algorithm that exploits the structural results obtained for the DSDP is proposed and analyzed. Results of computational tests conducted to compare the performance of the algorithms are summarized in Section 5.
The results in this paper can be used to approach problems that are too large to solve to optimality; some approaches are discussed in Section 5. Some practical issues are addressed in Section 6. Concluding remarks follow in Section 7.
Problem De nition
Transportation requests arrive according to a Poisson process fA i g 1 i=1 on (0; 1), with rate 2 (0; 1).
The case in which requests arrive according to a nonhomogeneous Poisson process is discussed in Section 6.
Request i consists of a batch B i of loads, where B i (k; l) denotes the number of loads in batch B i to be transported from origin terminal k to destination terminal l. Let R i denote the reward that is received if request i is accepted. The batch composition B i and reward R i are unknown before request i is received, and become known upon arrival of the request. Let fB i g 1 i=1 be an independent and identically distributed (i.i.d.) sequence, independent of fA i g 1 i=1 , with known probability mass function f B . Let fR i g 1 i=1 be an i.i.d. sequence, independent of fA i g 1 i=1 , with known conditional distribution F RjB . Assume that E R] < 1.
Let K denote the set of terminals, and let K be the number of terminals. Let M be the number of vehicles in the eet. Let N V be the vehicle capacity, i.e., the maximum number of loads that can be transported at a time by a vehicle. Let N(k) be the storage capacity of terminal k, i.e., the maximum total number of loads, destined to all other terminals, that can be at terminal k at a time. Let N(k; l; t) denote the number of loads at terminal k at time t that have to be transported to terminal l. Let M(k; t) denote the number of vehicles at terminal k at time t, and letM(k; l; t) denote the number of vehicles en route from terminal k to terminal l at time t. Thus, at any time t,
To simplify notation, M(t),M(t), and N(t) are used to denote M( ; t),M( ; ; t), and N( ; ; t) respectively.
Assume that vehicles en route from terminal k to terminal l arrive at terminal l according to a Poisson process fW j (k; l)g 1 j=1 on (0; 1), with rate~ (m)(k; l) 2 0; 1) while the number of vehicles en route between terminals k and l ism(k; l). Givenm(k; l), fW j (k; l)g 1 j=1 is independent of fA i g 1 i=1 , fB i g 1 i=1 , and fR i g 1 i=1 .
These assumptions hold if the vehicle travel times between terminals k and l are independent exponentially distributed with mean that is a function of the origin-destination pair (k; l), which is not a very realistic probability distribution for travel time. However, with the rates~ (m)(k; l) chosen correctly, the model captures the rst order e ects of vehicle travel times, and the resulting solutions should provide valuable insight and good approximations for more general but much less tractable models. Let (m) P k2K P l2K~ (m)(k; l) denote the total vehicle arrival rate while the number of vehicles en route between each pair of terminals is given bym.
The decision maker has to decide whether to accept or reject each request, when to dispatch vehicles, from which origins to which destinations to dispatch vehicles, and how many loads to send with the dispatched vehicles. Loads of di erent customers with the same origin-destination pair may be consolidated into a single vehicle shipment, as long as the capacity N V of the vehicle is not exceeded. Let D i denote the decision whether to accept or reject request i, de ned as follows: , and the number of loads waiting to be transported between each pair of terminals is given by n = (n(1; 2); : : : ; n(K; K ? 1)). Let p be the penalty that is incurred if a request is rejected. Let '(L; Q) be the dispatching/transportation cost that is incurred if`vehicles are dispatched at a time with origin-destination pairs given by the list L = f(k j ; l j )gj =1 and numbers of loads in the vehicle shipments given by the list Q = fq j gj =1 . Let > 0 be the discount rate.
The objective is to nd a policy for accepting requests and for dispatching vehicles that maximizes the 
Component m(k) denotes the number of vehicles at terminal k, componentm(k; l) denotes the number of vehicles en route from terminal k to terminal l, and component n(k; l) denotes the number of loads waiting to be transported from terminal k to terminal l. For x 2 X, m(x),m(x), and n(x) are used to denote the corresponding components of x. Figure 1 shows an example of a distribution system and its current state.
2. The set of stationary deterministic policies is de ned as follows. Let Z Z + f0; 1; 2; :: :g. Let It was shown by Yushkevich and Feinberg (1979) (Theorem 2) for an in nite horizon MDP that if > 0, and the reward rate is bounded, then for any " > 0 there exists a stationary deterministic policy " 2 that is "-optimal among all history-dependent deterministic policies. Hence, attention is restricted to the class of policies . 
A summary of the most important notation is given in Table 1. 3 Structural Characteristics
The Value Function of a Policy
In this section expressions are given for the value function V of a policy 2 , which are used to establish structural properties for the DSDP. ? f(k j ; l j ; q j )gj =1
3.2 The Spectral Radius of P The discounted Markov decision processes studied in the literature usually have a functional equation of the form V = + P V , where 0 < < 1 and P is a stochastic matrix. As a consequence, for any 2 , P has spectral radius ( P ) k P k 1 sup x2X P y2X P (x; y) = < 1. This property plays a fundamental role in establishing convergence results for discounted MDPs. However, due to the instantaneous transitions when vehicles are dispatched, the DSDP does not have a functional equation of the form V = + P V with < 1, and thus convergence results for the DSDP do not follow directly from those for standard discounted MDPs. Thus P is a substochastic matrix, where some rows may have a row sum equal to 1. Thus for any policy that dispatches one or more vehicles in some state, kP k 1 = 1. To establish that V is nite and that the algorithms presented in Section 4 converge, it is shown that for any 2 , P has spectral radius (P ) < 1. Let maxm (m).
Lemma 1 For any policy 2 , P has spectral radius
Proof: Because X is nite, (P ) = max feigenvalues of P g j j
Let be an eigenvalue of P with j j = (P ), and corresponding eigenvector v 6 = 0. Let be a diagonal Else, if L (y 0 ) 6 = g % % , then P (y 0 ; y 1 ) = 1 for some y 1 2 X, y 1 6 = y 0 , and y 1 has no more vehicles at any terminal than y 0 , and y 1 has at least one vehicle less at some terminal than y 0 , i.e., m(y 1 )(k) m(y 0 )(k) for all k 2 K, and m(y 1 )(k 0 ) < m(y 0 )(k 0 ) for at least one k 0 2 K. Also, v(y 1 ) = (P v) (y 0 ) = v(y 0 ), which implies that jv(y 1 )j = j jjv(y 0 )j = j jkvk 1 . By induction, a sequence y 0 ; y 1 ; : : :; y i is obtained, where each pair y j ; y j+1 satis es m(y j+1 )(k) m(y j )(k) for all k 2 K, and m(y j+1 )(k j ) < m(y j )(k j ) for at least one k j 2 K. Also, jv(y j )j = j j j kvk 1 , L (y j ) 6 = g % % for j = 0; 1; : : : ; i ? 1, and L (y i ) = g % % . Note that i M, because there are only M vehicles in the eet. Then, similar to the argument above, it follows that (P ) = j j It is computationally inconvenient to optimize among policies that allow more than one vehicle to be dispatched in some states. It is therefore useful to establish conditions under which attention can be restricted to policies that prescribe the dispatching of at most one vehicle in every state.
Suppose the dispatching decision in a state (m;m; n) is given by L (m;m; n) = f(k j ; l j )gj =1 and Q (m;m; n) = fq j gj =1 , with associated transportation cost '
? f(k j ; l j ; q j )gj =1 . It is typical for the transportation cost of such a set of vehicle trips to be the sum of the transportation costs of the individual trips, i.e., for any f(k j ; l j )gj =1 and fq j gj =1 , ' ? f(k j ; l j ; q j )gj =1 =X j=1 ' (k j ; l j ; q j )
In this section it is shown that the desired result holds under condition (6). This considerably simpli es the presentation in the remainder of this paper, as well as the computation of optimal policies and optimal expected values.
Lemma 2 For any policy 1 2 , there exists a policy 2 such that prescribes the dispatching of at most one vehicle in each state, and V V 1 .
Proof: Suppose L 1 (m;m; n) = f(k j ; l j )gj =1 , and Q 1 (m;m; n) = fq j gj =1 with`> 1. Let m i = m ?
P i j=1 e(k j ),m i =m + P i j=1 e(k j ; l j ), and n i = n ? P i j=1 e(k j ; l j )q j . Then Consider policy 2 that is the same as policy 1 except that the dispatching of one vehicle is prescribed when the state is (m`? 1 ;m`? 1 ; n`? 1 ), i.e., L 2 (m`? 1 ;m`? 1 ; n`? 1 ) = f(k`; l`)g and Q 2 (m`? 1 ;m`? 1 ; n`? 1 ) = fq`g.
Then it follows similar to Case 1 that V 2 = (I ? P 2 ) ?1 2 V 1 . Now Case 1 can be applied to reduce the number of vehicles that are dispatched in state (m;m; n).
The procedure is continued until a policy is obtained such that prescribes the dispatching of at most one vehicle in each state, and V V 1 . 2
The Optimal Value and an Optimal Policy
In this section it is shown that an optimal acceptance rule is given by an intuitive threshold rule. This leads to a relatively simple optimality equation. The following result is used to establish the optimality of the threshold rule. The proof is given in Kleywegt (1996) .
Lemma 3 The second equality follows from Lemmas 2 and 3. The rst expression in (7), f (m;m; n), represents the optimal expected value if no vehicles are dispatched in state (m;m; n), and the second expression in (7), g (m;m; n; k; l; q), represents the optimal expected value if a vehicle is dispatched with q loads from terminal k to terminal l when the state is (m;m; n). It follows from optimality results for MDPs that a decision that attains the maximum in (7) is an optimal decision, and a policy 2 that consists of such decisions is an optimal policy. This establishes the result of Theorem 1.
Theorem 1 The optimal value function V of the DSDP is the unique bounded solution of the optimality equation (7).
The following policy 2 is optimal among all history-dependent deterministic policies. In this section a number of algorithms are given to compute, within a tolerance ", the optimal value function V and an optimal policy for the DSDP. It is shown that the well-known MDP algorithms do in fact converge to the optimal solution when applied to the DSDP. An algorithm that exploits the structure of the DSDP is also proposed. M is the value iteration operator, i.e., V i+1 = MV i = M i+1 V 0 . The following result, which is proved in Kleywegt (1996) , is used to establish the convergence of the value iteration algorithm when applied to the DSDP. When implementing such a converging algorithm, the iterations are usually stopped when the di erence kV i+1 ? V i k 1 between successive iterates is less than a chosen tolerance ". In such a case it is useful to have an error bound on the di erence kV i+1 ? V k 1 between the current iterate V i+1 and the optimal value function V , as well as the di erence kV i+1 ? V k 1 between the value function V i+1 of the current policy i+1 and the optimal value function V . Proposition 3 provides such bounds for the DSDP, the proof of which is given in Kleywegt (1996) . that have already been computed. It was shown in Kleywegt (1996) that such a Gauss-Seidel value iteration algorithm for the DSDP has the same convergence property and error bounds as Jacobi value iteration.
Value Iteration
Another variation of value iteration is to use relaxation, where the value function is updated as follows for Jacobi value iteration:
where ! 2 (0; 2) is a relaxation factor. With the right choice of !, this often speeds up convergence signi cantly.
Modi ed Policy Iteration
If the single stage optimization step (solving sup 2 f + P V i g) requires a lot of e ort, then it is usually more e cient to perform a number of partial policy evaluation steps, without the single stage optimization, between single stage optimization steps. This gives the modi ed policy iteration algorithm. If the policy evaluation step computes the value function of the current policy exactly, it is called policy iteration. 
end; V i+1;0 = max 2 f + P V i;zi g ;
i+1 2 arg max 2 f + P V i;zi g; err = kV i+1;0 ? V i;zi k 1 ; i = i + 1; end; choose policy " = i and stop; end;
Gauss-Seidel modi ed policy iteration uses the most up-to-date iterate values for the policy improvement step (9) as well as the partial policy evaluation step (8). It is shown in Kleywegt (1996) that the iterates V i;zi of Jacobi and Gauss-Seidel modi ed policy iteration converge uniformly and monotonically to the optimal value function V for the DSDP.
Theorem 4 For any V 0;0 2 V such that MV 0;0 V 0;0 , and any sequence of positive integers fz i g, the iterates of Jacobi and Gauss-Seidel modi ed policy iteration V i;zi " V in k k 1 -norm as i ! 1.
The same error bound as in Theorem 3 applies if modi ed policy iteration stops when kV i+1;0 ? V i;zi k 1 < ". Similar to value iteration, relaxation can be used to update the values of Jacobi and Gauss-Seidel modi ed policy iteration, with dramatic performance improvements.
Two-Decisions Algorithm
In the case of the DSDP, the single stage optimization step involves optimizing two types of decisions, namely an acceptance decision and a dispatching decision. Due to the threshold optimal acceptance rule of Theorem 1, an optimal acceptance decision is very easy to determine, given the current iterate V i , by simply The Gauss-Seidel two-decisions algorithm uses the most up-to-date iterate values for computing both the acceptance thresholds and updating the iterate values. It is shown in Kleywegt (1996) that the iterates V i;zi of the Jacobi and Gauss-Seidel two-decisions algorithm converge uniformly and monotonically to the optimal value function V for the DSDP.
Theorem 5 For any V 0;0 2 V such that MV 0;0 V 0;0 , and any sequence of positive integers fz i g, the iterates of the Jacobi and Gauss-Seidel two-decisions algorithms V i;zi " V in k k 1 -norm as i ! 1.
The same error bound as in Theorem 3 applies if the two-decisions algorithm stops when kV i+1;1 ? V i;zi k 1 < ". Both the Jacobi and Gauss-Seidel versions of the two-decisions algorithm can use relaxation to update the values.
Computational Issues

Algorithm Performance Comparison
The algorithms described in Section 4 were applied to a number of distribution problems of di erent sizes.
The objectives are to compare the relative performance of the algorithms, and to determine the sizes of problems that can be solved in reasonable time with these algorithms. The algorithms tested were 1. Gauss-Seidel value iteration; 2. Jacobi modi ed policy iteration; 3. Gauss-Seidel modi ed policy iteration; 4. Gauss-Seidel two-decisions algorithm;
Some experimentation was performed to nd the value of the relaxation factor ! that gives the best performance with value iteration, and the values of the sequence fz i g that give good performance with Gauss-Seidel modi ed policy iteration. Some more experimentation showed that the same parameter values also gave good performance with the other algorithms, and thus the same parameter values were used for all the algorithms. The computation times on a Sun Sparc 1000 model 1104 (50MHz) for problems with state spaces of different sizes are shown in Figure 2 , for the four algorithms mentioned above. Value iteration took signi cantly more time than the other algorithms, due to the apparently wasteful e ort of recomputing the dispatching decisions at every iteration. There does not seem to be a signi cant di erence between the Jacobi and Gauss-Seidel versions of modi ed policy iteration. The two-decisions algorithm consistently outperformed the other algorithms. However, the improvement over modi ed policy iteration was not by an order of magnitude. The performance improvement is not su cient to solve problems in reasonable time that are not solvable with value iteration or modi ed policy iteration. The problems reported here are very small, with only three terminals and eet sizes that vary between three and ve. To solve problems of the size encountered in practice, alternative approaches have to be developed. The next section brie y discusses a number of approximation methods that use the results in this paper. 
Approximation Methods
The size of the state space grows exponentially with the number of terminals. Therefore, as the number of terminals increases, the \curse of dimensionality" soon causes computation times to become unacceptably long. This motivates the development of approximation methods for the DSDP.
Several approximation methods based on the results in this paper were developed for the DSDP, and are reported in Kleywegt (1997) . The rst approach include a number of decomposition methods that were motivated by the observation that the optimal decisions at a terminal depend mostly on the state at that terminal; optimal decisions at a terminal typically change very little if the states at other terminals change.
These approaches decompose problems into smaller subproblems, one for each terminal. The subproblems are solved with the two-decisions algorithm developed in this paper. Then either the optimal decisions of the subproblems are used to construct a policy, or the optimal value functions of the subproblems are used to construct an approximate value function, which in turn is used to construct a policy. In computational tests, these decomposition methods produced policies that were very close to optimal, with value functions that di ered by less than 1% from the optimal value function, in only a small fraction of the computation time of the usual MDP methods.
Another decomposition approach is based on assigning the rewards and penalties of loads and the transportation costs of vehicle trips to the origin terminals. The expected value function of a policy is then the sum of the expected values accumulated at each of the terminals, which can be estimated with much less computational e ort than needed by the usual MDP algorithms. In computational tests, this method also produced policies that were very close to optimal.
A third approach is based on approximating the value function by a parameterized function. In this method, only a relatively small number of parameters have to be estimated instead of the values of all the states. Details of this approach are given in Bertsekas and Tsitsiklis (1996) . This method produced good policies for the DSDP, even when using very simple parameterized approximations.
Practical Issues
Several important practical issues have either not been incorporated into the model, or have not been resolved. In this section some of these issues are brie y discussed.
The DSDP does not explicitly model drivers as a resource (although an \available vehicle" can be understood to mean an available driver, tractor, trailer, and other resources required). In practice, speci c driver related issues, such as allowable working hours, driver preferences, and time away from home are important and should be taken into account when making dispatching decisions.
It is assumed that requests arrive according to a time-homogeneous Poisson process. It is typical for transportation demand to be nonhomogeneous, with weekly and seasonal cycles. It would be more realistic to model transportation requests as arriving according to a nonhomogeneous Poisson process. In such a case a rolling horizon approach can be used, as discussed in Alden and Smith (1992) and the references therein.
In such a model the optimal action depends on the state and the time, but many of the other properties of the DSDP developed in this paper remain valid.
It is also assumed that vehicles en route between terminals arrive at the destination according to a
Poisson process. This is not a very realistic assumption. However, as long as the correct mean travel time
is used, the model should still give useful results, as the optimal acceptance and dispatching policies should not be very sensitive with respect to the exact probability distribution of travel time. Also, a model with a more general travel time probability distribution will be computationally much harder than the model in this paper, which is already very hard. For some types of distribution networks it may be better to discretize time, and to model all vehicle trips as taking a single time period to complete.
The capacity requirements of loads are measured only by the number of loads. In practice, loads have a variety of weights, shapes, and sizes, all of which can interact and restrict the set of loads that can be handled by a vehicle.
In the modeled network, there are no intermediate cross-docking terminals between the origin and destination terminals. Also, the model involves a homogeneous eet of vehicles. Both these assumptions can be relaxed using the same approach followed in this paper. However, the resulting problems are a lot harder to solve.
Only very small problems can be solved in reasonable time using the algorithms presented in this paper.
The major bene t of this work is to form the basis for the development of approximation methods which can be used to compute good solutions for larger problems. A number of such methods were developed, and the ability to compute optimal solutions for small problems were very valuable in the process. Work on the optimal control of transportation operations is at an early stage, and much remains to be done.
Conclusion
A distribution problem involving the transportation of loads between di erent origin and destination terminals was studied. A Markov decision process formulation of the problem was developed and analyzed. A number of the problem's structural characteristics were established. It was shown that the problem is as well behaved as usual MDPs, in spite of the fact that, unlike usual MDPs, instantaneous transitions occur in some states under most policies. It was shown that it is su cient to consider only policies which prescribe the dispatching of at most one vehicle in any state. It was also shown that an optimal acceptance policy is given by an intuitive threshold rule.
A number of algorithms for computing the optimal value functions and optimal policies were investigated.
It was shown that the classical MDP algorithms converge when applied to the distribution problem, although the problem does not satisfy the usual assumptions. A new algorithm, that exploits the properties of the distribution problem, was presented. Numerical results indicate that the new algorithm outperforms the classical algorithms. In spite of this, computation times are unacceptable even for a moderate number of terminals. The results in this paper formed the basis for the development of several approximation methods for the distribution problem that reduce computational e ort by orders of magnitude and still give policies that are close to optimal.
K, K set of terminals, number of terminals 
