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Abstract
Practically every book on the Inverse Scattering Transform method for solving the Cauchy
problem for KdV and other integrable systems refers to this method as nonlinear Fourier
transform. If this is indeed so, the method should lead to a nonlinear analogue of the Fourier
expansion formula uðt; xÞ ¼ RþNN uˆðkÞeiðkxoðkÞtÞ dk: In this paper a special class of solutions of
KdV whose role is similar to that of eiðkxoðkÞtÞ is discussed. The theory of these solutions,
referred to here as harmonic breathers, is developed and it is shown that these solutions may
be used to construct more general solutions of KdV similarly to how the functions eiðkxoðtÞÞ
are used to perform the same task in the theory of Fourier transform. A nonlinear
superposition formula for general solutions of KdV similar to the Fourier expansion formula
is conjectured.
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0. Introduction
Since its very inception almost four decades ago as a tool for solving the Cauchy
problem/generating exact solutions for the nonlinear Korteweg–de Vries equation
ut  6uux þ uxxx ¼ 0; lim
x-7N
uðt; xÞ ¼ 0 ðKdVÞ
and its cousins, the inverse scattering transform has exhibited a very close similarity
to the Fourier transform method for solving the Cauchy problem for linear partial
differential equations [Abl1,Gar1]. For the linear Korteweg–de Vries equation
ut þ uxxx ¼ 0; lim
x-7N
uðt; xÞ ¼ 0 ðcKdVÞ
the latter can be loosely formulated as follows:
Fourier expansion principle (FE): Any sufficiently smooth and sufficiently fast
decaying at infinity real solution uðt; xÞ of cKdV can be written as a linear
superposition Z þN
0
sin kx þ k3t  gðkÞ uˆðkÞ dk ð0:1Þ
of basic solutions sin kx þ k3t  gðkÞ : The coefficient uˆðkÞ provides a measure of
relative contribution of each of the basic solutions to uðt; xÞ; whereas the parameter
gðkÞ determines by how much the basic solutions sin kx þ k3t  gðkÞ  are shifted from
the standard form sin kx þ k3t :
The very derivation of the Korteweg–de Vries equation is essentially based on
(0.1). Indeed, in the derivation of the Korteweg–de Vries equation [Nov1], one starts
by considering waves eiðkx˜þot˜ Þ that satisfy the dispersion relationship o ¼ o0k 
o1k3 and/or their linear combinations. Such waves must satisfy the differential
equation
@u˜
@ t˜
þ o0 @u˜
@x˜
þ o1 @
3u˜
@x˜3
¼ 0: ð0:2Þ
ARTICLE IN PRESS
3. Asymptotic properties of harmonic breather solutions of KdV, simple
layers of harmonic breathers . . . . . . . . . . . . . . . . . . . . . . 41
4. Double layers of harmonic breathers . . . . . . . . . . . . . . . . . . 49
5. Sample graphs and comments about applications and modulation . . 59
6. Index of notations and symbols . . . . . . . . . . . . . . . . . . . . 74
Acknowledgments and References . . . . . . . . . . . . . . . . . . . . . 78
M. Kovalyov / J. Differential Equations 213 (2005) 1–802
For the traditional systems usually described by (0.2), exact laws of conservation of
certain quantities always hold. Thus, Eq. (0.2) can be viewed as such a conservation law
@
@t˜
u˜ þ @
@x˜
j ¼ 0;
with the conserved density j approximated by o0u˜ þ o1 @
2u˜
@x˜2
: To obtain a physically
better approximation of j; a nonlinear term 1
2
o2u˜2 needs to be added to o0u˜ þ o1@
2u˜
@x˜2
;
yielding a nonlinear version of (0.2),
@u˜
@ t˜
þ o0 @u˜
@x˜
þ o1 @
3u˜
@x˜3
þ o2u˜ @u˜
@x˜
¼ 0: ð0:3Þ
Eqs. (0.2) and (0.3) are equivalent to cKdV and KdV in variables
t˜ ¼ 1
o1
t; x˜ ¼ x þ o0
o1
t; u ¼ 6o1
o2
u˜: ð0:4Þ
According to the Fourier expansion principle (also known as the Ehrenpreis
principle [Abl1, p. 87]), all solutions of cKdV are representable in the form (0.1) with
appropriately chosen uˆðkÞ; gðkÞ; which in general may be generalized functions or the
absolute value and argument of a complex measure density. The only difference
between KdV and cKdV is the nonlinear perturbation term 6uux; which, in
applications at least, is very small compared to the linear terms due to the smallness
of uðt; xÞ itself. Thus KdV may be viewed as a perturbation of cKdV by a small
nonlinear term 6uux: This suggests that at least some, sufﬁciently small solutions of
KdV may be viewed as nonlinear perturbations of solutions (0.1) of cKdV due to the
addition of the nonlinear term 6uux: Despite a great deal of research in the ﬁeld,
very little work seems to have addressed the nature of such perturbation.
Since the functions sin kx þ k3t  gðkÞ  are basic solutions of cKdV; it is only
natural to ask what solutions of KdV they are perturbed into and whether the
obtained solutions of KdV form some sort of nonlinear basis for a wider class of
solutions of KdV. In other words, does there exist a nonlinear superposition principle
for KdV? If the answer is positive, it should be loosely formulated as follows:
KdV expansion principle (KE): Any sufficiently smooth and sufficiently fast decaying
at infinity real solution uðt; xÞ of KdV that is not ‘‘too large’’ in a certain sense and has
no discrete spectrum can be written as a nonlinear superposition of some basic solutions
of KdV which depend on t; x and a parameter k: The contribution of each basic solution
is infinitesimally small and there exist functions pðkÞ and cðkÞ that provide a measure of
relative contribution of each of the basic solutions to uðt; xÞ as well as the phase shift of
the basic solutions from their standard form.
Whenever scattering data exist and make sense, they should provide a means of
computing pðkÞ and cðkÞ:
Since both the derivation of KdV and the argument leading to KE assume
smallness of uðt; xÞ; the KE principle itself may need to be restricted to solutions of
KdV that are ‘‘small’’ in a certain sense.
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The above statement would bring under one umbrella the decomposition formulas
for both multi-soliton/periodic/quasi-periodic solutions of KdV and solutions with a
continuous spectrum. It would also provide an extension of the concept of scattering
data to solutions of KdV deﬁned on the whole real axis for which regular scattering
data are not deﬁned, e.g., singular solutions, unbounded solutions, etc.
Although the search for basic solutions of KdV was originally motivated by KE for
functions uðt; xÞ deﬁned on the real line, i.e., xAR; for t40; one may use the
superposition formulas (2.1a,b), (4.4) to construct solutions of KdV with the required
properties, such as localization of the initial proﬁle, wave-packet structure, etc.,
restricted to a ﬁnite interval xAðX ;X Þ for a ﬁnite duration of time tAð0;TÞ; outside
ðX ;XÞ  ð0;TÞ such solutions may not even be well-deﬁned. The latter task is much
simpler and may be restricted to taking superposition of a ﬁnite number of the basic
solutions. Since no application of KdV is ever really considered on the whole real axis
for an inﬁnite duration of time, restriction to xAðX ;X Þ; tAð0;TÞ is usually sufﬁcient,
provided X and T are sufﬁciently large. (Choosing X and T to be correspondingly the
diameter and age of our galaxy will sufﬁce for most applications.) One may say that in
such a case solutions exist almost globally for almost indeﬁnite duration of time [Joh1].
To make the statements more precise and clear the concept of superposition needs
to be put into the perspective of already known results.
Recall that the Korteweg–de Vries equation can be written as
’L ¼ ½L;A; ð0:5aÞ
where L ¼  @
2
@x2
þ u; A ¼ 4 @
3
@x3
 3

u
@
@x
þ @
@x
u

: Sometimes [Gar1], the above
identity is written in the form
L;
@
@t
þ A  3 @
@x
 3k2
 
; k ¼ constant; ð0:5bÞ
which is slightly more convenient for some proofs.
Solution of the Cauchy problem/generation of exact solutions for KdV basically
consist of four steps [Gar1]:
(1) Solving
Lc ¼  @
2
@x2
cþ uðt; xÞc ¼ k2c; cðx; kÞBeikx as x-þN ð0:6aÞ
for functions cðx; kÞ for all real and imaginary values of k with uðt; xÞ given at t ¼ 0:
While in most literature the solutions of (0.6a) are considered to be continuous
functions of x; in this paper they will be allowed to be meromorphic with possible
poles on the real axis.
(2) Determining initial scattering coefﬁcients að0; kÞ; bð0; kÞ; and rð0; kÞ from the
asymptotic
cðx; kÞBað0; kÞeikx  bð0;kÞeikx as x-N; rð0; kÞ ¼ bð0; kÞ
að0; kÞ: ð0:6bÞ
ARTICLE IN PRESS
M. Kovalyov / J. Differential Equations 213 (2005) 1–804
(3) Constructing time-dependent scattering coefﬁcients according to
aðt; kÞ ¼ að0; kÞ; bðt; kÞ ¼ bð0; kÞe8ik3t; rðt; kÞ ¼ rð0; kÞe8ik3t: ð0:6cÞ
(4) Constructing the function
Fðt; xÞ ¼ i
X
discrete
spectrum of L
bðt; kÞ
@að0;kÞ
@k
eikx þ 1
2p
Z þN
N
rðt; kÞeikx dk ð0:6dÞ
and solving the integral equation
Kðt; x; yÞ þ Fðt; x þ yÞ þ
Z þN
x
Kðt; x; zÞFðt; y þ zÞ dz ¼ 0: ð0:6eÞ
The corresponding solution of KdV then is obtained via
uðt; xÞ ¼ 2 d
dx
Kðt; x; xÞ: ð0:6fÞ
The ﬁrst two steps can be performed in principle only, for it is simply impossible to
go through all complex values of k: Without the ﬁrst two steps, the procedure is
usually used to generate exact solutions of KdV and the quantities að0; kÞ and bð0; kÞ
are assigned appropriate values beforehand.
An alternative but basically equivalent approach to solving KdV is by reduction to
the Riemann–Hilbert problem [Abl1].
It is well-known that all multi-soliton solutions of KdV satisfy a nonlinear
superposition principle [Gar1] with single solitons playing the role of basic solutions.
Each soliton corresponds to a term in the sum on the right-hand side of (0.6d) and
thus nonlinear superposition of solitons is equivalent to addition of corresponding
terms on the right-hand side of (0.6d). The required superposition principle for more
general solutions of KdV should be consistent with that for multi-soliton solutions,
so it is only reasonable to assume that solutions of KdV with continuous spectrum
are superpositions of some basic solutions generated by
Fðt; xÞ ¼ 1
2p
Z þN
N
rðt; kÞeikx dk ð0:7aÞ
with
rðt; kÞ ¼ dk;k0rð0; k0Þe8ik
3
0
t þ dk;k0rð0; k0Þe8ik
3
0
t; dk;k0 ¼
1; k ¼ k0;
0; kak0;


ð0:7bÞ
where the two-term form of rðt; kÞ is dictated by the requirement rðt;kÞ ¼ rðt; kÞ:
Formula (0.7b) is, of course, just symbolic, and the simplest (but not necessarily
the only) way to give meaning to the solutions of KdV corresponding to (0.7)
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is to consider
Fðt; xÞ ¼ lim
e-0
Feðt; xÞ; ð0:8aÞ
where
Feðt; xÞ ¼ lim
e-0
ejrð0; k0Þj e2ik0gðk0Þðik0þeÞxþ8ðik0þeÞ
3t þ e2ik0gðk0Þðik0þeÞxþ8ðik0þeÞ3t
 
¼ 2 Re ejrð0; k0Þje2ik0gðk0Þðik0þeÞxþ8ðik0þeÞ
3
t
 
; k0gðk0Þ ¼  12 arg rð0; k0Þ:
ð0:8bÞ
A more general solution of KdV generated by
Fðt; xÞ ¼ 1
2p
Z þN
N
rðt; kÞeikx dk ð0:9aÞ
with fairly arbitrary rðt; kÞ may be viewed as the limit of solutions of KdV
generated by
Feðt; xÞ ¼ 2 Re
XNðeÞ
n¼1
ejrð0; knÞj e2ikngðknÞðiknþeÞxþ8ðiknþeÞ
3t
 
; kngðknÞ ¼  1
2
arg rðkn; 0Þ;
ð0:9bÞ
where kn ¼ ne;NðeÞ increase as e-0; lime-0kNðeÞ ¼ þN: The right-hand side of
(0.9b) is a ﬁnite sum for each value of e and thus one can carry out the procedure
(0.6) for Feðx; tÞ; the same way as it is done for solitons, to obtain a solution of KdV,
which, hopefully, will approximate uðt; xÞ in some way. In this sense uðt; xÞ may
be viewed as a nonlinear superposition of the basic solutions of KdV generated by
(0.7) and (0.8), with each basic solution providing only an inﬁnitesimal contribution
to uðt; xÞ:
Applying procedure (0.6c–f) with the function Fðt; xÞ given by (0.8) or (0.9), one
obtains so-called breather solutions of KdV that are somewhat similar to solitons
[Jaw1,Novi1]. Many results for breathers may be obtained, formally at least, by
appropriate adjustments of parameters in the formulas for multi-soliton solutions.
Thus in Section 1 relevant results for solitons are reviewed and formally re-derived
for breathers; e-layers of breathers are introduced and deﬁned there as well. The
solutions that constitute the main subject of this paper, and which are referred to in
this paper as harmonic breathers, can be obtained as formal limits of breathers, yet
the limiting process is only formal and in many places rather questionable; e.g.,
(1.8d) further on may have many implications and (1.8e) is chosen among them just
to ﬁt the ﬁnal answer. Thus an approach based on formal substitutions is anything
but rigorous and formal substitutions of Section 1 should not be taken as proofs or
rigorous derivations, although most of them can be rigorously justiﬁed. The main
purpose of Section 1 is to show the relationship between harmonic breathers and
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already known multi-soliton and multi-breather solutions of KdV as well as to
provide motivation and background for the theory of harmonic breathers. To better
visualize the relation of harmonic breathers to solitons and breathers, charge function
is introduced and used throughout the paper. Even though never ofﬁcially accepted
as a mathematical object, this not so distant cousin of the spectral measure [Gel1] has
become part of the folklore in the area of integrable equations and implicitly
appeared in a number of publications albeit without its name. Although not
necessary for the rest of the paper, the charge function is very helpful for
understanding where the harmonic breathers exactly ﬁt in the realm of exact
solutions of KdV. For the ﬁrst reading of the paper, Section 1 may be entirely
omitted.
In Sections 2 and 3 harmonic breathers and their superpositions are deﬁned and
basic theory is developed. Most of the results are obtained rigorously even though
long tedious computations are omitted if deemed elementary. The only formulas
with undermined rigor are those involving integrals in the sense of the Hadamard
principal value, for there seems to be no general rigorous theory for the concept. Yet
the Hadamard principal value is used only in conservation laws and can be entirely
avoided if formula (2.14d) is discarded and the ﬁrst term of (3.8a) is removed from
the formula; Sections 2 and 3 do not really require most of the material of Section 1.
In Section 4 double layers of harmonic breathers are introduced and discussed. The
relation between double layers of harmonic breathers and solutions of KdV with
purely continuous spectrum is studied. The main point of Section 4 that any solution
of KdV with purely continuous spectrum is a limiting case of double layers of
harmonic breathers is conjectured yet not proved, and in view of that Section 5 is
added to illuminate the point. Section 5 contains a number of plots of solutions of
KdV that may serve as examples intended to strengthen the conjecture, and some
experiments relevant to harmonic breathers are also mentioned. The reader
interested in the modulating properties of harmonic breathers only may quickly
go over Section 1, cover formulas (2.1)–(2.7) of Section 2, skip over the rest of
Section 2, cover Theorem 3.1 and Notes to Theorem 1, skip over the rest of Section
3, and go directly to Sections 4 and 5.
The current paper is essentially a continuation and generalization of [Kov1]. Some
results that have been previously reported in references [Kov1–5] are re-derived here
due to better or simpler proofs found since these papers were published; also several
typos and technical errors in [Kov1–5] are corrected. For alternative derivations of
some of the properties of harmonic breathers the reader is referred to [Ark1,Mat1–5,
Novi1,Ma1], where harmonic breathers are referred to as positons and/or weakly
localized solutions of KdV.
For completeness, one needs to mention work somewhat related to the present
paper, at least in the approaches involved. In recent papers [Stu1–2] the authors
employed a philosophy similar to that of this paper and successfully solved a number
of problems by approximating nonsoliton solutions of some integrable systems with
multi-soliton solutions. They called their analogues of harmonic breathers virtual
solitons. Other papers that need to be mentioned are papers on the small dispersion
limit for KdV and modulation, represented by the work of Bona, Deift, Lax,
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Levermore and Venakides, and McLaughlin; precise references may be found in
[Bon1,Dei2,Lax1,Ven1–2].
1. Review of some results for multi-soliton solutions and formal derivation of analogous
results for multi-breather solutions
1.1. Multi-soliton solutions
Application of procedure (0.6) with rðt; kÞ 
 0 yields the class of multi-soliton
solutions of KdV in the form [Gar1]
uðN-solÞ ¼ 2 d
2
dx2
ln detDðN-solÞ; ð1:1aÞ
where DðN-solÞ is an N  N matrix whose entries are given by
DðN-solÞmn ¼ dmn þ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mn mm
p
mn þ mm
emnbnþmmbmþ4ðm
3
nþm3mÞtðmnþmmÞx; ð1:1bÞ
where m1; m2;y;mN are positive numbers; b1m1; b2m2;y; bNmN are either real or
differ from real by
p
2
i; and dmn are the regular Kronecker symbols.
The eigenfunctions of (0.6a) are of the form
cðN-solÞ1
cðN-solÞ2
^
cðN-solÞN
0BBBB@
1CCCCA ¼ ½DðN-solÞ1
ﬃﬃﬃﬃﬃﬃﬃ
2m1
p
em1ðb1þ4m
2
1
txÞﬃﬃﬃﬃﬃﬃﬃ
2m2
p
em2ðb2þ4m
2
2
txÞ
^ﬃﬃﬃﬃﬃﬃﬃﬃ
2mN
p
emN ðbNþ4m
2
N
txÞ
0BBBB@
1CCCCA: ð1:1cÞ
As x-þN; ½DðN-solÞ1BI and
cðN-solÞ1
cðN-solÞ2
^
cðN-solÞN
0BBBB@
1CCCCAB
ﬃﬃﬃﬃﬃﬃﬃ
2m1
p
em1ðb1þ4m
2
1
txÞﬃﬃﬃﬃﬃﬃﬃ
2m2
p
em2ðb2þ4m
2
2
txÞ
^ﬃﬃﬃﬃﬃﬃﬃﬃ
2mN
p
emN ðbNþ4m
2
N
txÞ
0BBBB@
1CCCCA; ð1:1dÞ
whereas as x-N
½DðN-solÞ1Bdiag 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2mm
p emmðbmþ4m2mtxÞ( ) 1
mn þ mm
  1diag 1ﬃﬃﬃﬃﬃﬃﬃ2mnp emnðbnþ4m2ntxÞ
( )
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and thus
cðN-solÞ1
cðN-solÞ2
^
cðN-solÞN
0BBBB@
1CCCCAB diag 1ﬃﬃﬃﬃﬃﬃﬃﬃ2mmp emmðbmþ4m2mtxÞ
( )
1
mn þ mm
  1
1
1
^
1
0BBB@
1CCCA
¼
ﬃﬃﬃﬃﬃﬃﬃ
2m1
p
em1ðb1þ4m
2
1
txÞ QN
j¼1
ja1
m1 þ mj
m1  mj
ﬃﬃﬃﬃﬃﬃﬃ
2m2
p
em2ðb2þ4m
2
2
txÞ QN
j¼1
ja2
m2 þ mj
m2  mj
^ﬃﬃﬃﬃﬃﬃﬃﬃ
2mN
p
emN ðbNþ4m
2
N
txÞ QN
j¼1
jaN
mN þ mj
mN  mj
0BBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCA
: ð1:1eÞ
Equality of the two terms in (1.1e) follows from the formula
1
mn þ mm
  1
1
1
^
^
1
0BBBBBB@
1CCCCCCA ¼
2m1
QN
j¼1
ja1
m1 þ mj
m1  mj
2m2
QN
j¼1
ja2
m2 þ mj
m2  mj
^
2mN
QN
j¼1
jaN
mN þ mj
mN  mj
0BBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCA
:
The general solution of
LcðN-solÞ ¼ k2cðN-solÞ; cðN-solÞðx; kÞBeikx as x-þN
is given by
cðN-solÞ ¼ 1 ie
mmðbmþ4m2mtxÞﬃﬃﬃﬃﬃﬃﬃﬃ
2mm
p XN
n¼1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnmm
p
k þ imn
emnðbnþ4m
2
ntxÞþmmðbmþ4m2mtxÞcðN-solÞn
" #
eikx
¼ 1 i
XN
n¼1
ﬃﬃﬃﬃﬃﬃﬃ
2mn
p
k þ imn
emnðbnþ4m
2
ntxÞ cðN-solÞn
" #
eikx: ð1:1fÞ
Clearly, cðN-solÞjk¼imm ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2mm
p emmðbmþ4m2mtÞcðN-solÞm :
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Scattering data for cðN-solÞ are obtained from (1.1d,e) as
aðt; kÞ ¼ 1 i PN
n¼1
2mn
k þ imn
QN
j¼1
jan
mn  mj
mn þ mj
¼ QN
n¼1
k  imn
k þ imn
;
bðt; imnÞ ¼ e2mnðbnþ4t2tÞ
QN
j¼1
jan
mn þ mj
mn  mj
;
rðt; kÞjkAR ¼ bðt; kÞjkAR ¼ 0:
8>>>>><>>>>>:
ð1:1gÞ
In addition, uðt; xÞ and cn satisfy [Gar1]
uðN-solÞ ¼  4
XN
n¼1
mn c
ðN-solÞ
n
h i2
; ð1:1hÞ
c2n dx ¼ 1: ð1:1iÞ
The improper integral in (1.1i) and the rest of the paper is understood in the
sense of Hadamard, which is emphasized by the two horizontal lines across
the integral sign. The Hadamard integral of a real-valued function qðxÞ is
deﬁned to be
qðxÞ dx ¼ lim
e-0
Z þN
N
½Re qðx þ ieÞ dx:
If (1.1a,b) represents a superposition of proper solitons only, i.e., no anti-solitons
are present, the Hadamard integral becomes a regular Riemann/Lebesgue integral.
For N ¼ 1 (1.1a–c) become
uð1-solÞðt; xÞ ¼
 2m
2
1
cosh2 m1ðx  4m21t  b1Þ
if b1AR ðsoliton properÞ;
2m21
sinh2 m1ðx  4m21t  *b1Þ
if *b1 ¼ b1 
pi
2m1
AR ðanti-solitonÞ;
8>><>>: ð1:1jÞ
cð1-solÞ1 ¼
ﬃﬃﬃﬃﬃﬃﬃ
2m1
p
2 cosh m1ðx  4m21t  b1Þ
if b1AR ðsoliton properÞ;ﬃﬃﬃﬃﬃﬃﬃ
2m1
p
2 sinh m1ðx  4m21t  *b1Þ
if *b1 ¼ b1 
pi
2m1
AR ðanti-solitonÞ:
8>>><>>: ð1:1kÞ
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For N41 (1.1a) can be viewed as a nonlinear superposition of N solitons. As can
be easily veriﬁed by direct computations, nonlinear superposition of a proper soliton
and an anti-soliton with the same values of mn’s and bn’s is zero; that is, anti-soliton
annihilates proper soliton and vice versa.
To better visualize multi-soliton solutions, with each one of them one can
associate a function of a complex variable k:
ChðkÞ ¼
XN
n¼1
chn dk;imn ; mn40; chn ¼72mn e2mnbn ; dk;imn ¼
1 if k ¼ im;
0 if kaim;


ð1:1lÞ
which is referred to here as a charge function. The terms corresponding to proper
solitons have positive charge chn; while the terms corresponding to anti-solitons have
negative charge chn: Multi-soliton solutions are obtained from their charge functions
by ﬁrst constructing F ¼Pall kAC e8ik3tþ2ikx ChðkÞ ¼PNn¼1 e8m3nt2mnx chn and then
proceeding from there along the lines of (0.6). To take a nonlinear superposition of
N solitons, it is sufﬁcient to simply add their charge functions. The charge function
(1.1l), which is essentially equivalent to scattering data, may be visualized as shown
in Fig. 1.1.
1.2. Solitonic dipoles
Formula (1.1l) also leads to a different type of solution of KdV that by analogy
with the theory of electro-magnetic interactions may be called solitonic dipoles.
To illustrate them consider the case of a soliton–anti-soliton pair with the charge
function
ChðkÞ ¼ ch1dk;im1 þ ch2dk;im2 ; ð1:2aÞ
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ch1 k,i1 
ch2 k,i2
chN k,iNiN
i2
i1
Re k
Im k
Fig. 1.1. Graphic representation of the charge function for superposition of N solitons and anti-solitons.
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where m1¼mþ a; m2¼ma¼m; ch1¼7
2mðmþ aÞ
a
e2pmþ2ag; ch2¼82mðm aÞa e
2pm2ag:
The solution of KdV generated by (1.2a) is
u ¼  2 d
2
dx2
ln det
1þ ch1e
8m3
1
t2m1x
2m1
ch2e
8m3
2
tðm1þm2Þx
m1 þ m2
ch1e
8m3
1
tðm1þm2Þx
m1 þ m2
1þ ch2e
8m3
2
t2m2x
2m2
0BBB@
1CCCA
¼2 d
2
dx2
ln 1þ ch1
2m1
e8m
3
1
t2m1x þ ch2
2m2
e8m
3
2
t2m2x þ ch1ch2
4m1m2
m1  m2
m1 þ m2
 2
e8ðm
3
1
þm3
2
Þt2ðm1þm2Þx
" #
¼  2 d
2
dx2
ln 7
sinh 2aðx  g 12m2t  4a2tÞ
2a
 sinh 2mðx  p  4m
2t  12a2tÞ
2m
 
:
ð1:2bÞ
As a-0 the charge function becomes
ChðkÞ ¼72m lim
a-0
1
a
ðmþ aÞe2pmþ2agdk;iðmþaÞ  ðm aÞe2pm2agdk;iðmaÞ
" #
¼84ikme2pm @dk;im
@ðim kÞ þ 2gdk;im
 
k¼im
; ð1:2cÞ
where the expression
@dk;im
@ðim kÞ is the generalized derivative of dk;im in k along the
imaginary axis and its action on a test-function f ðkÞ is given by the formula
@dk;im
@ðim kÞ f ðkÞ ¼ lima-0þ
1
2a
X
all kAC
h
dk;iðmþaÞ f ðkÞ  dk;iðmaÞ f ðkÞ
i
¼ lim
a-0þ
1
2a
h
f

iðmþ aÞ

 f

iðm aÞ
i
: ð1:2dÞ
The charge function (1.2c) may be visualized as shown in Fig. 1.2.
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Im k
i 4ik e2p
∂k,i 2γ k,i∂(i k)
Re k
Fig. 1.2. Graphic representation of the charge function for a single solitonic dipole.
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From (1.2c) one can compute
F ¼
X
all kAC
e8ik
3tþ2ikxChðkÞ ¼8
X
all kAC
4ikme2pmþ8ik
3tþ2ikx @dk;im
@ðim kÞ þ 2gdk;im
 
k¼im
¼82i lim
a-0
1
a
ðimþ iaÞe2pmþ8iðimþiaÞ3tþ2iðimþiaÞx  ðim iaÞe2pmþ8iðimiaÞ3tþ2iðimiaÞx
h i
82iðimÞme2pmþ8iðimÞ3tþ2iðimÞx lim
a-0
1
a
h
e2ag  e2ag
i
¼72 lim
a-0
1
a
ðmþ aÞe2pmþ2agþ8ðmþaÞ3t2ðmþaÞx  ðm aÞe2pm2agþ8ðmaÞ3t2ðmaÞx
h i
ð1:2eÞ
and proceed from there along the lines of (0.6) to obtain the following solutions of
KdV:
uðt; xÞ ¼ 2 d
2
dx2
ln 72mðgþ 12m2t  xÞ  sinh 2mðp þ 4m2t  xÞ" #: ð1:2fÞ
Just as for solitons, superposition of two solitonic dipoles may be deﬁned to be the
solution of KdV generated by the sum of the charge functions corresponding to each
solitonic dipole. Yet a certain degree of ambiguity appears. The nature of the
ambiguity is similar to that for harmonic breathers and will be discussed in Note 1 to
formulas (2.1) and Note 3 to Theorem 3.3.
In a similar manner one can construct solitonic quadrupoles, octapoles, etc.
1.3. Periodic solitons and dipoles associated with them
One can also consider a charge function
ChðkÞ ¼
XN
n¼1
chn dk;ln ; chn ¼ 2ilne2ilnbn ð1:3aÞ
describing superposition of N periodic solitons. Formulas for such solutions can be
easily obtained from (1.1) by means of substitutions mn ¼ iln: They are not of
interest here and thus will be omitted. What is of interest are the dipoles obtained
from periodic solitons in a manner similar to (1.2). Consider for simplicity’s sake the
case of two periodic solitons with the charge function
ChðkÞ ¼ ch1dk;l1 þ ch2dk;l2 ; ð1:3bÞ
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where l1 ¼ lþ a; l2 ¼ l a; ch1 ¼ 2lðlþ aÞ
ia
e2iðglþpaÞ; ch2 ¼  2lðl aÞ
ia
e2iðglpaÞ:
The solution of KdV generated by (1.3b) is
u ¼  2 d
2
dx2
ln det
1þ i ch1e
2ið4l31tþl1xÞ
2l1
i ch2e
i½8l32tþðl1þl2Þx
l1 þ l2
i ch1e
i½8l31tþðl1þl2Þx
l1 þ l2 1þ
i ch2e
2ið8l32tþl2xÞ
2l2
0BBB@
1CCCA
¼  2 d
2
dx2
ln 1þ l
a
e2ið4l
3
1tþl1xlgapÞ  l
a
e2ið4l
3
2tþl2xlgþapÞ  ei½8ðl31þl32Þtþ2ðl1þl2Þx2gl
 
¼  2 d
2
dx2
ln
sin 2aðx  g 12l2t  4a2tÞ
2a
 sin 2lðx  p  4l
2t  12a2tÞ
2l
 
: ð1:3cÞ
As a-0 the charge function becomes
ChðkÞ ¼ lim
a-0
2l
ia
ðlþ aÞe2iðpaþlgÞdk;ðlþaÞ  ðl aÞe2iðpalgÞdk;ðlaÞ
h i
¼ 4kle2ilg @dk;l
@ðre kÞ þ 2pdk;l
 
: ð1:3dÞ
The expression
@dk;l
@ðre kÞ is the generalized derivative of dk;a along the real axis deﬁned
similarly to (1.2d).
Charge functions (1.3d) generate solutions of KdV
uðt; xÞ ¼ d
2
dx2
ln 2lðp  12m2t  xÞ  sin 2lðg 4l2t  xÞ" #; ð1:3eÞ
referred to in this paper as harmonic breathers. Although obtained as limiting cases
of periodic solitons, harmonic breathers possess properties that put them closer to
breathers than to periodic solitons. Thus it seems to be more natural to consider
harmonic breathers as limiting cases of multi-breather solutions of KdV.
1.4. Multi-breather solutions
Another class of solutions of KdV, so-called N-breather solutions [Jaw1], and
eigenfunctions of (0.6a) corresponding to them can be generated from (1.1) by a set
of formal substitutions. To do that, let us set up more convenient notations;
speciﬁcally, let us assume for the rest of this section that
indices m and n vary from N to N; ð1:4aÞ
the index set is arranged as f1;1; 2;2;y;N;Ngunless otherwise indicated;
ð1:4bÞ
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and four sets of real numbers fl1; l1; l2; l2;y; lN ; lNg; fg1; g1; g2; g2;y;
gN ; gNg; fe1; e1; e2; e2;y; eN ; eNg; fp1; p1; p2; p2;y; pN ; pNg satisfy the
relationships ln ¼ ln; gn ¼ gn; en ¼ en; pn ¼ pn for all 1pnpN: ð1:4cÞ
Formal substitutions
mn ¼ en þ iln ð1:5aÞ
emnbn ¼
ﬃﬃﬃﬃﬃﬃ
en
iln
r
e pnenþignln ð1:5bÞ
cðN-solÞn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2enðen þ ilnÞ
iln
s
e pn enþi gn lnþ4ðenþilnÞ
3t cðN-breÞn ð1:5cÞ
into (1.1) subject to (1.4) yield
uðN-breÞðt; xÞ ¼ 2 d
2
dx2
ln det DðN-breÞ ð1:6aÞ
with the entries of the 2N  2N matrix DðN-breÞ given by (n and m are
correspondingly the column and row numbers)
DðN-breÞmn ¼ dmn þ
2ðen þ ilnÞ en
iln½en þ em þ iðln þ lmÞ e
2pnenþ2ignlnþ8ðenþilnÞ3tðenþemþilnþilmÞx: ð1:6bÞ
Formula (1.1c) becomes
cðN-breÞ1
cðN-breÞ1
^
cðN-breÞN
cðN-breÞN
0BBBBBBB@
1CCCCCCCA ¼ ½D
ðN-breÞ1
ee1 xil1 x
ee1 xþil1 x
^
eeN xilN x
eeN xþilN x
0BBBBBBBB@
1CCCCCCCCA
: ð1:6cÞ
As x-þN; ½DðN-breÞ1BI and
cðN-breÞ1
cðN-breÞ1
^
cðN-breÞN
cðN-breÞN
0BBBBBBB@
1CCCCCCCA
B
ee1xil1x
ee1xþil1x
^
eeN xilN x
eeN xþilN x
0BBBBBBBB@
1CCCCCCCCA
: ð1:6dÞ
As x-N; ½DðN-breÞ1Bdiag
(
iln
2ðen þ ilnÞen e
½2pnenþ2ignlnþ8ðenþilnÞ3tðenþilnÞx
)
 1
en þ em þ iðln þ lmÞ
  1diag
(
eðemþilmÞx
)
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and
cðN-breÞ1
cðN-breÞ1
^
cðN-breÞN
cðN-breÞN
0BBBBBBB@
1CCCCCCCA
Bdiag
ilme½2pmemþ2igmlmþ8ðemþilmÞ
3tðemþilmÞx
2ðem þ ilmÞem
( )
 1
en þ em þ iðln þ lmÞ
  1
1
1
^
1
1
0BBBBBB@
1CCCCCCA
¼
e½2p1e1þ2ig1l1þ8ðe1þil1Þ
3
tðe1þil1Þx QN
j¼1
ja1
e1 þ ej þ iðl1 þ ljÞ
e1  ej þ iðl1 þ ljÞ 
e1 þ ej þ iðl1  ljÞ
e1  ej þ iðl1  ljÞ
e½2p1e12ig1l1þ8ðe1il1Þ
3tðe1il1Þx QN
j¼1
ja1
e1 þ ej  iðl1 þ ljÞ
e1  ej  iðl1 þ ljÞ 
e1 þ ej  iðl1  ljÞ
e1  ej  iðl1  ljÞ
^
^
0BBBBBBBBBBB@
1CCCCCCCCCCCA
:
ð1:6eÞ
Equality of the two terms in (1.6e) follows from the formula
1
en þ em þ iðln þ lmÞ
  1
1
1
^
1
1
0BBBBBB@
1CCCCCCA
¼
2e1ðe1 þ il1Þ
il1
QN
j¼1
ja1
e1 þ ej þ iðl1 þ ljÞ
e1  ej þ iðl1 þ ljÞ 
e1 þ ej þ iðl1  ljÞ
e1  ej þ iðl1  ljÞ
2e1ðe1  il1Þ
il1
QN
j¼1
ja1
e1 þ ej  iðl1 þ ljÞ
e1  ej  iðl1 þ ljÞ 
e1 þ ej  iðl1  ljÞ
e1  ej  iðl1  ljÞ
^
0BBBBBBBB@
1CCCCCCCCA
:
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The analogue of (1.1f) is
cðN-breÞ
¼ 1
XN
n¼1
2en
ln
en þ i ln
k  ln þ ien e
2½enðpn12l2ntþ4e2ntÞþilnðgn4l2nþ12e2ntÞðenþilnÞxcðN-breÞn
"
 en  iln
k þ ln þ ien e
2½enðpn12l2ntþ4e2ntÞilnðgn4l2nþ12e2ntÞðenilnÞx cðN-breÞn
#
eikx: ð1:6fÞ
Scattering data for cðN-breÞ are obtained from (1.6d,e) as
aðt; kÞ ¼ QN
n¼1
k  ien  ln
k þ ien  ln
k  ien þ ln
k þ ien þ ln
 
¼ exp PN
n¼N
ln 1þ 2i en
k  ln þ ien
  
Bexp 2i
PN
n¼N
en
k  ln þ ien þ oðenÞ
 
; for enB0;
bðt; en þ ilnÞ ¼
e½2pnenþ2ignlnþ8ðenþilnÞ
3t QN
j¼1
jan
en þ ej þ iðln þ ljÞ
en  ej þ iðln þ ljÞ 
en þ ej þ iðln  ljÞ
en  ej þ iðln  ljÞ
 
;
rðt; kÞ
kAR
¼ bðt; kÞ
 
kAR
¼ 0:
8>>>>>>>>><>>>>>>>>>:
ð1:6gÞ
The analogues of (1.1h,i) are
uðN-breÞ ¼  8
XN
n¼1
enðen þ ilnÞ2
iln
e2pnenþ2ignlnþ8ðenþilnÞ
3t cðN-breÞn
h i2(
 enðen  ilnÞ
2
iln
e2pnen2ignlnþ8ðenilnÞ
3t cðN-breÞn
h i2)
; ð1:6hÞ
cðN-breÞn
h i2
dx ¼ iln
2enðen þ ilnÞe
½2pnenþ2ignlnþ8ðenþilnÞ3t: ð1:6iÞ
For N ¼ 1 a single breather and the corresponding eigenfunctions of (0.6a) are
uð1-breÞ ¼ 8le l sin 2lð4l
2t  12e2t þ x  gÞ þ e sinh 2eð12l2t  4e2t þ x  pÞ
e sin 2lð4l2t  12e2t þ x  gÞ  l sinh 2eð12l2t  4e2t þ x  pÞ
" #
þ 8l2e2 cos 2lð4l
2t  12e2t þ x  gÞ  cosh 2eð12l2t  4e2t þ x  pÞ
e sin 2lð4l2t  12e2t þ x  gÞ  l sinh 2eð12l2t  4e2t þ x  pÞ
" #2
ð1:6jÞ
and
cð1-breÞ71 ¼
l e2eð12l
2t4e2tþxpÞ  e72ilð4l2t12e2tþxgÞ
h i
ee x8ilx
2 l sinh 2eð12l2t  4e2t þ x  pÞ  e sin 2lð4l2t  12e2t þ x  gÞ" #: ð1:6kÞ
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For N41 (1.6a) may be viewed as nonlinear superposition of N breathers. To better
visualize multi-breather solutions, with each one of them one can associate the
charge function
ChðkÞ ¼
XN
n¼1
fchn dk;lnþien þ chndk;lnþieng; ð1:6lÞ
where chn ¼ 2enðln  ienÞln e
2pnenþ2lngni and chn is its complex conjugate. For each breather
one can construct an anti-breather by simply adding
p
2
to the phase lngn: Nonlinear
superposition of a breather and an anti-breather with the same values of l; e; p; g is zero;
that is, the breather and the anti-breather annihilate each other. A corresponding multi-
breather solution is obtained from the charge function by ﬁrst constructing
F ¼
X
all kAC
e8ik
3tþ2ikx ChðkÞ ¼
XN
n¼1
chne
8iðlnþienÞ3tþ2iðlnþienÞx þ chne8iðlnþienÞ
3tþ2iðlnþienÞx
h i
of (0.6c) and proceeding from there along the lines of (0.6). To take nonlinear
superposition of N breathers it is sufﬁcient just to add their charge functions. For multi-
breather solutions, their charge functions describe them much better than scattering data.
The charge function may be visualized as pictured in Fig. 1.3.
1.5. The e-layer of breathers
For all en equal to e; (1.6) can be rewritten in a more convenient form using
notations Pn and Gn deﬁned by
eenPnþiGn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
en þ iln
iln
s
eenðpnx12l
2
ntþ4e2ntÞþilnðgnx4l2nþ12e2ntÞ ð1:7aÞ
and the transformation
DðeÞ ¼  1
e
CBDðN-breÞB1C; cðeÞ ¼ eC1BcðN-breÞ; ð1:7bÞ
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ch2 k,iε2 − λN
ch1 k,iε1 − λ1 ch1 k,iε1 + λ1
ch3 k,iε3 + λ3
ch2 k,iε2 + λ2
chN k,iε2 + λN
iε2 − λ2
iε1 − λ1 iε1 + λ1
iε3 + λ3
ch3 k,iε3 − λ3
iε3 − λ3
iεN + λN
chN k,iε2 − λN
iεN − λN
iε2 + λ2
Re k
Im k
Fig. 1.3. Graphic representation of the charge function for superposition of N breathers.
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where
B ¼ diag
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eþ iljnj
4iljnj
s
epneþignljnjþ4ðeþiljnjÞ
3t i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e iljnj
4iljnj
s
epneignljnjþ4ðeiljnjÞ
3t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eþ iljnj
4iljnj
s
epneþignljnjþ4ðeþiljnjÞ
3t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e iljnj
4iljnj
s
epneignljnjþ4ðeiljnjÞ
3t
0BBBBB@
1CCCCCA
8>>><>>>:
9>>>=>>>;
;
ð1:7cÞ
B1 ¼ diag
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
iljnj
eþ iljnj
s
epneignljnj4ðeþiljnjÞ
3t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
iljnj
eþ iljnj
s
epneignljnj4ðeþiljnjÞ
3t
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
iljnj
e iljnj
s
epneþignljnj4ðeþiljnjÞ
3
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
iljnj
e iljnj
s
epneþignljnj4ðeþilnÞ
3
t
0BBBBB@
1CCCCCA
8>>><>>>:
9>>>=>>>;
ð1:7dÞ
with n ¼ 1; 2; 3;y;N rather than n ¼ 1;1; 2;2;y;N;N and C ¼ diag 1
0
0
e
 ) *
:
Eqs. 1.6a,b then become
uðeÞðt; xÞ ¼ 2 d
2
dx2
ln det DðeÞ; ð1:8aÞ
where
DðeÞnm ¼ 2eeðPnþPmÞ

dnmeePn
sinh ePn
e
þ ð1 dnmÞ ðln  lmÞsinðGn  GmÞ þ 2e cosðGn  GmÞðln  lmÞ2 þ 4e2
 ðln þ lmÞsinðGn þ GmÞ þ 2e cosðGn þ GmÞðln þ lmÞ2 þ 4e2
if n;m40;
e dnm eePn cosh ePn þ ð1 dnmÞe
ðljnj  ljmjÞsinðGjnj  GjmjÞ þ 2e cosðGjnj  GjmjÞ
ðljnj  ljmjÞ2 þ 4e2
"
þ eðljnj þ ljmjÞsinðGjnj þ GjmjÞ þ 2e cosðGjnj þ GjmjÞðljnj þ ljmjÞ2 þ 4e2
#
if n;mo0;
e
ðln  ljmjÞcosðGn  GjmjÞ  2esinðGnGjmjÞ
ðlnljmjÞ2 þ 4e2
þ ðln þ ljmjÞcosðGn þ GjmjÞ2e sinðGnþGjmjÞðlnþljmjÞ2 þ 4e2
" #
if n40; mo0; or if no0; m40:
8>>>>>>>>>>>><>>>>>>>>>>>>:
ð1:8bÞ
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The eigenfunctions of (0.6a) take the form
cðeÞ1
cðeÞ1
^
cðeÞN
cðeÞN
0BBBBBBB@
1CCCCCCCA
¼ ½DðeÞ1
eeP1 sinG1
e eeP1cosG1
^
eePN sinGN
e eePN cos GN
0BBBBBBBB@
1CCCCCCCCA
: ð1:8cÞ
Formulas (1.6d–f) take the form
cðeÞn B
e eePn sin Gn as x-þN if n40;
eePn cos Gn as x-þN if no0;
eeePn sin Gn as x-N if n40;
eePn cos Gn as x-N if no0;
8>><>>: þ terms of order oðeÞ; ð1:8dÞ
B
e
sinh ePn
sin Gn as x-7N if n40
 1
cosh ePn
cos Gn as x-7N if no0
8><>: þ terms of order oðeÞ; ð1:8eÞ
cðeÞ ¼ 1 2
XN
n¼1
1
k  ln  ie
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln  ie
ln
s
eePnþiGn  1
k þ ln  ie
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln þ ie
ln
s
eePniGn
 !
cðeÞn
" #
eikx
þ 2ie
XN
n¼1
1
k  ln  ie
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln  ie
ln
s
eePnþiGn þ 1
k þ ln  ie
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln þ ie
ln
s
eePniGn
" #
cðeÞne
ikx:
ð1:8fÞ
Scattering data for an e-layer of breathers are
aðt; kÞ ¼ QN
n¼1
k  ie ln
k þ ie ln 
k  ieþ ln
k þ ieþ ln
 
¼ exp PN
n¼N
ln 1þ 2i e
k  ln þ ie
  
Bexp 2ie
PN
n¼N
1
k  ln þ ieþ oðeÞ
 
; eB0;
bðt; eþ ilnÞ ¼ e½2pneþ2ignlnþ8ðeþilnÞ3t
QN
j¼1
jan
2eþ iðln þ ljÞ
iðln þ ljÞ 
2eþ iðln  ljÞ
iðln  ljÞ
 
;
rðt; kÞjkAR ¼ bðt; kÞjkAR ¼ 0:
8>>>>>>><>>>>>>:
ð1:8gÞ
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Formulas (1.6h,i) take the form
uðeÞ ¼ 64
XN
n¼1
½cðeÞn 2  e2½cðeÞn2 þ 2ln cðeÞn cðeÞn
n o
; ð1:8hÞ
½cðeÞn 2  e2½cðeÞn2
 
dx ¼  e
2
; for n40;
cðeÞn c
ðeÞ
n dx ¼ 0:
8>><>>: ð1:8iÞ
For N ¼ 1
c1 ¼
e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 þ e2
q
2ðl1sinh2P1e e sin2G1Þ cosh P1e sinG1 þ
ðl1  eÞe
2ðe2 þ l21Þ
eP1e sin G1
" #
;
c1 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 þ e2
q
2ðl1 sinh 2P1e e sin 2G1Þ sinh P1e cos G1  ee
P1e  l1 sin G1  e cos G1
2ðe2 þ l21Þ
" #
:
8>>>><>>>:
ð1:8jÞ
The corresponding charge function (1.6l) becomes
ChðkÞ ¼
XN
n¼1
fchndk;lnþie þ chndk;lnþieg; ð1:8kÞ
where chn ¼ 2eðln  ieÞln e
2pneþ2lngni and chn is its complex conjugate. It can be depicted
as shown in Fig. 1.4.
Formulas (1.8a–j) may also be generated by the charge function
ChðkÞ ¼
XN
n¼1
fchndk;lnþie þ chn dk;lnieg; ð1:8lÞ
where chn ¼ 2lnðln þ ieÞe e
2pne2lngni and chn ¼  2lnðln  ieÞe e
2pne2lngni: Note that
chn’s are no longer complex conjugates of chn’s and the values of chn; chn are
somewhat different from those in (1.8k). The charge function (1.8l) can be visualized
as shown in Fig. 1.5.
Note to formulas (1.8): Unlike functions cðN-solÞn and c
ðN-breÞ
n from formulas (1.1)
and (1.6), which are singular eigenfunctions of the Schro¨dinger operator L ¼
 @
2
@x2
þ u; the functions cðeÞn are not eigenfunctions of the operator L: Instead each
cðeÞn is a linear combination of two eigenfunctions c
ðN-breÞ
n and c
ðN-breÞ
n corresponding
to different eigenvalues ðln þ ieÞ2 and ðln þ ieÞ2 ¼ ðln  ieÞ2:
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2. Harmonic breather solutions of KdV, general theory
Deﬁne, for the sake of convenience, functions c ¼ lime-0 cðeÞei½4k3tkgðkÞ;cn ¼
4 lime-0 c
ðeÞ
n ; cn ¼ 4 lime-0 cðeÞn 
1
2ln
cðeÞn
 
; n40: As e-0þ formulas (1.8) degen-
erate into the following list of formulas that will be proved further on mostly without
the use of Section 1:
uðt; xÞ ¼ 2 d
2
dx2
ln detD; ð2:1aÞ
where D is an N  N matrix whose entries are given by
Dnm ¼
tn ¼ pn  12l2nt  x 
sin 2Gn
2ln
; n ¼ m;
sinðGn  GmÞ
ln  lm 
sinðGn þ GmÞ
ln þ lm ; nam;
with the shorthand notation Gn ¼ lnðgn  4l2nt  xÞ;
ln40;NopnoþN; n;m ¼ 1; 2; 3;y;N;
8>>>><>>>>:
ð2:1bÞ
XN
m¼1
Dmncm ¼ sin Gn; n ¼ 1; 2;y;N; ð2:1cÞ
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ch2 k,iε − λ2 ch1 k,iε − λ1 ch1 k,iε + λ1 ch2 k,iε + λ2 chN k,iε + λN
iε − λ2 iε − λ1 iε + λ1 iε + λN
chN k,iε − λN
iε − λN iε + λ2
Re k
Im k
Fig. 1.4. Graphic representation of the ﬁrst charge function (1.8k) for an e-layer of breathers.
ch1 k,iε1 + λ1 ch2 k,iε2 + λ2 chN k,iεN + λN
iε + λ1 iε + λN
ch
−N k,−iεN + λN
−iε + λN
ch
−2 k,−iε2 + λ2
−iε + λ2
ch
−1 k,−iε1 + λ1
−iε + λ1
iε + λ2
Re k
Im k
Fig. 1.5. Graphic representation of the second charge function (1.8l) for an e-layer of breathers.
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cnB
1
pn  12l2nt  x
sin Gn as x-7N; n40; ð2:1dÞ
cnB cos Gn as x-7N; n40; ð2:1eÞ
c ¼ 1 2
XN
n¼1
1
k2  l2n
ðln cos Gn þ ik sin GnÞcn
" #
eikðxþ4l
3tgðkÞÞ; ð2:1fÞ
uðt; xÞ ¼ 8
XN
n¼1
ðc2n þ lncncnÞ; ð2:1gÞ
c2n dx ¼ cncn dx ¼ 0; ð2:1hÞ
where the improper integrals in (2.1h) and the rest of the paper are understood in the
sense of Hadamard, which is emphasized by the two horizontal lines across the
integral sign. The Hadamard principal value of an integral of a real-valued function
qðxÞ is deﬁned to be
qðxÞ dx ¼ lim
e-0
Z þN
N
½Re qðx þ ieÞ dx:
For N ¼ 1 (2.1a–e) simplify to
uðt; xÞ ¼ 8l1 l1 sin 2l1ðg1  4l
2; t  xÞ
sin 2l1ðg1  4l21t  xÞ  2l1ðg1  4l21t  xÞ
" #
þ 8l21
cos 2l1ð4l21t þ x  g1Þ  1
sin 2l1ðp1  12l21t  xÞ  2l1ðp1  12l21t  xÞ
" #2
ð2:1iÞ
and
c1 ¼
2l1 sin G1
2l1ðp1  12l21t  xÞ  sin 2G1
; c1 ¼ 
2l1ðp  12l21t  xÞcos G1
2l1ðp1  12l21t  xÞ  sin 2G1
: ð2:1jÞ
For N ¼ 2
u ¼
2 d
2
dx2
ln p112l21tx
sin 2l1ðg1  4l21t  xÞ
2l1
 
p212l22tx 
sin 2l2ðg24l22t  xÞ
2l2
 

 sinðl1ðg14l
2
1t  xÞl2ðg24l22t  xÞÞ
l1  l2 
sinðl1ðg1  4l21t  xÞ þ l2ðg2  4l22t  xÞÞ
l1 þ l2
 20
:
ð2:1kÞ
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The functions cn’s and c satisfy the Schro¨dinger operator and behave somewhat
like eigenfunctions of (0.6a), yet neither should be considered as one due to the
presence of singularities. In addition, functions cn’s do not behave like e
ikx; as
x-þN either, making it impossible to view them as eigenfunctions of (0.6a).
Functions cn’s do not satisfy the Schro¨dinger equation at all and may be either
considered formal limits cn ¼ 4 lime-0 cðeÞn 
1
2ln
cðeÞn
 
with the right-hand side
deﬁned by (1.8b) or, independently of Section 1, considered as special functions of
future interest that will be precisely deﬁned further on by (2.9).
Functions (2.1i) represent the main topic of this paper; they will be referred to as
harmonic breathers. The second part of the name serves as a reminder that these
functions appear as limits of solutions (1.6a,b) while the ﬁrst part indicates that, as
will be shown further on in this paper, the role these solutions play in nonlinear
theory is somewhat similar to that of linear harmonics ei kxoðkÞtð Þ in linear theory.
Time evolution of a single harmonic breather with l1 ¼ 1; p1 ¼ g1 ¼ 0 is shown in
Fig. 2.1. Harmonic breathers, just as ordinary breathers, always have a singularity,
which will be proven in Theorem 2.2. All graphs in Fig. 2.1 are cut at the singularity.
For N41 (2.1a,b) may be viewed as a nonlinear superposition of N harmonic
breathers with charge function (all ln’s40):
ChðkÞ ¼ lim
all en-0
XN
n¼1
2enðln þ ienÞ
ln
e2pnen2lngni dk;lnþien þ
2enðln  ienÞ
ln
e2pnenþ2lngni dk;lnþien
 
¼ lim
all B-0
XN
n¼1
B
2$pn
e
B
2$2lngnid
k;lnþi B4$pn
þ e
B
2$þ2lngnid
k;lnþi B4$pn
 
; ð2:1lÞ
where en ¼ B
4$pn
and $ is a constant. Function (2.1l) may be visualized as shown in
Fig. 2.2 with the pair chn; chn understood as the coefﬁcients in front of dk;ln and dk;ln in
lim
B-0
B
2$pn
e
B
2$2lngnid
k;lnþi B4$pn
þ e
B
2$þ2lngnid
k;lnþi B4$ pn
 
:
Although formulas (2.1a–l) are obtained from (1.8) for e-layers of harmonic breathers,
charge function (2.1l) is obtained from (1.6l) as all en-0:
Note 1 to formulas (2.1): By analogy with solitons and breathers one may deﬁne
superposition of harmonic breathers to be the solution of KdV generated by the sum
of the charge functions of the corresponding harmonic breathers. Yet if
lim
B-0
B
2$p1
e
B
2$2l1g1i d
k;l1þi B4$p1
þ e
B
2$þ2l1g1id
k;l1þi B4$p1
 
and
lim
B-0
B
2$p2
e
B
2$2l2g2i d
k;l2þi B4$p2
þ e
B
2$þ2l2g2id
k;l1þi B4$p2
 
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Fig. 2.1. Time evolution of a single harmonic breather given by (2.1i) with l1 ¼ 1:; g1 ¼ 0:; p1 ¼ 0: The
last frame is obtained by superimposing graphs of the harmonic breather for all values of time tAð1:; 1:Þ:
Fig. 2.2. Graphic representation of the charge function for superposition of N harmonic breathers.
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are two charge functions generating two harmonic breathers, then the limit as l2-l1
of the harmonic breather generated by the sum of these charge functions will depend
on the quantity liml2-l1
l2g2  l1g1
l2  l1 ; as will be shown in Theorem 3.3, leading to
nonuniqueness in the deﬁnition of superposition of harmonic breathers.
Note 2 to formulas (2.1): A very interesting representation of the potential uðt; xÞ
and eigenfunctions cn was constructed in [Mat1] in the form
uðt; xÞ ¼ 2 d
2
dx2
W1; ð2:2aÞ
c ¼ W2
W1
; ð2:2bÞ
where
W1 ¼ Wðsin G1; ðp1  12l21t  xÞcos G1; sin G2; ðp2  12l22t  xÞcos G2;y;
sin GN1; ðpN1  12l2N1t  xÞcos GN1; sin GN ; ðpN  12l2Nt  xÞcos GNÞ
and
W2 ¼ Wðsin G1; ðp1  12l21t  xÞcos G1; sin G2; ðp2  12l22t  xÞcos G2;y;
sin GN1; ðpN1  12l2N1t  xÞcos GN1; sinGN ; ðpN  12l2Nt  xÞcos GN ; eikxÞ
are the Wronskian determinants of the functions in parentheses.
Since (2.1) are obtained only as formal limits of (1.8), the validity of at
least some of them at this point is questionable. In the rest of the section
formulas (2.1) as well as some other properties of harmonic breathers that do not
follow from (1.8) will be obtained and proved mostly without resorting to formulas
(1.8).
Theorem 2.1 (Algebraic relationships between main functions).
(A) The function uðt; xÞ given by (2.1a) admits the following representation:
uðt; xÞ ¼ 4 d
dx
XN
n;m¼1
Dmncmcm ð2:3aÞ
¼ 4 d
dx
XN
m¼1
sin Gmcm; Gm ¼ lmðgm  4l2mt  xÞ: ð2:3bÞ
Functions uðt; xÞ and cn given by (2.1a–e) satisfy the Schro¨dinger equation
 d
2cn
dx2
þ uðt; xÞcn ¼ l2ncn ð2:4aÞ
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and the Korteweg–de Vries equation
ut  6uux þ uxxx ¼ 0: ð2:4bÞ
(B) The function
c ¼ 1 2
XN
n¼1
1
k2  l2n
ðln cos Gn þ ik sin GnÞcn
" #
eiGðkÞ ð2:5aÞ
¼  i sin GðkÞ 
XN
n¼1
sinðGðkÞ  GnÞ
k  ln 
sinðGðkÞ þ GnÞ
k þ ln
 
cn
" #
þ cos GðkÞ 
XN
n¼1
cosðGðkÞ  GnÞ
k  ln 
cosðGðkÞ þ GnÞ
k þ ln
 
cn
" #
; ð2:5bÞ
satisfies the Schro¨dinger equation
 d
2c
dx2
þ uc ¼ k2c: ð2:5cÞ
(C) If
GðkÞ ¼ k

cðkÞ  4k2t  x

; cðkÞ is a continuously differentiable even function
of k such that cðlmÞ ¼ gm; ð2:6aÞ
then
cðx;kÞ  cðx; kÞ
2i
¼ sin GðkÞ 
XN
n¼1
sinðGðkÞ  GnÞ
k  ln 
sinðGðkÞ þ GnÞ
k þ ln
 
cn; ð2:6bÞ
lim
k-lm
cðx;kÞ  cðx; kÞ
2i
¼ pm  dðlmcðlmÞÞ
dlm
 
cm; ð2:6cÞ
cðx;kÞ þ cðx; kÞ
2
¼ cos GðkÞ 
XN
n¼1
cosðGðkÞ  GnÞ
k  ln 
cosðGðkÞ þ GnÞ
k þ ln
 
cn;
lim
k-lm
ðk  lmÞ cðx;kÞ þ cðx; kÞ
2
¼ cm ð2:6dÞ
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and function
cm ¼ lim
k-lm
cðx;kÞ þ cðx; kÞ
2
þ cm
k  lm 
1
2lm
cm
 
¼  cos Gm  cos 2Gm þ 1
2lm
cm þ
XN
n¼1;nam
cosðGm  GnÞ
lm  ln 
cosðGm þ GnÞ
lm þ ln
 
cn
ð2:6eÞ
satisfies the equation
 d
2
dx2
þ u  l2m
 
cm ¼ 2lmcm: ð2:6fÞ
(D) If
GðkÞ ¼ k

cðkÞ  4k2t  x

; cðkÞ is a continuously differentiable even function
of k such that for some m cðlmÞ ¼ gm7
p
2lm
; ð2:7aÞ
then
cðx;kÞ þ cðx; kÞ
2
¼ cos GðkÞ 
XN
n¼1
cosðGðkÞ  GnÞ
k  ln 
cosðGðkÞ þ GnÞ
k þ ln
 
cn; ð2:7bÞ
lim
k-lm
cðx;kÞ þ cðx; kÞ
2
¼8

sin Gm 
XN
n¼1
nam
sinðGm  GnÞ
lm  ln 
sinðGm þ GnÞ
lm þ ln
 
cn
 dðlmcðlmÞÞ
dlm
 12l2mt  x þ
sin 2Gm
2lm
 
cm

¼8 pm  dðlmcðlmÞÞ
dlm
 
cm; ð2:7cÞ
cðx;kÞ  cðx; kÞ
2i
¼ sin GðkÞ 
XN
n¼1
sinðGðkÞ  GnÞ
k  ln 
sinðGðkÞ þ GnÞ
k þ ln
 
cn;
lim
k-lm
ðk  lmÞcðx;kÞ  cðx; kÞ
2i
¼8cm; ð2:7dÞ
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and function
cm ¼8 lim
k-lm
cðx;kÞ  cðx; kÞ
2i
7
cm
k  lm þ
1
2lm
cm
 
¼

 cos Gm  cos 2Gm þ 1
2lm
cm þ
XN
n¼1;
nam
cosðGm  GnÞ
lm  ln 
cosðGm þ GnÞ
lm þ ln
 
cn

ð2:7eÞ
satisfies (2.6f).
(E) The following representation formula holds:
uðt; xÞ ¼ 8
XN
n¼1
ðc2n þ lncncnÞ ð2:8aÞ
¼ 8
XN
n¼1
ln cos Gncn þ 8
XN
n¼1
sin Gncn
 !2
: ð2:8bÞ
Proof. (A) Equivalence of formulas (2.1a,b) and (2.3a,b) immediately follows from
the following string of identities:
d
dx
ln detD ¼
XN
n;m¼1
D1
 
mn
d
dx
Dmn ¼ 2
XN
n;m¼1
ðD1Þmn sin Gn sin Gm ¼ 2
XN
n¼1
cn sin Gn;
where ðD1Þmn denote the elements of D1:
Differentiation of (2.1c) twice yields
XN
n¼1
Dmn
d2cn
dx2
 sin Gm d
dx
ð4cn sin GnÞ þ 2lmcn cos Gm sin Gn  2lncn sin Gm cos Gn
 
¼ l2m sin Gm;
which is equivalent to
XN
n¼1
Dmn
d2cn
dx2
 ucn þ l2ncn
 
¼ 0
due to the relations u ¼ 4 d
dx
PN
n¼1 cn sin Gn and 2
PN
n¼1 Dmnðlmcn cos Gm sin Gn 
lncn sin Gm cos GnÞ þ l2m sin Gm ¼
PN
n¼1 Dmnl
2
ncn: Since D is invertible, except
possibly a few points (see Theorem 2.2 further on), (2.4a) follows.
The validity of formula (2.4b) for uðt; xÞ given by (2.1a,b) can be veriﬁed by direct
but rather long computations. A simpler proof is obtained from the observation that
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as e-0þ; the matrix DðeÞ of (1.8c) satisﬁes
D 0
IN IN
 
¼ lim
e-0
DðeÞ
IN 0
0
1
e
IN
0@ 1A24 35;
where IN is the N  N identity matrix. Since (1.8a) satisﬁes KdV for all e so must
2 d
2
dx2
ln detD ¼  2 d
2
dx2
ln det
D 0
IN IN
 
¼ 2 d
2
dx2
ln det lim
e-0
DðeÞ
IN 0
0 1e IN
  
¼  2 d
2
dx2
ln det lim
e-0
DðeÞ:
Another proof of (2.4b) is given in [Kov4].
It is interesting to note that formulas (2.1a–c) can be formally obtained using
formal distributional solutions of the integral equation
Fdðx; yÞ þ
Z N
x
Kdðx; zÞFdðz; yÞ dz ¼ 0 ð2:9aÞ
with
Fdðx; yÞ ¼ 
XN
n¼1
sin

lngn  lnx  ðpn  xÞd

sinðlngn  lnyÞ; ð2:9bÞ
where d is a small parameter and the dependence on t is suppressed. A solution of
(2.9a) is sought in the form
Kdðx; yÞ ¼ 2
XN
n¼1
cnðxÞsin

lngn  lny þ ðpn  yÞd

: ð2:9cÞ
Substituting (2.9b,c) into (2.9a), integrating, using distributional identity
limx-N sinðlngn  lnx  ðpn  xÞdÞ ¼ limx-N cosðlngn  lnx  ðpn  xÞdÞ ¼ 0 and
letting d-0; one recovers the system of linear equations (2.1c) as well as the formula
lim
d-0
Kdðx; xÞ ¼ ðdetDÞ1 d
dx
detD; ð2:9dÞ
which combined with
uðxÞ ¼ 2 d
dx
lim
d-0
Kdðx;xÞ ð2:9eÞ
yields (2.3).
(B–D) Proof of part B of the theorem is by direct veriﬁcation: substitute (2.5a) into
(2.5c) and simplify. Another proof of part B of the theorem is by taking limit of
(1.8f) as e-0þ: The equivalence of (2.5b) and (2.5a) follows from the standard
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trigonometric identities. Formulas (2.6b,c) follow from (2.5b) and comparison
with (2.1c).
Deﬁne
Zmðx; kÞ ¼ ðk  lmÞ
eiðGðkÞþkxÞcðx;kÞ þ eiðGðkÞþkxÞcðx; kÞ
2
:
Simple trigonometric manipulations yield
Zmðx; kÞ ¼ ðk  lmÞ cos GðkÞ 
XN
n¼1
cosðGðkÞ  GnÞ
k  ln 
cosðGðkÞ þ GnÞ
k þ ln
 
cn
" #
:
Taking limit as k-lm yields (2.6d).
The function
dZmðx; kÞ
dk

k¼lm
¼ lim
k-lm
Zmðx; kÞ þ cm
k  lm ¼ limk-lm
Zmðx; kÞ
k  lm þ
cosðGðkÞ  GnÞ
k  lm cm
 
¼ cos Gm þ cos 2Gm
2lm
cm 
XN
n¼1
nam
cosðGm  GnÞ
lm  ln 
cosðGm þ GnÞ
lm þ ln
 
cn
satisﬁes the equation
 d
2
dx2
dZmðx; kÞ
dk

k¼lm
" #
þ u dZmðx; kÞ
dk

k¼lm
" #
¼ l2m
dZm ðx; kÞ
dk

k¼lm
" #
þ 2lmcm:
Substitution
dZmðx; kÞ
dk

k¼lm
¼ cm 
1
2lm
cm and use of (2.4a) lead to (2.6f).
The proof of formulas (2.7) is almost exactly the same as the proof of formulas
(2.6) and is omitted here.
(E) Multiplying (2.6e) or (2.7d) by 2lmcm and summing up in m yieldXN
m¼1
2lmcmcm þ 2lm cos Gmcm þ ðcos 2Gm þ 1Þcmcmð Þ
¼ 2
XN
n;m¼1
nam
lm cosðGm  GnÞ
lm  ln 
lm cosðGm þ GnÞ
lm þ ln
 
cncm;
which is equivalent to
XN
m¼1
2lmcmcm þ 2lm cos Gmcm þ ðcos 2Gm þ 1Þcmcmð Þ
¼ 2
XN
n;m¼1
nam
ln cosðGm  GnÞ
lm  ln 
ln cosðGm þ GnÞ
lm þ ln
 
cncm:
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Adding up the two identities and dividing both sides by two producesXN
m¼1
2lmcmcm þ 2lm cos Gmcm þ ðcos 2Gm þ 1Þcmcmð Þ
¼
XN
n;m¼1
nam
cosðGm  GnÞ  cosðGm þ GnÞð Þcncm;
which itself is equivalent to
8
XN
m¼1
lmcmcm þ cmcmð Þ ¼ 8
XN
m¼1
lm cos Gmcm þ 8
XN
m¼1
sin Gmcm
 !2
: ð2:10aÞ
On the other hand, carrying out differentiation in (2.3) produces
u ¼ 4
XN
n;m¼1
2Dmncmc
0
m þD0mncmcm
 
: ð2:10bÞ
Differentiating (2.1c) and multiplying the result by 2cm lead toXN
n;m¼1
2Dmncmc
0
n ¼ 2D0mncmcn  2
XN
m¼1
lm cos Gmcm: ð2:10cÞ
Substituting (2.10c) into (2.10b) yields
u ¼
XN
n;m¼1
4D0mncmcm  8lm cos Gmcm
 
: ð2:10dÞ
The right-hand sides of (2.10a) and (2.10d) are equal and so must be the left-hand
sides. &
Theorem 2.2 (Analysis of singularities).
(A) For any given value of t every solution of KdV of the form (2.1a,b) has at least
one pole but no more than N poles.
(B) If NX2; two distinct roots of detDðt; xÞ ¼ 0; denoted by x1ðtÞ and x2ðtÞ; merge
into one for some value of t if and only if the quantities
n1 ¼ 2l1
3pðl22  l21Þ
h
6l22ðp1  g1Þ  6l21ðp2  g2Þ  l21ð3g2  p2  3g1 þ p1Þ
i
;
n2 ¼ 2l2
3pðl21  l22Þ
h
6l21ðp2  g2Þ  6l22ðp1  g1Þ  l22ð3g1  p1  3g2 þ p2Þ
i ð2:11Þ
are integers and are either both even or both odd. If n1 and n2 are both even, then
detDðt; xÞ has a single root x ¼ 3g1  p1
2
 3pn1
4l1
¼ 3g2  p2
2
 3pn2
4l2
of order 10 at time
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t ¼ p1  g1
8l21
þ pn1
16l31
¼ p2  g2
8l22
þ pn2
16l32
: If n1 and n2 are both odd, then detDðt; xÞ has a
single root x ¼ 3g1  p1
2
 3pn1
4l1
¼ 3g2  p2
2
 3pn2
4l2
of order 6 at time t ¼ p1  g1
8l21
þ
pn1
16l31
¼ p2  g2
8l22
þ pn2
16l22
:
Proof. (A) Consider the bilinear form
XN
n;m¼1
Dnmxmxn ¼
XN
n¼1
ðpn  12l2nt  xÞx2n þ
XN
n;m¼1
nam
sinðGn  GmÞ
ln  lm xmxn þ
XN
n;m¼1
sinðGn þ GmÞ
ln þ lm xmxn:
For a given x; let rankðxÞ be the dimension of the largest linear space on whichPN
n;m¼1 Dnmxmxn is negative deﬁnite. Since for the large values of jxjXN
n;m¼1
DnmxmxnE x
XN
n¼1
x2n;
rankðxÞ ¼ 0 for large negative x and rankðxÞ ¼ N for large positive x: On the other
hand, the inequality
d
dx
XN
n;m¼1
Dnmxmxn ¼ 2
XN
n¼1
xn sin Gn
 !2
p0
implies that rankðxÞ is an increasing step-function of x assuming integer values from
a subset of 0; 1; 2; 3;y;N: The points of jumps of rankðxÞ are exactly the poles of
uðt;xÞ and there are at least one and at most N of them.
(B) Proof of (B) was ﬁrst given in [Kov6]. Without loss of generality, it may be
assumed that N ¼ 2: The following sequence of identities can be easily veriﬁed by
direct computations:
t ¼ t1t2 D212; ð2:12aÞ
ti ¼ sin 2Gi
2li
 pi  x  12l2i t
 
; i ¼ 1; 2; ð2:12bÞ
D12 ¼ 2
l21  l22

l1 cos G1 sin G2  l2 sin G1 cos G2

; ð2:12cÞ
D012 ¼
@
@x
D12 ¼ 2 sin G1 sinG2; ð2:12dÞ
t0i ¼
@ti
@x
¼ cos 2Gi  1 ¼ 2 sin2 Gi; i ¼ 1; 2; ð2:12eÞ
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t0 ¼ @t
@x
¼ 2t1 sin2 G2  2t2 sin2 G1  2D12 sin G1 sin G2: ð2:12fÞ
Since for x-7N; t increase as x2 and according to part A of this theorem t has at
most two real zeros x1ðtÞ; x2ðtÞ; it must satisfy the inequality
t
X0; for xe½x1; x2;
p0; for xA½x1; x2;


which becomes t
X0; for xax1 ¼ x2;
¼ 0 for x ¼ x1 ¼ x2


whenever the
zeros coincide. In view of differentiability of t the latter is equivalent to
tðt; x1Þ ¼ t0ðt; x1Þ ¼ 0; if x1 ¼ x2: ð2:12gÞ
For the rest of the proof it is assumed that x1 ¼ x2 is a double root of t whenever
x ¼ x1 ¼ x2 is written.
Substituting t0 ¼ 0 into (2.12f) yields
t1 sin
2 G2 þ t2 sin2 G1 ¼ D12 sin G1 sinG2 for x ¼ x1 ¼ x2:
Squaring both sides and replacing t1t2 with D212 in turn yield
t21 sin
4 G2 þ t22 sin4 G1 ¼ D212 sin2 G1 sin2 G2 for x ¼ x1 ¼ x2:
Since the left-hand side is nonnegative and the right-hand side is nonpositive, both
must be zero; i.e.
t1 sin G2 ¼ t2 sinG1 ¼ D12 sin G1 sin G2 ¼ 0 for x ¼ x1 ¼ x2:
The latter can hold only if either
t1ðt; x1Þ ¼ t2ðt; x1Þ ¼ sin G1 ¼ sin G2 ¼ 0 for x ¼ x1 ¼ x2 ð2:12hÞ
or
t1ðt; x1Þ ¼ t2ðt; x1Þ ¼ cos G1 ¼ cos G2 ¼ 0 for x ¼ x1 ¼ x2: ð2:12iÞ
Systems (2.12h,i) are equivalent to
x1 þ 12l21t  p1 ¼ 0;
x1 þ 4l21t  g1 ¼
pn1
2l1
;
8<: ð2:12jÞ
x1 þ 12l22t  p2 ¼ 0;
x1 þ 4l22t  g2 ¼
pn2
2l2
;
8<: ð2:12kÞ
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where integers n1 and n2 are either both even (for 2.12h) or both odd (for 2.12i).
System (2.12j) can be explicitly solved for
t ¼ p1  g1
8l21
 pn1
16l31
; x1 ¼ 3g1  p1
2
 3pn1
4l1
; ð2:12lÞ
whereas system (2.12k) yields solutions
t ¼ p2  g2
8l22
 pn2
16l32
; x1 ¼ 3g2  p2
2
þ 3pn2
4l2
: ð2:12mÞ
To be consistent the values of t and x1 given by systems (2.12l) and (2.12m) must be
the same, i.e.,
t ¼ p1  g1
8l21
 pn1
16l31
¼ p2  g2
8l22
 pn2
16l32
;
x1 ¼ 3g1  p1
2
þ 3pn1
4l1
¼ 3g2  p2
2
þ 3pn2
4l2
;
which is equivalent to (2.11). The order of the zero can now be veriﬁed directly. &
Note 1 to Theorem 2.2: Part B is known only for the conﬂuence of just two poles of
uðt; xÞ; the question is open if the number of poles exceeds two. Although we cannot
prove it, we believe though that conﬂuence of any number of poles of uðt; xÞ occurs
under conditions similar to (2.11) and, based on [Air1,Kov6], that the order of zero of
detD at the points of conﬂuence can be only Qð2Q71Þ; where Q ¼ jump of rankðxÞ:
Note 2 to Theorem 2.2: Even at the points where rankðxÞ ¼ 1; detDðt; xÞ may have
a zero of order higher than 1. An example of that is the one-dimensional case of
(2.1a,b) detDðt; xÞ ¼ p1  12l21t  x 
sin 2G1
2ln
with p1 ¼ g1 ¼ t ¼ 0: Interestingly,
though, even in such a case the order of zero cannot be an arbitrary integer; for
example, under no circumstances can the order of zero be two. Indeed, if x is a double
zero of detDðt; xÞ; for some value of t and x1;y; xN is an eigenvector of Dðt; xÞ
corresponding to the zero eigenvalue, then, as shown in the proof of the theorem,
XN
n;m¼1
Dnmxmxn ¼ 0
and
d
dx
XN
n;m¼1
Dnmxmxn ¼ 2
XN
n¼1
xn sin Gn
 !2
¼ 0:
Direct computations yield
d2
dx2
XN
n;m¼1
Dnmxmxn ¼ 4
XN
n¼1
xn sin Gn
 ! XN
n¼1
xnln cos Gn
 !
¼ 0
and thus the order of zero must be at least three.
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Theorem 2.3 (Interaction of harmonic breathers with solitons and with each other).
(A) Superposition of N harmonic breathers and M solitons is given by the formula
u ¼ d
2
dx2
ln detD; ð2:13aÞ
where the entries of D are given by
Dnm ¼
sinðGn  GmÞ
ln  lm 
sinðGn þ GmÞ
ln þ lm ; nam; 1pn;mpN;
tn ¼ pn  12l2nt  x 
sin 2Gn
2ln
; n ¼ m; 1pnpN;ﬃﬃﬃﬃﬃﬃﬃﬃ
2mm
p ln sin Gn þ mm cos Gn
l2n þ m2m
emnbnþ4m
3
ntmnx; 1pnpNompN þ M;
as in the previous line; 1pmpNonpN þ M;
dmn þ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mnmm
p
mn þ mm
emnbnþmmbmþ4ðm
3
nþm3mÞtðmnþmmÞx; N þ 1pn;mpN þ M:
8>>>>>>>><>>>>>>>:
ð2:13bÞ
(B) When harmonic breathers interact with each other, they emerge from the
interaction completely unchanged [Kov1,Mat1].
(C) When the nth harmonic breather and the mth soliton interact, the soliton emerges
from the interaction completely unchanged, whereas the interaction changes the
displacement and phase of the harmonic breather by  mm
l2n þ m2m
and arctan
2lnmm
l2n  m2m
;
respectively [Kov1,Mat1].
Proof. (A) Proof of A can be obtained by augmenting the matrix (1.6c) with soliton
entries, applying transformations (1.7) to transform the obtained matrix into an
augmented version of (1.8c), and passing to the limit as e-0: One can also formally
prove part A of the theorem by argument (2.9) with the function Fdðx; yÞ augmented
with soliton entries.
(B) Consider for simplicity’s sake the case of two harmonic breathers given by
formula (2.1l) and go to the frame of reference moving with the ﬁrst harmonic
breather by replacing x with x ¼ x  12l21t  p1: Then as t-7N;
uðt; xÞ ¼2 d
2
dx2
ln t ¼ 2 d
2
dx2
ln t ¼ 2 d
dx
dt1
dx
t1  q2t2
0@ 1Aþ ðterms vanishing as t-7NÞ
¼  2 d
dx
dt1
dx
t1
 !
þ ðterms vanishing as t-7NÞ
¼  2 d
2t1
dx2
þ ðterms vanishing as t-7NÞ;
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where
t ¼ xþ sin 2G1
2l1
 
xþ 12ðl22  l21Þt þ p1  p2 þ
sin 2G2
2l2
 
 sinðG1  G2Þ
l1  l2 
sinðG1 þ G2Þ
l1 þ l2
 2
;
t1 ¼ xþ sin 2G1
2l1
;
t2 ¼ xþ 12ðl22  l21Þt þ p1  p2 þ
sin 2G2
2l2
;
q ¼ sinðG1  G2Þ
l1  l2 
sinðG1 þ G2Þ
l1 þ l2 :
Thus the ﬁrst harmonic breather has the same form for t-7N; i.e., it emerges from
the interaction completely unchanged with the same values of the phase l1g1 and the
displacement p1:
(C) Consider for simplicity’s sake the case of one harmonic breather and one
soliton. Then
u ¼ 2 d
2
dx2
ln
(
p1  12l21t  x 
sin 2G1
2l1
 
1þ e2m1b1þ8m31t2m1x

 2m1
l1 sin G1 þ m1 cos G1
l21 þ m21
em1b1þ4m
3
1
tm1x
" #2)
: ð2:13cÞ
To determine the behavior of the soliton, go to the frame of reference moving with
the soliton by replacing x with x ¼ x  b1  4m21t: Then as t-7N the previous
formula yields
u ¼  2 d
2
dx2
ln p1  b1 þ ð4m21  12l21Þt  x
sin 2G1
2l1
 8<:
 coshðm1xÞ  2m1
l1 sin G1 þ m1 cos G1
l21 þ m21
" #29=;
¼  2 d
2
dx2
ln coshðm1xÞ þ ðterms vanishing as t-7NÞ
¼ 2m
2
1
cosh2m1ðx  b1  4m21tÞ
þ ðterms vanishing as t-7NÞ:
Thus the soliton has the same form for t-7N; i.e., it emerges from the interaction
completely unchanged with the same value of the phase b1:
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To determine the behavior of the harmonic breather, go to the frame of reference
moving with it by replacing x with x ¼ x  p1 þ 12l21t: Then as t-7N; (2.13c)
yields
u ¼  2 d
2
dx2
ln xþ sin 2G1
2l1
 
1þ e2m1ðb1p1þ4m21tþ12l21txÞ
h i8<:
þ 4m1
l1 sin G1 þ m1 cos G1
l21 þ m21
" #2
e2m1ðb1p1þ4m
2
1
tþ12l21txÞ
9=;:
As t-N the harmonic breather has the form
u ¼ 2 d
2
dx2
ln xþ sin 2G1
2l1
 
þ ðterms vanishing as t-7NÞ;
whereas as t-þN it takes the form
u ¼  2 d
2
dx2
ln xþ sin 2G1
2l1
 
 2m1
l1 sinG1 þ m1 cos G1
l21 þ m21
" #28<:
9=;
þ ðterms vanishing as t-7NÞ
¼  2 d
2
dx2
ln x m1
l21 þ m21
" #
þ m1ðl
2
1  m21Þ
ðl21 þ m21Þ2
cos 2G1 þ 1
2l1
 2l1m
2
1
ðl21 þ m21Þ2
" #
sin 2G1
( )
þ ðterms vanishing as t-7NÞ
¼  2 d
2
dx2
ln x m1
l21 þ m21
" #
þ sin 2G1 þ arctan 2l1m1
l21  m21
 !( )
þ ðterms vanishing as t-7NÞ:
Thus the harmonic breather’s displacement gains  m1
l21 þ m21
and its phase gains
arctan
2l1m1
l21  m21
: &
Note to Theorem 2.3: The proof is easily generalizable to the case of M þ N42:
Another way to study interaction of harmonic breathers and solitons in the case
when N þ M42 in (2.13b) is to augment system (2.1c) with solitonic entries and
follow along the lines of (1.1d,e) to obtain the behavior of the eigenfunctions at
7N: Substituting the asymtotics of the eigenfunctions into the trace formula (2.8)
augmented with solitonic entries, one obtains the required formula for the
interaction of harmonic breathers and solitons.
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Theorem 2.4 (Conservation laws).
(A) The function jcðx; kÞj2 admits asymptotic expansion
jcðt; x; kÞj2 ¼
XN
j¼1
wjðt; xÞ
k2j
: ð2:14aÞ
The coefficients wj are the standard conserved densities [Gar1,Abl1] and are
representable in the form
wj ¼ 8
XN
n¼1
l2jn jc
2
n þ lncncn
 
: ð2:14bÞ
(B) The conserved densities are expressible in terms of cn by means of the formula
wj ¼ð8j  4Þ
XN
m¼1
l2jmcmcm  8
XN
m¼1
l2jþ1m cos Gmcm  4l2jm cos 2Gmcmcm
 
þ 4
XN
n;m¼1
man
l2jþ1m  l2jþ1n
lm  ln cosðGm  GnÞ 
l2jþ1m þ l2jþ1n
lm þ ln cosðGm þ GnÞ
 
cncm:
ð2:14cÞ
(C) The integral conservation laws for densities wj are trivial
wj dx ¼ 0; ð2:14dÞ
where the integral is understood in the sense of Hadamard.
Proof. (A) The proof of part A is by induction using formulas
1
4
d
3ðc2nÞ
dx3
þ 4u dðc
2
nÞ
dx
þ 2 du
dx
ðc2nÞ
 
¼ l2n
dðc2nÞ
dx
ð2:15aÞ
and
1
4
 d
3ðcncnÞ
dx3
þ 4u dðcncnÞ
dx
þ 2 du
dx
ðcncnÞ
 
¼ l2n
dðcncnÞ
dx
þ ln dðc
2
nÞ
dx
ð2:15bÞ
along with
dwjþ1
dx
¼ 1
4
d
3wj
dx3
þ 4u dwj
dx
þ 2 du
dx
wj
 !
; ð2:15cÞ
where (2.20a,b) follow from (2.4a), (2.6f), and (2.15c) is proved in [Gar1] using
representation of KdV in the form (0.5b).
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(B) Multiplying (2.6e) or (2.7d) by 2l2jþ1m cm and summing up in m yield
XN
m¼1
2l2jþ1m cmcm þ 2l2jþ1m cos Gmcm þ l2jmðcos 2Gm þ 1Þcmcm
 
¼ 2
XN
n;m¼1
nam
l2jþ1m cosðGm  GnÞ
lm  ln 
l2jþ1m cosðGm þ GnÞ
lm þ ln
 
cncm;
which is equivalent to
XN
m¼1
2l2jþ1m cmcm þ 2l2jþ1m cos Gmcm þ l2jmðcos 2Gm þ 1Þcmcm
 
¼ 2
XN
n;m¼1
nam
 l
2jþ1
n cosðGm  GnÞ
lm  ln 
l2jþ1n cosðGm þ GnÞ
lm þ ln
 
cncm:
Adding the last two identities up and dividing by two yield
XN
m¼1

2l2jþ1m cmcm þ 2l2jþ1m cos Gmcm þ l2jmðcos 2Gm þ 1Þcmcm

¼
XN
n;m¼1
nam
l2jþ1m  l2jþ1n
lm  ln cosðGm  GnÞ 
l2jþ1m þ l2jþ1n
lm þ ln cosðGm þ GnÞ
 
cncm;
which for j40 is equivalent to
8
XN
m¼1
ðl2jþ1m cmcm þ jl2jmcmcmÞ ¼ ð8j  4Þ
XN
m¼1
l2jmcmcm  8
XN
m¼1
l2jþ1m cos Gmcm
þ 4
XN
n;m¼1
man
l2jþ1m  l2jþ1n
lm  ln cosðGm  GnÞ 
l2jþ1m þ l2jþ1n
lm þ ln cosðGm þ GnÞ
 
cncm
 4l2jm cos 2Gmcmcm:
(C) Note that unless the Hadamard principal value is well deﬁned, formula (2.14d)
can be viewed only as symbolic or formal. It formally follows from (2.1h), which in
turn is easily justiﬁable as the limit of (1.8f) as e-0: Although one may attempt to
justify (2.14d) rigorously, it is not really necessary as the importance of (2.19) is
minimal. In Section 3 a different form of conservation law is provided and the ﬁnal
form of those conservation laws does not involve integration in the sense of
Hadamard. &
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Note to Theorem 2.4: Formulas (2.14) suggest that for N harmonic breather
solutions there exist functions Xm expressible as polynomials of u and its derivatives
and decaying to zero at 7N such that wm ¼
@
@x
Xm: Yet we cannot prove it.
3. Asymptotic properties of harmonic breather solutions of KdV, simple layers of
harmonic breathers
In this section modulating properties of harmonic breathers are studied. Since, as
shown in Theorem 2.2, every N harmonic breather solution has a singularity, it is
necessary to move away from all singularities to produce modulation. If all ln’s are
away from zero, it is achieved by taking the values of all pn’s sufﬁciently large and
restricting the values of x and t to some ﬁnite intervals.
Theorem 3.1 (Asymptotic expansions for main functions).
(A) If the absolute values of quantities pn  12l2nt  x are large enough to dominate
the rest of the entries of the matrix D in (2.1b), then functions uðt; xÞ; cn and cn
satisfy the following asymptotics:
cn ¼
sin lnðgn  4l2nt  xÞ
pn  12l2nt  x
þ terms of order o 1
pn  12l2nt  x
 !
; ð3:1aÞ
u ¼ 
XN
n¼1
4ln sin 2lnðgn  4l2nt  xÞ
pn  12l2nt  x
þ terms of order o 1
pn  12l2nt  x
 !
; ð3:1bÞ
cn ¼ cos lnðgn  4l2nt  xÞ þ terms of order O
1
pn  12l2nt  x
 !
: ð3:1cÞ
(B) If GðkÞ satisfies (2.6a), then the function cðx; kÞ satisfies
lim
k-lm
cðx; kÞ þ cosðGðkÞ  GmÞ
k  lm cm
 
¼  i pm  dðlmcðlmÞÞ
dlm
 
cm  cm þ
1
lm
cm
 
:
ð3:1dÞ
If GðkÞ satisfies (2.7a), then the function cðx; kÞ satisfies
lim
k-lm
cðx; kÞ  i sinðGðkÞ  GmÞ
k  lm cm
 
¼8 pm  d lmcðlmÞð Þ
dlm
 
cm7i cm þ
1
lm
cm
 
:
ð3:1eÞ
ARTICLE IN PRESS
M. Kovalyov / J. Differential Equations 213 (2005) 1–80 41
Proof. Formula (3.1a) follows from (2.1c) and formula (3.1b) follows from (3.1a)
and (2.3), while formula (3.1c) follows from (2.6e). Formula (3.1d) follows from
(2.5b) and (2.6e), while formula (3.1e) follows from (2.5b) and (2.7d). &
Note 1 to Theorem 3.1: The function cn is only one solution of 
@2
@x2
cn þ ucn ¼
l2ncn: Another solution sn of the same equation linearly independent of cn has the
following asymptotic:
sn
pn  12l2nt  x
¼ cos Gn þ terms of order O 1
pn  12l2nt  x
 !
; ð3:1fÞ
which follows from the fact that the Wronskian of cn and sn is constant or the
formula
snðt; xÞ ¼ cnðt; xÞ
Z x 1
c2nðt; zÞ
dz:
Note 2 to Theorem 3.1: Under the assumptions
XoxoX ; 0otoT ; ð3:2aÞ
pn ¼ pyn; yna0 for all n;
XN
n¼1
y2n ¼ 1; ð3:2bÞ
X ;T5p; ð3:2cÞ
all
sin 2Gn
2ln
are negligibly small compared to jpnj’s; ð3:2dÞ
(3.1b) takes the form
uðt; xÞ ¼ 4
XN
n¼1
ln
pyn
sin 2lnðgn  4l2nt  xÞ þ terms of order o
1
p
 
: ð3:3Þ
Replacing in (2.1a,b)
x with
1
s
xðsÞ; t with
1
s3
tðsÞ; xðsÞ; tðsÞ are new variables; ð3:4aÞ
ln with lns; gn with
gn
s
; p with p  1þ s2; uðt; xÞ with 1
s
uðsÞðtðsÞ; xðsÞÞ ð3:4bÞ
generates a family of functions uðsÞðtðsÞ; xðsÞÞ that satisfy scaled KdV equation
u
ðsÞ
tðsÞ 
6
s3
uðsÞuðsÞ
xðsÞ þ u
ðsÞ
xðsÞxðsÞxðsÞ ¼ 0 ð3:5aÞ
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and whose asymptotic expansion
uðsÞ ¼ 4
XN
n¼1
s2lðsÞn
ðp  1þ s2Þyn sin 2l
ðsÞ
n g
ðsÞ
n  4lðsÞ2n tðsÞ  xðsÞ
 
þ o 1
p  1þ s2
 
ð3:5bÞ
follows from (3.3). As s-1þ Eqs. (3.5) become correspondingly KdV and Eq. (2.15),
whereas as s-þN Eqs. (3.5) become correspondingly cKdV and
uðNÞ ¼ 4
XN
n¼1
ln
yn
sin 2ln gn  4l2ntðNÞ  xðNÞ
 
;
which is essentially (0.1) with uˆðkÞ ¼ 4PNn¼1 lnyn dðk  lnÞ:
Thus indeed, as KdV is transformed into cKdV by means of deformation (3.4),
superposition of harmonic breathers (2.1a,b) is transformed into a Fourier sum by
means of deformation (3.4).
Note 3 to Theorem 3.1 (Scattering on a large interval): Suppose assumptions (3.2)
hold. Let uðt; xÞ be a solution of KdV that vanishes for xB7X : Such solutions can be
constructed by an appropriate choice of the coefﬁcients in the primary part of formula
(3.3) and dropping the higher order terms o
1
p

; their existence was demonstrated in
[Kov3]. Some of them are also constructed in Section 5 of the present paper.
Let sm satisfy  d
2sm
dx2
þ usm  l2msm ¼ 0 and be linearly independent of cm: Then
because the Wronskian of cm and sm is constant on R ; the function sm may be
chosen to satisfy
1
pm  12l2mt  x
sm ¼ cos lmðgm  4l2mt  xÞ þ terms of order O
1
pm  12l2mt  x
 !
¼  cm þ terms of order O
1
pm  12l2mt  x
 !
:
In turn, the function
jm ¼
1
pm  X sm  iðpm  X Þcm
 
eilmðgm4l
2
mtÞ
¼ 1
pm  X cm  iðpm  XÞcm
 
eilmðgm4l
2
mtÞ þ terms of order O 1
pm  12l2mt  x
 !
ð3:6aÞ
satisﬁes
 d
2jm
dx2
þ ujm  l2mjm ¼ 0; jmBeilnx; xBX ð3:6bÞ
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as well as the following asymptotic:
jmB
1
2
pm þ X
pm  X þ
pm  X
pm þ X
 
eilmx þ 1
2
pm þ X
pm  X 
pm  X
pm þ X
 
e2ilmðgm4l
2
mtÞilmx
¼ ameilmx  bmeilmx; xB X ; ð3:6cÞ
where the quantities
an ¼ 1
2
pn þ X
pn  X þ
pn  X
pn þ X
 
¼ p
2
n þ X 2
p2n  X 2
ð3:6dÞ
and
bn ¼ 1
2
pn þ X
pn  X 
pn  X
pn þ X
 
e2ilnðgn4l
2
ntÞ ¼ 2pnX
X 2  p2n
e2ilnðgn4l
2
ntÞ ð3:6eÞ
satisfy janj2  jbnj2 ¼ 1:
Note 4 to Theorem 3.1: If all ln’s are sufﬁciently large, say greater than one, the
trigonometric terms in D are negligibly small compared to large pn  12l2nt  x and
pn: If, however, some of the ln’s are close to zero, the trigonometric terms may
become too large to be ignored. That may happen, for example, if gn ¼ cðlnÞ for
some function cðlÞ such that for lB0; cðlÞBC
l
; C ¼ constant: The trigonometric
terms may even affect the location of the poles of uðt; xÞ: To see it consider (2.1a,b)
with N ¼ 1: In that case, assuming for simplicity’s sake that t ¼ 0; the poles of uðt; xÞ
satisfy the equation
2l1ðp1  xÞ  sin 2l1ðg1  xÞ ¼ 0: ð3:7aÞ
Since l1 is small, sin 2l1ðg1  xÞ can be replaced by the ﬁrst two terms of its Taylor
expansion:
2l1ðp1  xÞ  2l1ðg1  xÞ þ
1
6
½2l1ðg1  xÞ3B0; ð3:7bÞ
which yields the solution in the form
xBg1 þ
3ðp1  g1Þ
2l21
" #1
3
: ð3:7cÞ
Differentiation of (3.7a) with respect to 2l1 yields
ðp1  xÞ  l1x0  ½ðg1  xÞ  l1x0cos 2l1ðg1  xÞ ¼ 0; x0 ¼
dx
dl1
: ð3:7dÞ
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Solving (3.7d) for x0 and using (3.7a),
x0 ¼ ðp1  xÞ  ðg1  xÞcos 2l1ðg1  xÞ
l1½1 cos 2l1ðg1  xÞ
¼ ðp1  g1Þ
l1½1 cos 2l1ðg1  xÞ
þ g1  xE

l1B0
ðp1  g1Þ
l1½1 cos 2l1ðg1  xÞ
: ð3:7eÞ
Formulas (3.7c,e) imply that if p14g1; then as l1-0
þ the root of Eq. (3.7a) moves to
þN:
Theorem 3.2 (Conservation laws for harmonic breathers). Let wm be as defined by
(2.15a) of Theorem 2.6. Then the following generalized conservation laws hold:
lim
A-þN
wmðxÞ dx
uðxÞ dx
¼ lim
A-þN
RþN
A
wmðxÞ dxRþN
A
uðxÞ dx ¼
weakly m
PN
k¼1 l
2m
kPN
k¼1 lk
is time independent;
ð3:8aÞ
lim
A-þN
2A
Z 2A
A
wmðxÞ dx ¼ m
XN
k¼1
l2mk is time independent: ð3:8bÞ
Integrals over the intervals ðN;AÞ are understood in the sense of Hadamard,
while integrals over the intervals ðA;þNÞ and ðA; 2AÞ are regular Riemann/
Lebesgue integrals provided A is sufﬁciently large. Integration in the sense of
Hadamard can be avoided by considering (3.8a) without the ﬁrst term as
conservation laws for harmonic breathers.
Proof. The ﬁrst equality in (3.8a) is due to (2.19) and the second one may be viewed
as a distributional form of the L’Hospital rule, which is valid in this case since the
integrals in the middle term are not in the sense of Hadamard but are regular
Riemann/Lebesgue integrals. Indeed, combination of (2.15b) and (3.1a,c) yields
wm ¼m
XN
k¼1
l2mk
sin2 Gk
ðpk  12l2kt  xÞ2

XN
k¼1
l2mþ1k
sin Gk cos Gk
pk  12l2kt  x
þ o 1
x2
 
¼ @
@x
m
XN
k¼1
l2mk
1
2ðpk  12l2kt  xÞ
þ o 1
x
 " #
; ð3:9Þ
where the term o
1
x

is meant in the sense of distributions and includes terms like
sin Gk
pk  12l2kt  x
;
cos Gk
pk  12l2kt  x
; that is, all the terms of the form (an oscillatory term)


a term decaying at inﬁnity as
1
x

: Formulas (3.8) follow; (3.8a) and (3.8b) are
essentially equivalent to each other. &
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Similarly to regular harmonics, harmonic breathers exhibit a nonlinear analogue
of what in physics is known as interference. To see it consider formula (2.1l) for two
harmonic breather solutions
u ¼
2 d
2
dx2
ln p1  12l21t  x 
sin 2l1ðg1  4l21t  xÞ
2l1
 
 
p2  12l22t  x 
sin 2l2ðg2  4l22t  xÞ
2l2

:
 sinðl1ðg1  4l
2
1t  xÞ  l2ðg2  4l22t  xÞÞ
l1  l2 
sinðl1ðg1  4l21t  xÞ þ l2ðg2  4l22t  xÞÞ
l1 þ l2
 20
:
ð3:10aÞ
As l2-l1 the above formula degenerates into a formula for a single harmonic
breather solution
u ¼ 2 d
2
dx2
ln p12  12l21t  x 
sin 2l1ðg1  4l21t  xÞ
2l1
 
; ð3:10bÞ
provided the term l2g2 also approaches l1g1 at the same time. This allows us to
deﬁne superposition of two harmonic breathers with the same values of the spectral
parameter l and phase lg: Nevertheless, such superposition in general is not deﬁned
uniquely. Indeed, as l2-l1; l2g2-l1g1; formula (3.10a) degenerates into (3.10b)
with p12 determined by
1
p12  lim
l2-l1
l2g2l1g1
l2l1
¼ 1
p2  lim
l2-l1
l2g2l1g1
l2l1
þ 1
p1  lim
l2-l1
l2g2l1g1
l2l1
: ð3:10cÞ
The value of liml2-l1
l2g2  l1g1
l2  l1 ; if the limit even exists, is not in general given a
priori and needs to be assigned. However, if g2 ¼ cðl2Þ and g1 ¼ cðl1Þ for some
differentiable function cðlÞ; the limit liml2-l1
l2g2  l1g1
l2  l1 is well deﬁned and equal to
dðl1cðl1ÞÞ
dl1
: The general case is given by the following theorem.
Theorem 3.3 (Nonlinear interference for harmonic breathers). If D is given by
(2.1b), cðlÞ is a C1 function of l such that cðlmÞ ¼ gm and lm-lm1; then
tm þ tm1  2Dm1m-pm þ pm1  2 dðlmcðlmÞÞ
dlm
; ð3:11aÞ
tm1tm D2m1m
tm þ tm1  2Dm1m -*tm1 ¼ p˜m1  12l
2
m1t  x
 sin 2lm1ðgm1  4l
2
m1t  xÞ
2lm1
; ð3:11bÞ
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where
p˜m1 ¼
pm pm1  dðlmcðlmÞÞ
dlm
 2
pm þ pm1  2dðlmcðlmÞÞ
dlm
ð3:11cÞ
and
detD-det
t1 y D1 m2 D1 m1 D1 mþ1 y D1 N
^ ^ ^ ^ ^ ^ ^
Dm2 1 y tm2 Dm2 m1 Dm2 mþ1 y Dm2 N
Dm1 1 y Dm1 m2 *tm1 Dm1 mþ1 y Dm1 N
Dmþ1 1 y Dmþ1 m2 Dmþ1 mþ1 tmþ1 y Dmþ1 N
^ ^ ^ ^ ^ ^ ^
DN 1 y DN m2 DN m1 DN mþ1 y tN
0BBBBBBBBBBB@
1CCCCCCCCCCCA
:
ð3:11dÞ
Proof. Eqs. (3.11a) and (3.11b) are trivial. To prove (3.11c) one may assume,
without loss of generality, that m ¼ N: Then a few simple elementary manipulations
applied to (2.1a) yield
lim
lN-lN1
d2
dx2
ln detD ¼ lim
lN-lN1
d2
dx2
ln detCDC ¼ lim
lN-lN1
d2
dx2
ln det
t1 D12 y D1N2 D1N1 D1N D1N1
D12 t2 y ^ ^ ^
^ ^ ^ ^ ^
D1N2 y tN2 DN2N1 DN2N DN2N1
D1N1  ðD1N D1N1ÞðDN1N  tN1ÞtN þ tN1  2DN1N y
tN1tN D2N1N
tN þ tN1  2DN1N O
D1N D1N1 y DN1N  tN1 tN þ tN1  2DN1N
0BBBBBBBBBB@
1CCCCCCCCCCA
ð3:12Þ
where C is the adjoint of C given by
C ¼
0 0
IðN2ÞðN2Þ ^ ^
0
0 y 0
ðtN DN1NÞ
tN þ tN1  2DN1N
ðtN1 DN1NÞ
tN þ tN1  2DN1N
0 y 0 1 1
0BBBBBBB@
1CCCCCCCA
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and IðN2ÞðN2Þ is the ðN  2Þ-dimensional identity matrix. Note that the matrices in
(3.12) may not be equal; only the limits of the second logarithmic derivative of their
determinants are equal. The theorem follows as lN-lN1: &
Note 1 to Theorem 3.3: The theorem also holds if the condition limlm-lm1 gm ¼
gm1 is replaced with the condition limlm-lm1ðlmgmÞ ¼ lm1gm1 þ pn; nAN:
Note 2 to Theorem 3.3: The right-hand side of (3.11d) is obtained from D by
removing the mth row and mth column and replacing tm1 with *tm1: The
signiﬁcance of (3.11c) is that when two harmonic breathers coalesce into one, the
quantities
h
pm  dðlmcðlmÞÞ
dlm
i1
add up; namely, formula (3.11d) is a generalization
of (3.10c) to the case of more than two harmonic breathers
1
p˜m  dðlmcðlmÞÞdlm
¼ 1
pm  dðlmcðlmÞÞdlm
þ 1
pm1  dðlmcðlmÞÞdlm
: ð3:13Þ
Note 3 to Theorem 3.3: Formula (3.13) provides a general way to deﬁne
superposition of harmonic breathers with the same values of the spectral parameter
and phase; i.e., l2 ¼ l1; g2 ¼ g1: So deﬁned superposition depends on the choice of
the function
dlcðlÞ
dl
; unless the function is given superposition may not be deﬁned in
an unambiguous manner as pointed out in Note 1 to formulas (2.1).
Harmonic breathers (2.1a) are limiting cases of breathers (1.6 a,b) and according
to (1.6 a,b) for a given breather an anti-breather is constructed simply by changing
the phase by
p
2
: It would be only reasonable to assume that for a given harmonic
breather its annihilator is also constructed by changing the phase by
p
2
or,
equivalently, by changing the sign of the expression pn  12l2nt  x: Theorem 3.3
shows that this is not the case and instead pn has to be replaced with pn þ
2
dðlcðlÞÞ
dl

l¼ln
:What formulas (3.11b–d) show is that asymptotically, as the absolute
values of the pn’s become much larger than the absolute value of 12l
2
nt þ x; changing
the sign of pn is still equivalent to changing the phase by
p
2
:
Note 4 to Theorem 3.3: Suppose pðlÞ and cðlÞ are two functions, DlN ¼ Oð 1NÞ is a
sequence of numbers going to zero, lN;n ¼ DlNn; 0pnp2N and pN;n ¼ pðlN;nÞ;
gN;n ¼ cðlN;nÞ: Then uN ¼
PN
n¼1uˆN;nDlN;n sin 2lN;nðgN;n  4l2N;nt  xÞ; uˆN;n ¼
4 lN;n
pN;nDlN
are solutions of cKdV: The sequence uN will converge to a Fourier
type integral of the form (0.1), provided the functions pðlÞ; cðlÞ and the sequence
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DlN are appropriately chosen. Among other things the function pðlÞ must be such
that uˆNþ1;2n1 þ uˆNþ1;2n ¼ uˆN;n; whose nonlinear analogue is (3.13).
Note 5 to Theorem 3.3: Another family of solutions of KdV can be obtained from
the formula (2.1l) by choosing l2 ¼ l1 þ e; p2 ¼ p1 þ ae2; l2g2 ¼ l1g1l1 þ be3  p1e
and taking u ¼ 2 lime-0 d
2ln t
dx2
: This potential represents two harmonic breathers
with the same frequency ‘‘glued’’ together. By glueing together n harmonic breathers
one obtains higher order harmonic breathers or breather n-poles also known as
higher order positons [Mat1].
Deﬁne a simple layer of harmonic breathers to be a superposition of N harmonic
breathers (2.1a,b) such that all gn ¼ cðlnÞ for some differentiable function cðkÞ and
all displacements pn’s are either all positive or all negative. For a simple layer of
harmonic breathers uðt; xÞ deﬁne its singular set SðuÞ to be the smallest closed
connected subset of R containing all singularities of uðt; xÞ:
According to Theorem 2.2 superposition of N harmonic breathers always has at
least one singularity; for almost all values of t it actually has exactly N singularities,
so SðuÞ is not empty. Near the singularities simple layers of harmonic breathers
exhibit rather chaotic behavior whereas as x-7N they, according to (3.1), always
decay to zero. Neither near SðuÞ nor near 7N the behavior of simple layers is of
much interest. It is somewhere in between, sufﬁciently removed from SðuÞ yet not too
far to 7N to become negligibly small, that harmonic breathers are best capable of
modulation, that is, creation of more complicated solutions of KdV by means of
nonlinear interference much the same way as it is done using the Fourier transform
and functions (0.1). Such construction is possible due to Theorem 3.3 and estimate
(3.1b), which for the values of jpnj’s much greater than 12l2nt þ x becomes
u ¼ 4
XN
n¼1
ln
pn
sin 2lnðgn  4l2nt  xÞ þ terms of order o
1
pn
 
: ð3:14Þ
The sum on the right-hand side is essentially the Fourier expansion of the function
modulated; the coefﬁcients  4ln
pn
and 2lngn play the role of the absolute value and
argument of the Fourier transform of the modulated function. Examples of such
modulation were provided in [Kov3] albeit without using formulas (2.1 a,b); instead
formulas (1.8 a,c) were used with a small value of e: If all pn’s have sufﬁciently large absolute
values, for t ¼ 0 the interval of modulation may be located in the proximity of x ¼ 0: Yet
as t-7N; the interval of modulation may drift away from x ¼ 0 or disappear at all.
Note also that for the interval of modulation to be sufﬁciently removed from the
singular set SðuÞ; the values of jpnj’s must be sufﬁciently large, which, in turn, means
that the value of uðt; xÞ cannot be too large in a certain sense. That, of course, is not
much of a restriction since KdV itself is only valid for small values of uðt; xÞ:
4. Double layers of harmonic breathers
Although, as shown in [Kov3], simple layers may be used for modulation, they
have certain drawbacks. One of them is the ambiguity of (3.14): changing the sign of
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pn and changing the phase lngn by
p
2
simultaneously leave the sum on the right-hand
side of (3.14) unchanged; that is, for a given function that needs to be modulated, the
parameters pn and lngn are not uniquely deﬁned. This ambiguity is just the ﬂip side of
Note 3 to Theorem 3.3 in a different context.
Another drawback is related to the fact that away from SðuÞ; according to (3.1b),
the amplitude of modulating functions decays as
1
jxj: Although on small intervals
of modulation this can be ignored, once the intervals of modulation become
larger the effect becomes more pronounced. This effect is illustrated in Fig. 4.1,
which shows a single harmonic breather (2.1j) with l1 ¼ 1:; g1 ¼ 0; p1 ¼ 100:; t ¼ 0:
on domains of different size. For xA½5:; 5: the graph is practically indistinguish-
able from a plain sinusoid, whereas on the larger domain ½100:; 50: the
amplitude of the function clearly decreases as x-N: Such an overall decrease
in amplitude, due to formula (2.8), takes place for all N harmonic breather solutions
as x-7N:
Ideally, these drawbacks would be nice to get rid of. To do so one would need to
construct multi-harmonic breather solutions invariant with respect to the
transformations:
pn- pn; lngn-lngn7
p
2
: ð4:1Þ
Unfortunately the task is impossible. Instead one may construct a solution of KdV,
which will be referred to as harmonic couple, that is, ‘‘almost’’ invariant with respect
to transformations (4.1). Such a solution is superposition of two harmonic breathers
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Fig. 4.1. A single harmonic breather with l1 ¼ 1:; l1g1 ¼ 0:; p1 ¼ 100: shown for t ¼ 0: While on the
smaller domain ½5:; 5: the graph is practically indistinquishable from a plain sinusoid, on the larger
domain ½100:; 50: the change in amplitude of order 1jxj is quite pronounced.
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whose parameters satisfy
l2 ¼ l1 þ a number significantly smaller than l1; ð4:2aÞ
p2 ¼ p1 þ a number significantly smaller than p1; ð4:2bÞ
l2g2 ¼ l1g17
p
2
: ð4:2cÞ
An analytic expression for a harmonic couple with p2 ¼ p1 follows from (2.1k)
u ¼ 2 d2
dx2
ln
(
p1  12l21t  x 
sin 2ðl1g1  4l31t  l1xÞ
2l1
 
p1 þ 12l22t þ x 
sin 2ðl1g1  4l32t  l2xÞ
2l2
 
:
þ cos l1ð4l
2
1t þ xÞ  l2ð4l22t þ xÞ
 
l1  l2 þ
cos l1ð2g1  4l21t  xÞ þ l2ð4l22t þ xÞ
 
l1 þ l2
" #2)
:
ð4:2dÞ
Fig. 4.2 contains the graphs of a harmonic couple (4.2d) with l1 ¼ 1:; l2 ¼
1:01; l1g1 ¼ 0:; l2g2 ¼
p
2
; p1 ¼ 200:; p2 ¼ 200:; t ¼ 0: Unlike the function
shown in Fig. 4.1, the amplitude of the function shown in Fig. 4.2 does not
signiﬁcantly change even on the larger interval. Of course as x moves sufﬁciently far
to either left or right, it gets close to singularities and loses its nice sinusoidal shape.
The time evolution of a slightly different harmonic couple is shown in Fig. 4.3. One
can see that even as the harmonic couple moves, on the interval ð2 Vt;2þ VtÞ;
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Fig. 4.2. A single harmonic couple with l1 ¼ 1:; l2 ¼ 1:01; l1g1 ¼ 0:; l2g2 ¼ p2; p1 ¼ p2 ¼ 200; shown for
t ¼ 0: The amplitude is practically the same not only on the smaller domain ½5:; 5: but also on the larger
domain ½75:; 75::
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V ¼ dð8l
3Þ
dð2lÞ jl¼1E12 it preserves its sinusoidal shape
8l1
p1
sin 2l1ðg1  4l21t  xÞ:
Although a harmonic couple is not exactly invariant with respect to the
transformations (4.1) due to l1al2; the transformations (4.1) change it only
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Fig. 4.3. Time evolution of a single harmonic couple given by (4.2d) with l1 ¼ 1:; l2 ¼ 1:01; l1g1 ¼
0:; l2g2 ¼ p2; p1 ¼ 100:; p2 ¼ 100: The harmonic couple shown moves with average velocity E 12:; for
the sake of convenience the frame of reference is translated with velocity 8:
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insigniﬁcantly provided l2  l1 is sufﬁciently small and x; t are not too large. It is in
this sense that harmonic couples are ‘‘almost’’ invariant with respect to transforma-
tions (4.1). For all practical purposes harmonic couples may be assumed not to have
the drawbacks mentioned earlier.
Deﬁne a double layer of harmonic breathers to be superposition of N harmonic
couples obtained from (2.1) by
replacing N with 2N; ð4:3aÞ
setting l2n1g2n1 ¼ l2n1cðl2n1Þ for some function cðlÞAC1

½0;þNÞ

; ð4:3bÞ
setting l2ng2n ¼ l2ncðl2nÞ þ
p
2
; ð4:3cÞ
setting r2n1¼ qðl2n1Þ; r2n ¼ qðl2nÞ for some function qðlÞAC1

½0;þNÞ

; ð4:3dÞ
setting p2n1 ¼ 2r2n1 þ
dðlcðlÞÞ
dl

l¼l2n1
; ð4:3eÞ
setting p2n ¼ 2r2n þ
dðlcðlÞÞ
dl

l¼l2n
: ð4:3fÞ
In addition it is assumed that
J2n1 ¼ J2n ¼ l2n  l2n1 are sufficiently small ð4:3gÞ
to allow one to ‘‘freely’’ interchange
l2n1 and l2n; ð4:3hÞ
*G2n1 ¼ G2n  p
2
and G2n1; ð4:3iÞ
r2n1 and r2n: ð4:3jÞ
The corresponding solution of KdV then becomes
uðt;xÞ ¼ 2 d
2
dx2
detU; ð4:4aÞ
where U is a 2N  2N matrix of the form
U ¼
U11 U12 y U1 N1 U1N
U21 U22 y U2 N1 U2N
^ ^ ^ ^ ^
UN1 1 UN1 2 y UN1 N1 UN1 N
UN1 UN2 y UN N1 UNN
0BBBBBB@
1CCCCCCA ð4:4bÞ
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with 2 2 blocks Umn (m is the row number, n is the column number) given by
Unn ¼
t2n1 ¼ p2n1  12l22n1t  x  sin 2G2n12l2n1
cosðeG2n1G2n1Þ
l2nl2n1 
cosðeG2n1þG2n1Þ
l2nþl2n1
cosðeG2n1G2n1Þ
l2nl2n1 
cosðeG2n1þG2n1Þ
l2nþl2n1 t2n ¼ p2n  12l
2
2nt  x þ sin 2
eG2n1
2l2n
0B@
1CA
ð4:4cÞ
Umnjman ¼
sinðG2n1G2m1Þ
l2n1l2m1 
sinðG2n1þG2m1Þ
l2n1þl2m1
cosðeG2n1G2m1Þ
l2nl2m1 
cosðeG2n1þG2m1Þ
l2nþl2m1
cosðeG2m1G2n1Þ
l2ml2n1 
cosðG2n1þeG2m1Þ
l2n1þl2m
sinðeG2n1eG2m1Þ
l2nl2m þ
sinðeG2n1þeG2m1Þ
l2nþl2m
0B@
1CA:
ð4:4dÞ
For double layers of harmonic breather, Eq. (2.1c) takes form
c1
c2
^
c2N1
c2N
0BBBBBB@
1CCCCCCA ¼ ½U
1
sin G1
cos eG1
^
sin G2N1
cos eG2N1
0BBBBBB@
1CCCCCCA: ð4:4eÞ
Let vðt; xÞ be a solution of KdV with purely continuous spectrum, let fðt; x; kÞ be
the solution of
 @
2
@x2
fþ vf ¼ k2f; fðt; x; kÞBeikx as x-þN; ð4:5aÞ
and let
rðt; kÞ ¼ jrðt; kÞje2ikgðkÞþ8ik3t be the reflection coefficient of ð4:5aÞ; ð4:5bÞ
frðt; kÞ denote Re fðt; x; kÞeigðkÞkþ4ik
3t
h i
; ð4:5cÞ
fiðt; kÞ denote Im fðt; x; kÞeigðkÞkþ4ik
3t
h i
; ð4:5dÞ
GðkÞ denote k gðkÞ  4k2t  x : ð4:5eÞ
The differential rðt; kÞ dk may be viewed as a limit in a certain sense of the charge
functions of double layers of harmonic breathers as B-0:
ChBðkÞ ¼ B
4p
XN
n¼1


jrð0; kÞje
B
4p$2il2n1g2n1d
k;l2n1þi Bjrð0;l2n1Þj8p
:
þ jrð0; kÞje
B
4p$þ2il2n1g2n1d
k;l2n1þi Bjrð0;l2n1Þj8p
:
 jrð0; kÞje
B
4p$2il2ng2nþipd
k;l2ni Bjrð0;l2nÞj8p
:
 jrð0; kÞje
B
4p$þ2il2ng2nþipd
k;l2ni Bjrð0;l2nÞj8p
0
: ð4:6aÞ
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The function Fðt; xÞ ¼ 1
2p
RþN
N rðt; kÞeikx dk of (0.6d) necessary to recover v
from its reﬂection coefﬁcient by means of procedure (0.6) can be
rewritten as
Fðt; xÞ ¼ 1
4p
Z þN
N
jrð0; kÞjeið2kgðkÞþ8k3tþkxÞdk þ ðjrð0; kÞjÞeið2kgðkÞþpþ8k3tþkxÞ
 
dk
¼ lim
B-0
B
4p
XN
n¼N
r 0; l2n1 þ i Bjrð0; l2n1Þj8p
 
8<:
 e
B
4p$þi 2l2n1g2n1þ8 l2n1þi
Bjrð0;l2n1Þj
8p
 3
tþ l2n1þi Bjrð0;l2n1Þj8p
 
x
 
 r 0; l2n  i Bjrð0; l2nÞj
8p
  e B4p$þi 2l2ng2nþipþ8 l2ni
Bjrð0;l2nÞj
8p
 3
tþ l2ni Bjrð0;l2nÞj8p
 
x
 9>=>;
¼ lim
B-0
B
4p
XN
n¼N
jrð0; l2n1Þj þ @jrð0; kÞj
@ðim kÞ

k¼l2n1
Bjrð0; l2n1Þj
8p
" #8><>:
 e
B
4p$þi 2l2n1g2n1þ8 l2n1þi
Bjrð0;l2n1Þj
8p
 3
tþ l2n1þi Bjrð0;l2n1Þj8p
 
x
 
þ jrð0; l2nÞj þ @jrð0; kÞj
@ðim kÞ

k¼l2n
Bjrð0; l2nÞj
8p
" #
 e
B
4p$þi 2l2ng2nþpþ8 l2ni
Bjrð0;l2nÞj
8p
 3
tþ l2ni Bjrð0;l2nÞj8p
 
x
 9>=>;
¼ lim
B-0
XN
n¼N
4p
Bjrð0; l2n1Þj 
1
2jrð0; l2n1Þj
@jrð0; kÞj
@ðim kÞ

k¼l2n1
" #18><>:
 e
B
4p$þi 2l2n1g2n1þ8 l2n1þi
Bjrð0;l2n1Þj
8p
 3
tþ l2n1þi Bjrð0;l2n1Þj8p
 
x
 
þ  4p
Bjrð0; l2nÞj 
1
2jrð0; l2nÞj
@jrð0; kÞj
@ðim kÞ

k¼l2n
" #1
 e
B
4p$þi 2l2ng2nþpþ8 l2ni
Bjrð0;l2nÞj
8p
 3
tþ l2ni Bjrð0;l2nÞj8p
 
x
 9>=>;: ð4:6bÞ
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If the function ln rð0; kÞ is analytic, then one of the Cauchy–Riemann equations
yields
1
2jrð0; kÞj
@jrð0; kÞj
@ðim kÞ ¼
@ðkgðkÞÞ
@ðre kÞ ; ð4:6cÞ
allowing one to replace
1
2jrð0; kÞj
@jrð0; kÞj
@ðim kÞ in (4.6b) with
@ðkgðkÞÞ
@ðre kÞ ¼
dðkgðkÞÞ
dk

k varies over reals
: Comparison of (4.6b,c) with (4.6a) and (2.1m) shows that
the solution of KdV generated by (4.6) via algorithm (0.6) is a double layer of
harmonic breathers with
r2n1 ¼
p
$ jrð0; l2n1Þj; r2n ¼
p
$ jrð0; l2nÞj; ð4:7aÞ
gn ¼ 
1
2ln
arg rð0; lnÞ; arg rð0; lÞAR; i:e:; not modulus 2p; ð4:7bÞ
where $ is a number. Such a double layer may, under certain conditions,
approximate v: In favor of this statement also is the method of the Riemann–Hilbert
problem (all references to which are according to [Abl1]):
vðxÞ ¼ 1
p
@
@x
Z þN
N
rðt; zÞfðx; zÞeizz dz
¼ 1
p
@
@x
Z þN
N
jrð0; zÞj fðx; zÞeizðgðzÞ4z2tÞ
h i
ei zgðzÞ4z
2tzzð Þ dz
¼ 2
p
@
@x
Z þN
0
jrð0; zÞj fi sin GðzÞ þ fr cos GðzÞð Þ dz; ð4:8aÞ
where the function f is obtained by solving the Riemann–Hilbert problem associated
with KdV, [Abl1]:
fðt; x; kÞ ¼ eikx þ 1
2pi
Z þN
N
rðt; zÞfðt; x; zÞeiðkþzÞx
zþ ðk þ i0Þ dz; fðx; kÞBe
ikx as x-þN:
ð4:8bÞ
In notations (4.5) formula (4.8b) takes the form
eikðgðkÞ4k
2iÞfðx; kÞ ¼ eiGðkÞ
þ 1
2pi
Z þN
0
jrð0; zÞj
k þ i0þ z
(
fðx; zÞeizðgðzÞ4z2tÞ

ei½kðgðkÞ4k
2txÞþzðgðzÞ4z2txÞ
)
dz
þ 1
2pi
Z þN
0
jrð0; zÞj
k þ i0 z
(
fðx;zÞeizðgðzÞ4z2tÞ

ei½kðgðkÞ4k
2txÞzðgðzÞ4z2txÞ
)
dz
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¼ eiGðkÞ þ 1
2pi
Z þN
0
jrð0; zÞj
k þ i0þ z
h
fr cosðGðkÞ þ GðzÞÞ þ fi sinðGðkÞ þ GðzÞÞ
i
dz
 1
2p
Z þN
0
jrð0; zÞj
k þ i0þ z
h
fr sinðGðkÞ þ GðzÞÞ  fi cosðGðkÞ þ GðzÞÞ
i
dz
þ 1
2pi
Z þN
0
jrð0; zÞj
k þ i0 z
h
fr cosðGðkÞ  GðzÞÞ  fi sinðGðkÞ  GðzÞÞ
i
dz
 1
2p
Z þN
0
jrð0; zÞj
k þ i0 z
h
fr sinðGðkÞ  GðzÞÞ þ fi cosðGðkÞ  GðzÞÞ
i
dz
¼ eiGðkÞ  i
2p
Z þN
0
jrð0; zÞjfr
cosðGðkÞ  GðzÞÞ
k þ i0 z þ
cosðGðkÞ þ GðzÞÞ
k þ i0þ z
 
dz
þ i
2p
Z þN
0
jrð0; zÞjfi
sinðGðkÞ  GðzÞÞ
k þ i0 z 
sinðGðkÞ þ GðzÞÞ
k þ i0þ z
 
dz
 1
2p
Z þN
0
jrð0; zÞjfr
sinðGðkÞ  GðzÞÞ
k þ i0 z þ
sinðGðkÞ þ GðzÞÞ
k þ i0þ z
 
dz
 1
2p
Z þN
0
jrð0; zÞjfi
cosðGðkÞ  GðzÞÞ
k þ i0 z 
cosðGðkÞ þ GðzÞÞ
k þ i0þ z
 
dz: ð4:8cÞ
A nonlinear analogue of (4.8a) for a double layer of harmonic breathers follows
from (2.3b) and (4.3):
u ¼ 4 d
dx
XN
n;m¼1
Umncmcm ¼ 4
d
dx
XN
m¼1
ðsin G2m1c2m1 þ cos eG2m1c2mÞ: ð4:9aÞ
The nonlinear analogue of (4.8c) is obtained by rewriting (2.5) subject to conditions
(4.3) as
cðx; kÞ ¼ i sin GðkÞ 
X2N
n¼1
sinðGðkÞ  GnÞ
k  ln 
sinðGðkÞ þ GnÞ
k þ ln
 
cn
" #
þ cos GðkÞ 
X2N
n¼1
cosðGðkÞ  GnÞ
k  ln 
cosðGðkÞ þ GnÞ
k þ ln
 
cn
" #
¼ eiGðkÞ þ i
XN
n¼1
sinðGðkÞ  G2n1Þ
k  l2n1 
sinðGðkÞ þ G2n1Þ
k þ l2n1
 
c2n1
" #

XN
n¼1
cosðGðkÞ  G2n1Þ
k  l2n1 
cosðGðkÞ þ G2n1Þ
k þ l2n1
 
c2n1
" #
i
XN
n¼1
cosðGðkÞ  eG2n1Þ
k  l2n þ
cosðGðkÞ þ eG2n1Þ
k þ l2n
 !
c2n
" #

XN
n¼1
sinðGðkÞ  eG2n1Þ
k  l2n þ
sinðGðkÞ þ eG2n1Þ
k þ l2n
 !
c2n
" #
ð4:9bÞ
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¼ eiGðkÞ 
XN
n¼1
ei½GðkÞG2n1
k  l2n1 
ei½GðkÞþG2n1
k þ l2n1
 
c2n1
" #
 i
XN
n¼1
ei½GðkÞeG2n1
k  l2n þ
ei½GðkÞþeG2n1
k þ l2n
 !
c2n
" #
: ð4:9cÞ
Notice that application of (3.1d) and (3.1e) with k close to l2m1 and l2m;
respectively, subject to (4.3) leads to
cðx; kÞ þ c2m1
k  l2m1
 
kBl2m1
B cð2m1Þ 
1
l2m1
c2m1  2ir2m1c2m1; ð4:10aÞ
cðx; kÞ  i c2m
k  l2m
 
kBl2m
B i cð2mÞ þ
1
l2m
c2m
 
 2r2mc2m: ð4:10bÞ
The right-hand sides of (4.10a) and (4.10b) do not change as k crosses the interval
ðl2m1; l2mÞ; so they must be equal (up to lower order terms, of course); that is,
cð2m1Þ þ
1
l2m1
c2m1B2r2mc2m; ð4:10cÞ
cð2mÞ þ
1
l2m
c2mB2r2m1c2m1: ð4:10dÞ
Substituting k ¼ l2m1 þ i 14r2m1 into (4.10a) and using (4.10c), one obtains
c x; l2m1 þ i 1
4r2m1
 
B 2r2mc2m þ 2ir2m1c2m1; ð4:10eÞ
whereas substituting k ¼ l2m  i 14r2m into (4.10b) and using (4.10d), one obtains
c x; l2m  i 1
4r2m
 
B4r2mc2m  4ir2m1c2m1: ð4:10fÞ
Subtracting (4.10f) from (4.10e) yields the discrete analogue of the jump of the
integral in (4.8b) across the real line
c x; l2m1 þ i 1
4r2m1
 
 c x; l2m  i 1
4r2m
 
B 4r2mc2m  4ir2m1c2m1: ð4:10gÞ
Formulas (4.9) may be viewed as discretizations/approximations of (4.8), provided
l2n1; l2n are associated with z; ð4:11aÞ
l2n1 þ i 1
4r2m1
is associated with zþ i0; ð4:11bÞ
l2n  i 1
4r2m
is associated with z i0; ð4:11cÞ
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c2n1 is associated with
1
2p
jrjfiðx; zþ i0Þ dz; ð4:11dÞ
c2n is associated with
1
2p
jrj frðx; zþ i0Þ dz; ð4:11eÞ
1
r2m
 B 1r2m1
  is associated with 1pjrj dz; ð4:11fÞ
in ð4:7Þ $ can be associated with dz: ð4:11gÞ
For a double layer of harmonic breathers uðt; xÞ deﬁne positive singular set SþðuÞ
(negative singular set SðuÞ, resp.) to be the smallest closed connected subset of R
containing all positive (negative, resp.) singularities of uðt; xÞ: For a double layer
with sufﬁciently large values of jpnj’s, and t not too large, the positive singular set
SþðuÞ is located far to the right from the origin and the negative singular set SðuÞ is
located far to the left from the origin. That leaves a fairly large gap, which will be
referred to as the core, between them. Remarkably, the core can be used for
modulation, which is far from obvious because the validity of estimate (3.14) that lies
in the heart of modulation by simple layers of harmonic breathers is not obvious in
the gap between SþðuÞ and SþðuÞ: The possibility of modulation in the core has been
veriﬁed numerically but no analytic justiﬁcation has been found. It will be assumed
herein that formulas (3.1) are still valid in the core where the interval of modulation
will be usually located. If all the pn’s have sufﬁciently large absolute values, for t ¼ 0
the interval of modulation may be located in the proximity of x ¼ 0; yet as t-7N;
the interval of modulation may drift away from x ¼ 0 or even completely disappear.
Notice also that in the same way as for simple layers, modulation by double layers
may only work for functions uðt; xÞ that are not ‘‘too large’’ in a certain sense. The
reason is given at the end of Section 3.
5. Sample graphs and comments about applications and modulation
It is often said that a picture is worth a thousand words, so this section contains
several pictures illustrating nonlinear modulation by either simple layers of harmonic
breathers by means of (2.1a,b) or double layers of harmonic breathers by means of
(4.4a–e). According to Theorem 2.2 superposition of N harmonic breathers always
has at least one singularity. For almost all values of t it actually has exactly N
singularities. Near the singularities both simple and double layers exhibit rather
chaotic behavior, whereas as x-7N they always decay to zero. Neither behavior is
of much interest. It is somewhere in between, sufﬁciently removed from the
singularities yet not too far to inﬁnity to become negligibly small, that harmonic
breathers are capable of the best modulation. The interval where modulation is
shown will be referred to as the interval of modulation. For simplicity’s sake the
intervals of modulation in this section are usually centered around x ¼ 0; to ensure
that the singularities do not interfere with modulation the values of jpnj’s are taken
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sufﬁciently large. For a simple layer of harmonic breathers uðt; xÞ its singular set SðuÞ
was deﬁned in Section 3 to be the smallest closed connected subset of R containing
all singularities of uðt; xÞ: For a double layer of harmonic breathers uðt;xÞ its positive
singular set SþðuÞ (negative singular set SðuÞ, resp.) was deﬁned in Section 4 to be
the smallest closed connected subset of R containing all positive (negative, resp.)
singularities of uðt; xÞ: For sufﬁciently large absolute values of pn’s, the singular sets
are removed from the origin far enough to allow modulation near the origin. For a
simple layer the singular set SðuÞ is located either far to the right of the interval of
modulation or far to the left. For a double layer the positive singular set SþðuÞ is
located far to the right from the origin, and the negative singular set SðuÞ is located
far to the left. The interval of modulation in this case is in the core, i.e., an open
interval between SðuÞ and SþðuÞ:
A certain pattern of behavior exhibited by a function uðt; xÞ will be said to be
restricted to a set O or simply restricted if that pattern of behavior is exhibited only
on O and not outside O; e.g., restricted periodicity, restricted localization, etc. In the
ﬁgures below, modulation generally is restricted to the intervals shown. As x goes
outside the intervals of modulation, the behavior of the corresponding functions
generally loses the required pattern.
One of the functions whose modulation is well known is the function given by
RhðxÞ ¼
0 if xoK ;
h if KoxoL; h ¼ constant;
0 if x4L;
8><>: ð5:1aÞ
whose Fourier representation is
RhðxÞ ¼
2h
p
Z þN
N
sin kðL  KÞ
k
eikðKþLÞe2ikx dk
¼ 2h
p
Z þN
0
sin kðL  KÞ
k
cos kð2x  K  LÞ dk: ð5:1bÞ
Scattering data, as deﬁned by (0.6), for RhðxÞ are
aðkÞ ¼ eikðLKÞ cos ðL  KÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
ph i
 ið2k
2  hÞ
2k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
p sin ðL  KÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
ph i
 0
; ð5:1cÞ
bðkÞ ¼  ih
2k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
p eikðLþKÞ sin ðL  KÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
ph i
; ð5:1dÞ
rðkÞ ¼ e2ikL
h sin ðL  KÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
ph i
ð2k2  hÞ sin ðL  KÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
ph i
þ 2ik
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
p
cos ðL  KÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
ph i:
ð5:1eÞ
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For simplicity’s sake assume that
K ¼ 1; L ¼ 1; h ¼ 0:1: ð5:1fÞ
The Fourier integral on the right-hand side of (5.1b) can be approximated in a
certain sense by
2h
p
XN
n¼1
sinð2n DkÞ
n
cosð2nDkxÞ: ð5:1gÞ
Simple comparison of this sum with (3.1) subject to conditions (4.3) suggests a way
to construct its nonlinear analogue. A restricted graph of such construction is shown
in Fig. 5.1a, obtained as superposition of N ¼ 56 harmonic breathers with
parameters:
ln ¼ 0:25n; l2n1g2n1 ¼
p
4
; l2ng2n ¼
3p
4
; pn ¼ ð1Þ
nþ1pn2
h sin 0:5n
; 1pnpN ¼ 56: ð5:1hÞ
The vertical lines approximate the jump discontinuities. Note that as x approaches
1 and 1þ the graph jumps slightly up before it comes down; similarly as x
approaches 1þ and 1 the graph jumps slightly down before it goes up. This is the
nonlinear analogue of the Gibbs phenomenon. In linear theory the Fourier seriesPN
n¼1 ð fn cos nx þ gn sin nxÞ of a function with a jump discontinuity displays the
Gibbs phenomenon; in this case, the convergence properties of the partial sumsPN
n¼1 ð fn cos nx þ gn sin nxÞ may be improved by replacing them with Feje´r sumsPN
n¼1

i  n
N

ð fn cos nx þ gn sin nxÞ; which is equivalent to multiplication of the
Fourier coefﬁcients by the factor i  n
N
: At the moment it is not clear what the
nonlinear analogue of the Feje´r sums should be. Instead blindly mimicking linear
theory one may try to replace formula (5.1h) in Fig. 5.1a with
ln ¼ 1
4
; l2n1g2n1 ¼
p
4
; l2ng2n ¼
3p
4
;
pn ¼ ð1Þ
nþ1pn2
h sin 0:5n
1 n
N þ 1
 1
; 1pnpN ¼ 56;
ð5:1iÞ
where N is replaced with N þ 1 to avoid division by 0 in the formula for pN :
The resulting restricted graph is shown in Fig. 5.1a, which no longer exhibits the
Gibbs phenomenon. The proﬁles shown in Figs. 5.1a and 5.1b are generated
essentially by taking the leading terms in expansion (3.2b) and dropping the rest.
Another way to construct approximating proﬁles is by using formulas (4.3), (4.7),
and (4.11). The restricted proﬁle shown in Fig. 5.1c is obtained as a superposition of
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N ¼ 56 harmonic breathers with parameters chosen as follows:
ln ¼ 0:25n; l2n1g2n1 ¼ 
1
2
arg rðl2n1Þ; l2ng2n ¼ 
1
2
arg rðl2nÞ þ p
2
;
p2n1 ¼ 4pjrðl2n1Þj þ
g2nl2n  g2n1l2n1
l2n1  l2n ;
p2n ¼  4pjrðl2nÞj þ
g2nl2n  g2n1l2n1
l2n1  l2n ; 1pnpN ¼ 56: ð5:1jÞ
ARTICLE IN PRESS
-10 -8 -6 -4 -2 0 2 4 6 8 10
-0.2
-0.1
0
0.1
0.2
-10 -8 -6 -4 -2 0 2 4 6 8 10
-0.2
-0.1
0
0.1
0.2
-10 -8 -6 -4 -2 0 2 4 6 8 10
-0.2
-0.1
0
0.1
0.2
-10 -8 -6 -4 -2 0 2 4 6 8 10
-0.2
-0.1
0
0.1
0.2
(a)
(b)
(c)
(d)
Fig. 5.1. Restricted proﬁle approximating a step-function obtained by taking (4.4a–d) with parameters
given for graphs (a), (b), (c), and (d) by formulas (5.1h), (5.1i), (5.1j), and (5.1k), respectively.
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The proﬁle in Fig. 5.1c also exhibits the Gibbs phenomenon. Following the
recipe for Fig. 5.1b one may try improving the proﬁle by replacing formulas (5.1j)
with
ln ¼ 0:25n; l2n1g2n1 ¼ 
1
2
arg rðl2n1Þ; l2ng2n ¼ 
1
2
arg rðl2nÞ þ p
2
;
p2n1 ¼ 4pjrðl2n1Þj þ
g2nl2n  g2n1l2n1
l2n1  l2n
 
1 n
N þ 1
 1
;
p2n ¼  4pjrðl2nÞj þ
g2nl2n  g2n1l2n1
l2n1  l2n
 
1 n
N þ 1
 1
; 1pnp56: ð5:1kÞ
Note 1 to formulas/Figs. 5.1: As the value of h gets smaller, the proﬁles in
Figs. 5.1a–d get ‘‘nicer.’’ For fairly large negative values of h the method of
generation of proﬁles in Figs. 5.1a and 5.1b appears to fail, for to make h large one
needs to make pn’s small and by doing so the singularities are moved too close to
x ¼ 0 to make any modulation possible. In contrast, the approach used to generate
proﬁles in Figs. 5.1c and 5.1d seems to work even for fairly large negative values of h;
provided the partition Dk is sufﬁciently small.
Note 2 to formulas/Figs. 5.1: Note also that generation of proﬁles in Figs. 5.1c
and 5.1d works only when ho0: In the case where h40; the values of kAð0; ﬃﬃﬃhp Þ
turn sin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
p
; cos
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  h
p
into sinh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h  k2
p
; cosh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h  k2
p
and formula
(4.4a,c) should be replaced with formula (2.13a,b) appropriately adjusted for
double layers. It is not clear though whether the values of k should be
taken from R,iR; R,fzeros of aðkÞg; fR\ð0; ﬃﬃﬃhp Þg,iR; fR\ð0; ﬃﬃﬃhp Þg,
fzeros aðkÞg; ð0; ﬃﬃﬃhp Þ,iR; ð0; ﬃﬃﬃhp Þ,fzeros of aðkÞg; or some other subset of
R,iR:
From the previous construction, one can obtain a nonlinear analogue of cdðxÞ;
where dðxÞ is Dirac’s d-function and c ¼ constant; by letting K ¼ L40; h ¼ c
2L
and taking the limit as L-0þ
cdðxÞ ¼ lim
L-0þ
K¼L; h¼ c
2L
RhðxÞ: ð5:2aÞ
This function has the following Fourier representation:
cdðxÞ ¼ c
p
Z þN
N
e2ikx dk ¼ 2c
p
Z þN
0
cos 2kx dk: ð5:2bÞ
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Scattering data, as deﬁned by (0.6), for cdðxÞ are also obtained by taking the limit of
(5.1c,d,e) as h-N; L ¼ K ¼ c
2h
:
aðkÞ ¼ 1þ ic
k
; ð5:2cÞ
bðkÞ ¼  ic
2k
; ð5:2dÞ
rðkÞ ¼ c
ik  c: ð5:2eÞ
The Fourier integral on the right-hand side of (5.1b) can be approximated in a
certain sense by
2cDk
p
XN
n¼1
cosð2nDkxÞ: ð5:2fÞ
Simple comparison of this sum with (3.1) subject to conditions (4.3) suggests a way to
construct its nonlinear analogue. A restricted graph of such construction is shown in
Fig. 5.2a, obtained as a superposition of N ¼ 56 harmonic breathers with parameters
ln ¼ 0:5n; l2n1g2n1 ¼
p
4
; l2ng2n ¼
3p
4
;
pn ¼ ð1Þnþ1 2pnc ; c ¼ 0:1; 1pnp56: ð5:2gÞ
The little horns pointing down on both sides of the graph as x approaches 0 and 0þ
again are due to the nonlinear analogue of the Gibbs phenomenon. To improve the
proﬁle following the recipe for the construction of Fig. 5.2b one may replace formulas
(5.2g) with
ln ¼ 0:5n; l2n1g2n1 ¼
p
4
; l2ng2n ¼
3p
4
;
pn ¼ ð1Þnþ1 2pnc 1
n
N þ 1
 1
; c ¼ 0:1; 1pnp56;
ð5:2hÞ
leading to the function whose restricted graph is shown in Fig. 5.2b.
One may also construct proﬁles approximating the ldðxÞ using formulas (4.3),
(4.7), and (4.11). The restricted proﬁle shown in Fig. 5.2c is obtained
as a superposition of N ¼ 56 harmonic breathers with parameters chosen
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Fig. 5.2. Restricted proﬁle approximating ldðxÞ obtained by taking (4.4a–d) with parameters given for
graphs (a), (b), (c), and (d) by formulas (5.2g), (5.2h), (5.2i), and (5.2j), respectively.
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as follows:
ln ¼ n
2
; l2n1g2n1 ¼ 
1
2
arg rðl2n1Þ;
l2ng2n ¼ 
1
2
arg rðl2nÞ þ p
2
; c ¼ 0:1;
p2n1 ¼ 2pjrðl2n1Þj þ
g2nl2n  g2n1l2n1
l2n1  l2n ;
p2n ¼  2pjrðl2nÞj þ
g2nl2n  g2n1l2n1
l2n1  l2n ; 1pnpN ¼ 56: ð5:2iÞ
The proﬁle in Fig. 5.2c also shows the Gibbs phenomenon. To improve the proﬁle
one may, following the recipe for Fig. 5.1d, replace formulas (5.1i) with
ln ¼ 0:5n; l2n1g2n1 ¼ 
1
2
arg rðl2n1Þ; l2ng2n ¼ 
1
2
arg rðl2nÞ þ p
2
;
p2n1 ¼ 2pjrðl2n1Þj þ
g2nl2n  g2n1l2n1
l2n1  l2n
 
1 n
N þ 1
 1
;
p2n ¼  2pjrðl2nÞj þ
g2nl2n  g2n1l2n1
l2n1  l2n
 
1 n
N þ 1
 1
; 1pnpN ¼ 56; c ¼ 0:1;
ð5:2jÞ
leading to Fig. 5.2d.
The height of the graph in Figs. 5.2b and 5.2d is about half of that in Figs. 5.2a
and 5.2c; to achieve the same height one needs about twice as many terms in the
Feje´r sum
2cDk
p
PN
n¼1
N  n
N
cosð2nDkxÞ as in (5.4f). The reason for that can be
explained using the following equations of linear theory relating the Dirichlet and
Feje´r kernels:
lim
x-0
PN
n¼N cos nxPN
n¼Nð1 nNÞ cos nx
¼ lim
x-0
sinðNþ0:5Þx
sin 0:5x
sinðNþ0:5Þx
sin 0:5x  2 sin 0:5Nx sin 0:5ðNþ1ÞxN sin 0:5x
¼ 2þ 1
N
:
Note 1 to formulas/Figs. 5.2: Just as for the proﬁles shown in Fig. 5.1, as the value
of c gets smaller the proﬁles in Figs. 5.2a–d get ‘‘nicer.’’ For fairly large negative
values of c the method of generation of proﬁles in Figs. 5.2a and 5.2b appears to fail,
for to make c large one needs to make pn’s small and by doing this the singularities
are moved too close to x ¼ 0 to make any modulation possible. In contrast, the
approach used to generate proﬁles in Figs. 5.2c and 5.2d seems to work even for
rather large negative values of c; provided the partition Dk is sufﬁciently small.
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Note 2 to formulas/Figs. 5.2: Although the scattering data (5.2 c–e) seem to be well
suited for use with formulas (4.3), (4.7), and (4.11), they were nevertheless obtained
as limits of the scattering data (5.2 c–e) whose use is problematic for h40: As a
result, the scattering data (Figs. 5.2c–e) should be used only for c40: This is also
addressed in [Abl1, p. 83].
The approach of formulas/Figs. 5.1 and 5.2 can be generalized to step-functions of
the type
RðxÞ ¼
h0 ¼ 0 if xoL1;
hj if LjoxoLjþ1; hj ¼ constant; jX1;
hQ ¼ 0 if x4LQ
8><>:
and their limits as some hj ¼ constant
Ljþ1  Lj-þN: For such a function its scattering
data as deﬁned by (0.6) are given by the matrix
aðkÞ bðkÞ
bðkÞ aðkÞ
 !
¼ 2QQQi¼1 Si; where
for 1pjpQ;
Sj ¼
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
k2hj
q 
ei
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj
p 
Lj 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
k2hj
q 
ei
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj
p 
Lj
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
k2hj
q 
ei
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj
p 
Lj 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
k2hj
q 
ei
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj1
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2hj
p 
Lj
0B@
1CA:
The function
h sgnðxÞ ¼
þh if x40;
0 if x ¼ 0;
h if xo0
8><>: ð5:3aÞ
has simple Fourier representation
h sgnðxÞ ¼ h
pi
Z þN
N
1
k
e2ikx dk ¼ 2h
p
Z þN
0
sin 2kx
k
dk; h ¼ constant; ð5:3bÞ
which can be approximated in a certain sense by
2h
p
XN
n¼1
sinð2nDkxÞ
n
: ð5:3cÞ
Simple comparison of this sum with (3.1) subject to conditions (4.3) suggests a way
to construct its nonlinear analogue. A restricted graph of such construction is shown
in Fig. 5.3a, obtained as superposition of N ¼ 56 harmonic breathers with
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parameters:
h ¼ 0:3; ln ¼ 0:3n; l2n1g2n1 ¼ 0; l2ng2n ¼
p
2
; pn ¼ ð1Þnþ1 pn
2
h
; 1pnp56: ð5:3dÞ
The near vertical line in the middle approximates the jump discontinuity and as x
approaches 0þ; (0; resp.) the graph jumps slightly up (down, resp.) before it comes
down (goes up, resp.). This is again the Gibbs phenomenon exhibiting itself and one
may try improve the proﬁle according to the recipe for Fig. 5.1b by replacing
formulas (5.3e) with
h ¼ 0:3; ln ¼ 0:3n; l2n1g2n1 ¼ 0; l2ng2n ¼
p
2
;
pn ¼ ð1Þnþ1 pn
2
h
1 n
N þ 1
 1
; 1pnp56;
ð5:3eÞ
leading to the function whose restricted graph is shown in Fig. 5.3b.
The solutions of KdV with initial proﬁles shown in Figs. 5.1–5.3 disintegrate into
oscillatory waves very fast, as is the case with their linear counterparts generated by
means of the Fourier transform. A more stable solution of cKdV with a signiﬁcantly
longer lifespan is given by
u ¼
Z þN
N
esðkk0Þ
2
sinðkx þ k3tÞdk; s40: ð5:4aÞ
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Fig. 5.3. Restricted proﬁle approximating a multiple of sgn(x) obtained by taking (4.4a–d) with
parameters given for graphs (a) and (b) by (5.3d) and (5.3e), respectively.
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It can be approximated in a certain sense by the sum
XþN
N
esðnDkk0Þ
2
sinðnDkx þ n3Dk3tÞDk; s40: ð5:4bÞ
Comparing this sum to (3.1) subject to (4.3) one may construct its nonlinear
analogue by taking superposition of N ¼ 64 harmonic breathers with parameters
chosen as follows:
s ¼ 3; ln ¼ 28:425þ 0:05n; l2n1g2n1 ¼ 0;
l2ng2n ¼
p
2
; pn ¼ ð1Þn80lne4ðln3:Þ
2
: ð5:4cÞ
The time evolution of such a wave packet is shown in Fig. 5.4a in the stationary
frame and in Fig. 5.4b in the frame of reference moving with linearized group
velocity v ¼ @ð8l
3Þ
@ð2lÞ

l¼3
; the pattern is restricted to the set ð2þ vt; 2þ vtÞ;
1oto1: Fig. 5.5 shows the time evolution of a simple layer of N ¼ 120 harmonic
breathers given by (2.1a,b) with
ln ¼ 0:3n; pn ¼  2:0n
2
sinðalnÞ 1
n
N þ 1
 1
; a ¼ 0:05; lngn ¼
p
4
; 1pnpN ¼ 120:
ð5:5Þ
(The simple layer was chosen to make it easier for a computer to run the plotting
routine.) Fig. 5.6 shows the time evolution of a simple layer of N ¼ 90 harmonic
breathers given by (2.1a,b) with
ln ¼ 0:25n; pn ¼  0:7n
2
1 cosðalnÞ 1
n
N þ 1
 1
; a ¼ 0:15; lngn ¼ 0; 1pnpN ¼ 90:
ð5:6Þ
(The simple layer was chosen to make it easier for a computer to run the plotting
routine.)
How realistic are the functions discussed in this paper? In other words are
they as observable as solitons? A number of experiments described in [Abl2,
Chapter 4]; [Cri1,Ham1,Ham2,Ham3,Kuz1,Seg1,Yue1] seem to point towards a
positive answer.
In the experiments described in [Ham1, p. 303, Fig. 7; Ham3; Abl2, pp. 285, 286,
Figs. 4.3, 4.4; Cri1, p. 43, Fig. 2] a negative wave was produced and its behavior was
tracked and recorded. The time evolution of the wave is similar to the time evolution
shown in Fig. 5.5. In the experiments described in [Abl2, pp. 324, 325, 326; Yue1] wave
packets were produced and their time evolution was tracked. In [Abl2] the behavior of
the wave packets was explained using the nonlinear Schro¨dinger equation. The wave
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Fig. 5.4a. Restricted snapshots of a function approximating a moving wave obtained by taking (2.1a,b)
with parameters given by (5.4c).
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Fig. 5.4b. The same snapshots as in Fig. 5.4a only shown in the frame moving with the group velocity
v ¼ dð8l3Þ
dð2lÞ jl¼3:
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Fig. 5.5. Snapshots of the time evolution of two restricted proﬁles obtained by taking (2.1a,b) with
parameters given by (5.5).
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Fig. 5.6. Snapshots of the time evolution of two restricted proﬁles obtained by taking (2.1a,b) with
parameters given by (5.6).
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packet shown in Fig. 5.4a is almost identical to those produced in [Abl2, Fig. 4.18].
The behavior of the wave packets can actually be described by linear theory.
Based on the formulas of this paper and numerical simulations some of
which are provided in this paper the KdV expansion principle may be re-phrased
as follows:
KdV expansion principle (KE): Any sufficiently smooth and sufficiently fast decaying
at infinity real solution of KdV uðt; xÞ without discrete spectrum that is not ‘‘too large’’
in a certain sense can be written as u ¼ limN-N uN ; where each uN is a double layer of
harmonic breathers with parameters rn;N ; gn;N ; Jn;N expressible through the
scattering data aðkÞ; bðkÞ; rðkÞ corresponding to uðt; xÞ: The contribution of each
harmonic breather is infinitesimally small and there exist functions qðkÞ and cðkÞ that
provide a measure of relative contribution of each harmonic breather to uðt; xÞ as well
as the phase shift of each harmonic breather from its standard form.
Whenever scattering data exist and make sense, they should provide a means of
computing qðkÞ and cðkÞ:
At present though the complete relationship between the parameters
rn;N ; gn;N ; Jn;N and the scattering data aðkÞ; bðkÞ; rðkÞ corresponding to uðt; xÞ
is not known. For a given function uðt; xÞ though one may take the Fourier
expansion of uðt; xÞ in the form of (0.1) and assign values to rn;N ; gn;N ; Jn;N based
on gðkÞ and uˆðkÞ in (0.1). Substitution of the so obtained rn;N ; gn;N ; Jn;N into
(4.1a,c,d,e) will yield a sequence of functions uN that converges to a function euðt; xÞ
‘‘close’’ to uðt; xÞ in a certain sense. Formulas (4.7) and (4.11) allow one to generate
the values of rn;N ; gn;N (but not those of Jn;N ) from scattering data. Moreover, as a
quick glimpse at Fig. 5.1 points out, something is missing from formulas (4.7) and
(4.11), for the proﬁles in Figs. 5.1c and 5.1d are concave up on xAð1; 1Þ rather than
ﬂat. It is not clear at present how to adjust (4.7) and (4.11) to ﬁx the problem.
Note that functions uN may be viewed as nonlinear analogues of trigonometric
sums and the limit limN-N uN may be viewed as a nonlinear analogue of the Fourier
integral.
6. Index of notations and symbols
Because of the large number of symbols, the author believes that the following
index of notations and symbols will be useful to the reader. For a given symbol/
notation the reference is given to the place in the text where the symbol/notation is
deﬁned or used for the ﬁrst time. Note that a symbol may appear in the text with all,
some, or none of its arguments; some arguments deemed irrelevant in a certain point
of the text may have been suppressed to facilitate clarity. In the list below, each
symbol is ﬁrst listed by itself without any arguments, followed by a listing with all of
its arguments. Some notations are different from how they appear in the modern
literature. One should distiguish between similar symbols such as f and j or g and c
that may denote quite different objects, yet the same symbol will carry the same
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meaning even if it appears in different contexts; e.g., ln has the same meaning in the
expressions for breathers and harmonic breathers even though it is listed separately.
anti-soliton (1.1j)
basic solutions for cKdV after (0.1)
boundary value problem for the Schro¨dinger equation (0.6a)
breathers (1.6a)
charge function, general deﬁnition after (0.9b)
charge function for speciﬁc solutions of KdV (1.1l), (1.2a), (1.3a), (1.3d),
(1.6l), (1.8k), (1.8l), (4.6a)
conservation laws and densities for solutions of KdV
other than harmonic breathers (1.1h,i), (1.6h,i), (1.8h,i)
conservation laws and densities for harmonic breathers (2.1g,h), (2.17), (3.8)
core of a double layer of harmonic breathers after (4.12)
double layer of harmonic breathers (4.3)–(4.4)
Elayer of breathers (1.8a)
formula for superposition of N harmonic breathers and
M solitons (2.16)
Fourier expansion principle, FE (0.1)
harmonic breathers, formula for (2.1a)
harmonic couple, deﬁnition of (4.2), Fig. 4.2, Fig. 4.3
improper integral in the sense of Cauchy after (4.8b)
improper integral in the sense of Hadamard after (1.1i) and after (2.1h)
interval of modulation beginning of 5
KdV beginning of 1
KdV expansion principle, KE after (0.4)
cKdV beginning of 1
Matveev’s representation (2.2)
negative singular set end of
nonlinear interference (3.10), (3.11), Theorem 3.3
positive singular set end of
rankðxÞ proof of part A of
Theorem 2.2
restricted graph/pattern/behavior before (5.1a)
Riemann–Hilbert problem (4.8a)
simple layer of harmonic breathers end of
single harmonic breather (2.1i), Fig. 2.1
singular set end of Section 3
soliton (1.1j)
solitonic dipoles (1.2b), (1.2f)
two harmonic breathers, formula for (2.1k)
a (1.2a–d)
bn (1.1b)
gðkÞ (0.1), (4.5b)
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cðkÞ (bold c) (2.7), (4.3b)
gn for breathers (1.4–1.5)
GðkÞ (2.7), (4.5f)
Gn for breathers (1.7a)
Gn for harmonic breathers (2.1b)
*Gn (4.3i)
dk;k0 (0.7b)
qdk;im
qðim kÞ
(1.2c,d)
qdk;l
qðre kÞ
after (1.3d)
E before (1.7a)
En (1.4–1.5)
Zn; Znðt; x; kÞ proof of Theorem 2.1
yn (3.2b)
ln for breathers (1.4-1.5)
ln for harmonic breathers (2.1b)
m after (1.2a)
mn (1.1b), (2.16b)
$ (2.1l)
sm; smðt; xÞ note 3 to Theorem 3.1
rn; qðkÞ (4.3d)
B (2.1l)
t; tðt;xÞ (2.15a)
tn; tnðt; xÞ (2.1b)
f;fðt; x; kÞ (4.5a)
fi;fiðt;x; kÞ (4.5d)
fr;frðt; x; kÞ (4.5c)
jn;jnðt; xÞ (3.6a)
wn; wnðt; xÞ (2.17a)
c;cðt; x; kÞ (0.6a), (2.1f)
cn; cnðt; xÞ before (2.1a), (2.1c)
cn; cnðt; xÞ before (2.1a), (2.9a,b)
c1;c1ðt; xÞ (2.1j)
c1;c1ðt; xÞ (2.1j)
cðN-solÞ; cðN-solÞðt; x; kÞ (1.1f)
cðN-breÞ; cðN-breÞðt; x; kÞ (1.6f)
cðEÞ;cðEÞðt; x; kÞ (1.8f)
cðN-solÞn ;c
ðN-solÞ
n ðt; xÞ (1.1c)
cðN-breÞn ;c
ðN-breÞ
n ðt; xÞ (1.6c)
cðEÞn ;c
ðEÞ
n ðt; xÞ (1.8c)
cðEÞn;c
ðEÞ
nðt; xÞ (1.8c)
cð1-solÞ1 ;c
ð1-solÞ
1 ðt; xÞ (1.1k)
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o0;o1;o2 (0.1)–(0.4)
að0; kÞ (0.6b)
aðt; kÞ (0.6c)
an (3.6d)
A (0.5a)
bð0; kÞ (0.6b)
bðt; kÞ (0.6c)
bn (3.6e)
B;Bmn (1.7d)
C;Cmn (1.7d)
ChðkÞ see charge functions above
ChBðkÞ (4.6a)
DðN-solÞ; DðN-solÞmn ; D
ðN-solÞ
mn ðt; xÞ (1.1b)
DðN-breÞ; DðN-breÞmn ; D
ðN-breÞ
mn ðt; xÞ (1.6b)
DðEÞ; DðEÞmn; D
ðEÞ
mnðt; xÞ (1.7b), (1.8b)
D; Dmn; Dmnðt;xÞ (2.1b)
F ;Fðt; xÞ (0.6d)
FE;FEðt; xÞ (0.8a)
Fd;Fdðt; xÞ (2.12b)
k (0.6a)
K ;Kðt; x; yÞ (0.6e)
Kd;Kdðt; x; yÞ (2.12c)
L (0.5a)
pðkÞ after (0.4)
p (3.2b)
pn for breathers (1.4–1.5)
pn for harmonic breathers (2.1b)
Pn for breathers (1.7a)
rð0; kÞ (0.6b)
rðt; kÞ (0.6c), (4.5b)
SðuÞ end of
SþðuÞ; SðuÞ end of
t˜ (0.1)–(0.4)
tðsÞ (3.4)
T (3.2a)
u˜ (0.1)–(0.4)
u; uðt; xÞ (2.1a)
uðsÞ; uðsÞðt; xÞ (3.4)
uð1-solÞ; uð1-solÞðt; xÞ (1.1j)
uð1-breÞ; uð1-breÞðt; xÞ (1.6j)
uðN-solÞ; uðN-solÞðt; xÞ (1.1a)
uðN-breÞ; uðN-breÞðt; xÞ (1.6a)
uðEÞ; uðEÞðt; xÞ (1.8a)
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U;Umn;Umnðt; xÞ (4.4c)
v; vðt;xÞ (4.5a)
x˜ (0.1)–(0.4)
xðsÞ (3.4)
x1ðtÞ; x2ðtÞ Theorem 2.2
cn (4.3g)
& end of proof of a theorem
_
þN
N
after (2.1h)
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