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3Einleitung
Versuchte man, ein mathematisches Gebiet durch die in ihm untersuchten Gleichungen
zu charakterisieren, so wa¨ren diese im Falle der Algebraischen Geometrie polynomia-
le Gleichungen u¨ber beliebigen Ringen, im Falle der Zahlentheorie bzw. Arithmetischen
Geometrie spezieller polynomiale Gleichungen u¨ber Zahlko¨rper, deren Ganzheitsringen
oder endlichen Ko¨rpern.
Ein besonders beru¨hmtes Beispiel ist die Fermatgleichung Pmn u¨ber R:
Xm1 +X
m
2 + . . .+X
m
n = 0
fu¨r natu¨rliche Zahlen m,n ≥ 2 und Unbestimmte X1, . . . , Xn aus R. Im Falle m ≥ 3,
n = 3 und R = Z ist sie Gegenstand der beru¨hmten, 1993 von Andrew Wiles bewiesenen,
Fermatschen Vermutung ; im Falle R = Fq ein endlicher Ko¨rper diente sie Andre´ Weil
1949 in seinem wegweisenden Artikel [Wei49] als Motivation zur Formulierung der Weil-
Vermutungen, deren endgu¨ltiger Beweis durch Pierre Deligne im Jahre 1973 zweifellos zu
einem der Ho¨hepunkte der Mathematik des 20. Jahrhunderts geho¨rt.
Auch bei vielen anderen aktuellen Problemen der Algebraischen Geometrie wird die
Fermatgleichung bzw. die durch sie definierte Fermathyperfla¨che im projektiven Raum oft
als Beispiel herangezogen, so etwa bei den bedeutenden Vermutungen von Hodge und Tate,
und obwohl man — insbesondere dank Tetsuji Shiodas intensiven Bemu¨hungen ([SK79],
[Shi79], [Shi82], [Shi83], [Shi87], [Shi88]) — u¨ber die Fermathyperfla¨chen wesentlich mehr
weiß als u¨ber allgemeine Hyperfla¨chen oder gar beliebige Varieta¨ten, sind doch noch im-
mer viele Fragen offen; sowohl die Hodge- als auch die Tate-Vermutung etwa konnte von
Shioda zwar fu¨r viele, aber eben nicht fu¨r alle Fermathyperfla¨chen bewiesen werden.
Sei jetzt speziell R = k = Fq ein endlicher Ko¨rper. Offenbar hat dann jede homogene
Gleichung f(X1, . . . , Xn) = 0 u¨ber k nur endlich viele Lo¨sungen ν
(i) in den endlichen
Erweiterungen Fqi von k, und die Zusammenfassung all dieser ν(i) zur Zetafunktion







∈ Q(t) ⊂ Q((t)),
ist eine der grundlegendsten und wichtigsten Invarianten von f bzw. der durch f in Pn−1k
definierten (n− 2)-dimensionalen projektiven Hyperfla¨che X(f).
Eine feinere Invariante ist die l-adische Kohomologie H∗e´t(X¯(f),Ql) von X¯(f) :=
X(f) ×k k¯ (fu¨r eine Primzahl l 6= char (k)) und die Operation der absoluten Galois-
gruppe Gk auf ihr, und aus dieser kann man die Zetafunktion leicht berechnen, weil die
Zahl ν(i) gerade die Spur der i-ten Potenz des Frobenius x 7→ xq aus Gk ist.
Die Zetafunktion der Fermathyperfla¨che Xmn := X(P
m
n ) war schon Weil bekannt; er
hatte sie in dem oben genannten Artikel berechnet und insbesondere gezeigt, daß sie nicht
bloß eine Potenzreihe, sondern sogar eine rationale Funktion ist; und es war — wie schon
oben bemerkt — unter anderem dieses Beispiel, das ihn zu seiner Vermutung fu¨hrte, die
Zeta-Funktion einer Varieta¨t u¨ber k sei stets rational.
Deligne hat dann in [Del82] auch die Galoisoperation auf H∗e´t(X¯
m
n ,Ql) genau bestimmt,
sie ist in diesem Fall besonders einfach, da die Kohomologie in kanonisch definierte
”
moti-
vische“, vom Grundko¨rper k unabha¨ngige, eindimensionale Unterra¨ume zerfa¨llt, auf denen
der Frobenius durch gewisse Gro¨ßencharaktere — sogenannte Jacobisummen — operiert.
4 EINLEITUNG
Ausgehend von der Fermathyperfla¨che ist es ein natu¨rlicher Schritt, etwas allgemeinere




1 + . . .+ anX
m
n = 0
mit Konstanten a1, . . . , an aus einem Ko¨rper k, sogenannten diagonalen Gleichungen, ge-
geben werden; diese werden (im Fall k = Fq mit q ≡ 1 (mod m)) ausfu¨hrlich von Fernando
Q. Gouveˆa und Noriko Yui in dem Buch [GY95] untersucht; mit Hilfe von Delignes und
Weils Resultaten ist es dann nicht schwer, zum Beispiel die Zetafunktion solcher diago-
nalen Gleichungen zu berechnen.
”
Geometrisch“, d.h. u¨ber dem separablen algebraischen Abschluß k¯, ist jede diagonale
Gleichung Q vom Grad m in n Unbestimmten zur Fermatgleichung Pmn isomorph, d.h.
geht durch lineare Variablensubstitution mit Koeffizienten in k¯ aus Pmn hervor: Ein Iso-
morphismus wird einfach durch Xi 7→ m√aiXi gegeben. Die Betrachtung der diagonalen
Gleichungen ist also nur interessant, wenn der Grundko¨rper k nicht algebraisch abge-
schlossen ist, wenn also
”
arithmetische“ Fragen beru¨hrt werden. Wie schon der Vergleich
der beiden quadratischen diagonalen Gleichungen






3 = 0 und
Q : X21 − 2X22 −X23 = 0
u¨ber Q zeigt, kann das Lo¨sungsverhalten vollkommen unterschiedlich sein: Wa¨hrend P 23




Dennoch ist es mo¨glich, die Tatsache, daß alle diagonalen Gleichungen u¨ber k¯ isomorph
werden, auszunutzen, um aus Kenntnissen u¨ber die Fermatgleichung Informationen u¨ber
die diagonalen Gleichungen zu gewinnen mittels eines sehr allgemeinen Prinzips, das ge-
meinhin Galois-Abstieg bzw. -Descent genannt wird:





Objekt“, so definiert jedes ebenfalls u¨ber k definiert Objekt Y , das
”
u¨ber K“ iso-
morph zu X wird (man nennt Y dann eine K/k-Form von X), eine Kohomologieklasse in
H1(G,A(X)), wobei A(X) die (im allgemeinen nicht abelsche) Automorphismengruppe
von X u¨ber K ist. Die Idee ist nun, Eigenschaften von Y aus den entsprechenden Eigen-
schaften von X mittels
”
Twist“ mit dieser Kohomologieklasse abzuleiten. — Insbesondere
kann man dies im Falle einer diagonalen Gleichung tun, die ja eine k¯/k-Form der Fermat-
gleichung ist.
Jetzt liegt die Frage nahe: Gibt es auch k¯/k-Formen der Fermatgleichung, sogenannte
”
getwistete Fermatgleichungen“, die nicht diagonal sind? — Man kann dann versuchen,
auch fu¨r diese mittels Galois-Descent Fragen nach Kohomologie, Zetafunktion usw. zu
beantworten.
Im Fall K = k¯ ist A(Pmn ) das Kranzprodukt Sn
∫
µm der symmetrischen Gruppe Sn
mit der Gruppe der m-ten Einheitswurzeln µm in k¯; dabei operiert Sn durch Permutation
der Xi und µ
n
m durch Xi 7→ ζiXi (fu¨r (ζi)i ∈ µnm).




gegeben, und es stellt sich heraus, daß die diagonalen Gleichungen genau diejenigen For-
men der Fermatgleichung sind, deren zugeho¨rige Kohomologieklasse schon in H1(G, µnm)
liegt; vom Standpunkt der K/k-Formen aus bilden die diagonalen Gleichungen also nur
5ein spezielles Beispiel und stellen eine ku¨nstliche Einschra¨nkung der natu¨rlichen Allge-
meinheit dar.
Ziel der vorliegenden Arbeit ist es deshalb, alle Formen von Pmn gleichberechtigt zu
betrachten, sie zuna¨chst zu klassifizieren, um sie dann mit Hilfe der Descent-Methode zu
untersuchen und im Falle k = Fq schließlich ihre Zetafunktion zu berechnen.
Im Gegensatz zum Fall der diagonalen Gleichungen sieht man den Gleichungen einer
allgemeinen Form von Pmn ihre Verwandtschaft zur Fermatgleichung nur selten an — so























definierte Gleichung eine Form der Fermatgleichung P 34 u¨ber dem Ko¨rper F5, die nicht
diagonal ist. Und auch fu¨r diese wie auch fu¨r alle anderen, beliebig kompliziert anmuten-
den, Formen erhalten wir mit Hilfe der Descent-Methode Resultate wie die Berechnung
der Automorphismengruppe oder die Berechnung der Zeta-Funktion.
Andererseits ist es natu¨rlich auch ein kleiner Nachteil, daß die allgemeinen Formen
keine augenscheinliche Symmetrie mehr besitzen, denn diese Tatsache erschwert es oft,
von einer gegebenen Gleichung zu entscheiden, ob sie denn nun eine Form der Fermat-
gleichung ist oder nicht.
Eine besonders interessante Ausnahme bildet hier der Fall m = 3, n = 2, d.h. der
Fall der bina¨ren kubischen Formen, weil dort alle homogenen Polynome in zwei Unbe-
stimmten vom Grad drei, die
”
nicht-ausgeartet“ sind, Formen von P 32 sind. Wir ko¨nnen
die nicht-ausgearteten bina¨ren kubischen Formen u¨ber einem beliebigem Ko¨rper K mit
unserer Methode nicht nur klassifizieren, sondern diese Klassifikation sogar vollsta¨ndig ex-
plizit machen, so daß es tatsa¨chlich mo¨glich wird, zu jeder gegebenen (nicht-ausgearteten)
kubischen Form die Klasse anzugeben und im Falle k = Fq die Zetafunktion zu berechnen.
Obwohl die Descent-Methode
”
Folklore“ ist, steckt auch hier der Teufel wie so oft im
Detail. Deshalb widmet sich das erste Kapitel einer Axiomatisierung der Situation, in der
wir Galois-Descent anwenden ko¨nnen:
Definition: Eine Koeffizientenerweiterung (zu einer gegebenen Galoiserweite-
rung K/k mit Galoisgruppe G) besteht aus zwei Kategorien Ck und CK , einem
kovarianten Funktor F : Ck → CK und einer Links-G-Operation auf allen Iso-
morphismenmengen IsoCK (FY, FZ) fu¨r Objekte Y und Z aus Ck, so daß die
folgenden beiden Bedingungen erfu¨llt sind:
• Die Operation ist vertra¨glich mit Kompositionen, d.h. fu¨r Objekte X ,Y
und Z aus Ck, Isomorphismen X g−→ Y und Y f−→ Z und ein Element
s ∈ G gilt:
s(fg) = sf sg.
• Genau die Morphismen, die
”
von unten“ kommen, sind fix unter der G-












Zwei Beispiele fu¨r Koeffizientenerweiterungen sind besonders wichtig fu¨r unsere Un-
tersuchung der K/k-Formen von Fermatgleichungen: Zum einen betrachten wir die Kate-
gorien Fn,mk bzw. Fn,mK , deren Objekte homogene Gleichungen vom Grad m in n Unbe-
stimmten mit Koeffizienten in k bzw. K und deren Morphismen Elemente aus GL (n, k)
bzw. GL (n,K) sind, aufgefaßt als lineare Variablensubstitutionen. Die Koeffizientener-
weiterung wird dann durch den offensichtlichen Funktor Fn,mk → Fn,mK und die natu¨rliche
G-Operation auf GL (n,K) gegeben.
Die Bedeutung dieser Koeffizientenerweiterung fu¨r uns ist offensichtlich: Die Fermat-
gleichung Pmn ist ein Objekt von Fn,mk , und die uns interessierenden K/k-Formen von Pmn
sind genau die Objekte aus Fn,mk , die in Fn,mK isomorph zu Pmn werden.
Das zweite wichtige Beispiel sind die Kategorien RepGkQl und Rep
GK
Ql der Ql-Gk-
Darstellungen bzw. Ql-GK-Darstellungen mit dem Funktor RepGkQl → RepGKQl , der ei-
ner Darstellung Gk
ϕ−→ AutQl(V ) die Einschra¨nkung ϕ|GK zuordnet. Hier wird die G =
Gk/GK-Operation eines s¯ ∈ G auf (V, ϕ) f−→ (W,ψ) durch ”Konjugation“, d.h. durch
f 7→ ψ(s)fϕ(s)−1 gegeben.
Diese Koeffizientenerweiterung ist wichtig fu¨r uns, weil die l-adische Kohomologie
H∗e´t(X¯
m
n ,Ql) ein Objekt von Rep
Gk
Ql ist und weil die Kohomologie einer Form der Fer-
mathyperfla¨che eine Form von H∗e´t(X¯
m
n ,Ql) ist.
Obwohl die beiden genannten in Hinblick auf unsere Ziele die wichtigsten Beispie-
le sind, treten Koeffizientenerweiterungen noch an vielen anderen Stellen auf, und wir
fu¨hren einige weitere interessanten Beispiele an, so etwa den natu¨rlichen Funktor aus der
Kategorie der geometrisch irreduziblen Varieta¨ten u¨ber k mit dominanten rationalen Ab-
bildungen als Morphismen in die Kategorie der geometrisch irreduziblen Varieta¨ten u¨ber
K oder — im Falle k = Q — den natu¨rlichen Funktor aus der Kategorie der Motive u¨ber
einem Ko¨rper in die Kategorie der Motive mit Koeffizienten in K u¨ber demselben Ko¨rper.
Wir haben oben schon erwa¨hnt, daß wir fu¨r den Galois-Descent die Kohomologie
H1(G,A) fu¨r im allgemeinen nicht-abelsche Gruppen A beno¨tigen werden, weil die Au-
tomorphismengruppen der Objekte, die uns interessieren, oft nicht abelsch sein werden
— das Kranzprodukt A(Pmn ) = Sn
∫
µm zum Beispiel ist fu¨r n ≥ 2 nicht kommutativ.
Deshalb wollen wir im zweiten Kapitel die grundlegenden Definitionen und Resultate
der nicht-abelschen Gruppenkohomologie vorstellen, wobei wir im Wesentlichen Serres
Ausfu¨hrungen in [Ser97] folgen. Allerdings betrachten wir einen leicht allgemeineren Fall,
na¨mlich beliebige topologische Gruppen G und nicht bloß proendliche, was den Vorteil
hat, daß wir unsere Galoisgruppe G sowohl als diskrete als auch als proendliche Gruppe
betrachten ko¨nnen.
Im dritten Kapitel werden wir dann das Prinzip des Galois-Descents im Falle einer
beliebigen Koeffizientenerweiterung F : Ck → CK entwickeln. Ist X ein Objekt aus Ck, so
bezeichnet E(K/k,X) die Menge† der K/k-Formen von X, d.h. der Isomorphieklassen
[Y ] von Objekten aus Ck, die in CK isomorph zu X werden (d.h. fu¨r die FY und FX in CK
isomorph sind). Ist Y eine solche K/k-Form von X, und ist FY
f−→ FX ein Isomorphismus
in CK , so definiert s 7→ f s(f−1) einen 1-Kozykel a = (as) von G := Gal (K/k) in A(X) :=
AutCK (FX) und damit eine Kohomologieklasse ϑ[Y ] in H
1(G,A(X)).
†A priori ist dies nur eine Klasse, aber wir werden beweisen, daß es sich tatsa¨chlich um eine Menge
handelt.
7Satz: Die Zuordnung [Y ] 7→ ϑ[Y ] definiert eine wohldefinierte Injektion von
E(K/k,X) in H1(G,A(X)).
Als erste Anwendung werden wir die Automorphismengruppe von Y (in Ck!) berech-
nen: Es ist AutCk(Y ) = (A(X)a)
G , wobei A(X)a die Gruppe A(X) mit um den 1-Kozykel
a getwisteter G-Operation ist, d.h. s ∈ G operiert als b 7→ assba−1s .
Ist Ck ′ → CK ′ eine zweite Koeffizientenerweiterung, und sind Ck Hk−→ Ck ′ und CK HK−−→
CK ′ Funktoren, die miteinander und mit den G-Operationen kompatibel sind (wir werden
dies im dritten Kapitel natu¨rlich pra¨zisieren), so sprechen wir von einem Morphismus von
Koeffizientenerweiterungen, und wir erhalten ein kommutatives Diagramm
E(K/k,X)










(as) 7→ (HKas) // H1(G,A(HkX))
Dieses Ergebnis ist fu¨r unsere Zwecke sehr wichtig, denn wenn wir fu¨r die beiden Koeffi-
zientenerweiterungen die beiden Hauptbeispiele aus dem ersten Kapitel und fu¨r Hk bzw.
HK den Funktor der e´talen Kohomologie einsetzen, dann besagt die Kommutativita¨t des
Diagramms:
Ist Q eine K/k-Form der Fermatgleichung Pmn , charakterisiert durch die Kohomolo-
gieklasse ϑ[Q], so wird die Kohomologie der Hyperfla¨che X(Q) und damit auch die Zeta-
funktion von Q durch die Kohomologieklasse He´t ϑ[Q] charakterisiert.
Anstatt die Kohomologie von X(Q) zur Berechnung der Zetafunktion von Q direkt be-
stimmen zu mu¨ssen, ko¨nnen wir also stattdessen die Komposition ϑ−1 ◦He´t ◦ϑ berechnen
und mu¨ssen dazu folgendes tun:
• die Galoisoperation auf der e´talen Kohomologie der Fermathyperfla¨che X verstehen
— dies leistet gerade das oben beschriebene Ergebnis von Deligne,
• fu¨r einen Automorphismus a ∈ A(Pmn ) den zugeho¨rigen Automorphismus He´t(a) der
Kohomologie H∗e´t(X¯,Ql) berechnen und
• das Urbild einer gegebenen Kohomologieklasse unter der Injektion ϑ berechnen.




n operiert, kann man auf die
Zerlegung der e´talen Kohomologie von Xmn in Eigenra¨ume schließen, die zu den Charak-
teren der abelschen Gruppe µnm korrespondieren.
Im vierten Kapitel werden wir allgemeiner die Situation untersuchen, daß ein semidi-
rektes Produkt AoS zweier endlicher Gruppen auf einem ObjektM einer pseudoabelschen
Kategorie operiert. Auch dann hat man eine Zerlegung von M in die direkte Summe von













So sehen wir, daß die Zerlegung von H∗e´t(X¯
m
n ,Ql) in Eigenra¨ume eine ”motivische“ Zer-
legung ist, d.h. sie ist die l-adische Realisierung der entsprechenden Zerlegung des Gro-
thendieck-Motivs h(Xmn ) von X
m
n .
Das fu¨nfte Kapitel widmet sich dem Studium der Kohomologie H1(G,Sn
∫
µm), d.h.
der Klassifikation der k¯/k-Formen von Pmn in Fn,mk . Dabei rekapitulieren wir im We-
sentlichen nur die Ergebnisse aus der Diplomarbeit [Rup96] von Christopher Rupprecht,
machen allerdings die auftretenden Abbildungen expliziter, weil wir zur Berechnung der
Zetafunktion explizite Formeln beno¨tigen. — Außerdem berechnen wir zusa¨tzlich die Au-
tomorphismengruppen der getwisteten Fermatformen. Die Hauptergebnisse dieses Kapi-
tels sind:






wobei die disjunkte Vereinigung u¨ber Isomorphieklassen separabler k-Algebren
L vom Grad n u¨ber k la¨uft. Bezeichnet Q die Gleichung, die unter dieser Bijek-





(Li ∩ µm)→ Autk(Q)→
{
a ∈ Autk(L)opp
∣∣∣axx ∈ L×m}→ 1
Im sechsten Kapitel betrachten wir speziell den Fall der bina¨ren kubischen Formen u¨ber ei-
nem Ko¨rper k mit char (k) ≥ 5, in dem — wie oben schon gesagt — alle nicht-ausgearteten
Objekte, d.h. solche mit nicht-verschwindender Diskriminante, Formen der Fermatglei-
chung P 32 sind. Als Anwendung des fu¨nften Kapitels listen wir zuna¨chst die k¯/k-Formen
von P 32 fu¨r den Fall, daß k ein endlicher Ko¨rper ist, vollsta¨ndig auf. Dann zeigen wir,
daß die Klassifikation aus dem fu¨nften Kapitel in diesem Fall besonders explizit gemacht
werden kann: Zu einer gegebenen Gleichung kann das Paar (L, x) aus obiger Bijektion mit
der folgenden Formel berechnet werden:
Theorem: Es sei Q(X, Y ) = aX3+bX2Y +cXY 2+dY 3 eine nicht-ausgeartete













∆(Q) := −27a2d2 + 18abcd+ b2c2 − 4b3d− 4ac3
die Diskriminante von Q ist und die Wurzel von δ so zu wa¨hlen ist, daß e 6= 0
ist.















Die reellen Polynome x4+y4+z4 und −x4−y4−z4 sind im Sinne des fu¨nften Kapitels
nicht isomorph, d.h. sie lassen sich nicht durch eine lineare Koordinatentransformation
ineinander u¨berfu¨hren. Wenn wir die Polynome als Gleichungen interpretieren, erscheint
dies aber unnatu¨rlich, denn selbstversta¨ndlich haben beide Gleichungen dieselbe Lo¨sungs-
menge und
”
sollten“ also isomorph sein. Dieser Intuition wird mit dem U¨bergang zu einer
anderen Kategorie Rechnung getragen, in der Polynome, die sich nur um skalare Vielfache
unterscheiden, isomorph sind. Morphismen sind dann keine Elemente aus GL (n, k) mehr,
sondern Elemente aus PGL (n, k). Es ist naheliegend, daß es in dieser Kategorie
”
weniger“




Satz: Zwei Paare (L, x) und (L, x′) geben in der neuen Kategorie genau dann
dasselbe Objekt, wenn es ein a ∈ Autk(L), ein λ ∈ k× und ein y ∈ L× gibt, so
daß x′ = a[λxym] gilt.
Wenn K ein Zahlko¨rper oder allgemeiner der Quotientenko¨rper eines Dedekindringes OK
und p ein Primideal von OK ist, so haben wir eine intuitive Vorstellung davon, was
die Reduktion eines homogenen Polynoms P modulo p sein sollte: Wir erweitern die
Koeffizienten derart, daß alle in OK liegen, und reduzieren sie dann modulo p. — Dabei
sollte es so sein, daß die Reduktion einer L/K-Form Q von P eine Form der Reduktion
von P ist.
Es wird sich herausstellen, daß diese intuitive Vorstellung nur beinahe richtig ist und
daß man sich auf sogenannte
”
p-reduzible Formen“ Q von P beschra¨nken muß, wenn man
einen vernu¨nftigen Begriff von Reduktion modulo p erhalten will, der auch die Eigenschaft,
Form zu sein, respektiert. Dabei sind die p-reduziblen Formen solche, die nicht bloß durch
eine lineare Variablentsubstitution aus PGL (n, L) in P u¨bergehen, sondern sogar durch
eine Substitution aus PGL (n,OL,P) fu¨r ein u¨ber p liegendes Primideal P von L.
Hat man die Reduktion einmal definiert, so stellt sich natu¨rlich die Frage, wie sie
sich in Termen unserer kohomologischen Beschreibung von Formen ausdru¨cken la¨ßt, d.h.
welchen 1-Kozykel man einem 1-Kozykel von Gal (L/K) mit Werten in AutL(P ) zuordnen
muß, um den die Reduktion repra¨sentierenden 1-Kozykel zu erhalten.
Im achten Kapitel werden wir die Reduktion modulo p sowohl fu¨r Formen als auch fu¨r
1-Kozykel definieren und insbesondere zeigen, daß diese beiden Reduktionen miteinander
vertra¨glich sind. Wir werden dann speziell den Fall der Fermatgleichung Pmn betrachten
und untersuchen, wie sich die Reduktion in Termen der Charakterisierung von 1-Kozykeln
durch Paare (L, x) ausdru¨cken la¨ßt.
10 EINLEITUNG
Das neunte Kapitel ist das technische Herzstu¨ck unserer Arbeit, denn dort wird be-
rechnet, welchen Isomorphismus auf der mittleren Kohomologie ein Isomorphismus τ von
Xmn , d.h. ein Element des Kranzproduktes Sn
∫
µm, induziert. Schon aus dem vierten
Kapitel ist das Ergebnis fu¨r Elemente τ ∈ µnm bekannt, so daß sich die Frage auf Permu-
tationen τ ∈ Sn und dann weiter auf den Fall der Transposition τ = (12) reduzieren la¨ßt.
Als Ergebnis ko¨nnen wir die Existenz einer Basis {va}a von Vprim, dem primitiven Teil




In den Arbeiten von Shioda, Gouveˆa und Yui wird stets vorausgesetzt, daß der Grund-
ko¨rper k die m-ten Einheitswurzeln entha¨lt, und in diesem Fall ist auch die Matrix der
Galoisoperation bezu¨glich der Basis {va}a wohlbekannt, so daß unsere Ergebnisse aus dem
dritten Kapitel es uns dann tatsa¨chlich gestatten, die Galoisoperation auf der Kohomo-
logie einer jeden getwisteten Fermathyperfla¨che u¨ber k genau zu beschreiben. Daru¨ber
hinaus gelingt es uns, fu¨r beliebige Grundko¨rper zumindest Teilaussagen zu machen, die
uns oft erlauben werden, auch dort wenigstens die Zetafunktion einer gegebenen getwi-
steten Fermatgleichung zu berechnen.
Im zehnten Kapitel wird zum ersten Mal explizit von der Zetafunktion die Rede sein
— wir werden sie definieren und erkla¨ren, wie man sie mit Hilfe der Ergebnisse aus den
vorangegangenen Kapiteln fu¨r getwistete Fermatgleichungen berechnen kann.
Das elfte Kapitel schließlich untersucht das Problem, wie zu verfahren sei, wenn die
m-ten Einheitswurzeln nicht in k enthalten sind, exemplarisch am Fall von Kubiken in
zwei und vier Variablen (der Fall von drei Variablen ist leichter, vgl. 9.19!).
Das kostet zwar einige Mu¨hen, aber am Ende kann auch in diesen Fa¨llen die Matrix
der Galoisoperation bezu¨glich der Basis {va}a genau angegeben werden; insbesondere
kann man also jetzt die Zetafunktionen von Spezialisierungen von Kubiken u¨ber Q fu¨r
n ∈ {2, 4} berechnen, und wir geben eine vollsta¨ndige Liste der Zetafunktionen an, die
bei bina¨ren Kubiken u¨ber beliebigen endlichen Ko¨rpern auftreten ko¨nnen.
Im Zusammenspiel mit unseren Ergebnissen aus Kapitel sechs erlaubt uns dies, zu
jeder nicht-ausgearteten bina¨ren kubischen Form u¨ber einem endlichen Ko¨rper die Zeta-
funktion zu berechnen.
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In diesem Kapitel werden wir zuna¨chst den Begriff der Koeffizientenerweiterung definie-
ren, der die Situation axiomatisiert, in der Galois-Abstieg angewandt werden kann. Dann
werden wir im Rest des Kapitels Beispiele fu¨r Koeffizientenerweiterungen betrachten;
nicht nur, weil wir manche von ihnen spa¨ter zur Berechnung der Zetafunktionen von For-
men von Fermatgleichungen brauchen werden, sondern auch, weil sie fu¨r sich genommen
interessant sind und weil sie demonstrieren, in welch vielfa¨ltigen Situationen die Descent-
Methode nu¨tzlich sein kann.
Es sei K/k eine beliebige galoissche Ko¨rpererweiterung mit Galoisgruppe G := Gal (K/k).
1.1 Definition. Eine Koeffizientenerweiterung (von k nach K) besteht aus zwei Katego-
rien Ck und CK , einem kovarianten Funktor F : Ck → CK und einer Links-G-Operation auf
Iso CK (FY, FZ) fu¨r alle Y, Z ∈ Ob(Ck), so daß die folgenden beiden Bedingungen erfu¨llt
sind:
(KE1) Die Operation ist vertra¨glich mit Kompositionen, d.h. fu¨r Objekte X,Y, Z ∈ Ob(Ck),
Isomorphismen X
g−→ Y und Y f−→ Z und ein Element s ∈ G gilt:
s(fg) = sf sg.
(KE2) Genau die Morphismen, die
”
von unten“ kommen, sind fix unter der G-Operation,








Iso CK (FY, FZ)
]G
.
1.2 Lemma. Es seien Ck und CK Kategorien, F : Ck −→ CK ein kovarianter Funktor, und
fu¨r alle Objekte X und Y aus Ck operiere G derart auf MorK(FX,FY ), daß die folgenden
beiden Bedingungen erfu¨llt sind:
(KE1’) Die Operation ist vertra¨glich mit Kompositionen, d.h. fu¨r Objekte X,Y, Z ∈ Ob(Ck),
Morphismen X
g−→ Y und Y f−→ Z und ein Element s ∈ G gilt:
s(fg) = sf sg.
(KE2’) Genau die Morphismen, die
”
von unten“ kommen sind fix unter der G-Operation,








Dann wird F durch Einschra¨nkung der G-Operation auf Isomorphismen zu einer Koeffi-
zientenerweiterung.
14 1 KOEFFIZIENTENERWEITERUNGEN
Beweis: Man muß sich nur u¨berlegen, daß die gegebene G-Operation Isomorphismen wie-
der in Isomorphismen u¨berfu¨hrt: Ist f : FX
∼−→ FY ein Isomorphismus mit Inversem
g : FY
∼−→ FX, und ist s ∈ G beliebig, so folgt aus (KE1’) zuna¨chst sf ◦sg = s(f ◦ g) = s1Y ,
und weil die Identita¨t
”
von unten“ kommt, ist dies nach (KE2’) gleich der Identita¨t, d.h.
auch sf ist ein Isomorphismus mit Inversem sg. q.e.d.
1.3 Satz. Es sei Ck eine beliebige Kategorie, K ein Objekt aus Ck, auf dem G von links
operiert, und fu¨r alle Objekte X aus Ck mo¨ge das Produkt X ×K existieren. Sei dann CK
die Kategorie Ck/K der Objekte u¨ber K und Ck F−→ CK der Funktor X 7→ (X × K pr2−−→ K).




f // Z × K
1Z×s

Y × K sf //_________ Z × K
=













(ii) Gelte spezieller, daß G endlich ist, daß Ck ein Endobjekt k besitzt, daß in Ck Faser-
produkte existieren, daß der kanonische Morphismus K→ k ein universeller effekti-
ver Epimorphismus in Ck† ist, daß die Summe
∐




qs∈G(1K,s)−−−−−−→ K× K ein Isomorphismus ist.
Dann erfu¨llt Ck F−→ CK , zusammen mit der in (i) definierten Operation, auch das
Axiom (KE2’), ist also eine Koeffizientenerweiterung.
Beweis:
(i) • Wohldefiniertheit: Seien s ∈ G und ein Morphismus X × K f−→ Y × K u¨ber
K vorgegeben. Es ist zu zeigen, daß sf ein Morphismus u¨ber K ist, was aber




























s−1 // K K
s // K
†Ein effektiver Epimorphismus in einer Kategorie mit Faserprodukten ist ein Morphismus X → Y ,
fu¨r den die Sequenz X ×Y X ⇒ X → Y exakt ist. Ein Morphismus X → Y ist ein universeller effektiver
Epimorphismus, wenn fu¨r jeden Morphismus Y ′ → Y auch X ×Y Y ′ → Y ′ ein effektiver Epimorphismus
ist.
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• Linksoperation: Seien s, t ∈ G und Y × K f−→ Z × K u¨ber K vorgegeben. Dann
folgt:
1f = (1Z × 1K) ◦ f ◦ (1Y × 1K)−1
= 1Z ◦ f ◦ 1−1Y
= f,
stf = (1Z × st) ◦ f ◦ (1Y × st)−1
=
(




(1Y × s) ◦ (1Y × t)
)−1
= (1Z × s) ◦
(
(1Z × t) ◦ f ◦ (1Y × t)−1
)
◦ (1Y × s)−1






• (KE1’): Seien s ∈ G und Morphismen X × K g−→ Y × K f−→ Z × K u¨ber K
vorgegeben, dann folgt:
s(fg) = (1Z × s) ◦ (fg) ◦ (1X × s)−1
= (1Z × s) ◦ f ◦ (1Y × s)−1
◦ (1Y × s) ◦ g ◦ (1X × s)−1
= sf ◦ sg.
•
”
⊆“: Seien Y f−→ Z ein beliebiger Morphismus in Ck und s ∈ G beliebig. Dann
gilt
s(Ff) = s(f × 1K) = (1Z × s) ◦ (f × 1K) ◦ (1Y × s)−1 = f × 1K = Ff,
d.h. F operiert trivial auf Morphismen, die
”
von unten“ kommen.
(ii) Seien also Y und Z Objekte aus Ck, und sei X × K f−→ Y × K ein Morphismus u¨ber
K, der fix unter der G-Operation ist. Wir mu¨ssen zeigen, daß pr1f u¨ber ein Y
g−→ Z
faktorisiert, denn dies bedeutet ja gerade f = Fg = g × 1K:

















Anders formuliert, mu¨ssen wir beweisen, daß pr1f im Bild von
MorCk(Y, Z)
pr∗1−−→ MorCk(Y × K, Z), g 7→ gpr1
liegt. Nun ist aber nach Voraussetzung Y × K pr
∗
1−−→ Y ein effektiver Epimorphismus,
d.h. insbesondere die folgende Sequenz von Mengen ist exakt:
MorCk(Y, Z)





















(Y × K)×Y (Y × K), Z
) ∼= ∏
s∈G
MorCk(Y × K, Z),
und wir erhalten die exakte Sequenz
MorCk(Y, Z)






MorCk(Y × K, Z). (1)




















(1Y × s)∗(pr1f) = pr1 ◦ f ◦ (1Y × s) = pr1 ◦ sf ◦ (1Y × s) = pr1f,
d.h. pr1f liegt im Differenzkern, ist also wegen der Exaktheit von (1) von der Form
gpr1 fu¨r ein geeignetes g ∈ MorCk(Y, Z); und das war genau das, was wir zu zeigen
hatten.
q.e.d.
1.4 Lemma. Es seien X ein geometrisch irreduzibles k-Schema und XK der Basiswechsel
X ×k K; die erste Projektion XK → X bezeichnen wir mit p und die generischen Punkte
von X und XK mit ηX und ηXK . Dann gilt p
−1(ηX) = {ηXK}.
Beweis: Mit Spec (K)→ Spec (k) ist auch p treuflach und damit surjektiv, d.h. p(ηXK ) =
ηX .
Sei nun zuna¨chst speziell K ein separabler algebraischer Abschluß von k. Wir benutzen
den folgenden Satz ([Mum94, II.4]):
Es sei Z ein beliebiges k-Schema. Dann identifiziert sich der Z unterliegen-
de topologische Raum via ZK
can−−→ Z mit dem Quotienten von ZK nach der
Operation von G.
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Wir erhalten also die Faser p−1(ηX) als Orbit von ηXK unter der G-Aktion. Aber unter
einem Automorphismus von XK kann der generische Punkt ηXK natu¨rlich nur wieder auf
sich selbst abgebildet werden; die Behauptung ist also in diesem Fall bewiesen.
Sei jetzt K beliebig, und sei K¯ ein separabler algebraischer Abschluß von K. Sei x ∈
p−1(ηX) beliebig. Mit der gleichen Begru¨ndung wie oben ist auch XK¯
p′−→ XK surjektiv,
d.h. wir finden einen Punkt x′ ∈ XK¯ mit p′(x′) = x. Es gilt also (pp′)(x′) = ηX , und aus
dem schon bewiesenen Fall folgt, daß x′ der generische Punkt von XK¯ ist. Wieder mit
der gleichen Begru¨ndung wie oben folgt dann aber x = p′(x′) = ηXK , und das Lemma ist
vollsta¨ndig bewiesen. q.e.d.
Die folgenden beiden Lemmata werden wir unten in Beispiel 1.6(ii) beno¨tigen, um
zu zeigen, daß man Galois-Descent in der Kategorie Var′k der geometrisch-irreduziblen
Varieta¨ten u¨ber k mit dominanten rationalen Abbildungen als Morphismen anwenden
kann.
1.5 Lemma. Es seien X ein beliebiges k-Schema und U ⊆ XK ein offenes Unterschema.
Dann ist U genau dann Urbild eines offenen Unterschemas von X, wenn U invariant unter
der G-Operation ist, d.h. wenn fu¨r alle s ∈ G gilt: (1X × Spec (s))(U) ⊆ U .
Beweis: Ist K separabel algebraisch abgeschlossen, so folgt die Behauptung unmittelbar
aus dem Satz aus [Mum94], den wir im Beweis von 1.4 zitiert haben.
Sei jetzt K beliebig, sei K¯ ein separabler algebraischer Abschluß von K, und sei Gk :=
Gal (K¯/k) die absolute Galoisgruppe. Wir betrachten die Projektionen XK¯
p′−→ XK p−→ X.
Ist U unter p Urbild eines offenen Unterschemas von X, so ist U natu¨rlich invariant
unter der G-Operation. Sei also umgekehrt U invariant unter der G-Operation, und sei
U ′ := p′−1(U) das Urbild von U in XK¯ . Dann ist U ′ invariant unter der Gk-Operation,















(i) Es seien Vark und VarK die Kategorien der quasiprojektiven Varieta¨ten u¨ber k
bzw. K. Der Funktor F sei Basiswechsel mit K u¨ber k:
X 7→ XK := X ×k K
(X
f−→ Y ) 7→ XK f×1K−−−→ YK .













(Dabei beachte man, daß die vertikalen Pfeile keine Morphismen in VarK, d.h. keine
K-Morphismen, sondern nur k-Morphismen sind!)
Es gilt also:
sf = (1Z × Spec s)−1 ◦ f ◦ (1Y × Spec s) (2)
(ii) Es seien Var′k und Var
′
K die Kategorien der geometrisch irreduziblen quasiprojek-
tiven Varieta¨ten u¨ber k bzw. K mit dominanten, rationalen Abbildungen als Mor-
phismen.
Der Funktor Var′k
F−→ Var′K sei auf Objekten derselbe wie in (i), und er bilde
die dominante rationale Abbildung Y ⊇ U f−→ Z auf die rationale Abbildung
YK ⊇ UK f×1K−−−→ ZK ab. Die Operation von G sei wieder durch Gleichung (2)
gegeben, wobei jetzt alle dort auftretenden Morphismen als dominante, rationale
Abbildungen gedeutet werden.
(iii) Seien p, q ∈ N0. Betrachte die Kategorien Vp,qk und Vp,qK , deren Objekte Paare (V, x)
sind, wobei V ein endlich-dimensionaler k- bzw. K-Vektorraum ist und x ein Tensor
u¨ber V vom Typ (p, q), d.h.
x ∈ T pq := V ⊗p ⊗ (V ∗)⊗q.
Morphismen (V, x)
f−→ (W, y) seien k- bzw. K-Isomorphismen V f−→ W mit[
f⊗p ⊗ ((f−1)∗)⊗q] (x) = y.
Der Funktor F : Vp,qk → Vp,qK schicke ein Paar (V, x) auf das Paar (VK , xK) mit
VK := V ⊗k K und xK := x ⊗ 1 ∈ T pq (VK) = T pq (V ) ⊗k K, einen Morphismus f
auf f ⊗ 1. Die Operation von s ∈ G sei durch die Kommutativita¨t des folgenden












// (WK , yK)
(Wieder sind die vertikalen Pfeile keine Morphismen in Vp,qK , sondern nur k-lineare
Abbildungen.)
Es gilt also:
sf = (1⊗ s) ◦ f ◦ (1⊗ s)−1 (3)
(iv) Es seien n,m ∈ N+ positive natu¨rliche Zahlen. Betrachte die folgenden Kategorien
Fn,mk und Fn,mK : Die Objekte seien von Null verschiedene homogene Polynome vom
Grad m in X1, . . . , Xn u¨ber k bzw. K, und ein Morphismus P → Q sei eine regula¨re
n × n-Matrix A = (aij) mit Q(AX) := Q
(∑n





(Man beachte, daß offenbar alle Morphismen Isomorphismen sind!) Der Funktor
F : Fn,mk → Fn,mK sei der offensichtliche, durch k[Xi] ↪→ K[Xi] bzw. GL(n, k) ↪→
GL(n,K) induzierte. Ist (aij) ∈ GL(n,K) Morphismus in Fn,rK und s ∈ G, so setze
s(aij) := (
saij) (4)
Es sei speziell char (k) 6∈ {2, 3}, n := m := 3, und man betrachte die beiden Objekte




















wegen Q(X3, 3X1 − 3X2, X1 + X2) = P (X1, X2, X3)
einen Morphismus von P nach Q.
(v) Es seien wieder n,m ∈ N+ positive natu¨rliche Zahlen, und man definiere die Kate-
gorien F˜n,mk und F˜n,mK wie folgt: Die Objekte seien dieselben wie in Fn,mk bzw. Fn,mK ,
aber ein Morphismus P → Q sei jetzt ein Element A¯ aus PGL(n, k) bzw. PGL(n,K)
mit der Eigenschaft, daß es fu¨r jeden Repra¨sentanten A von A˜ aus GL(n, k) bzw.
GL(n,K) ein λ aus k× bzw. K× gibt mit Q(AX) = λ · P . (Dann sind wieder alle
Morphismen Isomorphismen!)
Der Funktor F : F˜n,mk → F˜n,mK sei wieder der offensichtliche, na¨mlich der durch
k[Xi] ↪→ K[Xi] bzw. PGL(n, k) ↪→ PGL(n,K) induzierte, und die G-Operation
auf den Isomorphismen oben, die von unten kommen, sei auf Repra¨sentanten durch
Gleichung (4) definiert!
Wie oben in (iv) sei jetzt speziell char (k) 6∈ {2, 3}, n := m := 3, P := X31 +X32 +X33











3 , wobei wir P , Q
und Q′ jetzt als Objekte aus F˜3,3k bzw. F˜3,3K betrachten. Dann zeigt obige Rechnung,
das die Matrix A, jetzt aufgefaßt als Element aus PGL(3, k), einen Morphismus von
P nach Q′ definiert (hier mit λ = 1
12
).
(vi) Fu¨r eine Kategorie C und eine Gruppe S bezeichne RepSC die Kategorie, deren
Objekte Paare (X,ϕ) sind, bestehend aus einem Objekt X aus C und einer Links-
operation ϕ von S auf X, d.h. einem Gruppenhomomorphismus S
ϕ−→ AutC(X),
und deren Morphismen (X,ϕ)
f−→ (Y, ψ) a¨quivariante Morphismen aus C sind, d.h.
Morphismen X












Es sei K¯ ein separabler algebraischer Abschluß von K, und es seien Gk := Gal (K¯/k)
sowie GK := Gal (K¯/K) die absoluten Galoisgruppen von k bzw. K — es gilt also
G = Gk/GK .
Sei ferner C eine beliebige Kategorie, und man betrachte die Kategorien RepGkC und
RepGKC sowie den Funktor F : Rep
Gk
C → RepGKC , der ein Paar (X,ϕ) auf (X,ϕ|GK)
und Morphismen auf sich selbst abbildet.
Sei s ∈ G beliebig, und wa¨hle einen Repra¨sentanten s˜ ∈ Gk. Dann ist die Aktion
von s auf einem Isomorphismus (X,ϕ|GK) f−→ (Y, ψ|GK) durch die Kommutativita¨t










(X,ϕ|GK) ∼sf //_________ (Y, ψ|GK)
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(Wieder sind die vertikalen Pfeile keine Morphismen in RepGKC , sondern nur Mor-
phismen in C.)
Es gilt also:
sf = ψ(s˜) ◦ f ◦ ϕ(s˜)−1 (5)
Sei speziell L ein beliebiger Ko¨rper und C die Kategorie der L-Vektorra¨ume. In
diesem Fall, der uns besonders interessieren wird, bezeichnen wir RepGkC und Rep
GK
C
mit RepGkL bzw. Rep
GK
L .
(vii) Fu¨r eine Kategorie C bezeichne CIso die Kategorie mit Ob(CIso) := Ob(C) und
MorCIso(X, Y ) := IsoC(X, Y ). Ist Ck F−→ CK eine Koeffizientenerweiterung, so ist
auch CkIso → CK Iso eine Koeffizientenerweiterung.
Beweis: Wir wollen zeigen, daß es sich bei den angegebenen Beispielen tatsa¨chlichen um
Koeffizientenerweiterungen handelt, d.h. daß die angegebenen Operationen von G wohl-
definiert sind und die Eigenschaften (KE1) und (KE2) erfu¨llen:





, s 7→ Spec (s−1) = (Spec (s))−1
an. Dann ist CK gerade gleich VarK, und die in 1.3(i) definierte Operation u¨bersetzt
sich dann genau in (2), d.h. wir wissen, daß die Operation wohldefiniert ist und
(KE1’) erfu¨llt.
Zum Beweis von (KE2’) nehmen wir zuna¨chst an, G sei endlich. Die Kategorie Vark
besitzt das Endobjekt Spec (k), und in Vark existieren beliebige Faserprodukte. Um
zu beweisen, daß Spec (K)
ϕ−→ Spec (k) ein universeller effektiver Epimorphismus in
Vark ist, benutzen wir den folgenden Satz ([Gro71, 5.3.]):
Ein treuflacher, quasikompakter Morphismus ist ein universeller effektiver
Epimorphismus in der Kategorie Sch der Schemata.
ϕ ist natu¨rlich treuflach und quasikompakt, d.h. der Satz ist anwendbar, und es
folgt, daß ϕ ein universeller effektiver Morphismus in Sch ist. Seien nun Y und Z
beliebige quasiprojektive Varieta¨ten u¨ber k bzw. K. Dann ist also
MorSch(Y, Z)→ MorSch(YK , Z)⇒ MorSch(YK ×k YK , Z)
exakt. Um zu beweisen, daß auch
MorVark(Y, Z)→ MorVark(YK , Z)⇒ MorVark(YK ×k YK , Z)
exakt ist, mu¨ssen wir fu¨r beliebiges f ∈ MorVark(YK , Z) aus dem Differenzkern
















kommutiert (wobei fu¨r ein k-Schema X der Strukturmorphismus mit pX bezeichnet
werde). Nun ist Y ×k K pr1−−→ Y als effektiver Epimorphismus insbesondere auch ein
Epimorphismus in Sch, d.h. die beiden Morphismen Y
pY−→ Spec (k) und Y pZg−−→
Spec (k) sind genau dann gleich, wenn sie es nach Vorschalten von pr1 sind:
pY ◦ pr1 pr1 k-Morphismus= p(Y×kK) f k-Morphismus= pZf = pZ ◦ (gpr1) = (pZg) ◦ pr1.
Damit haben wir bewiesen, daß ϕ ein universeller effektiver Epimorphismus in der
Kategorie Vark ist.
Es bleibt zu zeigen, daß
∐
s∈G K
q(1K×s)−−−−−→ K × K ein Isomorphismus ist; in unserem
Fall bedeutet dies genau, daß K ⊗k K
∏
(1K⊗s−1)−−−−−−−→ ∏s∈GK ein Isomorphismus von
k-Algebren ist. Dies ist aber klar, denn weil K/k endlich und galoissch ist, finden
wir ein primitives separables Element α ∈ K mit Minimalpolynom f ∈ k[X], und
es ergibt sich:










und die Abbildungsvorschrift ist offenbar gerade die gewu¨nschte. — Damit sind alle
Voraussetzungen von 1.3(ii) erfu¨llt, und (KE2’) folgt im Fall #G <∞.
Sei nun G beliebig. Seien Y und Z beliebige k-Varieta¨ten, und sei YK
f−→ ZK ein
K-Morphismus, der fix unter der G-Operation ist. Weil Y und Z als quasiprojek-
tive Varieta¨ten von endlichem Typ u¨ber k sind, ist f schon u¨ber einem Ko¨rper K ′
definiert, der endlich u¨ber k ist:
Der Morphismus f wird gegeben durch endlich viele Morphismen zwischen endlich
vielen affinen offenen Teilen von YK und ZK . Die affinen offenen Teile werden durch
endlich viele Gleichungen mit Koeffizienten aus K gegeben, ebenso werden die Mor-
phismen durch Polynome mit endlich vielen Koeffizienten aus K gegeben; als K ′
kann man dann den Ko¨rper wa¨hlen, der durch Adjunktion all dieser endlich vielen
Koeffizienten zu k entsteht.
— Durch U¨bergang zur normalen Hu¨lle ko¨nnen wir annehmen, daß K ′/k endlich
und galoissch mit Galoisgruppe G′ ist.
Fassen wir nun f als K ′-Morphismus von YK′ nach ZK′ auf, so ist f nach Voraus-
setzung fix unter der G′-Operation, und weil G′ endlich ist, folgt dann mit unseren
obigen U¨berlegungen, daß f sogar schon u¨ber k definiert ist. Damit ist (KE2’) auch
in diesem Fall bewiesen.
(ii) A¨hnlich wie in (i) wollen wir 1.3(i) auf Ck := Var′k, K := Spec (K) und die Operation
s 7→ Spec (s−1) anwenden, um die Wohldefiniertheit von F , von der Operation von
G auf den Morphismenmengen und die Gu¨ltigkeit von (KE1’) zu zeigen.
Dazu u¨berlegen wir uns zuna¨chst, daß fu¨r X ∈ Ob (Var′k) die Varieta¨t XK ein
Produkt von X und K in Var′k ist: Zuna¨chst ist XK u¨berhaupt ein Objekt in Var
′
k,
weil wir X als geometrisch irreduzibel vorausgesetzt haben, und die Projektionen
XK → Spec (K) und XK → X sind dominant — die erste trivialerweise, die zweite
nach 1.4. Sei nun Z ∈ Ob (Var′k) beliebig, und seien Z ⊇ U
f−→ X und Z ⊇ V p−→
Spec (K) zwei dominante rationale Abbildungen. Durch U¨bergang zu U ∩V ko¨nnen
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wir ohne Beschra¨nkung der Allgemeinheit U = V annehmen. Nach der universellen
Eigenschaft von XK gibt es dann genau einen Morphismus U
g−→ XK in Vark, der
das Diagramm
X













kommutativ erga¨nzt. Wir mu¨ssen zeigen, daß g dominant ist: Seien ηZ , ηX und
ηXK die generischen Punkte von Z, X und XK . Weil f nach Voraussetzung domi-




= ηX , d.h. g(ηZ) ∈ pr−11 (ηX). Aus 1.4 folgt daher
g(ηZ) = ηXK , d.h. g ist tatsa¨chlich dominant.
Sei Z ⊇ U ′ g′−→ XK eine weitere dominante rationale Abbildung, die obiges Dia-
gramm kommutativ erga¨nzt. Durch U¨bergang zu U ∩ U ′ ko¨nnen wir ohne Be-
schra¨nkung der Allgemeinheit U = U ′ annehmen, und dann folgt g = g′ aus der
Eindeutigkeit von g. — Wir haben also bewiesen, daß XK das Produkt von X mit
Spec (K) in der Kategorie Var′k ist, und es folgt aus 1.3(i), daß der Funktor F und
die Operation von G wohldefiniert sind und daß sie (KE1’) erfu¨llen.
Zum Beweis von (KE2’) wollen wir diesmal nicht 1.3(ii) benutzen, sondern die Be-
hauptung auf Beispiel (i) zuru¨ckfu¨hren: Seien also Y und Z geometrisch irreduzible,
quasiprojektive Varieta¨ten u¨ber k, und sei f : YK 99K ZK eine dominante rationale
Abbildung, die fix unter der G-Operation ist.
Sei f auf einem dichten offenen Teil U von YK definiert, und sei W := YK \ U das
abgeschlossene Komplement. Weil YK von endlichem Typ u¨ber K ist, wird W durch
endlich viele Gleichungen mit endlich vielen Koeffizienten aus K definiert, die alle
in einem Ko¨rper K ′ ⊆ K liegen, der endlich u¨ber k ist; bezeichne H ≤ G die Ga-
loisgruppe Gal (K/K ′), sie ist offen und von endlichem Index in G. Fu¨r s ∈ H gilt





















und wegen (G : H) <∞ ist dies ein endlicher Schnitt, d.h. U ′ ist offen und dicht.
Nach Konstruktion ist U ′ invariant unter der G-Operation, so daß wir nach 1.5
wissen, daß U ′ = pr−11 (V ) = VK fu¨r ein offenes V ⊆ Y gilt. Der Morphismus
VK
g|VK−−→ ZK in VarK ist nach Voraussetzung invariant unter der G-Operation, und
deshalb folgt aus (i), daß g|VK Basiswechsel eines V h−→ Z ist.
Ist h dominant? Ja, denn bezeichnen wir die Projektionen VK → V und ZK → Z
mit pV und pZ und die generischen Punkte von VK , V , ZK und Z mit ηVK , ηV , ηZK
und ηZ , so folgt:
h(ηV )
1.4






Also definiert h in Var′k einen Morphismus h
′ von Y nach Z, und offenbar gilt
f = Fh′ — damit ist auch (KE2’) bewiesen.
(iii) • Wohldefiniertheit: Seien s ∈ G und f : (VK , xK) ∼−→ (WK , yK) vorgegeben. Es
ist zuna¨chst zu zeigen, daß sf nicht bloß k-linear, sondern sogar K-linear ist.
Fu¨r beliebiges v =
∑
vi ⊗ λi ∈ VK und λ ∈ K gilt
(1⊗ s)(λv) = (1⊗ s)
∑










(1⊗ s) ◦ f ◦ (1⊗ s)−1] (λv) (6)= [(1⊗ s) ◦ f ](s−1(λ) · (1⊗ s)−1(v))
= (1⊗ s)
(
s−1(λ) · [f ◦ (1⊗ s)−1] (v))
(6)
= s(s−1(λ)) · [(1⊗ s) ◦ f ◦ (1⊗ s)−1] (v) = λ · sf(v).
Bleibt zu zeigen, daß die Tensoren von sf respektiert werden, daß also gilt:[
sf⊗p ⊗ ((sf−1)∗)⊗q] (xK) = yK .
Fu¨r w ∈ V gilt aber offenbar sf(w ⊗ 1) = f(w ⊗ 1), so daß die Behauptung
folgt, da xK ”
von unten“ kommt.




= (1⊗ 1K) ◦ f ◦ (1⊗ 1K)−1




= (1⊗ st) ◦ f ◦ (1⊗ st)−1
=
(




(1⊗ s) ◦ (1⊗ t)
)−1
= (1⊗ s) ◦
(
(1⊗ t) ◦ f ◦ (1⊗ t)−1
)
◦ (1⊗ s)−1






• (KE1): Seien s ∈ G und Morphismen (VK , xK) g−→ (WK , yK) f−→ (UK , zK) in
Vp,qK vorgegeben, dann folgt:
s(fg)
(3)
= (1⊗ s) ◦ (fg) ◦ (1⊗ s)−1
= (1⊗ s) ◦ f ◦ (1⊗ s)−1
◦ (1⊗ s) ◦ g ◦ (1⊗ s)−1
= sf ◦ sg.
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• (KE2): Sei f : (VK , xK) ∼−→ (Wk, yK) fix unter der G-Operation. Seien (vj) und
(wi) k-Basen von V bzw. W . Dann sind (vj ⊗ 1) und (wi⊗ 1) K-Basen von VK
bzw. WK ; sei (aij) die zugeho¨rige Matrix von f . Fu¨r s ∈ G folgt dann:
sf(vj ⊗ 1) (3)=
[














wobei saij := s(aij). Da nach Voraussetzung f fix unter der G-Operation




(iv) • Wohldefiniertheit: Sei ohne Beschra¨nkung der Allgemeinheit n = 1. Seien
P,Q ∈ k[X1] und a ∈ GL(1, K) = K× ein Morphismus FP → FQ in Fn,mK ,





















(v) • Wohldefiniertheit: Seien P,Q ∈ Ob (F˜n,mk ), und sei FP A¯−→ FQ ein Isomor-
phismus mit zwei Repra¨sentanten (aij) und (a˜ij). Dann gibt es ein λ ∈ K×
mit
∀i, j ∈ {1, . . . , n} : a˜ij = λ · aij.
Dann ist aber (sa˜ij) =
sλ · (saij) fu¨r s ∈ G, d.h. (saij) und (sa˜ij) repra¨sentieren
dasselbe, wohldefinierte Element in PGL(n,K).
• Linksoperation: Klar!
• (KE1): Klar!
• (KE2): Sei A˜ ∈ PGL(n,K) fix unter der Operation von G. Wa¨hle einen Re-
pra¨sentanten A von A˜, der an mindestens einer Stelle eine Eins stehen hat
(was offenbar mo¨glich ist)! Ist s ∈ G beliebig, so gibt es nach Voraussetzung
ein λ ∈ K× mit sA = λ · A. Wegen s1 = 1 folgt aber sofort λ = 1, d.h. fu¨r alle
s ∈ G gilt sA = A ∈ GL(n,K), woraus A ∈ GL(n, k) und also A˜ ∈ PGL(n, k)
folgt.
(vi) • Wohldefiniertheit: Seien s ∈ G und f : (X,ϕ|GK) ∼−→ (Y, ψ|GK) vorgegeben.
Zuna¨chst wollen wir zeigen, daß sf unabha¨ngig von der Wahl des Repra¨sen-
tanten s˜ ∈ Gk von s ist. Sei also s¯ ∈ Gk ein weiterer Repra¨sentant. Es gibt
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dann ein t ∈ GK mit s¯ = s˜t. Da f eine GK-a¨quivariante Abbildung ist, gilt
f ◦ ϕ(t−1) = ψ(t−1) ◦ f . Damit folgt:
ψ(s¯) ◦ f ◦ ϕ(s¯)−1 = ψ(s˜t) ◦ f ◦ ϕ(s˜t)−1
= ψ(s˜) ◦ ψ(t) ◦ (f ◦ ϕ(t)−1) ◦ ϕ(s˜)−1
= ψ(s˜) ◦ ψ(t) ◦ (ψ(t)−1 ◦ f) ◦ ϕ(s˜)−1
= ψ(s˜) ◦ f ◦ ϕ(s˜)−1
Zu zeigen bleibt, daß sf eine GK-a¨quivariante Abbildung ist. Sei hierzu t ∈ GK
beliebig. Weil GK ein Normalteiler in Gk ist, gibt es ein t
′ ∈ GK mit ts˜ = s˜t′.
Es folgt:
ψ(t) ◦ sf (5)= ψ(ts˜) ◦ f ◦ ϕ(s˜) = ψ(s˜t′) ◦ f ◦ ϕ(s˜)
= ψ(s˜) ◦ f ◦ ϕ(t′s˜) = ψ(s˜) ◦ f ◦ ϕ(s˜t)
(5)
= sf ◦ ϕ(t).
• Linksoperation: Folgt formal genau wie in (iii)!
• (KE1): Folgt ebenfalls genau wie in (iii)!
• (KE2): Sei f : (X,ϕ|GK) ∼−→ (Y, ψ|GK) fix unter der Operation von G. Wir
mu¨ssen zeigen, daß f dann sogar Gk-a¨quivariant ist. Sei dazu s˜ ∈ Gk beliebig
und s das Bild in G. Nach Voraussetzung gilt sf = f , also
ψ(s˜) ◦ f ◦ ϕ(s˜)−1 = f =⇒ ψ(s˜) ◦ f = f ◦ ϕ(s˜),
was genau die Behauptung ist.
(vii) Klar, da alle zu pru¨fenden Eigenschaften sich nur auf Isomorphismen beziehen!
q.e.d.
1.7 Satz/ Definition. Es sei Ck eine pseudoabelsche, k-lineare Kategorie (d.h. alle
Morphismenmengen sind k-Vektorra¨ume, und die Komposition von Morphismen ist k-
bilinear). Definiere CK , die Kategorie Ck mit Koeffizienten in K, als die pseudoabelsche
Hu¨lle der folgenden Kategorie: Objekte sind dieselben wie in Ck, fu¨r zwei Objekte X, Y
ist
MorK(X, Y ) := Mork(X,Y )⊗k K,




gj ⊗ yj ist
∑
(fi ◦ gj)⊗ (xiyj).
Die Kategorie CK ist dann pseudoabelsch und K-linear. Wir haben einen offensichtlichen
Funktor F : Ck → CK , der ein Objekt X auf (X, 1X) und einen Morphismus f auf f ⊗ 1
schickt. Sind X und Y Objekte aus Ck, so operiert die Galoisgruppe G auf MorK(FX,FY )
via s(
∑
fi ⊗ xi) :=
∑
fi ⊗ sxi, und diese Operation hat die Eigenschaften (KE1’) und
(KE2’) aus 1.2, so daß der Funktor F zu einer Koeffizientenerweiterung wird.
Beweis:
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• Wohldefiniertheit: Es sei s ∈ G beliebig, und es seien X und Y beliebige Objekte
aus Ck. Dann gilt MorK(FX,FY ) = Mork(X, Y )⊗k K, und die Abbildung
Mork(X, Y )×K −→ Mork(X,Y )⊗k K, (f, x) 7→ f ⊗ sx
ist offenbar k-bilinear und induziert daher u¨ber die universelle Eigenschaft des Ten-





fi ⊗ sx abbildet. Die Operation ha¨ngt also nicht von der Darstellung eines
Morphismus als Summe von Tensoren ab.
• Linksoperation: Klar!
• (KE1’): Es seien X, Y und Z beliebige Objekte aus Ck, ferner f =
∑
fi ⊗ xi ∈
MorK(FY, FZ) und g =
∑



















= sf ◦ sg.
• (KE2’): Es seien X und Y Objekte aus Ck, und sei zuna¨chst f : X → Y ein
Morphismus
”
unten“. Dann gilt Ff = f ⊗ 1, und fu¨r alle s ∈ G ist sFf = f ⊗ s1 =
f ⊗ 1 = Ff , d.h. Ff ist tatsa¨chlich fix unter der G-Operation.
Wa¨hle eine k-Basis {fi}i von Mork(X, Y ) (so daß also {fi ⊗ 1}i eine K-Basis von
MorK(FX,FY ) ist), und sei nun umgekehrt f =
∑
xi · (fi ⊗ 1) =
∑
fi ⊗ xi ein
Morphismus von FX nach FY , der fix unter der G-Operation ist. Dann gilt fu¨r alle
s ∈ G: ∑
xi · (fi ⊗ 1) = f = sf =
∑
fi ⊗ sxi =
∑
sxi · (fi ⊗ 1),












In diesem Kapitel werden wir die nicht-abelsche Gruppenkohomologie in dem Maße ent-
wickeln, in dem wir sie in den folgenden Kapiteln beno¨tigen werden. Dabei folgen wir im
Wesentlichen Serres Ausfu¨hrungen in [Ser97], betrachten allerdings beliebige topologische
Gruppen und nicht bloß proendliche.
In diesem Kapitel bezeichne S stets eine topologische Gruppe.
2.1 Definition. Eine S-Menge ist eine Menge, auf der S von links operiert. Eine diskrete
S-Menge ist eine S-Menge A, bei der die Operation S × A → A stetig ist, wobei A mit
der diskreten Topologie versehen wird. (Insbesondere ist also jede S-Menge diskret, wenn
S die diskrete Topologie tra¨gt.)
Ein Morphismus von (diskreten) S-Mengen A und B ist eine mit der S-Operation ver-
tra¨gliche Abbildung A
f−→ B, d.h.
∀s ∈ S ∀a ∈ A : f (sa) = s[f(a)].
Wir erhalten so die Kategorie der (diskreten) S-Mengen, wobei die Verkettung von Mor-
phismen selbstversta¨ndlich durch die Verkettung der unterliegenden Abbildungen definiert
wird.
2.2 Lemma. Fu¨r eine S-Menge A sind die folgenden drei Aussagen a¨quivalent:
(i) A ist eine diskrete S-Menge.
(ii) Fu¨r alle a ∈ A ist StabS(a), der Stabilisator von a in S, eine offene Untergruppe
von S.
(iii) Es gilt A =
⋃
U A
U , wobei sich die Vereinigung u¨ber alle offenen Untergruppen U
von S erstreckt.
Beweis:
• (i)⇒(ii): Seien also S × A ϕ−→ A stetig und a ∈ A beliebig. Es ist A diskret, also
{a} ⊆ A offen und damit nach Voraussetzung T := ϕ−1({a}) offen. Wegen (1, a) ∈ T
gibt es also eine offene Umgebung U von 1 in S mit S × {a} ⊆ T , d.h.
∀u ∈ U : ua = ϕ(u, a) = a =⇒ 1 ∈ U ⊆ StabS(a).
Das neutrale Element ist also ein innerer Punkt des Stabilisators von a; dann sind
aber auch alle anderen Elemente von StabS(a) innere Punkte, der Stabilisator ist
also offen in S.
• (ii)⇒(iii): Die Inklusion
”
⊇“ ist trivial, es ist also nur
”
⊆“ zu zeigen. Sei dazu a ∈ A
beliebig. Nach Voraussetzung ist dann U := StabS(a) eine offene Untergruppe von
S, und natu¨rlich gilt a ∈ AU .
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• (iii)⇒(i): Wir mu¨ssen zeigen, daß S × A ϕ−→ A stetig ist. Eine Abbildung in eine
diskrete Menge ist aber offenbar genau dann stetig, wenn sie lokalkonstant ist, wir
haben also zu zeigen, daß ϕ lokalkonstant ist. Sei dazu (s, a) ∈ S × A beliebig.
Nach Voraussetzung gibt es eine offene Untergruppe U von S mit a ∈ AU . Dann ist
M := sU × {a} offen in S × A, und
∀u ∈ U : ϕ(su, a) = s(ua) = sa,
d.h. ϕ|M ist konstant.
q.e.d.
2.3 Definition. Eine S-Gruppe ist eine (nicht notwendig abelsche) Gruppe A, die zugleich
eine S-Menge ist, wobei S mittels Gruppenhomomorphismen operiert, d.h.
∀s ∈ S ∀a, b ∈ A : s(ab) = sa · sb.
Eine diskrete S-Gruppe ist eine S-Gruppe, die sogar eine diskrete S-Menge ist. (Insbeson-
dere ist also jede S-Gruppe diskret, wenn S die diskrete Topologie tra¨gt.)
Ein Morphismus von (diskreten) S-Gruppen ist ein Gruppenhomomorphismus, der zu-
gleich ein Morphismus von (diskreten) S-Mengen ist, d.h. ein S-a¨quivarianter Gruppen-
homomorphismus.
Wir erhalten so die Kategorie der (diskreten) S-Gruppen, wobei die Verkettung von Mor-
phismen wieder durch die Verkettung der unterliegenden Gruppenhomomorphismen ge-
geben wird.
Die Kohomologie H1cont(S,A), die wir unten in 2.7 definieren werden, ist fu¨r nicht-
abelsches A im allgemeinen keine Gruppe mehr, sondern bloß eine punktierte Menge —
wir erinnern deswegen zuna¨chst kurz an die Kategorie der punktierten Mengen und an
den Begriff der Exaktheit einer Sequenz von punktierten Mengen.
2.4 Definition. Die Kategorie der punktierten Mengen ist wie folgt definiert: Objekte
sind Paare (L, x), bestehend aus einer Menge L und einem Element x ∈ L, dem sogenann-
ten ausgezeichneten Punkt, und ein Morphismus von punktierten Mengen (L, x)→ (M, y)
ist eine Abbildung L
f−→M mit f(x) = y.
Ein Morphismus f von punktierten Mengen heißt, injektiv, surjektiv bzw. bijektiv, wenn
f , aufgefaßt als bloße Abbildung, injektiv, surjektiv bzw. bijektiv ist.
Ist (L, x)









Eine Sequenz (L, x)
f−→ (M, y) g−→ (N, z) von punktierten Mengen heißt exakt, wenn
Ker (g) = Im (f) gilt. Allgemeiner heißt eine Sequenz
(L0, x0)
f0−→ (L1, x1) f1−→ . . . fn−1−−→ (Ln, xn) fn−→ (Ln+1, xn+1)
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von punktierten Mengen exakt, wenn fu¨r alle 1 ≤ i ≤ n die Sequenzen (Li−1, xi−1) fi−1−−→
(Li, xi)
fi−→ (Li+1, xi+1) exakt sind.
Das Endobjekt in der Kategorie der punktierten Mengen, also die einelementige Menge
mit dem einzigen Element als ausgezeichnetem Punkt, wird mit ∗ bezeichnet.
2.5 Bemerkung. Es sei (L, x)
f−→ (M, y) ein Morphismus von punktierten Mengen. Die
Sequenz (L, x)
f−→ (M, y) → ∗ ist genau dann exakt, wenn f surjektiv ist, und ist f
injektiv, so ist die Sequenz ∗ → (L, x) f−→ (M, y) exakt. — Die Umkehrung hiervon ist
jedoch im allgemeinen falsch.
Jetzt ko¨nnen wir die Kohomologien H0(S,A) und H1cont(S,A), die Gegenstand dieses
Kapitels sind, definieren.
2.6 Definition. Fu¨r eine S-Gruppe A definiere die nullte Kohomologie als die Gruppe
H0(S,A) := AS := {a ∈ A | ∀s ∈ S : sa = a} .
Ist A
f−→ B ein Morphismus von S-Gruppen, so gilt offenbar f(AS) ⊆ BS, und wir erhalten
einen induzierten Gruppenhomomorphismus
H0(f) := f |AS : H0(S,A) −→ H0(S,B),
wodurch H0(S, ) zu einem kovarianten Funktor von der Kategorie der S-Gruppen in die
Kategorie der Gruppen wird.
Im Folgenden werden wir die nullte Kohomologie oft nur als punktierte Menge (mit dem
neutralen Element als ausgezeichnetem Element) undH0(S, ) als Funktor in die Kategorie
der punktierten Mengen auffassen.
2.7 Lemma/ Definition. Sei A eine S-Gruppe. Die Menge Z1(S,A) der 1-Kozykel von
S in A ist definiert als die Menge der Abbildungen s 7→ as von S nach A, die folgende
1-Kozykelbedingung erfu¨llen:
∀s, t ∈ S : ast = assat.
Z1(S,A) ist eine punktierte Menge mit dem ausgezeichneten Element s 7→ 1, dem soge-
nannten trivialen Kozykel. Auf der Menge der 1-Kozykel wird wie folgt eine A¨quivalenz-
relation definiert:
(as) ∼ (a′s) :⇔ ∃b ∈ A : ∀s ∈ S : a′s = b−1assb.
Zwei a¨quivalente Elemente heißen kohomolog, und H1(S,A) := Z1(S,A)/ ∼, die erste
Kohomologie, sei die Menge der A¨quivalenzklassen.
Ist A
f−→ B ein Morphismus von S-Gruppen, und (as) ein 1-Kozykel von S in A, so ist
(fas) ein 1-Kozykel von S in B, und sind (as) ∼ (a′s) kohomologe 1-Kozykel, so sind auch
(fas) und (fa
′
s) kohomolog, so daß wir eine induzierte Abbildung
H1(f) : H1(S,A) −→ H1(S,B)
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von punktierten Mengen erhalten. Dadurch wird auchH1(S, ) zu einem kovarianten Funk-
tor von der Kategorie der S-Gruppen in die Kategorie der punktierten Mengen.
Sei A jetzt eine diskrete S-Gruppe, und betrachte die Teilmenge Z1cont(S,A) ⊆ Z1(S,A) der
stetigen 1-Kozykel von S in A, wobei wir A wieder mit der diskreten Topologie versehen.
Der triviale 1-Kozykel ist als konstante Abbildung natu¨rlich stetig, so daß wir Z1cont(S,A)
als punktierte Teilmenge aller 1-Kozykel auffassen ko¨nnen. Die punktierte Menge der Ko-
homologieklassen aus Z1cont(S,A) bezeichnen wir mit H
1
cont(S,A); wir haben dann eine
Inklusion von punktierten Mengen
H1cont(S,A) ↪→ H1(S,A).
(Insbesondere gilt also H1cont(S,A) = H
1(S,A), wenn S die diskrete Topologie tra¨gt.)
Ist auch B eine diskrete S-Gruppe und A
f−→ B ein Morphismus von diskreten S-Gruppen,





wodurch H1cont(S, ) zu einem kovarianten Funktor von der Kategorie der diskreten S-
Gruppen in die Kategorie der punktierten Mengen wird.†
Beweis: Klar! q.e.d.
2.8 Lemma. Werde speziell S topologisch von einem Element σ ∈ S erzeugt (ist S zum
Beispiel die absolute Galoisgruppe eines endlichen Ko¨rpers Fq, so wird S topologisch von
dem Frobenius x 7→ xq erzeugt), und sei A eine diskrete S-Gruppe. Dann wird ein stetiger
1-Kozykel (as) von S in A schon eindeutig durch das Element aσ ∈ A festgelegt.
Beweis: Sei (a′s) ein weiterer stetiger 1-Kozykel von S in A mit a
′
σ = aσ. Wegen der 1-
Kozykelbedingung stimmen dann (as) und (a
′
s) auf ganz M := {σn ∈ S |n ∈ Z} u¨berein.
Nach Voraussetzung ist M aber eine dichte Teilmenge von S, und zwei stetige Abbil-
dungen, die auf einer dichten Teilmenge des Definitionsbereichs u¨bereinstimmen, mu¨ssen
schon gleich sein. q.e.d.
2.9 Lemma. Sei speziell S = 〈σ〉 zyklisch von der Ordnung m ∈ N+, versehen mit der












zueinander inverse Bijektionen, und zwei 1-Kozykel (as)s und (a
′
s)s sind genau dann ko-
homolog, wenn es ein b ∈ A gibt mit a′σ = b−1aσσb.
†Ist A sogar eine abelsche Gruppe, so istH1cont(S,A) offenbar nicht bloß eine punktierte Menge, sondern
sogar eine abelsche Gruppe.
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Beweis: Bezeichne α die Abbildung
”
→“ und β die Abbildung
”
←“.
• α wohldefiniert: Wir zeigen zuna¨chst die Formel




mittels vollsta¨ndiger Induktion u¨ber r:
– r = 0: Klar!













• β wohldefiniert: Seien a ∈ A mit ∏m−1i=0 σia = 1 und s ∈ S beliebig, und wa¨hle ein
r ∈ N0 mit s = σr. Zuna¨chst wollen wir uns u¨berlegen, daß die Definition von β(a)s
unabha¨ngig von der Wahl von r ist. Sei also eine weitere natu¨rliche Zahl r′ ∈ N0
gegeben, fu¨r die auch s = σr
′
gilt. Natu¨rlich gilt dann r ≡ r′ mod m, und wir ko¨nnen
























Es bleibt zu zeigen, daß β(a) die 1-Kozykelbedingung erfu¨llt. Wir geben uns also
noch ein beliebiges t ∈ S vor, gelte etwa t = σu fu¨r u ∈ N0. Es folgt:

























= β(a)s · sβ(a)t.
• α ◦ β = id: Klar!
• β ◦ α = id: Klar nach (8)!
• kohomolog: Die Notwendigkeit der Bedingung ist klar nach Definition von
”
koho-
molog“. Seien nun (as)s und (a
′






























· σrb (8)= b−1aσrσrb.
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q.e.d.
Als na¨chstes zeigen wir, daß die Kohomologien H0(S,A) und H1cont(S,A) vertra¨glich
mit direkten Summen sind, wie man dies auch im abelschen Fall gewohnt ist.
2.10 Lemma/ Definition. Es sei r ∈ N+ eine positive natu¨rliche Zahl, und es seien
A1, . . . , Ar diskrete S-Gruppen.
(i) Das direkte Produkt
∏r
i=1Ai ist vermo¨ge
s(a1, . . . , ar) := (
sa1, . . . ,
sar) fu¨r s ∈ S
eine diskrete S-Gruppe.
(ii) Bezeichnen pi :
∏r
j=1Aj  Ai fu¨r i ∈ {1, . . . , r} die kanonischen Projektionen, so




















Bijektionen von punktierten Mengen.
(iii) Es sei fu¨r jedes i ∈ {1, . . . , r} eine diskrete S-Gruppe Bi und ein Morphismus
Ai
ϕi−→ Bi gegeben. Dann sind die folgenden beiden Diagramme kommutativ in der
















































(i) • S-Gruppe: Klar!
• diskret: Ist a := (ai) ∈
∏
Ai beliebig, so gibt es nach 2.2(i)⇒(iii) offene Unter-
gruppen U1, . . . , Ur von S mit ai ∈ AUii fu¨r i ∈ {1, . . . , r}. Dann ist aber auch
U :=
⋂r




daß die Behauptung aus 2.2(iii)⇒(i) folgt.







⇐⇒ ∀s ∈ S : s(a1, . . . , ar)︸ ︷︷ ︸
=(sa1,...,sar)
= (a1, . . . , ar)
⇐⇒ ∀s ∈ S : sa1 = a1, . . . , sar = ar ⇐⇒ a1 ∈ AS1 , . . . , ar ∈ ASr .

































































d.h. die 1-Kozykelbedingung ist erfu¨llt.











cont(S,Ai) und bi ∈ Ai fu¨r i ∈ {1, . . . , r} beliebig vorgegeben. Wir haben
zu zeigen, daß dann die beiden 1-Kozykel(






























= (b1, . . . , br)
−1 (a(1)s , . . . , a(r)s )s s(b1, . . . , br),
und wir sehen, daß j tatsa¨chlich eine wohldefinierte Abbildung punktierter
Mengen ist.
Daß ι1 und j invers zueinander sind, sieht man sofort!
(iii) Klar!
q.e.d.
Im abelschen Fall ist die
”
lange exakte Kohomologiesequenz“ eines der wichtigsten
Hilfsmittel. Wir stellen nun das Analogon im nicht-abelschen Fall vor.
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2.11 Lemma/ Definition. Eine exakte Sequenz von (diskreten) S-Gruppen ist eine ex-
akte Sequenz von Gruppen, in der alle Morphismen auch Morphismen von (diskreten)
S-Gruppen sind. Ist
1 −→ A i−→ B p−→ C −→ 1
eine kurze exakte Sequenz von diskreten S-Gruppen, so ist iA E B ein S-invarianter
Normalteiler, d.h. ∀s ∈ S, a ∈ A : sia ∈ iA.
Ist umgekehrt B eine (diskrete) G-Gruppe und AE B ein S-invarianter Normalteiler, so
definiert die Einschra¨nkung der S-Operation von B auf A die Struktur einer (diskreten)
S-Gruppe, die auf B/A vermo¨ge sb¯ := sb definierte S-Operation ist wohldefiniert (und
stetig), und die Sequenz
1 −→ A −→ B −→ B/A −→ 1
ist eine exakte Sequenz von (diskreten) S-Gruppen.
Beweis:
• Operation wohldefiniert: Seien s ∈ S und b¯ ∈ B/A beliebig. Ist b′ ∈ B ein weiterer
Repra¨sentant von b¯, so haben wir sb = sb′ zu zeigen: Wegen b¯ = b′ gibt es ein a ∈ A
mit b = b′a, d.h. es gilt
sb = s(b′a) = sb′sa = sb′ · sa sa∈A= s(b′).
• Operation stetig: Sei b¯ ∈ B/A beliebig, und sei U := StabS(b). Weil B eine diskrete
S-Gruppe ist, ist U nach 2.2(i)⇒(iii) eine offene Untergruppe von S. Trivialerweise
gilt aber dann b¯ ∈ (B/A)U , und die Stetigkeit der Operation folgt aus 2.2(iii)⇒(i).]
q.e.d.
2.12 Satz/ Definition. Es sei
1 −→ A i−→ B p−→ C −→ 1
eine kurze exakte Sequenz von diskreten S-Gruppen. Wir haben dann folgende wohldefi-
nierte, funktorielle Abbildung punktierter Mengen:
δ : H0(S,C)→ H1cont(S,A), b¯ 7→ (b−1 · sb),
wobei
”















p′ // C ′ // 1









H0(S,C ′) δ // H1cont(S,A
′).
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• δ wohldefiniert: Als erstes wollen wir fu¨r beliebiges b ∈ B mit b¯ ∈ CS und s ∈ S
zeigen, daß b−1 · sb tatsa¨chlich in A liegt:
b−1 · sb = b¯−1 · sb¯ b¯∈CS= b¯−1 · b¯ = 1¯ =⇒ b−1 · sb ∈ A.
Als na¨chstes rechnen wir nach, daß (b−1 · sb) die 1-Kozykelbedingung erfu¨llt; seien
dazu s, t ∈ S beliebig:
b−1 · stb = b−1 · (sb · s(b−1)) · s(tb) = (b−1 · sb) · s(b−1 · tb).
Nun beweisen wir, daß (b−1 · sb) ein stetiger 1-Kozykel ist. Sei dazu U ⊆ S die nach
2.2(i)⇒(ii) offene Untergruppe StabS(a). Dann ist die Nebenklasse sU ebenfalls of-
fen in S, und offenbar ist (b−1 · sb) konstant auf dieser offenen Teilmenge, also eine
lokalkonstante Abbildung und damit stetig.
Schließlich zeigen wir, daß die Definition von δ nicht von der Wahl eines Repra¨sen-
tanten fu¨r b¯ abha¨ngt. Sei also b′ ∈ B ein weiterer Repra¨sentant von b¯, d.h. b = b′a
mit a ∈ A. Dann folgt:





=⇒ (b−1 · sb) ∼ (b′−1 · sb′).
Die durch b und b′ definierten 1-Kozykel sind also kohomolog und definieren damit
dasselbe wohlbestimmte Element in der Kohomologie.
• δ funktoriell: Ist b¯ ∈ CS beliebig, so gilt(
δ ◦H0(γ))(b¯) = δ(β(b)) = (β(b)−1 · sβ(b)) = (β(b−1 · sb︸ ︷︷ ︸
∈A
))
= (α(b−1 · sb)) = (H1cont(α) ◦ δ)(b¯).
• H0(i) injektiv: Klar!
• Exaktheit bei H0(S,B): Klar!
• Exaktheit bei H0(S,C): Ist b ∈ BS beliebig, so ist
δ(p(b)) = δ(b¯) = (b−1 · sb) sb=b= (b−1 · b) = (1),
also der triviale 1-Kozykel. Sei umgekehrt b¯ ∈ CS beliebig und δ(b¯) kohomolog zum
trivialen 1-Kozykel von S in A. Es gibt also ein a ∈ A mit
∀s ∈ S : 1 = a−1 · (b−1 · sb) · sa = (ba)−1 · s(ba) =⇒ ba ∈ BS.
Wegen b¯ = ba folgt hieraus die Behauptung.
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• Exaktheit bei H1cont(S,A): Sei zuna¨chst b¯ ∈ CS beliebig. Dann ist
H1cont(i)(δ(b¯)) = (b
−1 · sb) = (b−1 · 1 · sb) ∼ (1) ∈ Z1cont(S,B).
Sei nun (as) ein stetiger 1-Kozykel von S in A, der als 1-Kozykel in B kohomolog
zum trivialen 1-Kozykel wird. Dann gibt es also ein b ∈ B mit
∀s ∈ S : as = b−1 · 1 · sb = b−1 · sb.
Daraus folgt zuna¨chst
∀s ∈ S : sb = bas ∈ bA =⇒ b¯ ∈ CS
und dann (as) ∼ δ(b¯).
• Exaktheit bei H1cont(S,B): Ist (as) ∈ Z1cont(S,A) beliebig, so gilt fu¨r alle s ∈ S
trivialerweise as = 1¯ ∈ C, d.h. (as) wird unter H1cont(p) ◦H1cont(i) auf den trivialen
1-Kozykel abgebildet.
Sei nun umgekehrt (bs) ein beliebiger stetiger 1-Kozykel von S in B, der in C
kohomolog zum trivialen 1-Kozykel wird. Es gibt dann also ein b¯ ∈ C mit
∀s ∈ S : bs = b¯−1 · 1¯ · sb¯ = b¯−1 · sb. (9)




∀s ∈ S : b′s = bbss(b−1) = b¯ · bs · s(b−1)
(9)
= b¯ · (b¯−1 · sb) · s(b−1) = 1¯,
woraus folgt, daß die b′s Elemente aus A sind, d.h. wir ko¨nnen (b
′
s) als Element aus






2.13 Korollar. Es sei
1 −→ A i−→ B p−→ C −→ 1
ein kurze exakte Sequenz von S-Gruppen. Dann haben wir eine wohldefinierte, funktorielle
Abbildung von punktierten Mengen
δ : H0(S,C)→ H1(S,A), b¯ 7→ (b−1 · sb),




0(p)−−−→ H0(S,C) δ−→ H1(S,A) H
1(i)−−−→ H1(S,B) H
1(p)−−−→ H1(S,C).
Beweis: Folgt sofort aus 2.12, wenn wir S mit der diskreten Topologie versehen. q.e.d.
Wie wir schon aus der Einleitung wissen, wird in den folgenden Kapiteln das Kranzpro-
dukt Sn
∫
µm eine zentrale Rolle spielen. In 2.15 werden wir an die Definition des Kranz-
produktes erinnern. Insbesondere ist jedes Kranzprodukt ein semidirektes Produkt, und
daher wollen wir nun untersuchen, was man in dem Fall, daß A ein semidirektes Produkt
oder spezieller ein Kranzprodukt ist, u¨ber die Kohomologien H0(S,A) und H1cont(S,A)
sagen kann.
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2.14 Korollar. Es sei T eine Gruppe und A sowohl eine T -Gruppe als auch eine diskrete
S-Gruppe derart, daß
∀s ∈ S : ∀t ∈ T : ∀a ∈ A : s(ta) = t(sa). (10)
Dann wird das semidirekte Produkt A o T von T mit A (mit tat−1 = ta fu¨r t ∈ T und
a ∈ A) via
S × Ao T −→ Ao T
(s , a · t) 7→ s(a · t) := sa · t
zu einer diskreten S-Gruppe mit der Eigenschaft, daß A E A o T ein S-invarianter Nor-
malteiler und die Inklusion T ↪→ A o T ein Morphismus von diskreten S-Mengen ist,
wobei S auf T trivial operiere.
Außerdem erhalten wir die folgenden kurzen exakten Sequenzen in der Kategorie der
punktierten Mengen:
H0(S,A) ↪→ H0(S,Ao T ) −→ T −→ ∗ und
∗ −→ H1cont(S,A) −→ H1cont(S,Ao T ) −→ H1cont(S, T ) −→ ∗.
Beweis:
• A o T diskrete S-Gruppe: Seien s, s′ ∈ S sowie a, a′ ∈ A und t, t′ ∈ T beliebig. Es
gilt:
s(at · a′t′) = s(ata′ · tt′) = sas(ta′)tt′ (10)= sat(sa′)tt′ = satsa′t′ = s(at) · s(a′t′),
ss′(at) = ss
′
a · t = s(s′a) · t = s(s′at) = s(s′(at)) und
1(at) = 1at = at.
Also ist Ao T eine S-Gruppe. Die S-Operation ist stetig, denn fu¨r beliebiges a · t ∈
Ao T gilt:
s ∈ StabS(at) ⇐⇒ sat = at ⇐⇒ sa = a ⇐⇒ s ∈ StabS(a),
d.h. StabS(at) = StabS(a), und letzteres ist nach 2.2(i)⇒(ii) eine offene Untergrup-
pe von S, da A ja eine diskrete S-Gruppe ist — die Behauptung folgt also aus
2.2(ii)⇒(i).
• AE Ao T ist S-invarianter Normalteiler: Klar!
• T ↪→ Ao T Morphismus von S-Gruppen: Klar!
• Sequenzen exakt: Bezeichne AoT p−→ T die kanonische Projektion. Nach 2.12 erhal-
ten wir zuna¨chst die folgende lange exakte Sequenz von punktierten Mengen:
H0(S,A) ↪→ H0(S,Ao T ) −→ H0(S, T ) δ−→
H1cont(S,A) −→ H1cont(S,Ao T )
H1cont(p)−−−−−→ H1cont(S, T ).
Weil S trivial auf T operiert, haben wir H0(S, T ) = T . Wir mu¨ssen also nur noch
zeigen, daß δ alles auf die Klasse des trivialen 1-Kozykels abbildet und daß H1cont(p)
surjektiv ist, um die beiden kurzen exakten Sequenzen zu erhalten.
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Ist t ∈ T beliebig, so ist δ(t) nach Definition gleich der Klasse von (t−1 · st)s, was
aber der triviale 1-Kozykel ist, da S auf T trivial operiert.
Die Inklusion i : T ↪→ A o T ist ein Schnitt von p in der Kategorie der diskreten
S-Gruppen. Per Funktoralita¨t ist dann aber auch H1cont(i) ein Schnitt von H
1
cont(p),
so daß letztere Abbildung also insbesondere surjektiv ist!
q.e.d.
2.15 Definition. Seien r ∈ N+ eine positive natu¨rliche Zahl und A eine abelsche Gruppe.
Dann ist das Kranz-Produkt Sr
∫
A von der symmetrischen Gruppe Sr mit A definiert als
das semidirekte Produkt Ar o Sr von Ar mit Sr, wobei Sr auf Ar durch Permutation der
Komponenten operiert, d.h. fu¨r σ ∈ Sr und (ai)i ∈ Ar ist
σ(a1, . . . , ar) := (aσ−1(1), . . . , aσ−1(r)).
Fu¨r a, b ∈ Ar und σ, τ ∈ Sr gilt dann also
(a · σ)(b · τ) = (aσb) · (στ) = (a1bσ−1(1), . . . , arbσ−1(r)) · στ und
(a · σ)−1 = σ−1(a−1) · σ−1 = (a−1σ(1), . . . , a−1σ(r)) · σ−1.
2.16 Lemma/ Definition. Sei r ∈ N+ eine positive natu¨rliche Zahl und A eine abelsche,





:= (sxi)i · σ (fu¨r s ∈ G, x1, . . . , xr ∈ A und σ ∈ Sr beliebig)
auf dem Kranz-Produkt Sr
∫
A eine stetige Links-G-Operation definiert, d.h. Sr
∫
A tra¨gt
die Struktur einer diskreten G-Menge.
Der Normalteiler Ar E Sr
∫




• stetige Links-G-Operation: G operiert stetig auf A und damit auch stetig auf Ar. Ist





d.h. Gleichung (10) aus 2.14 ist erfu¨llt; nach 2.14 erhalten wir also eine stetige
G-Operation auf Sr
∫
A = (Ar)o Sr, die gerade die hier betrachtete ist.
• Normalteiler invariant: Klar nach 2.14!
q.e.d.
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p−→ Sr die kanonische Einbettung bzw. Projektion.
Dann ist die folgende Sequenz punktierter Mengen exakt (und δ ist die triviale Abbildung),
wobei die Surjektion H1cont(p) einen kanonischen Schnitt besitzt:










H1cont(p)−−−−−→ H1cont(G,Sr) −→ ∗.
Beweis: Folgt sofort aus 2.16 und 2.14. q.e.d.
Ist 0→ A i−→ B p−→ C → 0 eine kurze exakte Sequenz abelscher S-Gruppen, so folgt aus




({c}) fu¨r eine Klasse
c ∈ H1cont(S,C) entweder leer oder gleich b + Ker (H1cont(p)) = b + H1cont(S,A)/H0(S,C)
fu¨r ein beliebiges Element b aus der Faser ist.
Ist B keine abelschen Gruppe und damit H1cont(S,B) nur eine punktierte Mengen, so
stimmt dies im allgemeinen nicht mehr. Die Kenntnis des Kerns von H1cont(p) reicht dann
nicht mehr aus, um die (nicht-leeren) Fasern berechnen zu ko¨nnen. Im Folgenden wollen
wir zeigen, wie man diese Schwierigkeit umgehen kann, indem man durch U¨bergang zu
einer
”
getwisteten“ Operation von S auf B erreicht, daß die fragliche Faser zum Kern
wird.
2.18 Lemma/ Definition. Es sei B eine diskrete S-Gruppe und A ⊆ B ein S-invarianter
Normalteiler. Dann wird durch
H1cont(S,A) × H0(S,B/A) −→ H1cont(S,A)(
(as) , b¯
) 7→ (as)b¯ := (b−1assb)
eine Rechts-Operation von H0(S,B/A) auf H1cont(S,A) definiert.
Zwei Kohomologieklassen [a], [a′] ∈ H1cont(S,A) liegen genau dann im selben H0(S,B/A)-
Orbit, wenn [a] und [a′] unter H1cont(i) dasselbe Bild in H
1












• wohldefiniert: Sei (as) ∈ Z1cont(S,A) beliebig, und sei b ∈ B mit b¯ ∈ (B/A)S.
Zuna¨chst mu¨ssen wir sehen, daß b−1assb fu¨r alle s ∈ S tatsa¨chlich in A liegt: Wegen
b¯ ∈ (B/A)S gibt es ein xs ∈ A mit sb = bxs. Es ist also b−1assb = (b−1asb) · xs ∈ A,
weil xs ∈ A und b−1asb ∈ A; letzteres, da A Normalteiler in B ist.
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Als na¨chstes wollen wir pru¨fen, ob (b−1asb) die 1-Kozykelbedingung erfu¨llt! Seien
dazu s, t ∈ S beliebig:
b−1aststb = b−1 · assat · stb = b−1as · sb(sb)−1 · satstb = (b−1assb) · s(b−1attb).
Um zu beweisen, daß der 1-Kozykel b−1assb stetig ist, wa¨hlen wir zuna¨chst gema¨ß
2.2(i)⇒(iii) eine offene Untergruppe V von S mit b ∈ V S. Ist nun s ∈ S beliebig, so
gibt es wegen der Stetigkeit von (as) eine offene Umgebung Vs ⊆ S von s, auf der
(as) konstant ist. Dann ist auch Us := Vs ∩ (V s) ⊆ S eine offene Umgebung von s
in S, und offenbar ist (b−1assb) auf Us konstant.
Um den Beweis der Wohldefiniertheit zu vollenden, mu¨ssen wir noch die Unabha¨n-
gigkeit von den getroffenen Wahlen zeigen. Sei b′ ∈ B ein Element mit b¯ = b¯′ ∈ B/A.
Es gibt dann ein α ∈ A mit b′ = bα, und es folgt (fu¨r s ∈ S beliebig):
b′−1assb′ = (bα)−1assbα = α−1 · (bassb) · sα,
d.h. die beiden 1-Kozykel (b′−1assb′) und (b−1assb) sind kohomolog.
Sei schließlich (a′s) ∈ Z1cont(S,A) ein zu (as) kohomologer 1-Kozykel. Es gibt also ein
α ∈ A mit a′s = α−1assα fu¨r alle s ∈ S. Fu¨r s ∈ S beliebig ergibt sich also:
b−1a′s
sb = b−1 · (α−1assα) · sb = (αb)−1 · as · s(αb).
Weil A ein Normalteiler in B ist, gibt es ein α′ ∈ A mit αb = bα′, d.h. (b−1a′ssb) =
((bα′)−1ass(bα′)), und daß dieser 1-Kozykel kohomolog zu (b−1assb) ist, haben wir
oben schon gesehen. Die Wohldefiniertheit ist damit vollsta¨ndig bewiesen!
• Operation: Seien b¯, c¯ ∈ (B/A)S und (as) ∈ H1cont(S,A) beliebig. Wir rechnen nach:
(as)
1¯ = (1−1 · as · s1) = (1 · as · 1) = (as),
(as)














• Orbit: Die Klassen [a] und [a′] mo¨gen durch stetige 1-Kozykel a = (as) und a′ = (a′s)
repra¨sentiert werden. Gelte zuna¨chst, daß [a] und [a′] im selben Orbit liegen! Es gibt
also ein b¯ ∈ B/A, repra¨sentiert durch b ∈ B, mit [a′] = [a]b¯, d.h. es gibt ein α ∈ A
mit
∀s ∈ S : a′s = α−1 · (b−1assb) · sα = (bα)−1 · as · s(bα).
Aufgefaßt als 1-Kozykel in B sind a und a′ folglich kohomolog.
Gelte umgekehrt H1cont(i)[a] = H
1
cont(i)[a
′], d.h. die 1-Kozykel a und a′ seien koho-
molog in Z1cont(S,B). Dann gibt es ein b ∈ B mit
∀s ∈ S : a′s = b−1assb,
woraus zuna¨chst
∀s ∈ S : sb = a−1s ba′s =⇒ ∀s ∈ S : s¯b = b¯ =⇒ b¯ ∈ H0(S,B/A)
und dann sofort [a′] = [a]b¯ folgt. Also liegen [a′] und [a] wirklich im selben Orbit.
q.e.d.
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2.19 Korollar. Es seien B eine diskrete S-Gruppe und A ⊆ B ein S-invarianter Normal-
teiler, und bezeichne i : A ↪→ B die Einbettung und p : B  B/A die Projektion. Dann









Beweis: Folgt sofort aus 2.12 und 2.18! q.e.d.
2.20 Lemma. Sei A eine Gruppe, und man mache A durch die triviale S-Operation
zu einer diskreten S-Gruppe. Dann ist ein (stetiger) 1-Kozykel von S in A einfach ein
(stetiger) Gruppenhomomorphismus von S nach A, und zwei solche sind genau dann
kohomolog, wenn sie konjugiert sind.
Beweis: Ist (as) ein 1-Kozykel, so wird die 1-Kozykelbedingung wegen der Trivialita¨t der
Operation zu ast = as
sat = asat, aber das ist gerade die Homomorphiebedingung fu¨r einen
Gruppenhomomorphismus. Zwei 1-Kozykel (as) und (a
′
s) sind genau dann kohomolog,
wenn es ein b ∈ A gibt mit a′s = b−1assb = b−1asb, d.h. genau wenn sie konjugiert sind.
q.e.d.
2.21 Korollar. Sei n ∈ N+ eine natu¨rliche Zahl, und S operiere trivial auf der symme-
trischen Gruppe Sn. Bezeichnet M eine beliebige n-elementige Menge, so gilt
H1cont(S, Sn) = {ϕ : S×M →M |ϕ stetige Links-S-Operation auf M}/Isomorphie. (11)
Ist speziell k ein Ko¨rper mit fixiertem separablen algebraischen Abschluß K und Gk =
Gal (K/k) die absolute Galoisgruppe von k, versehen mit der Krull-Topologie, so gilt
H1cont(Gk, Sn) =
{L |L endliche, kommutative, separable k-Algebra vom Grad n}/Isomorphie.
Ist L eine solche endliche, separable k-Algebra, so ist M := Homk-Alg(L,K) eine n-
elementige Menge, und die zu L korrespondierende Kohomologieklasse wird vermo¨ge (11)
durch die offensichtliche Operation
Gk × M −→ M
(s , ϕ) 7→ s ◦ ϕ
von Gk auf M gegeben.
Beweis: Nach 2.20 gilt
Z1cont(S, Sn) = Homcont(S, Sn) = Homcont(S,Aut (M)),
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d.h. die stetigen 1-Kozykel von S in Sn entsprechen genau den stetigen Links-S-Opera-
tionen auf M . Offenbar sind zwei solche Operationen genau dann isomorph, wenn die
zugeho¨rigen Homomorphismen S → Sn konjugiert sind, was nach 2.20 genau bedeutet,
daß sie als 1-Kozykel kohomolog sind — dies beweist (11).
Die 1-1-Korrespondenz zwischen stetigen Gk-Operationen auf einer n-elementigen Menge
und endlichen, kommutativen, separablen k-Algebren vom Grad n ist wohlbekannt und
wird zum Beispiel in [Tam94, II.2.1, S.93] bewiesen. q.e.d.
2.22 Lemma. Sei A eine S-Gruppe und (as) ∈ Z1(S,A) ein 1-Kozykel. Dann gilt a1 = 1.
Beweis: a1 = a1·1 = a11a1 = a1a1 ⇒ a1 = 1.
q.e.d.
2.23 Lemma/ Definition. Sei A eine diskrete S-Gruppe und F eine diskrete S-Menge,
auf der A von links derart operiert, daß
∀s ∈ S ∀a ∈ A ∀f ∈ F : s(af) = (sa)(sf).
Eine derartige A-Operation nennen wir vertra¨glich.
Ist a := (as) ∈ Z1cont(S,A) ein stetiger 1-Kozykel, so wird durch
s′f := as(sf) (12)
eine neue, stetige Links-S-Operation auf F definiert, die sogenannte mit a getwistete Ope-
ration. Die mit dieser Operation versehene diskrete S-Menge nennen wir Fa.
Ist F sogar eine diskrete S-Gruppe, und operiert A vertra¨glich mittels Gruppenhomomor-
hismen auf F , so ist auch Fa eine diskrete S-Gruppe.
Beweis:
• Operation: Ist f ∈ F beliebig, so gilt zuna¨chst
1′f = a1(1Sf) 2.22= 1A(1Sf) = f.
Seien nun noch s, t ∈ S beliebig. Dann ergibt sich:

















• stetig: Sei f ∈ F beliebig. Da F eine diskrete S-Menge ist, gibt es nach 2.2(i)⇒(iii)
eine offene Untergruppe U1 ⊆ S von S, die f fix la¨ßt. Andererseits ist a nach
Voraussetzung stetig und demnach lokalkonstant, d.h. wegen 2.22 gibt es eine offene
Untergruppe U2 ⊆ S von S mit a|U2 = 1A. Dann ist U := U1 ∩ U2 ebenfalls eine
offene Untergruppe von S, und offenbar ist f fix unter der neuen Operation von U ,
so daß die Behauptung aus 2.2(iii)⇒(i) folgt.
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• S-Gruppe Sei jetzt F eine S-Gruppe, und A operiere mittels Gruppenhomomorphis-
men auf F . Seien s ∈ S und f, g ∈ F beliebig. Dann rechnen wir nach:
s′(f · g) = as(s(f · g)) = as(sf · sg) = as(sf) · as(sg) = s′f · s′g.
Also ist Fc wirklich eine S-Gruppe.
q.e.d.
2.24 Lemma/ Definition. Sei B eine diskrete S-Gruppe und A ⊆ B ein S-invarianter
Normalteiler. Dann ist die Operation von B auf A mittels innerer Automorphismen mit
der S-Operation vertra¨glich, und wir wollen uns in Zukunft S-invariante Normalteiler
immer als mit dieser Operation versehen denken.
Sei b = (bs) ∈ Z1cont(S,B) ein stetiger 1-Kozykel, dann wird die getwistete S-Operation
auf Ab explizit durch
s′a = bs · sa · b−1s (13)
gegeben.
(Liegt A sogar im Zentrum von B, so zeigt (13) sofort, daß die neue Operation gleich der
alten ist, d.h. A = Ab.)
Insbesondere ist B selbst ein solcher S-invarianter Normalteiler, d.h. auch Bb ist definiert
und mit der in (13) beschriebenen stetigen S-Operation versehen, und offenbar ist die S-
Operation auf Ab gerade die Einschra¨nkung der S-Operation auf Bb; mit anderen Worten:
Die Einbettung Ab ↪→ Bb ist wieder ein Morphismus von diskreten S-Gruppen.
Beweis: Seien s ∈ S, a ∈ A und b ∈ B beliebig. Dann wird die Vertra¨glichkeit durch
folgende Rechnung bewiesen:




Gleichung (13) entsteht durch einfaches Einsetzen in die Definition (12). q.e.d.
2.25 Lemma. Wie in 2.14 sei T eine Gruppe und A sowohl eine T -Gruppe als auch eine
diskrete S-Gruppe derart, daß (10) erfu¨llt ist. Wir fordern hier aber zusa¨tzlich, daß A
abelsch ist. Weiter sei b ∈ Z1cont(S,A o T ) ein stetiger 1-Kozykel. Dann ha¨ngt der Twist
Ab nur vom Bild von b in Z
1
cont(S, T ) ab, das heißt genauer: Bezeichnet p : AoT  T die
kanonische Projektion, j : T ↪→ Ao T den kanonischen Schnitt von p und t den stetigen
1-Kozykel jpb, so sind die diskreten S-Gruppen Ab und At gleich.
Beweis: Seien also s ∈ S und a ∈ A beliebig, und sei b = (as · ts) mit as ∈ A und ts ∈ T .
Dann ist t = (ts), und es ergibt sich:
bs · sa · b−1s = (as · ts) · sa · (as · ts)−1 = (as · ts) · sa · (t
−1
s (a−1s ) · t−1s )
=
[
as · ts(sa) · ts·t−1s (a−1s )
]
· [ts · t−1s ] = [as · ts(sa) · (a−1s )] abelsch= ts(sa) = ts · sa · t−1s .
q.e.d.
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2.26 Lemma/ Definition. Es sei B
ϕ−→ C ein Morphismus von diskreten S-Gruppen
und b = (bs) ∈ Z1cont(S,B) ein stetiger 1-Kozykel. Dann ist ϕ ◦ b ein stetiger 1-Kozykel
von S in C, d.h. Cϕ◦b ist definiert. Wir wollen Cϕ◦b einfach mit Cb bezeichnen, wenn klar
ist, welches ϕ gemeint ist.
Dann ist ϕ auch ein Morphismus zwischen den diskreten S-Gruppen Bb und Cb.
Beweis: Wir haben nur zu zeigen, daß Bb
ϕ−→ Cb eine S-a¨quivariante Abbildung ist. Seien




sbb−1s ) = ϕ(bs) · ϕ(sb) · ϕ(b−1s ) = (ϕ ◦ b)ssϕ(b)(ϕ ◦ b)−1s = s′ϕ(b).
q.e.d.
2.27 Korollar. Es sei
1 −→ A i−→ B p−→ C −→ 1
eine kurze exakte Sequenz von diskreten S-Mengen und b = (bs) ∈ Z1cont(S,B) ein stetiger








Beweis: Nach 2.24 und 2.26 sind Ab
i−→ Bb bzw. Bb p−→ Cb ebenfalls S-Morphismen, d.h.
wir haben die kurze exakte Sequenz
1 −→ Ab i−→ Bb p−→ Cb −→ 1,
und die Behauptung folgt aus 2.12. q.e.d.
2.28 Lemma. Wie in 2.14 sei T eine Gruppe und A sowohl eine T -Gruppe als auch eine
diskrete S-Gruppe derart, daß (10) erfu¨llt ist. Bezeichne j : T ↪→ Ao T den kanonischen
Schnitt, und sei c ∈ H1cont(S, T ) ein stetiger 1-Kozykel, den wir via j auch als Element
von H1cont(S,Ao T ) auffassen wollen. Dann haben wir einen kanonischen Isomorphismus
H0(S, (Ao T )c) ∼= H0(S,Ac)oH0(S, Tc).
Beweis: Nach 2.27 erhalten wir zuna¨chst die kanonische exakte Sequenz
1 −→ H0(S,Ac) −→ H0(S, (Ao T )c) p−→ H0(S, Tc).
Ist t ∈ H0(S, Tc) beliebig, so liegt jt offenbar in H0(S, (A o T )c). Also definiert die
Einschra¨nkung von j auf H0(S, Tc) einen wohldefinierten Schnitt von p, und aus der
Existenz eines Schnittes folgt die Behauptung. q.e.d.
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2.29 Lemma/ Definition. Es sei wie in 2.21 k ein Ko¨rper mit fixiertem separablen
algebraischen Abschluß K und absoluter Galoisgruppe G, ferner n ∈ N+ eine positive
natu¨rliche Zahl und A ein diskreter G-Modul.
Betrachte einen beliebigen 1-Kozykel c ∈ Z1cont(G,Sn), und bezeichne auch sein Bild in
Z1cont(G,Sn
∫
A) unter dem durch Sn ↪→ Sn
∫
A induzierten kanonischen Schnitt der Sur-
jektion Z1cont(G,Sn
∫
A) Z1cont(G,Sn) mit c!




(Sn)c definiert, und wir erhalten eine exakte Sequenz von punktierten Mengen
H0(G,Anc ) ↪→ H0(G, (Sn
∫
A)c) −→ H0(G, (Sn)c) δ−→
H1cont(G,A
n
c ) −→ H1cont(G, (Sn
∫
A)c) −→ H1cont(G, (Sn)c).
Gema¨ß 2.21 wird c durch eine endliche, kommutative, separable k-Algebra L vom Grad
n gegeben, d.h. L ∼= ∏ri=1 Li, wobei r eine natu¨rliche Zahl und die Li ⊆ K separable
Ko¨rpererweiterungen von k sind mit
∑r
i=1[Li : k] = n.
Wie in 2.21 bezeichne M die n-elementige Menge Homk-Alg(L,K). Wir wollen einen Iso-
morphismus {1, 2, . . . , n} ∼−→ M fixieren und die Gruppe Sn mit dessen Hilfe mit der
Gruppe Aut (M) identifizieren. Elemente aus Anc ko¨nnen wir dann als Tupel (xϕ)ϕ∈M
(mit xϕ ∈ A) schreiben, entsprechend Elemente aus (Sn
∫
A)c in der Form (xϕ)ϕ∈M ·σ mit
xϕ ∈ A und σ ∈ Aut (M). Vermo¨ge dieser Identifizierungen wird die getwistete Operation
von G auf Anc und (Sn)c wie folgt gegeben:




G × (Sn)c −→ (Sn)c, (s, σ) 7→
[
ϕ 7→ s ◦ σ(s−1 ◦ ϕ)].
In Zukunft wollen wir diese Identifizierungen stets vornehmen!
Beweis: Klar nach 2.21, (13) und 2.15! q.e.d.
2.30 Lemma. Wie in 2.21 und 2.29 sei k ein Ko¨rper mit fixiertem separablen alge-
braischen Abschluß K und G die absolute Galoisgruppe, ferner seien n, r ∈ N+ und
n1, . . . , nr ∈ N+ positive natu¨rliche Zahlen mit
∑r
i=1 ni = n und L1, . . . , Lr ⊆ K separa-
ble Ko¨rpererweiterungen von k mit [Li : k] = ni. Bezeichne L :=
∏r
i=1 Li das Produkt, das
offenbar eine separable k-Algebra vom Grad n ist. Gema¨ß 2.21 definieren die Li 1-Kozykel
ci ∈ Z1cont(G,Sni), und L definiert einen 1-Kozykel c in Z1cont(G,Sn).
Sei nun A ein diskreter G-Modul. Wir erhalten dann die in 2.29 definierten diskreten G-
Gruppen Anici und A
n
c . Setze Mi := Homk(Li, K) und M := Homk(L,K), dann induzieren
die Abbildungen










(xϕ)ϕ∈M 7→ [(xϕ◦pi)ϕ∈Mi ]i=1,...,r .
Dieser Gruppenisomorphismus ist sogar ein Isomorphismus von diskreten G-Gruppen.
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Beweis: Wir haben offenbar nur zu zeigen, daß der im Lemma definierte Gruppenisomor-
phismus Anc
∼→∏ri=1Anici ein Morphismus von (diskreten) G-Gruppen ist. Hierzu wiederum
genu¨gt es zu sehen, daß fu¨r jedes i die Abbildung Anc  Anici , die wir hier mit ψi bezeichnen
wollen, ein G-a¨uivarianter Morphismus ist.
Seien also i ∈ {1, . . . , r}, s ∈ G und (xϕ)ϕ∈M ∈ Anc beliebig. Dann folgt:
ψi [





2.31 Lemma/ Definition. Es sei B eine diskrete S-Gruppe, und es sei b = (bs) ∈




(as) 7→ (as · bs)





induziert. Unter τb wird die triviale Klasse auf die Klasse von b abgebildet.
Beweis:
• wohldefiniert: Sei a = (as) ∈ Z1cont(S,Bb) beliebig. Wir mu¨ssen zeigen, daß tb(a) die
1-Kozykelbedingung erfu¨llt, seien also s, t ∈ S beliebig. Es ergibt sich:













Die Stetigkeit von tb(a) folgt sofort aus der Stetigkeit von a und b.




(as) 7→ (as · b−1s )
als Umkehrabbildung in Frage, und es ist nur zu zeigen, daß sb wohldefiniert ist,
d.h. wir mu¨ssen wieder die 1-Kozykelbedingung nachrechnen. Seien also s, t ∈ S





















s′(atb−1t ) = [sb(a)]s
s′[sb(a)]t.
Daß sb(a) stetig ist, folgt wieder sofort aus der Stetigkeit von a und b.
• Quotientenbildung: Wir mu¨ssen zeigen, daß tb und sb kohomologe 1-Kozykel wieder
auf kohomologe 1-Kozykel abbilden. Seien zuna¨chst a = (as) und a˜ = (a˜s) kohomo-
loge 1-Kozykel aus Z1cont(S,Bb). Es gibt also ein β ∈ B mit




−1asbssβb−1s · bs = β−1 · asbs · sβ = β−1 · [tb(a)]s · sβ,
d.h. tb(a) und tb(a˜) sind wirklich kohomolog. Seien umgekehrt a = (as) und a˜ = (a˜s)
kohomologe 1-Kozykel aus Z1cont(S,B), dann gibt es ein β ∈ B mit a˜s = β−1assβ fu¨r
alle s ∈ S. Daraus folgt:
[sb(a˜)]s = β
−1assβ · b−1s = β−1as · b−1s bs · sβb−1s
= β−1 · asb−1s · bssβb−1s
(13)
= β−1 · [sb(a)]s · s′β.
Also sind auch sb(a) und sb(a˜) kohomolog, und die Behauptung folgt.
• τb(1) = b: Klar!
q.e.d.
2.32 Lemma. Seien B
ϕ−→ C ein Morphismus von diskreten S-Mengen und b = (bs) ∈
Z1cont(S,B) ein stetiger 1-Kozykel. Dann ist folgendes Diagramm kommutativ in der Ka-















[c] = H1cont(ϕ)[cs · bs] = [ϕ(csbs)]






2.33 Korollar. Es sei
1 −→ A i−→ B p−→ C −→ 1
eine kurze exakte Sequenz von diskreten S-Mengen, und sei b = (bs) ∈ Z1cont(S,B) ein
stetiger 1-Kozykel. Dann ist folgendes Diagramm kommutativ, und die untere Zeile ist
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Die Abbildung τb ◦H1cont(i) induziert eine Bijektion
H1cont(S,Ab)/H
0(S,Cb)
∼−→ {[b′] ∈ H1cont(S,B) |H1cont(p)[b′] = H1cont(p)[b]}
(as) 7→ (as · bs)
Beweis: Klar nach 2.19, 2.27 und 2.32! q.e.d.
Als letztes wollen wir in diesem Kapitel noch beweisen, daß man auch im nicht-
abelschen Fall die Inflations-Restriktions-Sequenz zur Verfu¨gung hat.
2.34 Lemma/ Definition. Es sei A eine diskrete S-Gruppe, R eine zweite topologische
Gruppe und R
ϕ−→ S ein stetiger Gruppenhomomorphismus.
Dann wird durch die Komposition
R
ϕ−→ S −→ Aut (A)
eine stetige R-Operation auf A gegeben; die dadurch definierte diskrete R-Gruppe wollen
wir mit ϕ∗A bezeichnen. Die Identita¨t auf A bzw. die Einschra¨nkung von 1-Kozykeln von
S auf R definiert kanonische Abbildungen
H0(S,A)
can−−→ H0(R,ϕ∗A) und H1cont(S,A) can−−→ H1cont(R,ϕ∗A)
a 7→ a α = (as) 7→ α ◦ ϕ = (aϕ(r))r.
Sei nun B eine diskrete R-Gruppe und A
f−→ B ein Gruppenhomomorphismus. Der Mor-
phismus f heißt vertra¨glich mit ϕ, wenn ϕ∗A
f−→ B ein Morphismus von diskreten R-
Gruppen ist, d.h. wenn
∀r ∈ R ∀a ∈ A : f(ϕ(r)a) = r(f(a)).







kanonische Abbildungen H0(S,A)→ H0(R,B) und H1cont(S,A)→ H1cont(R,B) von punk-
tierten Mengen.
Beweis: Klar! q.e.d.
2.35 Lemma/ Definition. Es sei A eine diskrete S-Gruppe.
(i) Sei R eine abgeschlossene Untergruppe von S, und bezeichne die Inklusion R ↪→ S
mit i. Dann ist die Identita¨t auf i∗A vertra¨glich mit i, und die dadurch gema¨ß 2.34
definierten Abbildungen bezeichnen wir als Restriktion:
H0(S,A)
res−→ H0(R,A) und H1cont(S,A) res−→ H1cont(R,A)
a 7→ a α = (as)s 7→ α|R = (ar)r.
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(ii) Sei N ein abgeschlossener Normalteiler von S. Dann ist AN via s¯a := sa eine diskrete
S/N -Gruppe, und die Inklusion AN ↪→ A ist vertra¨glich mit der Projektion p : S 
S/N . Die dadurch gema¨ß 2.34 definierten Abbildungen bezeichnen wir als Inflation:
H0(S/N,AN)
inf−→ H0(S,A) und H1cont(S/N,AN) inf−→ H1cont(S,A)
a 7→ a (as¯)s¯ 7→ (as¯)s.
Beweis: Klar! q.e.d.
2.36 Satz. Es sei A eine diskrete S-Gruppe und N ⊆ S ein abgeschlossener Normalteiler.




 inf // H1cont(S,A)
res // H1cont(N,A).
Beweis:
• Inflation injektiv: Mo¨gen α, α′ ∈ H1cont(S/N,AN) unter der Inflation auf dieselbe
Klasse in H1cont(S,A) abgebildet werden. Es werde α durch den 1-Kozykel (as¯)s¯ und
α′ durch den 1-Kozykel (a′s¯)s¯ repra¨sentiert. Nach Voraussetzung gibt es ein b ∈ A
mit a′s¯ = b
−1as¯sb fu¨r alle s ∈ S. Wir wollen b ∈ AN zeigen, denn dann sind (as¯)s¯
und (a′s¯)s¯ kohomolog, d.h. es gilt α = α
′. Sei also t ∈ N beliebig. Es ist dann
t¯ = 1¯ ∈ S/N , so daß folgt:
1
2.22
= a′¯t = b
−1at¯tb
2.22
= b−1tb =⇒ tb = b.
Es gilt also tatsa¨chlich b ∈ AN , und die Behauptung ist gezeigt.
• Exaktheit bei H1cont(S,A): Wird α ∈ H1cont(S/N,AN) durch den 1-Kozykel (as¯)s¯ re-
pra¨sentiert, so gilt
∀t ∈ N : at¯ = a1¯ 2.22= 1,
d.h. (res ◦ inf)(α) ist die triviale Klasse.
Sei umgekehrt α ∈ H1cont(S,A) eine Klasse, die unter der Restriktion auf die triviale
Klasse abgebildet wird. Wenn α durch den 1-Kozykel (as)s repra¨sentiert wird, gibt es
also ein b ∈ A mit b−1attb = 1 fu¨r alle t ∈ N . Indem wir (as)s durch den kohomologen
1-Kozykel (b−1assb)s ersetzen, ko¨nnen wir also ohne Beschra¨nkung der Allgemeinheit
annehmen, daß die Restriktion von (as)s auf N trivial ist.
Daraus ergibt sich zuna¨chst:
∀s ∈ S ∀t ∈ N : ast = assat = ass1 = as. (14)
Seien nun s ∈ S und t ∈ N beliebig. Da N ein Normalteiler in S ist, gibt es ein
t′ ∈ N mit ts = st′, und es folgt:
as
(14)
= ast′ = ats = at
tas = 1 · tas = tas.
Fu¨r alle s ∈ S liegt as also in AN , woraus mit Hilfe von (14) folgt, daß (as)s¯ ein
wohldefinierter stetiger 1-Kozykel von S/N in AN ist, und es ist klar, daß die Klasse
dieses 1-Kozykels ein Urbild von α unter der Inflation ist.
q.e.d.
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3 Formen
Sei K/k galoissch mit Galoisgruppe G.
In diesem Kapitel werden wir das Prinzip des Galois-Descents im Falle einer beliebigen
Koeffizientenerweiterung F : Ck → CK entwickeln. Dazu definieren wir fu¨r ein Objekt X
aus Ck zuna¨chst die Menge E(K/k,X) der K/k-Formen von X und zeigen, daß man eine
kanonische Injektion ϑ : E(K/k,X) ↪→ H1(G,A(X) hat, wobei A(X) die Automorphis-
mengruppe AutCK (FX) bezeichnet.
3.1 Satz/ Definition. Es seien F : Ck → CK eine Koeffizientenerweiterung und X ∈
Ob(Ck) ein Objekt ”unten“. Bezeichne A(X) := AutK(FX) die Gruppe der Automorphis-
men
”
oben“. Nach Voraussetzung ist A(X) eine G-Gruppe. Die Klasse der K/k-Formen
von X ist definiert als
E(K/k,X) := {Y ∈ Ob(Ck) |FY ∼=K FX}/Ck-Isomorphismen,




oben“ zu X isomorph
sind.
Sei Y Repra¨sentant einer Klasse [Y ] aus E(K/k,X), so daß es also einen Isomorphismus
f : FY
∼−→ FX in CK gibt. Dann ist [s 7→ f s(f−1)] ein 1-Kozykel von G in A(X), dessen
Klasse in H1(G,A(X)) nur von [Y ] abha¨ngt. — Wir bezeichnen diese Kohomologieklasse
mit ϑ[Y ].
Die Zuordnung [Y ] 7→ ϑ[Y ] ist injektiv ; insbesondere ist also E(K/k,X) eine Menge.
Diese Menge punktieren wir, indem wir das Element [X] auszeichnen. Dann erhalten wir
eine wohldefinierte, injektive Abbildung von punktierten Mengen
ϑ : E(K/k,X) ↪→ H1(G,A(X)) .
Beweis:
• Wohldefiniertheit: Wir haben zu zeigen, daß ϑ[Y ] tatsa¨chlich eine von den getroffe-
nen Wahlen unabha¨ngige Kohomologieklasse ist:
– 1-Kozykel: Fu¨r s ∈ G setze as := f s(f−1). Dann gilt:
ast = f
st(f−1) = f s1FY st(f−1)
(KE1)
= f [s(f−1)sf ] st(f−1)
(KE1)
= f s(f−1)s[f t(f−1)] = assat.
– unabha¨ngig von der Wahl von f : Sei FY
f //∼
f ′











Setze a′s := f








sb = b−1assb ∼ as,




– unabha¨ngig von der Wahl von Y : Sei [Y ′] = [Y ] und g : Y ′ ∼−→ Y beliebig. Dann
ist FY ′
Fg−→ FY f−→ FX ein Isomorphismus, und es gilt
(fFg)s(fFg)−1 = fFg s(Fg)−1︸ ︷︷ ︸
(KE2)
= Fg−1
sf−1 = f s(f−1) = as.
• injektiv: Seien [Y ] und [Y ′] zwei K/k-Formen von X mit ϑ[Y ] = ϑ[Y ′]. Wir mu¨ssen
zeigen, daß Y und Y ′ dann schon in Ck isomorph sind. Da zuna¨chst FY , FY ′ und
FX isomorph sind, haben wir Isomorphismen FY ′
g−→ FY f−→ FX. Dann ist




ϑ[Y ] = (as) mit as = f
s(f−1).
Nach Voraussetzung gilt (a′s) ∼ (as), d.h. es gibt b ∈ A(X) mit
∀s ∈ G : a′s = b−1assb
(KE1)⇔ fgs(g−1)s(f−1) = b−1f s(f−1)
(KE1)⇔ s(g−1)s(f−1)s(b−1)sf︸ ︷︷ ︸
(KE1)
= s(g−1f−1b−1f︸ ︷︷ ︸
=:h
)
= g−1f−1b−1f︸ ︷︷ ︸
=h
⇔ sh = h.
Wir haben also einen Isomorphismus h : FY
∼−→ FY ′ gefunden, der fix unter der
Operation der Galoisgruppe ist. Nach (KE2) kommt h dann aber von einem Iso-
morphismus aus Ck, d.h. [Y ] = [Y ′].
• Abbildung punktierter Mengen: Wa¨hlen wir fu¨r f : FX ∼−→ FX die Identita¨t, so gilt
fu¨r alle s offenbar f s(f−1) = 1FX , d.h. [X] wird unter ϑ auf den trivialen Kozykel
abgebildet.
q.e.d.
Als erste Anwendung zeigen wir nun, wie man die Automorphismengruppe einer K/k-
Form Y von X bei Kenntnis von ϑ[Y ] berechnen kann.
3.2 Satz. Sei F : Ck → CK eine Koeffizientenerweiterung, X ∈ Ob(Ck) ein Objekt ”unten“
und Y eine K/k-Form von X, gema¨ß 3.1 charakterisiert durch die Klasse ϑ[Y ], die durch
den 1-Kozykel a = (as) = (f
s(f−1)) (fu¨r ein f : FY ∼−→ FX) repra¨sentiert werde.
Es sei A(X)a die mit a-getwistete Automorphismengruppe im Sinne von 2.24. Dann ist
A(Y ) −→ A(X)a
b 7→ fbf−1
ein Isomorphismus von G-Gruppen.
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Beweis: Daß die Abbildung ein Gruppenisomorphismus ist, ist klar, weil f ein Isomor-
phismus ist. Es ist also nur zu zeigen, daß die Abbildung auch G-a¨quivariant ist. Seien
dazu s ∈ G und b ∈ A(Y ) beliebig; es ergibt sich:
s′(fbf−1) = as · s(fbf−1) · a−1s
(KE1)
= f s(f−1) · sf sbs(f−1) · sff−1 = f(sb)f−1
q.e.d.
3.3 Korollar. Sei F : Ck → CK eine Koeffizientenerweiterung, X ∈ Ob(Ck) ein Objekt
”





) ∼= (A(X)a)G .
Ist insbesondere Autk(Y )
F−→ A(Y ) injektiv (was zum Beispiel bei allen Koeffizientener-
weiterungen aus Beispiel 1.6 der Fall ist), so erhalten wir
Autk(Y ) ∼= (A(X)a)G.
Beweis: Klar nach 3.2 und (KE2)! q.e.d.
Als na¨chstes definieren wir eine Bedingung an unsere Koeffizientenerweiterung F :
Ck → CK , unter der ϑ schon u¨ber H1cont(G,A(X)) faktorisiert.
3.4 Lemma/ Definition. Eine stetige Koeffizientenerweiterung ist eine Koeffizientener-
weiterung F : Ck → CK mit der Eigenschaft, daß fu¨r alle X,Y ∈ Ob (Ck) die Mengen
IsoK (FX,FY ) diskrete G-Mengen sind. Ist F eine stetige Koeffizientenerweiterung, so













Beweis: Sei [Y ] ∈ E(K/k,X) beliebig. Wa¨hle einen Isomorphismus f : FY ∼−→ FX, und
sei (as) = (f
s(f−1)) der dadurch definierte 1-Kozykel, der ϑ[Y ] repra¨sentiert. Wir mu¨ssen
zeigen, daß (as) stetig ist. Nach Voraussetzung ist IsoK(FY, FX) eine diskrete G-Menge,
d.h. wir finden nach 2.2(i)⇒(ii) eine offene Untergruppe U ⊆ G mit f ∈ IsoK (FY, FX)U .
Fu¨r beliebiges u ∈ U haben wir:
1FX =
u1FX =
u(ff−1) = ufu(f−1) = fu(f−1) = au.
Der 1-Kozykel (as) ist also konstant, wenn wir ihn auf U einschra¨nken. Fu¨r s ∈ G beliebig
folgt daraus: asu = as
sau = as
s1FX = as,
d.h. (as) ist konstant auf sU fu¨r jedes s ∈ G, also lokalkonstant, also stetig. q.e.d.
54 3 FORMEN
3.5 Beispiele.
(i) Die Koeffizientenerweiterung F : Vark → VarK aus Beispiel 1.6(i) ist stetig, denn
wenn X und Y Varieta¨ten u¨ber k sind und f : FX
∼−→ FY ein Isomorphismus u¨ber
K, so ist f auch schon u¨ber einem Zwischenko¨rper k′ der Erweiterung K/k definiert,
der endlich u¨ber k ist (f wird durch endlich viele Polynome u¨ber K beschrieben;
als k′ kann dann der Ko¨rper gewa¨hlt werden, der aus k durch Adjunktion der Ko-
effizienten dieser Polynome entsteht). Dann ist f fix unter der offenen Untergruppe
Gal(K/k′) von G.
(ii) Die Koeffizientenerweiterungen Fn,rk → Fn,rK und F˜n,rk → F˜n,rK aus den Beispielen
1.6(iv) und (v) sind ebenfalls stetig: Sind P und Q Objekte aus F˜n,rk , und ist B¯ ∈
PGL(n,K) = IsoK(FP, FQ) ein Isomorphismus, repra¨sentiert durch B = (bij) ∈
GL (n,K), so definiere den Ko¨rper k′ als den Zwischenko¨rper der Erweiterung K/k,
der aus k durch Adjunktion der Koeffizienten bij entsteht. Dann ist k
′/k endlich,
die Galoisgruppe G′ := Gal(K/k′) also eine offene Untergruppe von G, und B¯ ist
fix unter der Operation von G′.
Daß Fn,rk → Fn,rK stetig ist, sieht man ganz genauso!
In der Einleitung haben wir gesehen, daß wir zur Berechnung der Zetafunktion einer
Form der Fermatgleichung unter anderem ϑ−1 fu¨r die Koeffizientenerweiterung RepGkQl →
RepGKQl berechnen mu¨ssen. Dies wollen wir jetzt tun.
3.6 Lemma/ Definition. Sei F : RepGkL → RepGKL die Koeffizientenerweiterung aus
Beispiel 1.6(vi), V := (V, ϕ) ∈ Ob(RepGkL ) und ξ = (as¯) ∈ Z1(G,A(V )). Fu¨r s ∈ Gk
bezeichne s¯ das Bild in G. Durch
Gk −→ Aut (V ), s 7→ ϕξ(s) := as¯ϕ(s)
wird eine neue Operation ϕξ auf V definiert. V , versehen mit dieser neuen Operation,
nennen wir V (ξ). Dann gilt: V (ξ) ist eine K/k-Form von V , und es gilt
ϑ[V (ξ)] = [ξ] ∈ H1(G,A(V )).
Insbesondere ist ϑ also in diesem Fall auch surjektiv.
Beweis:
• Operation: Mit as¯ und ϕ(s) ist auch ϕξ(s) ein k-Automorphismus von V , und fu¨r
s, t ∈ Gk gilt:





= [as¯ϕ(s)] [at¯ϕ(t)] = ϕ
ξ(s)ϕξ(t).
• Form: Ist s ∈ GK ⊆ Gk, so gilt s¯ = 1 ∈ G, d.h.
∀s ∈ GK : ϕξ(s) 2.22= 1 · ϕ(s) = ϕ(s).
Also ist (V, ϕξ|GK) = (V, ϕ|GK), d.h. V (ξ) ist eine K/k-Form von V .
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• Urbild von [ξ]: Wie wir gerade gesehen haben, ko¨nnen wir als Isomorphismus f :
FV (ξ)
∼−→ FV die Identita¨t wa¨hlen. Es ergibt sich ϑ[V (ξ)] = [bs¯] mit
bs¯ = 1 · s¯(1−1) (5)= 1 · ϕξ(s) · 1 · ϕ(s)−1 = as¯ϕ(s)ϕ(s)−1 = as¯,
wobei s ein Urbild von s¯ in Gk sei.
q.e.d.
3.7 Bemerkung. Auch fu¨r die Koeffizientenerweiterungen aus Beispiel 1.6(i) und (iii)
gilt, daß ϑ eine Bijektion ist, falls G endlich ist. (Vgl. [Ser97, S.121ff]!)
Jetzt definieren wir den zweiten zentralen Begriff dieses Kapitels, den des Morphismus
von zwei Koeffizientenerweiterungen F : Ck → CK und F ′ : Ck ′ → CK ′.
Fu¨r unsere Zwecke besonders wichtig wird der Fall der Erweiterungen Fn,mk → Fn,mK
und RepGkQl → RepGKQl sein, bei dem der Morphismus durch die l-adische Kohomologie
gegeben wird. Wir werden insbesondere sehen, daß fu¨r eine getwistete Fermatgleichung Q
die Kohomologie der zugeho¨rigen Hyperfla¨cheX(Q) durch die KohomologieklasseHe´t ϑ[Q]
charakterisiert wird.
3.8 Definition. Ein Morphismus zwischen zwei Koeffizientenerweiterungen Ck F−→ CK und
Ck ′ F
′−→ CK ′ wird durch kovariante Funktoren Hk : Ck → Ck ′ und HK : CK → CK ′ sowie
eine natu¨rliche A¨quivalenz h : HKF








Dabei soll zusa¨tzlich gelten, daß fu¨r alle Y, Z ∈ Ob(Ck) die Komposition
IsoCK (FY, FZ)
HK−−→ IsoCK ′(HKFY,HKFZ) h−→ IsoCK ′(F ′HkY, F ′HkZ)
G-a¨quivariant ist.
3.9 Bemerkung. Sind Ck F−→ CK , Ck ′ F
′−→ CK ′ und Ck ′′ F
′′−→ CK ′′ Koeffizientenerwei-
terungen und (Ck Hk−→ Ck ′, CK HK−−→ CK ′, HKF h−→ F ′Hk) und (Ck ′ H
′
k−→ Ck ′′, CK ′ H
′
K−−→
CK ′′, H ′KF ′ h
′−→ F ′′H ′k) Morphismen von Koeffizientenerweiterungen, so ist offenbar auch
(Ck H
′
kHk−−−→ Ck ′′, CK H
′
KHK−−−−→ CK ′′, H ′KHKF
(h′Hk)(H′Kh)−−−−−−−→ F ′′H ′kHk) ein Morphismus von Koef-
fizientenerweiterungen.
Man u¨berlegt sich leicht, daß die so definierte Komposition von Morphismen von Koef-
fizientenerweiterungen assoziativ ist, d.h. wir erhalten auf diese Weise die Kategorie der
Koeffizientenerweiterungen.†
†Ist F : Ck → CK eine Koeffizientenerweiterung, so ist die Identita¨t auf F der offensichtliche Morphis-
mus (1Ck , 1CK , 1CKF
=−→ F1Ck).
56 3 FORMEN
3.10 Satz. Sei (Hk, HK , h) ein Morphismus zwischen den beiden Koeffizientenerweite-
rungen Ck F−→ CK und Ck ′ F
′−→ CK ′. Dann ist fu¨r jedes X ∈ Ob(Ck) das folgende Diagramm
von Abbildungen punktierter Mengen kommutativ:
E(K/k,X)
ϕ











(as) 7→ (hHKas) // H1(G,A(HkX))
Beweis:
• Wohldefiniertheit von ϕ:
– Gilt Y ∼= Y ′, so auch HkY ∼= HkY ′, d.h. ϕ([Y ]) ist unabha¨ngig von der Wahl
des Repra¨sentanten Y .
– Ist FY
f−→ FX ein Isomorphismus, so auch hHKf : F ′HkY ∼−→ F ′HkX, d.h.
aus [Y ] ∈ E(K/k,X) folgt [HkY ] ∈ E(K/k,HkX).
– Das ausgezeichnete Element [X] geht unter ϕ auf das ausgezeichnete Element
[HkX].
• Wohldefiniertheit von ψ:
– Sei (as) ∈ Z1(G,A(X)) ein 1-Kozykel und seien s, t ∈ G. Dann folgt:
hHKast = hHK (as





Also ist (hHkas) ebenfalls ein 1-Kozykel.
– Seien (as), (a
′
s) ∈ Z1(G,A(X)) zwei kohomologe 1-Kozykel, sei b ∈ A(X) so
gewa¨hlt, daß a′s = b

















d.h. (hHKas) ∼ (hHKa′s).
– Ist (as) ∈ Z1(G,A(X)) der triviale Kozykel, so ist offenbar auch (hHKas)
trivial, d.h. unter ψ geht das ausgezeichnete Element auf das ausgezeichnete
Element.
• Kommutativita¨t des Diagramms: Sei [Y ] ∈ E(K/k,X), und wa¨hle einen Isomorphis-
mus FY
f−→ FX. Dann gilt fu¨r alle s ∈ G:




−1) 3.8= hHK (f s(f−1))︸ ︷︷ ︸
= (ϑ[Y ])s




(i) Seien n ≥ 2 und r ≥ 1 natu¨rliche Zahlen. Wir betrachten die Koeffizientenerweite-
rungen F : F˜n,rk → F˜n,rK und F ′ : VarIsok → VarIsoK aus Beispiel 1.6(v) bzw. (i)+(vii).
Wir wollen Funktoren Fk : F˜n,rk → VarIsok und FK : F˜n,rK → VarIsoK definieren:
Fu¨r P ∈ k[X1, . . . , Xn] sei FkP := Proj k[X1, . . . , Xn]/P , die durch P definierte
Hyperfla¨che in Pn−1k . Ist A¯ ∈ PGL(n, k) : P → Q ein Morphismus in F˜n,rk , so sei
FkA¯ der dadurch gegebene Automorphismus des Pn−1k , eingeschra¨nkt auf FkP . Of-
fenbar ist dann FkA : FkP → FkQ ein Morphismus von projektiven Varieta¨ten u¨ber
k, womit Fk zu einem Funktor wird. FK werde ganz genauso definiert, nur mit K
anstelle von k!
Fu¨r P ∈ k[Xi] haben wir einen kanonischen Isomorphismus
fP : FKFP = ProjK[X1, . . . , Xn]/P
∼−→ Proj k[X1, . . . , Xn]/P ×k K;
mit seiner Hilfe erhalten wir eine natu¨rliche A¨quivalenz f : FKF → F ′Fk. Das Tripel
(Fk, FK , f) ist dann ein Morphismus zwischen den Koeffizientenerweiterungen F und
F ′. (Daß die drei Funktoren die geforderten Eigenschaften erfu¨llen, u¨berlegt man
sich leicht!)
(ii) Sei l 6= char(k) eine Primzahl, i ∈ N0 eine natu¨rliche Zahl, und seien F ′ : VarIsok →
VarIsoK und F
′′ : RepGkQl → RepGKQl die Koeffizientenerweiterungen aus Beispiel
1.6(i)+(vii) bzw. (vi). Wir definieren Funktoren F ′k : Var
Iso
k → RepGkQl und F ′K :
VarIsoK → RepGKQl wie folgt:
Fu¨r projektive Varieta¨ten X/k und Y/K sei F ′kX := H
i
e´t(X ×k K¯,Ql) und F ′KX :=
Hie´t(Y ×K K¯,Ql); fu¨r Elemente s ∈ Gk, t ∈ GK werde die Operation durch ϕX(s) :=
Hie´t(1X × Spec s) bzw. Hie´t(1Y × Spec t) gegeben. Fu¨r einen Isomorphismus g : X ∼−→




e´t(g ×k 1K¯)−1, entsprechend fu¨r F ′K . Man beachte,
daß dadurch die Funktoren F ′k und F
′
K kovariant werden!
Fu¨r X/k projektiv haben wir einen kanonischen Isomorphismus
Xk ×k K¯ f˜X−→ XK ×K K¯,
der einen kanonischen Isomorphismus
Hie´t(Xk ×k K¯,Ql) ∼= Hie´t(XK ×K K¯,Ql)
und damit eine natu¨rliche A¨quivalenz f ′ : F ′KF




′) definiert dann einen Morphismus von Koeffizientenerweiterungen, was
wir uns kurz u¨berlegen wollen:
Seien dazu Y, Z ∈ Ob(VarIsok ), g : YK ∼−→ ZK und s¯ ∈ G beliebig, sei ferner s ∈ Gk




((1Z×Spec s¯)−1g(1Y ×Spec s¯))×1K¯




(1Z×Spec s)−1(f˜Zgf˜Y −1)(1Y ×Spec s)












−1 = s¯(f ′F ′kg).
(iii) Seien n, r, i und l wie oben. Wenden wir Bemerkung 3.9 auf die Beispiele (i) und
(ii) an und setzen
Hk := F
′
kFK , HK := F
′
KFK , h := (f
′Fk)(F ′Kf),











(iv) Seien n, r ∈ N+ natu¨rliche Zahlen, und betrachten wir die Koeffizientenerweiterun-
gen G : Fn,rk → Fn,rK und F : F˜n,rk → F˜n,rK aus 1.6(iv) bzw. (v)! Wir definieren
Funktoren Gk : Fn,rk → F˜n,rk und GK : Fn,rK → F˜n,rK wie folgt: Auf Objekten seien
Gk bzw. GK die Identita¨t, auf Morphismen seien sie durch die kanonischen Sur-
jektionen GL(n, k)  PGL(n, k) bzw. GL(n,K)  PGL(n,K) gegeben. Dann ist
der identische Funktor eine natu¨rliche Transformation von GKG nach FGk, und
das Tripel (Gk, GK , id) erfu¨llt offenbar alle Bedingungen eines Morphismusses von
Koeffizientenerweiterungen.
3.12 Korollar. Seien n ≥ 2, r ≥ 1 und i ≥ 0 natu¨rliche Zahlen, l 6= char(k) eine Primzahl
und P ∈ k[X1, . . . , Xn] homogen vom Grad r. Sei X die durch P definierte Hyperfla¨che in
Pn−1k . Dann haben wir eine Operation ϕ der absoluten Galoisgruppe Gk auf der l-adischen
e´talen Kohomologie von X:
ϕX : Gk −→ AutQl Hie´t(X ×k K¯,Ql)︸ ︷︷ ︸
=:V
.
Sei nun Q eine K/k-Form von P und ϑ[Q] =: [(As)] ∈ H1(G,A(P )) die zugeho¨rige
Kohomologieklasse, ferner Y ⊆ Pn−1k die durch Q definierte Hyperfla¨che. Wegen YK ∼= XK
ist die l-adische e´tale Kohomologie von Y als Ql-Vektorraum isomorph zu V . Sei ϕY die
zugeho¨rige Galoisoperation auf V . Dann wird ϕY wie folgt gegeben:
ϕY : Gk −→ AutQl(V ), s 7→ Hie´t
(
A˜s¯
−1) ◦ ϕX(s) (15)
Dabei werde fu¨r s ∈ Gk das Bild in G mit s¯ bezeichnet, und A˜s¯ bezeichne das Element
f(FkAs¯ × 1K¯) ∈ Aut(X ×k K¯) (mit den Notationen aus Beispiel 3.11).
Sei nun speziell k ein endlicher Ko¨rper, f ∈ Gk der arithmetische Frobenius und F ∗X :=
ϕX(f)
−1 bzw. F ∗Y := ϕY (f)
−1 der geometrische Frobenius von X bzw. Y . Dann gilt:






◦ F ∗X (16)
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=: ξ, woraus nach 3.6 folgt, daß
(V, ϕY ) = (V, ϕX)(ξ) gilt. Das liefert Gleichung (15).







1 = A1 = Af¯ f¯−1 = Af¯











3.13 Beispiel. Es sei in Beispiel 3.11(i) speziell k ein Zahlko¨rper, K := Q¯, n := 3, r := 3






3 . In Beispiel 1.6(v) haben wir gesehen, daß P
3
3 in F˜3,3k isomorph




3 ist. Also ist X
3
3 , die durch P
3
3 definierte Kurve in P2k,
isomorph zur elliptischen Kurve mit projektiver Weierstraß-Gleichung Q′, d.h. mit affiner
Weierstraß-Gleichung y2 = −12x3 − 3. Diese Kurve hat j-Invariante 0, und bekanntlich
sind zwei elliptische Kurven u¨ber Q genau dann isomorph, wenn sie dieselbe j-Invariante
haben (vgl. [Kna92, S.66]). Es ist also
{Y ⊂ P2k |Y elliptische Kurve mit j-Invariante 0}/k-Isomorphismen
=
{
[Y ] ∈ E(Q¯/k,X33 )
∣∣ Y besitzt einen k-rationalen Punkt} .





jede elliptische Kurve Y/k mit j-Invariante 0 die Gk-Darstellung H
i
e´t(Y¯ ,Ql) zu berechnen,
d.h. insbesondere die L-Reihe von Y .
3.14 Korollar. Es sei k = Fq ein endlicher Ko¨rper, n ≥ 2 und r ≥ 1 natu¨rliche Zah-
len, P ∈ k[X1, . . . , Xn] homogen vom Grad r und X die durch P definierte (n − 2)-
dimensionale Hyperfla¨che in Pn−1k . Weiter sei Q eine K/k-Form von P in F˜n,rk , ϑ[Q] =:
[(As)] ∈ H1(G,A(P )) die zugeho¨rige Kohomologieklasse und Y ⊆ Pn−1k die durch Q defi-
nierte Hyperfla¨che.
Wir betrachten den geometrischen Frobenius
FX : XK¯ −→ XK¯ , (x1 : . . . : xn) 7→ (xq1 : . . . : xqn)
und den Automorphismus a := ˜¯f−1Af¯ von XK¯ , wobei f ∈ Gk wieder den arithmetischen
Frobenius bezeichne (zur Notation vgl. 3.12!).
Dann hat der Morphismus FXa : XK¯ → XK¯ nur isolierte Fixpunkte, und deren Anzahl




∣∣∣FXa(x) = x} = #Y (k) = #
{
x ∈ kn
∣∣∣Q(x) = 0}− 1
q − 1 (17)
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Beweis: Offenbar verschwindet das Differential dFX , d.h. 1 − d(FXa) = 1, woraus folgt,
daß die Fixpunkte von FXa isoliert sind und daß ihre Anzahl N mit der Lefschetzschen









wobei l eine Primzahl ungleich p sei. Nun ist (FXa)
∗ = a∗F ∗X , was keinen Bezeichnungskon-
flikt mit dem in 3.12 auftretenden F ∗X darstellt, weil bekanntlich (vgl. [Mil80, S.292,13.5.]!)
FX in der Kohomologie als Inverses des arithmetischen Frobenius operiert, so daß wir nach
(16) (Fa)∗ = F ∗Y erhalten, was aus demselben Grund die Kohomologie des geometrischen
Frobenius FY : YK¯ → YK¯ ist. Jetzt wenden wir die Lefschetzsche Spurformel in der ande-















∣∣∣Hie´t (YK¯ ,Ql)] = #{x ∈ Y (K¯) ∣∣∣FY (x) = x},
und die Anzahl der Fixpunkte des geometrischen Frobenius ist ja gerade die Anzahl der
k-rationalen Punkte (vgl. [Mil80, S.186]!). q.e.d.
3.15 Korollar. Es seien k, n, r und P wie in 3.14, aber jetzt werde P als Objekt der
Kategorie Fn,rk aufgefaßt; X˜ sei die durch P definierte (n−1)-dimensionale affine Hyper-
fla¨che in Ank . Weiter sei Q eine K/k-Form von P in Fn,rk , ϑ[Q] =: [(As)] ∈ H1(G,A(P ))
die zugeho¨rige Kohomologieklasse und Y˜ ⊆ Ank die durch Q definierte Hyperfla¨che.
Wieder betrachten wir den geometrischen Frobenius
FX˜ : X˜K¯ −→ X˜K¯ , (x1, . . . , xn) 7→ (xq1, . . . , xqn)
und den Automorphismus a˜ := ˜¯f−1Af¯ von X˜K¯ , der in analoger Weise wie in 3.12 bzw. 3.14
definiert sei.
Dann ist die Anzahl der Fixpunkte von FX˜ a˜ : X˜K¯ → X˜K¯ gleich #Y˜ (k), der Anzahl der




∣∣∣FX˜ a˜(x) = x} = #Y˜ (k) = #{x ∈ kn ∣∣∣Q(x) = 0} (18)




∣∣∣FX˜ a˜(x) = x} \ {0} −→ {x ∈ X(K¯) ∣∣∣FXa(x) = x}
(x1, . . . , xn) 7→ (x1 : . . . : xn)
betrachten, wobei X, FX und a wie in 3.14 definiert seien, wenn man P als Objekt von
F˜n,rk auffaßt. Die Wohldefiniertheit von f folgt aus der offensichtlichen Tatsache, daß das
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wobei p den Morphismus bezeichne, der (x1, . . . , xn) auf (x1 : . . . : xn) abbildet. Wie
behaupten, daß f surjektiv ist:
Sei dazu (x1 : . . . : xn) ein Fixpunkt von FXa. Es gibt dann also ein λ ∈ K¯× mit
FX˜ a˜(x1, . . . , xn) = (λx1, . . . , λxn). (19)
Weil a˜ ein linearer Automorphismus ist, gilt fu¨r beliebiges µ ∈ K¯×:
FX˜ a˜(µx1, . . . , µxn) = µ
q · FX˜ a˜(x1, . . . , xn)
(19)
= µqλ · (x1, . . . , xn) = µq−1λ · (µx1, . . . , µxn). (20)
Da K¯ algebraisch abgeschlossen ist, ko¨nnen wir ein µ ∈ K¯× finden mit µq−1λ = 1. Setzen
wir dieses µ in (20) ein, so sehen wir, daß x := (µx1, . . . , µxn) ein Fixpunkt von FX˜ a˜ ist,
d.h. x ist ein Urbild von (x1 : . . . : xn) unter f . Die Surjektivita¨t von f ist damit bewiesen.
Als na¨chstes zeigen wir, daß jeder Fixpunkt (x1 : . . . : xn) von FXa genau q − 1 Urbilder
hat. Wegen der Surjektivita¨t von f , die wir soeben bewiesen haben, gibt es zumindest
ein Urbild — sei ohne Beschra¨nkung der Allgemeinheit (x1, . . . , xn) ein solches Urbild.
Alle anderen Urbilder sind dann offenbar von der Gestalt (µx1, . . . , µxn) fu¨r µ ∈ K¯×.
Andererseits mu¨ssen solche Elemente Fixpunkte unter FX˜ a˜ sein:
FX˜ a˜(µx1, . . . , µxn) = µ
q · FX˜ a˜(x1, . . . , xn) = µq · (x1, . . . , xn) != (µx1, . . . , µxn),
d.h. es muß gelten µq = µ, was a¨quivalent zu µ ∈ k ist. Es folgt, daß genau die µ ∈ k×
Urbilder liefern, d.h. es gibt genau #(k×) = q − 1 Urbilder von (x1 : . . . : xn) unter f —
genau, wie wir behauptet haben.
Wir wissen also jetzt, daß f surjektiv ist, und wir kennen die Kardinalita¨t der Fasern,





∣∣∣FX˜ a˜(x) = x} = 1 + (q − 1)#{x ∈ X(K¯) ∣∣∣FXa(x) = x}
(17)





Nachdem wir in den letzten Kapiteln die Methode des Galois-Descents entwickelt ha-
ben, wenden wir uns nun einer weiteren
”
Zutat“ zu, die wir spa¨ter zur Berechnung der
Kohomologie von getwisteten Fermathyperfla¨chen brauchen werden:
In der Einleitung haben wir erwa¨hnt, daß man aus der Tatsache, daß das Kranzpro-
dukt Sn
∫
µm auf der Fermathyperfla¨che X
m
n operiert, auf die Zerlegung der l-adischen
Kohomologie von Xmn in Eigenra¨ume schließen kann, die zu den Charakteren der abelschen
Gruppe µnm korrespondieren.
In diesem Kapitel werden wir allgemeiner die Situation untersuchen, daß ein semidirek-
tes Produkt Ao S zweier endlicher Gruppen auf einem Objekt M einer pseudoabelschen
Kategorie operiert, und zeigen, daß man auch dann eine Zerlegung von M in die direkte
Summe von Eigenra¨umen Mχ zu den Charakteren χ von A hat.
So sehen wir, daß die Zerlegung von H∗e´t(X¯
m
n ,Ql) in Eigenra¨ume eine ”motivische“
Zerlegung ist, d.h. sie ist die l-adische Realisierung der entsprechenden Zerlegung des
Grothendieck-Motivs h(Xmn ) von X
m
n .
4.1 Lemma/ Definition. Seien S eine Gruppe und A eine endliche, abelsche S-Gruppe.
Dann ist auch die duale abelsche Gruppe Aˇ eine S-Gruppe via
∀s ∈ S : ∀χ ∈ Aˇ : ∀a ∈ A : sχ(a) := χ(s−1a).





















d.h. es gilt stχ = s(tχ), woraus folgt, daß es sich tatsa¨chlich um eine Links-S-Operation
handelt. q.e.d.
4.2 Lemma/ Definition. Es seien A eine endliche, abelsche Gruppe der Ordnung n mit
Exponent m und R ⊆ C ein Ring, der die m-ten Einheitswurzeln entha¨lt und in dem








Dann bilden die (pχ)χ∈Aˇ ein vollsta¨ndiges System von Idempotenten in R[A], d.h.
∀χ, ψ ∈ Aˇ : pχpψ =
{





pχ = 1 ∈ R[A].
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Beweis: Das folgt aus der allgemeineren Aussage fu¨r beliebige endliche Gruppen in [Lan93,
S.675f]. q.e.d.
4.3 Lemma. Seien S eine Gruppe, A eine endliche, abelsche S-Gruppe der Ordnung
n mit Exponent m und A o S das semidirekte Produkt von S mit A (so definiert, daß
sas−1 = sa fu¨r a ∈ A und s ∈ S). Sei wieder R ⊆ C ein Ring, in dem n invertierbar ist
und der die m-ten Einheitswurzeln entha¨lt. Via R[A] ↪→ R[A o S] fassen wir die in 4.2
definierten Idempotenten als Elemente in R[A o S] auf. Dann gilt fu¨r alle s ∈ S, b ∈ A
und χ ∈ Aˇ:
s · pχ = psχ · s und b · pχ = χ(b) · pχ.
Beweis:































= psχ · s.




















χ(b) · χ(a)−1a = χ(b) · pχ.
q.e.d.
4.4 Korollar. Es seien alle Bezeichnungen wie in 4.3, ferner sei ψ ∈ Aˇ beliebig. Dann
gilt:
R[Ao S] 3 pψ · s · pχ =
{
pψ · s falls ψ = sχ
0 sonst
und
pψ · b · pχ =
{
χ(b) · pχ falls ψ = χ
0 sonst.
Beweis: Klar nach 4.2 und 4.3! q.e.d.
4.5 Korollar. Seien A, S und R wie in Lemma 4.4, seienM eine pseudoabelsche, R-
lineare Kategorie und M ∈ Ob(M) ein Objekt, auf dem Ao S von rechts operiert. A =
Aopp → Aut(M) induziert R[A]→ End(M), d.h. wir ko¨nnen fu¨r χ ∈ Aˇ das Idempotente
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Sind s ∈ S, b ∈ A und χ ∈ Aˇ beliebig, so haben wir die folgenden beiden kommutativen
Diagramme, die die Zerlegung der Automorphismen s und b aufM bezu¨glich der Zerlegung

















Beweis: Die Zerlegung von M in die direkte Summe der Mχ folgt sofort aus 4.2, das rechte
Diagramm folgt aus dem zweiten Teil von Lemma 4.4.
Die Komposition von Gruppenhomomorphismen
Ao S x 7→x
−1−−−−→ (Ao S)op → Aut(M)
induziert einen Ringhomomorphismus
ϕ : R[Ao S] −→ End(M),
und per definitionem gilt ϕ(pχ−1) = pχ fu¨r χ ∈ Aˇ und ϕ(s−1) = s fu¨r s ∈ S. Nach Lemma
4.4 ist fu¨r χ, ψ ∈ Aˇ und s ∈ S das Element pψ−1 · s−1 · pχ−1 ho¨chstens dann ungleich null,
wenn ψ−1 = (s
−1)(χ−1) gilt, aber
ψ−1 = (s
−1)(χ−1) ⇐⇒ s(ψ−1) = χ−1 ⇐⇒ χ = sψ.
Also erhalten wir:
End(M) 3 pψ · s · pχ = ϕ(pψ−1 · s−1 · pχ−1) =
{




4.6 Lemma/ Definition. Seien die Notationen wie in Korollar 4.5, und sei χ ∈ Aˇ





(Dann ist also M[χ] der von dem Projektor p[χ] :=
∑
χ∈[χ] pχ herausgeschnittene Teil.) Aus
Korollar 4.5 folgt offenbar, daß Ao S auf M[χ] operiert. Ist also Aˇ = [χ1]unionsq . . .unionsq [χr] eine
disjunkte Zerlegung in Orbiten, so ist
M = M[χ1] ⊕ . . .⊕M[χr]
eine Zerlegung von M in (Ao S)-invariante Unterobjekte.
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Beweis: Klar! q.e.d.
4.7 Beispiele. Seien A und S wie oben, sei m ein Exponent von A und ζ ∈ C eine
primitive m-te Einheitswurzel. Sei k ein Ko¨rper, Gk die absolute Galoisgruppe und X/k
eine glatte, projektive Varieta¨t, auf der Ao S von links operiert.
(i) SeiM die KategorieMEk der Grothendieck-Motive u¨ber k mit Koeffizienten in E,
und sei h(X) das Motiv zu X. Per Funktoralita¨t operiert dann AoS von rechts auf





(ii) Sei l 6= char(k) eine Primzahl mit l ≡ 1 (mod m) und i ∈ N0 eine natu¨rliche Zahl.
Nach Hensels Lemma entha¨lt Ql dann die m-ten Einheitswurzeln, d.h. nach Auswahl
einer primitiven m-ten Einheitswurzel erhalten wir eine Einbettung Q(ζ) ↪→ Ql,
durch die M := RepGkQl eine Q(ζ)-lineare (pseudo-)abelsche Kategorie wird. Be-
zeichnet V ∈ Ob(M) die Ql-Gk-Darstellung Hie´t(X ×k k¯,Ql), so operiert A o S
per Funktoralita¨t von rechts auf V . Aus Korollar 4.5 folgt dann, daß sich V in eine
direkte Summe von Ql-Gk-Darstellungen Vχ zerlegt, wobei gerade gilt:
Vχ = {v ∈ V | ∀a ∈ A : v · a = χ(a) · v}.
4.8 Lemma. Seien S, A, n, m und R wie in 4.4, seiM eine pseudoabelsche, R-lineare Ka-
tegorie und M,N ∈ Ob(M) Objekte, auf denen A operiert. Sei ferner f ∈ MorM(M,N)
ein A-a¨quivarianter Morphismus und χ ∈ Aˇ ein beliebiger Charakter. Dann kommutiert










Ist zusa¨tzlich S eine beliebige Gruppe und A eine S-Gruppe und operiert AoS von rechts
so auf M und N , daß f sogar (A o S)-a¨quivariant ist, dann kommutiert das folgende






































◦ f = pχ ◦ f.
q.e.d.
4.9 Lemma. Seien S, A, n, m und R wie in 4.4, sei B ein Quotient von A via A
ϕ−→ B → 0
und χ ∈ Bˇ ein beliebiger Charakter sowie ϕ∗χ ∈ Aˇ der auf A zuru¨ckgezogene Charakter.
Dann wird unter der durch ϕ induzierten Abbildung R[A]
ϕ∗−→ R[B] das Idempotente pϕ∗χ
auf das Idempotente pχ abgebildet.

































4.10 Korollar. Seien S, A, n, m, R undM wie in 4.8 und N ∈ Ob(M) ein Objekt, auf
dem A operiert. Ferner sei B ein Quotient von A via A
ϕ−→ B → 0 und M ∈ Ob(M) ein
Objekt, auf dem B operiert. Sei schließlich ein Morphismus f ∈ MorM(M,N) gegeben












Sei nun χ ∈ Bˇ ein beliebiger Charakter und ϕ∗χ ∈ Aˇ der auf A zuru¨ckgezogene Charakter.
Bezeichne Mχ den durch pχ ∈ R[B] ↪→ End (M) aus M herausgeschnittenen Teil, dann
ist das folgende Diagramm kommutativ (mit A-a¨quivarianten Morphismen bezu¨glich der










68 4 SPEZIELLE PROJEKTOREN
Sei zusa¨tzlich S eine beliebige Gruppe, die so auf A operiert, daß kerϕ invariant ist. Dann
gibt es genau eine Operation von S auf B, die ϕ zu einem S-a¨quivarianten Morphismus
macht, wodurch ein kanonischer Morphismus A o S ϕ∗−→ B o S induziert wird. Operiert
AoS von rechts so auf N und M (dort via ϕ∗), daß f sogar (AoS)-a¨quivariant ist, dann










Beweis: Klar nach 4.8 und 4.9! q.e.d.
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5 Formen der Fermatgleichung in Fn,mk
Es seien m,n ≥ 1 natu¨rliche Zahlen, k ein Ko¨rper mit (char k) - m!, K := k¯ ein separabler
algebraischer Abschluß von k und G := Gal(K/k) die absolute Galoisgruppe. Setze Pmn :=
Xm1 + . . . + X
m
n ∈ k[Xi]. — Pmn ist also ein Objekt aus Fn,mk und aus F˜n,mk , wir wollen
es in diesem Kapitel aber nur als Objekt von Fn,mk auffassen und in dieser Kategorie die
K/k-Formen von Pmn bestimmen.
Wie wir aus dem dritten Kapitel wissen, mu¨ssen wir zuna¨chst die Automorphismen-
gruppe A(Pmn ) berechnen, bevor wir die Descent-Methode anwenden ko¨nnen:
5.1 Lemma/ Definition. Seien r ∈ N+ eine positive natu¨rliche Zahl, R ein kommuta-




A −→ GL(r, R)





ein injektiver Gruppenhomomorphismus aus dem Kranz-Produkt von Sr mit A (vgl. 2.15!)
in die Gruppe der regula¨ren r× r-Matrizen u¨ber R definiert. (Dabei werden die Elemente
aus Sr gerade als Permutationsmatizen, die Elemente aus A
r als Diagonalmatrizen nach
GL(r, R) eingebettet.)
Beweis: Die Abbildung werde mit f bezeichnet!
• multiplikativ: Seien (ai)i · σ und (bi)i · τ aus Sr
∫










· (bk · δk,τ(j))k,j = (∑rk=1ai · δi,σ(k) · bk · δk,τ(j))i,j
=
(














[(ai)i · σ] · [(bi)i · τ ]
)
.
• wohldefiniert: Offenbar gilt f((1, . . . , 1)·id) = Er, woraus mit Hilfe der soeben bewie-
senen Multiplikativita¨t folgt, daß f ein wohldefinierter Gruppenhomomorphismus
ist.
• injektiv: Klar, denn aus f((ai)i · σ) = Er folgt zuna¨chst σ = id und dann sofort
(ai)i = (1, . . . , 1)!
q.e.d.
5.2 Satz. Ist m ≥ 3, so gilt
AutFn,mK (P
m





µm, das Kranz-Produkt der symmetrischen Gruppe Sn mit der Gruppe µm der
m-ten Einheitswurzeln in K, wie in 5.1 beschrieben nach GL(n,K) eingebettet sei.
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Beweis: Siehe [Shi88]! q.e.d.
5.3 Lemma. Das Kranz-Produkt Sn
∫





n ) nach 5.2), so stimmt die dort definierte G-Operation mit
der in Beispiel 1.6(iv) definierten und nach Beispiel 3.5(ii) stetigen Operation u¨berein.
Beweis: Sei also m ≥ 3! Fu¨r jede Operation von G auf Sn
∫
µm muß
s((µi)i · σ) = s(µi)i ·
sσ gelten, und nach Gleichung (4) operiert G auf GL(n,K) durch Operation auf den
Matrixeintra¨gen, woraus s(µi)i = (
sµi)i und
sσ = σ folgt, da das Bild von σ in GL(n,K)
eine Permutationsmatrix mit Eintra¨gen aus {0, 1}, also insbesondere aus k, ist und σ
demnach fix unter der Galois-Operation ist. q.e.d.
Nachdem wir A(Pmn ) bestimmt haben, werden wir uns nun mit Hilfe der Methoden
aus dem zweiten Kapitel an die Berechnung der Kohomologie H1cont(G,A(P
m
n )) machen,
um die Ergebnisse des dritten Kapitels anwenden zu ko¨nnen.
5.4 Lemma/ Definition. Es sei c ∈ Z1cont(G,Sn). Dann werden in 2.29 (indem wir
A := K× bzw. A := µm setzen) die diskreten G-Moduln (K×)nc und (µm)
n
c definiert, und





m // (K×)nc // 1.
Beweis: Die Sequenz ist einfach die n-fache Summe der wohlbekannten Kummersequenz,
und man sieht sofort, daß alle Morphismen G-a¨quivariant sind. q.e.d.
5.5 Lemma. (Hilbert 90)
Es sei c ∈ Z1cont(G,Sn) beliebig. Dann gilt:
H1cont(G, (K
×)nc ) = 0.
Diese Aussage stimmt auch, wenn K eine beliebige Galoiserweiterung von k mit Galois-
gruppe G und kein separabler algebraischer Abschluß ist, und wir werden sie fu¨r diesen
etwas allgemeineren Fall beweisen.
Beweis: Wir befinden uns in der Situation von 2.29 und wollen alle dort vorgenommenen
Identifizierungen vornehmen. Insbesondere wird c also durch eine (bis auf k-Isomorphie
eindeutig bestimmte) endliche, kommutative, separable k-Algebra L vom Grad n u¨ber k
gegeben, wir setzen M := Homk(L,K) und identifizieren Sn mit Aut (M).
Wegen 2.30 und 2.10 ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit annehmen, daß L
ein Ko¨rper ist.
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• 1. Fall: k = Fq, K = L = Fqn .
Hier gilt also G = 〈F 〉 = 〈1, F, . . . , F n−1〉, wobei F fu¨r den Frobenius stehe, und we-
gen K = L und L/k galoissch ist M := Homk(L,K) = G. Sei (as)s ∈ Z1(G, (K×)nc )













































Fu¨r i ∈ {1, . . . , n− 1} folgt zuna¨chst



















= xF i ,
und außerdem gilt























= xF 0 ,
also auch
(b−1 · Fb)F 0 = 1 · xF 0 = xF 0 ,
also insgesamt b · Fb = aF , d.h. (as)s ist kohomolog zur trivialen Klasse nach 2.9. —
Fu¨r diesen Fall haben wir das Lemma also bewiesen.
• 2. Fall: k = Fq, K/L = Fqn beliebig.
Betrachte den abgeschlossenen Normalteiler H := Gal (K/L) in G! Nach 2.36 erhal-
ten wir eine exakte Sequenz









=0 (nach dem 1. Fall!)
inf−→ H1cont(G, (K×)nc ) res−→ H1cont(H, (K×)nc ).
Offenbar operiert H einfach komponentenweise auf (K×)nc , d.h. als H-Gruppen sind
(K×)nc und (K
×)n isomorph. Daraus folgt
H1cont(H, (K










Insgesamt folgt also aus der Exaktheit obiger Sequenz die Behauptung auch in
diesem Fall, d.h. wir haben das Lemma fu¨r den Fall, daß k ein endlicher Ko¨rper ist,
vollsta¨ndig bewiesen.
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• 3. Fall: k unendlich, [K : k] <∞.
In diesem Fall wollen wir nach dem Vorbild von Serre in seinem Beweis des
”
Hil-
bert 90“ aus [Ser79, S.150] vorgehen: Sei (as) =
(
(as,ϕ)ϕ∈M
) ∈ Z1cont(G, (K×)nc )
beliebig. Da die s ∈ G, aufgefaßt als Elemente des K-Vektorraums Homk(K,K),
K-linear unabha¨ngig sind, ist fu¨r jedes Tupel α = (αs)s∈G ∈ (K×)[K:k] die Linear-
form K
lα−→ K mit lα(x) :=
∑
s∈G αs · sx ungleich null, d.h. ihr Kern ist ein echter
k-Untervektorraum von K. Speziell trifft dies auf die lαϕ mit αϕ := (αs,ϕ)s∈G fu¨r
ϕ ∈M zu. Die Vereinigung der Kerne der lαϕ ist dann eine echte Teilmenge von K,
weil nach Voraussetzung k unendlich viele Elemente hat. Also gibt es ein d ∈ K,

























ast · stD = a−1s · b,
also
1 = b−1 · as · sb.
Diese Gleichung gilt zuna¨chst in Knc , dann aber auch in (K
×)nc , weil beide Seiten
darin liegen und die G-Operation auf (K×)nc die Einschra¨nkung der G-Operation
auf Knc ist. Der 1-Kozykel as ist also kohomolog zum trivialen 1-Kozykel, und das
Lemma ist auch in diesem Fall bewiesen.
• 4. Fall: k unendlich, K beliebig.
Sei K ′ ein Zwischenko¨rper der Erweiterung K/L, der endlich und galoissch u¨ber k
ist (zum Beispiel die normale Hu¨lle von L in K!). Bezeichnet H den zugeho¨rigen
abgeschlossenen Normalteiler Gal (K/K ′) von G (der nach Wahl von K ′ endlichen

















= 0 (Hilbert 90!)
,
und die Behauptung folgt wie dort.
q.e.d.
5.6 Lemma. Es sei c ∈ Z1cont(G,Sn) und alle Bezeichnungen wie in 2.29. Dann haben
wir den folgenden Isomorphismus von abelschen Gruppen (und also insbesondere von
punktierten Mengen):
L× ∼−→ H0(G, (K×)nc )
x 7→ (ϕx)ϕ∈M .
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Beweis: Nenne die Abbildung aus dem Lemma f . Fu¨r i = 1, . . . , r wollen wir die kanoni-
sche Abbildung L  Li ⊆ K mit ιi bezeichnen; die ι1, . . . , ιr sind also Elemente aus M .
Wir pra¨zisieren dann die Aussage des Lemmas und behaupten, daß die Umkehrabbildung
g zu f wie folgt gegeben wird:
H0(G, (K×)nc )
g−→ ∏ri=1 L×i = L×
(xϕ)ϕ∈M 7→ (xιi)i.
Zuna¨chst wollen wir uns u¨berlegen, daß g wohldefiniert ist, daß also fu¨r beliebiges (xϕ) ∈
H0(G, (K×)nc )) und beliebiges i ∈ {1, . . . , r} das Element xιi in Li liegt. Hierfu¨r mu¨ssen
wir zeigen, daß xιi fix unter der Operation von GLi := Gal (K/Li) ist. Sei also s ∈ GLi
beliebig. Wegen s ∈ GLi ≤ G ist (xϕ) nach Voraussetzung fix unter s, und es folgt
(xϕ)ϕ =
s(xϕ)ϕ = (
sxs−1ϕ)ϕ =⇒ xιi = sxs−1ιi
s|Li=1= sxιi .
Als na¨chstes wollen wir sehen, daß auch f wohldefiniert ist. Seien dazu x ∈ L× und s ∈ G






= (ss−1ϕx)ϕ = (ϕx)ϕ,
d.h. f(x) = (ϕx)ϕ ist tatsa¨chlich ein Element aus H
0(G, (K×)nc ).
Da die Abbildungen f und g offensichtlich Gruppenhomomorphismen sind, bleibt nur






= (ιix)i = (x1, . . . , xr) = x.






= ϕ(xι1 , . . . , xιr).
Sei also ψ ∈ M beliebig. Dann faktorisiert ψ u¨ber ein Li mit i ∈ {1, . . . , r}, und deshalb




=⇒ xψ = sxs−1ψ = sxιi = s(ιi(xι1 , . . . , xιr)) = ψ(xι1 , . . . , xιr).
q.e.d.
5.7 Korollar. Es sei c ∈ Z1cont(G,Sn) und alle Bezeichnungen wie in 2.29. Dann haben


















y fu¨r beliebiges y ∈ K× ein Urbild von y unter der Surjektion K× m−→
K×, z 7→ zm.)
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Beweis: Wir betrachten die lange Kohomologiesequenz zur kurzen exakten Sequenz aus
5.4 und erhalten mit Hilfe des Isomorphismus aus 5.6 sowie mit 5.5 das folgende kommu-



























Die Abbildung δ′ induziert also einen Isomorphismus γ : L×/L×m ∼−→ H1cont(G, (µm)nc ),
und wir mu¨ssen nur noch zeigen, daß die angegebene Abbildungsvorschrift die richtige


























und die Behauptung folgt. q.e.d.
5.8 Korollar. Es sei b ∈ Z1cont(G,Sn
∫
µm) beliebig und alle Bezeichnungen wie in 2.29.




(Li ∩ µm) ∼−→ H0(G, (µnm)c)
x 7→ (ϕx)ϕ∈M .
Beweis: Es bezeichne c das Bild von b in H1cont(G,Sn). Nach 2.25 stimmen auf µ
n
m die mit
b und c getwisteten G-Operationen u¨berein. Wir du¨rfen also b durch c ersetzen. Nach 5.4
und 5.6 haben wir dann das folgende kommutative Diagramm von Gruppen mit exakten
Zeilen:
1 // H0(G, (µnm)c)
// H0(G, (K×)nc )
m // H0(G, (K×)nc )











Offenbar gilt {x ∈ L×|xm = 1} = ∏ri=1(Li ∩ µm), und die Abbildungsvorschrift fu¨r η
ergibt sich aus 5.6. q.e.d.
5.9 Lemma. Es sei c ∈ Z1cont(G,Sn) und alle Bezeichnungen wie in 2.29. Dann haben wir
den folgenden Gruppenisomorphismus:
Autk(L)
opp α−→ H0(G, (Sn)c)
a 7→ [M →M, ϕ 7→ ϕ ◦ a].
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Beweis: Es seien die Morphismen ι1, . . . , ιr ∈ M wie im Beweis von 5.6 definiert. Mit
deren Hilfe definieren wir die Umkehrabbildung β von α wie folgt:
H0(G, (Sn)c)
β−→ Autk(L)opp
τ 7→ (L (τ(ι1),...,τ(ιr))−−−−−−−−→∏ri=1 Li = L).
Wir wollen nun schrittweise zeigen, daß α und β wohldefinierte, zueinander inverse Grup-
penisomorphismen sind:
• α(a) bijektiv: Es sei a ∈ Autk(L)opp beliebig. Offenbar ist α(a) injektiv, denn aus
ϕa = ψa folgt ϕ = ψ, weil a bijektiv ist. Da M eine endliche Menge ist, ist α(a)
dann aber auch bijektiv.
• α Gruppenhomomorphismus: Seien a, b ∈ Autk(L)opp und ϕ ∈ M beliebig. Dann
folgt:
α(ab)(ϕ) = α(b ◦ a)(ϕ) = ϕba = (ϕb)a = α(a)[α(b)(ϕ)] = [α(a) ◦ α(b)](ϕ),
d.h. es gilt α(ab) = α(a) ◦ α(b).






= s ◦ α(a)(s−1ϕ)︸ ︷︷ ︸
=s−1ϕa
= ss−1ϕa = ϕa = α(a)(ϕ)
und stellen fest, daß wirklich sα(a) = α(a) gilt. Insgesamt wissen wir also jetzt, daß
α ein wohldefinierter Gruppenhomomorphismus ist.
• β(τ) ∈ Endk(L): Seien τ ∈ H0(G, (Sn)c) und i ∈ {1, . . . , r} beliebig. Wir mu¨ssen
zeigen, daß das Bild von τ(ιi) in Li liegt. A¨quivalent dazu ist, daß fu¨r alle s ∈ GLi :=
Gal (K/Li) gilt: s ◦ τ(ιi) = τ(ιi). Sei also s ∈ GLi beliebig. Nach Voraussetzung gilt




= s ◦ τ(s−1ιi)
s−1|Li=1= s ◦ τ(ιi).
• β(τ) injektiv: Sei wieder τ ∈ H0(G, (Sn)c) beliebig, und liege x = (x1, . . . , xr) im
Kern von β(τ). Wir mu¨ssen dann zeigen, daß alle xj schon null sind — sei also
j ∈ {1, . . . , r} beliebig. Der Morphismus τ−1(ιj) : L→ K faktorisiere u¨ber Li; dann
gibt es ein s ∈ G mit τ−1(ιj) = sιi. Mit τ ist auch τ−1 fix unter G, und es folgt
sιi = τ
−1(ιj) = [sτ−1](ιj) = s ◦ τ−1(s−1ιj) =⇒ τ(ιi) = s−1ιj.
Setzen wir in diese Gleichung x ein, so ergibt sich:
0 = τ(ιi)(x) = [s
−1ιj](x) = s−1xj,
und weil s ein Automorphismus ist, folgt xj = 0.
Die Injektivita¨t von β(τ) ist damit bewiesen, d.h. β(τ) ist ein injektiver Morphismus
der endlichen k-Algebra L in sich. Demnach ist β(τ) sogar bijektiv und also ein
Element von Autk(L)
opp — womit wir die Wohldefiniertheit von β bewiesen haben.
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• βα = 1: Sei a ∈ Autk(L)opp beliebig. Dann gilt:
(βα)(a) = β
[
M →M,ϕ 7→ ϕa] = (ι1a, . . . , ιra) = a.
• αβ = 1: Seien umgekehrt τ ∈ H0(G, (Sn)c) und ϕ ∈ M beliebig. Der Morphismus





α(τ(ι1), . . . , τ(ιr))
]
(ϕ) = ϕ ◦ (τ(ι1), . . . , τ(ιr))
= s ◦ τ(ιi) = s ◦ τ(s−1sιi) = [sτ ](sιi) = τ(ϕ),
und das Lemma ist vollsta¨ndig bewiesen.
q.e.d.
5.10 Korollar. Es sei c ∈ Z1cont(G,Sn) und alle Bezeichnungen wie in 2.29. Dann haben
wir das folgende kommutative Diagramm von Rechtsoperationen, wobei die Operation in



















(x¯ , a)  // a(x)

























































5.11 Korollar. Es sei c ∈ Z1cont(G,Sn), und alle Bezeichnungen seien wie in 2.29. Insbe-
sondere wird c also durch eine endliche, kommutative, separable k-Algebra L vom Grad n
u¨ber k gegeben: Wenn wir M := Homk(L,K) setzen und Sn mit Aut (M) identifizieren,
gilt cs = [M →M, ϕ 7→ s ◦ ϕ].
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Bezeichne p : Sn
∫







∣∣ H1cont(p)(b) = [c]}













Dabei ist die Linksoperation von Autk(L) auf L
×/L×m die natu¨rliche, durch ax¯ := a(x),
gegebene.
Insbesondere wird also jede Kohomologieklasse aus H1cont(G,Sn
∫
µm) durch ein Paar (L, x)
gegeben, wobei L eine kommutative, separable k-Algebra vom Grad n u¨ber k und x ein
Element aus L× ist. Zwei Paare (L, x) und (L′, x′) geben genau dann dieselbe Klasse,
wenn es einen k-Isomorphismus ψ : L
∼−→ L′, ein y ∈ L× und ein a ∈ Autk(L) gibt mit
x′ = ψ(a[xym]).
Beweis: Klar nach 2.33, 5.7, 5.9 und 5.10, wobei man beachte, daß die Rechtsoperation
einer Gruppe eine Linksoperation der Oppositgruppe ist! q.e.d.
5.12 Satz. Sei speziell k = Fq ein endlicher Ko¨rper, und sei b ∈ H1cont(G,Sn
∫
µm)
beliebig, gema¨ß 5.11 durch ein Paar (L, x) gegeben.
Sei L =
∏r
i=1 Li mit Teilko¨rpern Li von K = Fq, die endlich vom Grad ni u¨ber Fq sind,
und sei x = (x1, . . . , xr) mit xi ∈ L×i . Wa¨hle m-te Wurzeln yi der xi in K. Ein 1-Kozykel
(bs), der b repra¨sentiert, wird nach 2.8 schon durch bF eindeutig festgelegt, wobei F den











Hierbei bezeichne zi ∈ Sni ≤ Sn den Standard-Zykel der La¨nge ni.
Beweis: Ohne Beschra¨nkung der Allgemeinheit gelte r = 1, d.h. L ist ein Teilko¨rper von
K vom Grad n u¨ber Fq, und y = y1 ist eine m-te Wurzel von x ∈ L×.
Es gilt M := Homk(L,K) = {F 0, . . . , F n−1}, und wir wollen M via i 7→ F i mit der Menge
{0, . . . , n− 1} identifizieren. Wir ko¨nnen y(qi) fu¨r alle i ∈ {0, . . . , n− 1} als m-te Wurzel
von F ix = x(q







fu¨r alle ϕ ∈ M , d.h. fu¨r alle i ∈ {0, . . . , n − 1} auswerten (denn daß cF gerade der
Standard-Zykel der La¨nge n ist, ist wegen F ◦ F i = F i+1 klar) .
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5.13 Beispiel. Sei speziell n = 6, m = 3, k = F7 (und also K = F7).
Es gilt F49 = F7(α) mit α2 +5α+5 = 0 und F2401 = F7(β) mit β4 +5β3 +4β2 +β+5 = 0;
definiere damit die Klasse b ∈ H1cont(G, µ3
∫
S6) durch das Paar
(
F2401 × F49, ( 1β , 1α2 )
)
.


































= α48−2·16 = α16 = (α8)2 = 52 = 4.
Nach 5.12 folgt dann, daß einer der b repra¨sentierenden 1-Kozykel auf dem Frobenius
durch folgendes Element aus µ3
∫
S6 gegeben wird:
bF = (2, 1, 1, 1, 4, 1) · [1234][56].
5.14 Korollar. Sei wieder k = Fq ein endlicher Ko¨rper, und sei L =
∏r
i=1 Fqni eine
separable k-Algebra vom Grad n u¨ber k. Wa¨hle ein N ∈ N so groß, daß FqN alle m-ten
Wurzeln aus Elementen der Fqni und die m-ten Einheitswurzeln entha¨lt, und sei α ∈ F×qN
ein erzeugendes Element der multiplikativen Gruppe.
Fu¨r i ∈ {1, . . . , r} ist dann αi := α
qN−1




Sei nun x := (αk11 , . . . , α
kr
r ) ∈ L× fu¨r natu¨rliche Zahlen k1, . . . , kr. Dann wird die durch
(L, x) definierte Klasse in H1cont(G,Sn
∫
µm) durch einen 1-Kozykel (bs) repra¨sentiert, der





ζki , 1, . . . , 1
) · zi]
hat.
Beweis: Nach Wahl von N liegen die m-ten Wurzeln der αi in FqN , d.h. fu¨r jedes i ist yi :=
α
ki·(qN−1)
























wobei das Kranzprodukt auf Lν wie folgt operiert:
[(ai)i·σ](xi)i = (aixσ−1i)i .




i mit paarweise nicht-



















(i) Es sei k := R (also K = C), n = 3 und m = 4. Es gibt — bis auf Isomorphie —
genau zwei separable R-Algebren vom Grad drei, na¨mlich R3 und C× R.
Sei zuna¨chst c die durch L = R3 gegebene Klasse inH1cont(G,S3) (das ist natu¨rlich die
triviale Klasse). Es ist R×/(R×)4 = {−1, 1¯}, also L×/L×4 = {−1, 1¯}3. Nach 5.15 ist
AutR(L) = S3, und unter der Operation dieser Gruppe wird L
×/L×4 in vier Bahnen
zerlegt mit Repra¨sentanten (1¯, 1¯, 1¯), (1¯, 1¯,−1), (1¯,−1,−1) und (−1,−1,−1).
Sei nun c die durch L = C×R gegebene Klasse in H1cont(G,S3). Es ist C× = C×4, also
L×/L×4 = {(1¯, 1¯), (1¯,−1)}. Die Gruppe AutR(L) ist gleich {1, τ}mit τ(a, b) = (a¯, b),
und diese Gruppe operiert offenbar trivial auf L×/L×4, d.h. in diesem Fall erhalten
wir zwei Kohomologieklassen.
Insgesamt gibt es also genau sechs verschiedene Klassen in H1cont(G,S3
∫
µ4); in der
Notation aus 5.11 sind dies:(




R3, (1, 1,−1)), (R3, (1,−1,−1)), (R3, (−1,−1,−1)),(
C× R, (1, 1)) und (C× R, (1,−1)).
(ii) Sei jetzt k := F5, n = 4 und m = 3. Dann gibt es — wieder bis auf Isomorphie
— genau die folgenden separablen F5-Algebren vom Grad vier: F45, F25 × F25, F225,
F125 × F5 und F625.
Mit Hilfe von 5.15 erhalten wir (wobei F den Frobenius a 7→ a5 bezeichne):
AutF5(F45) = S4
∫
Aut (F5) = S4,






= {1, F} × S2,
AutF5(F225) = S2
∫
Aut (F25) = S2
∫ {1, F},
AutF5(F125 × F5) = Aut (F125)× Aut (F5) = {1× 1, F × 1, F 2 × 1},
AutF5(F625) = {1, F, F 2, F 3}.
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Sei zuna¨chst L := F45. Wegen (4, 3) = 1 ist das Nehmen der dritten Potenz in F×5
bijektiv, d.h. schon F×5 /F×5
3
ist einelementig und dann natu¨rlich erst recht L×/L×3
und der Quotient nach AutF5(L). Zu L geho¨rt also nur die triviale Kohomologie-
klasse.
Sei jetzt L := F25 × F25. Wegen 3|24 ist Potenzieren mit drei in F×25 nicht bijektiv,
vielmehr bilden die dritten Potenzen eine Untergruppe vom Index drei in F×25. Sei
α ∈ F×25 ein Erzeuger der multiplikativen Gruppe (zum Beispiel ko¨nnen wir fu¨r α
eine der beiden Wurzeln des Polynoms T 2 + 2T + 3 ∈ F5[T ] nehmen), dann gilt
F×25/F×25
3
= {1¯, α¯, α2}. wegen F (α) = α5 = α3 · α2 liegen (α¯, 1¯, 1¯) und (α2, 1¯, 1¯) im
selben Orbit unter der Aktion von {1, F}×S2. Es folgt, daß es fu¨r diese Wahl von L
genau zwei verschiedene Kohomologieklassen gibt, repra¨sentiert durch (1, 1, 1) und
(α, 1, 1).
Im Falle L = F225 ist AutF5(L) = S2
∫ {1, F}, d.h. aus obigen U¨berlegungen folgt
AutF5(L)\(L×/L×3) = {(1¯, 1¯), (1¯, α¯), (α¯, α¯)}.
Fu¨r L = F125 × F5 gilt wegen (124, 3) = 1 wieder L× = L×3, d.h. wie im ersten Fall
gibt es auch hier nur eine Kohomologieklasse, repra¨sentiert durch (1, 1).
Sei schließlich L = F625! Bezeichne γ eine Wurzel des Polynoms T 4 + T 2 + 3T + 3 ∈
F5[T ]. Dann ist γ ein Erzeuger der multiplikativen Gruppe, und es gilt: γ26 =
γ3 + 2γ2 + 2γ + 1 ist Wurzel des Polynoms T 2 + 2T + 3, d.h. wir ko¨nnen α := γ26
setzen. Wie oben folgt, daß L×/L×3 = {1¯, γ¯, γ2} und daß γ¯ und γ2 im selben Orbit
unter AutF5(L) liegen — auch in diesem Fall gibt es also zwei Kohomologieklassen,
na¨mlich die durch 1 und γ repra¨sentierten.
Insgesamt gibt es also die folgenden neun Klassen in H1cont(G,S4
∫
µ3):(
F45, (1, 1, 1, 1)
)
,(




























5.17 Satz/ Definition. Es sei b ∈ H1cont(G,Sn
∫
µm) eine beliebige Kohomologieklasse,
gema¨ß 5.11 repra¨sentiert durch ein Paar (L, x). Wie immer sei L =
∏r
i=1 Li, wobei die Li
Zwischenko¨rper der Erweiterung K/k vom Grad ni u¨ber k seien.
Es gelte x = (x1, . . . , xr) mit xi ∈ Li. Wa¨hle fu¨r jedes i ∈ {1, . . . , r} eine k-Basis
e
(i)
1 , . . . , e
(i)



















wobei TrLi/k : L[X
(i)
j ]→ k[X(i)j ] die k-lineare Abbildung sei, die Monome Xk11 · . . . ·Xknn auf
sich selbst und die Konstanten auf ihre Spur schickt. Dann ist Pmn {b}, die mit b getwistete
Fermatform, eine K/k-Form von Pmn , und es gilt ϑ(P
m
n {b}) = b. Insbesondere ha¨ngt die
k-Isomorphieklasse von Pmn {b} also nur von b und nicht von den getroffenen Wahlen ab.
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Beweis: Sei i ∈ {1, . . . , r} beliebig. Fu¨r ϕ ∈ Mi bezeichne auch den k-Algebrenmorphis-
mus L[X
(i)
j ]→ K[X(i)j ], der auf L durch ϕ gegeben wird und die Xi auf sich selbst schickt,
mit ϕ! Dann gilt offenbar
∑
ϕ∈Mi ϕ = TrL/k : L[X
(i)





























d.h. Bi liegt in GL (ni, K). Sei nun B die aus den Bi fu¨r i = 1, . . . , r gebildete Blockmatrix
— B ist also eine regula¨re n× n-Matrix u¨ber K.
Wir rechnen nun nach, daß Pmn (BX) = P
m
n {b} gilt, daß also B einen Isomorphismus von


















































Also ist Pmn {b} tatsa¨chlich eine K/k-Form von Pmn , und es gilt ϑ[Pmn {b}] = [(Cs)s] mit
Cs := B
s(B−1).
Sei (bs) der durch (L, x) definierte 1-Kozykel, aufgefaßt mit Werten in GL (n,K), dessen
Klasse ja gerade b ist. Mit Hilfe von 5.1 und 5.11 erhalten wir die folgende Formel fu¨r bs












Offenbar ist also auch bs eine Blockmatrix mit Blo¨cken b
(i)














Wir sind fertig, wenn wir fu¨r beliebiges s ∈ G zeigen ko¨nnen, daß Bs = bs gilt oder
†Nach [Lan93, 5.4,S.286] gilt: Ist L/k eine beliebige separable Ko¨rpererweiterung vom Grad n,
{e1, . . . , en} eine k-Basis von L und sind ϕ1, . . . , ϕn : L → K die verschiedenen k-Einbettungen von
L in einen separablen algebraischen Abschluß K von L, so ist die Matrix (ϕiej)i,j invertierbar.
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a¨quivalent B = bs
sB bzw. Bi = b
(i)
s





































































5.18 Korollar. Ist m ≥ 3, so ist ϑ nicht nur injektiv, sondern auch surjektiv, d.h. wir
erhalten eine kanonische Bijektion








Beweis: Klar nach 3.1, 5.2, 5.3 und 5.17! q.e.d.
5.19 Bemerkung. Es sei A ein beliebiger kommutativer Ring mit Eins und B eine
projektive A-Algebra von endlichem Rang. Wie in [Bru¨98] gezeigt, kann man dann eine
kanonische A-lineare Abbildung TrB/A : B −→ A definieren, die Spur von B nach A, die
unter anderem folgende Eigenschaften hat:
(i) Ist A ein Ko¨rper und B eine endliche Ko¨rpererweiterung von A (oder allgemeiner
A beliebig und B eine freie A-Algebra), so ist TrB/A die u¨bliche Spur.
(ii) Ist A′ eine beliebige A-Algebra, so gilt Tr(B⊗AA′)/A′ = TrB/A ⊗ 1A′ .
(iii) Ist B =
∏r
i=1Bi endliches direktes Produkt von projektiven A-Algebren Bi von
endlichem Rang, so gilt TrB/A =
∑
i TrBi/A.
(iv) Ist C eine projektive B-Algebra von endlichem Rang, so gilt TrC/A = TrB/A ◦TrC/B.
Benutzt man diese Spurabbildung, so erha¨lt man aus den Eigenschaften (i)-(iii) offenbar
(wobei alle Bezeichnungen wie in 5.17 seien):














5.20 Korollar. Es sei wieder m ≥ 3, und man betrachte eine beliebige Ko¨rpererweiterung
k′/k. Fu¨r ein Polynom f ∈ k[X1, . . . , Xn] werde auch das Bild von f unter k[Xi] can↪→ k′[Xi]
mit f bezeichnet. Bezeichnet K ′ einen separablen algebraischen Abschluß von k′, so haben
wir das folgende kommutative Diagramm von punktierten Mengen:
[Q]_












[Q] ∈ E(K ′/k′, Pmn ) ϑ
∼ // H1cont(Gk′ ,AutK′(P
m
n )) 3 (L⊗kk
′,x⊗1)
Dabei werden fu¨r die rechte vertikale Abbildung Kohomologieklassen mit Paaren (L, x)
gema¨ß 5.11 identifiziert.
Beweis: Zuerst wollen wir uns u¨berlegen, daß die vertikalen Abbildungen wohldefiniert
sind: Wir ko¨nnen K nach K ′ einbetten und daher ohne Beschra¨nkung der Allgemeinheit
annehmen, daß K ⊆ K ′ gilt. Wenn es dann u¨ber K einen Isomorphismus von Q nach
Pmn gibt, so ist dieser insbesondere auch u¨ber K
′ definiert; sind Q und Pmn schon u¨ber
k isomorph, so erst recht auch u¨ber k′; dies zeigt, daß die linke vertikale Abbildung
wohldefiniert ist.
Ist L eine separable k Algebra vom Grad n, so ist auch L⊗k k′ eine separable k′-Algebra
vom Grad n, und mit x ist auch x ⊗ 1 invertierbar. Geben (L, x) und (L′, x′) dieselbe
Klasse, so gibt es nach 5.11 einen k-Isomorphismus ψ : L
∼−→ L′, ein y ∈ L× und ein
a ∈ Autk(L) mit x′ = ψ(a[xym]). Dann ist aber ψ⊗ 1k′ ein k′-Isomorphismus von L⊗k k′
nach L′⊗kk′, und es gilt x′⊗1 = (ψ⊗1k′)((a⊗1k′)[(x⊗1)(y⊗1)m]), d.h. auch (L⊗kk′, x⊗1)
und (L′ ⊗k k′, x′ ⊗ 1) repra¨sentieren dieselbe Klasse. — Also ist auch die rechte vertikale
Abbildung wohldefiniert, und es ist offensichtlich, daß die beiden vertikalen Abbildungen
das ausgezeichnete Element auf das ausgezeichnete Element abbilden.
Weil nach 5.18 ϑ ein Isomorphismus ist, ko¨nnen wir die Kommutativita¨t des Diagramms
nachrechnen, indem wir rechts oben mit einem Paar (L, x) starten und zeigen, daß links
unten dasselbe herauskommt:
Unter ϑ−1 wird (L, x) nach 5.17 auf [Pmn {(L, x)}] abgebildet. Wir mu¨ssen also beweisen,
daß Pmn {(L, x)} und Pmn {(L⊗k k′, x⊗ 1)} u¨ber K ′ isomorph sind. Nach 5.19 gilt aber






























⊗ 1 = Pmn {(L, x)} ⊗ 1,
und das Korollar ist bewiesen. q.e.d.
5.21 Korollar. Es sei wieder m ≥ 3, und man betrachte eine K/k-Form Pmn {(L, x)} von
Pmn . Dann sind P
m
n {(L, x)} und Pmn u¨ber einer Ko¨rpererweiterung k′ von k genau dann
isomorph, wenn L⊗k k′ ∼= (k′)n und wenn x⊗ 1 in L⊗k k′ eine m-te Potenz ist.
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Beweis: Klar nach 5.20 und 5.11! q.e.d.





haben, ko¨nnen wir nun 3.3 anwenden, um die Automorphismengruppen von getwisteten
Fermatgleichungen zu bestimmen.
5.22 Korollar. Es sei m ≥ 3, b ∈ H1cont(G,Sn
∫
µm) eine beliebige Kohomologieklasse,
gema¨ß 5.11 repra¨sentiert durch ein Paar (L, x) mit L =
∏r
i=1 Li, und es sei P
m
n {b} die in












∣∣∣axx ∈ L×m}→ 1 (22)









Dabei wird das semidirekte Produkt u¨ber die folgende Operation gegeben:
Autk(L)
opp × (∏ri=1(Li ∩ µm)) −→ (∏ri=1(Li ∩ µm))
(a , x) 7→ a−1(x)
Beweis: Ausgehend von der exakten Sequenz
1 −→ µnm −→ Sn
∫
µm −→ Sn −→ 1
erhalten wir nach Twisten mit dem 1-Kozykel b gema¨ß 2.27 zuna¨chst die Exaktheit der
folgenden Sequenz von punktierten Mengen:
1 −→ H0(G, (µnm)b) −→ H0(G, (Sn
∫
µm)b) −→ H0(G, (Sn)b) δ−→ H1cont(G, (µnm)b).
Bezeichne c das Bild von b in Z1cont(G,Sn). Dann gilt (Sn)b = (Sn)c und wegen 2.25 auch
(µnm)b = (µ
n
m)c. Außerdem identifiziert sich H
0(G, (Sn
∫
µm)b) nach 3.3 mit der Grup-
pe Autk(P
m
n {b}). Aus 5.8 und 5.9 folgt dann, daß folgendes Diagramm von punktierten
Mengen kommutativ ist und exakte Zeilen hat:



































Dabei wissen wir sogar von allen im Diagramm auftretenden Morphismen außer α, γ,
δ und δ˜, daß sie Gruppenhomomorphismen sind. Um zu beweisen, daß (22) eine exakte
















Dies ko¨nnen wir wegen δα = γδ˜ leicht nachrechnen (dabei gelte b = (bs) fu¨r bs = as · cs
mit as ∈ µnm, cs ∈ Aut (M)):
δα(a) = δ[ϕ 7→ ϕ ◦ a]
=
(























































Sei jetzt speziell x = 1. Dann liegt b im Bild der durch den kanonischen Schnitt Sn ↪→
Sn
∫




µm), und die behauptete
Isomorphie folgt aus 2.28.
Die Operation, durch die das semidirekte Produkt definiert wird, ergibt sich aus dem
folgenden Diagramm, welches offenbar kommutiert:(
σ , (ζϕ)ϕ∈M
)  // (ζσ−1ϕ)ϕ∈M





























)  // a−1(x)
q.e.d.
5.23 Bemerkung. Wir haben die Sequenzen (22) und (23) aus unserem allgemeinen
Formalismus hergeleitet; wie S ladek und Weso lowski in [SW98, Theorem 1.3.] bzw. [Wes99,
Theorem 3.3.] gezeigt haben, kann man sie auch elementar durch direktes Nachrechnen
beweisen.
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5.24 Beispiel. Sei speziell n = 6, m = 3, k = F7 (und also K = F7).
Wie in 5.13 schreiben wir F49 als F7(α) mit α2 + 5α + 5 = 0 und F2401 als F7(β) mit
β4 + 5β3 + 4β2 + β + 5 = 0 und betrachten die durch das Paar
(
F2401 × F49, ( 1β , 1α2 )
)
gegebene Klasse b ∈ H1cont(G, µ3
∫
S6).
Um P 36 {b} berechnen zu ko¨nnen, mu¨ssen wir zuna¨chst einige Rechnungen in den Ko¨rpern
F49 und F2401 durchfu¨hren, um die beno¨tigten Spuren auszurechnen:
α7 = 6α + 2 =⇒ TrF49/F7(α) = α + α7 = 2,
β7 = 3β3 + 5β2 + 2β + 3
β49 = 2β3 + β + 6
β343 = 2β3 + 2β2 + 3β
 =⇒ TrF2401/F7(β) = 2,
(β2)
7
= 3β3 + β2 + 4β
(β2)
49
= 3β3 + 6β2 + 3β + 2
(β2)
343
= β3 + 6β2 + 1
 =⇒ TrF2401/F7(β2) = 3,
(β3)
7
= 3β3 + 2β2 + 4β + 6
(β3)
49
= 6β3 + 1
(β3)
343
= 4β3 + 5β2 + 3β + 2
 =⇒ TrF2401/F7(β3) = 2.
Bei der Berechnung von P 36 {b} wollen wir anstelle der Variablen X(1)1 , . . . , X(1)4 , X(2)1 , X(2)2
die Variablen a, b, c, d, x, y verwenden, weil dies ku¨rzer und u¨bersichtlicher ist. Als F7-Basis
von F49 nehmen wir {1, α}, und als F7-Basis von F2401 nehmen wir {1, β, β2, β3}. Damit
ergibt sich:
P 36 {b} = TrF2401/F7
[




α2 · (x+ αy)3]
= 2a3 + 6a2c+ a2d+ 6ab2 + 2abc+ 4abd+ 2ac2 + 3acd+ 6ad2
+ 5b3 + 2b2c+ 5b2d+ 5bc2 + 5bcd+ 6bd2 + 2c3 + 6c2d+ cd2 + d3
+y3 + 4x2y + 5y3.
5.25 Beispiele. Wir wollen die Beispiele aus 5.16 fortsetzen und zu den dort aufgelisteten
Kohomologieklassen die zugeho¨rigen Formen angeben:
(i) k = R, K = C, n = 3 und m = 4.
Die einzige endliche separable Ko¨rpererweiterung von R ist C, und wir wa¨hlen {1, i}
als R-Basis von C. Die Spur von C u¨ber R dru¨ckt sich bezu¨glich dieser Basis wie
folgt aus:
TrC/R(a+ ib) = (a+ ib) + (a− ib) = 2a,
und wir erhalten (wobei wir die Unbestimmten der besseren Lesbarkeit willen mit




2 , . . . bezeichnen wollen):
87
b P 43 {b}(
R3, (1, 1, 1)
)
x4 + y4 + z4(
R3, (1, 1,−1)) x4 + y4 − z4(
R3, (1,−1,−1)) x4 − y4 − z4(
R3, (−1,−1,−1)) −x4 − y4 − z4(
C× R, (1, 1)) (2x4 − 12x2y2 + 2y4) + z4(
C× R, (1,−1)) (2x4 − 12x2y2 + 2y4)− z4.
(ii) k = F5, K = F5, n = 4 und m = 3.
Wie in 5.16 gesagt, ist F25 = F5(α) mit α2 + 2α + 3 = 0, und wir wollen {1, α} als
F5-Basis von F25 wa¨hlen. Dann erha¨lt man fu¨r die Spur:
TrF25/F5(a+ αb) = 2a+ 3b.
Den Ko¨rper F125 erhalten wir zum Beispiel, wenn wir γ mit γ3 + 4γ + 3 = 0 zu F5
adjungieren; wir ko¨nnen dann {1, γ, γ2} als F5-Basis von F125 nehmen und erhalten
fu¨r die Spur:
TrF125/F5(a+ γb+ γ
2c) = 3a+ 4b+ 2c.
Wie schon erwa¨hnt, gilt F625 = F5(β) mit β4 + β2 + 3β + 3 = 0. Wa¨hlen wir
{1, β, β2, β3} als F5-Basis von F625, so ergibt sich die folgende Formel fu¨r die Spur:
TrF625/F5(a+ βb+ β
2c+ β3d) = 4a+ 3c+ d.
Mit Hilfe dieser Formeln ko¨nnen wir nun auch die Formen des Polynoms P 34 u¨ber
F5 vollsta¨ndig auflisten:
b P 34 {b}(
F45, (1, 1, 1, 1)
)
x3 + y3 + z3 + u3(
F25 × F25, (1, 1, 1)
)
(2x3 + 4x2y + 4xy2) + z3 + u3(
F25 × F25, (α, 1, 1)
)
(3x3 + 4x2y + y3) + z3 + u3(
F225, (1, 1)
)
(2x3 + 4x2y + 4xy2) + (2z3 + 4z2u+ 4zu2)(
F225, (1, α)
)
(2x3 + 4x2y + 4xy2) + (3z3 + 4z2u+ u3)(
F225, (α, α)
)
(3x3 + 4x2y + y3) + (3z3 + 4z2u+ u3)(
F125 × F5, (1, 1)
)
(3x3 + xy2 + 2x2y + x2z + 2yz2) + u3(
F625, 1
)
x3 + 4xy2 + y3 + 4x2z + 3x2u+ xyz + 4xu2 + 4yzu+ yu2
+3z3 + z2u+ zu2 + 4u3(
F625, β
)
4x2y + 3xy2 + 3x2z + 4y2u+ 4xzu+ xu2 + 4yz2 + yzu
+zu2 + 2z3 + z2u+ 2zu2 + 3u3
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89
6 Bina¨re kubische Formen
In diesem Kapitel wollen wir die Ergebnisse des letzten Kapitels auf den Spezialfall n =
2, m = 3 anwenden, d.h. auf den Fall der bina¨ren kubischen Formen. Dieser Fall ist
besonders interessant, weil sich herausstellen wird, daß alle nicht-ausgearteten bina¨ren
kubischen Formen getwistete Fermatgleichungen sind, und weil man in diesem Fall nicht
nur ϑ−1, sondern auch ϑ selbst explizit angeben. Dies bedeutet, daß man eine Formel hat,
mit der man zu einer gegebenen nicht-ausgearteten bina¨ren kubischen Form Q das Paar
(L, x) = ϑ[Q] berechnen kann.
Es seien k ein Ko¨rper mit (chark) 6∈ {2, 3} undK ein separabler algebraischer Abschluß
von k.
6.1 Definition. Eine bina¨re kubische Form (u¨ber k) ist ein Objekt Q aus F2,3k , d.h. ein
homogenes Polynom vom Grad drei in zwei Unbestimmten u¨ber k.
Die Diskriminante einer bina¨ren kubischen Form Q(X, Y ) = aX3 + bX2Y + cXY 2 + dY 3
ist definiert als
∆(Q) := −27a2d2 + 18abcd+ b2c2 − 4b3d− 4ac3, (24)
und Q heißt nicht-ausgeartet, falls ∆(Q) 6= 0 gilt. Es sei F ⊂ F2,3k die volle Unterkategorie
der nicht-ausgearteten Formen. Insbesondere ist die Fermat-Form P := P 32 = X
3 + Y 3
nicht-ausgeartet, denn es gilt ∆(P ) = −27.
6.2 Bemerkung. In [GKZ94] wird allgemeiner jedem Polynom f von beliebigem Grad in
beliebig vielen Unbestimmten eine Diskriminante ∆(f) zugeordnet, und die oben definierte
Diskriminante einer bina¨ren kubischen Form Q ist dann gerade ∆(Q(1, X)) im Sinne von
[GKZ94].
Insbesondere folgt aus der allgemeinen Theorie, daß Q genau dann nicht-ausgeartet ist,
wenn die zugeho¨rige Hyperfla¨che X(Q) in P1k glatt ist.
6.3 Lemma. Es sei Q(X, Y ) eine beliebige bina¨re kubische Form u¨ber k. Dann gilt:
(i) Ist A = ( r st u ) ∈ GL (2, k) beliebig, so gilt
∆
(











(ii) In K[X,Y ] gelte Q(X, Y ) = a(X − αY )(X − βY )(X − γY ). Dann ist
∆(Q) = a4(α− β)2(α− γ)2(β − γ)2.
(iii) Q ist genau dann eine K/k-Form der Fermat-Form P , wenn Q nicht-ausgeartet ist.
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Beweis: Die Aussagen (i) und (ii) folgen sofort aus allgemeinen Eigenschaften der Dis-
kriminanten, die in [GKZ94] behandelt werden. Wir ko¨nnen sie aber auch direkt durch
einfaches, stures Ausmultiplizieren und Nachrechnen erhalten.
Aus (i) folgt dann, daß jede K/k-Form von P notwendig nicht-ausgeartet sein muß; gelte
also ∆(Q) 6= 0.
Die zu Q assoziierte Hyperfla¨che in P1K ist nulldimensional und besteht aus ho¨chstens
drei Punkten. Bekanntlich operiert GL (2, K) dreifach transitiv auf P1K , d.h. wir finden
eine regula¨re 2 × 2-Matrix A, die alle Punkte der Hyperfla¨che auf von ∞ verschiede-
ne Punkte in P1k abbildet. Dies bedeutet genau, daß das Polynom QA die Darstellung
a(X − αY )(X − βY )(X − γY ) mit a ∈ K geeignet besitzt.
Weil wir Q als nicht-ausgeartet vorausgesetzt haben, folgt aus (ii), daß die Elemente α, β
und γ paarweise verschieden sind. Benutzen wir erneut, daß GL (2, K) dreifach transitiv
auf P1K operiert, so finden wir ein B ∈ GL (2, K), welches α, β und γ auf (−1), (−ζ) und
(−ζ2) abbildet, wobei ζ ∈ K eine primitive dritte Einheitswurzel bezeichne. Sei schließlich
C := diag ( 13√a ,
1
3√a). Dann erhalten wir:







· (X + Y )(X + ζY )(X + ζ2Y ) = P,
d.h. CBA definiert einen Isomorphismus von P nach Q in F2,3K . q.e.d.
6.4 Definition. Fu¨r δ ∈ k×/k×2 definiere
Lδ :=
{




Offenbar definiert δ 7→ Lδ eine Bijektion zwischen k×/k×2 und den Isomorphieklassen von
separablen k-Algebren vom Grad zwei u¨ber k.
Definiere schließlich noch Aδ := Autk(Lδ); der Erzeuger dieser zweielementigen Mengen
werde stets mit τ bezeichnet, d.h. es gilt τ(x, y) = (y, x) fu¨r δ ∈ k×2 und τ(x + y√δ) =
x− y√δ sonst.














(δ, x) 7→ P {(Lδ, x)} .
Beweis: Klar nach 5.11, 5.18 und 6.3(iii)! q.e.d.
6.6 Korollar. Es sei speziell k = Fq ein endlicher Ko¨rper, und es sei Q eine beliebige
nicht-ausgeartete bina¨re kubische Form u¨ber k.
Wa¨hle ein erzeugendes Element α der multiplikativen Gruppe von k′ := Fq2 , und setze
β := α
q+1
2 und δ := β2 = Nk′/k(α)! Dann ist [α] ein Erzeuger von k
′×/k′×
3
, δ ein Erzeuger
von k×, [δ] ein Erzeuger von k×/k×3, und es gilt:
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(i) Ist q ≡ 1 (mod 3), d.h. entha¨lt k die dritte Einheitswurzeln, so istQ u¨ber k isomorph
zu einer der folgenden neun getwisteten Fermatformen (wobei {1, β} als Basis von
Lδ und {(1, 0), (0, 1)} als Basis von L1 = k × k gewa¨hlt wurden):
P 32 {(L1, (1, 1))} = X3 + Y 3,
P 32 {(L1, (1, δ))} = X3 + δY 3,
P 32 {(L1, (1, δ2))} = X3 + δ2Y 3,
P 32 {(L1, (δ, δ))} = δX3 + δY 3,
P 32 {(L1, (δ, δ2))} = δX3 + δ2Y 3,
P 32 {(L1, (δ2, δ2))} = δ2X3 + δ2Y 3,
P 32 {(Lδ, 1)} = 2X3 + 6δXY 2,




P 32 {(Lδ, α2)} = Trk′/k(α2)X3 + 3Trk′/k(α2β)X2Y
+3δTrk′/k(α
2)XY 2 + δTrk′/k(α
2β)Y 3.
(ii) Ist q ≡ 2 (mod 3), d.h. entha¨lt k die dritten Einheitswurzeln nicht, so ist Q u¨ber
k isomorph zu einer der folgenden drei getwisteten Fermatformen (wobei die Basen
wie oben gewa¨hlt wurden):
P 32 {(L1, (1, 1))} = X3 + Y 3,
P 32 {(Lδ, 1)} = 2X3 + 6δXY 2
P 32 {(Lδ, α)} = Trk′/k(α) ·X3 + 3 · Trk′/k(αβ) ·X2Y
+3δ · Trk′/k(α) ·XY 2 + δ · Trk′/k(αβ) · Y 3.
Beweis: Als Erzeuger der multiplikativen Gruppe kann δ kein Quadrat in k sein, woraus
folgt, daß α ein erzeugendes Element von F×q2 ist. Es ist dann klar, daß [δ] und [α] die












zuna¨chst q ≡ 1 (mod 3), gelte etwa q = 3t+ 1 mit t ∈ N+. Dann ist
τ [α] = αq = α3t+1 = α · (αt)3,
d.h. Aδ la¨ßt die Elemente von H fix, und es gibt drei Bahnen in H, repra¨sentiert von 1, α
und α2. Außerdem ist klar, daß es in (k× k)×/(k × k)×3 genau neun Elemente und sechs
Bahnen unter der Operation von A1 gibt, repra¨sentiert durch (1, 1), (1, δ), (1, δ
2), (δ, δ),
(δ, δ2) und (δ2, δ2). Behauptung (i) folgt dann aus 6.5.
— Gelte jetzt q ≡ 2 (mod 3), etwa q = 3t+ 2 mit t ∈ N+. Dann ist
τ [α] = αq = α3t+2 = α2 · (αt)3,
d.h. Aδ la¨ßt das Element [1] ∈ H fix und vertauscht [α] mit [α2] (man beachte, daß
[1] 6= [α], da Fq2 wegen q2 ≡ 22 ≡ 4 ≡ 1 (mod 3) die dritten Einheitswurzeln entha¨lt).
Es gibt also nur zwei Bahnen in H, repra¨sentiert durch 1 und α. Außerdem ist k× 3−→ k×
wegen µ3 * k× ein Isomorphismus, so daß (k × k)×/(k × k)×3 u¨berhaupt nur aus einem
Element, repra¨sentiert durch (1, 1), besteht. Behauptung (ii) folgt dann wie (i) aus 6.5.
q.e.d.
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6.7 Lemma. Es sei Q(X, Y ) eine nicht-ausgeartete bina¨re kubische Form u¨ber k. Dann
gibt es eine regula¨re Matrix A ∈ GL (2, k) der Form A = ( 1 0ρ 1 ) fu¨r ein ρ ∈ k, so daß
QA(X,Y ) = a ·
(
X3 + bX2Y + cXY 2 + dY 3
)
(25)
fu¨r geeignete a, b, c und d aus k mit a 6= 0 gilt. Sei f das Polynom f(X) := 1
a
·Q(X, 1),
und sei M der Zerfa¨llungsko¨rper von f . Dann verschwindet die Diskriminante von f nicht,
und M ist unabha¨ngig von der Wahl von A.
Beweis: Es sei Q(X, Y ) = a′X3 + b′X2Y + c′XY 2 + d′Y 3. Ist a′ 6= 0, so ist Q(X,Y ) schon
von der Form (25), d.h. wir ko¨nnen ρ = 0 bzw. A = id wa¨hlen.
Sei also a′ = 0. Die Elemente b′, c′ und d′ ko¨nnen dann nicht alle zugleich null sein, da sonst
die Form ausgeartet wa¨re. Weil der Ko¨rper k mehr als drei Elemente hat, gibt es also ein
ρ ∈ k, fu¨r das P (ρ) 6= 0 gilt, wobei P das nicht-konstante Polynom P (X) = d′X3+c′X2+b
bezeichnet. Dann liefert A = ( 1 0e 1 )
QA(X,Y ) = (d
′ρ3 + c′ρ2 + b′ρ)︸ ︷︷ ︸
P (ρ) 6=0
X3 + (b′ + 2c′ρ′ + 3d′ρ2)X2Y + (c′ + 3d′ρ)XY 2 + d′Y 3
die gewu¨nschte Form.
Es seien α1, α2 und α3 die Nullstellen von f in K. Dann gilt







und da Q nach Voraussetzung nicht-ausgeartet ist, folgt aus 6.3(ii), daß die Wurzeln αi
paarweise verschieden sind, d.h. die Diskriminante von f verschwindet nicht.
Sei B ∈ GL (2, k) eine weitere Matrix, fu¨r die QB die Form (25) hat, sei etwa
QB = a
′ · (X3 + b′X2Y + c′XY 2 + d′Y 3) ,
sei g := 1
a′ ·Q(X, 1), und sei C := BA−1 = ( r st u ). Dann ergibt sich:































d.h. die Nullstellen von g sind rationale Ausdru¨cke in den αi mit Koeffizienten aus k, d.h.
der Zerfa¨llungsko¨rper von g liegt in M . Aus Symmetriegru¨nden mu¨ssen die beiden Ko¨rper
dann gleich sein, so daß M also wirklich unabha¨ngig von A ist. q.e.d.
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6.8 Theorem. Es sei Q(X,Y ) = aX3+bX2Y +cXY 2+dY 3 eine nicht-ausgeartete Form












wobei in der Formel fu¨r e die Wurzel von δ so zu wa¨hlen ist, daß e 6= 0 ist (man kann


















Wir haben also bei bina¨ren kubischen Formen eine vollkommen explizite Beschreibung
der Bijektion ϑ aus 5.18; im allgemeinen Fall kennen wir ja nur die Umkehrabbildung ϑ−1
dank 5.17 explizit.
6.9 Bemerkung. In der Arbeit [HM00] werden bina¨re kubische Formen u¨ber viel allge-
meineren Grundringen R untersucht, und unser Resultat 6.5 ist nur ein Spezialfall der
dortigen Ergebnisse. Auch die Formel δ = −∆(Q)
27
wird dort hergeleitet, sie geht sogar auf
klassische Resultate von Eisenstein zuru¨ck.
Interessant und neu ist jedoch die Invariante e in 6.8, die im Fall R = k die explizite
Berechnung von ϑ gestattet.
Bevor wir zum Beweis des Theorems kommen, schicken wir zuna¨chst zwei Lemmata vor-
weg:
6.10 Lemma. Es sei f ∈ k[X] ein (nicht notwendig irreduzibles) normiertes Polynom
vom Grad drei u¨ber k mit Diskriminante ∆ 6= 0, ferner seien δ := −∆
27
, L := k(
√
δ), M
der Zerfa¨llungsko¨rper von f u¨ber k und ζ eine primitive dritte Einheitswurzel in K. Dann
gilt:
(i) Es gibt ein ε ∈ L× mit der Eigenschaft, daß ε in M ′ := M(ζ) dritte Potenz eines
u ∈M ′ ist und daß M ′ = L(ζ, u) ist.
(ii) Ist ε′ ∈ L ein weiteres Element mit M ′ = L(ζ, u′) fu¨r ein geeignetes u′ ∈ M ′ mit
u′3 = ε′, so gilt:
(1) Ist δ kein Quadrat in k× und L also eine echte quadratische Erweiterung von
k, und bezeichnet τ das nicht-triviale Element der Galoisgruppe von L/k, so
existiert ein η ∈ L× derart, daß entweder ε′ = εη3 oder τ(ε′) = εη3 ist.
†Dies ist keine Einschra¨nkung, weil wir im Falle a = 0 nach 6.7 stets eine isomorphe Form mit a 6= 0
finden ko¨nnen
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(2) Ist δ ein Quadrat in k× und also L = k, so existiert ein η ∈ k× derart, daß




(i) Es sei f = X3 + bX2 + cX + d. Fu¨r jedes a ∈ k hat dann das Polynom f(X − a)
























Wir ko¨nnen also ohne Beschra¨nkung der Allgemeinheit annehmen, daß b = 0 gilt.
Setzen wir noch p := c
3
und q := d
2
, so erhalten wir f = X3 + 3pX + 2q.
Dann ist ∆ = −4 · 27 · (p3 + q2), also δ = p3+q2
4
, und wir setzen
ε := −q −
√




wobei wir die Wurzel so wa¨hlen, daß ε 6= 0 ist, was mo¨glich ist, weil die Diskriminante
ja nach Voraussetzung nicht verschwindet. Wa¨hlen wir eine beliebige dritte Wurzel
u ∈ K von ε, und setzen wir v := − p
u
, so folgt nach den Cardanoschen Formeln
([Bos93, 6.1]) dann f = (X − x1)(X − x2)(X − x3) mit
x1 = u+ v,











= ζ2 − ζ = (−1− ζ)− ζ = −1− 2ζ 6= 0
ko¨nnen wir die Gleichungen fu¨r x1 und x2 nach u und v auflo¨sen und erhalten somit
auch die umgekehrte Inklusion L(ζ, ε) ⊆ k′(x1, x2) = M ′.


























Bezeichne µ3 die Gruppe der dritten Einheitswurzeln in k
′. Die Inflations-Restrik-
tions-Sequenzen in der Galoiskohomologie von µ3 bezu¨glich der drei Ko¨rpertu¨rme
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K/M ′/L, K/M ′/L′ und M ′/L′/L liefern das folgende kommutative Diagramm von




















1 // H1(M ′/L′, µ3)
inf // H1(L′, µ3)
res // H1(M ′, µ3)
Wegen [L′ : L] ≤ 2 und (2, 3) = 1 gilt H1(L′/L, µ3) = 1, und bekanntlich gilt fu¨r
einen beliebigen Ko¨rper N ⊂ K, daß H1(N,µ3) isomorph zu N×/N×3 ist. Tragen















1 // H1(M ′/L′, µ3)
inf // L′×/L′×
3 res //M ′×/M ′×
3
Betrachten wir die Elemente [ε] und [ε′] aus L×/L×3, so liegen sie im Kern der Re-
striktion nach M ′×/M ′×
3
, stammen also von Kohomologieklassen aus H1(M ′/L, µ3)
ab, die wir ebenfalls mit [ε] und [ε′] bezeichnen wollen.
Angenommen, [ε] oder [ε′] wa¨re die triviale Klasse, gelte ohne Beschra¨nkung der
Allgemeinheit etwa [ε] = 1. Dann muß res([ε]) trivial in L′×/L′×
3
sein, d.h. die drit-
ten Wurzeln u, ζu und ζ2u von ε liegen schon in L′. Nach Voraussetzung gilt aber
M ′ = L′(u), d.h. in diesem Fall folgt L′ = M ′. Wegen L′ = M ′ = L′(u′) muß dann
aber auch ε′ = u′3 eine dritte Potenz in L′ sein, d.h. auch res([ε′]) ist trivial. Wir
wissen aber schon, daß die Restriktion injektiv ist, es folgt also [ε′] = 1 = [ε], d.h.
die Aussage des Lemmas ist in diesem Fall bewiesen.
Seien also [ε] und [ε′] beide nicht trivial. Wa¨re [ε′] = [ε], so wa¨re die Aussage eben-
falls bewiesen. Wir mu¨ssen also nur den Fall betrachten, daß [ε] und [ε′] verschiedene,
nicht-triviale Klassen sind.
Wegen µ3 ⊂ L′ operiert GM ′/L′ := Gal (M ′/L′) trivial auf µ3, d.h. es ist
H1(M ′/L′, µ3) = Hom (GM ′/L′ , µ3).
Weiter ist [M ′ : L′] ∈ {1, 3}, weil M ′ nach Voraussetzung der Zerfa¨llungsko¨rper des
Polynoms g := X3 − ε ∈ L′[X] ist und g wegen µ3 ⊂ L′ entweder irreduzibel oder
Produkt von drei Linearfaktoren sein muß. Im Falle M ′ = L′ folgte aber wie oben
sofort [ε] = [ε′], und diesen Fall hatten wir ja ausgeschlossen. Also ist M ′/L′ eine
Galoiserweiterung vom Grad drei mit Galoisgruppe A3 und daher H
1(M ′/L′, µ3)
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dreielementig. Da die Untergruppe H1(M ′/L, µ3) die nicht-trivialen, verschiedenen
Elemente [ε] und [ε′] entha¨lt, muß sie ebenfalls dreielementig sein, und es muß
[ε′] = [ε]2 = [ε2]
gelten. Insbesondere ist also der Quotient ε
′
ε2
eine dritte Potenz in L, und wir ko¨nnen













d.h. Teil (2) des Lemmas ist bewiesen.







dritte Potenz in L ist oder a¨quivalent, daß τ(ε) · ε eine dritte Potenz in L ist:
τ(ε2)
ε



















Setzen wir die explizite Formel (26) ein und beachten wir, daß τ(
√
δ) = −√δ gilt,
weil δ kein Quadrat in k ist, so erhalten wir:












= q2 − δ
4
= q2 − (p3 + q2) = (−p)3.
Damit ist das Lemma vollsta¨ndig bewiesen.
q.e.d.
6.11 Lemma. Es seien alle Bezeichnungen wie in 6.8, weiter sei M der Zerfa¨llungsko¨rper
von f := 1
a
· Q(X, 1) wie in 6.7, und es sei M ′ := M(ζ) wie in 6.10. Setze ε′ := e · √δ.
Dann ist ε′ dritte Potenz eines u′ ∈M ′, und es gilt M ′ = k(√δ, ζ, u′).
























Bezeichnen ∆f und ∆g die Diskriminanten vonf bzw. g, so folgt aus 6.3(ii):





























3q · 4a4(p3 + q2)
−2a4 · 4 · 27 · (p3 + q2)
= a3
√
p3 + q2 + a3q
= a3 · (q +
√
p3 + q2)




Werfen wir nun einen Blick zuru¨ck in den Beweis von 6.10(i), so sehen wir, daß zu dem
dort konstruierten ε der Zusammenhang ε′ = (−a)3 · ε besteht. Weil ε die geforderten
Eigenschaften hat, gilt dasselbe auch fu¨r unser ε′, und das Lemma ist bewiesen. q.e.d.







µ3) nur von der Isomorphieklasse [Q] von Q abha¨ngt. Dazu stellen wir
zuerst einmal fest, daß das Bild von δ in k×/k×2 und damit die Isomorphieklasse von Lδ
wegen 6.3 tatsa¨chlich nur von [Q] abha¨ngen.
Sei nun Q′(X, Y ) = a′X3 + b′X2Y + c′XY 2 + d′Y 3 eine weitere Form aus [Q] mit a′ 6= 0,
und seien δ′ und e′ die zugeho¨rigen Invarianten. Gema¨ß 5.11 mu¨ssen wir zeigen, daß es
ein a ∈ Aδ und ein y ∈ L×δ gibt mit e′ = a[ey3] bzw. (e′,
√
δ′





Seien alle Bezeichnungen wie in 6.10, und sei zuna¨chst δ kein Quadrat in k. Nach 6.10 und









gilt. Nach 6.3(i) ist δ
′
δ
eine sechste Potenz in k×, gelte etwa δ
′
δ
= ν6. Dann ko¨nnen wir im
ersten Fall a := id und y := η
ν





δ) = −√δ und τ(ν) = ν gilt):










































δeη3 gilt. Setze dann im ersten Fall a := id






































































Damit haben wir bewiesen, daß die Q zugeordnete Form der Fermatgleichung nur von
der Isomorphieklasse [Q] abha¨ngt. Es bleibt zu zeigen, daß die zugeordnete Form wieder
isomorph zu Q ist. Wir wissen aber schon aus 6.5, daß es eine Form P := P 32 {(L′δ, x)}
gibt, die isomorph zu Q ist. Wir mu¨ssen also nur zeigen, daß P sich selbst zugeordnet
wird.
Seien also δ′ ∈ k× und x ∈ Lδ′ beliebig. Gelte zuna¨chst δ 6∈ k×2 und x = y + zα mit
α2 = δ′. Dann erhalten wir nach 5.17 bezu¨glich der Basis {1, α} von Lδ′ :
P := P 32 {(δ′, x)}
= TrLδ′/k
[
(y + zα) · (X + αY )3]
= TrLδ′/k
[
(y + zα)X3 + (3yα + 3δ′z)X2Y + (3δ′y + 3δ′zα)XY 2 + (δ′2z + δ′yα)Y 3
]
= (2y)X3 + (6δ′z)X2Y + (6δ′y)XY 2 + (2δ′2z)Y 3.
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Also gilt a = 2y, b = 6δ′z, c = 6δ′y und d = 2δ′2z.
1. Fall: y 6= 0,
dann ist a 6= 0, und wir ko¨nnen uns direkt daran machen, die Invarianten zu berechnen:
∆(P ) = −1728 δ′3(y2 − δ′z2)2 = (−27δ′) · [8δ′(y2 − δ′z2)]2,
δ = δ′ · [8δ′(y2 − δ′z2)]2,
e = y − δ
′2(y2 − δ′z2)z
δ′2(y2 − δ′z2) · α = y − zα = τ [y + zα] = τ [x].
2. Fall: y = 0,
wegen x 6= 0 muß dann z 6= 0 sein, und wir ko¨nnen zu PA fu¨r A := ( 0 11 0 ) u¨bergehen:
PA = (2δ
′2z)X3 + (6δ′y)X2Y + (6δ′z)XY 2 + (2y)Y 3.
Wegen det(A) = −1 und 6.3(i) ist ∆(PA) = ∆(P ), d.h. auch δ ist dasselbe wie oben, und
fu¨r e ergibt sich
e = δ′2z − δ
′4z2y − δ′3y3
δ′2(y2 − δ1z2)
· α = δ′2z + δ′yα = (y + αz) · α3 = x · α3.
— In beiden Fa¨llen ist die Aussage damit gezeigt.
Es bleibt der Fall, daß δ′ ein Quadrat in k ist. Sei x = (y, z), dann erhalten wir nach 5.17
bezu¨glich der Basis {(1, 0), (0, 1)} die Darstellung
P := P 32 {(δ′, x)} = yX3 + zY 3,
d.h. a = y, b = c = 0 und d = z. Wegen y, z ∈ k× beno¨tigen wir diesmal glu¨cklicherweise
keine Fallunterscheidung:
∆(P ) = −27y2z2,




















) = (y, z) = x,
und auch in diesem Fall ist die Behauptung gezeigt. Damit ist das Theorem vollsta¨ndig
bewiesen. q.e.d.
6.12 Beispiel. Zu welcher Form P 32 {b} ist die bina¨re kubische Form Q(X, Y ) := X2Y +
XY 2 u¨ber Q isomorph?
Zuna¨chst berechnen wir mit (24) die Diskriminante und erhalten ∆(Q) = 0 + 0 + 12 · 12−
0− 0 = 1; insbesondere ist Q also nicht-ausgeartet.
Leider ist der Koeffizient von X3 null, so daß wir Q zuna¨chst mit Hilfe von 6.7 transfor-
mieren mu¨ssen. Mit den Bezeichnungen aus dem Beweis von 6.7 mu¨ssen wir ein ρ ∈ Q
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mit P (ρ) = ρ2 + ρ 6= 0 suchen — nehmen wir zum Beispiel ρ := 1. Dann ist A = ( 1 01 1 ),
und wir erhalten die isomorphe Form
QA(X, Y ) = Q(X,X + Y ) = 2X
3 + 3X2Y +XY 2,
also a = 2, b = 3, c = 1 und d = 0.
Nun ko¨nnen wir die Invarianten δ und e berechnen, wobei wir beachten, daß wegen 6.3(i)
die Diskriminante von QA wegen det(A) = 1 gleich ∆(Q) ist:






− 0 + 2 · 3
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7 Formen der Fermatgleichung in F˜n,mk
Es seien wieder m,n ≥ 1 natu¨rliche Zahlen, k ein Ko¨rper mit (char k) - m!, K := k¯
ein separabler algebraischer Abschluß von k, G := Gal(K/k) die absolute Galoisgruppe
und Pmn := X
m
1 + . . . + X
m
n ∈ k[Xi]. — Diesmal wollen wir Pmn aber in erster Linie als
ein Objekt aus F˜n,mk auffassen! — Wie wir in der Einleitung erla¨utert haben, ist dies
die natu¨rlichere Sicht, wenn wir Pmn als ”
Gleichung“ sehen und (nur) an der Anzahl der
Lo¨sungen dieser Gleichung interessiert sind.
In diesem Kapitel werden wir untersuchen, wie man die Ergebnisse aus dem fu¨nften
Kapitel modifizieren muß, um die K/k-Formen der Fermatgleichung in F˜n,mk zu verstehen.
7.1 Satz/ Definition. Die Gruppe µm bettet sich diagonal in die Gruppe µ
n
m und damit
in das Kranzprodukt von Sn mit µm ein, wo sie im Zentrum liegt und also ein Normalteiler
ist; bezeichne A˜ := A˜mn den Quotienten:







Dann induziert die in 5.1 definierte Einbettung Sn
∫
µm ↪→ GL(n,K) eine Einbettung









  //___________ PGL(n,K),
=
und bezu¨glich dieser Einbettung ist A˜ eine Untergruppe der Automorphismengruppe von
Pmn in F˜n,mK . Ist m ≥ 3, so gilt sogar Gleichheit, d.h. in diesem Fall haben wir
A(Pmn ) := AutF˜n,mK
(Pmn ) = A˜.
Beweis:
• wohldefiniert: Klar!
• Einbettung: Seien (ζi)i · σ und (ξi)i · τ zwei Elemente aus A˜, die in PGL(n,K) auf
dasselbe Element abgebildet werden, d.h. die Bilder von (ζi)i · σ und (ξi)i · τ in
GL(n,K) unterscheiden sich nur um ein Skalar c ∈ K×. Dann folgt aber sofort, daß
σ = τ und ζi = c · ξi fu¨r alle i ∈ {1, . . . , n} gilt, daß also c ∈ µm ist und damit
(ζi)i · σ = (ξi)i · τ .
• Untergruppe von A(Pmn ): Klar nach Definition von A(Pmn )!
• Gleichheit im Fall m ≥ 3: Sei also m ≥ 3, und sei B¯ ∈ PGL(n,K) ein K-
Automorphismus von Pmn , repra¨sentiert durch B ∈ GL(n,K). Nach Definition von
Morphismen in der Kategorie F˜n,mK gibt es dann ein c ∈ K× mit Pmn (BX) = c ·Pmn .











)m · Pmn (BX) = Pmn ,
d.h. B′ ist ein K-Automorphismus von Pmn in der Kategorie Fn,mK . Nach 5.2 ist B′
dann ein Element aus Sn
∫
µm, und die Behauptung folgt, da natu¨rlich B¯′ = B¯ in
PGL(n,K) gilt.
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q.e.d.
7.2 Lemma/ Definition. Die Gruppe Sn operiert via
σ(ζ1, . . . , ζn) := (ζσ−1(1), . . . , ζσ−1(n))
von links auf der Gruppe µnm/µm (wobei µm wieder diagonal in µ
n
m eingebettet sei), und
die offensichtliche Abbildung
A˜ = (µnm o Sn) /µm −→ (µnm/µm)o Sn
(ζi)i · σ 7→ (ζi)i · σ












(fu¨r s ∈ G, ζ1, . . . , ζn ∈ µm und σ ∈ Sn beliebig) (27)
wird auf A˜ eine stetige Links-G-Operation definiert, die den Normalteiler (µnm/µm) E A˜
invariant la¨ßt.
Ist m ≥ 3 (und also A˜ = AutK(Pmn ) nach 7.1), so stimmt diese Operation mit der in
Beispiel 1.6(v) definierten und nach Beispiel 3.5(ii) stetigen Operation u¨berein.
Beweis:
• diskrete G-Gruppen-Struktur: Die Gruppe Sn
∫
µm ist nach 2.16 eine diskrete G-
Gruppe, und man sieht sofort, daß der Normalteiler µm E Sn
∫
µm invariant unter
der G-Operation ist. Nach 2.11 ist dann auch der Quotient A˜ eine diskrete G-
Gruppe, und Formel (27) ergibt sich sofort aus 2.11 und 7.2.
Diese Operation auf A˜ ist offenbar auch die (fu¨r S = G, T = Sn und A = µ
n
m/µn)
durch 2.14 definierte, woraus insbesondere folgt, daß der Normalteiler µnm/µn E A˜
invariant ist, eine Tatsache, die man natu¨rlich auch direkt aus (27) ablesen kann.
• U¨bereinstimmung im Fall m ≥ 3: Fu¨r jede Operation von G auf A˜ muß s((µi)i · σ) =
s(µi)i · sσ gelten, und nach Gleichung (4) operiert G auf PGL(n,K) durch Operation
auf den Eintra¨gen einer repra¨sentierenden Matrix, woraus s(µi)i = (sµi)i und
sσ = σ
folgt, da man das Bild von σ in PGL(n,K) durch eine Permutationsmatrix mit
Eintra¨gen aus {0, 1}, also insbesondere aus k, repra¨sentieren kann und σ demnach
fix unter der Galois-Operation ist.
q.e.d.
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7.4 Lemma/ Definition. Von nun an bezeichne p : Sn
∫
µm  A˜ die kanonische Pro-
jektion. Folgendes Diagramm ist dann kommutativ in der Kategorie der diskreten G-





























7.5 Lemma. Der Morphismus von Koeffizientenerweiterungen aus 3.11(iv) induziert nach
3.4, 3.5(ii) und 3.10 das folgende Diagramm in der Kategorie der punktierten Mengen,


















(as) 7→ (a¯s) // H1cont(G,A(Pmn )).
Beweis: Sei Q eine beliebige Form von Pmn in der Kategorie F˜n,mk . Es gibt also einen
Isomorphismus A¯ ∈ PGL (n,K) von Y nach Pmn . Wird A¯ durch eine regula¨re Matrix A
repra¨sentiert, so bedeutet das nach Definition, daß es ein λ ∈ K× gibt mit Pmn (AX) = λ·Q.
Setzt man demnach A′ := 1m√
λ









· Pmn (AX) =
1
m
·m ·Q = Q,
d.h. A′ definiert einen Isomorphismus von Q nach Pmn in Fn,mk . Das Polynom Q ist also
auch dort eine Form von Pmn , und die Surjektivita¨t von ϕ ist bewiesen. q.e.d.
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7.6 Korollar. Ist m ≥ 3, so ist das Bild von EF˜n,mk (K/k, P
m
n ) unter ϑ gleich dem Bild
von H1cont(G,AutFn,mk (P
m









Beweis: Klar nach 5.2, 5.18, 7.1 und 7.5! q.e.d.
7.7 Satz. Zwei Klassen aus H1cont(G,Sn
∫
µm), gema¨ß 5.11 gegeben durch Paare (L, x) und
(L′, x′), werden genau dann unter H1cont(p) in H
1
cont(G, A˜) auf dieselbe Klasse abgebildet,
wenn es ein λ ∈ k× gibt mit (L′, x′) = (L, λx) ∈ H1cont(G,Sn
∫
µm).
Beweis: Wir bezeichnen den durch (L, x) definierten 1-Kozykel von G in Sn
∫
µm mit
b = (bs), twisten die untere kurze exakte Sequenz aus Diagramm (28) mit b, gehen zur
langen exakten Kohomologiesequenz u¨ber (vgl. 2.27!) und erhalten:





Wie man leicht sieht, liegt der Normalteiler µm im Zentrum von Sn
∫
µm, d.h. nach 2.24
gilt µm,b = µm. Wir haben also den wohlbekannten Kummerisomorphismus











Nach 2.33 hat die durch (L′, x′) gegebene Klasse genau dann dasselbe Bild wie b in
H1cont(G, A˜), wenn sie durch einen 1-Kozykel der Form (as ·bs) gegeben wird fu¨r eine Klasse
(as) aus H
1









mit λ ∈ k×. Einsetzen der expliziten Formel fu¨r (bs) aus 5.11 liefert (wobei (cs) den durch






























(Fu¨r die letzte Gleichheit beachte man, daß alle s ∈ G und alle ϕ ∈ M nach Definition
k-Morphismen sind, also λ auf sich selbst abbilden!)
Insgesamt erhalten wir, daß die Klasse (L′, x′) genau dann dasselbe Bild wie (L, x) in
H1cont(G, A˜) hat, wenn sie von der Form (L, λx) fu¨r ein geeignetes λ ∈ k× ist — und dies
ist gerade die Behauptung, der Satz ist also bewiesen. q.e.d.
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7.8 Korollar. Fu¨r eine separable k-Algebra L wollen wir zwei Klassen [x], [x′] aus der
Menge Autk(L)\(L×/L×m), repra¨sentiert durch Elemente x, x′ ∈ L×, a¨quivalent nennen,
wenn es ein λ ∈ k× gibt mit [x] = [λx′], d.h. mit (L, x) = (L, λx′) ∈ H1cont(G,Sn
∫
µm). —
Nach 5.11 ist (L, x) = (L, λx′) a¨quivalent dazu, daß es ein y ∈ L× und ein a ∈ Autk(L)
gibt mit x = ψ(a[λx′ym]).
Die Menge der A¨quivalenzklassen werde mit Autk(L)\(L×/L×m)/k× bezeichnet. Wir ha-
ben dann das folgende kommutative Diagramm von punktierten Mengen:∐
[L]














Dabei laufen die disjunkten Vereinigungen u¨ber alle k-Isomorphieklassen von endlichen,
separablen k-Algebren L vom Grad n, und die ausgezeichneten Elemente sind die durch
(kn, 1) gegebenen.
Beweis: Klar nach 5.11 und 7.7! q.e.d.







Die Umkehrabbildung schickt ein Paar (L, x) auf die Isomorphieklasse von Pmn {(L, x)}.
Beweis: Klar nach 7.6 und 7.8! q.e.d.
Als Anwendung werden wir nun nicht-ausgeartete bina¨re kubische Formen u¨ber einem
endlichen Ko¨rper k bis auf Isomorphie in F˜2,3k klassifizieren:
7.10 Korollar. Es sei speziell k ein endlicher Ko¨rper, und es sei Q eine beliebige nicht-
ausgeartete bina¨re kubische Form u¨ber k.
Seien alle Bezeichnungen wie in 6.6, dann gilt:
(i) Entha¨lt k die dritte Einheitswurzeln, so ist Q in F˜2,3k isomorph zu einer der fol-
genden drei getwisteten Fermatformen (wobei wieder {1, β} als Basis von Lδ und
{(1, 0), (0, 1)} als Basis von L1 = k × k gewa¨hlt wurden):
P 32 {(L1, (1, 1))} = X3 + Y 3,
P 32 {(L1, (1, δ))} = X3 + δY 3,
P 32 {(Lδ, 1)} = 2X3 + 6δXY 2.
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(ii) Entha¨lt k die dritten Einheitswurzeln nicht, so ist Q in F˜2,3k isomorph zu einer
der folgenden drei getwisteten Fermatformen (wobei die Basen wie oben gewa¨hlt
wurden):
P 32 {(L1, (1, 1))} = X3 + Y 3,
P 32 {(Lδ, 1)} = 2X3 + 6δXY 2
P 32 {(Lδ, α)} = Trk′/k(α) ·X3 + 3 · Trk′/k(αβ) ·X2Y
+3δ · Trk′/k(α) ·XY 2 + δ · Trk′/k(αβ) · Y 3.
Beweis: Es sei k = Fq.
(i) Es ist (δ, δ) = δ · (1, 1), (δ2, δ2) = δ2 · (1, 1) und (1, δ2) = τ [δ2 · (δ, 1)], ferner (δ, δ2) =
δ · (1, δ). Aus 7.8 folgt dann, daß sowohl die Klassen (L1, (1, 1)), (L1, (δ, δ)) und
(L1, (δ
2, δ2)) als auch die Klassen (L1, (1, δ)), (L1, (1, δ
2)) und (L1, (δ, δ
2)) a¨quivalent
sind. Außerdem sieht man leicht, daß (L1, (1, 1)) und (L1, (1, δ)) nicht a¨quivalent sein
ko¨nnen.
Um zu beweisen, daß auch die Klassen (Lδ, 1), (Lδ, α) und (Lδ, α
2) a¨quivalent sind,
schreiben wir q als 3s+ 1 mit s ∈ N+; dann gilt
∈L×δ
3︷ ︸︸ ︷
(αs+1)3 ·1 · 1
δ







·1 · δ = α−3s+(3s+1+1) = α2.
(ii) Wir mu¨ssen uns nur u¨berlegen, daß (Lδ, 1) und (Lδ, α) nicht a¨quivalent sind. Schrei-
be q als 3s+ 2 mit einem s ∈ N+! Wa¨ren (Lδ, 1) und (Lδ, α) a¨quivalent, dann ga¨be
es nach 7.8 Zahlen u, v ∈ N0 mit α = (αu)3 · 1 · δv oder αq = (αu)3 · 1 · δv. Das kann
aber nicht sein, da zwar
(αu)3 · 1 · δv = α3u+(3s+2+1)v = (αu+(s+1)v)3
eine dritte Potenz ist, α und αq aber offenbar nicht.
q.e.d.
7.11 Beispiele. Wir wollen die Beispiele 5.16 und 5.25 fortsetzen und die C/R-Formen
von P 43 sowie die F5/F5-Formen von P 34 berechnen:
(i) Nach 7.7 definieren
(




R3, (−1,−1,−1)) dieselbe Klasse, ebenso(
R3, (1, 1,−1)) und (R3, (1,−1,−1)) sowie (C2 × R, (1, 1)) und (C2 × R, (1,−1)).
Also folgt, daß es genau drei C/R-Formen von P 43 gibt, na¨mlich
E(C/R, P 43 ) = {x4 + y4 + z4, x4 + y4 − z4, 2x4 − 12x2y2 + 2y4 + z4}.
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(ii) Wie schon bemerkt, ist das Nehmen der dritten Potenz in F5 bijektiv, d.h. fu¨r jede
k-Algebra L (die separabel und endlich vom Grad vier u¨ber F5 ist) gilt k× ⊆ (L×)3.
Deswegen haben wir offenbar
AutF5\(L×/(L×)3)/F×5 = AutF5\(L×/(L×)3),
und wir sehen, daß alle neun in 5.25 aufgelisteten Formen auch in der Kategorie
F˜4,3 paarweise nicht-isomorph bleiben.
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8 Spezialisierung
Es seien n,m ∈ N+ positive natu¨rliche Zahlen, A ein Dedekind-Ring, K der Quotien-
tenko¨rper von A und p ⊂ A ein maximales Primideal mit zugeho¨riger diskreter Bewertung
vp : K  Z ∪ {∞} und Restklassenko¨rper κ(p). Ferner sei L/K eine Galoiserweiterung
mit Galoisgruppe G, B der ganze Abschluß von A in L und P ⊂ B ein maximales Prim-
ideal von B, das u¨ber p liegt, mit Restklassenko¨rper κ(P). Wir setzen voraus, daß die
Restklassenko¨rpererweiterung κ(P)/κ(p) separabel ist.
In diesem Kapitel werden wir die Spezialisierung, d.h. die Reduktion modulo p, sowohl
fu¨r Objekte P aus F˜n,mK als auch fu¨r Kohomologieklassen aus H1cont(G,A(P )) definieren
und insbesondere zeigen, daß diese beiden Reduktionen miteinander vertra¨glich sind. Wir
werden dann speziell den Fall der Fermatgleichung Pmn betrachten und untersuchen, wie
sich die Spezialisierung in Termen der Charakterisierung von Kohomologieklassen durch
Paare (L, x) ausdru¨cken la¨ßt.
8.1 Lemma/ Definition. Fu¨r eine Matrix M = (mij)ij ∈ End (Kn) setze vp(M) :=
mini,j vp(mij) ∈ Z ∪ {∞}.
Sei nun M¯ ∈ PGL (n,K), repra¨sentiert durch M ∈ GL (n,K). Dann gilt:
(i) vp(detM) ≥ n · vp(M),
(ii) vp(detM) = n · vp(M) ⇔ M¯ ∈ PGL (n,Ap).
Beweis: Fixiere ein pi ∈ A mit vp(pi) = 1!
• (i): Klar, weil die Determinante ein homogenes Polynom vom Grad n in den Koef-
fizienten von M ist!
• (ii)⇐: Es gebe also ein M ′ ∈ GL (n,Ap) und ein c ∈ K× mit M = cM ′. Aus
detM ′ ∈ A×p folgt zuna¨chst vp(detM ′) = 0. Außerdem gilt offenbar vp(M ′) ≥ 0.
Angenommen, es wa¨re vp(M
′) > 0. Dann folgte 1
pi
M ′ ∈ End (n,Ap), aber es ist
det 1
pi
M ′ = 1
pin
det(M ′), d.h. vp(det 1piM
′) = −n < 0, so daß det 1
pi
M ′ 6∈ A×p —
Widerspruch!
Also gilt vp(M
′) = 0, und es ergibt sich:
vp(detM) = vp(det cM
′) = vp(cn detM ′) = n · vp(c) + vp(detM ′)︸ ︷︷ ︸
=0
= n · vp(c) = n · (vp(c) + vp(M ′)︸ ︷︷ ︸
=0
) = n · vp(c) = n · vp(cM ′) = n · vp(M).
• (ii)⇒: Setze M ′ := pi−vp(M)M . Dann gilt vp(M ′) = −vp(M) + vp(M) = 0, d.h.
M ′ ∈ End (n,Ap), und
vp(detM
′) = vp(pi−n·vp(M) · detM) = −n · vp(M) + vp(detM) Vor.= 0.




PGL (n,BP) ∩ PGL (n,K) = PGL (n,Ap) (in PGL (n, L)!)
Beweis:
• ⊇: Klar!
• ⊆: Sei M¯ ∈ PGL (n,BP) ∩ PGL (n,K) gegeben, repra¨sentiert durch eine Matrix
M ∈ GL (n,K). Nach Voraussetzung wird M¯ auch durch eine Matrix aus GL (n,BP)
repra¨sentiert; deren endlich viele Koeffizienten liegen schon in einer endlichen Ga-
loiserweiterung von K, so daß wir ohne Beschra¨nkung der Allgemeinheit annehmen
du¨rfen, daß L/K endlich ist; insbesondere ist dann B wieder ein Dedekind-Ring,
die zugeho¨rige diskrete Bewertung werde mit vP bezeichnet. Sei e := e(P/p) ∈ N
der Verzweigungsindex, dann folgt:
e · vp(detM) = vP(detM) 8.1= n · vP(M) = n · e · vp(M)
⇒ vp(detM) = n · vp(M) 8.1⇒ M¯ ∈ PGL (n,Ap).
q.e.d.
8.3 Lemma/ Definition. Es seien P und Q Objekte aus F˜n,mK (d.h. also von Null ver-
schiedene homogene Polynome vom Grad m in n Variablen u¨ber K) mit [Q] ∈ E(L/K,P )
(d.h. also, daß Q eine L/K-Form von P ist).
Das Polynom Q (oder genauer die K-Isomorphieklasse [Q] von Q) heißt p-reduzible Form
von P , wenn es einen Isomorphismus M¯ : QL
∼−→ PL ∈ PGL (n, L) mit M¯ ∈ PGL (n,BP)
gibt.
Diese Definition ha¨ngt nicht von der Wahl des Primideals P u¨ber p ab.
Beweis: Sei Q p-reduzibel bezu¨glich P, und sei P′ ein weiteres maximales Primideal von
B, das u¨ber p liegt. Wir haben zu zeigen, daß Q dann auch p-reduzibel bezu¨glich P′ ist.
Sei also ein M ∈ GL (n,BP) gegeben, das einen Isomorphismus M¯ : QL ∼−→ PL repra¨sen-
tiert. Wa¨hle einen Zwischenko¨rper K˜ der Erweiterung L/K, der endlich und galoissch
ist und alle Koeffizienten von M entha¨lt! Bezeichnet A˜ den ganzen Abschluß von A in
K˜, und setzt man P˜ := P ∩ A˜ und P˜′ := P′ ∩ A˜, so folgt aus 8.2, angewandt auf die
Erweiterung L/K˜ und die Primideale P|P˜, daß M¯ in PGL (n, A˜P˜) liegt; wir du¨rfen also
ohne Beschra¨nkung der Allgemeinheit annehmen, daß M schon aus GL (n, A˜P˜) ist.
Weil K˜/K endlich und galoissch ist, gibt es ein s˜ ∈ Gal (K˜/K) mit s˜P˜ = P˜′. Wa¨hle eine
Fortsetzung s ∈ Gal (L/K) von s˜ auf L! Dann ist auch sM ∈ PGL (n, L) ein Isomorphis-
mus von QL nach PL, und
sM = s˜M ∈ GL (n, A˜s˜P˜) = GL (n, A˜P˜′) ⊆ GL (n,BP′),
d.h. Q ist auch p-reduzibel bezu¨glich des Primideals P′. q.e.d.
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8.4 Definition. Fu¨r ein Objekt P aus F˜n,mK definiere die punktierte Menge
E(L/K,P )(p) := {[Q] ∈ E(L/K,P ) | ∃Q′ ∈ [Q] : Q′ ist p-reduzible Form von P}.




1 · . . . · X inn aus
F˜n,mK setze vp(P ) := mini1,...,in vp(αi1,...,in) ∈ Z.
Ist dann M ∈ GL (n,Ap) beliebig, so gilt vp(P (MX)) = vp(P ).
Beweis: Das folgende Diagramm kommutiert:
Ap[X1, . . . , Xn] ∼
M //

Ap[X1, . . . , Xn]

κ(p)[X1, . . . , Xn]
∼
M mod p
// κ(p)[X1, . . . , Xn].
=
Gelte zuna¨chst vp(P ) = 0. Dann ist also P mod p 6= 0, wird also auch unter M mod p
auf ein von Null verschiedenes Polynom abgebildet, woraus aus der Kommutativita¨t des
Diagramms folgt, daß vp(P (MX)) = 0 sein muß.
Im allgemeinen Fall wa¨hle man wieder ein pi ∈ Ap mit vp(pi) = 1 und betrachte das
Polynom P˜ := pi−vp(P )P ; offenbar gilt vp(P˜ ) = 0 und damit
vp(P (MX)) = vp(pi
vp(P )P˜ (MX)) = vp(P ) + vp(P˜ (MX))
= vp(P ) + vp(P˜ ) = vp(pi
vp(P )P˜ ) = vp(P ).
q.e.d.
8.6 Lemma/ Definition. Definiere zuna¨chst die Abbildung
Ob (F˜n,mK ) −→ Ob (F˜n,mκ(p))/Homothetie
P 7→ [P (p)] := [(pi−vp(P )P ) mod p],
wobei pi ∈ Ap ein beliebiges Element mit vp(pi) = 1 sei, und sei jetzt P ∈ Ob (F˜n,mK ) ein
Objekt mit der Eigenschaft, daß die Automorphismengruppe AutL(P ) in PGL (n,BP)
liegt. Dann haben wir die folgende wohldefinierte Spezialisierungsabbildung:




[Q] 7→ [Q′(p)] (fu¨r eine p-reduzible Form Q′ ∈ [Q] von P ),
wobei man beachte, daß die Menge E(κ(P)/κ(p), P (p)) nur von der Isomorphieklasse von
P (p) und also nicht von der Wahl von pi abha¨ngt!
Beweis:
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• Wohldefiniertheit von P 7→ P (p): Ist P ein Objekt aus F˜n,mK , so ist vp(pi−vp(P )P ) = 0,
d.h. die Reduktion modulo p ist nicht das Nullpolynom und also ein Objekt aus
F˜n,mκ(p) .
• Unabha¨ngigkeit von pi: Ist auch pi′ ∈ Ap ein Element mit vp(pi′) = 1, so gilt pipi′ ∈ Ap×,
d.h. die Polynome pi−vp(P )P und pi′−vp(P )P unterscheiden sich modulo p nur um ein
Element aus κ(p)×, d.h. um eine Homothetie.
• Wohldefiniertheit von sp: Wir zeigen zuna¨chst: Ist Q′ eine p-reduzible Form von P ,
so ist Q′(p) eine κ(P)/κ(p)-Form von P (p). Sei hierzu pi ∈ B mit vP(pi) = 1, und
sei e := e(P/p) der Verzweigungsindex. Offenbar gilt:
P (p) = (pi−evp(P )PL) mod P und
Q′(p) = (pi−evp(Q
′)Q′L) mod P.
Nach Voraussetzung gibt es ein M ∈ GL (n,BP) und ein λ ∈ L× mit PL(MX) =
λ ·Q′L, woraus folgt:
(pi−evp(P )PL)(MX) = pi−evp(P ) · λ ·Q′L = (pi−evp(P ) · λ · pievp(Q
′)) · (pi−evp(Q′)Q′L)
= (pie[vp(Q








= vP(PL(MX)) = vP(λ ·Q′L) = vP(λ) + vP(Q′L)
=⇒ vP(λ) = vP(PL)− vP(Q′L) = e[vp(P )− vp(Q′)]
=⇒ vP(λ′) = 0.
Also liegt λ¯′ in κ(P)×, womit aus Gleichung (29) folgt, daß die Reduktion M¯ von
M modulo P einen Isomorphismus von (Q′(p))κ(P) nach (P (p))κ(P) definiert.
Jetzt mu¨ssen wir noch die Unabha¨ngigkeit von der Wahl der p-reduziblen Form
Q′ zeigen. Sei also Q′′ eine weitere p-reduzible Form von P . Wir haben dann nach
Voraussetzung Isomorphismen Q′L
M ′−→ PL, Q′′L M
′′−−→ PL und Q′ N−→ Q′′ mit M ′,M ′′ ∈
PGL (n,BP) und N ∈ PGL (n,K). Setzen wir O := M ′′NLM ′−1, so erhalten wir
















Der Morphismus O ist also ein Automorphismus von PL, d.h. nach Voraussetzung
an P ein Element aus PGL (n,BP). Dann muß aber auch N in PGL (n,BP) liegen,
d.h.
N ∈ PGL (n,BP) ∩ PGL (n,K) 8.2= PGL (n,Ap).
Die Reduktion von N modulo p definiert also einen κ(p)-Isomorphismus von Q′p




p definieren in E(κ(P)/κ(p), Pp) dasselbe Element.
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q.e.d.
8.7 Lemma. Es sei P ein Objekt aus F˜n,mK mit AutL(P ) ≤ PGL (n,BP) und Q eine
L/K-Form von P . Dann gilt:




• ⇐: Klar nach Definition von
”
p-reduzibel“!
• ⇒: Ist Q eine p-reduzible Form von P , so gibt es einen Isomorphismus QL M−→ PL
mit M ∈ PGL (n,BP). Ist nun QL M
′−→ PL ein beliebiger Isomorphismus, so ist
M ′M−1 ein Automorphismus von PL und also nach Voraussetzung ein Element von
PGL (n,BP). Dann muß aber auch M
′ in PGL (n,BP) liegen.
q.e.d.
8.8 Lemma. Ist m ≥ 3, entha¨lt L die m-ten Einheitswurzeln, und bezeichnet Pmn ∈







µm)/µm ≤ PGL (n,B) ≤ PGL (n,BP).
Beweis: Klar, da die m-ten Einheitswurzeln ganz u¨ber Z, also insbesondere auch ganz
u¨ber A sind und damit in B liegen! q.e.d.
8.9 Beispiel. Es sei speziell n := 2, m := 3, A := Z (also K = Q) und L := Q(
√
3), also
B = OL = Z[
√
3]. Betrachte das Polynom P := X3 + Y 3 ∈ Ob (F˜2,3Q ). Weil L die dritten
Einheitswurzeln nicht entha¨lt, gilt offenbar




∩PGL (2, L) = S2 ≤ PGL (2, B),






∈ GL (2, L) und Q := 5
9
X3 + 5XY 2 ∈ Ob (F˜2,3Q ). Es gilt:
P (MX) = (X +
√
3Y )3 + (X −√3Y )3
= X3 + 3
√
3X2Y + 9XY 2 + 3
√
3Y 3 +X3 − 3√3X2Y + 9XY 2 − 3√3Y 3




Die Matrix M , aufgefaßt als Element von PGL (2, L), definiert also einen Isomorphismus
von QL nach PL, d.h. Q ist eine L/Q-Form von P .
Die Determinante von M ist (−2√3), und wir erhalten (unter Beru¨cksichtigung der wohl-
bekannten Tatsache, daß L/Q genau bei 2 und 3 verzweigt ist):
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• vP(M) = 0 fu¨r alle maximalen Primideale P von B.
• vP(detM) =

2 , falls P|2
1 , falls P|3
0 sonst.
Wegen 8.1 und 8.7 folgt hieraus fu¨r eine Primzahl p, daß Q genau dann (p)-reduzible Form








X3 + 5XY 2 mod 11] = [3X3 + 5XY 2] ∈ E(F11/F11, X3 + Y 3).
(Hierbei beachte man, daß (5) unzerlegt und (11) vollzerlegt ist!)
8.10 Lemma/ Definition. Es sei wieder ein Objekt P aus F˜n,mK gegeben mit AutL(P ) ≤
PGL (n,BP). Wir haben dann eine offensichtliche Abbildung AutL(P )
f−→ Autκ(P)(P (p)),
die einen Repra¨sentanten M aus PGL (n,BP) auf die Klasse von M mod P abbildet.
Bezeichne GP ≤ G die Zerlegungsgruppe von P in G und IP E GP die Tra¨gheitsgrup-
pe, und definiere H1cont(G,AutL(P ))(P), die Menge der P-reduziblen Kohomologieklas-
sen, als die punktierte Teilmenge der Kohomologieklassen in der punktierten Menge
H1cont(G,AutL(P )), die unter H
1
cont(f) in den Kern der Restriktion von G auf IP ab-
gebildet werden. Nach Satz 2.36 erhalten wir dann die folgende Spezialisierungsabbildung,






) inf−1−−−→ H1cont(GP/IP,Autκ(P)(P (p))),
wobei wir beachten, daß GP/IP = Gal (κ(P)/κ(p)) =: G(P) gilt.
Beweis: Klar, wenn man beachtet, daß IP trivial auf Autκ(P)(P (p)) operiert, so daß also
Autκ(P)(P (p))
IP = Autκ(P)(P (p))
gilt! q.e.d.
8.11 Satz. Es seien alle Voraussetzungen wie in 8.10, und es gelte zusa¨tzlich, daß m
teilerfremd zur Charakteristik von κ(p) ist und daß p unzerlegt in L ist. Dann induziert




) ∼−→ H1cont(G,AutL(P ))(P).
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Beweis: Offenbar ist der Gruppenhomomorphismus f aus 8.10 wegen (m, char (κ(p))) =









) res−→ H1cont(IP,Autκ(P)(P (p))),







8.12 Lemma/ Definition. Es sei speziell A vollsta¨ndig und lokal, d.h. A ist ein voll-
sta¨ndiger diskreter Bewertungsring mit Quotientenko¨rper K, maximalem Ideal p und
Restklassenko¨rper κ(p).
Dann haben wir eine Kategoriena¨quivalenz
F1 : {unverzweigte, kommutative, separable K-Algebren vom Grad n u¨ber K}
∼ {kommutative, separable κ(p)-Algebren vom Grad n u¨ber κ(p)}.
Ist Λ ein Objekt der linken Seite, Λ =
∏t
i=1 Λi mit Ko¨rpern Λi, und bezeichnet Ci den








Ist umgekehrt λ =
∏u
j=1 λj ein Objekt der rechten Seite mit Ko¨rpern λj, so werden die λj
nach dem Hauptsatz der Galoistheorie durch offene Untergruppen Vj ≤ Gκ(p) der absolu-
ten Galoisgruppe Gκ(p) von κ(p) gegeben. Bezeichne GK die absolute Galoisgruppe von
K sowie I E GK die Tra¨gheitsgruppe und p : GK  Gκ(p) die kanonische Projektion mit
Kern I. Fu¨r j ∈ {1, . . . , u} sei Λj die zur offenen Untergruppe p−1(Vj) von GK korrespon-







Beweis: Siehe [Mil80, I.4.4, S.34] und [Mil80, I.5.2.(c), S.41]! q.e.d.
8.13 Satz. Es seien wieder speziell A vollsta¨ndig und lokal und L = K¯ ein separabler
algebraischer Abschluß von K, und es gelte wieder (m, char (κ(p)) = 1. Dann ist G(P) =
G die absolute Galoisgruppe von K, und es bezeichne p : G  Gκ(p) die kanonische
Projektion.
Wir betrachten die Fermatgleichung P := Pmn = X
m
1 + . . . + X
m
n . Dann haben wir nach
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) ∼−→ H1cont(G,AutK¯(P ))(P).
Ein Element der Quelle von α wird gema¨ß 7.9 durch ein Paar (λ, x¯) gegeben, wobei λ eine




j=1 Λj := F2λ die zu λ u¨ber die Kategoriena¨quivalenz aus 8.12 korre-
spondierende kommutative, separable, unverzweigte, K-Algebra vom Grad n u¨ber K. Ist
x¯ = (x¯1, . . . , x¯u) mit x¯j ∈ λ×j , so wa¨hle fu¨r jedes j ∈ {1, . . . , j} im ganzen Abschluß Cj
von A in Λj ein xj, dessen Reduktion gleich x¯j ist, und setze x := (x1, . . . , xt) ∈ Λ×.
Dann wird das Bild von (λ, x¯) unter α durch das Paar (Λ, x) gegeben.
Ist umgekehrt (
∏t
i=1 Λi, x) ein Repra¨sentant eines Elements aus dem Ziel von α mit der
Eigenschaft, daß alle Λi/K unverzweigt sind und daß ϕ(x) fu¨r alle ϕ ∈ HomK(Λ, K¯) eine
Einheit in BP ist
†, und bezeichnet Ci den ganzen Abschluß von A in Λi, so wird ein Urbild
des Paares (
∏
Λi, x) unter α durch das Paar (
∏
iCi/p, x mod p) repra¨sentiert.
Beweis: Es sei also (λ, x¯) ein Repra¨sentant eines Elements der Quelle von α und (Λ, x)
wie oben konstruiert. Es sei Ci der ganze Abschluß von A in Λi, und die kanonischen
Projektionen Ci  λi sowie
∏
Ci  λ mo¨gen alle mit p bezeichnet werden. Wir mu¨ssen
zeigen, daß α(λ, x¯) = (Λ, x) gilt.





ϕ 7→ (p(y) 7→ p(ϕy))
}










Sei s¯ ∈ Gκ(p) beliebig, sei s ∈ G ein Urbild von s¯, und sei ϕ ∈M beliebig. Dann gilt
p(ϕx) = β(ϕ)x¯ und p(s−1ϕx) = s¯−1[β(ϕ)]x¯,














β(ϕ)x¯ und p( m
√
s−1ϕx) = s¯−1[β(ϕ)]x¯.


















†Wir werden in 8.17 sehen, daß es einen Repra¨sentanten mit diesen Eigenschaften stets gibt.
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und dies zeigt die Behauptung, wenn wir AutK¯(P
m
n ) via{
ζ ∈ K¯ | ζm = 1}M n Aut (M) −→ { ζ¯ ∈ κ(p) ∣∣∣ ζ¯m = 1}M¯ n Aut (M¯)
(ζϕ)ϕ · [ϕ 7→ σ(ϕ)] 7→ (p(ζβ−1ϕ¯))ϕ¯ · [ϕ¯ 7→ βσβ−1ϕ¯]
mit Autκ(p) (P
m
n ) identifizieren (dies ist der Gruppenhomomorphismus f aus 8.10 und dem
Beweis von 8.11).
Nun mu¨ssen wir noch die im Satz behauptete explizite Beschreibung von α−1 beweisen.
Diese folgt aber sofort aus der Beschreibung des Funktors F1 aus 8.12 und der soeben
bewiesenen Beschreibung von α. q.e.d.
8.14 Satz. Es sei wieder ein Objekt P aus F˜n,mK gegeben mit AutL(P ) ≤ PGL (n,BP).
Dann bildet die Abbildung E(L/K,P )
ϑ−→ H1cont(G,AutL(P )) aus 3.1 bzw. 3.4 eine p-
reduzible L/K-Form von P auf eine P-reduzible Kohomologieklasse ab, und das folgende












Beweis: Es sei Q eine p-reduzible Form von P und M : Q
∼−→ P ein Isomorphismus mit
M ∈ PGL (n,BP). Ist dann s ∈ IP, so gilt nach Definition der Tra¨gheitsgruppe sM ≡M
(mod P), d.h. der 1-Kozykel (M s(M−1))s, eingeschra¨nkt auf IP, ist trivial modulo P, und
dies zeigt die erste Behauptung.
Die Kommutativita¨t des Diagramms folgt aus der Tatsache, daß M mod P einen Iso-
morphismus von Q(p) nach P (p) definiert, wie wir im Beweis von 8.6 gesehen haben.
q.e.d.
8.15 Satz. Es sei wieder ein Objekt P aus F˜n,mK gegeben mit AutL(P ) ≤ PGL (n,BP).
Wir betrachten die Erweiterung der Lokalisierungen† LP/Kp von L und K bezu¨glich der
durch P und p gegebenen Bewertungen; die Galoisgruppe dieser Erweiterung identifiziert
sich mit der Zerlegungsgruppe GP (vgl. [Neu92, II.9, S.179]).




) −→ E(LP/Kp, P),
die eine L/K-Form von P auf sich selbst, aufgefaßt als Polynom u¨ber Kp, schickt. Wir
wollen noch zusa¨tzlich voraussetzen, daß AutLP(P ) ≤ PGL (n, B̂P) gilt.
†Wir folgen hier Neukirch ([Neu92, II.8, S.168]) und definieren LP als die Vervollsta¨ndigung von L
bezu¨glich P, falls L/K endlich ist, und sonst als
⋃
i(Li)(Li∩P), wobei die Vereinigung u¨ber alle endlichen
Teilerweiterungen Li/K von L/K la¨uft.
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Beweis: Die Abbildung α ist wohldefiniert, weil wegen PGL (n,BP) ≤ PGL (n, B̂P) eine
p-reduzible Form unter α wieder auf eine p-reduzible Form abgebildet wird, und die Ab-
bildungen ϑ sind nach 8.14 wohldefiniert, da nach Voraussetzung AutL(P ) ≤ PGL (n,BP)
bzw. AutLP(P ) ≤ PGL (n, B̂P) gilt.
Die Kommutativita¨t des oberen Kreissegments ist klar, die des unteren folgt aus der
Definition der Spezialisierungsabbildung in 8.10 und aus der Kommutativita¨t von
BP // 99B̂P
// κ(P),
die Kommutativita¨t des linken Quadrates ist wegen PGL (n,BP) ≤ PGL (n, B̂P) klar
nach Definition von ϑ, und die Kommutativita¨t des rechten Quadrates schließlich folgt
aus 8.14. q.e.d.
8.16 Beispiel. Es seien alle Bezeichnungen wie in Beispiel 8.9! Die Erweiterung L/K ist
unverzweigt und unzerlegt bei p := (5) — sei P das Primideal in B u¨ber p, und bezeichne
f den arithmetischen Frobenius in κ(P) = F25! Der Q-Automorphismus s von L, der
a+ b
√






























= ( 0 11 0 ) ,
d.h. sP ◦ θ(Q) ist die Klasse des 1-Kozykels, der f auf ( 0 11 0 ) ∈ PGL (2,F25) abbildet. Aus
Satz 8.14 folgt, daß dies auch gerade ϑ(4X3 +XY 2) ist.
8.17 Theorem. Es sei speziell L = K¯ ein separabler algebraischer Abschluß von K und
m ≥ 3 mit (m, char (κ(p))) = 1. Betrachte die Fermatgleichung Pmn = Xm1 + . . . + Xmn ,
und sei [Q] eine K¯/K-Form von Pmn .
Dann sind die folgenden drei Bedingungen a¨quivalent:
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(1) Die K¯/K-Form [Q] von Pmn ist p-reduzibel.
(2) Die Kohomologieklasse ϑ[Q] ist P-reduzibel.
(3) Die Kohomologieklasse ϑ[Q] besitzt einen Repra¨sentanten (Λ, x) im Sinne von 7.9,
wobei Λ ein Produkt
∏t
i=1 Λi mit Teilko¨rpern Λi von K¯ ist und x in Λ
× liegt, so
daß die folgenden beiden Bedingungen erfu¨llt sind:
(i) Fu¨r jedes i ∈ {1, . . . , t} ist p unverzweigt in Λi.
(ii) Fu¨r jedes ϕ ∈M := HomK(Λ, K¯) ist ϕ(x) eine Einheit in BP.
Sind diese Bedingungen erfu¨llt, ist (Λ, x) ein Repra¨sentant von ϑ[Q] wie in (3) mit Λ =∏
Λi, und bezeichnet Ci den ganzen Abschluß von Ap in Λi, so wird die Spezialisierung
sp[Q] gema¨ß 7.9 durch das Paar
(∏t




• (1) ⇒ (2): Dies ist gerade die erste Aussage von Satz 8.14.
• (2) ⇒ (3): In dem Spezialfall, daß A vollsta¨ndig und lokal ist, wissen wir nach 8.13,
daß wir einen Repra¨sentanten (Λ, x) der gewu¨nschten Form haben.
Sei jetzt A beliebig, sei (Λ, x˜) irgendein Repra¨sentant von ϑ[Q], und sei LP/Kp die
Erweiterung der Lokalisierungen wie in 8.15. Fassen wir P als Objekt von F˜n,mKp und
[Q] als LP/Kp-Form von P auf, so wird ϑ[Q] nach nach 5.20 und 8.15 durch das
Paar (Λ⊗K Kp, x˜⊗ 1) repra¨sentiert.
Es ist Λ =
∏t
i=1 Λi mit Teilko¨rpern Λi von K¯. Sei Ci der ganze Abschluß von Ap in
Λi, und seien q
(i)
1 , . . . , q
(i)
mi die Primideale von Ci, die u¨ber p liegen. Dann gilt (vgl.
[Neu92, II.8, S.173]):









Nach dem schon bewiesenen Spezialfall wissen wir, daß die Λij unverzweigt sind
(denn die Eigenschaft, unverzweigt zu sein, ist invariant unter Kp-Isomorphismen),
und es folgt, daß die Λi unverzweigt bei p sind (vgl. [Neu92, II.9, S.179]).
Sei Cij der ganze Abschluß von Âp in Λij. Bezeichne (x˜ij) das Bild von x˜ in
∏
Λij.







dieselbe Kohomologieklasse repra¨sentieren. Also gibt es nach 7.8 ein
λ ∈ Kp, ein a ∈ AutKp(
∏
Λij) und ein y = (yij) ∈
∏
Λ×ij, so daß
xˆ = a[λ(x˜⊗ 1)ym]
gilt. Nach Ersetzen von xˆ durch a−1xˆ du¨rfen wir also ohne Beschra¨nkung der All-
gemeinheit annehmen, daß xˆij = λx˜ijy
m
ij fu¨r alle i und j gilt.
Sei v : LP → Q ∪ {∞} die eindeutig bestimmte Fortsetzung der Bewertung vp, sei
c := v(λ), und sei cij := v(yij) fu¨r alle i und j. Weil alle Λij/Kp unverzweigt sind,
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sind c und alle cij ganze Zahlen. Wa¨hle mit Hilfe des Approximationssatzes ([Neu92,
II.3, S.122]) ein λ˜ ∈ Ap und y˜i ∈ Ci mit
λ˜ ∈ pc \ pc+1 und y˜i ∈ (q(i)j )cij \ (q(i)j )cij+1,
und setze y˜ := (y˜i) und x := λ˜x˜y˜
m. Bezeichnet (xij) das Bild von x in
∏
Λij, so gilt
nach Konstruktion v(xij) = v(xˆij) = 0 fu¨r alle i und j. Dies ist a¨quivalent dazu,
daß ϕ(x) fu¨r alle ϕ ∈M eine Einheit in BP ist. Also ist (Λ, x) ein Repra¨sentant von
ϑ[Q], der die Bedingungen (i) und (ii) erfu¨llt.
• (3)⇒ (1): Sei also (Λ, x) ein Repra¨sentant von ϑ[Q], der die Bedingungen (i) und (ii)
erfu¨llt. Sei x = (x1, . . . , xt) mit xi ∈ Λ×i , sei i ∈ {1, . . . , t} beliebig, und seien wieder
q
(i)
1 , . . . , q
(i)
mi die Primideale von Ci, die u¨ber p liegen. Weil Ci/Ap nach Voraussetzung




j , und nach dem Chinesischen Restsatz













haben. Wa¨hle fu¨r jedes j ∈ {1, . . . ,mi} eine κ(p)-Basis {e¯ij1 , . . . , e¯ijfij} von κ(q
(i)
j )
und lifte die e¯ijk zu Elementen e
ij
k aus Ci; dann impliziert das Nakayama-Lemma,
daß Ci von den e
ij
k als Ap-Modul erzeugt wird. Weil Ap als diskreter Bewertungsring
insbesondere ein Hauptidealring ist, wissen wir, daß Ci ein freier Ap-Modul vom
Rang ni ist, und somit folgt aus der Formel ni := [Λi : K] =
∑mi
j=1 fij (hier geht
wieder die Unverzweigtheit ein!), daß die eijk eine Ap-Basis von Ci bilden und damit





ϕ∈Mi,(j,k)∈{(j,k) | j∈{1,...,mi}, k∈{1,...,fij}} ,
wobei wir Mi := HomK(Λi, K¯) setzen. Bekanntlich (vgl. [Ser79, S.50]!) gilt
(detEi)
2 = dCi/Ap ,
die Diskriminante von Ci/Ap. Wegen der Unverzweigtheit wissen wir aber dCi/Ap =

















, d.h. auch die
Matrizen Fi und Hi liegen in GL (ni, BP) und definieren also insbesondere ein Ele-
ment in PGL (n,BP).
Werfen wir einen Blick zuru¨ck in den Beweis von 5.17, so sehen wir, daß die Ma-
trizen Hi die Rolle der dort auftretenden Bi spielen, und es folgt, daß die Matrix
H := diag (Hi)i∈{1,...,t} † einen K¯-Isomorphismus von Pmn (Λ, x) nach P
m
n definiert. —
Wegen H ∈ GL (n,BP) folgt hieraus per definitionem, daß Pmn (Λ, x) eine p-reduzible
Form von Pmn ist.
†Die entsprechende Matrix wurde im Beweis von 5.17 mit B bezeichnet.
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• Es bleibt zu zeigen, daß sp[Q] gerade durch das Paar (
∏t
i=1(Ci/p), x mod p) gegeben
wird, wenn die Bedingungen (1), (2) und (3) erfu¨llt sind.
Wegen 5.20, 8.13 und 8.15 mu¨ssen wir dazu nur zeigen, daß




(Ci/p), x mod p
)
gilt. Seien dazu wie oben q
(i)
j die Primideale von Ci u¨ber p und Cij der ganze
Abschluß von Âp in Λij := (Λi)q(i)j
. Dann gilt (vgl. [Neu92, II.8, S.174]):









Damit folgt die Behauptung mit Hilfe der expliziten Beschreibung von inf−1 in 8.13,
und das Theorem ist vollsta¨ndig bewiesen.
q.e.d.
8.18 Beispiel. Es sei speziell K = Q, n = 4, m = 3, p = (5), Λ = Λ1×Λ2 = Q( 3
√
2)×Q




Setze ϑ := 3
√
2; dann ist {1, ϑ, ϑ2} eine Q-Basis von Λ1, und wenn wir Q = P 34 (Λ, x) mit

















· (x3 + 3ϑx2y + 3ϑ2x2z + 3ϑ2xy2 + 12xyz + 6ϑxz2
















































Bekanntlich ist OΛ1 = Z[ϑ], und Λ1/Q ist nur bei (2) und (3) verzweigt, d.h. Bedingung
(i) aus 8.17 ist erfu¨llt.
Wegen NΛ1/Q(ϑ) = 2 ist ϑ eine Einheit in BP, und es folgt, daß das zu (Λ, x) a¨quivalente
Paar (Λ, 1
5
x) ein Repra¨sentant von ϑ[Q] ist, der die Bedingungen (i) und (ii) aus 8.17(3)
erfu¨llt. Theorem 8.17 impliziert also, daß [Q] (5)-reduzibel ist, daß also s(5)[Q] definiert
ist. Man kann sich leicht u¨berlegen, daß schon das oben berechnete Polynom Q eine (5)-
reduzible Form von P 34 ist, d.h. s(5)[Q] ist die Klasse des Polynoms
Q(5) =
‡ 4x2y + 3xz2 + 3y2z + 3u3. (31)
†Hierbei beachte man, daß Tr (ϑ) = Tr ( 1ϑ ) = 0 und Tr (1) = 3 gilt!
122 8 SPEZIALISIERUNG
Andererseits wissen wir nach 8.17 aber auch, daß s(5)[Q] durch das Paar(
(C1/5)× (C2/5),
(
5−1 · (5ϑ, 10)) mod 5) = (OΛ1/5× F5, (ϑ, 2) mod 5)
gegeben wird. Modulo fu¨nf zerfa¨llt das Polynom X3−2 in die beiden irreduziblen Faktoren
(X + 2) und (X2 + 3X + 4), d.h. der Isomorphismus (30) nimmt die folgende Gestalt an:
C1/5
∼−→ F5[ϑ¯]/(ϑ¯2 + 3ϑ¯+ 4)× F5, ϑ 7→ (ϑ¯, 3).
Stellen wir F25 wie in 5.16 und 5.25 als F5(α) dar, wobei α die Gleichung α2 + 2α+ 3 = 0
erfu¨llt, so ko¨nnen wir ϑ¯ = 2α + 3 = α14 wa¨hlen. Dann wird s(5)[Q] also durch das Paar(
F25×F5, (α14, 3)
)
gegeben. Weil 14 nicht durch drei teilbar ist, ist α14 keine dritte Potenz
in F25, und es folgt aus unseren U¨berlegungen in 5.16, daß
(







definiert; aus unserer Liste in 5.16 lesen wir also
ab:
s(5)[Q] = 3x
3 + 4x2y + y3 + z3 + u3 (32)
Aufgrund unserer theoretischen U¨berlegungen wissen wir, daß die beiden Polynome aus
(31) und (32) schon u¨ber F5 isomorph sein, d.h. durch eine lineare Koordinatensubstitution
auseinander hervorgehen mu¨ssen; und tatsa¨chlich gilt: Die Matrix
(
0 4 4 0
3 3 3 0
4 3 1 0




(3x3 + 4x2y + y3 + z3 + u3)
∼−→ (4x2y + 3xz2 + 3y2z + 3u3).
Ist speziell K ein Zahlko¨rper, so ko¨nnen wir mit Hilfe von 8.17 jetzt eine zahlentheore-
tische Interpretation der getwisteten Fermatgleichungen geben und erhalten dadurch eine
weitere Motivation, die Zetafunktionen solcher Gleichungen zu studieren:
8.19 Beispiel. Es sei Λ/K eine Erweiterung von Zahlko¨rpern vom Grad n, p ein in Λ/K




und m ≥ 3 eine
natu¨rliche Zahl.
Wir betrachten die Abbildung
f : Λ −→ K, a 7→ TrΛ/K(xam)
und interessieren uns fu¨r die Frage: Wenn a alle ganzen Zahlen von Λ durchla¨uft, wie oft
ist dann das ganze Hauptideal (f(a)) durch p teilbar?
Um dies pra¨ziser zu formulieren, beobachten wir zuna¨chst, daß fu¨r a ∈ OΛ die Restklasse
von f(a) (mod p) nur von der Restklasse von a modulo pOΛ abha¨ngt, weil die Spur ja
eine K-lineare Abbildung ist. Genauer lautet unsere Frage dann:
Wieviele der Restklassen aus OΛ/pOΛ werden unter f nach p abgebildet?
Es sei {ω1, . . . , ωn} eine OK,p-Basis von OΛ,p := OΛ ⊗OK OK,p, dem ganzen Abschluß von
OK,p in Λ, und sei R ⊆ OK ein Repra¨sentantensystem von OK/p. Wegen OΛ/pOΛ ∼−→
OΛ,p/pOΛ,p ist dann die Menge
S := {∑ni=1xiωi | xi ∈ R}
‡Wir wa¨hlen einfach pi = 5.
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ein Repra¨sentantensystem von OΛ/pOΛ, d.h. wir ko¨nnen uns genauso gut fragen, wieviele
Elemente aus S nach p abgebildet werden; die Anzahl sei N .
















N = # {∑ni=1xiωi ∈ S | P (x1, . . . , xn) ≡ 0 (mod p)} . (33)
Nach Voraussetzung† ist x eine Einheit in OΛ,p, dann sind auch alle Konjugierten ϕx fu¨r
ein ϕ aus HomK(Λ, Q) Einheiten in OΛ,p. Weil p als unverzweigt vorausgesetzt wurde,
folgt dann wie im Beweis von 8.17, daß P eine p-reduzible Form von Pmn ist.








= # {(x¯1, . . . , x¯n) ∈ κ(p)n | Pp(x¯1, . . . , x¯n) = 0} = #Pp(κ(p)). (34)
Es sei pOΛ =
∏r
i=1Pi die Primfaktorzerlegung von p in Λ (man beachte, daß die Pi
paarweise verschieden sind, da p als unverzweigt vorausgesetzt wurde), und es seien fi :=

















, (x1, . . . , xr)
}
(Fq).
Wir sehen also: Die Frage nach der Anzahl der Fq-rationalen Punkte einer Fq/Fq-Form von
Pmn ha¨ngt eng zusammen mit der Frage nach der Verteilung von Spuren m-ter Potenzen
ganzer algebraischer Zahlen.
†Nach Voraussetzung ist N := NΛ/K(x) eine Einheit in OK,p, also ist 1x = 1N
∏
ϕ 6=ι ϕx, wobei ϕ alle
K-Einbettungen von Λ nach Q durchla¨uft und ι die identische Einbettung bezeichnet, und dies ist dann
offenbar eine ganze Zahl.
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9 Kohomologie der Fermathyperfla¨che
In diesem Kapitel werden wir die Kohomologie von getwisteten Fermathyperfla¨chen stu-
dieren und berechnen, welchen Isomorphismus auf der mittleren Kohomologie der Fer-
mathyperfla¨che Xmn ein Isomorphismus von Xmn induziert. Wir beschra¨nken uns dabei auf
die mittlere Kohomologie, weil diese fu¨r Hyperfla¨chen die einzig interessante ist — die
anderen werden einfach von den Potenzen der Klasse eines Hyperebenenschnittes erzeugt.
Es seien n,m ∈ N+ mit n ≥ 2, Pmn die in den Kapiteln 5 und 7 betrachtete Fer-
matgleichung, A˜ die in 7.1 bzw. 7.2 definierte Gruppe (µnm/µm) o Sn und k = Fq ein
endlicher Ko¨rper der Charakteristik p > max (m, 2) mit (separablen) algebraischem Ab-
schluß K = k¯. Ferner sei l 6= p eine Primzahl mit l ≡ 1 (mod m).
9.1 Lemma/ Definition. Sei X := Xmn die unter dem Funktor Fk zu Pmn assoziierte
(n− 2)-dimensionale Fermathyperfla¨che (vgl. 3.11!). Sei A die endliche abelsche Gruppe
µnm/µm (so daß also A˜ = A o Sn ist), sei ζ ∈ C die primitive m-te Einheitswurzel e
2pii
m ,
und wa¨hle eine Einbettung µm ↪→ Q(ζ). Dann ist Aˇ, das Dual von A, isomorph zu{




ai = 0 ∈ Z/mZ
}
mittels der Paarung






Die Operation von Sn aus 4.1 u¨bersetzt sich dabei in die natu¨rliche Operation
s(a1, . . . , an) = (as−1(1), . . . , as−1(n)).
Außerdem operiert offenbar auch (Z/mZ)× auf Aˇ via a 7→ ta := (ta1, . . . , tan) fu¨r t ∈
(Z/mZ)× beliebig. Bezeichne den Orbit von a unter der Operation von Sn mit [a] und




a ∈ Aˇ | ∀i ∈ {1, . . . , n} : ai 6= 0 ∈ Z/mZ
}
.
Setze X¯ := X ×k k¯ und V := Hn−2e´t (X¯ ,Ql). Gema¨ß Beispiel 4.7(ii) erhalten wir eine





die sogar eine Zerlegung als Ql-Gk-Darstellung ist, wenn A˜ mit dem Frobenius vertauscht,
was genau dann der Fall ist, wenn k die m-ten Einheitswurzeln entha¨lt, d.h. wenn q ≡
1 (mod m) gilt. Insbesondere sind also fu¨r a ∈ Amn die Ql-Vektorra¨ume (bzw. Ql-Gk-
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Beweis: Vgl. [GY95]! q.e.d.
Bevor wir das in der Einleitung erwa¨hnte Resultat von Deligne u¨ber die Frobeniusope-
ration auf V formulieren ko¨nnen, mu¨ssen wir zuna¨chst definieren, was eine Jacobisumme
ist.
9.2 Definition. Es sei κ ein endlicher Ko¨rper, der die m-ten Einheitswurzeln entha¨lt.
Dann kann man einen multiplikativen Charakter χ von κ wa¨hlen, der genau Ordnung m
hat:
χ : κ×  µm ↪→ Q(ζ) ↪→ Ql.
Fu¨r a ∈ Amn definiere die Jacobisumme der Dimension (n−2) vom Grad m zu a (bezu¨glich
κ und χ und der Einbettung µm ↪→ Q(ζ) ↪→ Ql) als





a2 · χ(v3)a3 · . . . · χ(vn)an ∈ Q(ζ) ⊆ Ql.
Wir ko¨nnen J (a) also sowohl als Element von Q(ζ) als auch als Element von Ql auffassen.
9.3 Lemma. Ist m ungerade, und entha¨lt k die m-ten Einheitswurzeln, so gilt fu¨r alle
a ∈ Am2 :
Jmk (a) = 1.
Beweis: Nach Definition gilt Jmk (a) = χ(−1). Nun hat aber (−1) Ordnung 2 in k×, d.h.
es muß χ(−1) ∈ {−1, 1} ∩ µm = {1} gelten. q.e.d.
9.4 Definition. Es sei L ein Zahlko¨rper, m 6= 0 ein ganzes Ideal von L und Im die Gruppe
der zu m teilerfremden gebrochenen Ideale von L. Dann heißt ein Gruppenhomomorphis-
mus ϕ : Im → C× ein Gro¨ßencharakter von L mit Erkla¨rungsmodul m, wenn es ganze
Zahlen nσ fu¨r alle σ ∈ HomQ(L,C) gibt, so daß fu¨r alle Hauptideale (a) ∈ Im mit a ≡ 1







nσ . In diesem Fall heißt das Tupel
(nσ)σ der Unendlichtyp des Gro¨ßencharakters ϕ.
9.5 Satz. Es sei wieder ζ = e
2pii
m , es sei p ein Primideal von Q(ζ), das teilerfremd zu m
ist, und es bezeichne κp den Restklassenko¨rper von p. Dann ist κp ein endlicher Ko¨rper,
der die m-ten Einheitswurzeln entha¨lt, und wir ko¨nnen einen multiplikativen Charakter
χ : κ× → µm der Ordnung m durch die Vorschrift
∀x ∈ κ× : x |κ|−1m ≡ χ(x) (mod p)
definieren. Fu¨r a ∈ Amn setze Ja(p) := Jmκp(a), wobei die Jacobisumme bezu¨glich des so-
eben definierten Charakters χ gebildet werde. Man setze Ja multiplikativ auf die Gruppe
I(m)=I(m2) fort zu einem Gruppenhomomorphismus
Ja : I(m2) −→ C×.
Dann gilt: Ja ist ein Gro¨ßencharakter zum Erkla¨rungsmodul (m
2).
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Beweis: Siehe [Wei52]! q.e.d.
9.6 Lemma/ Definition. Es sei hier n ≥ 4, und r, s ∈ N seien natu¨rliche Zahlen mit
r, s ≥ 3 und r + s = n+ 2. Man setze
Amr,s := {(b, c) ∈ Amr × Ams | br + cs = 0}
und betrachte die Abbildungen
Amr,s
]−→ Amn , (b, c) 7→ b ] c := (b1, . . . , br−1, c1, . . . , cs−1) und
Amr−1 × Ams−1 ∗−→ Amn , (b′, c′) 7→ b′ ∗ c′ := (b′1, . . . , b′r−1, c′1, . . . , c′s−1).
Dann ist die Abbildung Amr,s
∐(
Amr−1 × Ams−1
) ]unionsq∗−−→ Amn eine Bijektion.
Beweis: Vgl. [Shi79]! q.e.d.
9.7 Satz. Es gelte q ≡ 1 (mod m), d.h. k entha¨lt die m-ten Einheitswurzeln, und wir
ko¨nnen Jacobisummen bezu¨glich k betrachten. Dann haben wir die folgenden Regeln fu¨r
das Rechnen mit Jacobisummen:
(i) Es seien a ∈ Amn und t ∈ (Z/mZ)× beliebig, und bezeichne σ den durch ζ 7→ ζt
definierten Automorphismus von Q(ζ). Dann gilt:
Jmk (ta) = σ (Jmk (a)) .






additiven Gruppe von k und ξ : k× −→ C× ein nichttrivialer Charakter der multi-





Dann gilt G(ξ)G(ξ) = q und G(ξ¯) = ξ(−1)G(ξ), und fu¨r a ∈ Amn haben wir die
Produktdarstellung
J (a) = (−1)
n
q
·G(χa1) · . . . ·G(χan).
Man beachte, daß insbesondere J (a) nur von [a] abha¨ngt!
(iii) Sei n ≥ 4, und seien r, s ∈ N mit r, s ≥ 3 und r+s = n+2. Dann gilt fu¨r (b, c) ∈ Amr,s
und (b′, c′) ∈ Amr−1 × Ams−1:
J (b ] c) = χ(−1)br · J (b) · J (c) und
J (b′ ∗ c′) = q · J (b′) · J (c′).
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Beweis: Vergleiche [Wei49] und [GY95, S.13ff]!
Gouveˆa und Yui zeigen (i), Weil zeigt die Formel G(ξ)G(ξ) = q und die Produktdarstel-











Wir wollen rasch die Formeln in (iii) nachrechnen:
J (b ]c) (ii)= (−1)n
q




· [(−1)r · q ·G(χbr)−1J (b)] · [(−1)s · q ·G(χcs)−1J (c)]
= (−1)n+r+s︸ ︷︷ ︸
=(−1)2n+2=1
·J (b) · J (c) · q2/[ G(χbr) ·G(χbr)︸ ︷︷ ︸
= G(χbr )·χ(−1)br ·G(χbr )
= qχ(−1)br
],
J (b′ ∗ c′) (ii)= (−1)n
q




· [(−1)r−1 · q · J (b′)] · [(−1)s−1 · q · J (c′)]
= (−1)n+r+s−2︸ ︷︷ ︸
=(−1)2n=1
·q · J (b′) · J (c′).
q.e.d.
9.8 Beispiel. Es sei n = 6, m = 3 und p = q = 7. Setze a := (1, 1, 1, 2, 2, 2) ∈ A36
und b := (1, 1, 1, 1, 1, 1) ∈ A36. Man u¨berlegt sich leicht, daß dann A36 = [a] unionsq {b} unionsq {2b}
gilt. In F7 ist 3 erzeugendes Element der multiplikativen Gruppe; der Charakter χ kann
also durch χ(3) := ζ definiert werden. Wir wollen J (a), J (b) und J (2b) berechnen.
Zuna¨chst gilt (2, 1, 2, 1, 2, 1) ∈ [a] und (2, 1, 2, 1, 2, 1) = (2, 1, 2, 1) ] (1, 2, 1, 2) = [(2, 1) ∗
(2, 1)] ] [(1, 2) ∗ (1, 2)], und es ist:
J (1, 2) = J (2, 1) = (−1)2 · χ(6)1 = 1.
Also folgt
J (a) 9.7(ii)= χ(−1)1 · [7 · 1 · 1] · [7 · 1 · 1] = 49.
Wegen b = (1, 1, 1) ∗ (1, 1, 1) berechnen wir nun zuna¨chst J (1, 1, 1), wobei wir beachten,
daß die Gleichung 1 + ζ + ζ2 = 0 gilt:
J (1, 1, 1) = (−1)3 · [χ(1)χ(5) + χ(2)χ(4) + χ(3)χ(3) + χ(4)χ(2) + χ(5)χ(1)]
= − [χ(5) + χ(8) + χ(9) + χ(8) + χ(5)] = − [2χ(35) + 2 + χ(32)]
= − [2ζ2 + 2 + ζ2] = −2− 3ζ2 = −2− 3(−1− ζ)
= 1 + 3ζ.
Damit ergibt sich dann
J (b) 9.7(ii)= 7 · (1 + 3ζ)2 = 7 · (1 + 6ζ + 9ζ2) = 7 · (−8− 3ζ) = −56− 21ζ.
Wir wollen nun noch J (2b) mit Hilfe von 9.7(i) berechnen. Dazu betrachten wir den
Automorphismus σ von Q(ζ), der durch ζ 7→ ζ2 = −1− ζ gegeben wird. Mit seiner Hilfe
folgt:
J (2b) 9.7(i)= σ(J (b)) = σ(−56− 21ζ) = −56− 21(−1− ζ) = −35 + 21ζ.
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Jetzt kommen wir zu dem angeku¨ndigten Resultat von Deligne:










0 , falls n ungerade,
Ql(−n−22 ) , falls n gerade,
und die Va sind eindimensionale Ql-Vektorra¨ume. Weil X eine Hyperfla¨che ist, gilt au-
ßerdem fu¨r i ∈ {0, 1, . . . , 2n− 4} \ {n− 2}:
Hie´t(X¯ ,Ql) =
{
0 , falls i ungerade,
Ql(− i2) , falls i gerade.
Gilt zusa¨tzlich q ≡ 1 (mod m) (so daß also k die m-ten Einheitswurzeln entha¨lt), so
respektiert der geometrische Frobenius obige Zerlegung von Vprim und operiert auf den
Va per Multiplikation mit der Jacobisumme J (a).
Beweis: Siehe [Del82, I., §7]! q.e.d.
Der Fall, daß k die m-ten Einheitswurzeln nicht entha¨lt, wird in keiner der in der
Einleitung erwa¨hnten Arbeiten von Weil, Deligne, Shioda oder Gouveˆa/ Yui behandelt.
Wir untersuchen jetzt, wie der Frobenius in diesem Fall operiert:
9.10 Satz. Es sei a ∈ Amn beliebig, und bezeichne F den geometrischen Frobenius auf
X . Dann bildet F ∗ den Raum Va nach Vqa ab (wobei wir q als Element von (Z/mZ)×
auffassen). Insbesondere ist also V〈a〉 invariant unter der Frobenius-Operation und folglich
eine Ql-Gk-Darstellung, d.h. wir erhalten eine Zerlegung von Vprim in RepGkQl als
Vprim =
⊕
〈a〉 ∈ Amn /(Z/mZ)×
V〈a〉.
Sei d := ggT (m, a1, . . . , an), m
′ := m/d, a′ := (a1/d, . . . , an/d) und e die Ordnung von
q in (Z/m′Z)× (d.h. Fqe ist der kleinste Ko¨rper der Charakteristik p, der die m′-ten Ein-
heitswurzeln entha¨lt). Dann ist 〈a〉 = {qia | i ∈ {0, . . . , e − 1}}, wobei die qia paarweise
verschieden sind. Insbesondere gilt also e = #〈a〉.
Sei v ∈ Va \ {0} beliebig, und man setze vi := (F ∗)iv ∈ Vqia \ {0} fu¨r i ∈ {0, . . . , e− 1}.
Bezu¨glich der Basis {v = v0, v1, . . . , ve−1} von V〈a〉 besitzt dann F ∗ die folgende Ma-
trixdarstellung: 
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Beweis: Fasse X¯ als k-Varieta¨t auf. Dann ist der arithmetische Frobenius f ein Auto-
morphismus von X¯ , und wir erhalten durch 1 7→ f eine Operation von Z auf X¯ . Sei
(ζ1, . . . , ζn) ∈ A beliebig. Offenbar ist dann das folgende Diagramm kommutativ:




















λ∈K  // λ














Lassen wir also Z auf A operieren via 1 7→ [(ζ1, . . . , ζn) 7→ (ζ−q1 , . . . , ζ−qn )], (wobei man
beachte, daß q eine Einheit modulo m ist), so erhalten wir eine wohldefinierte Operation
von Ao Z von links auf X¯ .
Sei nunM die Kategorie der Ql-Vektorra¨ume und M := Vprim; wir erhalten eine indu-
zierte Operation von AoZ von rechts auf M (vgl. 4.7(ii)!), wobei s := −1 gerade als der
geometrische Frobenius operiert. Die gema¨ß 4.1 induzierte Operation von Z auf Aˇ wird
gerade durch 1 7→ [a 7→ qa] gegeben, d.h. F ∗ operiert via a 7→ q−1a. Auf diese Situation
ko¨nnen wir nun 4.5 anwenden und erhalten, daß F ∗ den Vektorraum Vq−1a nach Va ab-
bildet. Es folgt, daß Va nach Vqa abgebildet wird, womit der erste Teil des Satzes gezeigt
ist.
Als na¨chstes wollen wir zeigen, daß tatsa¨chlich 〈a〉 = {qia | i ∈ {0, . . . , e − 1}} und
e = #〈a〉 gilt. Wir haben gerade gesehen, daß 〈a〉 = {qia | i ∈ N0} ist. Fu¨r e˜ := #〈a〉 ha-
ben wir qe˜a = a, und man u¨berlegt sich sofort, daß dann auch qe˜d ≡ d (mod m) sein muß,
woraus qe˜ ≡ 1 (mod m′) folgt. Damit erhalten wir e|e˜. Umgekehrt gilt fu¨r j ∈ {1, . . . , n},
daß qe(aj/d) ≡ (aj/d) (mod m′) ist, woraus qeaj ≡ aj (mod m) folgt und also e˜|e.
Insbesondere ist jetzt klar, daß die vi eine Basis von V〈a〉 bilden. Zum Beweis der Ma-
trixdarstellung von F ∗ bleibt nun offenbar nur noch zu zeigen, daß (F ∗)ev = Jm′Fqe (a′)v
gilt.
Setze dazu B := µnm′/µm′ und definiere den Gruppenepimorphismus ϕ : A  B, (ζi) 7→




















und sehen also, daß ϕ ein Z-a¨quivarianter Morphismus ist, so daß wir A o Z ϕ∗−→ B o Z
erhalten (vgl. 4.10!).
Sei Y := Xm′n und Y¯ := Y ×k k¯, dann operiert B auf Y¯ genauso wie A auf X¯ . Außerdem
lassen wir Z auf Y¯ auch mit dem arithmetischen Frobenius f operieren und erhalten so
eine B o Z-Operation von links auf Y¯ . Betrachte den folgenden endlichen, dominanten
Morphismus g, von dem man sich leicht u¨berlegt, daß er Ao Z-a¨quivariant ist:
g : X¯ −→ Y¯ , [x1 : . . . : xn] 7→ [xd1, . . . , xdn].
SeiM wieder die Kategorie der Ql-Vektorra¨ume, und setze N := Vprim und M := V ′ :=
Hn−2e´t (Y¯ ,Ql). Dann erfu¨llen M , N und g∗, zusammen mit den Operationen von B o Z
bzw. A o Z, die Voraussetzungen von 4.10. Beachtet man noch, daß ϕ∗χ = a′ ∈ Am′n
gilt, so folgt, daß g∗ den eindimensionalen Ql-Vektorraum V ′a′ nach Va abbildet und daß
V ′〈a′〉
g∗−→ V〈a〉 sogar AoZ-a¨quivariant, insbesondere also Z-invariant, d.h. ein Morphismus
von Ql-Gk-Darstellungen ist.
Weil g endlich und dominant ist, ist g∗ injektiv. Wegen #〈a〉 = #〈a′〉 = e folgt, daß
g∗|V ′〈a′〉 sogar ein Isomorphismus von Ql-Gk-Darstellungen ist. Bezeichnen wir auch den
geometrischen Frobenius auf Y¯ mit F , so genu¨gt es also zu zeigen, daß (F ∗)e auf V ′a′
Multiplikation mit Jm′Fqe (a′) ist. Dies folgt aber aus 9.9, weil Fqe die m′-ten Einheitswurzeln
entha¨lt! Der Satz ist also vollsta¨ndig bewiesen. q.e.d.
9.11 Beispiel. Es sei speziell m := n := 3 und q := p ≥ 5 eine Primzahl mit p ≡ 2
(mod 3), d.h. k = Fp entha¨lt die dritten Einheitswurzeln nicht.
Man sieht sofort, daß A33 = {(1, 1, 1), (2, 2, 2)}, d.h. es gilt Vprim = V〈(1,1,1)〉. Bezeichne J
die Jacobisumme J 3Fp2 (1, 1, 1). Dann folgt aus 9.10, daß Vprim eine Basis besitzt, bezu¨glich
der der Frobenius F ∗ die Matrixdarstellung ( 0 J1 0 ) besitzt.
9.12 Lemma. Die Operation der Gruppe A˜ auf V(0,...,0) ist trivial.
Beweis: Ist n ungerade, so gilt nach Satz 9.9, daß V(0....,0) = 0 ist, und die Behauptung ist
trivial. Sei also n gerade!
Betrachten wir zuna¨chst den Fall n = 2: Wegen dimX = 0 ist V eine Ql-Algebra, d.h. es
liegt ein zu Ql isomorpher Unterring R in V , auf dem alle Automorphismen von X trivial
operieren; insbesondere operieren also alle Elemente aus A trivial, d.h. R ⊆ V(0,0). Nun
ist nach Satz 9.9 der Raum V(0,0) eindimensional, so daß R = V(0,0) folgt.
Sei nun n ≥ 4. Bezeichne [H] die Klasse des glatten Hyperebenenschnittes {xn = 0} in
CH1Q(X ) und γ ∈ H2e´t(X¯ ,Ql(1)) die zugeho¨rige Kohomologieklasse. Nach dem Starken
Satz von Lefschetz induziert Multiplikation mit γn−2 einen Isomorphismus H0e´t(X¯ ,Ql) ∼−→
H2n−4e´t (X¯ ,Ql(n− 2)), so daß also insbesondere [γ(−1)]
n−2
2 6= 0 ∈ V folgt. Offenbar gilt fu¨r





⊆ V operiert. Insbesondere operiert also A trivial, so daß
mit Satz 9.9 folgt, daß dieser Unterraum schon gleich V(0,...,0) ist. Die Aussage des Lemmas
folgt. q.e.d.
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Wir wollen untersuchen, wie A˜ auf V operiert. Da wir die Operation von µnm/µmEA˜ auf
Vprim schon im vierten Kapitel bestimmt haben, mu¨ssen wir jetzt ”
nur“ noch verstehen,
wie Sn auf V operiert.
9.13 Lemma. Sei τ ∈ Sn eine Transposition und a ∈ Amn beliebig mit τa 6= a. Dann gilt
τ (τa) = a, und wegen Korollar 4.5 induziert τ deshalb eine Ql-lineare Involution τ ∗ von
Va ⊕ Vτa. Diese hat Spur null.
Beweis: Nach Satz 9.9 sind Va und Vτa eindimensionale Ql-Vektorra¨ume. Sei v ∈ Va\{0}
beliebig. Wegen τ ∗τ ∗ = 1 muß τ ∗(v) 6= 0 ∈ Vτa gelten. Also ist {v, τ ∗(v)} eine Basis von





hat also tatsa¨chlich Spur null. q.e.d.
Der Beweis der folgenden Aussage, die das Schlu¨sselergebnis zur Berechnung der Ope-
ration von Sn auf V ist, erweist sich als erstaunlich schwierig und ist das eigentliche
Herzstu¨ck der vorliegenden Arbeit.
9.14 Satz. Sei τ ∈ Sn eine Transposition und a ∈ Amn beliebig mit τa = a. Wegen
Korollar 4.5 induziert τ deshalb eine Ql-lineare Involution von Va. Diese ist gerade Mul-
tiplikation mit (−1).
Beweis: Ohne Beschra¨nkung der Allgemeinheit du¨rfen wir offenbar τ = [12] annehmen,
daß heißt es gilt a1 = a2. Wir zeigen die Behauptung der Reihe nach fu¨r die drei Fa¨lle
n = 2, n = 3 und n ≥ 4:
• n = 2: Ist m ungerade, so ist Am2 leer und demnach nichts zu zeigen. Sei also m




) gelten. Der Automorphismus τ operiert fixpunktfrei
auf X¯ , denn [0 : 1], [0 : 1] 6∈ X¯ (K), und wa¨re [1 : y] Fixpunkt mit y ∈ K×, also
[1 : y] = [y : 1], so folgte y2 = 1 und damit





im Widerspruch zu [1 : y] ∈ X¯ (K).
Es gilt














Nach Lemma 9.12 ist τ ∗ auf V(0,0) die Identita¨t, hat also dort Spur eins. Aus Lemma
9.13 wissen wir, daß die Spur von τ ∗ auf V ′ null ist. Die Lefschetzsche Spurformel
ergibt also:













) eindimensional ist, folgt die Behauptung.
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• n = 3: Wieder berechnen wir zuna¨chst die Zahl der Fixpunkte von τ , d.h. das
Schnittprodukt (∆X¯ ,Γτ ); sei [x : y : z] ∈ X¯ (K) ein solcher Fixpunkt, d.h. gelte
[x : y : z] = [y : x : z]. Wir ko¨nnen annehmen, daß x ∈ {0, 1} gilt.
– 1. Fall: x = 0
Dann folgt y = 0, also z 6= 0 und damit xm + ym + zm = 0 + 0 + zm 6= 0.
Widerspruch!
– 2. Fall: x = 1, y = 1
Dann folgt 1m + 1m + zm = 0, also zm = −2 6= 0 (wegen p > 2). Es gibt also
m verschiedene Fixpunkte dieser Gestalt.
– 3. Fall: x = 1, y 6∈ {0, 1}
[1 : y : z] = [y : 1 : z] =⇒ zy = z y 6=1=⇒ z = 0, y = −1
p>2
6= 1.
Wir erhalten also [x : y : z] = [1 : −1 : 0]. Ist m gerade, so gilt
1m + (−1)m + 0m = 2 6= 0 — Widerspruch!
Ist m hingegen ungerade, so liegt [1 : −1 : 0] tatsa¨chlich in X¯ (K), ist also
wirklich ein Fixpunkt.
Der Automorphismus τ hat also m Fixpunkte, wenn m gerade ist, und (m + 1)
Fixpunkte, wenn m ungerade ist. Nach der Lefschetzschen Spurformel gilt:
(∆X¯ ,Γτ ) = Tr (τ
∗|H0e´t(X¯ ,Ql))︸ ︷︷ ︸
=:t0
−Tr (τ ∗|H1e´t(X¯ ,Ql))︸ ︷︷ ︸
=:t1
+ Tr (τ ∗|H2e´t(X¯ ,Ql))︸ ︷︷ ︸
=:t2
. (36)
Bezeichne wieder R den zu Ql isomorphen Unterring von H∗e´t(X¯ ,Ql), der diesem
Kohomologiering die Struktur einer Ql-Algebra verleiht. Weil X¯ irreduzibel ist, gilt
R = H0e´t(X¯ ,Ql). Also ist τ ∗ auf H0e´t(X¯ ,Ql) die Identita¨t, d.h. t0 = 1. Mittels Poin-
care´-Dualita¨t folgt dann, daß τ ∗ auch auf H2e´t(X¯ ,Ql) die Identita¨t ist, d.h. es gilt
auch t2 = 1. Damit folgt aus Gleichung (36):
t1 = 2− (∆X¯ ,Γτ ). (37)
Als na¨chstes fragen wir uns, fu¨r wie viele Elemente a aus Am3 die Bedingung a1 = a2
erfu¨llt ist; diese Anzahl wollen wir mit N bezeichnen:
– 1. Fall: m ungerade
Dann gilt a1 + a2 = 2a1 6≡ 0 (mod m) fu¨r alle a1 ∈ Z/mZ \ {0}, so daß es also
N = (m− 1) Mo¨glichkeiten gibt.
– 2. Fall: m gerade
In diesem Fall muß a1 6≡ m2 (mod m) gelten, weil sonst a3 ≡ 0 (mod m) wa¨re.
Hier gibt es also nur N = (m− 2) Mo¨glichkeiten.
Es gilt
t1 = Tr (V )
9.9
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Es folgt t1 ∈ [−N,N ], und t1 = −N genau dann, wenn die Behauptung des Lemmas
fu¨r alle a ∈ Amn mit a1 = a2 gilt.
– 1. Fall: m ungerade
t1
(37)
= 2− (∆X¯ ,Γτ ) = 2− (m+ 1) = 1−m = −N.
– 2. Fall: m gerade
t1
(37)
= 2− (∆X¯ ,Γτ ) = 2−m = −N.
Damit ist das Lemma auch fu¨r den Fall n = 3 bewiesen.
• n ≥ 4: Sei also jetzt n ≥ 4, dann ist X mindestens zweidimensional. Seien r und
s natu¨rliche Zahlen mit r, s ≥ 3 und r + s = n + 2. Dann haben wir nach [Shi79,



















Y := Xmr−1,K ×Xms−1,K   j // X
m
r,K ×Xms,K ϕ // X¯ Xmr−1,K
∐Xms−1,K? _ioo
Dabei sind die verschiedenen Abbildungen wie folgt definiert:
ϕ : rationale Abbildung, definiert durch
([x1 : . . . : xr], [y1 : . . . : ys]) 7→
[x1ys : . . . : xr−1ys : εxry1 : . . . : εxrys−1] (mit εm = −1),





i1([x1 : . . . : xr−1]) = [x1 : . . . : xr−1 : 0 : . . . : 0]
i2([y1 : . . . : ys−1]) = [0 : . . . : 0 : y1 : . . . : ys−1]
,
β : Aufblasung von Xmr,K ×Xms,K entlang Y ,
β′ : Einschra¨nkung von β auf β−1(Y ),
j′ : Einbettung,
pi : Quotientenmorphismus,
ψ¯ : Aufblasung von X¯ entlang Xmr−1,K
∐Xms−1,K ,
ψ = ϕ ◦ β = ψ¯ ◦ pi.
Shioda zeigt, daß man mit Hilfe dieses Diagramms einen Isomorphismus[
V mr,prim ⊗ V ms,prim
]µm ⊕ [V mr−1,prim ⊗ V ms−1,prim] (−1) ψ∗(β∗⊕j′∗β′∗)∼ // Vprim (38)
von Ql-G-Darstellungen erha¨lt, der außerdem A-a¨quivariant ist. Dabei ist die Ope-
ration von A auf der linken Seite wie folgt erkla¨rt: Zuna¨chst operiert (µrm/µm) ×
(µsm/µm) offenbar auf
[
V mr,prim ⊗ V ms,prim
]
. Mit Hilfe der folgenden kurzen exakten Se-
quenz erha¨lt man die Operation auf dem ersten Summanden:




Die Operation auf dem zweiten Summanden erha¨lt man mit Hilfe des Gruppenho-
momorphismusses
A −→ (µr−1m /µm)× (µs−1m /µm)
[ζ1,...,ζn] 7→ ([ζ1,...,ζr−1],[ζr,...,ζn])
und der offensichtlichen Operation von (µr−1m /µm) × (µs−1m /µm) auf dem zweiten
Summanden.
Seien nun (b, c) ∈ Amr,s und (b′, c′) ∈ Amr−1×Ams−1 beliebig. Gleichung (38) induziert
Isomorphismen (vgl. [Shi79] und [Shi82]!)
Vb ⊗ Vc
ψ∗β∗
∼ // Vb ] c und Vb′ ⊗ Vc′(−1)
ψ∗j′∗β′
∗
∼ // Vb′ ∗ c′ .





















































Der Morphismus τ × 1 bildet Y isomorph auf Y ab, wodurch ein eindeutiges τ ′ auf
der Aufblasung induziert wird, daß mit τ × 1 kommutiert. Außerdem rechnet man
sofort nach, daß (τ × 1) ◦ j = j ◦ (τ × 1) und τ ◦ ϕ = ϕ ◦ (τ × 1) gilt, so daß das
Diagramm also kommutiert.
Wegen
τ ∗ψ∗β∗ = (τ∗ψ∗)β∗ = (ψ∗τ ′∗)β∗ = ψ∗(τ ′
∗










(wobei man beachte, daß fu¨r Involutionen τ˜ bekanntlich τ˜∗ = τ˜ ∗ gilt) folgt, daß auch





















∼ // Vb ] c Vb′ ⊗ Vc′(−1)
ψ∗j′∗β′
∗
∼ // Vb′ ∗ c′
Wegen 9.6 ist a entweder von der Form b ] c oder von der Form b′ ∗ c′, wobei nach




2 gilt. Da wir die Fa¨lle ”
n = 2“ und
”
n = 3“
schon behandelt haben, ist dann aber (τ × 1)∗ Multiplikation mit (−1), und die
Behauptung folgt aus der Kommutativita¨t des entsprechenden Diagrammes.
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Damit gilt die Behauptung also fu¨r alle n ≥ 2, und das Lemma ist bewiesen. q.e.d.
Jetzt verfu¨gen wir u¨ber alle Informationen, die wir beno¨tigen, um die Existenz einer
Basis {vb} von Vprim (mit vb ∈ Vb) zu beweisen, bezu¨glich der wir die Operation von Sn
explizit angeben ko¨nnen.
9.15 Korollar. Sei a ∈ Amn beliebig. Dann gibt es vb ∈ Vb \ {0} fu¨r alle b ∈ [a] derart,
daß
∀σ ∈ Sn ∀b ∈ [a] : σ∗(vb) = sgn (σ) · vσ−1b.
Beweis: Wa¨hle zuna¨chst v ∈ Va \{0} beliebig. Fu¨r b ∈ [a] wa¨hle σ ∈ Sn mit σ−1(a) = b.
Setze vb := sgn (σ) · σ∗v. Da σ∗ Automorphismus von V[a] ist mit σ∗(Va) = Vb (nach 4.5
und 4.6), gilt offenbar vb ∈ Vb \ {0}.
Wir zeigen zuna¨chst, daß vb nicht von der Wahl von σ abha¨ngt. Sei σ˜ ∈ Sn eine weitere
Permutation mit σ˜−1(a) = b. Es folgt, daß b fix unter ω := σ−1σ˜ ist. Nach eventueller
Umnumerierung der Koordinaten la¨ßt sich ω wie folgt in elementfremde Zykel zerlegen:
ω = [1, . . . , k1] · [k1 + 1, . . . , k2] · . . . · [ks−1 + 1, . . . , n].
Es folgt:
b1 = b2 = . . . = bk1 , bk1+1 = . . . = bk2 , bks−1+1 = . . . = bn.
Schreibt man nun jeden dieser Zykel als Produkt von Transpositionen, die nur Elemente
vertauschen, die auch der entsprechende Zykel vertauscht, so halten diese Transpositionen
b offenbar auch fest. Also la¨ßt sich ω als Produkt von Transpositionen schreiben, die b
festhalten. Es folgt aus Lemma 9.14, daß ω∗ in Vb Multiplikation mit sgn (ω) ist. Damit
ergibt sich:
sgn (σ˜) · σ˜∗v = sgn (σω) · (σω)∗v = sgn (σω) · ω∗σ∗v
= sgn (σω) · sgn (ω) · σ∗v = sgn (σ) · σ∗v = vb.
Damit haben wir gezeigt, daß vb tatsa¨chlich unabha¨ngig von der Wahl von σ ist. Wir zeigen
nun, daß die so definierten vb die gewu¨nschte Eigenschaft haben. Seien dazu σ ∈ Sn und
b ∈ [a] beliebig. Wa¨hle ein ω ∈ Sn mit ω−1(a) = b. Nach obiger U¨berlegung gilt:
vb = sgn (ω) · ω∗v,
vσ−1b = v(ωσ)−1a = sgn (ωσ) · (ωσ)∗v.
Es folgt also:
σ∗vb = σ∗(sgn (ω) · ω∗v) = sgn (ω) · σ∗ω∗v
= sgn (ω) · sgn (σ) · sgn (σ)︸ ︷︷ ︸
=1
·(ωσ)∗v = sgn (σ) · sgn (ωσ) · (ωσ)∗v︸ ︷︷ ︸
=vσ−1b
= sgn (σ) · vσ−1b.
q.e.d.
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9.16 Korollar. Es sei a ∈ Amn beliebig und (Sn)a ≤ Sn die Standgruppe von a unter der
Operation von Sn auf A
m
n . Ferner bezeichne sgn : (Sn)a −→ Q×l = Aut (Va) den Cha-
rakter, der durch das Signum einer Permutation gegeben wird. Dann wird die Operation
von Sn auf V[a] durch sgn induziert, d.h. es gilt:[
Sn −→ Aut (V[a])
σ 7→ σ∗
] ∼= indSn(Sn)a [sgn] . (39)





= sgn (σ) · #{τ ∈ Sn | τστ
−1 ∈ (Sn)a}
#(Sn)a
= sgn (σ) ·#{b ∈ [a] |σ ∈ (Sn)b}.
Beweis: Die erste Aussage ist klar nach 9.15 und der Definition der induzierten Darstel-
lung.
Die Formel fu¨r die Spur folgt dann aus folgender allgemeinen Formel fu¨r den Charak-
ter einer induzierten Darstellung: Sei G eine endliche Gruppe, S ≤ G eine Untergruppe,







g(τστ−1) (mit g(τ) := 0 fu¨r τ 6∈ S).
Wegen sgn (τστ−1) = sgn (σ) folgt daraus die erste Gleichung. Die zweite Gleichung folgt
hieraus aus der Bahngleichung fu¨r die Operation von Sn auf [a] oder auch direkt aus 9.15.
q.e.d.
9.17 Korollar. Sei s := (ζ1, . . . , ζn)·σ ∈ A˜ beliebig und a ∈ Aˇ beliebig. Ist a = (0, . . . , 0),
so operiert s trivial auf V[a] = V(0,...,0). Ist a ∈ Amn und {vb}b∈[a] eine Basis von V[a] wie in
Korollar 9.15, so gilt fu¨r b ∈ [a]:
s∗vb = (ζ
bσ(1)
1 · . . . · ζbσ(n)n ) · sgn (σ) · vσ−1b .
Insbesondere liegt s∗|V[a] also in der Untergruppe
(±µm)][a] o S([a]) ↪→ AutQl−Gk (V[a]),
wobei (±µm) die Gruppe {±ξ | ξm = 1} und S([a]) die Gruppe der Permutationen der
Menge [a] bezeichne.
Beweis: Klar nach 9.1, 9.12 und 9.15! q.e.d.
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9.18 Beispiel. Es sei speziell m = 3, n = 6, s = (ζ, 1, 1, 1, ζ2, 1) · [1234][56] und a =
[1, 1, 1, 2, 2, 2]. Dann ist
[a] = { [1, 1, 1, 2, 2, 2]︸ ︷︷ ︸
=a=:b1
, [1, 1, 2, 1, 2, 2]︸ ︷︷ ︸
=:b2
, [1, 1, 2, 2, 1, 2]︸ ︷︷ ︸
=:b3
, [1, 1, 2, 2, 2, 1]︸ ︷︷ ︸
=:b4
, [1, 2, 1, 1, 2, 2]︸ ︷︷ ︸
=:b5
,
[1, 2, 1, 2, 1, 2]︸ ︷︷ ︸
=:b6
, [1, 2, 1, 2, 2, 1]︸ ︷︷ ︸
=:b7
, [1, 2, 2, 1, 1, 2]︸ ︷︷ ︸
=:b8
, [1, 2, 2, 1, 2, 1]︸ ︷︷ ︸
=:b9
, [1, 2, 2, 2, 1, 1]︸ ︷︷ ︸
=:b10
,
[2, 1, 1, 1, 2, 2]︸ ︷︷ ︸
=:b11
, [2, 1, 1, 2, 1, 2]︸ ︷︷ ︸
=:b12
, [2, 1, 1, 2, 2, 1]︸ ︷︷ ︸
=:b13
, [2, 1, 2, 1, 1, 2]︸ ︷︷ ︸
=:b14
, [2, 1, 2, 1, 2, 1]︸ ︷︷ ︸
=:b15
,
[2, 1, 2, 2, 1, 1]︸ ︷︷ ︸
=:b16
, [2, 2, 1, 1, 1, 2]︸ ︷︷ ︸
=:b17
, [2, 2, 1, 1, 2, 1]︸ ︷︷ ︸
=:b18
, [2, 2, 1, 2, 1, 1]︸ ︷︷ ︸
=:b19
, [2, 2, 2, 1, 1, 1]︸ ︷︷ ︸
=:b20
}.
Sei {v1, . . . , v20} eine Basis von V[a] wie in 9.15 mit vi ∈ Vbi . Bezu¨glich dieser Basis hat
s∗|V[a] dann die folgende Matrixdarstellung:
0 0 0 0 0 0 0 0 0 0 ζ2 0 0 0 0 0 0 0 0 0
ζ2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 ζ2 0 0 0 0 0 0 0 0
0 ζ2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 ζ2 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 ζ2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ζ 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 ζ 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ζ 0
0 0 0 0 0 0 0 0 ζ 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ζ
0 0 0 0 0 0 0 0 0 ζ 0 0 0 0 0 0 0 0 0 0

und ist als Element von (±µm)][a] o S([a]) gleich
(ζ2, ζ2, 1, ζ2, ζ2, 1, ζ2, 1, ζ2, 1, 1, ζ, 1, ζ, 1, ζ, ζ, 1, ζ, ζ)
· [1, 2, 5, 11][3, 9, 17, 13][4, 8, 18, 12][6, 15][7, 14][10, 20, 19, 16].
Dabei beachte man, daß sgn ( [1234][56]︸ ︷︷ ︸
=[14]◦[13]◦[12]◦[56]
) = 1 gilt!
9.19 Bemerkung. Entha¨lt k die m-ten Einheitswurzeln, so ko¨nnen wir mit Hilfe von
(16), 9.9 und 9.17 die Frobeniusoperation auf der Kohomologie einer beliebigen getwisteten
Fermathyperfla¨che u¨ber k explizit berechnen.
Entha¨lt k die m-ten Einheitswurzeln nicht, so ko¨nnen wir mittels 9.10 dasselbe erreichen,
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wenn es keine a ∈ Amn , σ ∈ Sn\{id} und t ∈ (Z/mZ)×\{1}mit ta = σa gibt, denn offenbar
ko¨nnen wir genau dann die Basen auf Vprim aus 9.10 und 9.15 unabha¨ngig voneinander
wa¨hlen. Ein solcher
”
gutartiger“ Fall liegt zum Beispiel fu¨r m = n = 3 vor, denn es ist
A33 = {(1, 1, 1), (2, 2, 2)}, und S3 operiert trivial auf A33, wa¨hrend (Z/3Z)× die beiden
Charaktere vertauscht.
”
Bo¨sartig“ sind zum Beispiel die Fa¨lle m = 3, n = 2 und m = 3, n = 4, und diese werden
wir im letzten Kapitel exemplarisch untersuchen.
140 9 KOHOMOLOGIE DER FERMATHYPERFLA¨CHE
141
10 Berechnung der Zetafunktion
In diesem Kapitel definieren wir zuna¨chst die Zetafunktion eines Objektes aus Fn,rk (fu¨r
einen endlichen Ko¨rper k) und leiten dann eine explizite Formel her, mit der sie sich unter
der Voraussetzung, daß k die r-ten Einheitswurzeln entha¨lt, mittels der Ergebnisse des
neunten Kapitels berechnen la¨ßt.
10.1 Definition. Es seien n ≥ 2 und r ≥ 1 natu¨rliche Zahlen, k = Fq ein endlicher
Ko¨rper der Charakteristik p und P ein beliebiges Objekt aus Fn,rk mit assoziierter Varieta¨t
X := FkP (vgl. 1.6(iv) und 3.11(i)!). Die Zetafunktion von P werde definiert als die
Zetafunktion von X, d.h. (vgl. [Mil80, S.286]!):












X die Anzahl der Fqi-rationalen Punkte von X bezeichne. Nach den (von Dwork
und Deligne bewiesenen) Weil-Vermutungen gilt, daß ζ(P, t) sogar schon in Q(t) liegt.
Mit Hilfe der Lefschetzschen Spurformel kann man die Zetafunktion leicht berechnen,
wenn man die Frobeniusoperation auf der l-adischen Kohomologie von X kennt:
10.2 Satz. Die Bezeichnungen seien wie in 10.1, und es gelte, daß X regula¨r ist (was also
zum Beispiel erfu¨llt ist, wenn P eine Form von Pmn fu¨r ein m < p ist). Dann gilt








wobei Q(P, t) ein normiertes Polynom mit ganzzahligen Koeffizienten ist, das sich in Q¯[t]
zerlegen la¨ßt als Q(P, t) =
∏
(1−ajt) mit ganzen algebraischen Zahlen aj, die unter jeder
komplexen Einbettung den Betrag q(n−2)/2 haben. Ist l 6= p eine Primzahl, K = k¯ ein
(separabler) algebraischer Abschluß von k, X¯ := X×k k¯ und F : X¯ → X¯ der geometrische
Frobenius, so gilt
Q(P, t) = det
(
1− F ∗t |Hn−2e´t (X¯,Ql)
)
und






+ (−1)n · Tr((F ∗)i ∣∣∣Hn−2e´t (X¯,Ql)). (40)
Beweis: Siehe [Del73] und [Mil80, Lemma 2.7.,S.186]! q.e.d.
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10.3 Lemma/ Definition. Es seien r, s ∈ N+ natu¨rliche Zahlen. Definiere die Mengen
Πsr := {(n1, . . . , ns) ∈ Ns0|
∑s
i=1 ni = r} und
Bsr := {1, . . . , s}r.
Die symmetrische Gruppe Sr operiert auf B
s
r durch Permutation der Eintra¨ge. Ist pi =
(ni) ∈ Πsr beliebig, so definiere
Bsr(pi) := Sr · (1, . . . , 1︸ ︷︷ ︸
n1
, 2, . . . , 2︸ ︷︷ ︸
n2
, . . . , s, . . . , s︸ ︷︷ ︸
ns
) ⊆ Bsr und
D := D(pi) := r
ggT (n1,...,ns)
.
Wir haben eine Operation von Z auf Bsr(pi) via Z
1 7→[12...r]−−−−−→ Sr. Die Anzahl der Elemente
eines Orbits unter dieser Operation ist natu¨rlich ein Teiler von r, und fu¨r einen solchen
Teiler e von r bezeichne N(e) := N sr (pi, e) die Anzahl der Orbiten mit genau e Elementen.
Sei schließlich µ : N+ → {−1, 0, 1} die Mo¨bius-Funktion, die wie folgt fu¨r eine natu¨rliche
Zahl c mit Primfaktorzerlegung c = pm11 · . . . · pmuu definiert ist:
µ(c) =
{
(−1)u falls mi ≤ 1 fu¨r alle i,
0 sonst.
Dann gilt folgende Formel:

















Seien jetzt n, h ∈ N+ und r1, . . . , rh ∈ N+ mit r1 + . . .+ rh = n. Definiere

















Ist (pi(1), . . . , pi(h)) ∈ Πsn(pi; r1, . . . , rh) beliebig, so definiere
Bsn(pi
(1), . . . , pi(h)) := Bsr1(pi






(1), . . . , pi(h)). (42)
Sei σ(r1, . . . , rh) der Zykel [12 . . . r1][(r1+1) . . . (r1+r2)] . . . [(n−rh+1) . . . n] aus Sn. Dann
operiert Z vermo¨ge Z 1 7→σ(r1,...,rh)−−−−−−−−→ Sn auf Bsn(pi(1), . . . , pi(h)). Fu¨r eine natu¨rliche Zahl e
definiere
E(e; r1, . . . , rh) :=
{
(e1, . . . , eh) ∈ Nh+ | e1|r1, . . . , eh|rh, kgV (e1, . . . , eh) = e
}
und bezeichne fu¨r (ei) ∈ E(e; ri) mit N˜ sn(pii, ei) die Zahl der Orbiten, in denen die ersten
r1 Elemente unter [1 . . . r1] in einem Orbit der La¨nge e1 liegen, die na¨chsten r2 Element
unter [(r1 + 1) . . . (r1 + r2)] in einem Orbit der La¨nge e2 liegen und so weiter. Dann gilt
die folgende Formel:
N˜ sn(pi




(i), ei) . (43)
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Beweis: Wenn (a1, . . . , ar) in einem Orbit der La¨nge e liegt, muß gelten:
a1 = a1+e = a1+2e = . . . = a1+(r/e−1)e,





ae = a2e = a3e = . . . = ar.
In jeder Zeile stehen r/e Elemente, d.h. die Zahl r/e muß jedes der ni, also auch D teilen.
Dies ist a¨quivalent zu D|e.
Fu¨r eine natu¨rliche Zahl d bezeichne k(d) die Zahl der Elemente aus Bsr(pi), die eine durch
d teilbare Ordnung unter der Operation von Z haben. Diese Ordnung muß natu¨rlich auch
r und damit (r, d) teilen. Außerdem haben wir gerade gesehen, daß sie von D geteilt
werden muß, d.h. fu¨r k(d) > 0 ist D|d notwendig.
Wie groß ist k(d), wenn D|d gilt? Offenbar hat ein (ai) aus Bsr(pi) genau dann durch d
teilbare Ordnung, wenn fu¨r e := (r, d) obige Gleichungen erfu¨llt sind. Alle ai werden dann
schon durch a1, . . . , ae bestimmt, und von diesen mu¨ssen genau n1 · r/e Stu¨ck gleich 1


















d ·N(d) (wobei N(d) := 0 fu¨r d 6 | r).









Ist e ein Teiler von r, so folgt (41) aus (44), wenn man beachtet, daß dann fu¨r d|e schon
(r, d) = d gilt.
Die Gleichung (42) ist klar. Es bleibt also Gleichung (43) zu zeigen: Einer der N˜ -vielen
Orbits ist dadurch bestimmt, daß zuna¨chst die zugeho¨rigen Orbiten aus Bsr1(pi
(1), e1),. . . ,
Bsrh(pi
(h), eh) angegeben werden (dies liefert den zweiten Faktor) und dann die Stellung
dieser Orbiten zueinander, was den Faktor e1·...·eh
e
= ggT (e1, . . . , eh) liefert. q.e.d.
10.4 Beispiel. Wa¨hle r = 108, s = 3 und pi = (24, 36, 48). Wie viele Orbiten der La¨nge














































144 10 BERECHNUNG DER ZETAFUNKTION
10.5 Lemma. Es sei R ein kommutativer Ring mit Eins, n ∈ N+ eine natu¨rliche Zahl
und a1, . . . , an ∈ R beliebig. Sei A die Matrix
0 0 · · · 0 an
a1 0 · · · 0 0






0 0 · · · an−1 0

u¨ber R. Dann gilt







Ist insbesondere R ein Ko¨rper, dessen Charakteristik n nicht teilt, und sind die ai alle
ungleich null, so ist A halbeinfach.
Beweis: Wir entwickeln die Determinante nach der ersten Zeile:
det (1− At) = det

1 0 · · · 0 −ant
−a1t 1 · · · 0 0
0 −a2t . . . 0 0
...
...
. . . . . .
...




1 0 ··· 0 0


















0 0 ··· −an−2t 1
0 0 ··· 0 −an−1
∣∣∣∣∣∣∣∣∣∣∣
= 1 + (−1)nant · (−1)n−1a1 · . . . an−1 · tn−1
= 1 + (−1)2n−1︸ ︷︷ ︸
=(−1)
a1 · . . . · an · tn.
q.e.d.
10.6 Lemma/ Definition. Seien k, p, l, χ, n und m wie in Kapitel 5. Sei ferner
s ∈ (µnm/µm) o Sn beliebig; nach eventueller Umnumerierung ist s von der Gestalt
s = (ζ1, . . . , ζn) · σ(r1, . . . , rh)︸ ︷︷ ︸
=:σ
, setze
ξ1 := ζ1 · . . . · ζr1 ,
ξ2 := ζr1+1 · . . . · ζr1+r2 ,
· · ·
ξh := ζn−rh+1 · . . . · ζn.
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Sei nun a ∈ Amn beliebig. Dadurch wird ein pia ∈ Πm−1n definiert vermo¨ge ni := ]{j|aj = i}.
Dann gilt:






















Beweis: Folgt sofort aus 9.17, 10.3 und 10.5! q.e.d.
10.7 Beispiel. Es sei speziell m = 3, n = 6, s = (ζ, 1, 1, 1, ζ2, 1) · [1234][56], a =
[1, 1, 1, 2, 2, 2] und b = [1, 1, 1, 1, 1, 1] (vgl. 9.8!). Dann ist also pia = (3, 3), pib = (6, 0),
pi2b = (0, 6), h = 2, r1 = 4, r2 = 2, ξ1 = ζ und ξ2 = ζ
2. Weiter gilt:
Π26((3, 3); 4, 2) = {((3, 1), (0, 2)), ((2, 2), (1, 1)), ((1, 3), (2, 0))}
und
E(1; ((3, 1), (4, 2))) = {(1, 1)},
E(2; ((3, 1), (4, 2))) = {(1, 2), (2, 1), (2, 2)},
E(4; ((3, 1), (4, 2))) = {(4, 1), (4, 2)}
sowie
N24 ((3, 1), 1) = 0, N
2
4 ((3, 1), 2) = 0, N
2
4 ((3, 1), 4) = 1,
N24 ((2, 2), 1) = 0, N
2
4 ((2, 2), 2) = 1, N
2
4 ((2, 2), 4) = 1,
N24 ((1, 3), 1) = 0, N
2
4 ((1, 3), 2) = 0, N
2
4 ((1, 3), 4) = 1,
N22 ((0, 2), 1) = 1, N
2
2 ((0, 2), 2) = 0,
N22 ((1, 1), 1) = 0, N
2
2 ((1, 1), 2) = 1,
N22 ((2, 0), 1) = 1, N
2
2 ((2, 0), 2) = 0,
so daß nur folgende N˜ ungleich null sind:
N˜24 (((3, 1), (0, 2)), (4, 1)) = (4, 1) · N24 ((3, 1), 4) · N22 ((0, 2), 1) = 1,
N˜24 (((2, 2), (1, 1)), (2, 2)) = (2, 2) · N24 ((2, 2), 2) · N22 ((1, 1), 2) = 2,
N˜24 (((2, 2), (1, 1)), (4, 2)) = (4, 2) · N24 ((2, 2), 4) · N22 ((1, 1), 2) = 2,
N˜24 (((1, 3), (2, 0)), (4, 1)) = (4, 1) · N24 ((1, 3), 4) · N22 ((2, 0), 1) = 1.
Es folgt:
Φ(s,a, t) = 120 · [1− ζ1·5+2·2·4t4]1 [1− ζ6/2+2·1·3t2]2 [1− ζ1·6+2·2·3t4]2 [1− ζ1·7+2·2·2t4]1
= [1− ζ21t4] · [1− ζ9t2]2 · [1− ζ18t4]2 · [1− ζ15t4]
= [1− t4] · [1− t2]2 · [1− t4]2 · [1− t4]
= [1− t4]4 · [1− t2]2
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Außerdem ergibt sich leicht:
Φ(s, b, t) = 11 · [1− ζ1+2t]1 = 1− t,
Φ(s, 2b, t) = 12 · [1− ζ2+4t]1 = 1− t.
10.8 Theorem. Mit den Bezeichnungen aus den Kapiteln 4 und 5 seien m,n ∈ N natu¨rli-
che Zahlen mit m ≥ 1 und n ≥ 2 und k = Fq ein endlicher Ko¨rper der Charakteristik p,
der die m-ten Einheitswurzeln entha¨lt, sowie b ∈ H1cont(Gk, Sn
∫
µm) beliebig. Bezeichne
F den geometrischen Frobenius auf Xmn,K , und sei s das Bild des arithmetischen Frobenius
f ∈ Gk unter dem 1-Kozykel b. Die Zetafunktion des getwisteten Fermatpolynoms Pmn {b}
wird dann gegeben durch:
Q(Pmn {b}, t) =
∏
[a]∈ ˇ(µnm/µm)/Sn
det (1− s∗F ∗t |V[a])
mit
det (1− s∗F ∗t |V{0,...,0}) =
{
1− q n−22 t falls n gerade,
1 sonst
und det (1− s∗F ∗t |V[a]) = Φ(s,a,J (a) · t) fu¨r a ∈ Amn .
Beweis: Die erste Gleichung ist klar wegen (16), 4.6, 7.3 und 10.2, der Rest folgt aus 9.9,
9.12 und 10.6. q.e.d.
10.9 Beispiel. Sei m = 3, n = 6, k = F7 und b ∈ H1cont(GF7 , µ3
∫
S6) wie in 5.13 und
5.24. Wir wollen die Zetafunktion des Polynoms P := P 36 {b} berechnen (vgl. 5.13, 5.24,
9.8, 9.18 und 10.7!). Es ist
Q(P, t) = det (1− s∗F ∗t |V{0,0,0,0,0,0}) · det (1− s∗F ∗t |V{1,1,1,1,1,1})
· det (1− s∗F ∗t |V[1,1,1,2,2,2]) · det (1− s∗F ∗t |V{2,2,2,2,2,2})
= (1− 72t) · [1− (−56− 21ζ)t] · [1− (49t)4]4[1− (49t)2]2
·[1− (−35 + 21ζ)t]































11 Kubische getwistete Fermatgleichungen
In diesem Kapitel wollen wir den Spezialfall von getwisteten kubischen Fermatgleichungen
in zwei und in vier Variablen betrachten. Dies sind zwei
”
bo¨sartige“ Fa¨lle gema¨ß 9.19.



















(i) Es ist 1
2
(−1 + √−3) eine primitive dritte Einheitswurzel in Q, d.h. Q(√−3) ist
der dritte (und der sechste) Kreisteilungsko¨rper. Also enthielte der Ko¨rper Fp die
dritten Einheitswurzeln, wenn er
√−3 enthielte, was aber wegen p ≡ 2 (mod 3)
nicht der Fall ist.
(ii) Wegen (i) liegt
√−3 nicht in Fp, d.h.
(√−3)p = −√−3, also Tr (√−3) = √−3 −√−3 = 0, so daß
”
⊇“ folgt.
Umgekehrt folgt aus der Surjektivita¨t der Spur, daß die folgende Sequenz von Fp-
Vektorra¨umen exakt ist.
0 −→ ker (Tr) −→ Fp2 Tr−→ Fp −→ 0.
Also ist der Kern der Spur ein eindimensionaler Fp-Vektorraum, entha¨lt also genau p
Elemente, und die Gleichheit der beiden Mengen folgt, weil sie gleiche Kardinalita¨t
haben.
(iii) Weil Fp die dritten Einheitswurzeln nicht entha¨lt, kann man aus jedem Element
von Fp (eindeutig) die dritte Wurzel ziehen. Wegen (ii) ist also nur zu zeigen, daß√−3 dritte Potenz in Fp2 ist, oder a¨quivalent, daß (−3) sechste Potenz ist.
Sei a ∈ Fp das Element mit a3 = −3. Dann liegt
√







Zuna¨chst berechnen wir die auftretenden Jacobisummen.
11.2 Lemma. Es sei ζ ∈ C eine primitive dritte Einheitswurzel und K := Q(ζ). Dann
ist die Strahlklassengruppe Cl
(3)
K trivial, d.h. jedes gebrochene, zu (3) teilerfremde Ideal
von K ist ein Hauptideal (a) mit a ≡ 1 (mod 3). †
†Eigentlich muß man auch noch fordern, daß a total positiv ist, d.h. positiv unter jeder Einbettung
K ↪→ R. In unserem Fall gibt es eine solche Einbettung jedoch offensichtlich nicht, so daß die Bedingung
leer ist (vgl. [Neu92, S.381]!).
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Beweis: Zuna¨chst beachte man, daß OK = Z[ζ] euklidisch bezu¨glich der Funktion
d : Z[ζ] \ {0} −→ N+, x 7→ |x|2 = NK/Q (x)
ist. Insbesondere ist Z[ζ] also ein Hauptidealring, d.h. Cl(3)K wird als abelsche Gruppe
von Klassen von Hauptidealen (pi) zu Primelementen pi - 3 erzeugt. Sei also ein solches
pi ∈ Z[ζ] vorgegeben. Wir mu¨ssen zeigen, daß es dann ein ξ ∈ Z[ζ]× mit pi ≡ ξ (mod 3)
gibt (denn dann folgt (pi) = (ξ−1pi) und ξ−1pi ≡ 1 (mod 3)). Wegen (1 − ζ)(2 + ζ) = 3
und pi - 3 gilt
pi 6≡ 0, (1 + 2ζ) und (2 + ζ) (mod 3).
Es folgt
pi ≡ 1, (1 + ζ), ζ, 2ζ, 2 oder (2 + 2ζ) (mod 3).
Nun gilt
(−ζ)0 = 1 ≡ 1 (mod 3), (−ζ)1 = −ζ ≡ 2ζ (mod 3),
(−ζ)2 = ζ2 ≡ 2 + 2ζ (mod 3), (−ζ)3 = −1 ≡ 2 (mod 3),
(−ζ)4 = ζ ≡ ζ (mod 3), (−ζ)5 = −ζ2 ≡ 1 + ζ (mod 3),
d.h. fu¨r jede der sechs Mo¨glichkeiten finden wir ein n ∈ {0, 1, 2, 3, 4, 5} mit pi ≡ (−ζ)n
(mod 3). q.e.d.
11.3 Satz. Es sei ζ die primitive dritte Einheitswurzel e
2pii
3 , und I(3) bezeichne die Gruppe
der zu 3 teilerfremden gebrochenen Ideale von Q(ζ). Ist a ∈ I(3) ein ganzes Ideal, so finden
wir nach 11.2 eine ganze Zahl a ∈ Q(ζ) mit a = (a) und a ≡ 1 (mod 3). Mit diesem a
gilt dann fu¨r den in 9.5 definierten Charakter J(1,1,1) : I(3) → C×:
J(1,1,1)(a) = a.
Beweis: Es seien ι, τ : Q(ζ) ↪→ C die beiden, durch ι(ζ) := ζ und τ(ζ) := ζ2 = ζ¯ gegebe-
nen Einbettungen von Q(ζ) in C. Nach 9.5 ist J(1,1,1) ein Gro¨ßencharakter mit Erkla¨rungs-
modul (9). Fu¨r den Beweis unseres Satzes ist zu zeigen, daß man als Erkla¨rungsmodul
sogar (3) wa¨hlen kann und daß der Unendlichtyp (nι = 1, nτ = 0) ist.
Zuna¨chst stellen wir die folgende Tabelle auf, wobei wir die letzte Spalte durch stures
Einsetzen in Definition 9.2 berechnen:




1 1 + 9ζ 1 73 1 + 9ζ
2 1 + 3ζ 1 + 3ζ 7 1 + 3ζ
3 1− 3ζ 1 + 6ζ 13 1− 3ζ
4 4 + 9ζ 4 61 4 + 9ζ
5 4 + 3ζ 4 + 3ζ 13 4 + 3ζ
6 4− 3ζ 4 + 6ζ 37 4− 3ζ
7 7 + 9ζ 7 67 7 + 9ζ
8 7 + 3ζ 7 + 3ζ 37 7 + 3ζ
9 −2− 3ζ 7 + 6ζ 7 −2− 3ζ
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=⇒ (nι, nτ ) = (1, 0),
d.h. wir wissen jetzt, daß Hauptideale (a) mit a ∈ Z[ζ] und a ≡ 1 (mod (9)) unter J(1,1,1)
auf a abgebildet werden.
Sei jetzt a ∈ I(3) ein beliebiges ganzes Ideal von Q(ζ), und sei a ∈ Z[ζ] mit a = (a) und
a ≡ 1 (mod (3)). Dann ist a modulo (9) kongruent zu einem der $i aus der Tabelle. Es
gilt:
i j $i ·$j $i$j (mod (9))
1 1 −80− 63ζ 1
2 3 10 + 9ζ 1
4 7 −53 + 18ζ 1
5 9 1− 9ζ 1
6 8 37 1
Also sind die $i Einheiten des Rings Z[ζ]/(9), d.h. wir finden ein j ∈ {1, . . . , 9} mit



























) = a ·$j
$j
= a.
Dies ist gerade die Behauptung; unser Satz ist also bewiesen. q.e.d.
11.4 Lemma. Es sei p ≥ 5 eine Primzahl mit p ≡ 2 (mod 3). Dann gilt fu¨r die Ja-
cobisummen der Dimensionen 0, 1 und 2 vom Grad 3 zu (1, 2), (1, 1, 1) bzw. (1, 1, 2, 2)
(unabha¨ngig vom verwendeten Charakter χ : F×p2  µ3):
J 3Fp2 (1, 2) = 1,
J 3Fp2 (1, 1, 1) = −p,
J 3Fp2 (1, 1, 2, 2) = p2.
Beweis:
• Dies ist ein bloßer Spezialfall von 9.3.
• Legt man zur Berechnung der Jacobisummen zwei verschiedene Charaktere χ zu-
grunde, so sind die Ergebnisse offenbar konjugiert zueinander. Wenn wir also zeigen
ko¨nnen, daß die Jacobisumme fu¨r irgendein χ in Q liegt, so hat sie fu¨r alle anderen
χ denselben Wert.
Wegen p ≡ 2 (mod 3) ist p tra¨ge in Q(ζ), d.h. (p) ist ein Primideal mit Restklas-
senko¨rper Fp2 , so daß wir erhalten:






(−p)) 11.3= −p da (−p) ≡ 1 (mod 3).
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•
J 3Fp2 (1, 1, 2, 2)
9.7(ii)




(1, 2) ∗ (1, 2)
)
9.7(iii)
= p2 · (J 3Fp2 (1, 2))2 = p2 · 12 = p2.
q.e.d.
Jetzt ko¨nnen wir die Frobeniusoperation auf der l-adischen Kohomologie der null- und
zwei-dimensionalen Fermathyperfla¨che bezu¨glich der Basis aus 9.15 mit einigen Mu¨hen
explizit bestimmen und dadurch insbesondere die Zetafunktion einer beliebigen nicht-
ausgearteten bina¨ren kubischen Form u¨ber einem endlichen Ko¨rper berechnen.
11.5 Korollar. Es seien k ein endlicher Ko¨rper, X := X 32 die nulldimensionale kubische
Fermathyperfla¨che u¨ber k, V := H0e´t(Xk¯,Ql) die Kohomologie von X und Vprim wie in 9.9
der primitive Teil der Kohomologie von X .
Setze a := (1, 2) ∈ A32, und sei {vb}b∈{(1,2),(2,1)} eine Basis von V[a] wie in 9.15. Dann gilt
Vprim = V[a], und der geometrische Frobenius F
∗
X operiert auf Vprim durch
∀b ∈ [a] : F ∗X (vb) =
{
vb falls µ3 ⊆ k,
−v2b sonst.
Beweis: Zuerst u¨berlegt man sich sofort, daß A32 = [a] gilt, d.h. Vprim = V[a] ist klar. —
Entha¨lt k die dritten Einheitswurzeln, so folgt sofort nach 9.3 und 9.9, daß der Frobenius
trivial auf V operiert.
Enthalte also k die dritten Einheitswurzeln nicht. Sei k′ die eindeutig bestimmte Erwei-
terung vom Grad zwei von k. Es ist kein Problem, (F ∗X )
2 zu berechnen, da k′ die dritten




= J 3k′(b) · vb 9.3= vb.
Nach 9.10 folgt also F ∗X (vb) = ε(b) · v2b fu¨r ε(b) ∈ {−1, 1}, und wir mu¨ssen beweisen, daß
ε(b) = −1 gilt. Der erste Schritt hierzu ist, einzusehen, daß ε(b) nicht von b abha¨ngt,
d.h. es gilt ε(b) = ε(a) =: ε. Sei dazu σ ∈ S2 die Permutation mit σ∗a = b. Offenbar
vertauschen F ∗X und σ
∗, und wir erhalten
F ∗X (vb) = F
∗
X (σ
∗va) = σ∗F ∗X (va) = ε · σ∗ (v2a) = ε · v2b.
Wir wollen nun das getwistete Fermat-Polynom P ′ := P 32 {(k′, 1)} und die zugeho¨rige
projektive Hyperfla¨che Y ⊆ P1k betrachten: Bezeichne s die Transposition (12) ∈ S2. Nach




























∣∣∣Ql)+ Tr(s∗F ∗X ∣∣∣Vprim) = 1− 2ε.
Diese Zahl darf als Kardinalita¨t einer (endlichen) Menge natu¨rlich nicht negativ sein, so
daß nur ε = −1 in Frage kommt. q.e.d.
11.6 Korollar. Es seien k ein endlicher Ko¨rper und Q eine nicht-ausgeartete bina¨re
kubische Form u¨ber k.
(i) Entha¨lt k die dritten Einheitswurzeln, so ist Q in F˜2,3k isomorph zu einer der drei
Formen aus 7.10(i), und wir ko¨nnen die zugeho¨rige Zetafunktion angeben:
Q ζ(Q, t)−1
P{(L1, (1, 1))} (1− t)3
P{(L1, (1, δ))} (1− t)(1 + t+ t2)
P{(Lδ, 1)} (1− t)(1 + t2)
(ii) Entha¨lt k die dritten Einheitswurzeln nicht, so ist Q in F˜2,3k isomorph zu einer der
drei Formen aus 7.10(ii), und auch dann ko¨nnen wir die zugeho¨rige Zetafunktion
angeben:
Q ζ(Q, t)−1
P{(L1, (1, 1))} (1− t)2(1 + t)
P{(Lδ, 1)} (1− t)3
P{(Lδ, α)} (1− t)(1 + t+ t2)
Beweis: Dies folgt durch simples Einsetzen in unsere Resultate aus (16), 5.14, 9.15, 10.2
und 11.5. q.e.d.
11.7 Bemerkung. Insbesondere sehen wir, daß die Zetafunktion bina¨re kubische Formen
u¨ber einem endlichen Ko¨rper k bis auf Isomorphie in F˜2,3k klassifiziert.
11.8 Satz. Es sei p ≥ 5 eine Primzahl mit p ≡ 2 (mod 3), X := X 34 die kubische Ferma-
thyperfla¨che u¨ber Fp und Vprim wie in 9.9 der primitive Teil der mittleren Kohomologie
von X . Setze a := (1, 1, 2, 2) ∈ A34, und sei {vb}b∈[a] eine Basis von V[a] wie in 9.15. Dann
gilt Vprim = V[a], und der geometrische Frobenius F
∗
X operiert auf Vprim durch
∀b ∈ [a] : F ∗X (vb) = p · v2b.
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Beweis: Wir gehen vollkommen analog zum Beweis von 11.5 vor, mu¨ssen uns diesmal
aber ein klein wenig mehr anstrengen:
Wieder u¨berlegt man sich sofort, daß A34 = [a] gilt, d.h. Vprim = V[a] ist klar. Des weiteren
ist es kein Problem, (F ∗X )
2 zu berechnen, da Fp2 die dritten Einheitswurzeln entha¨lt: Fu¨r




= J 3Fp2 (b) · vb
9.7(ii)
= J 3Fp2 (a) · vb
11.4
= p2 · vb.
Nach 9.10 folgt also F ∗X (vb) = ε(b)p · v2b fu¨r ε(b) ∈ {−1, 1}, und wir mu¨ssen beweisen,
daß ε(b) = 1 gilt. Der erste Schritt hierzu ist wieder, einzusehen, daß ε(b) nicht von b
abha¨ngt, d.h. es gilt ε(b) = ε(a) =: ε. Wa¨hlt man eine Permutation σ ∈ S4 mit σ∗a = b,
so folgt dies aber genau wie in 11.5.
Wir wollen nun das getwistete Fermat-Polynom P ′ := P 34 {(Fp2×Fp2 , 1)} und die zugeho¨ri-
ge projektive Hyperfla¨che Y ⊆ P3Fp betrachten und dann auf zwei verschiedene Weisen die
Anzahl der Fp-rationalen Punkte #Y(Fp) berechnen. Der Vergleich der beiden Zahlen
wird dann ε = 1 zeigen.
Die
”
erste Weise“ ist dieselbe wie im Beweis von 11.5: Bezeichne s die Permutation
(12)(34) ∈ S4. Nach (16) und (40) gilt dann




und bezu¨glich der Basis {v(1,1,2,2), v(1,2,1,2), v(1,2,2,1), v(2,1,1,2), v(2,1,2,1), v(2,2,1,1)} von Vprim be-
sitzt s∗F ∗X die Darstellung
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
 ·

0 0 0 0 0 εp
0 0 0 0 εp 0
0 0 0 εp 0 0
0 0 εp 0 0 0
0 εp 0 0 0 0
εp 0 0 0 0 0
 =

0 0 0 0 0 εp
0 εp 0 0 0 0
0 0 εp 0 0 0
0 0 0 εp 0 0
0 0 0 0 εp 0








#Y(Fp) = 1 + p2 + Tr
(
s∗F ∗X
∣∣∣Ql(−1))+ Tr(s∗F ∗X ∣∣∣Vprim)
= 1 + p2 + p+ 4εp = 1 + (1 + 4ε)p+ p2. (45)
Im Gegensatz zu der Situation aus 11.5 sind wir jetzt noch nicht fertig, weil dieser Aus-
druck (zumindest fu¨r hinreichend große p) unabha¨ngig von ε stets positiv ist. Wir haben
aber zum Glu¨ck noch eine andere Mo¨glichkeit, #Y(Fp) zu berechnen, wir ko¨nnen na¨mlich
3.15 benutzen. Sei dazu Y˜ ⊆ A4Fp die durch P ′ definierte affine dreidimensionale Hyper-
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fla¨che. Dann liefert 3.15:
#Y˜(Fp) = #
{
(x, y, z, u) ∈ Y˜(F¯p)
∣∣∣ (x, y, z, u) = (yp, xp, up, zp)}
= #
{
(x, xp, z, zp) ∈ Y˜(F¯p)
∣∣∣ (x(p2) = x) ∧ (z(p2) = z)}
= #
{




(x, z) ∈ F2p2
∣∣∣ (x3 + z3) + (x3 + z3)p = 0}
= #
{
(x, z) ∈ F2p2
∣∣∣TrFp2/Fp (x3 + z3) = 0}
= #
{
(x, z, t) ∈ F3p2





(x, z) ∈ F2p2
∣∣∣ x3 + z3 = 0} und B := #{(x, z) ∈ F2p2 ∣∣∣ x3 + z3 = 1},
Dann folgt aus 11.1(ii),(iii) und (46)
#Y˜(Fp) = A+ (p− 1)B. (47)
Wir berechnen zuerst A:
A = 1 + (p2 − 1) ·#
{
(x : z) ∈ P1Fp(Fp2)
∣∣∣ x3 + z3 = 0}
(40)




= 1 + (p2 − 1) · 3 = 3p2 − 2. (48)
Bevor wir uns an die Berechnung von B machen, berechnen wir zuna¨chst
C := #
{
(x : z : w) ∈ P1Fp(Fp2)
∣∣∣ x3 + z3 = w3}
= #
{
(x : z : w) ∈ P1Fp(Fp2)
∣∣∣ x3 + z3 + w3 = 0}
und D := #
{
(x, z, w) ∈ F3p2
∣∣∣ x3 + z3 = w3}.
Wegen A33 = {(1, 1, 1), (2, 2, 2)}, 11.4 und (40) erhalten wir
C = 1 + p2 −
(
J 3Fp2 (1, 1, 1) + J
3
Fp2 (2, 2, 2)
)
= p2 + 2p+ 1




p2 − 1 =
p4 + 2p3 − 3p2 − 2p+ 2
p2 − 1 = p
2 + 2p− 2. (50)
Einsetzen von (48) und (50) in (47) liefert schließlich das Ergebnis
#Y(Fp) = #Y˜(Fp)− 1
p− 1 =
1 + (3p2 − 2) + (p− 1)(p2 + 2p− 2)
p− 1 = p
2 + 5p+ 1,
und der Vergleich mit (45) zeigt ε = 1, womit der Satz vollsta¨ndig bewiesen ist. q.e.d.
Wie man sieht, ist es uns also auch in zwei
”
bo¨sartigen“ Fa¨llen gelungen, die Frobe-
niusoperation auf der l-adischen Kohomologie getwisteter Fermathyperfla¨chen explizit zu
bestimmen. Im Prinzip sollte es mo¨glich sein, dieselbe Methode auch auf andere Grade
und Dimensionen anzuwenden.
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