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I. INTRODUCTION
T HE GROWTH in demands for multimedia and broad-band services has placed high demands on optical communications systems and networks [1] - [4] . These demands are expected to continue to increase as multimedia resolution and precision imaging requirements develop. To meet these challenges terrestrial optical fiber systems are currently operating at 10-Gb/s channel data rates and experimental systems at 40 Gb/s have been demonstrated over distances of several thousand kilometers [2] . Some of the main component issues that must be solved for these systems include techniques for ultradense-wavelength multiplexing and demultiplexing over a large optical band, compensation techniques for polarization-mode dispersion (PMD), and residual chromatic dispersion, and reducing sensitivity to optical nonlinearities in the fiber medium. A number of significant advances have been made on these hardware issues; however, improvements to communication system performance can also be made by other methods. For instance sophisticated forward-error control coding techniques have proven to be very effective in extending the limits of wireless communications. These algorithmic approaches are often much less expensive to implement than new material or device development. In many respects, the coding algorithms that are being applied to fiber-optic communication channels are lagging far behind other types of communication modalities. Although data flow through optical communication systems has increased tremendously, it has become widely recognized that a full utilization of the available bandwidth cannot be achieved without powerful error-control schemes.
There has been a great deal of research activity in the area of error control coding during the last few years, ignited by the excellent bit-error rate (BER) performance of the turbo decoding algorithm demonstrated by Berrou and Glavieux [7] . Unfortunately, the turbo decoding is not suitable for optical communications because of its very high complexity of the Bahl, Cocke, Jelinek and Raviv (BCJR) algorithm [8] , which is a main ingredient of the turbo decoder. Fortunately, during the last several years, turbo decoding has been generalized and mathematically formulated through the concept of codes on graphs. The prime examples of codes on graphs are low-density parity check (LDPC) codes. Extensive simulation results showed that, in many channels (such as additive white-noise Gaussian (AWGN) channel, binary symmetric channel, and erasure channel), LDPC codes perform nearly as well as earlier developed turbo codes. The theory of codes on graphs has not only improved the error performance, but has also opened new research avenues for investigating alternative suboptimal decoding schemes, such as belief propagation. The belief propagation algorithms and graphical models have been developed in the expert systems literature by Pearl [9] and, in the case of LDPC codes, are at least an order of magnitude simpler than the turbo decoding algorithm.
In this paper, we show that LDPC codes and iterative decoding based on belief propagation provide a significant system performance enhancement with respect to the state-of-the-art forward-error correction (FEC) schemes employed in optical communications systems.
An efficient algorithm that eliminates short cycles in a graph employed in iterative decoding, proposed here, allows further performance improvement. Namely, we exploit the idea that a judicious selection of disregarded blocks can also increase the girth of a design (or more precisely, the girth of a design bipartite graph). It is a desirable property of a bipartite graph to have a large girth, because the message-passing decoding algorithm on such graphs will perform better. The reason is that it takes more iterations until extrinsic information originating from different nodes in the bipartite graph becomes correlated. Grover's proposal of applying FEC codes to dispersion-limited lightwave systems with laser impairments [10] . Recently, particularly in transoceanic submarine systems, error-correcting codes, such as the Bose-Chandhuri-Hocquenghem (BCH) code or the Reed-Solomon (RS) code have been selected for implementation [11] . Sab and Lemaire proposed using turbo codes for Alcatel long-haul submarine transmission system [12] . The transmission rate, error performance, and decoder hardware complexity can be further improved by using powerful error-control codes, in particular LDPC codes. To our knowledge, there is no published work on this subject.
We propose a scheme in which presently used Hamming and BCH codes are replaced by LDPC codes. In theory, the very long LDPC code approach is superior to both BCH and Hamming codes, but none of the existing literature on LDPC codes offers codes appropriate for the targeted application, which seeks multi-gigabit-per-second operation. Two the most important requirements for LDPC codes in optical communications are high code rate and simple encoder and decoder. The existing LDPC codes have large and "random" parity check matrices [16] . The implementation of such LDPC encoder/decoder is too complex and require too much memory to fit on a single chip.
We have demonstrated [13] - [15] that good codes can be constructed without using random sparse parity check matrices. The structure of our codes is of crucial importance for high-speed implementations, because these codes can lend themselves to extremely simple encoders, and because we can be assured of large minimum codeword distances. Since the spectral efficiency must stay high, we are interested in high-rate structured codes. The structure can also be used to provide flexible error protection, although this feature is not discussed in this paper. We showed that these codes can be efficiently decoded by belief propagation in associate bipartite graphs, because short cycles in a bipartite graph are eliminated. In this paper, system performance is further improved by using a special class of LDPC codes of even higher girth (shortest cycle length).
III. CODE CONSTRUCTION
The code construction presented in this paper is based on balanced incomplete block designs (BIBDs) [13] , in particular, constructed from mutually orthogonal latin rectangles (MOLRs). The idea is to construct a combinatorial design, which is a structure that consists of a given number of points and subsets of these points, so-called blocks, and then to define a parity check matrix of a code as an incidence matrix between points and blocks in such a structure. Under certain conditions, such a parity check matrix defines an LDPC code. If a design is a BIBD, then all cycles of length four in a bipartite graph are eliminated, all parity checks are orthogonal, and a belief propagation algorithm can be used for decoding. We also give a class of codes that eliminates all cycles of length six, which further improves performance of belief propagation decoding.
A. MOLR-Based Construction
In general, in combinatorics, a design is a pair , where is a set of some elements called points, and is a collection of subsets of called blocks. The numbers of points and blocks are denoted by and , respectively. If is an integer parameter, such that any subset of points from is contained in exactly blocks, we deal with a design. A BIBD is a -design for which each block contains the same number of points , and every point is contained in the same number of blocks . In this paper, we consider only BIBD with . Although such a BIBD still has five integer parameters , , , and , only three of them are independent. Namely, the BIBD parameters satisfy the following two equations [15] : and . The notation -BIBD is used for a BIBD with points, block size , index , and . A design is resolvable if there exists a nontrivial partition of its blocks set into parallel classes, each of which partitions the point set . For example, the collection of blocks is a 2-design with parameters , , and . It is a resolvable design with four resolvability classes, each containing three blocks. The first resolvability class is . As we will see later, the "lines" of the MOLR also form a resolvable BIBD. Given a design, a parity check matrix can be obtained as a point-block incidence matrix of the design. In other words, the nonzero positions within the columns of are specified by blocks of a design. For our example, the parity check matrix is From the fact that does not have a full rank, and from the relations and , it follows that the code rate is lower bounded by
The similar formula holds for general designs, , as well.
In this case, the number of blocks is . The required code lengths for a given code rate for a -BIBD are shown in Fig. 1 . If the required code rate is higher than 0.9, what is typically required for optical communications, it is impossible to construct code shorter than 500.
An important subclass of BIBDs are so-called infinite families [24, p. 67] , which, as the name indicates, contain an infinite number of designs. The examples of these BIBDs include projective geometries, affine geometries, unitals, and Denniston designs (see [24] ). The known infinite families of BIBD are listed in Table I [24] . Notice that Kou, Lin, and Fossorier construction of LDPC codes [25] is based on projective geometry, a design from this class. Fig. 1 shows a lower bound on code length as a function of a code rate for LDPC codes obtained by using infinite families from Table I . As it can be seen from Fig. 2 , these families offer quite a limited set of parameters (code lengths and column weights) and, therefore, a small class of codes in the high-rate, low-length region. This motivates the introduction of 2-designs that have a flexible number of blocks and arbitrary block size . The MOLR-based construction has exactly this property. Now, we address the problem of construction of resolvable BIBDs using MOLR. This construction gives an extremely wide range of block sizes and code rates. It can be viewed as an extension on the integer lattice construction explained in [13] . A integer array with elements in is referred to as Latin rectangle if each of the elements occurs once in each row and once in each column. For two rectangles and , the join of and is the array whose th entry is the pair . Two Latin rectangles and are orthogonal if all entries in the join are distinct (i.e., if and , then and ). Latin rectangles are mutually orthogonal if they are orthogonal in pairs. The importance of such a property will be evident shortly. For the sake of simplicity, let us start with MOLRs of equal sizes (i.e., mutually orthogonal Latin rectangles). This construction is based on elementary combinatorics (see, e.g., [21] be shown that the arrays , , are mutually orthogonal Latin squares (MOLS) of order [24] . For example are three MOLS of order four (indexes are used here to represent the elements of the ). Consider now a integer lattice with elements labeled by the points from the set . In other words, let be a one-to-one mapping of the square to the integer set of a design. An example of such mapping is a simple linear mapping . The numbers are referred to as cell labels. Each defines a set of parallel lines , . These sets are analogous to the sets of lines with slopes in the lattice design introduced in [13] . The slopes and can be also included to create a full resolvable BIBD with , , and . The corresponding design with the resolvability classes shown in different columns is given in Table II . Our experimental findings show, however, that excluding the infinite slope leads to better performance. Each line of a design specifies positions of nonzero elements in a column of parity check matrix .
For example, the parity check matrix corresponding to the last four columns (slopes: ) in Table II is shown in the equation at the bottom of the next page.
Notice that each column in the Table II corresponds to a submatrix in .
Consider now a Latin rectangle with horizontal and vertical dimensions equal to and , respectively. To keep the ex- (4) position simple, we illustrate the construction for prime . It can be readily extended to the case when is a prime power using the same approach as in the square case. For each , we define the rectangle with elements . For example, the MOLR with and consists of the following seven rectangles:
Notice that we allow the occurrence of same elements in rows of the first rectangle, which means that, strictly speaking, the first rectangle is not Latin. In general, there are parallel classes of lines, each corresponding to different . As in the case of Latin squares, each rectangle defines a set of parallel lines , . Notice that some pairs of points are not contained in any line, which means that the design is imbalanced and that the design index can be either zero or one. Again, the lines determine 
where each submatrix is a permutation matrix. Notice that has exactly the same form as proposed by Gallager [26] . The MacKay's regular LDPC codes [16] , [22] , [31] are in fact the special case of our MOLR-based codes. Namely, by random permutations of the columns of the parity check matrix of a MOLR code (and including lines with infinite slope), we can obtain MacKay, as well as many other random codes. However, since all these codes are structurally identical, they will perform exactly the same in the AWGN channel.
The decoding complexity (in the algorithmic sense) of MacKay's LDPC codes is comparable to the MOLR-based LDPC class, since the same sum-product (message-passing or belief propagation) algorithm is used in decoding (as explained in Section IV). However, the regular structure of MOLR codes allows for reduced-complexity architectures. A decoding architecture for finite-geometry LDPC codes has been recently presented by Yeo et al. [27] . Another (so-called vector LDPC) architecture has been recently implemented and is now commercially available in Flarion LDPC chip [28] . The third example of a structured-code architecture that is also commercially available is Agere LDPC chip [29] . The encoding complexity of structured LDPC codes is also lower compared with random codes. One such encoder architecture has been proposed by Vasic [13] . Parity check matrices of designs with equal number of points and blocks (so-called symmetric designs) can be written in a cyclic form and encoded by a linear shift register circuitry [25] .
Although it is known from work of Kschischang-Frey that short cycles hurt the convergence of LDPC codes, recently Richardson et al. [30] provided analytical evidence that the elimination of short cycles actually lowers the error floor. Since the error floor in optical communication systems is much lower compared with wireless systems, it is desirable that an LDPC code does not have short cycles, or that there is a systematic way of eliminating short cycles. Section III-B offers such a construction based on MOLR.
B. 2-Girth-Eight Designs
Denote by a resolvability class corresponding to MOLR of slope , and by a set of blocks of a sub-design composed of resolvability classes corresponding to the slopes from the set , i.e., . We are interested in the following problem: find a maximum cardinality slope set such that is a girth-eight design. The algorithm for finding a girth-eight subdesign is as follows: 
The function
gives the girth of a graph and can be computed in time linear in (see [20] ).
IV. BELIEF PROPAGATION ALGORITHM
For any codeword in a linear block code given by the parity check matrix , the following set of equations is satisfied:
The above equations are called parity check equations. Iterative decoding can be visualized as message passing on a bipartite graph representation of the parity check matrix [17] . There are two types of vertices in the graph: check vertices (check nodes) indexed by and variable vertices (bit nodes) indexed by . Edge-connecting vertices and exist if , i.e., if variable participates in the parity check equation . For example, the bipartite graph corresponding to is shown in Fig. 3. In Fig. 3, each row is represented by a square  (a parity check equation) , referred to as a check node, while the bits in a check are represented by the circles referred to as bit nodes.
Decoding can be done as follows. First, a priori information of the bit at position , is obtained from the channel detector, and values associated with every edge in the bipartite graph are initialized to zero. In th iteration, we update the values according to:
The last step in iteration is to compute the updated likelihood ratios according to (5) Decoding halts when a valid codeword or a maximum number of iteration has been reached. Steps (4) and (5) can be viewed as propagation of likelihoods (beliefs) in a code bipartite graph [13] , [17] .
It is desirable to have each bit "checked" in as many equations as possible, but because of the iterative nature of the decoding algorithm, the bipartite graph must not contain short cycles. In other words, the graph girth (the length of the shortest cycle) must be large. These two requirements are contradictory, and the tradeoff is especially difficult when we want to construct a code that is both short and has a high rate. As explained in Section II, in a BIBD, no two blocks contain the same pair of points, and consequently, the corresponding bipartite graph has girth six, which supports the belief propagation algorithm [17] . Algorithm proposed in Section III-B increases the girth of a design bipartite graph. As we show in Section V, the belief propagation decoding algorithm on such graphs performs better. Namely, it takes more iterations until extrinsic information originating from different nodes in the bipartite graph becomes correlated.
V. LDPC CODE PERFORMANCE
The main impairments in long-haul optical transmission come from amplified spontaneous emission (ASE) noise, pulse distortion due to fiber nonlinearities, chromatic dispersion or polarization dispersion, crosstalk effects, intersymbol interference (ISI), etc. The models presented so far [11] , [12] , [18] in considering the FEC are based on the AWGN assumption. In contrast, our simulator allows for taking into account in a natural way all major impairments in a long-haul optical transmission, such as ASE noise, pulse distortion due to fiber nonlinearities, chromatic dispersion or polarization dispersion, crosstalk effects, ISI, etc. In addition, it can be used to analyze a variety of FEC schemes, especially those based on iterative decoding.
In this section, we study the performance of LDPC codes in the presence of residual dispersion, fiber nonlinearities, ISI and receiver noise resulting from signal-noise and noise-noise interaction on a p-i-n photodiode. The influence of the transfer functions of optical and electrical filters is taken into account as well. A wavelength-division-multiplexing (WDM) system with a 10-Gb/s bit rate per channel and a channel spacing of 50 GHz is considered. It is assumed that the observed channel is located at 1552.524 nm (193.1 THz) and that there exists a nonnegligible interaction with six neighboring channels. The extinction ratio is set to 13 dB. The transmitter and receiver imperfection is described through a back-to-back factor, which is set to 23 dB.
The results of a Monte Carlo simulation for the MOLR-based LDPC (1369,1260) code with a code rate of (redundancy of 8.7%) and the AWGN channel are shown in Fig. 4 . For 10 , the LDPC (1369,1260) scheme outperforms the RS (255 239) code by 1.1 dB. Fig. 5 shows the BER results of a Monte Carlo simulation for a typical receiver comprised of an erbium-doped fiber amplifier (EDFA) as a preamplifier, an optical filter (modeled as a super-Gaussian filter of the eighth order and bandwidth , bit rate over code rate), a p-i-n photodiode, an electrical filter (modeled as a Gaussian filter of bandwidth ), a sampler and a decision circuit. The transmission with the dispersion map composed of standard single-mode fiber (SMF) and dispersion-compensating fiber (DCF) sections giving the residual dispersion of 272 ps/nm is considered. The average power per channel of 0 dBm and a nonreturn-to-zero (NRZ) format are assumed. The SMF attenuation coefficient, dispersion, dispersion slope, nonlinear refractive index, and effective cross-sectional area are set to 0.21 dB/km, 17 ps nm km , 0.065 ps nm km , 2.6 10 m W, and 80 m , respectively. Corresponding DCF parameters are 0.5 dB/km, 100 ps nm km , 0.33 ps nm km , 2.6 10 m W, and 30 m . The comparison with MacKay's regular LPDC codes [16] , [22] , [31] , which are frequently used as a reference in coding literature, is given in Fig. 6 . For 10 , the MacKay's LDPC code outperforms MOLR for 0.3 dB. Notice that that the performance difference between the MOLR-based LDPC code (1369, 1260) and MacKay's regular LDPC (999, 888) code diminishes at lower BERs. We expect the MOLR-based LDPC codes to perform better for BERs lower than 10 . The discrepancy for higher BERs also come from the fact that the MacKay's LDPC (999, 888) code has higher redundancy 12.5 than MOLR-based LDPC (1369, 1260) code 8.7 . MOLR-based LDPC codes of girth eight significantly outperform (see Figs. 7 and 8) MacKay's regular LDPC codes. Further improvement of MOLR-based LDPC codes is possible by random permutations of columns in the parity check matrix. Unfortunately, random column permutation destroys the structure of a parity check matrix (2), which results in increased encoder/decoder complexity [26] .
The results for LDPC codes of girth eight are shown in Figs. 7 and 8, upon transmission. For 10 , the LDPC (7471, 6748) scheme (Fig. 7) outperforms the RS (255 239) code by 2 dB, and the LDPC (1328, 1079) (Fig. 8 ) by 2.5 dB. (More details on RS/turbo code performance in optical communications can be found in [11] .) Much more complex block turbo code based on a product of two BCH (128,113,6) codes, with 3-b quantized samples and with 28% redundance, gives performace comparable to our LDPC (7471, 6748). Notice that our code has much smaller redundance 10 . Notice also that the complexity of the RS/turbo decoder is much higher than that of a LDPC decoder of equal or comparable length. Another important observation is that coding gain at lower BER (not shown in the figure) will be larger because of a steeper waterfall curve of LDPC codes [15] .
VI. CONCLUSION
We have presented an FEC scheme based on LDPC codes. We demonstrate a significant coding gain of LDPC with respect to the state-of-the-art FEC schemes employed in optical communications systems. These codes have many unique features that may allow for very high-speed implementations. For example Hagenauer et al. [19] realized that the sum-product algorithm is well suited for analog very large scale integratin (VLSI) implementation. Not only does the code graph specify a natural layout, but also the sum-product operations are well matched to the natural nonlinear physical behavior of transistors. This kind of fast analog iterative decoder is a very attractive option for optical communications.
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