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In this paper we propose a dynamic programming algorithm to compare two quotiented
ordered trees using a constrained edit distance. An ordered tree is a tree in which the
left-to-right order among siblings is signiﬁcant. A quotiented ordered tree is an ordered
tree T with an equivalence relation on vertices and such that, when the equivalence
classes are collapsed to super-nodes, the graph so obtained is an ordered tree as well.
Based on an algorithm proposed by Zhang and Shasha [K. Zhang, D. Shasha, Simple fast
algorithms for the editing distance between trees and related problems, SIAM Journal on
Computing 18 (6) (1989) 1245–1262] and introducing new notations, we describe a tree
edit distance between quotiented ordered trees preserving equivalence relations on vertices
during computation which works in polynomial time. Its application to RNA secondary
structures comparison is ﬁnally presented.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Ordered trees are commonly used to model the topological structure of biological data (e.g., plants [1], RNA secondary
structures [2]) and then to evaluate similarity between these data. Over the last 30 years, many ordered labeled tree com-
parison algorithms have been developed [3–6]. These algorithms were introduced by Selkow [3] and are based on the
notion of edit distance or alignment score, which have since become classic approaches in the frame of sequence compari-
son [7]. Both notions are equivalent in the case of sequence comparison, but lead to two different problems in the case of
tree comparison. This article focuses on a multi-scale extension of Zhang and Shasha’s algorithm [5] which is the standard
when dealing with ordered labeled tree comparison. This extension is currently used to evaluate the similarity between two
multiscale representations of RNA secondary structures.
RNA secondary structures have been modeled by different ordered tree representations corresponding to different lev-
els of abstraction (Vauchassade and Viennot [8], Shapiro and Zhang [2]). To take into account the multi-scale nature of
RNA secondary structures, two different approaches have been recently proposed. Allali and Sagot [9] introduced a new
data structure, called MiGaL for Multiple Graph Layers, composed of various graphs linked together by relations of abstrac-
tion/reﬁnement. This structure is used for representing information that can be described at different levels of abstraction,
each level corresponding to a graph (and not necessarily a tree). The comparison of two MiGaL is then performed as a step-
by-step comparison starting with the most abstract level. The result of the comparison at a given step is then communicated
to the next step using a special coloring scheme. MiGaLs are used for comparing RNA secondary structures that may be
seen at different levels of detail, going from the sequence of nucleic acids, single or paired with another to participate in a
helix, to the network of multiple loops.
In the same way, Ouangraoua et al. [10] have recently proposed a top-down approach to compare RNA secondary struc-
tures based on two levels of abstraction (Vauchassade and Viennot’s representation and Shapiro and Zhang’s representation),
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each level being an ordered tree. Their algorithm is an extension of Zhang and Shasha’s algorithm [5] to locally compare quo-
tiented ordered trees [10]. A quotiented ordered tree [1] is an ordered tree with an equivalence relation deﬁned on the set
of vertices, such that the resulting quotient graph is also an ordered tree. It can thus be considered as a self-similar structure
represented by trees on two different scales: basically, quotiented trees refer to trees (the macroscopic scale) whose vertices
are also trees (the microscopic scale). Ouangraoua et al.’s approach [10] then consists in comparing trees at the macroscopic
scale by deﬁning the edit cost related to macroscopic vertices as the edit distance computation between subtrees of these
vertices. However, during the comparison, equivalence relations on vertices are not preserved.
On the other hand, for plant modeling purposes, Ferraro and Godin [11] have proposed a bottom-up solution to the
comparison of unordered quotiented trees which preserves equivalence relations. Based on this approach, and by introducing
new notations, we present in this paper a new edit distance between quotiented ordered trees which can be used to
compute an optimal sequence of edit operations at the most microscopic scale and preserving equivalence relations on tree
vertices.
In Section 2, basic deﬁnitions concerning trees and quotiented trees are introduced. In Section 3, we ﬁrst recall how se-
quences of edit operations can be modeled using mappings between tree vertices. Mappings are then extended to quotiented
ordered trees. In Section 4, a dynamic programming algorithm that computes a structural distance between quotiented or-
dered trees in polynomial time is described. Finally, we brieﬂy present an application to the evaluation of similarity between
RNA secondary structures.
2. Deﬁnitions and notations
Some deﬁnitions and notations needed to compare quotiented ordered trees are introduced below. There are standard
concepts and can be found, with slightly different notations, in many other sources that deal with tree comparison: [12–15]
are four basic references.
Let T = (V , E) be a rooted tree. The root of T is denoted by r(T ) and the ancestor-descendant relationship deﬁned
on the set of vertices of a rooted tree is denoted by ≺. A rooted tree is said to be ordered if the set of children of any
vertex x (denoted by child(x)) is ordered. Thus, there are trees for which the left-to-right order among sibling vertices is
signiﬁcant [8]. In this paper, rooted trees will be ordered according to the postﬁx order relationship (Fig. 1(a)). The postﬁx
order relationship on vertices of an ordered tree T rooted in r is obtained by visiting all the subtrees of T rooted on the
children of r (with respect to the order on these children) and then the root. The postﬁx order relationship is a total order
relation on vertices denoted by <. In the following, vertices will purposely be identiﬁed with their postﬁx order index. Let
T be an ordered rooted tree, the left most leaf of a vertex x of T denoted by L(x) is the minimum vertex according to the
order relation < among the descendants of x. In a tree, the set of common ancestors of any two vertices x and y obviously
contains at least the root vertex and is a totally ordered set (with respect to the order relation <). The minimum element
of this set is called the least common ancestor and is denoted by x∧ y.
A tree T = (V , E) is said to be labeled if a symbol σ(x) belonging to a ﬁnite set Σ of labels is associated to each vertex
x of T using a labeling function σ : V → Σ . We assume that a distance γ , called elementary distance, is deﬁned on Σ ∪ λ
where λ represents the empty symbol (γ (a, λ) is the cost of the deletion of symbol a in Σ , γ (λ,b) is the cost of the
insertion of b and γ (a,b) is the cost of the substitution of a by b).
A forest (Fig. 1(b)) is a set of rooted trees. Let x and y be two vertices of a tree T , if x y, the sub-forest of T whose set
of vertices is U = {z, x z y} is denoted by F [x . . . y], otherwise, F [x . . . y] will represent the empty forest ∅.
A quotiented graph [1] is a triple Q = (T ,W ,π) where T = (V , E) is a rooted tree called the support of Q , W is a set
of vertices and π a surjective application from V (the set of vertices of T ) to W . For any vertex x in V , the vertex π(x)
is called the complex of x and reciprocally x is a component of π(x). For any vertex z in W , π−1(z) denotes the set of
components of z and if x is a vertex of V , Π(x) denotes the set π−1(π(x)) of components of π(x). The support subgraph
of π(x) is thus the graph (Π(x), E ∩ Π(x)2) and if there is no confusion, it is simply denoted by Π(x). The quotient graph
π(T ) associated with Q is the graph (W , Eπ ) such that:
∀(x, y) ∈ E, (π(x),π(y)) ∈ Eπ ⇔ π(x) = π(y).
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Quotiented graphs whose support and quotient graphs are trees are called quotiented trees (Fig. 2(a)). Quotiented trees could
be considered as self-similar structures [1] represented by trees on different scales where the support tree represents the
most microscopic scale and the quotient tree refers to the most macroscopic scale.
A quotiented tree Q = (T ,W ,π) (Fig. 2(a)) is ordered if and only if its support tree T = (V , E) is an ordered tree
(Fig. 2(b)). The quotient tree is then associated with an order numbering (Fig. 2(c)) such that: ∀(x, y) ∈ V 2, π(x) < π(y) ⇔
max{z ∈ Π(x)} <max{t ∈ Π(y)}.
Let Q = (T ,W ,π) be a quotiented ordered tree and let x and y be two vertices of T , then Q [x] represents the quo-
tiented ordered tree whose support tree is T [x] and Q [x . . . y] represents the ordered quotiented forest whose support
graph is the forest F [x . . . y]. Note that the quotient graph could be either a forest or simply a tree.
Let Q = (T ,W ,π) be a quotiented ordered tree and let x, y be two vertices of T such that x y. The least descendant
of the root of Π(y) in F [x . . . y] is the maximum vertex according to the order relation < between x and L(r(Π(y))) (i.e.,
the left most leaf of the root of the support subtree Π(y)) and is denoted by m(x, y):
m(x, y) =max{x, L(r(Π(y)))}.
In the following, we consider Q 1 = (T1,W1,π1) and Q 2 = (T2,W2,π2) two quotiented ordered trees. If there is no
confusion, π1 and π2 are denoted by π .
3. Valid mapping between quotiented ordered trees
The tree-to-tree correction problem consists in determining the distance between two trees measured by the optimal
sequence of edit operations (namely substitution, insertion and deletion) needed to transform one tree into the other.
Let T1 = (V1, E1) and T2 = (V2, E2) be two ordered trees, a mapping is usually associated to each sequence of edit
operations transforming T1 into T2. A mapping [4] from T1 to T2 is a triple (M, T1, T2) where M is a set of ordered pairs
of vertices (x, y) with x ∈ V1 and y ∈ V2 where the following properties hold for any two pairs (x1, x2) and (y1, y2) in M:
x1 = y1 ⇔ x2 = y2, (1)
x1 ≺ y1 ⇔ x2 ≺ y2, (2)
x1 < y1 ⇔ x2 < y2. (3)
Let M be a mapping from T1 to T2 and let M1 (resp., M2) be the set of vertices of T1 (resp., T2) which do not appear in a
pair of M . The cost of M is then deﬁned by:
γ (M) =
∑
(x ,x )∈M
γ
(
σ(x1),σ (x2)
)+ ∑ γ (σ(x1), λ)+ ∑ γ (λ,σ (x2)).
1 2 x1∈M1 x2∈M2
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the quotient vertices are mapped (b) which induces a mapping on the support trees (c). Since x1 ≺ y1 and y2 is not a descendant of x2, the mapping on
the support graph does not preserve the ancestor-descendant relationship.
The notion of mapping is extended to quotiented ordered trees. Let Q 1 = (T1,W1,π) and Q 2 = (T2,W2,π) be two quo-
tiented ordered trees. Let (M, T1, T2) be a mapping from T1 to T2. The mapping induced from M on the quotient trees
π(T1) and π(T2) is denoted by (π(M),π(T1),π(T2)) where π(M) is the set of pairs of vertices (X1, X2) of π(T1) and
π(T2) such that:
(X1, X2) ∈ π(M) ⇔ ∃(x1, x2) ∈ M s.t. π(x1) = X1 and π(x2) = X2.
This deﬁnition means that the pair (X1, X2) belongs to the mapping induced by M on the quotient tree if and only if
there exists at least one vertex in X1 and one in X2 that are mapped together. However, with such a deﬁnition a quotient
vertex could belong to several pairs of the induced mapping. In this case the mapping induced by M does not respect
constraint (1).
Ouangraoua et al. [10] proposed an algorithm to compute the edit distance between two quotiented ordered trees.
Basically, a quotiented tree is a tree such that vertices are also trees and then an edit score related to quotient vertices is
deﬁned as an edit score between the support subtrees of these vertices. However, this method does not allow to compute
an optimal mapping satisfying constraints (1), (2) and (3) simultaneously at both scales. Indeed, as mentioned previously in
some cases, the minimal cost mapping does not preserve ancestor-descendant and/or order relationships in support trees
(Fig. 3). We then propose to extend the deﬁnition of mappings in order to preserve the constraints (1), (2) and (3) at every
scale.
A valid mapping from Q 1 to Q 2 is thus a mapping from T1 to T2 such that the corresponding induced mapping on
quotient trees is also a mapping.
Deﬁnition 1 (Valid mapping). A valid mapping between two quotiented ordered trees Q 1 = (T1,W1,π) and Q 2 =
(T2,W2,π) is a triple (M, Q 1, Q 2) such that M is a mapping from T1 to T2 and π(M) is a mapping from π(T1) to
π(T2). For any pairs (x1, x2) and (y1, y2) in M , (x1, x2) and (y1, y2) verify relations (1), (2), (3) and:
π(x1) = π(y1) ⇔ π(x2) = π(y2), (4)
π(x1) ≺ π(y1) ⇔ π(x2) ≺ π(y2), (5)
π(x1) < π(y1) ⇔ π(x2) < π(y2). (6)
The set of valid mappings (or simply mappings) from Q 1 to Q 2 is denoted byM(Q 1, Q 2). If there is no confusion, we
denote (M, Q 1, Q 2) by M and any pair (x1, x2) ∈ M is denoted by x1 ∈ M and x2 ∈ M . In addition, the set of vertices of
π(T1) (resp., π(T2)) which do not appear in a pair of π(M) is denoted by π(M1) (resp., π(M2)).
Since a quotiented mapping is a valid mapping between ordered trees, the cost of a quotiented mapping is properly
deﬁned, thus:
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D(Q 1, Q 2) = min
{
γ (M) | M ∈M(Q 1, Q 2)
}
.
These deﬁnitions are directly extended to quotiented ordered forests.
4. Edit distance computation
In this section, we propose recurrence relations computing an optimal valid mapping between two quotiented ordered
trees which preserves one-to-one, ancestor-descendant and order relationships on tree vertices at both scales. The solution pro-
posed is different from the one proposed by Ferraro and Godin [11] to measure the distance between quotiented unordered
trees. In their solution, the distance is computed by studying optimal mappings at the support scale and then by checking
if these mappings conform to the constraints at the quotient scale. This approach leads them to evaluate a huge number of
combinatoric cases. Here, we propose a symmetric approach by ﬁrstly constraining the mapping at the most macroscopic
scale (i.e., the quotient scale) and then computing the ﬁnal optimal mapping at the support scale. We thus need to introduce
new notations and deﬁnitions.
Let Q 1 = (T1,W1,π) and Q 2 = (T2,W2,π) be two quotiented ordered trees, similarly to the computation of a distance
between ordered trees [5], we propose to compute the distance between Q 1 and Q 2 using the dynamic programming
principle. To take into account the new constraints of valid mappings (relations (4), (5) and (6)), we introduced a constrained
edit distance that reminds that two quotient vertices are mapped.
Deﬁnition 3 (Constrained edit distance). Let C1 and C2 be two quotient vertices of Q 1 and Q 2 respectively, the constrained
edit distance between Q 1 and Q 2, DC (Q 1, Q 2,C1,C2) is the minimal cost of a valid mapping M from Q 1 to Q 2 such that
the quotient vertices C1 and C2 are mapped by π(M):
DC (Q 1, Q 2,C1,C2) =min
{
γ (M) | M ∈M(Q 1, Q 2) and (C1,C2) ∈ π(M)
}
.
The constrained edit distance is extended in order to indicate if a quotient vertex is not mapped:
DC (Q 1, Q 2,∅,C2) = min
{
γ (M) | M ∈M(Q 1, Q 2) and C2 ∈ π(M2)
}
,
DC (Q 1, Q 2,C1,∅) = min
{
γ (M) | M ∈M(Q 1, Q 2) and C1 ∈ π(M1)
}
.
By extension, we will use the following notation:
DC (Q 1, Q 2,∅,∅) = D(Q 1, Q 2).
This constrained edit distance between quotiented ordered trees (or forests) will be used to recursively compute the distance
between Q 1 and Q 2. The algorithm, similarly to [5], considers the distance between two quotiented ordered forests in its
intermediate steps. Let x1 and y1 (resp., x2 and y2) be two vertices of Q 1 (resp., Q 2) such that L(x1) y1  x1 and L(x2)
y2  x2, at a step of the computation we are interested in computing the distance D(Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2])
between two quotiented ordered forests Q 1[L(x1) . . . y1] and Q 2[L(x2) . . . y2]) of Q 1 and Q 2, respectively.
Proposition 1. The distance δ = D(Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2]) between the quotiented ordered forests Q 1[L(x1) . . . y1] and
Q 2[L(x2) . . . y2] is recursively given by:
δ = min
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
γ (λ,σ (y2)) + D(Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2 − 1])
γ (σ (y1), λ) + D(Q 1[L(x1) . . . y1 − 1], Q 2[L(x2) . . . y2])
γ (σ (y1),σ (y2)) + DC (Q 1[L(y1) . . . y1 − 1], Q 2[L(y2) . . . y2 − 1],π(y1),π(y2))
+ DC (Q 1[m(L(x1), y1) . . . L(y1) − 1], Q 2[m(L(x2), y2) . . . L(y2) − 1],π(y1),π(y2))
+ D(Q 1[L(x1) . . .m(L(x1), y1) − 1], Q 2[L(x2) . . .m(L(x2), y2) − 1])
Proof. Let M be an optimal valid mapping from Q 1[L(x1) . . . y1] to Q 2[L(x2) . . . y2]), we consider 4 cases depending on
whether y1 and y2 belong or not to a pair of the mapping M:
(1) y1 ∈ M and y2 ∈ M2, the cost of M is then the cost of non mapping y2 plus the cost of an optimal mapping between
the forests Q 1[L(x1) . . . y1] and Q 2[L(x2) . . . y2 − 1]:
γ (M) = γ (λ,σ (y2))+ D(Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2 − 1]),
(2) y1 ∈ M1 and y2 ∈ M , this case is symmetric to the previous one:
γ (M) = γ (σ(y1), λ)+ D(Q 1[L(x1) . . . y1 − 1], Q 2[L(x2) . . . y2]),
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straint (4)). We then have to consider the vertices mapped by M in the quotiented forests Q 1[L(x1) . . . y1 − 1] and
Q 2[L(x2) . . . y2 − 1]:
• since (y1, y2) ∈ M , following constraint (2), any vertex of the tree rooted in y1 (i.e., F1[L(y1) . . . y1 − 1]) should be
mapped onto a vertex of the tree rooted in y2 (i.e., F2[L(y2) . . . y2 −1] ) under the constraint (π(y1),π(y2)) ∈ π(M).
The optimal cost of this part of the mapping M is:
DC
(
Q 1
[
L(y1) . . . y1 − 1
]
, Q 2
[
L(y2) . . . y2 − 1
]
,π(y1),π(y2)
)
, (7)
• then, vertices belonging to forests Q 1[L(x1) . . . L(y1) − 1] and Q 2[L(x2) . . . L(y2) − 1] must be considered. Since
(π(y1),π(y2)) ∈ π(M), following constraint (5), any quotient vertex of the quotient tree rooted in π(y1) should
be mapped onto a quotient vertex of the quotient tree rooted in π(y2). Then, at the support tree scale, any vertex of
F1[m(L(x1), y1) . . . L(y1) − 1] should be mapped onto a vertex of F2[m(L(x2), y2) . . . L(y2) − 1] under the constraint
(π(y1),π(y2)) ∈ π(M). The optimal cost of this part of the mapping M is:
DC
(
Q 1
[
m
(
L(x1), y1
)
. . . L(y1) − 1
]
, Q 2
[
m
(
L(x2), y2
)
. . . L(y2) − 1
]
,π(y1),π(y2)
)
. (8)
Note that if π(y1) (resp., π(y2)) is not an ancestor of π(L(y1) − 1) (resp., π(L(y2) − 1)) then Q 1[m(L(x1), y1) . . .
L(y1) − 1] (resp., Q 2[m(L(x2), y2) . . . L(y2) − 1]) is the empty forest ∅.
• Finally, forests Q 1[L(x1) . . .m(L(x1), y1) − 1] and Q 1[L(x2) . . .m(L(x2), y2) − 1] have to be compared without any
constraint and the optimal cost of this part of the mapping M is:
D
(
Q 1
[
L(x1) . . .m
(
L(x1), y1
)− 1], Q 2[L(x2) . . .m(L(x2), y2)− 1]), (9)
Note that if π(y1) (resp., π(y2)) is ancestor of π(L(x1)) (resp., π(L(x2))) then Q 1[L(x1) . . .m(L(x1), y1) − 1] (resp.,
Q 2[L(x2) . . .m(L(x2), y2) − 1]) is the empty forest ∅.
Therefore, combining (7), (8) and (9), the cost of an optimal mapping M verifying (y1, y2) ∈ M is:
γ (M) = γ (σ(y1),σ (y2))+ DC (Q 1[L(y1) . . . y1 − 1], Q 2[L(y2) . . . y2 − 1],π(y1),π(y2))
+ DC
(
Q 1
[
m
(
L(x1), y1
)
. . . L(y1) − 1
]
, Q 2
[
m
(
L(x2), y2
)
. . . L(y2) − 1
]
,π(y1),π(y2)
)
+ DC
(
Q 1
[
L(x1) . . .m
(
L(x1), y1
)− 1], Q 2[L(x2) . . .m(L(x2), y2)− 1]),
(4) y1 ∈ M1 and y2 ∈ M2, then this case is suboptimal because the cost of the mapping M is necessarily inferior or equal
to the costs computed in the two ﬁrst cases.
Since these four cases express all the possible mappings between quotiented ordered forests Q 1[L(x1) . . . y1] and
Q 2[L(x2) . . . y2], we deduce Proposition 1. 
Proposition 1 leads to compute the constrained edit distance between two quotiented ordered forests Q 1[L(x1) . . . y1]
and Q 2[L(x2) . . . y2], such that L(x1)  y1  x1 and L(x2)  y2  x2 and the quotient vertices C1 and C2 are mapped on
each other. However, this computation is only needed in formula (7) and (8), i.e., only if C1 is an ancestor of π(L(x1) ∧ y1)
and C2 is an ancestor of π(L(x2) ∧ y2).
However, if C1 is a proper ancestor of π(L(x1)∧ y1) (i.e., C1 ≺ π(L(x1)∧ y1)) and C2 is a proper ancestor of π(L(x2)∧ y2)
(i.e., C2 ≺ π(L(x2) ∧ y2)), then there is no vertex z1 in Q 1[L(x1) . . . y1] such that π(z1) = C1 and there is no vertex z2 in
Q 2[L(x2) . . . y2], such that π(z2) = C2. Thus, it is not necessary to remind that C1 and C2 are mapped on each other (i.e.,
∀(z1, z2) ∈ M , π(z1) = C1 ⇔ π(z2) = C2) and then:
DC
(
Q 1
[
L(x1) . . . y1
]
, Q 2
[
L(x2) . . . y2
]
,C1,C2
)= DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2],∅,∅).
In the same way, if C1 ≺ π(L(x1) ∧ y1) and C2 = π(L(x2) ∧ y2), then there is no vertex z1 in Q 1[L(x1) . . . y1] such that
π(z1) = C1. Thus, any vertex z2 ∈ Q 2[L(x2) . . . y2] such that π(z2) = C2 cannot be mapped:
DC
(
Q 1
[
L(x1) . . . y1
]
, Q 2
[
L(x2) . . . y2
]
,C1,C2
)= DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2],∅,π(L(x2) ∧ y2)),
and symmetrically, if C1 = π(L(x1) ∧ y1) and C2 ≺ π(L(x2) ∧ y2):
DC
(
Q 1
[
L(x1) . . . y1
]
, Q 2
[
L(x2) . . . y2
]
,C1,C2
)= DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2],π(L(x1) ∧ y1),∅).
Finally, at a step of the computation we only need to study the calculation of DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2],C1,C2)
such that (C1 = ∅ or C1 = π(L(x1) ∧ y1)) and (C2 = ∅ or C2 = π(L(x2) ∧ y2)). We propose in the following proposition the
recursive relations computing this particular constrained edit distance.
Proposition 2. Let Q 1[L(x1) . . . y1] and Q 2[L(x2) . . . y2] be two quotiented ordered forests and let C1 and C2 be respectively two
quotient vertices (possibly empty) of Q 1 and Q 2 such that C1 = ∅ ⇒ C1 = π(L(x1) ∧ y1) and C2 = ∅ ⇒ C2 = π(L(x2) ∧ y2), the
constrained edit distance 	 = DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2],C1,C2) is recursively given by:
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• If (C1 = π(y1) and C2 = π(y2)) or (C1 = π(y1) and C2 = π(y2)):
	 = min
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
γ (λ,σ (y2)) + D(Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2 − 1],C1,C2)
γ (σ (y1), λ) + D(Q 1[L(x1) . . . y1 − 1], Q 2[L(x2) . . . y2],C1,C2)
γ (σ (y1),σ (y2)) + DC (Q 1[L(y1) . . . y1 − 1], Q 2[L(y2) . . . y2 − 1],π(y1),π(y2))
+ DC (Q 1[m(L(x1), y1) . . . L(y1) − 1], Q 2[m(L(x2), y2) . . . L(y2) − 1],π(y1),π(y2))
+ D(Q 1[L(x1) . . .m(L(x1), y1) − 1], Q 2[L(x2) . . .m(L(x2), y2) − 1],C1,C2).
• If (C1 = π(y1) and C2 = π(y2)) or (C1 = π(y1) and C2 = π(y2)):
	 = min
{
γ (λ,σ (y2)) + DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2 − 1],C1,C2)
γ (σ (y1), λ) + DC (Q 1[L(x1) . . . y1 − 1], Q 2[L(x2) . . . y2],C1,C2).
Proof. This proof is similar to the proof of Proposition 1. Let M be an optimal valid mapping from Q 1[L(x1) . . . y1] to
Q 2[L(x2) . . . y2]). We consider 4 cases depending on whether C1 and C2 are respectively π(y1) and π(y2) or not.
(1) (C1 = π(y1) and C2 = π(y2)) or (C1 = π(y1) and C2 = π(y2)):
We consider 4 cases depending on whether y1 and y2 belong or not to a pair of the mapping M:
• y1 ∈ M and y2 ∈ M , then (y1, y2) ∈ M (constraint (3)) and thus (π(y1),π(y2)) ∈ π(M) (constraint (4)). That leads
us to a result similar to Proposition 1 (Fig. 4).
γ (M) = γ (σ(y1),σ (y2))+ DC (Q 1[L(y1) . . . y1 − 1], Q 2[L(y2) . . . y2 − 1],π(y1),π(y2))
+ DC
(
Q 1
[
m(L(x1), y1) . . . L(y1) − 1
]
, Q 2
[
m(L(x2), y2) . . . L(y2) − 1
]
,π(y1),π(y2)
)
+ DC
(
Q 1
[
L(x1) . . .m(L(x1), y1) − 1
]
, Q 2
[
L(x2) . . .m(L(x2), y2) − 1
]
,C1,C2
)
,
• y1 ∈ M and y2 ∈ M2, the cost of M is then the cost of non mapping y2 plus the cost of an optimal mapping between
the forests Q 1[L(x1) . . . y1] and Q 2[L(x2) . . . y2 − 1] under the additional constraint that C1 and C2 are mapped:
γ (M) = γ (λ,σ (y2))+ DC (Q 1[L(x1) . . . y1], Q 2[L(x2) . . . y2 − 1],C1,C2),
• y1 ∈ M1 and y2 ∈ M , the result is symmetric to the previous case.
γ (M) = γ (σ(y1), λ)+ DC (Q 1[L(x1) . . . y1 − 1], Q 2[L(x2) . . . y2],C1,C2),
• If y1 ∈ M1 and y2 ∈ M2, this case is suboptimal because the cost of the mapping M is necessarily inferior or equal to
the costs computed in the two previous cases.
Since these four cases express all the possible mappings between quotiented ordered forests Q 1[L(x1) . . . y1] and
Q 2[L(x2) . . . y2] under the constraint that (C1,C2) ∈ π(M), we deduce the ﬁrst formula of the proposition.
(2) If (C1 = π(y1) and C2 = π(y2)) or (C1 = π(y1) and C2 = π(y2)), symmetrically to the previous items, we shall consider
four cases depending on whether y1 and y2 belongs to the mapping. However, this time, (y1, y2) cannot be a pair of
the mapping. Otherwise, since (π(y1) = C1 and π(y2) = C2) or (π(y1) = C1 and π(y2) = C2) then ((π(y1),C2) ∈ π(M))
or ((C1,π(y2)) ∈ π(M)). Both cases are contradictory with constraint (4) and (π(y1),π(y2)) ∈ π(M). We then consider
the three other cases depending on whether y1 and y2 belong or not to a pair of the mapping M and we deduce the
second formula of the proposition. 
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between a forest and an empty forest.
Proposition 3. Let Q 1[L(x1) . . . y1] and Q 2[L(x2) . . . y2] be two quotiented ordered forests and let C1 and C2 be respectively two
quotient vertices (possibly empty) of Q 1 and Q 2:
DC (∅,∅,C1,C2) = 0,
DC
(∅, Q 2[L(x2) . . . y2],C1,C2)= γ (λ,σ (y2))+ DC (∅, Q 2[L(x2) . . . y2 − 1],C1,C2),
DC
(
Q 1
[
L(x1) . . . y1
]
,∅],C1,C2) = γ (σ(y1), λ)+ DC (Q 1[L(x1) . . . y1 − 1],∅,C1,C2).
Proof. Obvious using the same reasoning. 
As in the algorithm for the computation of the distance between two ordered trees [5], we consider the set of keyroots
of an ordered tree T deﬁned as follows:
K (T ) = {y | there exists no x such that x< y and L(x) = L(y)}.
The algorithm to compute the constrained edit distance between two quotiented ordered trees is then the following:
Algorithm computeDistance (Input: (T1,W1,π1), (T2,W2,π2))
Local variables: L(): Left most leaves of T1 and T2 vertices function
K1, K2: Keyroots of T1 and T2 tables
D: Distances between forests table
Begin
preCompute(L(), K1, K2)
For i′ = 1 → |K1| Do
For j′ = 1 → |K2| Do
i = K1[i′]
j = K2[ j′]
computeTreeDist(i, j)
r1 = Root(T1), r2 = Root(T2) and d = D[L(r1) . . . r1][L(r2) . . . r2][∅][∅]
Output: d: distance between (T1,W1,π1) and (T2,W2,π2))
End
computeTreeDist(i, j)
Begin
D[∅][∅][∅][∅] = 0
For i1 = L(i) → i Do
D[L(i) . . . i1][∅][∅][∅] = D[L(i) . . . i1 − 1][∅][∅][∅] + γ (σ (i1), λ)
For j1 = L( j) → j Do
D[∅][L( j) . . . j1][∅][∅] = D[∅][L( j) . . . j1 − 1][∅][∅] + γ (λ,σ ( j1))
For i1 = L(i) → i Do
For j1 = L( j) → j Do
c1 = π(L(i) ∧ i1) and c2 = π(L( j) ∧ j1)
computeD(L(i) . . . i1, L( j) . . . j1,∅,∅)
computeD(L(i) . . . i1, L( j) . . . j1, c1,∅)
computeD(L(i) . . . i1, L( j) . . . j1,∅, c2)
computeD(L(i) . . . i1, L( j) . . . j1, c1, c2)
End
computeD(L(i) . . . i1, L( j) . . . j1, c1, c2)
Begin
If (c1 = π(i1) and c2 = π( j1)) or (c1 = π(i1) and c2 = π( j1)) Then
d =min
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
γ (σ (i1),σ ( j1)) + getD(L(i1) . . . i1 − 1, L( j1) . . . j1 − 1,π(i1),π( j1))
+ getD(m(L(i), i1) . . . L(i1) − 1,m(L( j), j1) . . . L( j1) − 1,π(i1),π( j1))
+ getD(L(i) . . .m(L(i), i1) − 1, L( j) . . .m(L( j), j1) − 1, c1, c2)
γ (λ,σ ( j1)) + getD(L(i) . . . i1, L( j) . . . j1 − 1, c1, c2)
γ (σ (i ), λ) + getD(L(i) . . . i − 1, L( j) . . . j , c , c )1 1 1 1 2
86 A. Ouangraoua, P. Ferraro / Journal of Discrete Algorithms 7 (2009) 78–89Fig. 5. The RNA secondary structure (a) is modeled by a microscopic tree (b) and a macroscopic one (c). Both trees are gathered to obtain the quotiented
tree representation (d).
Else
d = min
{
γ (λ,σ ( j1)) + getD(L(i) . . . i1, L( j) . . . j1 − 1, c1, c2)
γ (σ (i1), λ) + getD(L(i) . . . i1 − 1, L( j) . . . j1, c1, c2)
D[L(i) . . . i1][L( j) . . . j1][c1][c2] = d
End
getD(L(i) . . . i1, L( j) . . . j1, c1, c2)
Begin
If c1 = π(L(i) ∧ i1)) and c2 = π(L( j) ∧ j1)) Then d = D[L(i) . . . i1][L( j) . . . j1][c1][c2]
Elif c1 = π(L(i) ∧ i1)) and c2 = π(L( j) ∧ j1)) Then d = D[L(i) . . . i1][L( j) . . . j1][c1][∅]
Elif c1 = π(L(i) ∧ i1)) and c2 = π(L( j) ∧ j1)) Then d = D[L(i) . . . i1][L( j) . . . j1][∅][c2]
Elif c1 = π(L(i) ∧ i1)) and c2 = π(L( j) ∧ j1)) Then d = D[L(i) . . . i1][L( j) . . . j1][∅][∅]
Output: d: distance between Q 1[L(i) . . . i1] and Q 2[L( j) . . . j1] such that c1 and c2 are mapped.
End
The computation of the constrained edit distance is based on a similar scheme to the computation of the distance
between ordered trees [5]. The time complexity of the computation is then bounded by O (|T1| ×min{l(T1), p(T1)} × |T2| ×
min{l(T2), p(T2)} where p(Ti) and l(Ti) are respectively the depth and the number of leaves of the tree Ti , i ∈ {1,2}. We can
remark that the solution proposed is independent of the size of the quotient trees π(T1) and π(T2). The size complexity of
the algorithm is also bounded by O (|T1| × min{l(T1), p(T1)} × |T2| × min{l(T2), p(T2)} since we need to memorize all the
intermediate computed distances in the dynamic programming table D .
5. Biological motivations
Ouangraoua et al. [10] has proposed to represent RNA secondary structures as quotiented trees (Fig. 5). Based on tree
representations proposed by Zhang and Shasha [16] and Shapiro and Zhang [2], the support tree vertices represent the
nucleic acids (A, U, C, G) (Fig. 5(b)) and the quotient tree is used to identify the structural elements (stems1 (S), hairpins2
(H), multiple loops3 (M), internal loops4 (I), bulges5 (B)) (Fig. 5(c)). RNA secondary structures can then be compared using
either support [16], quotient [2] or quotiented tree representations (Fig. 5(d)), the comparison of quotiented trees taking
account of structural informations at both scales.
1 A stem is a sequence of consecutive paired nucleic acids.
2 A hairpin is a consecutive unpaired nucleic acids sequence at the extremity of a stem.
3 A multiple loop is composed of consecutive unpaired nucleic acids sequences linked by at least 3 stems.
4 An internal loop is composed of 2 consecutive unpaired nucleic acids sequences linked by 2 stems.
5 A bulge is a consecutive unpaired nucleic acids sequence linked to 2 stems which are also linked together.
A. Ouangraoua, P. Ferraro / Journal of Discrete Algorithms 7 (2009) 78–89 87Fig. 6. Comparison of 9 RNA secondary structures using quotiented ordered trees representations. (a) RNA secondary structures are compared at the scales
of the structural element and nucleic acids using (b) Ouangraoua et al. algorithm [10] and the present method. The graphical representations of the RNA
secondary structures were generated using Arna [19]. The nucleic acids are colored according to their base (A in yellow, U in pink, C in green and G in
blue). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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mented in VPlants [17], a software originally dedicated to plant architecture analysis and more generally to the analysis of
any object represented as a multi-scale tree.
We brieﬂy illustrate in the following the improvements of the present algorithm compared to the method described
in [10]. The methodology is currently being validated on virtual RNA secondary structures.
Let us consider 9 randomly generated RNA secondary structures, each composed of 1 multiple loop, 3 stems borne by the
multiple loop and unpaired bases at the beginning and/or at the end of the structure (Fig. 6(a)). The oriented sequence of
unpaired bases composing the multiple loop is the same in all the structures (C-C-G-G-U-G-G-G-G). Moreover, the oriented
sequences of paired bases composing the stems are identical in the 9 structures (GC-AU-AU-AU-GC-UA, GC-GC-CG-UA-CG-
CG and CG-CG-AU-GC-GC) and the oriented sequences of unpaired bases at the extremities of these stems are also the
same (U-G-A-G, A-U-A-G and U-A-A). However, this set of structures is partitioned into 3 groups according to their global
structures. The number of unpaired bases at the beginning (5′ extremity) and at the end (3′ extremity) of the structures
and the position of the stems on the multiple loop are different in each group:
(1) RNA secondary structures RNA1, RNA2 and RNA3 have 4 unpaired bases at the beginning, 0 at the end and their two
last stems grouped at the beginning of the multiple loop,
(2) RNA secondary structures RNA4, RNA5 and RNA6 have 0 unpaired bases at the beginning and 4 at the end and their
two last stems grouped at the end of the multiple loop,
(3) RNA secondary structures RNA7, RNA8 and RNA9 have 4 unpaired bases distributed at the beginning and at the end and
their two last stems grouped at the center of the multiple loop.
Since the position of the stems on the multiple loop is different in each structure, the global sequences of nucleic acids
oriented from the 5′ to the 3′ extremity of the molecules are also different.
A pairwise comparison has been performed using a topological elementary distance d between labels such that γ (a,b) =
0 if a = b else γ (a,b) = 1. Fig. 6(b) represents the classiﬁcations using Ward’s method [18] obtained from these comparisons.
The method presented in [10] deals with both the nucleic acids and the structural elements, but all the structures are
similar since the order of the bases mapped is not always preserved. For example, during the comparison between RNA1
and RNA4, the unpaired bases at the beginning of RNA1 (5′ extremity) are substituted by unpaired bases at the end of RNA4
(3′ extremity) and the bases of the multiple loops are mapped independently from the positions of stems (delimiters) on
the loops.
On the contrary, the present method allows to identify the differences between the structures and ﬁnd the 3 initial
groups by preserving relationships between both the nucleic acids and the structural elements. In this approach when two
loops are compared, the method not only takes the nucleotidic composition into account but also the positions of stems on
the loops.
6. Conclusion
Using the deﬁnition of a distance metric between ordered labeled trees proposed by Zhang and Shasha, we have pre-
sented an algorithm for computing an optimal distance between quotiented ordered trees. This algorithm extends Zhang
and Shasha’s algorithm [5] by proposing a method to compute an optimal mapping between support trees preserving the
equivalence relation. Additionally, this algorithm has the same time complexity as the method proposed by Zhang and
Shasha’s [5]. The distance is computed by determining an optimal mapping between two ordered quotiented trees and by
introducing the constrained edit distance. This approach could be generalized to compute the distance between unordered
quotiented trees and then simplify the algorithm originally proposed by Ferraro and Godin [11].
The work presented here is part of a project to develop a set of tools for analyzing biological objects (RNA secondary
structures, plants) which are modeled by rooted trees [1]. The proposed algorithms and their implementations are currently
integrated into this tool set [17].
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