Motivation: Gene expression profile data are rapidly accumulating due to advances in microarray techniques. The abundant data are analyzed by clustering procedures to extract the useful information about the genes inherent in the data. In the clustering analyses, the systematic determination of the boundaries of gene clusters, instead of by visual inspection and biological knowledge, still remains challenging.
INTRODUCTION
Advances in microarray techniques have enabled us to measure whole-genome mRNA abundance (Lockhart et al., 1996; Shalon et al., 1996; DeRisi et al., 1997; Spellman et al., 1998) . The expression levels of thousands or tens of thousands of genes can be simultaneously monitored under multiple conditions. These gene expression profile data are compiled by several databases, and are available at their web sites. This provides an enormous opportunity to elucidate the underlying information in the complex data for functional genomics and proteomics.
An essential step in the analysis of gene expression * To whom all correspondence should be addressed. † These authors contributed equally to this work.
profile data is the detection of gene groups that manifest similar expression patterns. Several techniques have been used for detecting similar expression patterns Wen et al., 1998; Alon et al., 1999; BenDor et al., 1999; Tamayo et al., 1999; Tavazoie et al., 1999) . Hierarchical clustering is clearly valuable. One of the merits of hierarchical clustering is the visual presentation that enables us to intuitively understand the clustering of genes in a dendrogram, where some genes that are mutually related in terms of the cell function are grouped into the same cluster Eisen and Brown, 1999) . Indeed, the cluster boundaries for the interpretation of the profile patterns are determined by visual inspection of the dendrogram. However, there are some dendrograms where the nodes are connected by very short branches, due to the highly correlated gene expression profiles. Subsequently, the cluster boundaries are determined with the help of some exploratory methods, such as biological knowledge of the genes and sequence analyses of the upstream regions of genes Wen et al., 1998; Alon et al., 1999; Eisen and Brown, 1999; Vilo et al., 2000) . An alternative to detect the similar patterns is a K -means clustering algorithm (Hartigan, 1975; Gordon, 1981) . In the algorithm, the cluster boundaries are determined by the optimization of some statistical criteria, such as the maximum variance of clusters, without the manual intervention and the arbitrary thresholds. However, a given number of clusters, K , is prerequisite to analyze the samples in the algorithm, and therefore the determination of the cluster boundaries requires repetitive clustering for many different K -values (Tavazoie et al., 1999; Vilo et al., 2000) . Thus, it remains a challenge to systematically estimate the cluster boundaries in the clustering.
In this paper, we have attempted to statistically estimate the number of gene clusters in the expression profile analysis. Following a hierarchical clustering between the profiles, the cluster boundaries are automatically estimated by a statistics-based value of the profile data, obtained step by step at the nodes of the dendrogram.
The performance is illustrated on the previous expression profile data of yeast genes, which are available at a web site.
MATERIALS AND METHODS

Gene expression profile data
The gene expression profile data analyzed here are cited from Eisen et al. (1998) (http://www.pnas.org or http://rana.stanford.edu/clustering/). The data comprise the expression profiles of 2467 yeast (Saccharomyces cerevisiae) genes that were measured under 79 conditions.
Procedure for estimating cluster boundaries
The present procedure is composed of six steps in two parts: the hierarchical clustering between the profile data (Steps 1-2) and the following estimation of the statistical properties of the profiles at each node in the dendrogram (Steps 3-6). Each step is described below.
Step 1. For clustering the profile data, a metric is defined to measure the similarity between the expression profiles. In the present analysis, the Euclidean distance between the Pearson correlation coefficients is adopted as the metric, i.e.
where n is total number of the genes, and r i j is the Pearson correlation coefficient between the i and j genes of the expression profile that are measured at m points, p it , (t = 1, 2, . . . , m):
where p i is the arithmetic average of p it over m points. The above distance is used to evaluate the similarity between genes in terms of the expression pattern. The smaller the distance is between the two genes, the more similar the corresponding genes are in the expression profile patterns. Notably, the present distance between the two genes is designed to reflect the similarity in the expression profile patterns between other genes as well as between the measured points.
Step 2. The distances defined in equation (1) are analyzed by a standard hierarchical clustering technique, the group average method (Sneath and Sokal, 1973; Gordon, 1981) . By the group average clustering, (n−1) dissimilarity scores of the nodes are obtained,
Step 3. A correlation coefficient matrix is generated from the original correlation coefficient matrix, at each node in the hierarchical clustering. For example, whend c is set to bed 2467−m+1 d c >d 2467−m , m clusters are obtained at the (2467 − m) node. In the m clusters, the members within each cluster share a similar expression pattern by the clustering procedure. When the genes are numbered from 1 to 2467 in the original profile data, therefore, the gene with the youngest number is selected among the members of a cluster. Thus, an m ×m correlation coefficient matrix is obtained at the (2467 − m) for m clusters. The robustness of the selection procedure is discussed in a subsequent section.
Step 4. A statistical property of the m × m correlation coefficient matrix is evaluated at the (2467 − m) node in the dendrogram obtained in
Step 3, with the use of the Variance Inflation Factor (VIF) in the multiple regression analysis. In the multiple regression analysis, a criterion variable is generally expressed by a linear combination of multiple explanatory variables, i.e.
where y and x i are criterion and explanatory variables, respectively, and β i is the regression coefficient of the corresponding variable. One result of using a large number of explanatory variables is that many of the variables are highly correlated. The existence of high correlations among the explanatory valuables is known as multicollinearity, and the variables that are involved in the multicollinearity are diagnosed by VIF, as follows,
where r
ii is the ith diagonal element of the inverse matrix of correlation coefficients between explanatory variables (Freund and Wilson, 1998) . In a correlation coefficient matrix between m explanatory variables, therefore, m VIFs are calculated.
Step 5. The VIF is applied to estimate the cluster boundaries in the expression profile data. When the explanatory variables in equation (3) correspond to the gene profiles, the VIF expresses the degree of linear relationship between the profiles. In the diagnosis of the multicollinearity, the popular cutoff value of 10.0 (Chatterjee and Price, 1977; Freund and Wilson, 1998 ) is adopted as a threshold in the present analysis: when VIF i is larger than 10.0, the multicollinearity of the ith variable exists. Although the criterion variable, y in equation (3), is a hypothetical variable in the present profile data, this is not an obstacle to the practical calculation of the VIF that is obtained from the inverse matrix of correlation coefficients between the profiles. Instead of the popular cutoff value of 10.0, 1/(1 − R 2 i ) can also be set as a threshold for the multicollinearity, where R 2 i is the coefficient of determination of the regression of x i on all other explanatory variables in equation (3). However, the practical profile data for the criterion variable are needed for the calculation of R 2 i . When designed profile data are obtained by suspension of the expression of a selected gene, the profiles of the expression-suspended gene can be set as a criterion variable. In this case, 1/(1 − R 2 i ) may be adopted as a threshold for the multicollinearity.
Step 6. The mVIFs are assessed with the following condition:
If the condition is satisfied, then no multicollinearity exists in the m sets of profiles. In contrast, if the condition is not satisfied, then multicollinearity still exists in the profiles.
The above Steps from 3 to 6 proceed in an ascending order of nodes from 1 to 2466, and the first node that satisfies the above condition is searched. Thus, the maximum number of clusters is obtained. In other words, the maximum cluster number is searched, where each set of profiles shows no linear relationship. In the clusters, the genes are clearly classified into each cluster so that the cluster boundaries are determined. Notably, the cluster boundary determinations depends on only the properties of the profile data, without any additional analyses in the hierarchical clustering and various initializations for each K -value in the K -means algorithm.
RESULTS
Hierarchical clustering
The distribution of the Pearson correlation coefficients between the profiles of 2467 yeast genes is shown in Figure 1a . The distribution of correlation coefficients approximately forms a normal distribution. The average of the correlation coefficients is slightly shifted to the side of +1.0; the average of the correlation coefficients is 0.003. The fraction of the correlation coefficients with P < 10 −2 (r > 0.288) to all correlation coefficients is about 0.18. This indicates that about 20% of the gene pairs show similar patterns at a 1% significance level. Since Eisen et al. (1998) is shown (a). The dissimilarity scores by the group average method (Sneath and Sokal, 1973) , on the basis of the Euclidean distances between the Pearson correlation coefficients, are plotted against the number of clusters at each node in the dendrogram (b). The curve thus obtained serves to image the form of the dendrogram. a large number of genes show very similar expression profile patterns, many nodes are expected to be connected with very short branches in the dendrogram.
In Figure 1b , the dissimilarity scores by the group average method are depicted at the nodes of clusters from 2467 to 2. A sigmoidal curve is obtained from the distribution of the Euclidean distances between correlation coefficients, where the smallest and largest scores are 1.8 and 20.2, respectively. In the clusters from 2300 to 150, the scores gradually increase in the range from 5.0 to 10.0. Since the increments in these nodes are very small, each cluster is bundled by very short branches in the dendro- Fig. 2 . Estimation of cluster boundaries by the variance inflation factor. The fractions of the diagonal elements with more than 10.0 of VIF to all diagonal elements with a number equal to the cluster number are plotted from 49 clusters to 2 clusters. In more than 50 clusters, the inverse of the correlation coefficient matrix cannot be numerically calculated, due to the highly correlated profiles of the genes.
gram, which is consistent with the high composition of similar gene expression patterns in Figure 1a . In contrast, a rapid increase is seen in two ranges of the nodes: between 2466 and 2300, and between 150 and 1. In particular, the increments of the scores at each node from 150 to 1 are larger than those from 2466 to 2300. The clusters in the former nodes are connected by a considerable length of branches in the dendrogram. An observation of the scores at the nodes intuitively suggests that the cluster boundaries are visually clear when the cluster number is less than 150.
Estimation of cluster boundaries
Following the hierarchical clustering in the preceding section, the cluster boundaries are estimated by the calculation of VIF at each node in the dendrogram. The fraction of the number of VIFs that are more than 10.0 to the total number of diagonal elements in the correlation coefficient matrix is plotted against the cluster number in Figure 2 . In the calculation of VIF, the inverse of the correlation coefficient matrix cannot be calculated in more than 50 clusters (49 nodes). This is because some values in the process of implementation are too small to proceed with the calculation of an inverse matrix. Thus, the VIF is calculated in less than 49 clusters.
As seen in Figure 2 , the fractions of the diagonal elements with VIFs more than 10.0 decrease as the number of clusters decreases. This indicates that the multicollinearity between the profiles monotonously diminishes with the decrease of clusters. Although the fractions of VIFs were not calculated in more than 50 clusters, due to the limitation of the present numerical analysis, the monotonous decrease suggests that the fraction may show a large value in more than 50 clusters in the present analysis. Finally, the fraction reaches a 0 value in 34 clusters, and maintains a 0 value in fewer clusters. This indicates that less than 34 clusters show no linear relationships between the profile data. Consequently, the maximum number of clusters with all VIFs less than 10.0 is estimated to be 34.
In the 34 clusters, the members are ranged from 14 to 275. The list of all members, in addition to the dendrogram of 34 clusters, is available at our web sites (http://www. ged.saga-med.ac.jp/horimoto/microarray/ or http://www. beri.or.jp/toh/∼protein).
DISCUSSION
Evaluation of cluster boundaries in terms of gene function
The cluster boundaries determined by the present analysis are evaluated by an investigation of each member of the clusters in terms of gene function. As described by Eisen et al. (1998) , some groups of functionally related genes, defined according to the functional annotation in the Saccharomyces Genome Database (Cherry et al., 1997) , have been picked up by visual inspection of the entire clustered image, although the clustering boundaries were not clearly shown in their work. The genes listed in the groups are corresponded to the cluster members in the present study in Table 1 . Most of the genes belonging to each group in the previous paper are clustered together, and are allocated into the distinctive clusters in the present study, except for the genes in Mitochondrial ribosome and ATP synthesis. Although the two gene groups are placed in the same cluster, it has been reported that they show a roughly similar pattern in the clustered image. Thus, the present clusters agree with the gene groups determined by visual inspection in the previous report.
Furthermore, the present results were evaluated according to the gene classification scheme in the MIPS Yeast Genome Database (Mewes et al., 2000) . Although the classification scheme in the MIPS Database is different from that in the Saccharomyces Genome Database, the cluster members in the present analysis are corresponded to the genes in the categories of the MIPS Database, which are similar to the gene groups picked up in , in Figure 3 . Since the genes in each category of the MIPS Database are more numerous than those in the groups in the previous report, a diversity of genes is seen over the 34 clusters in the correspondences. However, the cluster to which the genes belong most frequently is clearly found in the categories. The most remarkable functional grouping occurs for the category of ribosomal protein and translation (Figure 3h ), where 144 of the Figure 2 in Eisen et al. (1998) . In Figure 2 , the gene names of nine categories in the Saccharomyces Genome Database (Cherry et al., 1997) are listed, and they are corresponded to the members of 34 clusters in the present results. Although a group of genes within 'the ribosomal proteins and translation' has also been reported as a cluster from the image, their gene names have not been listed. Thus, the genes are excluded from the present correspondence. The cluster number of the present analysis, to which the most genes in each group of Eisen et al. (1998) belong, is denoted as the 'Cluster' column. Among the total number of genes in each group (denoted at the 'Total number'), the number of genes belonging to the 'Cluster' is indicated in the 'Included' column.
228 genes in the category are found in cluster 32 (the genes in this group have not been listed in the previous paper). In Figures 3a, b, d , e, and g, the clusters with the most frequent genes are consistent with the clusters in Table 1 . Indeed, the most frequent genes in the figures are seen in clusters 7, 10, 30, 31, and 11, respectively. In Figure 3f , two categories in Table 1 , which are classified into one category in the MIPS scheme, are allocated into two clusters: the genes associated with ATP synthesis correspond to cluster 22 and those with tricarboxylic-acid pathway and respiration correspond to cluster 31. The two remaining categories are not consistent with the results in Table 1 . While the genes are frequently seen in cluster 28 of Figure 3c , the genes are also distributed over several clusters. In Figure 3i , the category in the most frequent genes is cluster 12, in contrast to cluster 9 of Table 1 . This is partly because the classification schemes are different between the two databases, partly because the genes in the two categories may be involved in multiple biological processes, and partly because the number of clusters may overestimate the underlying diversity of gene expression classes in the present data. At any rate, the automatically determined clusters in the present analysis agree well with the previous results that were obtained by visual inspection and biological knowledge of gene function. The complete correspondence of the cluster members with the categories in the MIPS scheme is available at our web sites.
Comparison of the present results with the goodness of clusters by the silhouette value
The performance in the present analysis is compared with a measure for the goodness of clusters, the silhouette value. The silhouette value was proposed by Rousseeuw (1987) , and has been applied to the gene expression profile analysis (Vilo et al., 2000) . The definition of the silhouette value in the profile analysis is summarized as follows. For each of two gene profiles i and j, the distance between i and j is defined by d(i, j) . The average distance of the ith profile in cluster A to other members in the same cluster is defined as
where N A is the number of members in A. Also, the average distance of i to the members in clusters (denoted by C) different from A is defined by
where N C is the total number of members in C. Then, the average distance to the members of the closest cluster is expressed as follows:
Finally, the silhouette value s(i) of the ith profile is defined as
The silhouette value s(i) for each gene i lies between −1 and 1. If s(i) > 0, then the gene is well classified, and if s(i) < 0, then the gene is poorly classified: in fact, it is on average closer to the members of some other cluster. Thus, the average silhouette value for a cluster is used as a measure of its goodness. In Figure 4a , the fractions of the number of clusters with average silhouette values that are more than 0.0 to the total number of clusters are plotted against the number of clusters. When the fraction is 1, therefore, all clusters at a node show goodness. The fractions gradually decrease as the cluster numbers decrease from 2466, and then increase at about 150 clusters. This observation is consistent with the scores at each node in Figure 1b : large increments of dissimilarity are found in the scores in less than 150 clusters. Thus, it is verified that the average silhouette value expresses the goodness of the clusters, in terms of the form of the dendrogram.
To scrutinize the behavior of the silhouette value, the fractions are plotted from 200 to 2 clusters in Figure 4b . From 200 to 150 clusters, the average silhouette values (Mewes et al., 2000) . The nine categories are derived from the 105 functional categories in the MIPS, so that they are similar to the gene groups listed in Eisen et al. (1998) (also see Table 1 Table 1 are included. of the clusters maintain values of about 0.3, and then rapidly increase to a value of 1.0. Note that between 40 and 30 clusters, the average silhouette values are consistently more than 0.8. This indicates that more than 80% of the clusters are tightly grouped in the 34 clusters whose boundaries were estimated in the present analysis. To provide further the information on the relationship between the cluster numbers and the silhouette values, the distributions of the silhouette values of genes from 150 to 2 clusters are also available at our web site. Since a hypothesis test has not been studied in the silhouette value, a validation of the hypothesis cannot be carried out. However, the high scores of the average silhouette value in the 34 clusters support the present results.
Robustness of cluster boundaries
The estimation of cluster boundaries is based on the correlation coefficient matrix whose elements are selected from the original correlation coefficient matrix at each node. To test the robustness of the present cluster boundaries, therefore, the correlation coefficient matrix used in the present study is compared with two types of matrices. One is the matrix that is generated by the random selection of correlation coefficients from the members of each cluster, except for the youngest number of genes used in the present study, and another is the matrix whose elements are the averaged correlation coefficients over the members in the respective clusters.
In general, the difference between two correlation coefficient matrices, R 1 and R 2 , can be tested by the deviance, dev, expressed by
where | · | indicates the determinant of the matrix, and N is the number of measured points (Whittaker, 1990) . In this comparison, R 1 and R 2 can be selected from the original and the tested matrices, so that |R 1 | > |R 2 |. Then, the deviance in the above equation has an asymptotic χ 2 distribution, with degrees of freedom given as the difference in the number of free parameters (= 34 C 2 − 34 in the present case). In the present study, one hundred randomly generated matrices and one matrix of the average correlation coefficients were tested. The difference was very small between the correlation coefficient matrix in the present study and the randomly generated correlation coefficient matrix. The deviance with P < 0.05 is found in only 7 out of 100 comparisons. In contrast, the deviance with P > 0.90 is found in 82 comparisons. As for the matrix of the averaged correlation coefficients, there was also little difference from the matrix in the present study. The probability of the deviance between the two matrices is 0.985 (χ 2 = 489.424). These results indicate that the correlation coefficient matrix generated by the present selection procedure appropriately represents the statistical properties in each cluster, and thus provides a vigorous estimation of the cluster boundaries.
Merits and pitfalls of the present procedure
The basic idea of the present analysis is that the linear relationship of the gene expression profiles is estimated at each node in the dendrogram that is obtained by the hierarchical clustering. The VIF is adopted as a measure to estimate the linear relationship between the profiles, and is a statistics-based value that is calculated from the inverse matrix of the correlation coefficients between the profiles. Except for the setting of a cutoff value in the diagnosis of multicollinearity, neither a priori user-defined parameters nor a posteriori biological knowledge of the measured genes is required for the estimation of cluster boundaries. Furthermore, any metrics and any clustering procedures are applicable to the stepwise calculation of VIF, while the Euclidean distance between the correlation coefficients and the group-average method are adopted for the hierarchical clustering in the present analysis. Although the selection of a metric and a clustering technique suitable to the profile analysis is beyond the present work, it is interesting to compare the cluster numbers estimated by the present procedure with different metrics and clustering techniques. When the number of clusters with one pair of a metric and a cluster technique is larger than that with another pair for the same profile data, the former pair is more sensitive for detecting the difference between the profiles than the latter pair. Although a careful examination of the cluster members is also needed for the evaluation of the goodness of the clusters, the present procedure may provide a test for the performance of analysis techniques.
The standard statistical techniques of testing for the null hypothesis may also be applied to the stepwise estimation of the cluster boundary at the nodes. At each node, a set of profiles is extracted from the total profiles, and the difference between the profiles is tested by standard statistical procedures. For instance, the difference between the variance of profiles and between the patterns of profiles can be tested by the Bartlett test (Manly, 1986) and by the concordance of Kendall's ranks (Kendall and Gibbons, 1990) , respectively. However, the two types of tests were too sensitive to estimate the differences between the statistical properties of the profiles. Indeed, the probabilities by the two techniques, even in 200 clusters, were less than 10 −3 (the results are available at our web sites). This is because all variances and patterns are assumed to be equal to each other in the null hypothesis: if only one pair of variances or patterns is significantly different, then the null hypothesis is rejected. This strict assumption allows no detection of the cluster boundaries in the gene expression profile data. Since other standard techniques for the test of the hypothesis adopt similar null hypotheses, it may be difficult to estimate the cluster boundaries of the profile data by standard techniques.
Also, the magnitude of the determinant of the correlation coefficients matrix may be a candidate to measure the independence between the profiles. Since the correlation coefficient matrix is a nonsingular matrix, the determinant is not equal to 0. Thus, the magnitude of the determinant is regarded as the degree of independence between the profiles. As the dependent profiles are excluded in ascending order of nodes, the determinant is expected to show larger values. However, the magnitude is very small; the determinant is 4.1 × 10 −24 in 50 clusters. Thus, some special techniques for the numerical analysis may be needed to evaluate the independence between profiles in terms of the determinant.
The computational time for analyzing 2467 profiles by the present procedure is ca 4.3 min on a UNIX machine (CPU 800 MHz under the FreeBSD operation). The proportionality is not held between the computational time and the number of analyzed genes. However, the present performance suggests that the expression patterns of more than 10 000 genes could be analyzed in a reasonable amount of time.
As a by-product in the present analysis, the set of profiles shows 'good' properties in the mathematical sense. As discussed above, the profiles in 34 clusters show no linear relationship, and therefore one can exactly calculate the inverse of the correlation coefficient matrix with no errors in the numerical analysis. The calculation of the inverse matrix is an essential process in some statistical analyses, especially in multivariate analysis. For example, the partial correlation coefficient is calculated from the inverse matrix, and is a basis in the graphical Gaussian modeling for inferring the causality between variables (Edwards, 2000) . Indeed, the present procedure plays a key role for the inference of a genetic network by the application of graphical Gaussian modeling in an accompanying paper (Toh and Horimoto, 2001 ). Thus, the present procedure is useful for further statistical analyses of profile data.
Notably, the cluster boundaries in the present analysis are estimated from a statistical aspect of the profiles. The strict cluster boundary detection should be combined with some other analyses, such as a transcription signal search of the upstream regions in each cluster member. Indeed, there are a few cases in which the genes belonging to distinct functional categories are classified into one cluster in the correspondence of the present clusters with the functional categories. This suggests a limitation of statistically estimating the cluster boundaries from only the profile data, which may be partly due to the inherent fuzziness and low accuracy of the profiles.
Concluding remarks
The present procedure automatically estimates the cluster boundaries followed by the hierarchical clustering for the expression profiles. Despite the use of 2467 gene profiles, 34 boundaries of clusters were revealed by the present procedure. The genes in the clusters thus estimated agree well with the members of gene groups in the previous study and the goodness of clusters by the silhouette value. Although further investigations are needed to attain the final results of the gene expression profile analysis, the present procedure provides a framework for the initial analysis of the gene expression profiles.
