Abstract Given a set of monomials, the MINIMUM AND-CIRCUIT problem asks for a circuit that computes these monomials using AND-gates of fan-in two and being of minimum size. We prove that the problem is not polynomial-time approximable within a factor of less than 1.0051 unless P = NP, even if the monomials are restricted to be of degree at most three. For the latter case, we devise several efficient approximation algorithms, yielding an approximation ratio of 1.278. For the general problem, we achieve an approximation ratio of d − 3/2, where d is the degree of the largest monomial. In addition, we prove that the problem is fixed parameter tractable with the number of monomials as parameter. Finally, we discuss generalizations of the MINIMUM AND-CIRCUIT problem and relations to addition chains and grammar-based compression.
Introduction
Given a set of Boolean monomials, the Minimum-AND-Circuit problem asks for a circuit that consists solely of logical AND-gates with fan-in two and that computes these monomials. The monomials may for example arise in the DNF-representation of a Boolean function or in some decomposed or factored form. Thus, the Minimum-ANDCircuit problem is of fundamental interest for automated circuit design, see Charikar et al. [5, Sect. VII .B] and references therein. In this paper, we assume that all variables always occur positively; no negations are permitted. The investigation of minimum AND-circuits from a complexity theoretic standpoint was proposed by Charikar et al. [5] . According to them, no approximation guarantees have been proved at all yet.
We give the first positive and negative approximability results for the Minimum-AND-Circuit problem. Specifically, we show that the problem is not approximable within a factor of less than 983 978 unless P = NP, even if the monomials are restricted to be of maximum degree three (Sect. 3). For the latter variant, we present several algorithms and prove an upper bound of 1.278 on its approximation ratio (Sect. 4). Furthermore, if in addition to restricting the degrees to be at most three, the number of occurrences of each submonomial of size two in the input instance, called the multiplicity, is bounded from above by a constant μ ≥ 3, similar hardness results are achieved (Sect. 3) and the upper bounds are slightly improved (Sect. 4.4). For maximum degree three and μ = 2, the problem is even in P (Sect. 4.2). However, if we allow the monomials to be of maximum degree four, it remains open whether the case μ = 2 is solvable in polynomial time. We prove that the general problem with multiplicity bounded by μ is approximable within a factor of μ (Sect. 6.2).
In general, restricting the monomials to be of degree at most d admits a straightforward approximation within a factor of d − 1, which we improve to d − 3/2 (Sect. 6.1). If the degrees are required to be exactly d and in addition, the multiplicity is bounded by μ, we prove an upper bound on the approximation ratio of μ(d − 1)/(μ + d − 2) (Sect. 6.2).
Besides from fixing the maximum degree or the multiplicity of the input monomials, we consider fixing the number of monomials (Sect. 5). We show that Minimum-AND-Circuit instances have small problem kernels, yielding a fixed-parameter tractable algorithm (for terminology, see Downey and Fellows [9] ).
There are two evident generalizations of AND-circuits. The first one is to ask for a minimum Boolean circuit (with AND-, OR-, and NOT-gates) that computes a given function. This problem has, for example, been investigated by Kabanets and Cai [13] ; its complexity is still open. Even if the functions to be computed consist solely of positive monomials, allowing the circuit to contain AND-and OR-gates can reduce the circuit size, as has been shown by Tarjan [17] (see also Wegener [20] ). Further related problems in this direction are the construction of formulas or circuits of restricted structure (such as DNF or low-depth) of minimum size. The function for which such a minimum representation is sought may be given either explicitly by its truth table (see, e.g., Allender et al. [3] and Feldman [10] ) or implicitly by a (non-optimal) formula or circuit (see, e.g., Umans [19] ).
The second generalization is to consider monomials over other structures such as the additive group of integers or the monoid of finite words over some alphabet (see also Sect. 6.3). While the former structure leads to addition chains [15, Sect. 4.6.3] , the latter yields the smallest grammar problem which has attracted much attention in the past few years; a summary of recent results has been provided by Charikar et al. [5, Sects. I and II] . In fact, Charikar et al.'s suggestion to investigate minimum AND-circuits was motivated by the lack of understanding the hierarchical structure of grammar-based compression. In particular, there is a bunch of so-called global algorithms for the smallest grammar problem which are believed to achieve quite good approximation ratios, but no one has yet managed to prove this.
Preliminaries
For i ∈ N, let [i] = {1, . . . , i}.
Monomials and Circuits
We study the design of small circuits that simultaneously compute given monomials M 1 , . . . , M k over a set of Boolean variables X = {x 1 , . . . , x n }. More precisely, a (Boolean) monomial is an AND-product of variables of a subset of X, and by an AND-circuit, we mean a circuit consisting solely of AND-gates with fan-in two. We identify a monomial M = x i 1 ∧ · · · ∧ x i d with the subset {x i 1 , . . . , x i d }, which we denote by M again. Since we only use one type of operation, we often omit the ∧ signs and simply write
An (AND-)circuit C over X is a directed acyclic graph with node set G(C) (gates) and edge set W (C) (wires) satisfying the following properties:
1. To each input variable x ∈ X is associated exactly one input gate g x ∈ G(C) that has indegree zero and arbitrary outdegree. 2. All nodes that are not input nodes have indegree exactly two and arbitrary outdegree. These nodes are called computation gates.
We denote the set of computation gates of
The circuit size of C is equal to the number of computation gates of C, i.e., size(C) = |G * (C)|. A gate g computes the monomial val(g), which is defined as follows:
2. For a computation gate g with predecessors g 1 and
The circuit C computes a Boolean monomial M if some gate in C computes M. It computes a set M of monomials if it computes all monomials in M. Such a circuit is called a circuit for M. The gates that compute the monomials in M are referred to as the output gates. Note that output gates, unless they are input gates at the same time, are computation gates, too, and hence contribute to the circuit size. This makes sense since in a physical realization of the circuit, such gates have to perform an AND-operation-in the same way as all non-output computation gates.
A subcircuit C of a circuit C is a subgraph of C that is again a circuit. In particular, C contains all "induced" input gates. For g ∈ G(C), let C g be the minimal subcircuit of C containing g. Since C g is a circuit, it contains all input gates g x with x ∈ val(g). Moreover, C g contains at least |val(g)| − 1 computation gates. Let M be a set of monomials and C be a circuit for M. For each M ∈ M, denote the gate that computes M by g M and write C M for C g M . The frequency of a computation gate g ∈ G * (C) (with respect to M) is the number of monomials that g is used for, i.e.,
A gate g with freq M (g) = 0 is called useless. The following straightforward equation proves very useful:
A gate is called strict if its predecessors compute disjoint monomials. A circuit is called strict if all of its gates are strict. It is not hard to see that any non-strict circuit for a Min-AC instance M of maximum degree at most four can be turned into a strict circuit for M of the same size. As we will show in the proof of Lemma 6.1, this is not true if the monomials are allowed to be of degree five or more.
Let S ⊆ X. The multiplicity of S in M is the number of occurrences of S in M as a submonomial, i.e.,
The maximum multiplicity of M is defined by
It is equal to the number of occurrences of the most frequent pair of variables in M. For all computation gates g of a circuit C for M, we have
Optimization Problems
For an introduction to the approximation theory of combinatorial optimization problems, we refer to Ausiello et al. [4] . For an optimization problem P and an instance I for P , we write opt P (I ) for the measure of an optimum solution for I . Let A be an approximation algorithm for P , i.e., an algorithm, that on an instance I of P , outputs an admissible solution A(I ). The approximation ratio ρ A (I ) of A at I is the ratio between the measure m(A(I )) of a solution A(I ) output by A and the size of an optimal solution, i.e., ρ A (I ) =
m(A(I ))
opt P (I ) . The approximation ratio ρ A of A is the worst-case ratio of all ratios ρ A (I ), i.e., ρ A = max I ρ A (I ).
The Minimum-AND-Circuit problem, abbreviated Min-AC, is defined as follows:
Given a set of monomials M = {M 1 , . . . , M k } over a set of Boolean input variables X = {x 1 , . . . , x n }, find a circuit C of minimum size that computes M. A vertex cover of a graph G is a subsetṼ ⊆ V such that every edge has at least one endpoint inṼ . This definition also applies to hypergraphs. The vertex cover problem, denoted by Min-VC, is defined as follows:
Given an undirected graph G, find a vertex cover of G of minimum size. Given an r-uniform hypergraph G, find a vertex cover of G of minimum size.
Finally, Maximum-Coverage is the following optimization problem:
Given a hypergraph G and a number r ∈ N, find r edges e 1 , . . . , e r ∈ E such that r i=1 e i is of maximum cardinality.
Hardness
In this section, we prove that the Minimum-AND-Circuit problem is NP-complete and that there is no polynomial-time approximation algorithm that achieves an approximation ratio of less than 983 978 unless P = NP. To do this, we reduce Min-VC to Min-AC. Let G = (V , E) be an undirected graph with n = |V | vertices and m = |E| edges. We construct an instance of Min-AC as follows. For each node v ∈ V , we have a variable x v . In addition, there is an extra variable x 0 . For each edge e = {v, w} ∈ E, we construct the monomial M e = x 0 x v x w . Our instance of Min-AC is then M G = {M e | e ∈ E}. Note that |M| = 3 for all M ∈ M G . Moreover, if G has maximum degree , then M G has maximum multiplicity . Clearly, M G can be constructed in polynomial time. An example is shown in Fig. 1 . Proof We prove the above lemma by showing that every vertex cover of size yields a circuit of size |E| + and vice versa.
Suppose we are given a vertex coverṼ ⊆ V of G of size |Ṽ | = . We construct an AND-circuit for M G as follows. The circuit consists of two layers. In the first layer, there is one gate g v for each node v ∈Ṽ . The gate g v computes x 0 x v . In the second layer, the monomials in M G are computed: for each edge e ∈ E, there is a gate g e . If e = {v, w} with v ∈Ṽ , then g e has computation gate g v and input gate g x w 
Input gates are represented as circle nodes, whereas computation gates are boxed. In addition, output gates have a double box as predecessors, thus computes M e . The described circuit computes M G and uses + |E| gates. Now suppose that there is a circuit C of size + |E| that computes M G . Since each M ∈ M G is of degree 3, we can assume that C has exactly two layers, the second one containing the |E| output gates that compute the monomials M e . Let F denote the set of the remaining gates in the first layer. For a gate g ∈ F , let v(g) be a node such that g x v(g) is an input of g. Such a node exists since g has two predecessors and at least one of them is different from x 0 . If both predecessors are different from x 0 , then we choose one of them arbitrarily. We claim thatṼ = {v(g) | g ∈ F } forms a vertex cover of G. To prove this, let e = {v, w} ∈ E. The gate that computes M e must be connected to at least one gate g ∈ F . This gate in turn has an incoming edge from either g x v or g x w (or both). Thus v ∈Ṽ or w ∈Ṽ . Given the circuit, the vertex cover can clearly be constructed in polynomial time. Proof The NP-completeness and APX-completeness follows from Theorem 3.4 below. For the inapproximability, we exploit a result of Chlebík and Chlebíková. [6] ) Given an instance G of Min-6-VC with n vertices, it is, for every sufficiently small ε > 0, NP-hard to decide whether the size of a minimum vertex cover of G is at most (
Theorem 3.3 (Chlebík and Chlebíková
Thus, it is NP-hard to decide whether the instance of Min-AC corresponding to the graph can be computed by a circuit of size at most |E| + ( Proof The NP-completeness and APX-hardness follow from the NP-completeness and APX-completeness of Min-3-VC [2, 11] .
What remains to be proved is the inapproximability bound. Again, we exploit a result of Chlebík and Chlebíková. Theorem 3.5 (Chlebík and Chlebíková [6] ) Given an instance G of Min-3-VC with n vertices, it is, for every sufficiently small ε > 0, NP-hard to decide whether the size of a minimum vertex cover of G is at most (
Analogously to the proof of Theorem 3.2, we obtain the inapproximability result for Min-3-AC by plugging in the inequality |E| ≤ (3/2) · |V |.
Since for fixed d, Min-d-AC can be approximated within a constant factor (see Sect. 6.1), the problem is in APX and thus APX-complete.
Approximation Algorithms for Min-3-AC
In this section, we provide several polynomial-time approximation algorithms for Min-3-AC, the problem of computing minimum AND-circuits for monomials of degree at most three. The lower bounds proved in Sect. 3 holds already for Min-E3-AC.
Without loss of generality, we may assume that all monomials have degree exactly three for the following reasons. Firstly, we do not need any computation gates to compute monomials of degree one, so we can delete such monomials from the input. Secondly, for each input monomial of size two, we are forced to construct an output gate. On the other hand, we should use this gate wherever we can for other input monomials, so we can delete all monomials of degree two from the input and substitute all occurrences of such monomials in the other monomials by extra variables. We repeat this process until no more monomials of size two are in the input. Given a circuit of minimum size for the modified input, we obtain an optimal circuit for the original monomials by replacing (in reverse order) the newly introduced variables with gates computing the corresponding monomials of size two.
As we have already mentioned in Sect. 2, we can assume without loss of generality that a circuit for a Min-3-AC instance is strict. Moreover, if all monomials are exactly of degree three, then a circuit can be assumed to consist of two layers of computation gates. The gates of the first layer compute monomials of size two, and the gates of the second layer are the output gates.
Since each monomial M of degree at most three can be computed by a circuit of size two, we can construct a trivial circuit C triv for a Min-3-AC instance M of size 2k, where k is the number of monomials. On the other hand, the computation of k monomials obviously requires at least k gates. Thus, we obtain an upper bound of 2 on the polynomial-time approximation ratio for Min-3-AC. In the following, we show how to improve this bound. We first reduce Min-3-AC to Min-3-UVC, the problem of finding a vertex cover in three-uniform hypergraphs. Subsequently, we will present our algorithms.
Let M be a Min-3-AC instance. We introduce some notation that will be used throughout this paper.
2 be the set of all pairs of variables appearing in M. Let C be a circuit for M. Then C consists of two layers, the second one containing the k = |M| output gates. In the first layer, certain monomials of size two are computed: for each monomial M ∈ M, one of the pairs S ∈ M 2 has to be computed at the first level of C. The task is thus to find a minimum set of pairs S ∈ pairs(M) such that each monomial M ∈ M contains one such pair. This corresponds to finding a minimum vertex cover of the three-uniform hypergraph H (M) = (V , E) described in the following. The node set is the set of pairs appearing in M, i.e., V = pairs(M), and for each monomial M ∈ M, there is a hyperedge containing the pairs that appear in M, i.e., E = { 
Our first polynomial-time approximation algorithm for Min-3-AC, which is presented in Fig. 3 , is based on the reduction we have just presented. The setṼ consists E.g., for instances M that consist of pairwise disjoint monomials of degree three, size(C COVER ) = k + 3 is indeed achieved (with = k).
In case that ≥ 1 3 k, COVER outputs a circuit that is larger than the trivial one. Choosing to output the trivial circuit instead, yields an algorithm with an approximation ratio of max{k
Thus, we have already found an algorithm that achieves a non-trivial approximation ratio. In the course of this paper, we will improve this ratio to below 1.3. Algorithm MATCH, which is presented in Fig. 5 , is a polynomial-time algorithm; in particular, a maximum matching in IG(M) can be computed in time O(n 2.5 ) [1] . To bound the approximation ratio of MATCH, we need the following
Proof Let C be a minimum circuit for M. Let S = {S 1 , . . . , S } be the set of pairs computed by the gates at the first level of C. We construct a matching of IG(M) of size
This partitions the monomials into sets E S = {M ∈ M | S M = S}, S ∈ S. Since all monomials in E S have the pair S in common, each set E S forms a clique of the intersection graph IG(M). Hence we can choose
disjoint edges of IG(M) with endpoints in E S . In total, this yields a matching of size at least
Lemma 4.4 Let opt
Proof Each edge of the matchingẼ saves us at least one gate compared with the trivial solution (since we compute two monomials with only three gates). Hence
It is not hard to construct instances for which the upper bound on size(C MATCH ) stated in Lemma 4.4 is indeed achieved.
Although the analysis of MATCH is not needed for our best upper bound result for Min-3-AC, the algorithm is the only one for which we can prove a non-trivial approximation ratio for Min-d-AC in case that d ≥ 4. We will discuss this issue in Sect. 6.1.
For Min-3-AC with instances restricted to a multiplicity of at most two, MATCH computes an optimum solution.
Lemma 4.5 Let M be a Min-3-AC instance with multiplicity at most two. Then MATCH outputs a circuit C MATCH of minimum size for M.
Proof Since every edge of the matchingẼ computed by MATCH in step 3 saves exactly one gate, we have size(C MATCH ) = 2k − |Ẽ|.
Claim 4.6 An arbitrary circuit C for M yields a matching F of the intersection graph IG(M) of size 2k − size(C).
Proof of Claim 4.6 Without loss of generality, assume that C is strict. Let = 2k − size(C). Since M has multiplicity at most two, each gate is used for at most two monomials and thus saves at most one gate. But then there must be exactly gates that are used in two monomials. Let these gates be g 1 , . . . , g with g i used for M i and
Moreover, the edges are disjoint since otherwise two different gates g i and g j would be used for the same monomial, which would contradict the strictness of C. Consequently,F is indeed a matching of size . Now let C opt be a circuit for M of minimum size. By the above claim, the intersection graph IG(M) has a matching of size 2k − size(C opt ). SinceẼ is a matching of maximum size, |Ẽ| ≥ 2k − size(C opt ). Hence size(C MATCH ) = 2k −|Ẽ| ≤ size(C opt ).
Corollary 4.7
Min-3-AC with instances restricted to a maximum multiplicity of at most two can be solved in polynomial time.
Algorithm "Greedy"
Our last algorithm GREEDY is presented in Fig. 6 . It greedily constructs gates for pairs that occur most frequently in the input instance M until each remaining pair is shared by at most two monomials. At that point, instead of proceeding in an arbitrary order, an optimal solution is computed for the remaining monomials. The latter task is achieved by MATCH, as we have shown in Lemma 4.5.
Lemma 4.8 Let
Proof Clearly, for every M ∈ M, GREEDY eventually adds M to C = C GREEDY , hence C computes M. Let k 1 denote the number of monomials in M that are computed by C after steps 1-8 and k 2 denote the size of C computed in step 9 of GREEDY. Since the sets S selected in step 3 are all shared by at least three monomials each, at most In addition, k 1 gates are added to C in step 6. We denote by M the set of monomials that remain in M after the while loop is exited. By Lemma 4.5, the circuit C constructed in step 8 is of minimum size for M . Let C opt be a circuit for M of minimum size k + . Clearly, we can construct an alternative circuit for M by only using the non-output gates of C and k 2 output gates for the monomials M ∈ M , i.e., size(C ) ≤ k 2 + . In total, size(C) ≤ [7] . We will exploit this fact twice in the following analysis. In particular, if opt Min-3-AC = k + , then all k elements of M can be covered by pairs by Lemma 4.1, and so the greedy algorithm covers at least (1 − 1/e)k monomials. To cover the remaining (1/e)k monomials, the greedy algorithm will clearly need to select at most (1/e)k additional nodes. Thus, size(C) ≤ k + + 1 e k. However, this bound is worse than size(C) ≤ 4 3 k + . But let us take the analysis one step further, for it may happen that 1 e k is still quite large compared to . Let k 1 denote the number of monomials covered by the first nodes selected by the greedy algorithm. By the preceding argument, k 1 ≥ (1 − 1/e)k. The remaining k − k 1 can easily be covered by nodes again since this is even possible for the entire set of monomials. Consequently, the greedy algorithm covers at least (1 − 1/e)(k − k 1 ) out of these monomials, and we remain with at most k
e 2 k uncovered monomials. Again, this number is an upper bound on the number of nodes picked by the greedy algorithm after having chosen 2 nodes. In total, we obtain the desired bound: size(C)
It does not make sense to reiterate the last step of the analysis since this would give us a circuit of size larger than k + 3 , the size achieved by COVER. Proof Let M be a Min-3-AC instance with opt Min-3-AC = k + , k = |M|. By Lemma 4.8, the approximation ratio of GREEDY is at most
where ρ 1 ( ) = . We have
Since ρ 1 is monotone decreasing and ρ 2 is monotone increasing in , the minimum in (3) is attained for = (e 2 − 3)k/(3e 2 ). The best lower bound that we are able to show for the approximation ratio of GREEDY is 10/9 = 1.111 . . . . It is obtained by the reduction from vertex cover presented in Lemma 3.1. The corresponding vertex cover instance is shown in Fig. 7 .
Summary of Approximation Ratios
In this subsection, we summarize the approximation ratios of the algorithms presented in the preceding subsections and present some improvements for Min-3-AC instances with bounded multiplicity. So far, we have found the following bounds for the approximation ratios of the Min-3-AC algorithms: These approximation ratios are presented in Fig. 8 . Concerning restricted multiplicity, we prove the following result. 
Fixing the Number of Monomials
In this section, we show that Min-AC is fixed parameter tractable with respect to the number k of monomials in the input instance. A (parameterized) problem is called fixed-parameter tractable if it can be solved in time f (k) · p(n) where k is a parameter, in our case the number of input monomials, f is an arbitrary function, independent of the input size n, and p is a polynomial. For more details on fixed parameter tractability, we refer to Downey and Fellows [9] . In the following, we do not give f and p explicitly. We reduce to a problem kernel of size O(2 k ), which we solve using exhaustive search in time f (k). The reduction to the problem kernel can easily be implemented to run in time O(n 2 k).
Theorem 5.1 Min-AC, parameterized by the number of input monomials, is fixedparameter tractable.
Proof To prove the theorem, we show that the instances of Min-AC have problem kernels that can be computed in polynomial time and the size of which depends only on the number k of monomials.
Let M = {M 1 , . . . , M k } be a Min-AC instance and X = i∈ [k] M i = {x 1 , . . . , x n }. We describe a problem kernel of M of size f (k), i.e., a Min-AC instance Mt such that we can compute a minimum AND-circuit for M from a minimum AND-circuit for Mt.
Define the equivalence relation ∼ on X by x i ∼ x j if and only if for all M ∈ M, x i ∈ M if and only if x j ∈ M. Denote the equivalence classes of ∼ by X 1 , . . . , X r , so that X is partitioned into X 1 ∪ · · · ∪ X r . For each j ∈ [r], let i j ∈ [n] be the minimal variable index in X j . We call the variables x i 1 , . . . , x i r primary variables. They are unique representatives of their equivalence classes. All other variables are referred to as secondary variables. Now M is obtained from M by identifying equivalent variables: the variables of M are the equivalence classes X 1 , . . . , X r , and the monomials areM 1 , . . . ,M k , where for a monomial M = x j 1 . . . x j d , the reduced monomialM is defined bỹ
Since there are only k monomials in M, there can be at most 2 k different equivalence classes. Thus, the size of the instance M, i.e., the sum of the lengths of its monomials, is bounded by
Given a circuit Ct for M, we now describe how to construct a circuit C for M such that
For each equivalence class X i , we build a trivial circuit C i of size |X i | − 1 that computes the monomial that consists of all variables in X i . Subsequently, we merge the circuitsC and C 1 , . . . , C r by replacing each input gate g X i ofC with the output gate of C i . The resulting circuit C clearly computes M and satisfies (4) . What remains to be proved is that ifC is of minimum size for M, then C is of minimum size for M. We do this by showing how to turn an arbitrary circuit C without useless gates for M into a circuitC for M with
The corresponding Procedure REDUCE is presented in Fig. 9 . Let T = {x i 1 , . . . , x i d } be the transversal of primary variables and let g 1 , . . . , g |C| be the original computation gates of C.
Claim 5.2 After step 8 of REDUCE, C computes exactly the monomials val(g
Proof of Claim 5.2 If a gate g is deleted from C, then its predecessors are g x i and g for some secondary variable x i and some other gate g . Thus, using set notation, val(g ) = val(g) \ {x i }. Consequently, for each gate g of C, after each iteration of the for-loop in steps 2-7 processing the secondary variable x i , the monomial val(g) \ {x i } is computed by some gate (either by g itself or by one of its predecessors). Since every secondary variable is eventually processed, the claim follows.
In step 9 of REDUCE, for each i ∈ [k], the value of the gate that computes M i ∩ T changes toM i . Thus,C computes M. Finally, we show that for every secondary variable x i , at least one gate is deleted and hence (5) is satisfied. Since by assumption, x i appears in some monomial M j , the input gate g x i has at least one successor in C when starting Procedure REDUCE. Moreover, before variable x i is processed in the for-loop in steps 2-7 of REDUCE, g x i keeps at least one successor. This is because if a successor of g x i is deleted in step 7 while processing another variable x i , then the wire (g x i , g) is redirected to (g x i , g ) in step 6. If no successor g of g exists, then g computes x i x i without being used for any input monomial M j and is thus useless, contradicting the assumption that C does not contain any useless gates. Consequently, for each secondary variable, at least one gate is deleted andC satisfies (5).
Concluding Remarks and Future Research

Approximation Algorithms for
Obviously, the approximation ratio of Min-d-AC is at most d −1 since on the one hand, every monomial of degree at most d can be computed by at most d − 1 separate gates and on the other hand, any circuit contains at least one gate per monomial of the input instance. It is easy to see that MATCH achieves the slightly better approximation ratio d − 3 2 (which is tight); the proof is almost identical to the proofs of Lemmas 4.3 and 4.4. Unfortunately, neither do we see how to generalize algorithm COVER to d ≥ 4, nor is it clear how to analyze greedy algorithms in that case. The problem is that once one has decided to substitute all occurrences of a pair of variables in all monomials, it may happen that an optimal circuit for the remaining monomials is strictly larger than an optimal circuit for the original instance. This makes it difficult to apply standard techniques as in the proof of the classical 1 + ln n approximation bound for the greedy set cover algorithm [12] .
We are particularly curious about whether Min-d-AC is approximable within a factor of o(d) or whether it is possible to show an (d) hardness result.
For d ≥ 4, there are several possibilities of generalizing the greedy algorithm, some of which are presented in the following.
• GREEDY PAIRING: Select a most frequent pair, build a gate for it, and substitute the pair by a new variable wherever possible. Repeat until all monomials have size one.
• GREEDY SAVING: Select a monomial to be computed by a gate such that its usage "saves" as many gates as possible compared to a trivial completion of the circuit. Substitute the monomial by a new variable wherever possible and add the monomial to the input instance. Repeat until all monomials are computed by the circuit.
• GREEDY CUTTING: Select a longest submonomial appearing in multiple places and build a gate for it. Substitute the monomial by a new variable wherever possible and add the monomial to the input instance. Repeat until all monomials have size one.
For d = 3, all three variants coincide. The algorithms GREEDY PAIRING, GREEDY CUTTING, and MATCH produce strict circuits. Already for d = 5, we can construct Min-AC instances M of maximum degree d such that any strict circuit for M is roughly 4/3 times larger than a minimum non-strict circuit. 
It is easy to construct a minimum AND-circuit C for M such that every computation gate of C is also an output gate, i.e., size(C) = |M| = 3t +2. On the other hand, it is impossible to strictly build the monomial xyza i b i from other monomials of M. Thus, in a strict circuit C for M, we must include an additional non-output gate, say to compute the monomial a i b i for each i ∈ [t]. Consequently, size(C ) = 4t + 2, and hence
Corollary 6.2 Any approximation algorithm for Min-AC (or even Min-5-AC) that produces only strict circuits does not achieve an approximation ratio better than 4/3.
Approximation of Instances with Bounded Multiplicity
In Sect. 4.2, we showed that Min-3-AC instances with maximum multiplicity two are optimally solvable in polynomial time. In contrast, Min-3-AC instances with maximum multiplicity three are hard to solve, as we saw in Sect. 3 Proof Let M be a Min-AC instance with mult(M) = μ and let C be a circuit for M of minimum size. As size(C M ) ≥ |M| − 1 for every M ∈ M, (1) yields
We denote by C triv the trivial circuit of size M∈M (|M| − 1) in which every monomial is computed by a separate subcircuit. Then, by the preceding arguments, we have size(C) ≥ size(C triv )/μ and thus
size(C) ≤ μ, which means that C triv is a μ-approximation for M. We can improve the result of Theorem 6.3 for Min-Ed-AC restricted to instances with bounded multiplicity using the fact that for these instances, all output gates have frequency one.
Theorem 6.4
The Min-Ed-AC problem with instances restricted to be of maximum multiplicity μ is polynomial-time approximable within a factor of
Proof Let M be an Min-Ed-AC instance with k monomials of maximum multiplicity μ and C be a circuit for M of minimum size. Since |M| = d for all M ∈ M, size(C M ) ≥ d − 1 (with equality guaranteed if C is strict). Furthermore, all output gates have frequency 1, and all other computation gates have a frequency of at most μ. Putting these things together and using (1), we obtain
Consequently, size(C) ≥ The approximation ratio of 3/2 is much lower than the ratio of 5/2 achieved by MATCH for general Min-4-AC instances.
Generalizations and Related Problems
Let us first mention some applications that arise as alternative interpretations of the problem in this paper. Viewing monomials M over X as subsets of X (see also Sect. 2), an AND-gate computes the union of the sets computed by its predecessors. Thus, AND-circuits may be interpreted as compact representations of set systems. Since each gate has to be evaluated only once, the circuit may be considered as a straight-line program that generates the set system. Furthermore, in a Boolean matrix-vector product, each entry of the result is a disjunction (or a parity, depending on which type of "sum" is considered) of the vector entries corresponding to the positions of 1s in the matrix rows. Thus, if many vectors have to be multiplied by the same matrix, it may be useful to preprocess the matrix by constructing a circuit that computes all disjunctions (with indeterminates) first.
Beside Boolean variables and monomials, it is natural to consider monomials over other structures. In general, the variables x ∈ X take values from some semigroup (S, •) (note that we assume the structure to be associative since otherwise it makes no sense to design small circuits). In case that S is non-commutative, the predecessors of a gate have to be ordered. Table 1 shows several examples of semigroups and other parameters with their corresponding circuit problem. As one can see, many seemingly different problems turn out to be instantiations of a general semigroup circuit problem.
The greedy algorithms proposed in Sect. 6.1 are closely related to the so-called global algorithms RE-PAIR, GREEDY, and LONGEST MATCH for the smallest grammar problem [5] , which deals with the compression of a given string by a context-free grammar that generates exactly that string. Global algorithms are of particular interest for this problem since they are believed to have low approximation ratios. However, despite their simplicity, only very weak upper bounds are known. We hope that techniques for proving upper and lower bounds for global algorithms may be transferred between the smallest grammar problem and the minimum AND-circuit problem.
Some More Open Problems
For the approximation ratio of Min-3-AC, we believe that a more concise analysis of GREEDY or similar algorithms may yield an upper bound below 5/4.
Since we still lack good approximation algorithms for any d ≥ 4, it would already be interesting to have approximation algorithms with ratio less than 2.5 for Min-4-AC, which may be achieved by an algorithm that is similar to COVER, tailored to the case d = 4.
Finally, as we have determined the complexity of the decision problem associated with Min-d-AC with multiplicity bounded by μ for several choices of d and μ, it would be nice to complete these results by studying the case d ≥ 4 and μ = 2.
