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Avant-propos
On peut conside´rer que l’un des derniers paradigmes propose´s en Physique est celui engendre´
par le mariage entre la the´orie de l’information et la me´canique quantique. La discipline qui
en re´sulte est maintenant connue sous le nom d’information quantique, le domaine du cal-
cul quantique e´tant une de ses variantes principales. En effet, bien qu’e´tant encore toute jeune,
cette discipline laisse entrevoir de nombreuses perspectives inte´ressantes : la te´le´portation quan-
tique bien qu’issue d’ide´es the´oriques re´centes, a de´ja` rec¸u plusieurs ve´rifications expe´rimentales
[Zei97]. Dans la meˆme veine, des dispositifs commerciaux utilisant la cryptographie quantique,
commencent a` eˆtre teste´ pour assurer la se´curite´ de transactions bancaires. Les ide´es de l’in-
formation quantique sont aussi utilise´es dans d’autres domaines de la Physique. Par exemple,
le proble`me de la conservation de l’information dans les trous noirs, semble se re´soudre dans
le cadre de l’information quantique [SL04]. Certains physiciens vont meˆme jusqu’a` e´voquer la
reformulation de l’ensemble des lois de la Physique dans un formalisme ou` le concept d’infor-
mation est celui qui serait le plus fondamental [Ste98], sans oublier les nouvelles questions que
pose le domaine aux mathe´matiques pures.
Cependant, parmi toutes les attentes et tous les espoirs de cette jeune discipline, la construc-
tion d’un ordinateur quantique reste la plus populaire au vu de sa rapidite´ de calcul potentielle
compare´e a` son homologue classique.
Il est donc tout a` fait naturel de chercher a` comprendre pourquoi dans certaines mesures,
la nature quantique de notre monde semble re´soudre certains proble`mes computationnels de
manie`re plus efficace qu’elle le ferait classiquement. Alors dans ce cas, ou` faut-il chercher ?
L’information quantique e´tant le mariage de deux disciplines, la logique premie`re est d’identi-
fier quels sont les concepts propres de la the´orie. Parmi ces concepts, le plus e´tudie´ est celui de
l’intrication. Il est maintenant admis dans la communaute´ que l’intrication est une ressource es-
sentielle de l’information quantique [JL03]. L’autre concept important, typiquement quantique,
mais qui est beaucoup moins e´tudie´ cependant est l’interfe´rence quantique. L’interfe´rence quan-
tique est la capacite´ qu’a un processus quantique a` favoriser des e´tats classiquement de´favorise´s
et vice-versa. Dans ce sens l’interfe´rence est la proprie´te´ quantique qui modifie le flot d’infor-
mation classique. L’e´tude d’un des aspects de l’interfe´rence est le sujet central de cette the`se.
Dans le premier chapitre, nous rappellerons quelques proprie´te´s de l’interfe´rence dans le
cadre ge´ne´ral de la Physique puis dans le cadre plus cible´ de l’information quantique. Nous
de´finirons de manie`re succincte l’information quantique et le calcul quantique. Nous introdui-
rons une mesure de l’interfe´rence adapte´e a` l’e´tude des algorithmes quantiques et passerons en
revue plusieurs re´sultats la concernant. Dans le deuxie`me chapitre, nous nous inte´resserons au
comportement statistique de l’interfe´rence lors de processus unitaires, puis dans le troisie`me
chapitre nous nous inte´resserons a` la manie`re dont est modifie´ ce comportement en pre´sence
de de´cohe´rence. Les re´ponses obtenues dans ces deux chapitres ame`neront bien suˆr d’autres
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questions, en particulier des questions concernant un des outils utilise´s, celui de le the´orie des
matrices ale´atoires. Ainsi dans le quatrie`me chapitre nous nous inte´resserons au liens existant
entre les circuits quantiques ale´atoires et les matrices ale´atoires, et dans quels sens l’e´quivalence
entre ces deux types d’entite´s peut se re´ve´ler utile pour produire de manie`re efficace des en-
sembles de matrices ale´atoires.
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Chapitre 1
L’interfe´rence comme une ressource de
l’information quantique
I. L’interfe´rence en physique
La premie`re e´quation qui apparaˆıtra dans cette the`se est suˆrement aussi simple quelle est
peu intuitive a` premie`re vue :
lumie`re + lumie`re = nuit
Elle porte l’essence meˆme du concept d’interfe´rence tel qui l’est apparu au XVIIIe`me sie`cle
avec les premie`res expe´riences d’optiques qui ont mises en e´vidence le caracte`re ondulatoire
de la lumie`re. L’ide´e principale contenue dans cette e´quation est celle-ci : Les intensite´s lumi-
neuse ne s’ajoutes pas simplement de manie`re alge´brique. Cette remarque permet d’en de´duire
que la lumie`re ne peut pas eˆtre entie`rement de´crite par son intensite´ et qu’un autre concept
inde´pendant, la phase, doit eˆtre pris en compte.
L’interfe´rence en optique a permis la mise au point de technique telle l’holographie. Re´cemment
encore, une expe´rience d’optique utilisant des impulsions laser femtosecondes a permis d’imple´menter
le calcul d’une somme de Gauss et de ce fait de factoriser des entiers graˆce au phe´nome`ne d’in-
terfe´rence [BCSG08].
Dans le cadre de la me´canique quantique, le concept d’interfe´rence est intimement lie´ a`
celui de superposition d’e´tats represente´s par des amplitude de probabilite´. En fait, il permet
d’affirmer qu’un e´tat quantique dans une superposition cohe´rente est physiquement discernable
d’un me´lange statistique. L’exemple qui suit permet de bien appre´hender cela : soient trois
sources (par exemple des canons qui e´mettent des e´lectrons) d’e´tats quantiques bien de´finis et
distincts : dans une certaine base orthogonale (relie´e a` la mesure dans le sens ou` chaque e´tat
de la base peut eˆtre parfaitement distingue´ des autres) ces e´tats s’e´crivent respectivement.
|ψ+〉 = 1√
2
(|a〉+ |b〉) (1.1)
|ψ−〉 = 1√
2
(|a〉 − |b〉) (1.2)
|ψs〉 = |a〉 ou |b〉 avec une probabilite´ 1
2
(1.3)
Les deux premiers canons produisent donc chacun des superpositions cohe´rentes tandis que le
troisie`me produit un me´lange statistique. Pour ces trois type d’e´tats, la probabilite´ de faire
1
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une mesure de l’e´tat |a〉 est 1
2
. De ce fait une mesure projective directe ne permet pas de les
distinguer. Comment faire si les e´tiquettes indiquant la nature des e´tats produits par les canons
ont e´te´ e´gare´es ? La capacite´ qu’ont les e´tats quantiques a` interfe´rer peut eˆtre utilise´e, ceci en
appliquent une meˆme transformation unitaire sur chacun de ces e´tats. Physiquement cela peut
se traduire par l’e´volution temporelle du syste`me sous un certain hamiltonien H pendant un
temps t et dans ce cas la transformation unitaire est U = exp(−i~Ht). Pour notre exemple
conside´rons une transformation unitaire pre´cise, celle donne´e par la matrice :
1√
2
(
1 1
1 −1
)
Applique´e sur les e´tats pre´ce´demment de´finis, juste avant la mesure, cette transformation per-
met de discriminer les e´tats et de remettre la bonne e´tiquette sur chaque canon : les probabilite´s
de mesure de la composante |a〉 pour les e´tats |ψ+〉, |ψ−〉 et |ψs〉 seront respectivement 0,1 et
1
2
. Cette expe´rience est l’analogue d’une expe´rience d’optique de type fentes de Young. Ici le
roˆle joue´ par l’e´tat |ψ+〉 correspond au chemin d’interfe´rence constructive qui se traduit par
une frange brillante sur l’e´cran. L’e´tat |ψ−〉 correspond au chemin d’interfe´rence destructive
engendrant une frange sombre. L’e´tat |ψs〉 correspond au cas de deux sources incohe´rentes qui
n’ame`nent aucun motif d’interfe´rence. Quant a` l’ope´rateur d’e´volution U , il traduit le roˆle de
la propagation des ondes lumineuses et de leur superposition cohe´rente sur l’e´cran.
II. The´orie de l’information quantique
Dans la the´orie classique de l’information, il existe une dualite´ entre d’une part les concepts
mathe´matiques de la the´orie et d’autre part leur repre´sentation physique. Suivant la formulation
de Landauer l’ information est physique. Meˆme si cela peut paraˆıtre trivial, le concept de bit
n’e´merge que parce qu’il est possible de le repre´senter concre`tement par une boite contenant soit
une boule ou non, par un chat qu’il soit vivant ou mort ou plus se´rieusement par un condensateur
charge´ ou non. De la meˆme manie`re, un processus informationnel, une communication ou un
calcul par exemple, se mate´rialise sous la forme d’un processus physique mettant en jeu des
quantite´s bien de´finies telles que l’e´nergie ou l’entropie. Ainsi le monde physique impose ses
propres contraintes. Les meilleurs exemples de telles contraintes sont la limitation par c de
la vitesse de transport de l’information, ainsi que le principe de Landauer qui e´nonce que
l’effacement d’un bit d’information a` un coup entropique valant kB ln 2.
Les ide´es de l’information quantique peuvent eˆtre introduites de la meˆme manie`re que les
principes de la me´canique quantique par les trois points suivants :
1 L’information quantique est contenue dans un e´tat quantique.
2 La mesure modifie l’information quantique et donne des re´sultats probabilistes.
3 Un processus informationnel se traduit par une e´volution unitaire.
II.1. Bits quantiques
Le premier point permet d’introduire le concept de bit quantique, plus commune´ment appele´
quantum bit ou qubit : pour ce faire il suffit de de´marrer avec la notion de bit de l’information
classique, c’est a` dire avec un syste`me a` 2 e´tats (nomme´s commune´ment 0 et 1) puis de le
traiter de manie`re quantique. Son e´tat physique |q〉 est maintenant de´crit par un vecteur dans
un espace de Hilbert H2 de dimension 2. Dans le cas ge´ne´ral ce vecteur s’e´crit comme une
combinaison line´aire de 2 e´tats orthogonaux, pouvant donc eˆtre parfaitement distingue´s l’un de
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Figure 1.1.: Repre´sentation ge´ome´trique de l’e´tat d’un bit quantique sur la sphe`re de Bloch
(Source : Wikimedia Commons).
l’autre lors d’un processus de mesure approprie´. Ces e´tats de base sont note´s |0〉 et |1〉 et ainsi
l’e´tat d’un qubit s’e´crit :
|q〉 = a0|0〉+ a1|1〉 avec a0, a1 ∈ C tels que |a0|2 + |a1|2 = 1 (1.4)
Rappelons qu’en me´canique quantique, pour toute transformation U(1) effectue´e sur le vecteur
d’e´tat, la Physique reste e´quivalente. Ainsi pour une phase globale γ les e´tat |q〉 et eiγ|q〉
repre´sente le meˆme e´tat physique. De ce fait il est commun de re´e´crire l’e´tat (1.4) sous la forme
|q〉 = cos
(
θ
2
)
|0〉+ eiφ sin
(
θ
2
)
|1〉 (1.5)
ou` θ ∈ [0, pi[ et φ ∈ [0, 2pi[ est la phase relative. Cette parame´trisation incluant la normalisation
et l’invariance U(1) est ce que l’on appelle commune´ment la parame´trisation de Bloch menant
a` la visualisation ge´ome´trique de l’e´tat d’un qubit par la sphe`re de Bloch represente´e sur la
figure (1.1). Sur cette sphe`re deux e´tats orthogonaux entre eux sont repre´sente´s par des points
antipodaux (comme par exemple les e´tats |0〉 et |1〉), c’est a` dire repre´sente´ par des vecteurs
coline´aires dans l’espace tridimensionnel R3 qui porte la sphe`re de Bloch. L’e´tat d’un syste`me
global contenant nq sous-syste`mes a` 2 e´tats, c’est a` dire nq qubits, vit dans un espace de
Hilbert de dimension 2nq qui est le produit tensoriel des nq espaces de Hilbert de dimensions 2
correspondant a` chaque qubit individuel. Cet ensemble de qubits constitue un registre quantique
ou une me´moire quantique. De la meˆme manie`re que l’e´tat d’un qubit individuel, l’e´tat le plus
ge´ne´ral d’un registre quantique s’e´crit comme une combinaison line´aire a` 2nq composantes :
|qnq〉 =
∑
ai1i2...inq |i1i2...inq〉 avec les ai1...inq ∈ C tels que
∑
|ai1...inq |2 = 1 (1.6)
Dans cette expression les sommes portent sur l’ensemble des indices ik = {0, 1}. Les vecteurs
|i1i2...inq〉 forment une base tre`s utilise´e en information quantique nomme´e la base computa-
tionnelle. Ces vecteurs sont obtenus comme produits tensoriels ordonne´s des vecteurs de base
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de chaque qubits et la notation doit se comprendre comme |i1i2...inq〉 = |i1〉 ⊗ |i2〉 ⊗ ...⊗ |inq〉.
Par exemple l’e´tat d’un registre a` 2 qubits s’e´crit avec les 4 e´tats de base |00〉, |01〉, |10〉 et
|11〉. L’e´criture binaire permet de mieux comprendre l’appellation computationnelle pour cette
base puisqu’en de´finitive elle permet d’e´crire l’e´tat d’un registre quantique a` nq qubits, comme
une superposition cohe´rente de l’ensemble des nombres entiers entre 0 et 2nq − 1. Notons que
l’obtention d’une ge´ne´ralisation de la parame´trisation de Bloch s’amenuise avec le nombre de
qubits. Il existe cependant des travaux pour 2 et 3 qubits base´s sur la fibration de Hopf des
sphe`res S5 et S7 [MD01].
II.2. Mesure de l’information quantique et lien avec l’information
classique
Le deuxie`me point concerne la mesure de l’information quantique. Imaginons qu’un expe´rimenta-
teur posse`de un moyen de fabriquer une multitude de qubits dans le meˆme e´tat (1.4). En me-
surant l’e´tat d’un de ces qubits, par exemple dans la base {|0〉, |1〉}, l’expe´rimentateur re´cupe`re
l’information  mesure dans l’e´tat |0〉  avec une probabilite´ p0 = |a0|2 et l’information  me-
sure dans l’e´tat |1〉  avec une probabilite´ p1 = |a1|2, l’e´tat du qubit apre`s la mesure devenant
certain (respectivement |0〉 et |1〉). En d’autres termes, pour une mesure unique l’observateur
re´cupe`re un bit ale´atoire, c’est a` dire de l’information classique. En re´alisant une se´rie de me-
sures e´quivalentes a` la pre´ce´dente, l’observateur peux reconstruire les probabilite´s p0 et p1 et
ainsi re´cupe´rer la valeur des modules de α et β. Tout ceci n’est que transposition de la mesure
quantique avec la langage de l’information quantique.
Une chose inte´ressante que peut faire l’expe´rimentateur, c’est de faire la mesure dans une
autre base que la base computationnelle (donc ici dans la base {|0〉, |1〉}). C’est typiquement le
genre de proce´dure qu’il doit utiliser s’il veut re´cupe´rer l’information de la phase relative qui
est perdue lors de la proce´dure pre´ce´demment de´crite. Par exemple une mesure dans la base
orthonormale {|+〉, |−〉} ou` les vecteurs sont de´finis par
|+〉 = |0〉+ |1〉
2
et |−〉 = |0〉 − |1〉
2
, (1.7)
permet a` l’observateur d’avoir acce`s aux probabilite´s
p+ =
|a0 + a1|2
2
=
1
2
(|a0|2 + |a1|2 +Re(a∗0a1)) =
1
2
(1 + cos (θ/2) sin (φ))
p− =
|a0 − a1|2
2
=
1
2
(1− cos (θ/2) sin (φ))
qui permettent de remonter a` la phase relative. Pre´cisons que dans les expressions pre´ce´dentes
la de´termination de φ est de´pendante de l’angle θ, c’est a` dire des modules de α (ou de β).
Cette dissyme´trie dans la mesure des modules et des phases qui semble donner au module un
statut supe´rieur, n’est qu’apparente et re´sulte de l’arbitraire de la parame´trisation (1.5).
II.3. Calculs quantiques et algorithmes quantiques
Le troisie`me point permet d’introduire le concept de calcul quantique : l’e´volution temporelle
d’un registre quantique constitue un calcul quantique. En me´canique quantique, l’e´volution
temporelle d’un syste`me e´tant repre´sente´e par l’action d’un ope´rateur unitaire, il suit que
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n’importe qu’elle transformation unitaire est a` conside´rer comme un calcul quantique. Ainsi
de manie`re formelle, si |ψi〉 repre´sente l’e´tat initial d’un registre quantique - c’est a` dire l’e´tat
d’entre´e - alors le re´sultat d’un calcul particulier U sur ce registre est l’e´tat final - l’e´tat de
sortie - |ψf〉 = U |ψi〉
Un des re´sultats les plus inte´ressant dans le domaine de l’information quantique est la pos-
sibilite´ de construire des algorithmes quantiques. Qu’est-ce que cela signifie ? Nous avons de´fini
un algorithme quantique comme un ope´rateur unitaire agissant sur un registre quantique donc
en tout ge´ne´ralite´ cet ope´rateur transforme l’e´tat de tous les qubits du registre. Bien suˆr rien
n’empeˆche de conside´rer des ope´rateurs unitaires  plus petits , c’est a` dire qui agissent sur
un nombre restreint de qubits sans toucher aux autres. Le cas limite e´tant celui ou` seul un
qubit subit la transformation unitaire et ou` les nq − 1 autres ne sont pas modifie´s. Le re´sultat
important est que si on conside`re un petit ensemble G = {Gk} d’ope´rateurs unitaires agissant
sur 1 ou 2 qubits, ope´rateurs qualifie´s de locaux, alors on peut approximer (avec une pre´cision
arbitraire) n’importe quel algorithme U comme une se´quence Sk de ng ope´rateurs choisi dans
G :
U =
ng∏
Sk
Gk. (1.8)
Chaque Gk constitue une porte quantique, analogue des portes logiques de l’informatique usuelle
et un ensemble G donne´ est un ensemble universel de portes permettant de produire n’importes
quels algorithmes quantiques [DiV95, Bar95, SW95]. Ainsi tout ope´rateur unitaire U(2), comme
par exemple l’ensemble des ope´rateurs de Pauli, constitue une porte quantique a` un qubit, et
tout ope´rateur U(4) constitue une porte a` deux qubits. Parmi les portes les plus couramment
utilise´es citons la porte de Hadamard
H =
1√
2
(
1 1
1 −1
)
,
agissant sur 1 qubit et la porte de NON-controˆle´e (CNOT ) faisant agir un ope´rateur de Pauli
σx sur un qubit cible en fonction de l’e´tat d’un qubit de controˆle. L’appellation provient du fait
que l’ope´rateur σx joue l’analogue quantique de la porte NON (puisqu’elle inverse entre eux les
vecteurs |0〉 et |1〉) et que son action est lie´e a` l’e´tat du qubit de controˆle. A titre d’exemple
pour 2 qubits, le premier e´tant choisi comme controˆle et le deuxie`me comme cible, la matrice
correspondant a` la porte CNOT s’e´crit
CNOT{1,2} = |0〉〈0| ⊗ 12 + |1〉〈1| ⊗ σx =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 ,
ou` 12 est l’ope´rateur identite´ de taille 2× 2. De manie`re ge´ne´rale ces deux ope´rations peuvent
eˆtre de´finies pour des registres quantiques contenant un nombre arbitraire de qubits. Une porte
de Hadamard agissant sur le qubit i et une porte CNOT agissant sur le qubit cible t controˆle´
par le qubit c sont respectivement de´finies par
H{i} = 12 ⊗ 12 ⊗ ...H...⊗ 12 ⊗ 12, (1.9)
CNOT{c,t} = 12 ⊗ ...|0〉〈0|...⊗ 12 ⊗ 12 + 12 ⊗ 12 ⊗ ...|1〉〈1|...⊗ σx ⊗ ...⊗ 12, (1.10)
. ou` H est en i-e`me position, les projecteurs |j〉〈j| sont en c-ie`me position et σx est en t-ie`me
position. Notons que la porte CNOT peut eˆtre ge´ne´ralise´e a` 3 qubits par la porte de Toffoli,
utilisant non pas un seul qubit de controˆle mais deux.
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Figure 1.2.: Circuit quantique constitue´ de 2 portes unitaires U(2) et de 3 portes CNOT .
Le qubit de controˆle (cible) est attache´s aux points noirs • (respectivement ⊕).
La bulle pointille´e de´nomme´e |ψ〉 illustre le fait que le registre est dans un e´tat
non-se´parable (cf. prochaine section).
A la manie`re de ce qui se fait en logique classique, on peut aussi dessiner des circuits quan-
tiques comme sur la figure (1.2) C’est cette vision en terme de porte quantique qui permet de
cerner la puissance computationnelle qu’aurait un syste`me physique capable d’imple´menter un
algorithme quantique, syste`me qui porte aujourd’hui le nom d’ordinateur quantique. En effet
en 1994, Peter Shor [Sho94] de´montra qu’un algorithme quantique pouvait factoriser un entier
N avec un nombre d’ope´rations e´le´mentaires ng exponentiellement plus petit que le meilleur al-
gorithme classique connu 1 (bien que pour l’instant, rien n’interdise l’existence d’un algorithme
classique aussi efficace que l’algorithme de Shor). En 1996 Lov Grover explicita un algorithme
quantique capable de retrouver un motif dans une base de donne´es de taille N un nombre
d’ope´rations e´le´mentaires se comportent comme O
(√
N
)
alors que le meilleur algorithme clas-
sique en utilise O(N). Une acce´le´ration exponentielle compare´e au meilleur algorithme classique
est aussi pre´dite pour le shifted character problem [GSV00], le proble`me du sous-groupe cache´
[Kup03] et pour la re´solution de syste`mes d’e´quations line´aires [WHL09]. On sait aussi qu’un
marcheur quantique peut traverser un graphe exponentiellement plus vite que n’importe quel
marcheur ale´atoire classique, ce qui permet des solutions efficaces pour d’autres proble`mes
[MCD02]. Re´cemment, Aharonov et.al ont propose´ un algorithme quantique qui approxime
efficacement le polynoˆme de Jones comme aucune racine primitive de l’identite´ [ALM06]. Tout
ces exemples pre´cis tendent a` montrer que dans certaine mesure, la manipulation de l’infor-
mation en vertu des re`gles de la me´canique quantique est plus efficace que sa manipulation
classique. Cependant il n’y a a` l’heure actuelle aucun re´sultat ni aucun the´ore`me expliquant
comment cela se manifeste exactement et qu’elles en sont les causes. De ce fait, de nombreuses
questions e´mergent quand on tente d’analyser la supe´riorite´ de la manipulation quantique pour
le traitement de l’information et ces questions guident de nombreux travaux. Qu’est ce qui rend
supe´rieur la manipulation quantique de l’information ? Ou en d’autres termes, qu’elles sont les
ressources de l’information quantique ? C’est ce que nous allons tenter de voir dans la prochaine
partie.
1. L’algorithme de Shor peut factoriser un entier N en O (log(N)3) ope´rations alors qu’on ne connait aucun
algorithme classique capable de re´soudre ce proble`me en O (log(N)k) ope´rations, ∀ k. Classiquement il est
ne´cessaire d’effectuer approximativement O (exp((logN)1/3(log logN)2/3)) ope´rations.
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III. Ressources de l’information quantique
S’il y a effectivement des ressources spe´cifiques a` l’information quantique, elles sont a` chercher
dans ce qui diffe´rencie la me´canique quantique de la me´canique classique. On peut conside´rer
que deux concepts plus ou moins inde´pendants e´mergent a` la suite d’une telle recherche [BD00].
Ces deux concepts sont l’intrication et l’interfe´rence.
III.1. L’intrication
La notion d’intrication et d’e´tat intrique´ est e´voque´e de`s 1935 par Erwin Schro¨dinger [Sch35]
puis dans le papier d’Einstein, de Podolski et de Rosen [EPR35] pour mettre l’accent sur cer-
taines bizarreries de la me´canique quantique et la ne´cessite´ de trouver un moyen d’ame´liorer
cette the´orie. En effet, les e´tats intrique´s exhibent des proprie´te´s n’ayant pas d’analogue clas-
sique, en particulier l’apparition de corre´lations non-triviales lors de la mesure d’un syste`me de
deux particules. Cependant, l’e´tude de ce genre d’e´tat dans les anne´es soixante par Bell [Bel64]
a permit de faire un pas en avant en montrant que les e´tats intrique´s pouvaient justement servir
a` trancher entre la me´canique quantique et une the´orie a` variables cache´es susceptible de la
remplacer. La ve´rification expe´rimentale par Aspect et.al [ADR82] ainsi, que toutes les autres
expe´riences effectue´es depuis, ont montre´ que les pre´dictions de la me´canique quantique restent
en accord avec l’expe´rience contrairement aux pre´dictions d’une quelconque the´orie a` variables
cache´es.
La notion d’intrication est lie´e a` la manie`re dont on construit l’espace des e´tats d’un syste`me
composite, a` partir des espaces des e´tats de chacune de ses parties. SoientN syste`mes quantiques
si dont les e´tats vivent dans des espaces de Hilbert H(i), alors l’e´tat du syste`me global S vit
dans un espace de Hilbert qui est le produit tensoriel des espaces de Hilbert de chaque sous
syste`me :
HS =
N⊗
i=1
H(i)
Il en suit que l’e´tat le plus ge´ne´ral du syste`me global ne peut pas s’e´crire comme le produit
tensoriel des e´tats individuels des sous-syste`mes, tout simplement parce que ces e´tats individuels
n’existent pas a` proprement parler, ils sont encheveˆtre´s. A titre d’exemples et aussi pour revenir
a` une formulation plus proche de l’information quantique, conside´rons un syste`me a` deux qubits.
L’e´tat le plus ge´ne´ral de ce syste`me est donne´ par (1.6) qui dans ce cas se simplifie en :
|q2〉 = a00|00〉+ a01|01〉+ a10|10〉+ a11|11〉
Ici, l’e´tat du syste`me est entie`rement de´termine´ par la valeur des composantes aij. Par exemple
l’e´tat 1√
2
(|00〉 + |01〉) peut aussi s’e´crire |0〉 ⊗ (|0〉+|1〉)√
2
, ce qui permet d’affirmer que le premier
qubit est dans l’e´tat |0〉 alors que de manie`re inde´pendante le second est dans l’e´tat (|0〉+|1〉)√
2
.
Mais cette proprie´te´ n’existe pas dans le cas de l’e´tat 1√
2
(|01〉 + |10〉). Il ne peut pas s’e´crire
comme le produit tensoriel d’e´tats relatifs aux deux qubits. Dans ce cas pre´cis, la description
de l’e´tat d’un qubit individuel par un e´tat pur, inde´pendamment des autres n’est pas possible.
On peut au mieux recourir a` une formulation en terme de matrice densite´. Seul le syste`me dans
son ensemble posse`de une description par un e´tat pur. C’est un e´tat intrique´.
Par de´finition, on dit qu’un e´tat quantique associe´ a` un syste`me compose´ est se´parable s’il
peut s’e´crire comme le produit tensoriel d’e´tats quantiques de ses parties. Dans le cas contraire
on dit qu’il est intrique´. Quels sont les indices montrant que l’intrication semble constituer une
ressource de l’information quantique ?
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Premie`rement, de`s que l’on conside`re un syste`me a` plusieurs qubits, l’espace de Hilbert
se trouve occupe´ par une proportion d’e´tats intrique´s exponentiellement plus grande que la
proportion d’e´tats se´parables [ZHSL99]. Ainsi un processus d’information quantique met obli-
gatoirement en jeu de l’intrication. Ceci est d’autant plus vrai que le nombre de qubits est
grand.
Deuxie`mement, la notion d’intrication donne au concept de qubit un roˆle plus subtil et plus
profond que celui qui est re´serve´ au bit classique. En effet, meˆme si l’information quantique
est repre´sente´e physiquement par nq objets physiques, sa description se re´partit a` proprement
parler sur 2nq entite´s individuelles, par exemple sur les e´tats de la base computationnelle. Bien
suˆr, pendant la pre´paration de l’e´tat initial ou lors du processus de mesure, ce sont bien nq
objets qui interviennent, et un ensemble de qubits ne permettent e´videment pas de repre´senter
exponentiellement plus d’information que le ferait un meˆme nombre de bits [BF07]. Cependant
avant le processus de mesure, lors de l’e´volution unitaire, l’intrication retire momentane´ment
leur individualite´ aux nq objets physiques, et seul l’e´tat du registre tout entier vivant dans
un espace de Hilbert de dimension exponentielle 2nq reste parfaitement descriptible. Comme
c’est dans cet espace de Hilbert que se de´roule tout processus informationnel on pourrait eˆtre
tente´ de penser que c’est ici que l’intrication rencontre l’efficacite´ quantique. Cependant il
convient d’eˆtre prudent avec ce genre de raisonnement qualitatif : conside´rons l’action d’une
porte quantique agissant pour simplifier sur le premier qubits d’un registre a` nq qubits, dont
l’e´tat est donne´ par la relation (1.6). En e´crivant la porte G(1) = U ⊗ 1 ⊗ ... ⊗ 1, l’e´tat du
registre apre`s son action est
|q′nq〉 = G(1)|qnq〉
|q′nq〉 =
∑
a′i1i2...inq |i1i2...inq〉
ou` a′i1i2...inq =
∑
j1
Ui1j1 aj1i2...inq (1.11)
Quantiquement ce processus consiste, par de´finition, en une seule e´tape qui est l’action de
l’ope´rateur unitaire U sur le premier qubit. D’un point de vu na¨ıf, on pourrait penser que pour
simuler ce processus sur un ordinateur classique il soit ne´cessaire de recourir a` un nombre ex-
ponentiel d’ope´rations arithme´tiques e´le´mentaires puisqu’il faut effectuer la mise a` jour (1.11)
des 2nq − 1 amplitude a′i1i2...inq . Alors que d’un autre coˆte´, si on suppose que l’e´tat du re-
gistre reste se´parable a` tout instant du calcul, c’est dire que les amplitudes prennent la forme
ai1i2...inq = ai1bi2 ...zinq , simuler l’action de la porte (1.11) reste efficace en n’utilisant qu’un
nombre polynomial d’ope´rations arithme´tiques e´le´mentaires (ope´rations permettant la mise a`
jour de l’amplitude ai1 associe´e au premier qubit).
De re´cents travaux [JL03] ont obtenu certains re´sultats concernant la possibilite´ ou non de
simuler efficacement un calcul quantique sur un ordinateur classique en vertu de la manie`re
dont se comporte l’intrication lors du calcul. Ils montrent que si l’intrication reste tout au long
du calcul p-blocked, c’est a` dire qu’elle reste confine´e sur un nombre de qubits p < nq, alors
le calcul reste simulable classiquement de manie`re efficace. Le cas de la simulation d’un calcul
quantique avec des e´tats mixtes reste par contre un proble`me encore ouvert meˆme si ce papier
donne quelques indications a` son sujet.
A` l’heure actuelle, l’intrication est surement l’une des proprie´te´s les plus e´tudie´es en in-
formation quantique et ceci depuis maintenant presque vingt ans. Et il reste suˆrement encore
beaucoup de choses inte´ressantes a` apprendre a` son sujet. Son e´tude s’est meˆme e´tendue au dela`
de l’information quantique (proble`me a` N -corps quantiques, matie`re condense´e, physique des
hautes e´nergies) et constitue de´sormais un champ a` part entie`re. Parmi les nombreux travaux
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qui la concernent, celui de la manie`re de quantifier son existence dans les syste`mes quantiques
s’est vite de´veloppe´. Cependant, comme l’intrication est une notion tre`s ge´ne´rale qui devient
de nature multiple de`s que le nombre de partitions du syste`me quantique de´passent deux, les
manie`res de la quantifier peuvent eˆtre diverses, choisi en fonction du proble`me e´tudie´ et il existe
de ce fait de nombreuses mesures quantitatives utilisables. Citons par exemple l’entropie d’in-
trication, l’entropie line´aire, la ne´gativite´, la concurrence, l’entropie ge´ome´trique, etc. Toutes
ces mesures ont la proprie´te´ d’eˆtre invariantes sous l’action de transformations locales (c’est a`
dire des ope´rations unitaires applique´es sur un seul qubit).
III.2. L’interfe´rence quantique
Dans la premie`re partie, nous avons e´voque´ le concept d’interfe´rence tel qu’il apparaˆıt en
physique et plus particulie`rement en physique quantique. Que se passe-t-il quand on examine le
concept d’interfe´rence avec le point de vue de l’information quantique et pourquoi pourrait-t-elle
en constituer une ressource ?
Pensons a` l’exemple typique qui permet de diffe´rencier un phe´nome`ne classique d’un phe´nome`ne
quantique mettant en jeux des interfe´rences. Il s’agit habituellement de deux chemins A et B,
favorise´s classiquement qui interfe`rent destructivement au profit de deux autres chemins C et D
moins probables classiquement. Ou alors on peut penser a` la vision de Feynman dans laquelle
un syste`me physique explore la totalite´ des chemins possibles et dans laquelle le principe de
moindre action e´merge dans la limite classique. Ces deux exemples exhibent la capacite´ que
posse`de l’interfe´rence quantique pour modifier le flux classique d’information. C’est dans ce sens
qu’il faut visualiser la manie`re dont l’interfe´rence pourrait eˆtre ne´cessaire pour engendrer une
acce´le´ration exponentielle dans les algorithmes quantiques. Historiquement, c’est d’ailleurs au
travers du concept d’interfe´rence, qu’ont e´te´ de´couverts les premiers algorithmes quantiques, en
particulier celui de Deutsch 2. Ainsi l’e´tude de l’interfe´rence dans le cadre de l’information quan-
tique est un sujet inte´ressant d’autant que le nombre d’e´tudes a` son e´gard dans la communaute´
reste faible, en comparaison par exemple des e´tudes concernant l’intrication.
Il convient ensuite d’e´nume´rer les proprie´te´s qui caracte´risent le concept d’interfe´rence et
l’expe´rience familie`re des doubles fentes d’Young est a` garder en teˆte pour mieux les appre´hender :
Proprie´te´ 1 : L’interfe´rence ne doit pas eˆtre vue comme une proprie´te´ d’un e´tat quantique
mais comme une proprie´te´ de son e´volution. C’est la propagation qui est interfe´rente. Cette
ide´e est contenue dans l’expression interfe´rence entre deux chemins quantiques souvent utilise´e
en me´canique quantique. Ce ne sont pas les e´tats qui interfe`rent entre eux. Ce sont les chemins
qu’emprunte le syste`me quantique lors de son e´volution. Il est inte´ressant de noter cette pro-
prie´te´ de comple´mentarite´ que posse`de l’interfe´rence par rapport a` l’intrication : l’intrication est
une proprie´te´ des e´tats quantiques tandis que l’interfe´rence est une proprie´te´ de leur e´volution.
Proprie´te´ 2 : L’interfe´rence est relie´e a` la notion de cohe´rence, dans le sens ou la premie`re no-
tion s’efface sans la seconde. Cependant une propagation cohe´rente n’engendre pas ne´cessairement
un motif d’interfe´rence comme c’est le cas si l’expe´rimentateur met l’e´cran avant les deux fentes,
bien que la propagation soit cohe´rente entre la source et l’e´cran. En effet il faut au moins que
deux amplitudes de probabilite´s soient superpose´es pour observer un motif d’interfe´rence. De
2. Algorithme de Deutsch permet d’affirmer si une fonction binaire a` un bit reste soit constante (f(0) =
0, f(1) = 0 ou f(0) = 1, f(1) = 1) soit e´quilibre´e (f(0) = 0, f(1) = 1 ou f(0) = 0, f(1) = 0) en n’envoyant
qu’une seule requeˆte a` la fonction f . Pour re´soudre le proble`me classiquement, il faut envoyer 2 requeˆtes a` la
fonction f . Cet algorithme peut-eˆtre ge´ne´ralise´ dans le cas d’une fonction binaire a` plusieurs bits ou` le nombre
de requeˆtes augmente polynomialement avec le nombre de bits alors que classiquement ce nombre augmente
exponentiellement [DJ92].
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manie`re ge´ne´rale une propagation est d’autant plus interfe´rente qu’elle superpose avec des poids
e´gaux un maximum d’amplitude de probabilite´.
Proprie´te´ 3 : Pour des raisons similaires, l’interfe´rence quantique est une notion qui de´pend
de la base dans le sens ou` le nombre d’amplitudes dans une superposition cohe´rente de´pend lui
aussi de la base. Ainsi, dans une expe´rience d’interfe´rence, l’apparition d’un motif d’interfe´rence
de´pend du point de vue choisi par l’expe´rimentateur pour faire la mesure. Mathe´matiquement
cela veut dire que l’interfe´rence de´pend de la base de repre´sentation des e´tats quantiques.
Pour bien cerner cela, utilisons encore l’analogie de l’expe´rience des doubles-fentes. Une source
ponctuelle place´e en x = x0 peut eˆtre repre´sente´e comme une source monochromatique de
couleur k0, d’amplitude Ψ(x). Apre`s les fentes, le motif apparaˆıt sur l’e´cran, c’est a` dire quand
on mesure |Ψ′(x)|2, l’intensite´ lumineuse dans l’espace des positions. Mais si l’expe´rimentateur
choisi de mesurer |Ψˆ(k)|2, l’intensite´ dans l’espace de vecteur d’onde, il n’observera dans ce cas
aucun motif d’interfe´rence mais juste la distribution initiale parfaitement localise´e en k0.
III.3. Nuances sur les capacite´s des ressources quantiques
A ce stade il convient d’eˆtre plus pre´cis sur la manie`re d’envisager le lien qui est suppose´ exis-
ter entre l’acce´le´ration associe´e aux calculateurs quantiques et la pre´sence ou non d’intrication
ou d’interfe´rence. Ainsi on voit que deux points de vue diffe´rents peuvent eˆtre envisage´s :
1) Soit ce sont bel et bien l’intrication et l’interfe´rence qui engendrent l’acce´le´ration expo-
nentielle. Ils en sont la cause.
2) Soit l’acce´le´ration exponentielle est d’une nature plus subtile, l’intrication et l’interfe´rence
ne sont juste que des produits secondaires de cette acce´le´ration.
Pour l’instant, les me´thodes d’investigations mise en œuvre, ne sont pas en mesure de pouvoir
choisir entre ces deux points de vue.
Dans [JL03] il est e´voque´ qu’il est peut-eˆtre inapproprie´ de penser que l’intrication est
une ressource clef tout simplement parce que c’est une proprie´te´ qui de´pend de la descrip-
tion mathe´matique de la me´canique quantique, en l’occurrence la formulation en terme d’am-
plitude de probabilite´. Les auteurs rappellent qu’une infinite´ de descriptions mathe´matiques
e´quivalentes D de la me´canique quantique sont envisageables et que pour chaque description,
il doit exister une proprie´te´ donne´e Prop(D) de´pendant de la description, qui diffe´rencie une
classe particulie`re d’e´tat, cette classe n’ayant pour ainsi dire aucune particularite´ absolue, si ce
n’est l’incapacite´ d’eˆtre efficacement repre´sente´ classiquement. Par exemple quand D est la des-
cription par des amplitudes de probabilite´, Prop(D) est l’intrication. Les auteurs conjecturent
alors que dans le cadre de l’information quantique, l’acce´le´ration exponentielle des algorithmes
quantiques doit eˆtre relie´e au comportement de l’ensemble des Prop(D) qui ne peuvent pas eˆtre
efficacement repre´sente´es classiquement.
IV. Une mesure quantitative de l’interfe´rence quantique
L’introduction d’une mesure quantitative de l’interfe´rence est ne´cessaire si on veut pouvoir
analyser l’implication du phe´nome`ne dans le cadre des processus informationnels. Une telle
mesure est propose´e dans [BG06]. Notons que, comme pour l’intrication, la ge´ne´ralite´ du concept
d’interfe´rence fait que la mesure issue de ces travaux n’est certainement pas unique et rien
n’empeˆcherait d’en de´finir d’autres. Cependant c’est la mesure introduite dans cet article qui
sera utilise´e dans les chapitre 2 et 3 de cette the`se. Signalons qu’au cours de cette the`se et
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ceci pour des raisons de simplicite´, nous utiliserons souvent le terme interfe´rence, pour de´signer
l’interfe´rence quantique elle meˆme, mais aussi pour de´signer sa mesure.
IV.1. Expression ge´ne´rale
Dans [BG06], l’expression ge´ne´rale d’une mesure d’interfe´rence est obtenue en recherchant
tout d’abord une mesure de la cohe´rence pour un propagateur P qui transforme une matrice
densite´ d’un registre quantique selon ρ′ = Pρ. P est un super-ope´rateur dont les composantes
dans la base computationnelle sont telles que
ρ′ij =
∑
k,l
Pij,klρkl . (1.12)
Cette e´quation est la manie`re la plus ge´ne´rale de de´crire un algorithme quantique dans lequel
peuvent intervenir diverses contributions non-unitaires telles que la de´cohe´rence produite par
un environnement externe. Un ordinateur quantique peut eˆtre vue comme une boite noire
envoyant une matrice densite´ initiale sur une distribution de probabilite´ finale, le processus de
lecture faisant partie de l’algorithme. Si on ne regarde la propagation que d’un seul e´tat, il est
impossible de dire si la propagation est cohe´rente ou non en n’ayant acce`s qu’aux probabilite´s
finales p′i = |ρ′ii|2. Le cas extreˆme ou` la distribution finale peut eˆtre obtenue en propageant la
distribution initiale par une matrice stochastique 3 convenablement choisie correspond a` une
propagation incohe´rente puisque la distribution finale ne de´pend plus des phases initiales. Ainsi
pour pouvoir quantifier la cohe´rence, il est naturel de regarder la de´pendance de la distribution
finale envers les phases initiales.
Pour un e´tat pur initial ρ = |ψ〉〈ψ|, avec |ψ〉 =∑Nj=1 aj|j〉, les amplitudes aj avec les phases
ϕj, aj = |aj|eiϕj , me`nent a` des probabilite´s finales
p′i = |ρ′ii| =
∑
j,k
Pii,jke
i(ϕj−ϕk)|ajak| . (1.13)
On peut de´finir S la matrice re´elle de  sensibilite´ de phase  de composantes Sil = ∂p
′
i/∂ϕl,
ainsi que la matrice de´finie semi-positive SST telle que SST = 0 ssi ∂p′i/∂ϕl = 0 ∀ i, l =
(1, . . . , N). La mesure de cohe´rence recherche´e C(P ) peut eˆtre obtenue en moyennant sur toutes
les phases initiales, la trace de la matrice SST
C(P ) = 1
(2pi)N
∫ 2pi
0
dϕ1 . . . dϕN Tr(SS
T ) . (1.14)
On peut montrer que cette expression ce simplifie comme
C(P ) = 2
∑
i,k
∑
l 6=k
|Pii,lkakal|2 . (1.15)
Cette mesure de´pend encore des amplitudes de l’e´tat initial. Pour pouvoir acque´rir le statut
d’une mesure de l’interfe´rence, les auteurs de [BG06] pre´conisent de conside´rer C(P ) pour des
e´tats e´quipartitionne´s sur la base computationnelle, c’est a` dire des e´tats tels que |ai| = 1/
√
N
pour tous les i = (1, . . . , N). Ainsi, apre`s multiplication par un pre´facteur N2/2, on obtient la
mesure d’interfe´rence
I(P ) =
∑
i,k,l
|Pii,kl|2 −
∑
i,k
|Pii,kk|2 . (1.16)
3. Matrice stochastique : Matrice positive qui propage des probabilite´s selon p′ = Mp. Ses composantes Mij
sont comprises entre 0 et 1 et sont telles que
∑
iMij = 1.
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De cette fac¸on, la mesure ne de´pend plus d’aucun e´tat particulier mais seulement du propagateur
P ce qui est attendu d’une mesure de l’interfe´rence en vertu de la proprie´te´ 1. Par la forme
de sont expression, on de´montre facilement que 0 ≤ I(P ). Si l’ensemble des valeurs propres
de P sont plus petites que 1 (comme dans le cas d’une application quantique dissipative) alors
I ≤ N2. Notons aussi que pour une propagation classique les composantes de P s’e´crivent
Pij,kl =Mikδijδkl et qu’il est facile de montrer que dans ce cas I(P ) s’annule exactement.
IV.2. Cas d’une propagation purement unitaire
Dans le cas d’une propagation unitaire, les composantes du propagateur P s’e´crivent Pij,kl =
U∗ikUjl et l’expression (1.16) se simplifie en
I = I(U) = N −
∑
ij
|Uij|4 . (1.17)
Cette expression est parfaitement en accord avec les proprie´te´s associe´es a` l’interfe´rence : Tout
d’abord, elle ne de´pend exclusivement que des composantes de l’ope´rateur d’e´volution U (pro-
prie´te´ 1). Ensuite il est facile de montrer que 0 ≤ I ≤ N − 1. La borne infe´rieure est obtenue
dans le cas d’ope´rateurs U ayant des colonnes parfaitement localise´es (une composante de mo-
dule 1 et les autres de valeur nulle) comme pour l’ope´ration d’identite´, pour des ope´rations
de permutation des e´tats de base ou des rotations de phases locales. La borne maximale est
obtenue dans le cas d’ope´rateurs U ayant des colonnes e´quipartitionne´es, c’est a` dire avec des
colonnes remplies de composantes de module 1√
N
. En fait la somme contenue dans l’expression
(1.17) est l’inverse participation ratio qui permet de caracte´riser le degre´ de localisation dans
un vecteur. De manie`re ge´ne´rale, la mesure d’interfe´rence est maximise´e pour des e´volutions
re´alisant le passage de la base computationnelle a` sa base conjugue´e, comme le fait par exemple
la transforme´e de Fourier quantique 4. Toutes ces remarques sont en accord avec la proprie´te´ 2.
Finalement I n’est manifestement pas un invariant et il importe de pre´ciser dans quelle base
l’expression est e´crite. Dans toute cette the`se, les expressions (1.16) et (1.17) seront e´crites dans
la base computationnelle (proprie´te´ 3). Ajoutons aussi qu’il n’existe pas a priori de relation
simple entre d’une part I(U1U2) et d’autre part I(U1) et I(U2).
IV.3. Cas particulier pour un seul qubit
Pour avoir une vision plus intuitive de la manie`re dont ce comporte l’interfe´rence, conside´rons
le cas a` un seul qubit (c’est a` dire pour N = 2). La transformation de Hadamard (1.9) re´alise
une propagation maximalisant la mesure I. Ceci est tre`s satisfaisant, car c’est effectivement
la transformation de Hadamard, qui re´alise le changement de base (1.7) permettant la mesure
expe´rimentale de la phase relative φ transformation que l’on retrouve dans un interfe´rome`tre
(par exemple dans un interfe´rome`tre de Mach-Zender elle est re´alise´e par les lames se´paratrices).
Dans [BG06], la transformation de Hadamard est vue comme la transformation e´le´mentaire
permettant de de´finir une unite´ d’interfe´rence, le i-bit par l’expression log2(I+1). Le cas N = 2
permet de cerner une autre proprie´te´ de l’interfe´rence : comme H2 = 1, deux transformations
4. La transforme´e de Fourier quantique est la transformation unitaire de´finie sur une base orthonormale
|0〉, |1〉...|N − 1〉 par l’application
|j〉 → 1√
N
N−1∑
k=0
e2piijk|k〉
Voir [NC00]. Dans le casN = 2, la transforme´e de Fourier quantique se re´sume a` la transformation de Hadamard.
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de Hadamard conse´cutives sur le meˆme qubit apportent une quantite´ d’interfe´rence qui est
nulle. Ceci est une proprie´te´ inhe´rente a` la de´finition et il convient de diffe´rencier deux types
d’interfe´rence : L’interfe´rence localise´e qui est celle correspondant a` une portion d’algorithme
et l’interfe´rence accumule´e, de nature globale, qui est celle de l’algorithme tout entier.
V. Re´sultats
Dans cette partie, nous allons faire une revue des diffe´rents travaux utilisant la mesure in-
troduite dans [BG06].
V.1. Interfe´rence dans l’algorithme de Shor
L’algorithme de factorisation de Shor US [Sho94] permet de factoriser un entier R en un
nombre polynomial d’ope´rations. L’e´tat initial est re´parti sur deux registres respectivement
de taille 2L et L avec L = [log2R] + 1 ou` [.] de´note la partie entie`re. Le nombre de qubits
ne´cessaires est donc nq = 3L. L’algorithme peut eˆtre de´compose´ en trois e´tapes : La premie`re
e´tape est l’application inde´pendamment sur les 2L premiers qubits, d’une transformation de Ha-
damard. Ceci ge´ne`re une grande quantite´ d’interfe´rence valant 23L− 2L. Notons que comme les
transformations de Hadamard sont des transformations locales, aucune intrication n’est cre´e´e
a` ce stade. La deuxie`me partie est une se´quence de O(n3) ope´rations, se´quence pouvant eˆtre
vue comme une matrice de permutation (chaque ligne et chaque colonne n’ayant qu’une seule
composante non-nulle). Contrairement a` la premie`re, cette e´tape engendre de l’intrication mais
aucune interfe´rence. La dernie`re e´tape est une transforme´e de Fourier quantique applique´e sur
le premier registre. Cette transformation ge´ne`re aussi bien de l’intrication que de l’interfe´rence.
Dans [BG06] les auteurs pre´conisent de ne pas prendre en compte l’interfe´rence trivialement
produite dans la premie`re e´tape de l’algorithme. Ils ne conside`rent donc que la version dite
non-ge´ne´rique de l’algorithme, c’est a` dire l’algorithme sans les ope´rations de Hadamard ini-
tiales. Ils de´montre ainsi que l’interfe´rence dans cette version non-ge´ne´rique de l’algorithme,
exclusivement due a` la transforme´e de Fourier quantique, est produite en quantite´ exponentielle
en fonction du nombre de qubits (typiquement 23L − 2L).
V.2. Interfe´rence dans l’algorithmes de Grover
L’algorithme de recherche de Grover UG [Gro97] permet de trouver un e´le´ment donne´ dans une
liste non structure´e de N e´le´ments en un nombre d’ope´rations O(
√
N) contre O(N) classique-
ment. Il fonctionne sur un ensemble de nq qubits tel que N = 2
nq et il peut aussi eˆtre de´compose´
en plusieurs e´tapes : Comme pour l’algorithme de factorisation, la premie`re e´tape consiste en
l’application d’ope´rations de Hadamard inde´pendantes sur l’ensemble des qubits et les auteurs
pre´fe`rent ne pas la conside´rer. Les autres e´tapes, qui constituent la version non-ge´ne´rique de
l’algorithme, sont une succession d’ope´ration qui engendrent aussi bien de l’intrication que de
l’interfe´rence. Cependant il est montre´ dans [BG06] que l’interfe´rence produite dans cette par-
tie est constante et inde´pendante du nombre de qubits et vaut approximativement 3 i-bits.
Ceci est en contraste flagrant avec ce qui se passe dans l’algorithme de Shor. Ainsi les auteurs
conjecturent que la diffe´rence d’efficacite´ entre ces deux algorithmes est relie´e a` la quantite´
d’interfe´rence produite dans leur partie non-ge´ne´rique.
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V.3. Processus n’impliquant pas de l’interfe´rence
Plusieurs travaux se basant sur la mesure (1.16), ont montre´ que l’interfe´rence n’intervenait
pas dans certains processus.
Dans [LBB07] il est montre´ que l’interfe´rence n’intervient pas dans la propagation d’un e´tat
quantique le long d’une chaine de spin.
Dans [BG08] il est montre´ que si l’on conside`re l’algorithme de Shor soumit a` des imperfec-
tions, la quantite´ exponentielle d’interfe´rence qu’il produit normalement sans imperfection est
de´truite.
Dans [RB08], les auteurs se sont inte´resse´s a` une classe de cloneur quantique particulier.
Rappelons qu’en information quantique il est impossible de trouver un ope´rateur unitaire per-
mettant de transformer un e´tat inconnu de la forme |ϕ1〉|ϕ2〉 en un e´tat de la forme |ϕ1〉|ϕ1〉,
c’est a` dire re´aliser une copie parfaite de l’e´tat du premier registre dans le second. C’est le
the´ore`me du non-clonage quantique [WZ82]. Cependant on peut conside´rer des cloneurs quan-
tiques, c’est a` dire des algorithmes Uc re´alisant une copie avec une certaine fide´lite´, sachant
qu’une fide´lite´ parfaite de 1 est impossible a atteindre. Il est montre´ dans [RB08] que le maxi-
mum de fide´lite´ admissible, valant 5/6, peut eˆtre atteint par la classe de cloneurs conside´re´s,
sans produire d(interfe´rence .
VI. Conclusion partielle
Dans ce premier chapitre, nous avons e´voque´ la possibilite´ qu’a la manipulation quantique de
l’information pour re´soudre certains proble`mes computationnels de manie`re plus efficace que
classiquement. Cette efficacite´ n’e´tant pas bien comprise a` l’heure actuelle, la question de savoir
quelle en est la cause se pose. N’ayant pas d’analogie classique, il est le´gitime de regarder si les
phe´nome`nes d’intrication et d’interfe´rence quantique joue un roˆle a` ce niveau. En particulier
nous avons conside´re´ la mesure d’interfe´rence introduite dans [BG06]. Cette mesure se comporte
de manie`re diffe´rente quand on conside`re les algorithmes de Shor et Grover. Elle montre aussi
que certains processus ne produisent pas d’interfe´rence pour remplir leurs roˆles. De ce fait, en
conside´rant des algorithmes ou des processus pre´cis, on se rend compte que l’interfe´rence est
une quantite´ qui peut eˆtre pre´sente dans certains et pas dans d’autre. Ainsi se pose les questions
suivantes : si on choisit un algorithme quantique au hasard, quelles sont les chances pour qu’il
contienne une interfe´rence nulle ? Qu’elle sont les chances pour qu’il contienne une interfe´rence
maximale ? Est-ce que certaines valeurs d’interfe´rence sont plus probables que d’autres ou est-ce
que toutes les valeurs permises sont e´quiprobables ? Re´pondre a` ces questions est inte´ressant car
cela permettrait de savoir si l’interfe´rence est un concept qui caracte´rise vraiment un algorithme
quantique, et s’il convient de penser que c’est bel et bien une ressource computationnel. Nous
allons tenter de re´pondre a` ces questions dans le prochain chapitre.
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Chapitre 2
Statistique de l’interfe´rence dans les algorithmes
quantiques
- Le principe du biglemoi, dit Nicolas,
que Monsieur connaˆıt sans doute,
repose sur la production d’interfe´rences
par deux sources anime´es d’un mouvement
oscillatoire rigoureusement synchrone.
- J’ignorais, dit Colin, que cela mıˆt en œuvre
des e´le´ments de physique aussi avance´e
Boris Vian, l’e´cume des jours.
I. Motivation
Le but de ce chapitre est d’avoir une vision globale de la manie`re dont la mesure d’interfe´rence
introduite au premier chapitre se comporte vis a` vis de l’ensemble des algorithmes quantiques.
Il convient de pre´ciser qu’ici, le terme algorithme quantique est a` prendre au sens le plus
large du terme et nous ne faisons aucunement re´fe´rence a` des algorithmes pre´cis, re´solvant des
proble`mes pre´cis. En d’autre terme nous appelons algorithme tout ope´rateur unitaire agissant
sur un registre de nq qubits et l’ensemble des algorithmes quantiques auxquels nous faisons
re´fe´rence n’est rien d’autre que le groupe U(N) ou` N = 2nq . Comme nous l’avons signale´ dans
le pre´ce´dent chapitre, la mesure
I(U) = N −
∑
ij
|Uij|4 . (2.1)
s’annule pour l’ope´ration d’identite´ ou pour une permutation des e´tats de bases alors qu’elle
est maximale (I = 1) pour une transformation de Hadamard. Ces exemples constitues des
cas limites et il peut eˆtre inte´ressant de conside´rer des cas interme´diaires, pour des ope´rations
unitaires quelconques.
Pour un seul qubit, il n’est pas difficile d’obtenir une cartographie de la mesure (2.1) : Un
e´le´ment du groupe U(2) peut eˆtre parame´tre´ par la matrice unitaire
U2 = e
iα
( √
1− ξeiψ √ξeiχ
−√ξe−iχ √1− ξe−iψ
)
(2.2)
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Figure 2.1.: Interfe´rence calcule´e pour un ope´rateur unitaire de taille 2. Le parame`tre ξ
controˆle l’e´quipartition dans la matrice et les fle`ches indiquent ou` sont situe´s
par rapport a` ce parame`tre, les ope´rateurs unitaires usuels a` un qubit.
ou` α, ψ, χ choisi dans [0, 2pi[ et ξ choisi dans [0, 1[, sont des parame`tres re´els. En injectant cette
matrice dans (2.1) on obtient la relation I(U2) = I(ξ) = 4(ξ−ξ2) repre´sente´e sur la figure (2.1).
Si on fait abstraction des phases qui n’interviennent pas dans l’expression, on peut associer a`
chaque point de l’axe horizontal ξ un type d’ope´rateur. Par exemple le point ξ = 0 correspond
a` la matrice identite´ (ou a` la matrice de Pauli σz) et le point ξ = 0 correspond aux matrices
re´alisant une permutation des e´tats de base telle les matrices de Pauli σx ou σy. Pour tous ces
ope´rateurs, on observe bien une interfe´rence nulle. Le maximum d’interfe´rence I = 1 ce situe en
ξ = 1/2, point qui correspond bien a` l’ope´ration de Hadamard. Ainsi l’interfe´rence ne de´pend
que d’un nombre re´duit de parame`tres, en l’occurrence de ξ qui controˆle l’e´quipartition dans la
matrice U2.
Obtenir le meˆme genre d’information pour des ope´rateurs plus grand serait inte´ressant. Ce-
pendant, de`s que le nombre de qubits augmente, cela devient tre`s difficile meˆme pour seulement
2 qubits. En effet, il est ne´cessaire pour ceci de manipuler un espace de parame`tres continus
qui croˆıt exponentiellement avec le nombre de qubits et meˆme les me´thodes nume´riques ne
permettent pas d’aller tre`s loin, sans parler de la difficulte´ pour repre´senter les re´sultats. Ainsi
la me´thode d’investigation utilise´e dans ce chapitre sera une analyse statistique. L’ide´e est la
suivante : Choisir des algorithmes quantiques au hasard, les injecter dans la mesure (2.1) et
obtenir des informations sur la statistique de l’interfe´rence.
II. Distribution de l’interfe´rence dans des ensembles
circulaires
II.1. L’ensemble circulaire unitaire CUE
Cette strate´gie pour obtenir des informations statistiques sur l’interfe´rence de´pend bien suˆr
de la manie`re dont les algorithmes quantiques vont eˆtre distribue´s. Ainsi il convient de`s le
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de´part de spe´cifier un ensemble d’algorithmes quantiques dont les e´le´ments sont distribue´s de
manie`re pre´cise. Sans connaissance particulie`re sur les algorithmes quantiques et de manie`re a`
n’en favoriser aucun, il est naturel de choisir l’ensemble des matrices unitaires uniforme´ment
distribue´es par rapport a` la mesure de Haar 1 de U(N). Cet ensemble est connu comme e´tant
l’ensemble unitaire circulaire (circular unitary ensemble ou CUE) dans la classification des
ensembles circulaires de Dyson. Comme la mesure d’interfe´rence (2.1) ne de´pend que du module
des e´lements de matrice Uij il peut eˆtre inte´ressant de conside´rer un ensemble de matrices
unitaires re´elles, c’est a` dire un ensemble de matrices orthogonales elles aussi uniforme´ment
distribue´e par rapport a` la mesure de Haar du groupe orthogonal O(N). Si la mesure de Haar
est invariante a` droite et a` gauche, c’est a` dire si on a dµ(O) = dµ(V1OV2) quelles que soient
V1 et V2 appartenant a` O(N), cet ensemble, moins re´pandu, est l’ensemble orthogonal de Haar
(Haar orthogonal ensemble ou HOE) [PZK98].
II.2. Distribution calcule´e nume´riquement
Nume´riquement il est possible de calculer la distribution de la mesure d’interfe´rence PCUE,N(I)
pour des matrices tire´es de CUE, produites en grand nombre, en utilisant la parame´trisation
de Hurwitz du groupe U(N) [Hur97, PZK98] qui permet de construire chaque matrice unitaire
U de taille N a` partir du produit de N(N−1)
2
matrices E(i,j)(φ, ψ, χ) de transformation unitaire
e´le´mentaire agissant dans un sous-espace de dimension deux. Les e´le´ments de matrice non-nuls
de la transformation unitaire e´le´mentaire s’e´crivent
E
(i,j)
kk = 1, ∀k = 1, ..., N ; k 6= i, j
E
(i,j)
ii = cos(φ) e
iψ
E
(i,j)
ij = sin(φ) e
iχ
E
(i,j)
ji = − sin(φ) e−iχ
E
(i,j)
jj = cos(φ) e
−iψ
(2.3)
A partir de cette transformation, on peut construire les N − 1 matrices de  rotation 
E1 = E
(N−1,N)(φ01, ψ01, χ1)
E2 = E
(N−2,N−1)(φ12, ψ12, 0)E(N−1,N)(φ02, ψ02, χ2)
...
EN−1 = E(1,2)(φN−2,N−1, ψN−2,N−1, 0)E(2,3)(φN−3,N−1, ψN−3,N−1, 0) . . .
. . . E(N−1,N)(φ0,N−1, ψ0,N−1, χN−1),
(2.4)
et finalement, la matrice unitaire est forme´e par
U = eiαE1E2 . . . EN−1, (2.5)
ou` les angles α, φrs et ψrs sont choisis uniforme´ment sur l’intervalle [0, 2pi], tandis que φrs est
tel que φrs = arcsin(ξ
1/(2r+2)
rs ) avec ξrs choisit uniforme´ment sur [0, 1].
La figure (2.2) montre les distributions obtenues pour N entre 2 et 8. Quand N croˆıt, la
distribution devient de plus en plus pique´e, centre´e autour d’une valeur proche de N . La figure
(2.2) montre aussi les distributions PHOE,N(I) pour HOE. Nume´riquement cet ensemble est
1. La mesure de Haar dµN (U) de U(N) est la mesure invariante associer au groupe unitaire et peut eˆtre vue
comme la ge´ne´ralisation du concept d’e´le´ment de volume pour un groupe de Lie. Ainsi pour V appartenant a`
U(N) l’invariance signifie qu’on a les relations dµN (U) = dµN (V U) = dµN (UV ).
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Figure 2.2.: Distribution de l’interfe´rence dans CUE (gauche) et HOE (droite) pour N = 2 a`
N = 8 par pas de 1 (courbes de la gauche vers la droite). Les courbes pleines pour
N = 2 repre´sentent les re´sultats analytiques exprime´s par les e´quations (2.6) et
(2.7).
construit en diagonalisant des matrices appartenant a` l’ensemble orthogonal gaussien 2 (GOE)
[Meh91, PZK98]. Un fait remarquable est l’allure syme´trique de la distribution pour N = 2.
Pour N > 4, la distribution devient mono-nodale, et de plus en plus pique´e quand N augmente,
comme dans le cas unitaire.
II.3. Calculs analytiques des distributions dans le cas N=2
Dans le cas N = 2, la distribution PCUE,2(I) associe´e a` CUE peut-eˆtre facilement calcule´e
analytiquement en utilisant la parame´trisation (4.3). Pour obtenir des matrices uniforme´ment
distribue´es par rapport a` la mesure de Haar de U(2) il suffit de choisir les parame`tres α, ψ, χ
et ξ uniforme´ment distribue´s sur leurs ensembles de de´finition. Tout comme pre´ce´demment, il
suit que I = I(ξ) = 4(ξ− ξ2) n’est fonction que de la variable ξ uniforme´ment distribue´e entre
0 et 1 et P (I) peut eˆtre obtenue a` partir de P (ξ).
P (I) =
∫ 1
0
P˜ (ξ)δ(I − I(ξ))dξ =
∫ 1
0
P˜ (ξ)
∑
ξ0
δ(ξ − ξ0)
|I ′(ξ0)| dξ,
ou` les ξ0 sont les racines de I − I(ξ) et ou` le prime indique la de´rive´e par rapport a` ξ. Dans
notre cas, les deux racines ξ0 pour I sont ξ± = (1±
√
1− I)/2 et la de´rve´e est I ′(ξ) = 4(1−2ξ).
2. Les ensembles gaussiens de matrices ale´atoires GUE, GOE et GSE sont respectivement les ensembles
de matrices hermitiennes, syme´triques re´elles et quaternions re´elles, dont les e´le´ments sont distribue´s par rap-
port a` la loi normale. Les sigles rappellent que les mesures de Haar associe´es a chacun de ces ensembles sont
respectivement invariantes sous des transformations unitaires, orthogonales et symplectiques [Meh91]
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On a donc,
P (I) =
∫ 1
0
P˜ (ξ)
(
δ(ξ − ξ+)
|I ′(ξ+)| +
δ(ξ − ξ−)
|I ′(ξ−)|
)
dξ
=
∫ +∞
−∞
P˜ (ξ)
(
δ(ξ − ξ+)
|4(1− 2ξ+)| +
δ(ξ − ξ−)
|4(1− 2ξ−)|
)
dξ
=
1
|4√1− I| +
1
| − 4√1− I|
=
1
2
√
1− I = PCUE,2(I). (2.6)
ce qui est en bon accord avec le re´sultat nume´rique repre´sente´ sur la figure (2.2).
De la meˆme manie`re que dans le cas unitaire, il est facile de calculer analytiquement dans le
cas N = 2, la distribution PHOE,2(I) associe´e a` HOE en conside´rant la parame´trisation d’une
matrice de rotation 2 × 2 par un angle uniforme´ment distribue´ entre 0 et pi. L’analogue du
de´veloppement (2.6) donne
PHOE,2(I) = 1
pi
√I(1− I) . (2.7)
repre´sente´ aussi sur la figure (2.2). Le calcul des distributions PHOE,2(I) et PHOE,2(I) reste a
priori inaccessible analytiquement pour N > 2. Cependant, il est possible d’obtenir les expres-
sions exactes des deux premiers moments de ces distributions pour tout N .
II.4. Calculs analytiques des deux premiers moments
Ces calculs se basent sur une me´thode d’inte´gration invariante introduite dans [AL03]. C’est
une me´thode clef dans les re´sultats analytiques pre´sents dans cette the`se et elle sera uti-
lise´e intensivement dans le prochain chapitre. Pour ces raisons, l’annexe A lui est entie`rement
re´serve´e. Cette me´thode permet entre autre d’obtenir des expressions comple`tes pour des va-
leurs moyennes sur U(N) de la forme
ZU,N(m1,m2,m3) ≡ 〈|Ui1j1|2m1 |Ui1j2|2m2 |Ui2j2|2m3〉U,N
=
∫
dµN(U)|Ui1j1|2m1 |Ui1j2|2m2 |Ui2j2|2m3
=
m1!m2!m3!(N − 2)!(N − 1)!
(N +m1 − 2)!(N +m3 − 2)!
× (N +m1 +m3 − 2)!
(N +m1 +m2 +m3 − 1)! , (2.8)
ou` dµN(U) est normalise´ par
∫
dµN(U) = 1, et i1, i2, j1, j2 sont des indices arbitraires des
e´le´ments de matrices d’un e´le´ment quelconque U de U(N). C’est justement le genre d’inte´grales
que l’on obtient si lors du calcul des deux premiers moments de P (I) . Pour la valeur moyenne
on a
〈I〉U,N = N −
∑
ij
〈|Uij|4〉U,N = N −N2ZU,N(2, 0, 0) = N
(
1− 2
N + 1
)
(2.9)
N→∞−→ N − 2 , (2.10)
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De la meˆme manie`re pour le deuxie`me moment on a
〈
(∑
i,k
|Ui,k|4
)2
〉U,N = (N(N − 1))2ZU,N(2, 0, 2)
+ 2N2(N − 1)Z(2, 2, 0)
+ N2ZU,N(4, 0, 0)
= 4
N2 + 2N − 1
(N + 1)(N + 3)
. (2.11)
Ainsi l’e´cart quadratique moyen de la distribution d’interfe´rence pour CUE vaut
σU,N =
2
N + 1
√
N − 1
N + 3
, (2.12)
qui de´croˆıt comme ∼ 2/N pour N grand.
La me´thode d’inte´gration invariante pre´ce´demment e´voque´e peut eˆtre ge´ne´ralise´e pour l’en-
semble HOE [Bra06] est la relation correspondante a` (2.8) s’e´crit :
ZO,N(m1,m2,m3) ≡ 〈(Oi1j1)m1(Oi1j2)m2(Oi2j2)m3〉O,N
=
∫
dµN(O)(Oi1j1)
m1(Oi1j2)
m2(Oi2j2)
m3
=
22−NΓ(1+m1
2
)Γ(1+m2
2
)Γ(1+m3
2
)
piΓ(N+m1−1
2
)Γ(N+m3−1
2
)
×Γ(N − 1)Γ(
N+m1+m3−1
2
)
Γ(N+m1+m2+m3
2
)
ou` dµN(O) est normalise´ par
∫
dµN(O) = 1, i1, i2, j1, j2 sont des indices arbitraires des
e´le´ments de matrices d’un e´le´ment quelconque O de O(N), m1,m2,m3 sont tous pairs et Γ est
la fonction gamma de Euler. Ainsi la valeur moyenne de l’interfe´rence dans HOE est donne´e
par
〈I〉O,N = N −N2ZO,N(4, 0, 0) = N
(
1− 3
N + 2
)
N→∞−→ N − 3 , (2.13)
Ainsi dans la limite asymptotique N →∞, un algorithme quantique re´el de taille N tire´ parmi
HOE contient en moyenne le´ge`rement moins d’interfe´rence qu’un algorithme quantique de meˆme
taille tire´ parmi CUE. Cependant la taille de l’espace de Hilbert doit eˆtre double´ pour pouvoir
exprimer un algorithme complexe arbitraire sous une forme re´elle [Aha03]. Cela signifie qu’un
algorithme e´crit sous une forme re´elle ne´cessite approximativement le double d’interfe´rence de
sa version complexe.
A partir du second moment
〈
(∑
ik
(Oik)
4
)2
〉O,N = (N(N − 1))2ZO,N(4, 0, 4)
+2N2(N − 1)ZO,N(4, 4, 0)
+N2ZO,N(8, 0, 0)
=
3N(−4 + 3N(N + 5))
(N + 1)(N + 2)(N + 6)
, (2.14)
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on obtient la variance de l’interfe´rence pour HOE :
σ2O,N(I) =
24N(N − 1)
(N + 2)2(N2 + 7N + 6)
. (2.15)
Ainsi, l’e´cart-type σO,N(I) de´crot comme ∼ 2
√
6/N pour N grand.
III. Distribution de l’interfe´rence dans des circuits ale´atoires
III.1. Ensembles de circuits ale´atoires
Pour aller plus loin dans notre investigation sur l’interfe´rence, il est le´gitime de conside´rer des
algorithmes quantiques plus re´alistes que ceux base´s sur les ensembles de matrices ale´atoires
CUE et HOE. Au chapitre 1, nous avons de´ja` e´voque´ le fait que n’importe quel algorithme
quantique, c’est a` dire n’importe quelle transformation unitaire dans l’espace produit tenso-
riel, peut eˆtre approxime´ (avec une pre´cision arbitraire) par une se´quence de portes quantiques
agissant au plus sur 2 qubits [DiV95, Bar95, SW95]. Plus pre´cise´ment, un ensemble univer-
sel de portes quantique peut eˆtre construit en conside´rant une transformation U(4) (telle la
porte NON-controˆle´e (CNOT) agissant sur deux qubits) en combinaison avec l’ensemble U(2)
de transformations a` un qubit. Notons aussi que n’importe quel algorithme quantique peut
aussi eˆtre repre´sente´e exclusivement par des matrices unitaires re´elles, c’est a` dire par des ma-
trices orthogonales a` condition de doubler la taille de l’espace de Hilbert, ceci en utilisant un
ensemble universel constitue´ de la transformation de Hadamard et de la transformation de
Toffoli [Shi02, Aha03]. Il est donc naturel de vouloir appliquer la mesure (1.17) sur des al-
gorithmes quantiques base´s sur cette construction a` partir de se´quences de portes. Bien sur,
il est exclu de conside´rer des se´quences concre`tes re´solvant des proble`mes concrets, ceci pour
les meˆmes raisons pre´ce´demment e´voque´es, et la vision statistique est toujours celle qui nous
pre´occupe. De ce fait l’ide´e ge´ne´rale est de choisir des algorithmes quantiques construit comme
des se´quences ale´atoires de portes quantiques. Nous avons donc introduit deux ensembles de cir-
cuits quantiques ale´atoires, l’ensemble de circuits unitaires (unitary circuit ensemble ou UCE)
et l’ensemble de circuits orthogonaux (orthogonal circuit ensemble), construits chacun a` la
manie`re des algorithmes quantiques re´alistes par des se´quences de ng portes quantiques choisies
ale´atoirement suivant le protocole suivant.
– Le type de porte (c’est a` dire si c’est une porte agissant sur 1, 2 ou 3 qubits) est choisi
avec une probabilite´ p.
– Le(s) qubit(s) sur le(s)quelle agis(sent) la porte est(sont) choisi(s) uniforme´ment parmi
l’ensemble des qubits du registre.
– Le protocole est re´ite´re´ ng fois.
L’ensemble UCE est base´ sur l’ensemble universel constitue´ de la porte U2 a` 1 qubit (uni-
forme´ment distribue´e par rapport a` la mesure de Haar de U(2)) et de la porte CNOT . L’en-
semble OCE est base´ sur l’ensemble universel constitue´ de la porte de Hadamard a` 1 qubit et
de la porte de Toffoli a` 3 qubits (cf. figure (2.3) pour une instance de CUE constitue´e de cinq
portes agissant sur trois qubits). Ces constructions permettent d’obtenir des ensembles algo-
rithmes quantiques re´alistes moins ge´ne´raux que des matrices ale´atoires car ils de´pendent des 2
parame`tres externes p et ng. On peut donc examiner nume´riquement directement la distribution
d’interfe´rence P (I) pour ces deux ensembles de circuits ale´atoires.
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Figure 2.3.: Instance possible de CUE pour nq = 3 et ng. Les deux angles diffe´rents θ et θ
′
signifies que les deux portes ale´atoires U(2) sont diffe´rentes.
III.2. Re´sultats nume´riques
La figure (2.4) montre comment la distribution d’interfe´rence pour UCE (pour nq = 4) e´volue
entre ng = 10 et ng = 100 d’une distribution plutoˆt large et uniforme vers une distribution
tre`s pique´e, qui se trouve eˆtre celle associe´e a` CUE. De son coˆte´, la distribution d’interfe´rence
POCE,N(I) pour OCE fluctue beaucoup plus pour un petit nombre de portes, mais s’approche
aussi rapidement de celle associe´e a` HOE. A ce stade il est tre`s inte´ressant de remarquer que
quand ng le nombre de portes dans la se´quence est suffisamment grand, nos ensembles de circuits
se comportent vis a` vis de la distribution d’interfe´rence de la meˆme manie`re que les ensembles
de matrices ale´atoires pre´ce´demment e´tudie´s. Ainsi les re´sultats analytiques de´veloppe´s dans la
premie`re partie se trouvent eˆtre totalement utilisables pour nos ensembles de circuits ale´atoire.
En fait un ensemble de circuits ale´atoires similaires est introduit dans [EWS03], dans lequel
une meˆme porte quantique est continuellement ite´re´e, porte qui est construite a` partir d’un
hamiltonien d’interaction entre proches voisins. D’apre`s les re´sultats publie´s dans [ELL05], on
peut s’attendre, au moins dans le pire des cas, a` une convergence exponentielle avec le nombre
de portes, de CUE (HOE) vers UCE (OCE), respectivement. L’analyse pre´cise de la vitesse de
convergence sera l’objet du dernier chapitre de cette the`se. Ainsi il n’y a donc rien d’e´tonnant
d’observer un comportement similaire pour l’interfe´rence entre CUE et UCE (respectivement
HOE et OCE). Pour examiner quantitativement l’e´quivalence en terme d’interfe´rence et ainsi
pouvoir appre´hender dans quelle mesure les re´sultats analytiques pour les ensembles de matrices
ale´atoires sont applicables pour les ensembles de circuits ale´atoires, nous utilisons la quantite´
FI =
∫ ∞
0
(√
PUCE(I)−
√
PCUE(I)
)2
ds = 2
(
1−
∫ ∞
0
√
PUCE(I)PCUE(I) dI
)
(2.16)
et similairement pour OCE et HOE. Notons que les distributions PCUE(I) et PHOE(I) sont
calcule´es nume´riquement, ceci pour une meˆme dimension N = 2n. La figure (2.5) montre
le re´sultat pour FI(ng) dans le cas nq = 5. Les courbes pour les autres valeurs de nq examine´
(nq ∈ {4, 6, 7, 8}) sont tre`s similaires si ce n’est que l’e´quivalence augmente avec nq. FI(ng) aussi
bien pour UCE que pour OCE est tre`s bien fitte´ par une gaussienne, du moins jusqu’au point
ou` un phe´nome`ne de saturation se manifeste. Notons que cette saturation n’est qu’un artefact
nume´rique provenant du nombre fini de re´alisations statistiques. On peut s’en convaincre en
faisant varier le nombre de re´alisations statistiques. Un fit de lnFI(ng) par a− c(nq, p)n2g dans
la re´gion 2 ≥ FI(ng) ≥ 0.01 donne c ∼ 10−4 pour 4 ≤ nq ≤ 6, avec un maximum pour c autour
de p ∼ 0.5, ceci dans les deux cas OCE et UCE (voir figure (2.6)).
22
III. DISTRIBUTION DE L’INTERFE´RENCE DANS DES CIRCUITS
ALE´ATOIRES
12 12.5 13 13.5 14 14.5 15
I
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
P(I) 
10 11 12 13 14 15
I
0
0.5
1
1.5
2
P(I) 
Figure 2.4.: Distribution de l’interfe´rence PUCE,N(I) (gauche), pour ng =
10, 20, 30, 40, 50, 60, 70, 80, 90, 100, les maxima augmentant dans cet ordre,
et POCE,N (droit) pour ng = 20, 50, 70, 100 (rouge, orange, bleu, marron res-
pectivement) compare´es a` P (I) pour les ensembles de matrices ale´atoires CUE
et HOE (courbes noires). Toutes les courbes sont repre´sente´es pour nq = 4
(N = 16), nr = 10
5 circuits UCE et OCE, et nr = 10
7 matrices CUE et HOE.
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Figure 2.5.: E´quivalence de P (I) pour UCE (gauche) et OCE (droite) avec la distribution
d’interfe´rence de CUE et HOE, respectivement, en fonction de ng pour nq = 5
qubits (N = 32) et diffe´rentes valeurs de p. Les diffe´rentes valeurs de p sont
indique´s suivant les symboles : p = 0.1 carre´s noirs, p = 0.2 carre´s rouges, p = 0.3
losanges verts, p = 0.4 triangle hauts bleus, p = 0.5 triangles indigo gauche,
p = 0.6 triangles bas brun, p = 0.7 triangle gris droit, p = 0.8 violette et p = 0.9
magenta (gauche).
23
CHAPITRE 2. STATISTIQUE DE L’INTERFE´RENCE DANS LES
ALGORITHMES QUANTIQUES
0 0.2 0.4 0.6 0.8p
0
2×10−4
4×10−4
6×10−4
8×10−4
1×10−3
c
0 0.2 0.4 0.6 0.8p
0
2×10−4
4×10−4
6×10−4
8×10−4
1×10−3
c
Figure 2.6.: Taux de convergence Gaussien c fitte´ en fonction de la probabilite´ p, pour
diffe´rents nombres de qubits (cercles, carre´, losange pour nq = 4, 5, 6), respec-
tivement, et de plus des triangles hauts et des triangles bas pour nq = 7, 8 pour
UCE.
La question qui reste ouverte concerne la rapidite´ de convergence des ensembles de circuits
ale´atoires vers les ensembles de matrices ale´atoires. Ceci laisse entrevoir la possibilite´ de cre´er
des ensembles imitant les ensembles de matrices ale´atoires distribue´es uniforme´ment, a` partir
de circuit quantique. Dans nos re´sultats, une telle efficacite´ se manifesterait dans le nombre
de portes quantiques ne´cessaires pour atteindre une certaine fide´lite´ FI , qui augmenterait au
plus polynomialement avec le nombre de qubits nq. Ceci ne´cessiterait que les exposants c(nq, p)
et b(nq, p) ne de´croˆıssent pas plus vite qu’une puissance ne´gative de nq pour un p donne´. Ce
genre de questions est pose´ dans [EWS03, ELL05] mais aucune re´ponse de´finitive n’est donne´e.
Pour ve´rifier ces affirmations nume´riquement il est ne´cessaire de conside´rer des valeurs bien
plus grande de nq et de sortir du cadre de l’e´tude de l’interfe´rence (qui n’associe qu’un seul
nombre I par ope´rateur unitaire). C’est ce qui nous pre´occupera dans le dernier chapitre.
IV. Conclusion partielle
Dans ce chapitre, nous avons observe´ tout d’abord qui si on choisit un algorithme quantique
agissant sur un nombre de qubits assez grand, le choix se faisant au hasard, sans connaissances
particulie`res sur sa structure interne ou sur le roˆle qu’il est sense´ rendre, alors il est fort probable
que cet algorithme contiennent une quantite´ d’interfe´rence, mesure´ par I(U) (2.1), qui est
tre`s proche de la valeur maximale atteinte par des transformations du type Hadamard. Il est
inte´ressant de remarquer que ce re´sultat est un analogue du re´sultat pre´sente´ dans [HWW06]
ou` est e´tudie´ la quantite´ d’intrication dans un syste`me bipartite de grande dimension.
Ensuite, si on conside`re des mode`les d’algorithmes quantiques plus re´alistes, base´s sur des
circuits quantiques construits comme des se´quences de portes quantiques tire´es ale´atoirement
dans un ensemble universel de portes, alors le re´sultat pre´ce´dent concernant l’interfe´rence se
trouve totalement applicable de`s que le nombre de portes ng est suffisamment grand.
Finalement, il est sugge´re´ que la construction de circuits ale´atoires a` partir de se´quences
ale´atoires de portes pourrait constituer un moyen efficace de cre´er des ensembles de matrices
ale´atoires distribue´es selon CUE. L’e´tude de l’efficacite´ de cette construction sera l’objet du
dernier chapitre.
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Chapitre 3
Statistique de l’interfe´rence en pre´sence de
de´cohe´rence
I. Introduction
Dans le chapitre pre´ce´dent, nous avons de´montre´ qu’un algorithme quantique, de taille suf-
fisamment grande et choisi au hasard, avait de grandes chances de contenir une quantite´
d’interfe´rence quantique, mesure´e a` l’aide de (1.17), proche de la valeur maximale admise.
Ces re´sultats ne s’appliquant qu’au cas pre´cis d’une e´volution purement unitaire, il est peut-
eˆtre inte´ressant de regarder l’effet de la de´cohe´rence et de la perte de l’unitarite´ associe´e sur
cette quantite´ d’interfe´rence. Pour ce faire, nous allons dans ce chapitre conside´rer le cas d’un
syste`me quantique couple´ a` un environnement thermique, l’interfe´rence e´tant mesure´e avec
(1.16). Comme dans le pre´ce´dent chapitre, des calculs nume´riques aussi bien qu’analytiques
nous permettront d’obtenir des re´sultats sur le comportement de l’interfe´rence dans ce type de
syste`mes.
II. Statistique de l’interfe´rence dans un syste`me quantique
couple´ a` un spin
Dans cette partie nous allons conside´rer la propagation d’un syste`me quantique de taille
fini interagissant avec un environnement lui meˆme consistant en un autre syste`me quantique
de taille fini. Le propagateur d’un tel syste`me est une application comple`tement positive de
la matrice densite´ initiale repre´sentant le syste`me vers sa matrice densite´ finale [NC00]. Bien
qu’un environnement de dimension finie ne constitue pas un vrai bain thermique dans le sens
ou` il n’induit pas un comportement irre´versible, l’e´tude du cas simplifie´ de dimension finie est
motive´e en the´orie de l’information quantique ou` on rencontre souvent des qubits auxiliaires
qui sont ajoute´s a` un registre quantique principal. L’autre avantage de ce type de mode`le est
la possibilite´ de moyenner sur les degre´s de liberte´ associe´s a` l’environnement, ce qui me`ne de`s
l’apparition de corre´lations ou d’intrication entre syste`me et environnement, a` un me´canisme
de de´cohe´rence. Ainsi ce type de syste`me est parfaitement adapte´ a` l’e´tude de l’influence de la
de´cohe´rence sur l’interfe´rence quantique. Pour ce type de syste`mes, le choix de l’e´tat initial de
l’environnement est la seule liberte´ possible et il convient pour notre e´tude de choisir cet e´tat
initial comme un e´tat thermique, e´tat pouvant eˆtre vu comme le re´sultat de l’interaction de
l’environnement de taille finie avec son propre bain thermique. En choisissant l’environnement
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comme un seul spin initialement a` l’e´quilibre thermique, nous allons voir que l’on peut obtenir
l’expression de l’interfe´rence selon la mesure (1.16) et que cette expression permet d’obtenir
des informations statistiques dans le cas ou` le syste`me et l’environnement suivent de manie`re
jointe une e´volution unitaire .
II.1. Propagateur pour un application comple`tement positive
Soit un syste`me bipartite se´pare´ en un sous-syste`me S (d’espace de Hilbert HS de dimension
n) et un environnement E (d’espace de Hilbert HE de dimension m). Notons respectivement
W et W ′ les matrices densite´ initiale et finale de ce syste`me global. Nous choisissons un e´tat
initial se´parableW = σ⊗ des matrices densite´ initiale σ et  du syste`me et de l’environnement,
respectivement. L’e´volution temporelle du syste`me global S+E dans l’espace de Hilbert produit
tensoriel HS ⊗HE de dimension N = n ×m, peut eˆtre conside´re´e comme purement unitaire,
du moment ou` le syste`me global est assimilable a` un syste`me ferme´ sur l’e´chelle de temps qui
nous inte´resse. Cette e´volution est entie`rement caracte´rise´e par une matrice unitaire U d’apre`s
l’e´quation d’e´volution de la matrice densite´ W ′ = UWU †. En composante cette e´quation s’e´crit
W ′α1α2,β1β2 =
n,m∑
γ1,γ2,δ1,δ2
Uα1α2,γ1γ2Wγ1γ2,δ1δ2U
∗
β1β2,δ1δ2
ou` les indices 1 et 2 renvoient respectivement aux e´tats de base du syste`me et de l’envi-
ronnement. L’e´tat final de la matrice densite´ re´duite du syste`me est obtenue en prenant
la trace partielle sur les indices de l’environnement, σ′ = TrEW ′, ou de manie`re explicite,
σ′α1β1 =
∑m
α2
W ′α1α2,β1α2 . De (3.1) et de la matrice densite´ initiale pour le syste`me global
Wγ1γ2 = ργ1δ1γ2δ2 on obtient le propagateur du syste`me S uniquement,
σ′α1β1 =
n∑
γ1,δ1
Pα1β1,γ1δ1 σγ1δ1
ou` les composantes du propagateur sont donne´es par
Pαβ,γδ =
m∑
µ,ν,ρ
Uαµ,γννρU
∗
βµ,δρ (3.1)
Ce propagateur P est un super-ope´rateur qui envoie l’ope´rateur densite´ initial σ sur l’ope´rateur
densite´ final σ′. Cette proce´dure garantit que le propagateur est bien une application comple`tement
positive et traduit bien une e´volution physique consistante [NC00]. Comme attendu, P de´pend
non seulement de U mais aussi de l’e´tat initial de l’environnement . Pour obtenir des re´sultats
explicites, nous devons conside´rer des cas particuliers d’environnement. Nous commencerons
avec un seul spin, initialement a` l’e´quilibre thermique puis ge´ne´raliserons au cas a` plusieurs
spins, e´galement choisis comme initialement a` l’e´quilibre thermique.
II.2. Interfe´rence dans un syste`me quantique couple´ a` un seul spin
Nous conside´rons la situation ou` l’environnement est une seul spin de taille (d−1)/2. L’espace
de Hilbert de cet environnement est donc de taille m = d. Nous nous plac¸ons dans le cas ou` les
niveaux d’e´nergie du spin sont e´quidistants, chaque niveau se´pare´ de ses voisins par une e´nergie
~Ω, comme c’est le cas pour des atomes ou des noyaux place´s dans un champ magne´tique externe
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sous effet Zeeman line´aire. Dans sa base propre, les e´le´ments de matrices de l’hamiltonien de
spin H(1) s’e´crivent
H(1)νρ = ~Ω ν δνρ (3.2)
ou` 1 ≤ ν ≤ d et ν− 1 est le nombre d’excitations du spin. Comme pre´ce´demment e´voque´, nous
choisissons le spin initialement a` l’e´quilibre thermique a` la tempe´rature T = 1
kBβ
, tel que sa
matrice densite´ s’e´crit comme
 =
e−βH
Tr(e−βH)
→ νρ = 1
Z
e−β ~Ωνδνρ (3.3)
avec la fonction de partition de´finie par
Z ≡ Z(x) =
d∑
ν
e−β ~Ων =
1− e−d x
ex − 1 , (3.4)
et x = β ~Ω. Le propagateur P se simplifie en,
Pαβ,γδ =
1
Z
d∑
µ,ν
Uαµ,γνU
∗
βµ,δνe
−x ν . (3.5)
En injectant (3.5) dans (1.16), nous obtenons finalement l’expression pour l’interfe´rence conte-
nue dans la propagation du syste`me S,
I =
n∑
α,γ 6=δ
|Pαα,γδ|2 = 1
Z2
n∑
α,γ 6=δ
|
d∑
µ,ν
Uαµ,γνU
∗
αµ,δνe
−x ν |2
=
1
Z2
n∑
α,γ 6=δ
d∑
µ,ν,ρ,σ
e−x (ν+σ)Uαµ,γνU∗αµ,δνU
∗
αρ,γσUαρ,δσ .
Nous sommes maintenant en mesure d’e´tudier les proprie´te´s statistiques de I base´e sur la
statistique de U . Dans le meˆme ordre d’ide´e qu’au chapitre 2, sans connaissance particulie`re
sur l’e´volution temporelle du syste`me global (ou sur l’ensemble d’algorithmes spe´cifiques a`
conside´rer), il est naturel de choisir U dans CUE, c’est a` dire uniforme´ment distribue´ par
rapport a` la mesure de Haar dU du groupe unitaire U(N). Ainsi dans le cas limite ou` la
taille de l’environnement m tend vers un, nous nous attendons a` retrouver les meˆmes re´sultats
que ceux obtenus dans le chapitre 2 pour la statistique de l’interfe´rence lors d’une e´volution
purement unitaire.
II.3. Re´sultats nume´riques
Pour de petites dimensions n et m, on peut obtenir la distribution de l’interfe´rence P (I)
nume´riquement. Pour ce faire nous avons produit de grands ensembles de matrices unitaires
ale´atoires de taille N = n ×m distribue´es selon CUE, en utilisant la parame´trisation de Hur-
witz [Hur97, PZK98]. Pour obtenir une statistique convenable, chaques ensembles contient 106
matrices pour le calcul des distributions. La figure (3.1) repe´sente P (I) pour des syste`mes
avec des tailles de n = 2 a` 4, couple´s a` des environnements de taille m = 1 a` 4, ceci a` une
tempe´rature inverse choisie arbitrairement a` x = 0.1. Dans le cas n = 2, ou` le calcul analy-
tique est possible pour m = 1 ou` P (I) = 1
2
√
1−I ) (cf. chapitre 1), les distributions sont tre`s
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Figure 3.1.: Distributions de l’interfe´rence repre´sente´s en e´chelle log-log, calcule´es
nume´riquement a` x = 0.1 pour n = 2, 3, 4 (graphes (a), (b) et (c) respective-
ment). Dans chaque graphe m varie entre 1 et 4. Dans chaque cas le nombre de
re´alisations statistiques vaut nr = 10
6.
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Figure 3.2.: Fit des distributions P (I) calcule´es nume´riquement (courbes rouges) avec une
distribution log-normal (courbes noires pointille´es) a` x = 0.1 pour (n,m) =(4,2),
(4,4) et (8,2) (graphes (a), (b) et (c) respectivement). Tous les fits sont re´alise´s
pour les distributions nume´riques calcule´es avec nr = 10
6 excepte´ pour le premier
graphe (a) ou` le fit est re´alise´ par rapport a` la distribution repre´sente´e par la
courbe bleue pour laquelle nr = 10
7.
larges. Pour des valeurs plus grandes de n, les distributions deviennent de plus en plus pique´es
ainsi que de plus en plus syme´triques par rapport a` leur maximum, ceci en e´chelle log-log.
Les queues des distributions de´croˆıssent rapidement dans les cas non-unitaires (m 6= 1). Dans
chaque cas, nous observons que la valeur la plus probable pour I ainsi que la largeur du pic
de´croˆıssent avec m. Comme on s’y attend intuitivement, la de´cohe´rence due au couplage avec
l’environnement de´truit l’interfe´rence d’autant plus efficacement que l’environnement est de
grande taille. Pour m fixe´, la distribution se comporte qualitativement comme au chapitre 2
dans le cas d’une propagation purement unitaire, c’est a` dire avec une valeur maximale et une
moyenne de l’interfe´rence augmentant avec n et une largeur de la distribution diminuant avec
ce meˆme parame`tre. Un changement dans la tempe´rature se traduit essentiellement par un
de´calage de la distribution. Ceci est duˆ au comportement de la valeur moyenne de l’interfe´rence
avec la tempe´rature comme nous le verrons dans la prochaine partie (cf. eq.(3.16)) et justifie le
fait d’avoir repre´sente´ les distributions pour la seule valeur arbitraire x = 0.1. La figure (3.2)
montre que P (I) est bien fitte´e par une distribution log-normal,
P (I) = 1I√2piσ exp
(
(log(I)− µ)2
2σ2
)
. (3.6)
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en particulier proche du maximum, alors que des de´viations apparaˆıssent sur les bords de
la distribution. Notons que les bords de la distribution apparaˆıssent coupe´s sur les donne´es
nume´riques mais que ceci n’est qu’un effet de taille fini du nombre de re´alisations utilise´es pour
les calculs. Cet effet nume´rique est visible par exemple pour (n,m) = (4, 2) ou` nous avons
pousse´ le nombre de re´alisations, initialement fixe´ a` 106, jusqu’a` 107. Dans ce dernier cas, on
observe bel et bien que les coupures apparaˆıssent pour des valeurs de I plus e´loigne´es de la
valeur moyenne.
Les distributions obtenues nume´riquement sugge`rent que pour n > 2, P (I) est bien ca-
racte´rise´e par ces deux premiers moments. C’est pour cela que la suite de ce chapitre est consacre´
aux re´sultats analytiques concernant ces deux premiers moments, permettant de confirmer de
manie`re quantitative les observations nume´riques faites dans cette partie.
II.4. Re´sultats analytiques
2.4.a. Interfe´rence moyenne
Pour notre syste`me, l’interfe´rence moyenne 〈I〉 s’obtient a partir de (3.6),
〈I〉 = 1
Z2
n∑
α,γ 6=δ
d∑
µ,ν,ρ,σ
e−x (ν+σ)〈Uαµ,γνU∗αµ,δνU∗αρ,γσUαρ,δσ〉 (3.7)
ou` 〈 .〉 ≡ ∫ dU(.) correspond a` la moyenne sur le groupe unitaire U(N). Pour des monoˆmes
compose´s d’un nombre relativement faible de facteurs Uαµ,γν , leurs moyennes peuvent eˆtre ob-
tenues par la technique d’inte´gration invariante introduite dans [AL03, AL04, Bra06], technique
qui permet d’obtenir certaines formules utilise´es dans le pre´ce´dent chapitre. Cette technique
permet une e´criture et une manipulation de ces valeurs moyennes de monoˆmes en termes dia-
grammatiques (cf. Appendice A). Ainsi en terme de diagramme l’e´quation pre´ce´dente s’e´crit
I = 1
Z2
n∑
α,γ 6=δ
d∑
µ,ν,ρ,σ
e−x (ν+σ) αρ
αµ
δσ
γσ
δν
γν
(3.8)
Nous renvoyons a` l’annexe A pour une explication et une de´rivation de´taille´e de l’e´criture
en terme de diagrammes. Nous re´sumons cependant ici ses points principaux : par soucis de
simplicite´, notons les composantes comme il se fait habituellement avec des indices romains (i,
j, etc). Chaque indice de ligne (colonne) apparaˆıssant dans les e´le´ments de matrices du monoˆme
moyenne´ est repre´sente´ par des points sur la droite (gauche). Un facteur Uij est repre´sente´ par
une ligne fine pointille´e reliant les points i et j tandis qu’un facteur complexe conjugue´ U∗kl
est repre´sente´ par une ligne fine continue entre les points k et l. Quand un e´le´ment de matrice
apparaˆıt avec une multiplicite´ t, une seule ligne est dessine´e avec la valeur t indique´e a` proximite´.
Un facteur re´el du style |Uij|2 est repre´sente´ par une ligne continue e´paisse, pouvant aussi avoir
une certaine multiplicite´. Dans [AL03] (cf. Appendice A), il est montre´ que l’invariance de la
mesure de Haar dU sous des transformations unitaires arbitraires, engendre deux proprie´te´s
majeures pour ces moyennes de monoˆmes. En terme diagrammatique, ces proprie´te´s expriment
que :
(a) La valeur d’un diagramme ne de´pend pas de la valeur spe´cifique de ces points mais
seulement de sa forme, c’est a` dire de la manie`re dont les points sont connecte´s entre eux.
Ceci signifie qu’un diagramme peut eˆtre dessine´ sans spe´cifier explicitement la valeur de
29
CHAPITRE 3. STATISTIQUE DE L’INTERFE´RENCE EN PRE´SENCE DE
DE´COHE´RENCE
ces points. Par exemple,
〈U11U∗11U12U∗12〉 = 〈U24U∗24U26U∗26〉 = . (3.9)
(b) Si pour au moins un point dans le diagramme, le nombre de lignes fines continues
connecte´es a` ce point diffe`re du nombre de lignes pointille´es, alors la valeur du diagramme
est ze´ro. Par exemple,
〈U11U∗12U∗23U24〉 = = 0 (3.10)
〈U11U∗12U21U∗22〉 = 6= 0 . (3.11)
Dans l’e´quation (3.8), les sommes sur tous les indices de lignes et de colonnes font apparaˆıtre
diffe´rentes formes de diagrammes, de´pendant de la manie`re dont certains points co¨ıncident.
Cependant de nombreuses configurations somme´es correspondent a` des diagrammes de valeur
nulle (d’apre`s la proprie´te´ b). Les seules configurations qui contribuent sont celles dont les points
(γν) et (δν) co¨ıncident respectivement sur les points (γσ) et (δσ), c’est a` dire les configurations
telles que ν = σ. De ce fait l’expression pour 〈I〉 se re´duit a`
〈I〉 = 1
Z2
n∑
α,γ 6=δ
d∑
µ,ν,ρ
e−2x ν
αρ
αµ
δν
γν
(3.12)
=
1
Z2
n∑
α,γ 6=δ
( d∑
ν
e−2x ν
)( d∑
µ=ρ
αµ
δν
γν
+
d∑
µ 6=ρ
αρ
αµ
δν
γν
)
.(3.13)
Arrive´ a` ce stade, seulement deux types de diagrammes se re´ve`lent ne´cessaires, et puisque
d’apre`s la proprie´te´ (a) leurs valeurs ne de´pendent pas des indices de sommations , on a
〈I〉 = Z(2x)
Z2(x)
n2(n− 1)
(
d + d(d− 1)
)
. (3.14)
Les valeurs pour ces deux diagrammes sont calcule´es dans [AL03],
=
1
N(N + 1)
=
1
N(N2 − 1) .
Le pre´facteur peut eˆtre re´e´crit comme
h(x) ≡ Z(2x)
Z2(x)
= coth(dx/2) tanh(x/2), (3.15)
et finalement on obtient en fixant d = m,
〈I(n,m, x)〉 = coth(mx
2
) tanh(
x
2
)
nm(n− 1)2
(n2m2 − 1) . (3.16)
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Voici un des re´sultats analytiques centraux de cette the`se que nous allons discuter en de´tail.
Premie`rement, on observe que la de´pendance en tempe´rature est entie`rement contenue dans
le pre´facteur h(x). Ces limites pour x→ 0 et x→∞ sont respectivement 1/m et 1 et on peut
ve´rifier que dh(x)/dx est toujours positif sur [0,∞[, signifiant que le pre´facteur augmente de
manie`re monotone sur cet intervalle. Ainsi pour une taille de syste`me donne´e, l’interfe´rence
moyenne de´croˆıt pour une augmentation de la tempe´rature de l’e´tat initial de l’environnement,
comme on s’y attend intuitivement et comme on l’observe nume´riquement. Seule la dimension
de l’environnement m = d intervient dans la de´pendance en tempe´rature. En fait, ceci est
vrai pour tous les moments de P (I), cette de´pendance en tempe´rature e´tant contenue dans le
facteur exp(−xν) qui est toujours somme´ sur ν = 1, . . . ,m.
Dans le cas particulier m = 1 (se qui entraˆıne n = N), nous retrouvons comme attendu
l’expression (2.9) pour une propagation purement unitaire :
〈I(n, 1, x)〉 = N(N − 1)
2
N2 − 1 =
N(N − 1)
N + 1
= 〈IU(N)〉 . (3.17)
Dans ce cas, aucune intrication ou corre´lations avec l’environnement ne peuvent intervenir,
l’unique e´tat de l’environnement se factorisant, de manie`re a` ce que la dynamique du syste`me
S reste entie`rement unitaire.
Contrairement a` ce qu’on pourrait attendre na¨ıvement, le re´sultat du cas unitaire n’est pas
retrouve´ a` tempe´rature nulle, x→∞. A la place nous trouvons
lim
x→∞
〈I(n,m, x)〉 = N(n− 1)
2
N2 − 1 , (3.18)
et ou` nous rappelons que N = n×m. Pour n 1 et m fixes, nous avons comme comportement
asymptotique
〈IU(n)〉 = n− 2 +O
(
1
n
)
(3.19)
〈I(n,m, x→∞)〉 = n− 2
m
+O
(
1
n
)
' 〈IU(n)〉
m
(3.20)
Ainsi pour n 1, l’interfe´rence moyenne se comporte comme dans le cas unitaire, line´airement
avec le taille du syste`me, mais diminue´e approximativement par un facteur m. La raison de
cette re´duction est due au fait que meˆme si l’environnement est dans son e´tat fondamental (car
T=0), la dynamique unitaire commune engendre de l’intrication entre les deux sous-syste`mes
S et E , de telle fac¸on qu’apre`s l’ope´ration de trace partielle sur l’environnement, il en re´sulte
l’e´volution non-unitaire de S. Par conse´quent la perte de cohe´rence se manifeste elle-meˆme par
la re´duction de l’interfe´rence moyenne. Dans la limite oppose´e de tempe´rature infinie, x → 0,
le pre´facteur h(x) engendre une re´duction supple´mentaire par un autre facteur m,
lim
x→0
〈I(n,m, x)〉 = n(n− 1)
2
N2 − 1 . (3.21)
La re´duction additionnelle est aussi visible dans le de´veloppement asymptotique pour n  1,
qui donne dans ce cas
〈I(n,m, x = 0)〉 = n− 2
m2
+O
(
1
n
)
' 〈IU(n)〉
m2
. (3.22)
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Pour m 1 et n fixe´s on obtient
〈I(n,m, x→∞)〉 = (n− 1)
2
nm
+O
(
1
m3
)
(3.23)
〈I(n,m, x = 0)〉 = (n− 1)
2
nm2
+O
(
1
m3
)
. (3.24)
Les relations (3.23) et (3.24) illustrent que pour n > 1 fixe´, 〈I〉 de´croˆıt comme 1/m (1/m2) pour
une tempe´rature nulle (tempe´rature infinie). Sur la figure (3.3) est repre´sente´e 〈I(n,m, x)〉 pour
diffe´rentes tempe´ratures en fonction de n et m. On observe que pour une tempe´rature donne´e,
〈I(n,m, x)〉 croˆıt avec n, mais de´croˆıt avec m. Pour n grand, avec m et x fixe´s, l’augmentation
est essentiellement proportionnelle a` n, comme dans le cas unitaire, avec un taux re´duit par un
facteur h(x)/m. Pour m grand, avec n et x fixe´s, la de´croˆıssance de 〈I(n,m, x)〉 se comporte
grossie`rement comme 1/m avec un pre´facteur (e
x−1)2
e2x−1
n(n−1)2
n2
. Plus ge´ne´ralement, un augmenta-
tion dans la dimension de l’environnement fait diminuer l’interfe´rence moyenne comme une loi
de puissance. Sur la figure (3.3) cette loi de puissance e´volue entre m−2 pour x = 0.001 jusqu’a`
m−1 pour x=10 et n fixe´. Cependant, on ne doit pas conclure, qu’un syste`me syste`me quantique
couple´ a` un bain thermique de dimension infinie ne manifeste pas d’effet d’interfe´rence quan-
tique. En effet, il faut bien garder a` l’esprit que dans notre mode`le, le couplage entre le syste`me
et son environnement est de manie`re ge´ne´rique un couplage fort, dans le sens ou` l’e´volution
unitaire globale repre´sente´ par l’ope´rateur U , ne fait aucunement la distinction entre les deux
sous-syste`mes S et E . En d’autre terme on ne fait pas de de´coupage entre des hamiltoniens
bien distincts pour le syste`me, pour l’environnement et pour le couplage. Il est donc naturel
qu’un tel couplage fort de´truise la cohe´rence et donc l’interfe´rence alors que le situation peut
se re´ve´ler diffe´rente dans le cas d’un couplage faible.
2.4.b. Second moment de la distribution d’interfe´rence
Pour appre´cier la largeur de la distribution d’interfe´rence en fonction de m,n et x, nous
pouvons calculer le second moment de P (I). En prenant le carre´ de l’expression (3.6) il suit
I2 = 1
Z4
n∑
α,γ 6=δ
n∑
a,g 6=d
d∑
µ,ρ,p,r
d∑
ν,σ,q,s
e−x (ν+σ+n+s)Uαµ,γνU∗αµ,δνU
∗
αρ,γσUαρ,δσU
∗
ap,gqUap,dqUar,gsU
∗
ar,ds
Cette expression peut eˆtre traite´e de la meˆme manie`re que l’expression obtenue pre´ce´demment
pour l’interfe´rence moyenne, en moyennant sur le groupe U(N) et en utilisant l’e´criture dia-
grammatique. Le fait que huit facteurs U apparaˆıssent, rend le calcul analytique de 〈I2〉 plus
difficile. Comme nous allons le voir, 19 diagrammes sont ne´cessaires pour mener le calcul jus-
qu’au bout. Par soucis de clarte´, nous ne de´velopperons dans cette partie, que la ligne principale
pour le re´aliser, les de´tails pre´cis e´tant rassemble´s dans les annexes B et C.
La premie`re e´tape est d’introduire de nouvelles notations et conventions d’e´criture pour
simplifier et raccourcir l’allure des expressions mathe´matiques :
1 Pour les six indices relatifs a` S, on remplace (α, γ, δ, a, g, d) par (α1, α2, α3, α4, α5, α6).
2 Nous faisons une chose similaire pour les huit indices relatifs a` E en remplac¸ant
(µ, ρ, p, r, ν, σ, q, s) par (µ1, µ2, µ3, µ4, µ5, µ6, µ7, µ8).
3 En ce qui concerne les e´le´ments de matrices, nous abandonnons les lettres redondantes α et
µ qui n’apportent aucune information. De ce fait, un e´le´ment de matrice Uαiµj ,αkµl s’e´crit
maintenant Uij,kl et U11,11 ne doit alors plus eˆtre conside´re´ comme le premier e´le´ment de
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Figure 3.3.: Graphe de contour de ln(〈I(n,m)〉) pour x=0.001, 0.01, 0.1 et 10 (d’en haut a`
gauche a` en bas a` droite), pour n et m entre 2 et 1024. La distance entre les
contours vaut 2 et la ligne rouge pointille´e indique que le contour ln(〈I(n,m)〉) =
0. Les valeurs augmentent avec les tons de couleurs allant du sombre au clair.
la matrice U mais comme l’e´le´ment de composantes (α1µ1, α1µ1). On rappelle que tous les
indices α (µ) prennent leur valeur entre 1 et n (m), respectivement.
4 Les contraintes γ 6= δ et g 6= d qui s’e´crivent maintenant α2 6= α3 et α5 6= α6 sont implicites
et ne sont donc pas note´es a priori.
5 Pour les sommes on introduit la notation {αi, µj} pour de´noter l’ensemble de tous les
indices qui apparaˆıssent explicitement dans le sommant comme indices d’e´le´ments de ma-
trice (ou de manie`re e´quivalente comme points sur un diagramme), a` l’exception des indices
qui apparaˆıssent explicitement sous un autre signe somme dans la meˆme expression. Par
exemple dans le cas
∑
{αi,µj}
∑
µ5,µ7
, la premie`re somme est sur tous les indices α et µ qui
apparaˆıssent dans le sommant, a` l’exception des indices µ5 et µ7, conside´re´s se´pare´ment.
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Avec ces notations, 〈I2〉 s’e´crit
〈I2〉 = 1
Z4
(n,m)∑
{αi,µj}
e−x (µ5+µ6+µ7+µ8)〈U11,35U∗11,45U∗12,36U12,46U∗23,57U23,67U24,58U∗24,68〉 (3.25)
=
1
Z4
(n,d)∑
{αi,µj}
e−x (µ5+µ6+µ7+µ8)
2,4
2,3
1,2
1,1
6,8
5,8
6,7
5,7
4,6
3,6
4,5
3,5
. (3.26)
Insistons a` nouveau sur le fait que les indices de U qui apparaˆıssent dans l’expression (B.1)
sont des indices d’indices, c’est a` dire que par exemple U11,35 ≡ Uα1µ1,α3µ5 . Comme pour
l’e´quation (3.7), les seules configurations non-nulles se manifestent pour des diagrammes sans
branches ouvertes. Elles correspondent aux trois contraintes distinctes suivant pour les in-
dices de sommations : µ5 = µ6 et µ7 = µ8, ou α3 = α5, α4 = α6, µ5 = µ7, et µ6 = µ8, ou
α3 = α6, α4 = α5, µ5 = µ8, et µ6 = µ7. Ces contraintes donnent les trois sommes suivantes,
〈I2〉 = 1
Z4
( (n,m)∑
{αi,µj}
m∑
µ5,µ7
e−2x (µ5+µ7)
2,4
2,3
1,2
1,1
6,7
5,7
4,5
3,5
+
(n,m)∑
{αi,µj}
n∑
α3,α4
m∑
µ5 6=µ6
e−2x (µ5+µ6)
2,4
1,2
2,3
1,1
4,6
3,6
4,5
3,5
+
(n,m)∑
{αi,µj}
n∑
α3,α4
m∑
µ5 6=µ6
e−2x (µ5+µ6)
2,3
1,2
2,4
1,1
4,6
3,6
4,5
3,5
)
. (3.27)
Les deux derniers termes sont e´gaux comme on peut le voir en e´changeant les indices α3 ↔ α4,
ce qui simplifie l’expression en
〈I2〉 = 1
Z4
( (n,m)∑
{αi,µj}
m∑
µ5µ7
e−2x (µ5+µ7)
2,4
2,3
1,2
1,1
6,7
5,7
4,5
3,5
+ 2
(n,m)∑
{αi,µj}
n∑
α3α4
m∑
µ5 6=µ6
e−2x (µ5+µ6)
2,4
1,2
2,3
1,1
4,6
3,6
4,5
3,5
)
≡ 1
Z4
(A+ 2B) . (3.28)
Les termes A et B de´pendent de 19 diagrammes diffe´rents qui peuvent eˆtre calcule´s par
inte´gration invariante (les valeurs exactes et les relations utilise´es pour calculer ces diagrammes
sont re´pertorie´es dans l’appendice C) . Pour A on a
A =
(n,m)∑
{αi,µj}
m∑
µ5,µ7
e−2x (µ5+µ7)
2,4
2,3
1,2
1,1
6,7
5,7
4,5
3,5
(3.29)
=
(n,m)∑
{αi,µj}
( m∑
µ5=µ7
e−4xµ5
2,4
2,3
1,2
1,1
6,5
5,5
4,5
3,5
+
m∑
µ5 6=µ7
e−2x (µ5+µ7)
2,4
2,3
1,2
1,1
6,7
5,7
4,5
3,5
)
(3.30)
=
(n,m)∑
{αi,µj}
( 2,4
2,3
1,2
1,1
6
5
4
3
(
m∑
µ5=µ7
e−4xµ5) +
2,4
2,3
1,2
1,1
6¯
5¯
4
3
(
m∑
µ5 6=µ7
e−2x (µ5+µ7))
)
(3.31)
=
(n,m)∑
{αi,µj}
(
f(x)
2,4
2,3
1,2
1,1
6
5
4
3
+ g(x)
2,4
2,3
1,2
1,1
6¯
5¯
4
3
)
. (3.32)
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A partir de (3.31), alors que sur le coˆte´ gauche des diagrammes les indices µ1 . . . µ4 apparaˆıssent
encore explicitement, on remarque que les indices sur le coˆte´ droit renvoient maintenant seule-
ment a` un seul indice α et qu’ils peuvent eˆtre barre´s. Ceci est encore une simplification
d’e´criture. Un point barre´ est un point qui ne peut pas se confondre avec un point normal
meˆme si leurs valeurs correspondantes sont les meˆmes. Explicitement, les points note´s 5¯ et 6¯
s’e´crivent respectivement α5, µ5 et α6, µ7 pour µ5 6= µ7. Ainsi la restriction µ5 6= µ7 implique
que les deux points supe´rieurs ne peuvent pas se confondre avec les deux en position infe´rieure.
En d’autre terme, les points normaux et barre´s ne peuvent fusionner qu’avec des points du
meˆme type. Rappelons aussi que la contrainte α5 6= α6 est implicite dans ces expressions. Les
fonctions f(x) et g(x) sont de´finies par
f(x) =
(
1− e−4x d
e4x − 1
)
= Z(4x) (3.33)
g(x) = e−6x
(
1− e−2x d
1− e−2x
)(
1− e−2x (d−1)
1− e−4x
)
= Z2(2x)− Z(4x) . (3.34)
Toutes ces notations, simplifications et de´finitions nous permettent maintenant de parvenir a`
l’expression analytique de 〈I2〉. Le reste du calcul consiste a` effectuer une par une les sommes
puis a` identifier tous les poids des configurations. Le de´veloppement explicite de A et B donne
finalement
〈I2〉 = n
Z4
[
f(x)
(
A1+(n−1)A3
)
+g(x)
(
A2+(n−1)A4+n(n−1)B1+n(n−1)2B2
)]
. (3.35)
Ici le parame`tre d dans les fonctions f et g est d = m. Les termes Ai et Bi sont de´finis et
calcule´s explicitement dans l’appendice B. Ils ne de´pendent que de n et m.
Dans le cas m = d = 1 (n = N) tous les pre´facteurs m[i] (cf. Appendice B) sont nuls si i ≥ 1.
Avec les meˆmes parame`tres que pour (3.33,3.34), f(x) = Z = 1, et g(x) = 0. Ainsi l’expression
(3.35) de 〈I2〉 se simplifie conside´rablement,
〈I2〉 =
(
NA1 +N(N − 1)A3
)
=
(
N
(
N [3] + 4N [2]
2
+ 2N [1]
2
2
)
+N(N − 1)(N [3] + 4N [2] + 2N [1] ))
=
N (N3 − 5N + 8)− 4
(N + 1)(N + 3)
.
Comme attendu, on re´cupe`re l’expression (2.12), obtenue au chapitre pre´ce´dent, de l’e´cart qua-
dratique moyen σI = 2N+1
√
N−1
N+3
dans le cas d’une propagation purement unitaire.
Sur la figure (3.4) est repre´sente´ l’e´cart quadratique moyen de la distribution de I, σI(n,m, x) =
(〈I2〉−〈I〉2)1/2 pour quatre tempe´ratures diffe´rentes en fonction de n etm. Pour une tempe´rature
donne´e, σI(n,m, x) de´croˆıt avec n et m. Le graphe de contour en e´chelle log-log-log montre que
cette de´croˆıssance se comporte comme une loi de puissance aussi bien en n qu’en m. Les ex-
posants correspondants peuvent eˆtre obtenus en faisant le de´veloppement asymptotique de
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l’expression de la variance var(n,m, x) = σ2I(n,m, x) pour n  1 ou pour m  1, dans les
limites de tempe´ratures nulle ou infinie. Pour m fixe´ et n 1 on obtient
var(n,m, x→∞) = 2(m− 1)
2
nm4
− 4(m
4 − 3m3 + 3m2 − 5m+ 3)
m6n2
+O
(
1
n3
)
(3.36)
var(n,m, x = 0) =
2(m2 − 1)
nm6
+
8− 4m4
m8n2
+O
(
1
n3
)
. (3.37)
Ceci doit eˆtre compare´ au cas unitaire, dans lequel le de´veloppement asymptotique s’e´crit
varU(n) =
4
n2
+O ( 1
n3
)
, comme on peut le voir facilement a` partir de (3.36) et (3.37) en prenant
m = 1 (voir aussi relation (2.12) du chapitre pre´ce´dent). On remarque que la variance de´croˆıt
plus lentement en fonction de n en pre´sence de de´cohe´rence, c’est a` dire comme 1/n au lieu de
1/n2 dans le cas unitaire. En d’autres termes, la de´cohe´rence tend a` ralentir la proprie´te´ qu’a la
distribution a` devenir tre`s pique´e et e´troite pour n grand. La diminution en loi de puissance de
n implique cependant que meˆme dans le cas non-unitaire, la distribution d’interfe´rence devient
pour n  1 une distribution tre`s pique´e et e´troite centre´e autour de l’interfe´rence moyenne,
qui elle-meˆme augmente avec n d’apre`s les e´quations (3.18) et (3.21)).
Le de´veloppement asymptotique de var(n,m, x) en fonction de m 1 pour n fixe´ donne
var(n,m, x→∞) = 2(n− 1)
2
n3m2
+O
(
1
m3
)
(3.38)
var(n,m, x = 0) =
(n− 1)2
n3m4
+O
(
1
m6
)
. (3.39)
Dans ce cas aussi, une augmentation de la taille de l’environnement amincit la distribution d’in-
terfe´rence. Cependant, d’apre`s (3.23,3.24), l’interfe´rence moyenne de´croˆıt comme 1/m (1/m2)
pour x→∞ (x→ 0). Il est inte´ressant de noter que dans ce cas, la largeur relative, c’est a` dire
l’e´cart quadratique moyen divise´ par la valeur moyenne, est asymptotiquement inde´pendant de
la taille de l’environnement.
Les re´sultats nume´riques de la section II.3 sont en tre`s bon accord avec les re´sultats analy-
tiques, comme on peut le voir sur le tableau (3.1) ou` sont compare´es les moyennes et les e´carts
quadratiques moyens obtenus nume´riquement avec leurs valeurs analytiques correspondantes,
ceci pour des tailles donne´es.
n m 〈I〉 (num.) 〈I〉 (ana.) σI (num.) σI (ana.)
4 2 0,57279 0,57286 0,11728 0,11719
4 4 0,14296 0,14293 0,03260 0,03255
4 8 0,03702 0,03702 0,00864 0,00864
8 2 1,54120 1,54109 0,09022 0,09409
8 4 0,38796 0,38796 0,02670 0,02666
Table 3.1.: Comparaisons entre les valeurs nume´riques et analytiques de 〈I〉 et σI . Toutes les
valeurs sont arrondies jusqu’au cinquie`me chiffre apre`s la virgule.
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Figure 3.4.: Graphe de contour de ln(σI(n,m)) Pour x =0.001, 0.01, 0.1 et 10 (d’en haut a`
gauche a` en bas a` droite), pour n et m entre 2 et 1024. La distance entre les
contours vaut 2 et la ligne rouge pointille´e indique que le contour ln(〈I(n,m)〉) =
−10, excepte´ pour le dernier graphe ou` la distance entre les contours vaut 1 et
la ligne rouge pointille´e indique ln(σI(n,m)) = −6. Les valeurs augmentent avec
les tons de couleurs allant de sombres a` clairs.
III. Interfe´rence dans un syste`me quantique couple´ a`
plusieurs spins
Dans cette section, nous ge´ne´ralisons les calculs analytiques pre´ce´dents dans la situation ou`
l’environnement est constitue´ de s spins inde´pendants, chacun ayant d niveaux d’e´nergie espace´s
de ~Ω. Dans ce cas pre´cis, l’environnement a une dimension de m = ds. Le hamiltonien d’un
tel syste`me quantique s’e´crit
H(s) =
s∑
k=1
H
(1)
k , (3.40)
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ou` H
(1)
k est le hamiltonien du spin k (cf eq.(3.2)). Les composantes de H
(s) dans sa base propre
sont
H(s)νρ = ~Ω
(
s∑
k=1
νk
)
δνρ (3.41)
avec comme notation pour les indices ν = (ν1, ν2, ..., νs) et ρ = (ρ1, ρ2, ..., ρs)
La matrice densite´ de l’e´tat thermique de ce syste`me factorise comme (s) = (s) = (1)⊗s, ce
qui donne en terme de composantes
(s)νρ =
e−xS(ν)δνρ
Zs
(3.42)
avec x = β~Ω, S(ν) =
∑s
k=1 νk, et ou` Z est la fonction de partition de l’e´tat thermique d’un
unique spin, introduite dans la section pre´ce´dente. Graˆce a` cette proprie´te´ de factorisation
de la matrice densite´ (s), ge´ne´raliser le calcul pre´ce´dent dans le but d’obtenir les expressions
de < I > et < I2 > pour ce type d’environnement n’est pas difficile. Pour ceci, il suffit de
remplacer Z par Zs dans les e´quations (3.14), (3.33), et (3.34), en prenant d = ms au lieux de
d = m. Ceci est a` nouveau une conse´quence du fait que la valeur d’un diagramme ne de´pend
pas de la valeur de ces points. De ce fait, meˆme si les diagrammes portent des valeurs de points
issues d’indice composite refle´tant la nature composite de l’environnement, leurs valeurs restent
les meˆmes que dans le cas a` un seul spin. Seules leurs multiplicite´s et les facteurs de de´pendance
en tempe´rature sont modifie´s. Comme les spins sont choisis comme non interagissant entre eux,
la somme sur le facteur thermique donne juste une puissance du facteur thermique a` un seul
spin, de la meˆme manie`re que pour l’expression de la fonction de partition. Cela signifie que les
fonctions f et g sont modifie´es selon
f(x) →
∑
µ
e−4xS(µ) =
d∑
µ1
...
d∑
µs
e−4xµ1 ...e−4xµs = Zs(4x) = f s(x)
g(x) →
∑
µ6=ν
e−2x(S(µ)+S(ν)) =
∑
µ,ν
e−2x(S(µ)+S(ν)) −
∑
µ
e−4xS(µ) = Zs(2x)− Zs(4x) .
Les expressions pour 〈I〉 et 〈I2〉 deviennent
〈I〉 = n2(n− 1)hs(x)
(
d + d(d− 1)
)
(3.43)
=
(
coth(
dx
2
) tanh(
x
2
)
)s(nds(n− 1)2
n2d2s − 1
)
, (3.44)
〈I2〉 = n
Z4s
[
f s(x)
(
A1 + (n− 1)A3
)
+gs(x)
(
A2 + (n− 1)A4 + n(n− 1)B1 + n(n− 1)2B2
)]
. (3.45)
Ici l’argument m dans les termes Ai et Bi des expressions (3.43,3.45) est m = d
s. Cela signifie
que s spins de taille (d − 1)/2 agissent de manie`re tre`s similaire qu’un seul spin de taille
(ds−1)/2, sur les deux premiers moments de P (I). La seule diffe´rence provient des pre´facteurs
de´pendants de la tempe´rature f(x), g(x) et h(x). Pour un seul spin de taille (ds − 1)/2, le
parame`tre d dans les e´quations (3.15,3.33,3.34) est donne´ par la dimension de l’environnement
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m = ds, mais dans les e´quations (3.43,3.45) nous avons s = 1 pour un seul spin. Pour s spins
de taille (d− 1)/2, dans les e´quations (3.15,3.33,3.34), la dimension reste d, est s est le nombre
de spins dans (3.43,3.45). Pour finir notons que dans les deux limites x → 0 et x → ∞ les
expressions co¨ıncident : a` tempe´rature nulle ou a` tempe´rature infinie, un environnement de s
spins de taille (d− 1)/2 et un environnement d’un seul spin de taille (ds − 1)/2, influencent de
la meˆme manie`re le comportement statistique de l’interfe´rence dans un syste`me quantique fini,
du moins en ce qui concerne les deux premiers moments de la distribution de l’interfe´rence.
IV. Conclusion partielle
Dans ce chapitre nous avons analyse´ quantitativement comment l’interfe´rence quantique est
affecte´e par la de´cohe´rence. Le mode`le e´tudie´ est celui d’un syste`me quantique couple´ a` un
environnement, l’ensemble e´voluant de manie`re jointe selon une e´volution unitaire. En nous
basant sur le mode`le statistique dans lequel l’e´volution du syste`me global est choisi dans l’en-
semble de matrices ale´atoires CUE, nous avons montre´ que l’interfe´rence moyenne augmente
approximativement line´airement avec la dimension n de l’espace de Hilbert associe´ au syste`me,
mais de´croˆıt comme une puissance de la dimension m de l’espace de Hilbert associe´ a` l’environ-
nement. Cette puissance de´pend de la tempe´rature initiale de l’environnement, la de´croˆıssance
se comportant comme 1/m2 pour T = 0 et comme 1/m3 pour T → ∞. De son coˆte´, la lar-
geur de la distribution de´croˆıt plus lentement quand la de´cohe´rence devient importante, ceci
comme 1/
√
n (au lieu de 1/n dans le cas unitaire) pour m fixe´. De ce fait comme dans le
cas sans de´cohe´rence, pour n  1 et m fixe´, la distribution de l’interfe´rence devient un pic
tre`s fin centre´ sur la valeur moyenne. Nume´riquement, nous avons observe´ que la distribution
d’interfe´rence est bien fitte´e par une distribution log-normale pour n suffisamment grand. Ceci
implique que le nombre de i-bits (concept introduit dans [BG06]) est en bonne approximation
distribue´e selon une loi normale.
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Chapitre 4
L’information quantique au service de la
production de matrices ale´atoires
Dans ce chapitre nous allons exposer les re´sultats nume´riques montrant comment l’ensemble
UCE, introduit dans le chapitre 2, reproduit efficacement diverses quantite´s statistiques propres
a` l’ensemble CUE, telle la distribution (du logarithme du module carre´) des e´le´ments de matrice,
les moments jusqu’a` l’ordre 16 de la distribution du module carre´ des e´le´ments de matrice et
les corre´lations jusqu’a l’ordre 16 entre e´le´ments d’une meˆme colonne. Ces re´sultats nume´riques
pousse´s jusqu’a` de grandes tailles de matrices (28 qubits pour la distribution, 15 qubits pour
les moments et les corre´lations) montrent que ces quantite´s sont reproduites efficacement dans
le sens ou` le nombre de portes ne´cessaires pour reproduire ces quantite´s avec une pre´cision
arbitraire  n’e´volue pas plus vite que nq ln(nq/)
I. Ge´ne´ralite´s et motivations
I.1. Ope´rateurs pseudo-ale´atoires et circuits quantiques ale´atoires
Les matrices ale´atoires unitaires jouent un roˆle important dans de nombreuses taches relie´es
au traitement quantique de l’information tels que le quantum data hiding [PWM02], la dis-
tinction d’e´tat quantique [Sen05], le chiffrement quantique [AS04], le superdense coding d’e´tats
quantiques [HHL04] ainsi que l’estimation du bruit [ELL05]. Dans toutes ces applications un
ensemble ale´atoire de matrices unitaires U de taille N ×N distribue´es uniforme´ment par rap-
port a` la mesure de Haar du groupe unitaire de dimension N (l’ensemble unitaire circulaire
ou CUE) est ne´cessaire [Meh91]. En principe, toute matrice unitaire agissant sur les vecteurs
d’un espace de Hilbert de dimension N = 2nq de nq qubits peut eˆtre approxime´e avec une
pre´cision arbitraire en utilisant un ensemble universel de portes quantiques agissant sur un ou
deux qubits en meˆme temps [Deu85, DiV95, SW95, BBC95, Bar95]. Cependant, comme une
matrice unitaire contient N2 parame`tres re´els inde´pendants, le nombre de portes ng ne´cessaires
pour la construire augmente exponentiellement avec le nombre de qubits. Plus pre´cise´ment,
O (N2(lnN)3) portes sont ne´cessaires pour approximer tous les e´le´ments de matrice de U en
utilisant un ensemble universel de porte fixe´ [NC00]. Ceci rend la construction des ensembles de
matrices ale´atoires distribue´es pre´cise´ment par rapport a` la mesure de Haar du groupe unitaire,
hautement inefficace. Une des me´thodes explicites pour la construction de matrice CUE, bien
qu’inefficace, se base sur la parame´trisation de Hurwitz utilise´ au chapitre 2 et 3 (Voir [PZK98]).
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Dans un papier fondateur, Emerson et.al ont introduit le concept d’ope´rateurs unitaires
pseudo-ale´atoires, c’est a` dire celui d’ope´rateurs unitaires ale´atoires distribue´s selon une distri-
bution qui imite une distribution uniforme par rapport a` la mesure de Haar de U(N) [EWS03].
La construction de ces ope´rateurs est motive´e par des ide´es provenant du chaos quantique.
En effet, si on conside`re un syste`me classique inte´grable, la statistique des niveaux d’e´nergie
de la version quantifie´e du syste`me suit approximativement une statistique poissonnienne. En
contre-partie la statistique de niveau d’e´nergie de la version quantique d’un syste`me chaotique,
suit approximativement celles associe´es a` des matrices ale´atoires. Dans [EWS03] la construc-
tion se base sur un circuit quantique consistant en des rotations U(2) ale´atoires sur chaque
qubit, suivit par une porte a` deux qubits qui imple´mente une interaction de type Ising entre
proches voisins. Ils montrent que ce circuit produit des matrices unitaires dont la distribution
des e´le´ments converge exponentiellement avec le nombre de portes quantiques sur la distri-
bution bien connue des e´le´ments de matrice de CUE [Haa00]. Plus tard, Emerson, Livine et
Lloyd ont montre´ que la distribution de probabilite´ jointe des e´le´ments de matrice d’un produit
d’ope´rateurs unitaires cre´e´ par un circuit quantique ale´atoire (compose´ d’un ensemble universel
continu ou discret), converge exponentiellement avec le nombre de portes vers celle de CUE
[ELL05]. Cependant cette convergence se fait avec un taux qui diminue exponentiellement
avec le nombre de qubits, ceci laissant ouverte la question sur l’efficacite´ de la construction
d’ope´rateur unitaire pseudo-ale´atoire avec de telles me´thodes. De plus, la distribution P (Uij)
des e´le´ments de matrice contient seulement une petite quantite´ d’information compare´e a` la
distribution de probabilite´ jointe dans son entier. Ainsi il n’est pas clair dans la manie`re dont
les corre´lations entre e´le´ments de matrice convergent vers leur valeur CUE e´quivalentes.
Diffe´rentes statistiques ont e´te´ e´tudie´es pour diffe´rents types d’ensembles de circuits ale´atoires.
Par exemple dans [Zˇ07] l’efficacite´ pour ge´ne´rer de l’intrication bipartite entre deux sous-
syste`mes a e´te´ e´tudie´ nume´riquement pour un circuit quantique compose´ de portes U(4), cha-
cune e´tant le produit d’une porte fixe a` deux qubits fixe et de deux portes a` un seul qubit tire´es
ale´atoirement de manie`re uniforme par rapport a` la mesure de Haar de U(2). Dans ces travaux,
une convergence exponentielle est observe´e avec un taux qui se comporte avec le nombre de
qubits comme nq lnnq. Oliveira et.al ont introduit une technique base´e sur les chaˆınes de Mar-
kov pour analyser le meˆme genre de question et ils ont trouve´ une borne supe´rieure de O(n3q)
portes quantique ne´cessaires pour atteindre une pre´cision (absolue) donne´e  pour la moyenne
de la quantite´ d’intrication bipartite [ODB07, DOB07]. Finalement la raison de notre inte´ret
pour ce genre de sujet dans cette the`se provient des travaux du chapitre 1 sur la distribu-
tion d’interfe´rence I entre le mode`le de circuit ale´atoire UCE (et OCE) et les ensembles CUE
(respectivement HOE).
I.2. The´orie des k-design
D’un autre coˆte´ l’e´tude des ope´rateurs pseudo-ale´atoires, est en e´troite relation avec la
the´orie des k-designs. Diffe´rentes de´finitions e´quivalentes existent et par exemple Dankert et.al
de´finissent un k-design unitaire comme un ensemble discret G = {U(j)} de k matrices unitaires
de taille N tel que pour n’importe quel polynoˆme P d’e´le´ment de matrice de degre´ e´gal ou
infe´rieur a` k, on ait
1
k
k∑
j=1
P(U(j)) =
∫
(dU)P(U) (4.1)
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ou` (dU) est la mesure de Haar de U(N). Ils de´finissent aussi un k-design –approxime´ par
(1− )
∫
(dU)P(U) ≤ 1
k
k∑
j=1
P(U(j)) ≤ (1 + )
∫
(dU)P(U) (4.2)
[DCEL06]. Re´cemment Harrow et.al ont montre´ qu’un circuit ale´atoire de taille polynomiale
en nq me`ne a` un 2-design –approxime´. En fonction de l’ensemble de portes utilise´, le nombre
ng ne´cessaire pour atteindre une pre´cision donne´e  se comporte comme O (nq(nq + log 1/))
ou comme O (nq ln(nq/)). Ils conjecturent qu’un circuit ale´atoire sur nq qubits compose´ de
poly(nq, k) portes a` deux qubits ale´atoires choisies dans un ensemble universel est un k–
design –approxime´ [HL08]. Les re´sultats pre´ce´dents, impliquent que des circuits ale´atoires
peuvent efficacement reproduire les moyennes typiques de CUE des termes du type |Uij|2, |Uij|4
et |UijUkl|2 (Les termes du type UijU∗kl moyenne´s sur CUE s’annulent, cf. Annexe 1). Ces
re´sultats confirment ceux trouve´s dans [Zˇ07], dans le sens ou` les quantite´s qui y sont e´tudie´es
nume´riquement peuvent eˆtre e´crites comme des polynoˆmes d’ordre (2,2) en terme de Uij et de
U∗kl.
I.3. L’ensemble de circuit unitaire UCE
Rappelons que l’ensemble de circuits unitaires (UCE) introduit dans le chapitre 2, consiste en
des algorithmes quantiques qui utilisent deux type de portes (Voir la figure (2.3) du chapitre 2)
qui reproduit celle du chapitre 2) : la porte U(2) agissant sur un seul qubit et la porte CNOT
agissant sur deux qubits. Chaque algorithme est construit comme une se´quence ale´atoire de
telles portes, dans laquelle la probabilite´ d’avoir une porte U2 est p et la probabilite´ d’avoir une
porte CNOT est 1−pg. Le choix des qubits sur lesquels agissent les portes est fait uniforme´ment
et inde´pendamment sur l’ensemble des qubit du circuit. La porte U2 est choisie uniforme´ment
par rapport a` la mesure de Haar invariante du groupe U(2). En conside´rant les quatre angles, α,
ψ, χ choisis ale´atoirement et uniforme´ment dans l’intervalle [0, 2pi[, et ϕ = arcsin(ξ1/2) ou` ξ est
choisi ale´atoirement et uniforme´ment dans l’intervalle [0, 1[, toute matrice U2 est parame´tre´e
par
U2(θ) = e
iα
(
cosϕeiψ sinϕeiχ
− sinϕe−iχ cosϕe−iψ
)
≡
(
c s
−s¯ c¯
)
, (4.3)
ici les quatre angles sont note´s θ = (α, ψ, χ, ϕ)[PZK98]. Notons que l’ensemble des phases α
participant a` la construction du circuit ne modifie au final que la phase globale de l’algorithme.
D’apre`s les re´sultats de [ELL05] il est clair que dans la limite ou` le nombre de portes ng →∞
pour un nombre de qubits nq fixe´, UCE converge vers CUE. En suivant la notation de [HL08],
l’ensemble UCE, qui est bien constitue´ de portes U(4), peut eˆtre re´sume´ comme
ΓUCE = {{dµ(U2)
4
, U2 ⊗ 12}, {dµ(U2)
4
,12 ⊗ U2}, {1
4
, UCNOT1,2}, {1
4
, UCNOT2,1}} (4.4)
ou` le premier nombre dans chaque paire dans la liste est la probabilite´ que le second membre
dans la paire soit se´lectionne´ a` toutes e´tapes dans l’algorithme. µ(U2) est la mesure de Haar
de U(2), et UCNOT i,j est l’ope´rateur unitaire associe´ a` l’ope´ration CNOT dans laquelle i est le
qubit de controˆle et j est le qubit cible. On peut facilement ve´rifier que ΓUCE est 2–copy gapped
suivant la terminologie de [HL08]. Cela signifie que l’ope´rateur
G =
∫
U(4)
U ⊗ U ⊗ U∗ ⊗ U∗dµΓ(U) (4.5)
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Figure 4.1.: P (s) pour ng = 10 (rouge), 15 (orange) 20 (jaune) et 40 (vert) pour UCE avec
nq = 4 et p = 0.5, nr = 10
5 matrices, compare´e a` la forme de Wigner PW (s) (4.6)
en pointille´s et a` la distribution de Poisson P (s) = exp(−s) en tire´s.
de´finit pour un ensemble ge´ne´ral de portes distribue´es continuement sur U(4) avec la mesure
µΓ(U), a seulement deux valeurs propres de module unite´. La diffe´rence entre le module d’une
de ces deux valeurs propres et le module de la valeurs propre suivante constitue le gap spectral
∆. Dans le cas de UCE on peut calculer explicitement l’ope´rateur G de taille 256 et en le
diagonalisant on montre que le gap spectral de UCE vaut ∆ ' 0.232703 si les portes sont
repre´sente´es comme des matrices 4 × 4. Cependant si les portes sont repre´sente´es par des
matrice de taille 2nq , on attend que le gap spectral diminue comme 1/nq tout en restant fini
[Har].
II. Convergence de UCE vers CUE
II.1. Distribution des diffe´rences entre phases propres voisines
Une des quantite´s les plus caracte´ristique des ensembles de matrices ale´atoires circulaires est
la distribution P (s) des diffe´rences s entre phases ϕl propres voisines. Comme cette distribution
est vraiment typique dans le domaine des matrices ale´atoires il convient tout d’abord de ve´rifier
que l’ensemble UCE se rapproche bien du meˆme genre de statistique quand le nombre de porte
ng devient suffisamment grand. Pour cela on peut comparer la distribution P (s), calculer pour
CUE et UCE. Pour N grand et pour une moyenne de s normalise´ a` l’unite´, CUE me`ne a` une
distribution P (s) qui est bien approxime´e par la forme de Wigner [Meh91]
PW (s) =
32s2
pi2
e−4s
2/pi . (4.6)
Les de´viations de PW (s) par rapport a` la forme exacte sont de l’ordre de 10
−3 [Haa91] et la
limite N → ∞ est de´ja` atteinte de`s N = 3. Notons que cette distribution se diffe´rencie d’une
distribution poissonnienne d’une part par le phe´nome`ne de re´pulsion des niveaux, la distribution
s’annulant pratiquement dans le cas de phases propres de´ge´ne´re´es s = 0 et d’autre part par le
comportement gaussien pour s grand (cf. fig 4.1).
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Figure 4.2.: Convergence de P (s) pour UCE vers PW (s) en fonction de ng pour nq = 4 qubits,
nr = 10
3 et diffe´rentes valeurs de p : p = 0.1 carre´s noirs, p = 0.2 carre´s rouges,
p = 0.3 losanges verts, p = 0.4 triangle hauts bleus, p = 0.5 triangles indigo
gauche, p = 0.6 triangles bas brun, p = 0.7 triangle gris droit, p = 0.8 violette et
p = 0.9 magenta (gauche). Taux de convergence b en fonction de la probabilite´
p pour nq = 3 (cercles), nq = 4 (carre´s rouges), nq = 5 (carre´s verts), et nq = 6
(triangles).
Pour nq = 4 (c’est a` dire N = 16), le nombre minimal de portes qui donne approximativement
une densite´ constante de phases propres, de telle sorte qu’il ne soit pas ne´cessaire de replier le
spectre [Meh91], est ng ' 10. Pour un petit nombre de portes, la densite´ d’e´tats connait certes
de gros pics en ϕ = 0 et ϕ = pi qui correspondent a` la pre´dominance de valeurs propres re´elle,
mais en dehors de ces valeurs pre´cises, la densite´ est de´ja` plutoˆt uniforme. Des indications
nume´riques pre´sente´es dans [PZK98] indiquent la meˆme forme pour P (s) dans le cas HOE
que dans le cas CUE (et donc que la forme (4.6) est une bonne approximation de PHOE(s)),
en particulier une re´pulsion quadratique des niveaux P (s) ∝ s2 pour s  1. Nous avons
ainsi examine´ la convergence de OCE vers HOE en nous basant sur celle des distributions
d’espacement P (s) → PW (s) et avons trouve´ des re´sultats similaires a` ceux pre´sente´s sur la
figure (4.1). Cependant comme les e´tudes sur l’ensemble HOE sont beaucoup moins re´pandues,
la suite des re´sultats pre´sente´s ne portera que sur la convergence vers CUE.
La figure (4.1) montre la distribution P (s) calcule´e nume´riquement associe´e a` UCE pour
nq = 4 et diffe´rentes valeurs de ng (nr = 10
5 re´alisations). Pour ng petit, P (s) a un gros pics en
s = 0. Le reste de la distribution ressemble a` un me´lange de la distribution pour des phases sans
corre´lations (distribution poissonnienne P (s) = exp(−s)), et la forme de Wigner PW (s). Le pic
en s = 0 devient de plus en plus petit quand le nombre de porte augmente, et en meˆme temps
le maximum en s = 1 devient de plus en plus prononce´, la distribution calcule´e s’approchant
rapidement de PW (s) (4.6). Pour ng = 40, P (s) est indiscernable de PW (s). Nous pouvons
examiner la convergence de fac¸on plus quantitative a` l’aide de la quantite´
Fs =
∫ ∞
0
(√
PUCE(s)−
√
PW (s)
)2
ds = 2
(
1−
∫ ∞
0
√
PUCE(s)PW (s) ds
)
(4.7)
qui mesure le carre´ d’une distance entre (la racine carre´ de) la distribution d’espacement
PUCE(s) pour UCE avec PW (s) [BZ06]. La figure (4.2) montre comment Fs e´volue en fonc-
tion de ng pour nq = 4 qubits et pour diffe´rentes valeurs de p, re´sultat nume´rique obtenu a`
partir de 103 algorithmes ale´atoires UCE. Pour p diffe´rent de 0 et 1, Fs de´croˆıt en bonne ap-
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proximation de manie`re exponentielle comme ∼ exp(−b(nq, p)ng), avec un taux b qui de´pend
de nq et de p, avant de saturer a` faible niveau de manie`re inde´pendante de p. Tout comme au
chapitre 2 pour FI , cette saturation n’est due qu’aux fluctuations nume´riques inhe´rentes au
calcul de PUCE(s) pour une valeur finie de re´alisations nr. On peut s’en assurer en variant le
parame`tre nr. De plus, la pre´cision finie de PW (s) pour N > 2 fixe une autre borne infe´rieure
pour les valeurs de F qui peuvent eˆtre re´alise´es. La figure (4.2) montre aussi que le taux de
convergence b(nq, p), obtenu a` l’aide d’un fit de lnFs par une fonction line´aire de ng entre F2 = 2
et F2 = 0.1, posse`de un maximum au alentour de p = 0.5 et qu’il de´croˆıt quand nq croˆıt.
III. Efficacite´ de la convergence
III.1. Distribution relative au e´le´ments de matrice
L’ensemble CUE, me`ne a` une distribution jointe de probabilite´ P (U) ≡ P (U11, U12, ..., UNN )
des e´le´ments de matrice Uij qui caracte´rise entie`rement cet ensemble. La convergence de UCE
vers CUE peut eˆtre vue comme la convergence de la distribution de probabilite´ P˜ (U) associe´e
a` UCE vers P (U). Cependant, une e´tude nume´rique directe de cette distribution jointe est
impossible en pratique car sa construction ne´cessite un nombre d’ope´rations qui augmente
exponentiellement avec le nombre d’arguments inde´pendants la de´finissant. Des quantite´s plus
manipulables peuvent eˆtre obtenues a` partir de la distribution jointe en inte´grant sur plusieurs
variables, le prix a` payer e´tant bien suˆr, le lien univoque existant entre l’ensemble e´tudie´ et
la quantite´ le repre´sentant. La quantite´ de ce type la plus naturelle est la distribution relie´e a`
un seul e´le´ment de matrice. Cette distribution de´pend d’un seul parame`tre complexe, l’e´le´ment
Uij , et est obtenue en inte´grant sur les N
2 − 1 autre parame`tres complexes,
P (Uij) =
∫
...
∫ ∏
(k,l)6=(i,j)
dUklP (U). (4.8)
La premie`re quantite´ e´tudie´e dans ce chapitre est tre`s proche de celle-ci. C’est la distribution
des quantite´s de´finies par lij = ln(N |Uij|2). Le choix de la renormalisation par N et d’une e´chelle
logarithmique est toujours relie´ a` l’ide´e de facilite´ les manipulations. La the´orie des matrices
ale´atoires permet de montrer que pour CUE, tout les lij sont distribue´s selon la distribution
normalise´e
P (l) =
(N − 1)
N
el
(
1− e
l
N
)N−2
, (4.9)
inde´pendamment des indices i et j de lij [Haa00]. Cette proprie´te´ d’inde´pendance vis-a`-vis des
indices, aura son importance dans la suite.
A priori pour UCE, la distribution des e´le´ments de matrice n’est pas inde´pendante de
l’e´le´ment choisi tant que le nombre de portes ng est petit. Mais on s’attend a` ce que la dis-
tribution s’uniformise pour ng → ∞. Ainsi nous pouvons utiliser cette uniformite´ des distri-
butions sur toute la matrice pour faire deux simplifications permettant d’ame´liorer l’efficacite´
nume´rique :
– Premie`rement, nous produisons et propageons seulement la premie`re colonne de chaque
matrice. Ceci re´duit bien entendu la me´moire requise pour simuler le circuit UCE. Sous
cette forme l’action d’une porte CNOT ne ne´cessite la manipulation que d’un sous-ensemble
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de sa matrice repre´sentative. En e´crivant l’indice de ligne i d’un e´le´ment de matrice Ui1 en
notation binaire comme i = 1+
∑nq
α=1 σα2
α, l’action d’un CNOT entre le qubit k (controˆle)
et l (cible) choisi dans [1, nq] ne´cessite seulement l’e´change des 2
nq−2 e´le´ments en position
ou` (σk = 0, σl = 1) avec les 2
nq−2 e´le´ments en position ou` (σk = 1, σl = 1). De la meˆme
fac¸on pour l’action de la porte U2, chaque e´le´ment dans la nouvelle colonne devient une
combinaison line´aire de deux anciens e´le´ments, avec c, s,−s¯, ou c¯ comme coefficients.
– Deuxie`mement, nous de´finissons P˜ (l) en moyennant aussi bien sur l’ensemble de re´alisations
statistiques 〈. . .〉R que sur l’ensemble des distributions (histogrammes) associe´es a` chaque
e´le´ment le long de la premie`re colonne 〈. . .〉C ,
P˜ (l) =
1
nrN
nr∑
r=1
N∑
i=1
h˜
(
l
(r)
i1
)
≡ 〈 〈h˜(l)〉C〉R (4.10)
ou` h˜(l
(r)
i1 ) est l’histogramme pour la i
ie`me composante de la premie`re colonne de la rie`me ma-
trice. Dans le but d’avoir une bonne statistique, il est important de produire un nombre nr
suffisamment grand de matrices. Cependant, pour un nombre donne´ de matrices, le rajout
d’un qubit au circuit se traduit grossie`rement par un doublement du temps de calcul et de
l’espace me´moire ne´cessaire, re´sultant du doublement de la taille de l’espace de Hilbert.
Pour cette raison, et ceci pour un nombre de qubit nq ≤ 20, nous conside´rons un ensemble
de nr = a 2
b−nq matrices (avec a et b entiers). En d’autre terme, pour le rajout d’un qubit,
l’augmentation de la taille de l’espace de Hilbert pre´judiciable au calcul est compense´e
par la re´duction de la taille de l’ensemble de matrices, ceci sans perte de statistique. Dans
nos travaux nous avons fixe´ a = 10 et b = 20 menant a` un total d’environ 107 matrices.
Notons que les corre´lations entre e´le´ments de matrice de UCE rendent la moyenne sur la
premie`re colonne moins efficace que la moyenne sur les re´alisations (voir plus bas). De ce
fait le bruit des donne´es nume´riques augmente cependant avec nq. De plus pour nq ≥ 20,
les limitations en terme de temps de calcul (' 300 heures en paralle`le sur 8 processeurs
pour nq = 28) obligent de fixer le nombre de re´alisations a` nr = 10.
La figure (4.3) montre pour nq = 4, comment la convergence de P˜ (l) vers P (l) se manifeste
quand ng augmente. Pour quantifier la loi d’e´chelle de cette convergence avec le nombre de
qubits, nous de´finissons comme pre´ce´demment la quantite´
DP =
∫ ∞
0
(√
P˜ (l)−
√
P (l)
)2
dl
= 2
(
1−
∫ ∞
0
√
P˜ (l)P (l) dl
)
≤ 2 (4.11)
qui repre´sente une distance entre UCE et CUE en terme de leur distribution de la variable l.
Cette distance tend vers ze´ro au fur et a` mesure que UCE converge vers CUE pour ng → ∞.
Dans la de´finition (4.11), l’utilisation des racines carre´es des distributions plutoˆt que les distri-
butions elles meˆme, est motive´ par le fait que de cette manie`re DP est borne´e (par la valeur 2),
ce qui simplifie l’analyse. La figure (4.4) illustre le comportement de DP en fonction de ng pour
nq = 2, 3, . . . , 28. Comme attendu, cette quantite´ de´croˆıt rapidement avec le nombre de portes
ng, le taux de de´croˆıssance se ralentissant avec le nombre de qubit nq. Comme pre´ce´demment,
le nombre fini de re´alisations statistiques fait que P˜ (l) fluctue toujours autour de P (l). Ainsi la
distance DP ne peut jamais exactement atteindre sa valeur exacte (infe´rieure) et nous obser-
vons de ce fait qu’elle sature pour ng grand a` un niveau fini dmin qui de´pend de nq. On observe
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Figure 4.3.: Convergence de P˜ (l) vers P (l) (ligne) pour 4 qubits avec ng =5, 10, 20 et 50 pour
un ensemble de 104 matrices.
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Figure 4.4.: Distance DP (ng) entre la distribution P (l) et P˜ (l) en fonction du nombre de
portes ng pour nq = 2, 3, . . . , 28 qubits (de gauche a` droite).
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Figure 4.5.: Nombre de portes n ne´cessaire pour atteindre Dp ≤  pour ln() =0,-1,-2,-3,-4 et
-5 (∗, +,4, ,, ◦ respectivement) et nq = 2 . . . 28. Les lignes droites repre´sentent
les mode`les de fonctions f1, f2 et f3 (1
ier, 2ie`me et 3ie`me graphe respectivement).
Le dernier graphe repre´sente le χ2 pour ces mode`les(f1 (◦), f2 ()), et f3 ().
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Figure 4.6.: coefficients a1 (cercles rouges) et a2 (carre´s verts) en fonction de ln(1/).
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ainsi que le niveau de saturation peut eˆtre diminue´ en augmentant le nombre de re´alisations
nr. Ainsi quand DP sature cela signifie que notre ensemble de circuits devient indiscernable de
CUE, a` la pre´cision nume´rique conside´re´e.
Nous pouvons chercher diffe´rents mode`les pour capturer le comportement de DP . On ob-
serve que pour nq petit (nq . 12), DP est bien fitte´e par 2 e
−αnq tandis que pour de plus
grandes valeurs de nq, une composante quadratique dans l’exposant devient pre´dominante
(DP ' 2 e−αnq−βn2q). Ce changement dans la de´pendance du mode`le en fonction du nombre
de qubit rend difficile l’extraction d’une loi d’e´chelle a` partir des exposants α et β. De ce fait
il est plus commode (et plus intuitif) de baser l’analyse sur le nombre de porte n ne´cessaire
pour atteindre une pre´cision fixe´e  de DP ceci pour un nombre donne´ de qubits. La figure (4.5)
montre comment se comporte n en fonction de nq pour six valeurs diffe´rentes de  (ln() entre
-5 et 0). Nous avons fitte´ n(nq) par trois types de fonctions diffe´rentes a` 2 parame`tres,
f1 = a1 nq + b1 , (4.12)
f2 = a2 nq ln(nq/) + b2 , (4.13)
f3 = a3 nq(nq + ln(1/)) + b3 , (4.14)
La fonction line´aire f1 est un choix e´vident a` la vue des donne´es nume´riques obtenues. Les
fonctions f2 et f3 sont motive´es par les re´sultats concernant les 2–designs pre´sente´s dans [HL08].
Ses auteurs de´finissent la convergence des k–designs unitaires par leur action sur une matrice
densite´ test ρ de dimension k2nq . Leur mesure de distance est la norme comple`tement borne´e
(the diamond norm), de la diffe´rence entre l’e´tat GW (ρ) =
∑
i piU
⊗k
i ρ(U
†
i )
⊗k propage´ par le
k–design et l’e´tat GH(ρ) =
∫
U
U⊗kρ(U †)⊗k re´sultant de la propagation moyenne´e sur le groupe
unitaire. Le re´sultat majeur de [HL08] est le suivant. Soit un ensemble de portes Γ = {{pi, Ui}}
constitue´ de matrices unitaires Ui de probabilite´ d’occurrence pi, qui forme un ensemble de
portes 2–copy gapped. Alors un circuit ale´atoire de taille ng construit a` partir de Γ est un
2–design unitaire –approxime´ si ng ≥ C(nq(nq + log(1/))) ou` C est une constante positive
qui peut de´pendre de l’ensemble de portes. Dans le cas pre´cis ou` l’ensemble de portes est
constitue´ de portes tire´es uniforme´ment sur U(4) (ensemble qui maximise le gap spectral par
∆ = 1 puisque l’ope´rateur G devient un projecteur), il est montre´ qu’un 2–design unitaire
–approxime´ est de´ja` atteint pour ng ≥ Cnq log(nq/)).
Notre ensemble de portes ΓUCE est bien 2–copy gapped avec un gap spectral ∆ ' 0.232703,
et les re´sultats de [HL08] sont donc a priori applicable en ce qui concerne la convergence de
UCE vers CUE. Cependant il convient d’eˆtre prudent en comparant ces re´sultats donnant une
borne supe´rieure base´ sur la propagation d’un e´tat test et utilisant la norme diamond alors que
nos re´sultats se base sur la distance DP . Bien suˆr, il semble possible que la convergence de la
distribution des e´le´ments de matrice du propagateur soit relie´e a` la convergence d’un e´tat test
propage´ (voir aussi [TJR07] ou` est introduit un algorithme quantique efficace pour le twirling).
D’apre`s les re´sultats pre´ce´demment cite´s, le fonction f3 semble eˆtre le meilleur candidat pour
mode´liser n(nq). Cependant, il se trouve que la fonction f2, relative aux cas dans lesquels le gap
spectral vaut ∆ = 1, fitte mieux les donne´es nume´riques. De ce fait, du moins en ce qui concerne
la distribution des e´le´ments de matrice (rigoureusement de la quantite´ l relie´ aux e´le´ments de
matrice), UCE converge vers CUE, plus rapidement que la borne supe´rieure mentionne´e plus
haut.
La qualite´ des fits est mesure´e par χ2, la somme du carre´ des de´viations (voir la figure (4.5)).
On voit que le simple mode`le line´aire fonctionne mieux que le mode`le quadratique en de´pit de
la le´ge`re de´formation vers le haut que connaˆıt les courbes n(nq). Cette de´formation est bien
reproduite par le comportement en nq lnnq de f2, tandis que le comportement quadratique de
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f3 la reproduit moins bien. De plus la fonction f2 donne la bonne de´pendance en  comme le
manifeste la valeur a peu pre`s constante du coefficient a2 ' 0.2 (voir figure (4.6)).
Nume´riquement, une distinction claire entre f1 et f2 n’est pas possible dans l’intervalle res-
treint en nombre de qubits, puisque la qualite´ des fits (mesure´e par χ2) est similaire. On peut
quand meˆme en conclure en ce qui concerne la distribution de l relie´e aux e´le´ments de ma-
trice, que UCE peut simuler efficacement CUE, dans le sens ou` le nombre de portes ne´cessaires
pour atteindre une pre´cision de similitude donne´e , augmente avec le nombre de qubit comme
nq ln(nq/), et dans tout les cas plus lentement que n
2
q. Il convient de remarquer que ceci est
plutoˆt surprenant puisque P˜ (l) contient l’information de tous ces moments. De ce fait, cela
semble indiquer qu’aucun moment d’un poids appre´ciable dans la reconstruction de cette dis-
tribution, ne ne´cessite plus que O (nq ln(nq/)) portes avant d’approcher sa valeur CUE corres-
pondante d’une distance relative . Pour tester cette hypothe`se de fac¸on plus stricte, il convient
d’e´tudier le comportement des moments d’ordre k directement.
III.2. Moments de la distribution du carre´ des e´le´ments de matrice
Le moment µk d’ordre k de la distribution du carre´ des e´le´ments de matrice est de´fini comme
µk = 〈yk〉 = Nk〈|Uij|2 k〉. La me´thode d’inte´gration invariant de [AL03] (cf. Annexe 1) permet
d’obtenir leurs valeurs analytiques pour CUE
µk = N
k F (k) =
k !Nk(N − 1)!
(N + k − 1)! , (4.15)
valeurs qui tendent vers k ! pour N →∞ et k fixe´. Pour calculer les moments associe´s a` UCE,
de la meˆme fac¸on que pour la distribution de l, on moyenne aussi bien sur l’ensemble des
re´alisations ale´atoire que sur les e´le´ments dans la premie`re colonne. Ainsi nous de´finissons le
ke`me moment pour UCE par
µ˜k =
1
nr
nr∑
r=1
1
N
N∑
i=1
(
y
(r)
i1
)k
= 〈 〈yk〉C〉R . (4.16)
ou` y
(r)
i1 est donne´ par N |U(l(r)i1 )|2 pour la iie`me composante dans la premie`re colonne de la rie`me
matrice. Comme mesure de de´viation par rapport a` CUE nous utilisons la de´viation relative
Dµk =
|µ˜k − µk|
µk
.
Nous avons calcule´ Dµk k =2, 4 et 8. Pour des valeurs supe´rieures de k, le nombre de
re´alisations statistiques devient trop petit et une saturation similaire a` celle observe´e pour DP
apparaˆıt pour des niveaux trop grands, rendant les donne´s inexploitables. Pour les deux derniers
cas (k =4 et 8 ), les calculs sont fais avec nr = 10
5 re´alisations pour nq = 2, . . . , 14 et nr = 5·104
re´alisations pour la dernie`re taille de 15 qubits. La figure (4.7) montre le comportement de
Dµ2(ng) pour nq = 2, . . . , 18. Les courbes pour Dµ4 et Dµ8 ne sont pas montre´es car elles sont
similaires a` celles pour Dµ2 a` l’exception de la saturation apparaˆıssant a` un niveau plus e´leve´.
Sur la figure (4.8) est repre´sente´ le nombre n ne´cessaire pour atteindre une petite valeur
fixe´e de Dµk <  ceci pour les trois moments e´tudie´s k = 2, 4, 8, pour diffe´rentes valeurs de ln()
et compare´ au mode`le line´aire f1 introduit pre´ce´demment. Cette figure illustre bien que n(nq)
est tre`s bien de´crit par un mode`le line´aire en nq, avec des valeurs pour les taux de croˆıssance
tre`s similaires, pour toutes les valeurs de k conside´re´es. Nous pouvons aussi comparer les
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Figure 4.7.: Dµ2(ng) pour un nombre de qubits nq variant entre 2 et 18 (de gauche a` droite).
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Figure 4.8.: Nombre de portes n ne´cessaires pour atteindre Dµk ≤  en fonction du nombre
de qubits, compare´ au mode`le f1. Les graphes (a), (b), et (c) correspondent res-
pectivement a` k = 2, 4, 8. Les diffe´rents symboles dans chaque graphe (4, , ,
◦) repre´sentent diffe´rentes valeurs pour , avec ln() =0.5, -1.5, -2.5 et -3.5 pour
k = 2, ln() =-1, -2, -3 et -4 pour k = 4, et ln() =1, 0, -1 et -2, respectivement
pour k = 8.
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Figure 4.9.: Coefficients a1 (lignes bleues continues) et a2 (lignes rouges pointille´es) pour la
convergence de Dµ2 (◦), Dµ4 (), et Dµ8 () en fonction des valeurs accessibles
pour ln(1/).
donne´es nume´riques avec le mode`le f2, mais l’intervalle disponible en terme du nombre de
qubit nq est trop petit pour pouvoir de´cider quelle fonction entre f1 et f2 de´crit le mieux la
loi d’e´chelle recherche´e. En fait, les donne´es nume´riques pour n(nq) relatives a` Dµ4 et Dµ8
montrent une le´ge`re courbure ne´gative, qui rend le mode`le f2 moins bon que f1. Cependant, le
mode`le f2 reproduit mieux la de´pendance en terme de . Ceci est visible sur la figure (4.9) ou`
sont rassemble´s les coefficients a1 et a2 pour tous les moments conside´re´s. On voit nettement
que la de´pendance en  est correctement reproduite par la fonction nq ln(nq/) : a2 devient
pratiquement inde´pendant de  pour des valeurs suffisamment petites de ce parame`tre et ceci
quelque soit la valeur de k conside´re´e. Il est inte´ressant de noter que la vitesse de convergence
des trois moments e´tudie´s se trouve eˆtre plus ou moins la meˆme. Il convient de pre´ciser que
la le´ge`re courbure ne´gative qui tend a` invalider la mode´lisation de n(nq) par f2 pour Dµ4 et
Dµ8 , n’est qu’un artefact nume´rique relie´ au niveau de saturation qui est d’autant plus grand
que l’ordre k du moment est grand. De ce fait, les valeurs de  choisies sont plus proches de ce
niveau que pour le cas de figure relatif a` Dµ2 et il en suit que la valeur de n(nq) est le´ge`rement
sous-estime´e.
On pourrait aussi se demander si cette le´ge`re courbure ne´gative n’est pas un effet de la
proce´dure de moyenne sur la premie`re colonne de la matrice. En effet, alors que pour CUE
tous les e´le´ments de matrice sont e´quivalents dans le sens ou` 〈|Uij|2k〉 est inde´pendant de i et
j, et ou` moyenner sur une colonne est e´quivalent a` moyenner sur un ensemble inde´pendant
de re´alisations, ceci n’est pas le cas pour un circuit CUE de taille ng fini. Par exemple, apre`s
seulement une porte, le premier e´le´ment U11 (ou` l’indice 1 renvoi a` l’e´tat |0 . . . 0〉 dans la base
computationnelle) n’est jamais affecte´ par une porte CNOT, alors que les autres le sont. Un des
effets de la convergence de UCE vers CUE est que ce type d’inhomoge´ne´ite´s disparaˆıt au fur et a
mesure que ng augmente. On pourrait suspecter que moyenner sur la premie`re colonne contribue
aussi a` re´duire ces inhomoge´ne´ite´s et produit de ce fait un me´canisme susceptible d’acce´le´rer
de manie`re effective la convergence observe´e. En effet comme le nombre de terme entrant dans
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Figure 4.10.: Comparaison entre Dµ1 (rouge), D
′
µ1
pour l’e´le´ment U11 (vert) et D
′
µ1
pour
l’e´le´ment U31 (bleu). Dans tous les cas, nq = 10 et nr = 10
5.
la moyenne sur la premie`re colonne augmente exponentiellement avec le nombre de qubit, les
petites diffe´rences dans 〈|Uij|2k〉 sont rapidement lisse´es, ce qui sugge`re une convergence plus
rapide que la quantite´ calcule´e pour un seul e´le´ment de matrice. De plus, cet effet est d’autant
plus prononce´ pour de grands moments (grand k) pour lesquels les petites diffe´rences sont
amplifie´es.
Pour tester cette hypothe`se, les meˆmes types de calculs que pre´ce´demment peuvent eˆtre
reproduits pour certaines valeurs des parame`tres (en l’occurrence pour nq ≤ 10, nr = 104)
dans le cas du premier, du deuxie`me, du quatrie`me et du huitie`me moment µ′1, µ
′
2, µ
′
4 et µ
′
8
mais ceci pour un e´le´ment de matrice donne´e sans moyenne sur la premie`re colonne. Nous
avons choisi les e´le´ments U11 et U31 pour calculer les moments de´finis comme dans (4.16) mais
en moyennent seulement sur les re´alisations. Pour des valeurs plus grandes de nq, ce calcul
sans la moyenne sur la colonne est malheureusement au dela` de nos capacite´s nume´riques.
Les donne´es correspondantes D′µk pour l’e´le´ment U11 et U31 commencent a` des valeurs plus
grandes que Dµk (pour k =1, 2, 4 et 8). Cependant ils de´croˆıssent rapidement pour finalement
atteindre leur analogues CUE pour des faibles valeurs de ng (cf. la figure (4.10) pour k=1 et
nq = 10). Ainsi quand ng est suffisamment grand, les deux courbes D
′
µk
et Dµk deviennent
indiscernables l’une de l’autre a` la pre´cision nume´rique conside´re´e. Ainsi, moyenner sur une
colonne est une proce´dure parfaitement le´gitime qui n’entraˆıne pas de changement significatif
dans le comportement de n(nq), du moins en ce qui concerne les moments d’ordre e´tudie´s. D’un
autre coˆte´, on peut ve´rifier si Dµ2 et DP subissent une le´ge`re courbure ne´gative de leur n(nq) en
choisissant une valeur de  tre`s proche du niveau de saturation. En effet, la qualite´ des fits par
f1 et f2 est de´te´riore´e en pratiquant cette diminution de  et des mode`les du type n(nq) ' √nq
semble meˆme tre`s bien fonctionner. Bien suˆr, d’un point de vue physique, un comportement
subline´aire paraˆıt totalement impossible car cela signifierait que l’e´tat global d’un grand circuit
quantique pourrait s’e´quilibrer avant meˆme que tout les qubits soient touche´s par au moins une
porte. Tous ces e´le´ments confirment l’ide´e selon laquelle la le´ge`re courbure ne´gative observe´e
sur les donne´es est bien un artefact nume´rique.
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Figure 4.11.: Nombre de portes n ne´cessaires pour atteindreDck ≤  en fonction du nombre de
qubits, compare´ au mode`le f1. Les graphes 1, 2 et 3 correspondent respectivement
a` k = 2, 4, 8. Pour k = 2, ln() =-1, -2, -3 et -4 (4, ,, ◦). Pour k = 4, ln() =0,-
1,-2 et -3 (4,,, ◦). Pour k = 8, ln() =1, 0 et -1 (,, ◦,respectivement).
Le message le plus important provenant des figures (4.8) et (4.9) est que
1. Tous les moments conside´re´s convergent a` la meˆme vitesse.
2. Le nombre de portes ne´cessaires pour atteindre un pre´cision donne´e augmente en bonne
approximation line´airement avec le nombre de qubits.
3. La de´pendance additionnelle en  est bien mode´lise´e par un comportement de n(nq) du
type nq ln(nq/).
III.3. Corre´lations entre les e´le´ments de matrice
Meˆme pour CUE, des e´le´ments de matrice diffe´rents ne sont pas distribue´s inde´pendamment
(contrairement au cousin hermitien de CUE qu’est GUE). Une des raisons e´videntes pour l’exis-
tence de ces corre´lations est la contrainte d’orthonormalisation pour les lignes et les colonnes
d’une matrice unitaire (
∑
i |Uij|2 =
∑
j |Uij|2 = 1). Nous de´finissons les corre´lations entre k
e´le´ments diffe´rents yij pour une meˆme colonne j par ck = 〈
∏k
i=1 yij〉 = Nk〈
∏k
i=1 |Uij|2〉, ou` la
moyenne est faite sur l’ensemble conside´re´. En ce qui concerne CUE, la me´thode d’inte´gration
invariante de [AL03] donne
ck =
Nk(N − 1)!
(N + k − 1)! , (4.17)
qui ne diffe`re de l’expression de µk que par un facteur
1
k!
. Ainsi pour k petit, les corre´lations
sont importantes et comparables aux moments du meˆme ordre.
A nouveau pour UCE, nous de´finissons les quantite´s correspondantes en moyennant aussi
bien sur la 1e`re colonne que sur l’ensemble de re´alisations. Cependant pour ne pas cre´er de
corre´lations artificielles, chaque e´le´ment n’apparaˆıt que dans un seul et unique produit,
c˜k =
1
nr[
N
k
]
nr∑
r=1
[N
k
]∑
i=1
k∏
j=1
y
(r)
(k i−k+j)1 . (4.18)
Ici [x] est la partie entie`re de x. Pour deux qubits (N=4) on a par exemples :
c˜2 =
1
2nr
nr∑
r=1
(
y
(r)
11 y
(r)
21 + y
(r)
31 y
(r)
41
)
,
c˜4 =
1
nr
nr∑
r=1
(
y
(r)
11 y
(r)
21 y
(r)
31 y
(r)
41
)
. (4.19)
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Figure 4.12.: Coefficients a1 (lignes bleues continues) et a2 (lignes rouges discontinues) pour
la convergence de Dc2 (◦), Dc4 () et Dc8 () en fonction des valeurs accessibles
pour ln(1/).
De la meˆme manie`re que pour les moments, nous de´finissons la distance par rapport a` CUE
comme la de´viation relative de c˜k par rapport a` la valeur CUE
Dck =
|c˜k − ck|
ck
. (4.20)
La figure (4.11) repre´sente les re´sultats pour l’e´volution de n(nq) (de´fini de la meˆme manie`re
que pour les moments) dans les cas k = 2, k = 4 et k = 8 compare´s au mode`le f1. Le
comportement est essentiellement line´aire et tre`s similaire quelque soit l’ordre k conside´re´. Les
donne´es sont aussi bien fitte´es par la fonction f2 mais une fois encore, l’intervalle restreint en
nombre de qubits ne permet pas de trancher ve´ritablement entre ces deux mode`les possibles.
Ge´ne´ralement la fonction f2 fonctionne moins bien que la fonction f1, mais ceci est aussi duˆ
a` l’artefact nume´rique qui engendre une le´ge`re courbure ne´gative de n(nq). De plus, on voit
sur la figure (4.12) repre´sentant les coefficients a1 et a2 des deux mode`les pour les trois cas
k = 2, k = 4 et k = 8, que la de´pendance en  est correctement de´crite par nq ln(nq/) dans
le sens ou` le coefficient a2 est essentiellement inde´pendant de l’ordre des corre´lations pour
un  suffisamment petit. De plus, en comparent les figures (4.12) et (4.9), nous voyons que
les corre´lations ck convergent typiquement a` la meˆme vitesse que les moments µk de meˆme
ordre, un re´sultat qui est attendu d’apre`s la the´orie sur les k–designs [HL08, DCEL06]. En fait,
d’apre`s la de´finition cite´e au de´but du chapitre, un k–design unitaire est caracte´rise´ par le fait
que n’importe quel polynoˆme des e´le´ments de matrice complexes de degre´s (m, l) avec m, l ≤ k
(tels ceux intervenant dans la de´finition des moments µk et des corre´lations ck), ont la meˆme
moyenne sur le design unitaire que sur le groupe unitaire dans son ensemble [DCEL06].
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IV. Conclusion partielle
Dans ce chapitre, nous avons analyse´ la convergence de l’ensemble de circuits unitaires (UCE)
vers celui de l’ensemble unitaire circulaire. Cette e´tude est faite en comparant les grandeurs
suivantes que sont
– La distribution de la grandeur l = N |Uij|2 relie´e a` la distribution du module carre´ des
e´le´ments de matrice,
– Les moments de la distribution des modules carre´s des e´le´ments de matrice, jusqu’a`
〈|Uik|16〉,
– Les corre´lations entre modules carre´s des e´le´ments d’une meˆme colonne jusqu’a` 16 facteurs
|Uik|.
Ces quantite´s ont e´te´ calcule´es analytiquement pour CUE et nume´riquement pour UCE, en
simulant des circuits quantiques jusqu’a` 28 qubits pour la distribution de l, 18 qubits pour
les moments et 15 qubits pour les corre´lations. Nous avons ainsi pu montrer que ces quan-
tite´s pour CUE sont efficacement reproduites avec une pre´cision  par des circuits quantiques
UCE contenant un nombre de portes qui augmente avec le nombre de qubits au plus comme
n ≤ Cnq ln(nq/), ou` C est une constante positive. Une telle convergence reste cependant sur-
prenante puisque l’ensemble de portes de UCE, ayant un gap spectral valant ∆ ' 0.232703 non-
nul, devrait converger avec un nombre de portes se comportant comme n ≤ Cnq(nq + ln(1/))
(en limite supe´rieur) comme il est montre´ dans [HL08]. NotonsDans le fond, il ne faut cepen-
dant pas perdre du vue que pour reproduire fide`lement la distribution jointe de probabilite´s
dans son entier, il est ne´cessaire d’utiliser des circuits quantiques contenant un nombre de
portes qui augmente exponentiellement avec le nombre de qubits. Nos re´sultats sugge`rent donc
que les quantite´s statistiques qui ne sont pas reproduites efficacement sont de nature plus so-
phistique´es que les moments de faible ordre et les corre´lations de faible ordre e´tudie´s dans
ce chapitre. Pre´cisons que depuis la fin de nos travaux, un re´sultat analytique important a
e´te´ publie´ dans [BV09]. Ce re´sultat stipule qu’un circuit quantique compose´ de O(nq) porte
U(4) distribue´es de manie`re uniforme, reproduit efficacement tout les moments µk de CUE.
Pour conclure, il est important d’insister sur l’utilite´ de la me´thode de production de matrices
ale´atoires de´crite dans ce chapitre. L’algorithme classique utilisant la parame´trisation de Hur-
witz [Hur97, PZK98] ne´cessite typiquement N2 multiplications de matrices N ×N soit O(N5)
ope´rations arithme´tiques e´le´mentaires pour N grand. Bien suˆr, e´tant base´ sur la parame´trisation
comple`te de U(N), cet algorithme est parfait dans le sens ou il reproduit exactement toutes
les quantite´s attendues pour CUE. Cependant, du moment ou` on ne s’inte´resse qu’a la repro-
duction de quantite´s statistiques efficacement reproduites, les circuits ale´atoires permettent de
cre´er des matrices de taille N (N e´tant une puissance de 2) en un nombre d’ope´ration augmen-
tant comme O (log(N) log(log(N))). La seule difficulte´ reste l’ordinateur quantique obligatoire
pour mettre en œuvre la me´thode. Cependant, la simulation de circuits comme UCE sur un
ordinateur classique, qui utilise typiquement O (ng log(N)) produit de matrices, reste plus ef-
ficace que la parame´trisation de Hurwitz et permet, a condition de rester prudent, d’analyser
des proble`mes nume´riques difficilement accessible.
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Conclusion ge´ne´rale et perspectives
Les re´sultats expose´s dans cette the`se concernent deux the`mes pre´cis dans le domaine de
l’information quantique. Le premier the`me est le concept d’interfe´rence quantique regarde´ d’un
point de vue de l’information quantique. Le chapitre 1 de´finit et expose l’ide´e selon laquelle
l’interfe´rence quantique pourrait jouer un roˆle important dans le comportement quantique de
l’information, en particulier eˆtre responsable de l’acce´le´ration des algorithmes quantiques. Cette
the`se ne re´pond pas directement a` la question de savoir si l’interfe´rence est vraiment ne´cessaire
pour engendrer cette supe´riorite´ quantique. Elle stipule modestement que l’interfe´rence quan-
tique est une quantite´ mesurable qui caracte´rise l’e´volution d’un syste`me quantique. Plus
pre´cise´ment dans le chapitre 2, il est de´montre´ que si on choisit un algorithme quantique
agissant sur un nombre suffisamment grand de qubits, le choix se faisant au hasard, sans
connaissances particulie`res sur sa structure interne ou sur le roˆle qu’il est sense´ rendre, alors
il est fort probable que cet algorithme contient une quantite´ d’interfe´rence proche de la va-
leur maximale admise. Dans le chapitre 3 est e´tudie´ l’influence d’un environnement de´cohe´rent
de taille donne´e sur l’interfe´rence pre´sente dans l’e´volution d’un syste`me quantique. Comme
on s’y attend intuitivement, l’interfe´rence quantique est de´truite par la de´cohe´rence, d’autant
plus que l’environnement est grand. Cependant, la manie`re dont cette destruction se manifeste
n’est pas catastrophique, dans le sens ou` la diminution d’interfe´rence se fait comme une loi de
puissance de la taille de l’environnement. Parmi les perspectives concernant ce the`me, les plus
inte´ressantes sont surement celles concernant le lien potentiel entre intrication et interfe´rence
quantique ainsi que celle reliant directement le concept d’interfe´rence et d’acce´le´ration quan-
tique.
Le second the`me concerne la possibilite´ de construire des ensembles de matrices ale´atoires
en utilisant les ressources de l’information quantique. Construire des matrices ale´atoires est un
proble`me essentiellement inefficace sur un ordinateur classique, car le temps de cre´ation aug-
mente exponentiellement avec la taille des matrices a` cre´er. Les re´sultats nume´riques pre´sente´s
dans le chapitre 4 montrent que si on conside`re certaines quantite´s qui caracte´risent bien l’en-
semble de matrices ale´atoires CUE, alors en cre´ant une se´quence contenant un nombre po-
lynomial de portes quantiques, ces portes e´tant choisies au hasard dans l’ensemble universel
{U(2),CNOT}, alors on peut imiter ces quantite´s avec une pre´cision arbitraire, et ce faisant
obtenir des ensembles de matrices ale´atoires ressemblant fortement a` CUE.
Pour conclure, il convient de dire un mot sur le concept mathe´matique qui est le ciment
de cette the`se, celui de matrices ale´atoires. Le chapitre 2 et 3 l’utilisent comme base pour
tenter de re´pondre a` des questions motive´es par la physique de l’information quantique. Les
analyses nume´riques pousse´es aussi bien que les techniques analytiques telles que l’inte´gration
invariante permettent de cerner la puissance de cet outil. Ainsi, il est particulie`rement amusant
de constater, comme il est e´voque´ au chapitre 4, que la physique puisse rendre la monnaie de
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sa pie`ce en permettant la production efficace d’ensembles de matrices ale´atoires.
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Annexe A
Me´thode d’inte´gration invariante
I. Introduction
La me´thode d’inte´gration invariante introduite par Aubert et Lam dans [AL03] est une
me´thode qui permet de calculer des inte´grales de monoˆmes d’e´le´ments de matrices unitaires sur
le groupe U(N), c’est a` dire des inte´grales de la forme :∫
dU U∗i1j1 ...U
∗
ipjpUk1l1 ...Ukqlq ≡ 〈U∗i1j1 ...U∗ipjpUk1l1 ...Ukqlq〉 (A.1)
ou` dU est la mesure de Haar invariante normalise´e a`
∫
dU = 1, les Uij sont des composantes de
matrice d’un e´le´ment de U(N) et les U∗ij sont leurs complexes conjugue´s. Ce type d’expressions
est rencontre´ dans les chapitres 2, 3 et 4 de cette the`se, mais on peut les retrouver dans
de nombreux domaines allant de la gravite´ quantique en 2 dimensions a` la QCD en passant
par divers proble`mes de physique statistique et de matie`re condense´e. Il existe des formules
explicites (voir dans [AL03]) permettant de calculer les inte´grales de la forme (A.1) mais leurs
utilisations se re´ve`lent souvent difficiles.
II. Proprie´te´s et e´criture diagrammatique
II.1. Notations et proprie´te´s ge´ne´rales
Il convient de remarquer que (A.1) de´pend des indices I = (i1i2...ip), J = (j1j2...jp), K =
(k1k2...kq) et L = (l1l2...lq) et on peut donc introduire la notation condense´e
〈I, J |K,L〉 ≡
∫
dU U∗IJ UKL (A.2)
avec U∗IJ =
∏p
a=1 U
∗
iaja et U
∗
KL =
∏q
a=1 Ukala . Comme les composantes Uij commutent entres-
elles, on a par exemple l’e´galite´ U∗IJ = U
∗
IP JP
ou` IP et JP sont obtenues par une permutation
P ∈ Sp de leurs p indices. Il suit
〈I, J |K,L〉 = 〈IP , JP |KQ, LQ〉 (A.3)
pour tout P ∈ Sp et tout Q ∈ Sq.
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L’invariance de la mesure de Haar dU entraˆıne les relations suivantes qui servent de base a`
la me´thode d’inte´gration invariante :∫
dU f(U,U∗) =
∫
dU f(U∗, U) =
∫
dU f(UT , U∗T ) (A.4)
=
∫
dU f(V U, V ∗U∗) =
∫
dU f(UV, U∗V ∗) (A.5)
pour toute fonction f et pour tout V ∈ U(N). En choisissant un V particulier on obtient trois
proprie´te´s fondamentales pour l’inte´grale (A.1) :
1 Si V est une matrice de permutation, V U est obtenue en permutant les lignes de U tandis
que UV est obtenue en permutant ses colonnes. Ainsi
〈I, J |K,L〉 = 〈I ′, J |K ′, L〉 = 〈I, J ′|K,L′〉 (A.6)
ou` I ′ et K ′ sont obtenus par le meˆme re´assignement des valeurs des indices de I et de K
(meˆme chose pour J et L). Cette proprie´te´ tre`s importante stipule que l’inte´grale (A.1) ne
de´pend pas de la valeur pre´cise des indices mais seulement de leurs relations.
2 Si V est de la forme Vij = e
iφδij, on a f(V U, V
∗U∗) = eiφ(q−p)f(U,U∗). Ainsi l’inte´grale est
non-nulle ssi la phase s’annule c’est a` dire si p = q. On appelle p l’ordre de l’inte´grale.
3 Si V est de la forme Vij = e
iφiδij, on a f(UV, U
∗V ∗) = eiξf(U,U∗) ou` ξ =
∑p
a=1(φla − φja)
et donc l’inte´grale est non-nule ssi les phases φl et φj s’annulent 2 a` 2 c’est a` dire si L = JR
pour R ∈ SP . De meˆme on de´montre que l’inte´grale est non-nulle ssiK = IM pourM ∈ SP .
En utilisant (A.3) et en posant Q = RM−1 il de´coule que les seules inte´grales non-nulles
sont de la forme :
〈I, J |I, JQ〉 =
∫
dU U∗IJ UIJQ (A.7)
pour tout Q ∈ SP . De´sormais nous ne conside`rerons que des inte´grales de cette forme. No-
tons que dans [AL03] une inte´grale telle que J = JQ, est qualifie´e de directe par opposition
aux inte´grales dites d’e´change quand Q diffe`re de la permutation identite´e.
Pour mieux cerner ces diffe´rentes proprie´te´s voici les exemples suivants :
– 〈|U11|2〉 = 〈|U12|2〉 = 〈|U49|2〉 = 〈|Uij|2〉 ∀ i, j (proprie´te´ 1 et 2).
– 〈Uij〉 = 〈U∗ij〉 = 〈|Uij|2Ukl〉 = 〈U∗kl|Uij|2〉 = 0∀ i, j, k, l (proprie´te´ 2).
– 〈U∗12U∗21U11U22〉 6= 0 mais 〈U∗11U∗12U22U21〉 = 0 (proprie´te´ 3).
Ces exemples sont e´crits avec la notation en terme d’e´le´ments de matrice. Avec la notation
(A.2) ces meˆmes exemples s’e´crivent :
– 〈(1), (1)|(1), (1)〉 = 〈(1), (2)|(1), (2)〉 = 〈(4), (9)|(4), (9)〉 = 〈(i), (j)|(i), (j)〉 ∀ i, j.
– 〈( )( )|(i), (j)〉 = 〈(i), (j)|( )( )〉 = 〈(i), (j)|(ik), (jl)〉 = 〈(ik), (jl)|(i), (j)〉 = 0∀ i, j, k, l.
– 〈(12), (21)|(12), (12)〉 6= 0 mais 〈(11), (12)|(22), (21)〉 = 0.
II.2. E´criture diagrammatique
Les trois proprie´te´s pre´sente´es pre´ce´demment permettent une e´criture diagrammatique comme
sur la figure (A.1) ou` est repre´sente´e l’inte´grale 〈I, J |I, JQ〉 pour I = (12334555) = (1232453),
J = (1523) et JQ = (121
432). Les points sur la gauche repre´sentent de bas en haut les indices
1, 2, 3, 4 et 5 de I, et ceux de droite repre´sentent les indices 1, 2 et 3 de J : Ainsi les ensembles
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Figure A.1.: Repre´sentation diagrammatique de l’inte´grale 〈I, J |I, JQ〉 pour I = (1232453),
J = (1523) et JQ = (121
432). Ce diagramme peut eˆtre obtenue en conside´rant
l’inte´grale 〈|U11|2|U31|4|U41|2|U53|2U∗21U22U51U52U∗252 〉 (Source [AL03])
I et J sont repre´sente´s par des points (ou vertex), chacun repre´sentant les indices ia et jb mais
leur valeur n’important pas, d’apre`s la premie`re proprie´te´. Les points de I sont relie´s aux points
de J par l’interme´diaire de lignes fines continues repre´sentant les termes U∗ij et par des lignes
pointille´es repre´sentant les termes Uij sachant que comme les termes peuvent apparaˆıtre avec
une certaine puissance, les lignes peuvent eˆtre munies d’une certaine multiplicite´. Pour ne pas
surcharger l’e´criture, une seule ligne est dessine´e et la multiplicite´ est e´crite a` sa proximite´.
Une autre simplification concerne les termes du type |Uij|2m : ils sont repre´sente´s par une ligne
continue e´paisse assigne´e de la multiplicite´ m et de manie`re ge´ne´rale les termes du type U∗mij U
n
ij
sont repre´sente´s par une ligne continue e´paisse assigne´e de la multiplicite´ (m,n). Avec cette
convention d’e´criture, la deuxie`me proprie´te´ entraˆıne que l’inte´grale est non-nulle ssi le nombre
de lignes fines continues est e´gal au nombre de lignes pointille´es. La troisie`me proprie´te´ se tra-
duit par le fait que l’inte´grale est non-nulle ssi pour chaque point de I et de J le nombre de
lignes fines continues et le nombre de lignes pointille´es en e´mergeant sont e´gaux. En occurrence
avec la notation diagrammatique on a par exemple :
〈U11U22U∗12U∗21〉 =
2
1
2
1
6= 0 (A.8)
〈U11U∗22U12U∗21〉 =
2
1
2
1
= 0 (A.9)
III. Calculs des inte´grales
Voyons maintenant comment on peut obtenir explicitement des expressions pour (A.1). A`
proprement parler, la me´thode d’inte´gration invariante ne permet pas d’obtenir une forme
directement utilisable pour une valeur donne´e de I, J et JQ. Mais elle permet d’obtenir des
relations entre des inte´grales de meˆme ordre, et entre des inte´grales d’ordre p et d’ordre p+ 1.
Ainsi elle permet d’arriver a` une expression finale en proce´dant de proche en proche a` partir de
l’inte´grale d’ordre 0 normalise´e
∫
dU = 〈1〉 = 1. Pour pouvoir trouver ces relations, la me´thode
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invariante se base d’une part sur l’invariance de la mesure dU illustre´e par les formules (A.4),
et d’autre part sur la proprie´te´ d’unitarite´ UU † = 1 d’un e´le´ment de U(N).
III.1. Rotation
Nous avons de´ja` vu comment l’invariance de la mesure (A.4) permet d’obtenir diverses pro-
prie´te´s importantes. Voici comment on peut encore l’exploiter quand V est une rotation SO(2)
et ainsi obtenir une premie`re relation entre inte´grales de meˆme ordre. Choisissons V comme
e´tant une matrice de rotation dans le plan (ab) d’un angle ξ. On peut montrer que le passage
de U a` V U s’e´crit en composantes :
Uia → cUia + sUib
Uib → −sUia + cUib
Uij → Uij (A.10)
en posant c = cos(ξ) et s = sin(ξ). Ainsi l’inte´grale 〈I, J |I, JQ〉 devient une somme de termes
du genre Me(c
2)d−e(s2)e, les puissances impaires de c et s s’annulant entre elles d’apre`s la
proprie´te´ 3. Ici d est le nombre total d’indices de colonne dans UIJ et ou` a, b et e vont de 0 a`
d. L’invariance (A.4) entraˆıne :
〈I, J |I, JQ〉 =
d∑
e=0
Me(c
2)d−e(s2)e
Ceci ne peut eˆtre vrai pour tout ξ que si
Me = 〈I, J |I, JQ〉
(
e
d
)
=M0
(
e
d
)
ou`
(
e
d
)
= d!/e!(d − e)! sont les coefficients binomiaux. Ensuite l’e´criture diagrammatique
permet de calculer les termes Me de la manie`re suivante en conside´rant une rotation pre´cise
d’un angle ξ = pi/2 pour lequel les relations (A.10) se simplifie en Uia → Uib, Uib → −Uia et
Uij → Uij . D’un point de vue diagrammatique, si on conside`re 2 points sur la partie droite d’un
diagramme quelconque, et correspondant aux valeurs a et b, alors ces relations traduisent le
de´placement de lignes entre les points a et b : Un des points doit eˆtre connecte´ a` certaines lignes
mais l’autre peut ne pas l’eˆtre, c’est a` dire que ce point peut eˆtre externe au diagramme. Le
nombre total de lignes fines continues (ou lignes pointille´es) attache´es au point est d. Maintenant
de´plac¸ons e lignes fines continues et e lignes pointille´es entre les deux points conside´re´s sans
oublier la contrainte qui impose qu’apre`s le de´placement, le nombre de lignes fines continues doit
e´galer le nombre de lignes pointille´es sur chaque point (sinon l’inte´grale s’annule). Assignons
le poids +1 pour chaque ligne de´place´e de a vers b et le poids −1 pour chaque ligne de´place´e
de b vers a. La quantite´ Me est simplement la somme de toutes les inte´grales obtenues apre`s le
mouvement, ponde´re´e par les facteurs ±1. Il est important de bien noter que ces relations sont
locales et que de ce fait seul importe de conside´rer les indices a et b de J et JQ, inde´pendamment
des indices de I. La figure (A.2) illustre graphiquement cette proce´dure : appliquons une rotation
au diagramme (a). On peut de cette fac¸on bouger soit deux lignes (e = 1), soit quatre lignes
(e = 2). En bougeant deux lignes on obtient le diagramme (b-deux lignes fines continues), le
diagramme (c-deux lignes pointille´es), et deux autres, le diagramme (e-une ligne fine continue
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Figure A.2.: Illustration diagrammatique de la manie`re dont l’invariance par rotation de la
mesure peut eˆtre utilise´e pour relier des inte´grales entre elles. Voir eq. (A.11)
(Source [AL03]).
et une ligne pointille´e de a a` b) et (f-une ligne fine continue et une ligne pointille´e de b a` a).
Les deux derniers diagrammes (e) et (f) ne sont pas dessine´s, mais ils peuvent eˆtre obtenus a`
partir du diagramme (a) en fusionnant les points a et b. De cette manie`re on obtient M1 =
−I(b)− I(c)+ I(e)+ I(f) = 2(−I(b)+ I(e)), ou` I(i) de´note l’inte´grale associe´e au diagramme i
et ou` (A.3) est utilise´e lors de la dernie`re e´tape. Graˆce a` (A.11), on arrive a`M1 = 2M0 = 2I(a).
Finalement on a la relation
I(a) = −I(b) + I(e). (A.11)
Si on de´place les quatre lignes, on obtient M2 = I(d). La formule dans (A.11) impose donc
M2 = M0, ou I(d) = I(a). Ceci n’a rien d’e´tonnant d’apre`s la proprie´te´ d’invariance par
permutation (A.3).
III.2. Unitarite´
Voici un autre moyen, utilisant l’unitarite´ UU † = 1, permettant de relier des inte´grales entres
elles, en particulier des inte´grales directes de degre´s p avec des inte´grales directes de degre´s p−1.
En composante l’unitarite´ s’e´crit :
N∑
j=1
UijUkj =
N∑
j=1
U∗jiUjk = δik (A.12)
A titre d’exemple, voyons comment obtenir l’expression pour l’inte´grale Iij = 〈|Uij|2〉. Comme
l’inte´grale ne de´pend pas des indices i et j, en sommant sur l’un d’entre eux, disons l’indice j
on obtient :
N∑
j=1
Iij =
N∑
j=1
〈|Uij|2〉 =
N∑
j=1
〈U∗ijUij〉 = 〈
N∑
j=1
U∗ijUij〉 = 〈δii〉 = 1
N〈|Uij|2〉 = 1 =⇒ 〈|Uij|2〉 = 1
N
67
ANNEXE A. ME´THODE D’INTE´GRATION INVARIANTE
i ad
(a)   f(d)
i
a
b
c
m 2
m3
m 1
mt
(b)   f(m ,m , ... ,m )1      2                t
Figure A.3.: L’invariance par rotation permet d’e´tendre l’unique branche (a) vers un ensemble
de branches (b) en accord avec la relation (A.14) (Source [AL03]).
En notation diagrammatique, en spe´cifiant l’indice de la somme par une fle`che, les meˆmes
relations s’e´crivent : ∑
← = 1
N = 1 =⇒ = 1
N
Notons que la diminution de l’ordre p provient de la disparition d’un terme |U |2 lors de
l’ope´ration de sommation. Dans [AL04] ceci se ge´ne´ralise a` toutes inte´grales directes de degre´ p
et se traduit en notation diagrammatique par le fait qu’une somme sur un indice fait disparaˆıtre
la ligne en gras qui est relie´e au point correspondant. Pour les inte´grales d’e´changes, sommer
sur un indice donne ze´ro. Par exemple on a`
∑
→
= (N − 1) + = 0 (A.13)
IV. Relations entre inte´grales et formules explicites
Voici une liste des relations entre inte´grales de´montre´es dans [AL03, AL04].
IV.1. La fan relation
Introduite dans [AL03], la fan relation permet de relier des inte´grales directes de meˆme
ordre entres elles. Graˆce a` la proprie´te´ de rotation, on peut relier l’inte´grale dont l’inte´grant est
proportionnel a` |Uia|2d a` l’inte´grale dont l’inte´grant est proportionnel a` |Uia|2m1 |Uib|2m1 ...|Uiz|2mt .
La figure (A.3) permet de voir que l’on passe de la premie`re inte´grale a` la deuxie`me en e´clatant
l’unique branche de multiplicite´ d en t branches distinctes de multiplicite´s infe´rieures. Notons
que toutes les branches sont relie´es au point i, point pouvant eˆtre lui-meˆme relie´ a` d’autres lignes
non-conside´re´es. En de´notant la premie`re inte´grale par f(d), la seconde par f(m1,m2, ...,mt)
et en utilisant de manie`re re´pe´te´e la relation (A.11) on obtient la fan relation
f(m1,m2, ...,mt) =
(
∏t
i=1mi!)
(
∑t
i=1mi)!
f(d), (A.14)
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ou` d =
∑t
i=1mi = d et f(d) = f(d, 0, 0, ..., 0) (voir [AL03] pour une de´monstration plus
de´taille´e).
IV.2. La double fan relation
Introduite dans [AL04] comme une ge´ne´ralisation de la fan relation, la double fan relation
permet de relier des inte´grales directes et des inte´grales d’e´change du meˆme ordre. Elle re-
lie l’inte´grale repre´sente´e par le digramme (A.4.a) a` l’inte´grale repre´sente´e par le diagramme
(A.4.b). Notons que comme dans le cas de la fan relation, les points a et b peuvent eˆtre relie´s a`
d’autres lignes non repre´sente´es sur le dessin. La premie`re inte´grale est note´e [(mana)(mbnb)].
La deuxie`me inte´grale est note´e [Aa]
α′a [Ab]
α′
b [Ba]
β′a [Bb]
β′
b ou` les termes entre crochets corres-
pondent aux motifs e´le´mentaires repre´sente´s sur la figure (A.5). Par exemple, avec cette nota-
tion, l’inte´grale d’e´change (A.8) s’e´crit :
= [Aa][Ab] (A.15)
avec donc (α′a, α
′
b, β
′
a, β
′
b) = (1, 1, 0, 0).
La double fan relation s’e´crit
[(mana)(mbnb)] =
∑
v(α′aα
′
bβ
′
aβ
′
b) [Aa]
α′a [Ab]
α′
b [Ba]
β′a [Bb]
β′
b
(A.16)
ou`
v(α′aα
′
bβ
′
aβ
′
b) =
ma!na!mb!nb!
α′a!α
′
b! β
′
a! β
′
b!
,
la somme e´tant faite sur tous les indices (α′a, α
′
b, β
′
a, β
′
b) solutions de :
ma = αa + βa, na = αb + βa,
mb = αb + βb, nb = αa + βb,
le nombre total de points du diagramme sur la colonne de droite du diagramme(A.4.b) va-
lant ma + mb = na + nb. A titre d’exemple, utilisons cette relation pour calculer l’inte´grale
[(mana)(mbnb)] avec ma = na = m et mb = nb = 0. On a donc d’apre`s (IV.2)
[(mm)(00)] = v(00m0)[Ba]
m = m![Ba]
m (A.17)
qui e´quivaut a` la fan relation (A.14) pour tout les mi = 1.
IV.3. Formules explicites
Les relations pre´ce´dentes peuvent eˆtre utilise´es pour construire des formules explicites pour
certains types d’inte´grales. La premie`re inte´grale explicite est l’inte´grale F (m) = 〈|Uij|2m〉
repre´sente´e par le diagramme (A.3.a), le point de gauche n’e´tant pas relie´ a` d’autres lignes.
F (m) =
(N − 1)!m!
(N +m− 1)!
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ma na( , )
mb nb, )(
c1
c2
cN−1
cN
a
b
a
b
(a) (b)
Figure A.4.: Inte´grales relie´es par la double fan relation (Source [AL04]).
b
a
b
a
b
a
b
a
[ Aa ] [Ba] [Bb]A[ b]
Figure A.5.: Motifs e´le´mentaires permettant de construire les inte´grales de la firgure (A.4.b)
(Source [AL04]).
Figure A.6.: Diagramme associe´ a` l’inte´grale Z (Source [AL03]).
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L’inte´grale fan, repre´sente´ par le diagramme (A.3.b), le point de gauche n’e´tant pas lui non
plus relie´ a` d’autres lignes, vaut
F (m1,m2, ...,mt) =
(
∏t
i=1mi!)(n− 1)!
(N +
∑t
i=1mi − 1)!
.
L’inte´grale Z, repre´sente´e sur le diagramme (A.6) vaut
Z(m1,m2,m3) =
m1!m2!m3!(N − 2)!(N − 1)!(N +m1 +m3 − 2)!
(N +m1 − 2)!(N +m3 − 2)!(N +m1 +m2 +m3 − 1)! .
D’autre formules explicites sont de´montre´es dans [AL03].
V. Conclusion
Ainsi la me´thode d’inte´gration invariante constitue une manie`re particulie`rement e´le´gante
pour calculer des inte´grales de monoˆmes d’e´le´ments de matrices unitaires sur le groupe U(N).
Bien suˆr, quand les inte´grales deviennent trop grandes, avec une structure d’indices I, J et JQ
complique´e, les avantages de la me´thode s’effondrent et l’emploi d’autres techniques devient
obligatoire. Parmi ces techniques citons celle combinant l’approche invariante et la the´orie des
groupes, introduite dans [AL04].
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Annexe B
De´tails sur le calcul du second moment
Ici sont expose´s les de´tails du calcul des termes A and B apparaˆıssant dans l’expression (3.28)
de 〈I2〉 du chapitre 3.
〈I2〉 = 1
Z4
(n,m)∑
{αi,µj}
e−x (µ5+µ6+µ7+µ8)〈U11,35U∗11,45U∗12,36U12,46U∗23,57U23,67U24,58U∗24,68〉 (B.1)
=
1
Z4
(n,d)∑
{αi,µj}
e−x (µ5+µ6+µ7+µ8)
2,4
2,3
1,2
1,1
6,8
5,8
6,7
5,7
4,6
3,6
4,5
3,5
. (B.2)
I. Le terme A
De l’e´quation (3.32) on obtient
A =
(n,m)∑
{αi,µj}
( n∑
{α1=α2}
f(x)
1,4
1,3
1,2
1,1
6
5
4
3
+ g(x)
1,4
1,3
1,2
1,1
6¯
5¯
4
3
+
n∑
{α1 6=α2}
f(x)
2,4
2,3
1,2
1,1
6
5
4
3
+ g(x)
2,4
2,3
1,2
1,1
6¯
5¯
4
3
)
=
(n,m)∑
{αi,µj}
(
n f(x)
4
3
2
1
6
5
4
3
+ n g(x)
4
3
2
1
6¯
5¯
4
3
+n(n− 1) f(x)
4¯
3¯
2
1
6
5
4
3
+ n(n− 1) g(x)
4¯
3¯
2
1
6¯
5¯
4
3
)
= n f(x)A1 + n g(x)A2 + n(n− 1) f(x)A3 + n(n− 1) g(x)A4 . (B.3)
73
ANNEXE B. DE´TAILS SUR LE CALCUL DU SECOND MOMENT
En prenant en compte les contraintes sur les indices αi il suit
A1 =
(n,m)∑
{αi,µj}
4
3
2
1
6
5
4
3
=
m∑
{µj}

n[3] 43
2
1
+ 4n[2]
4
3
2
1
+ 2n[1]
4
3
2
1


= n[3]A11 + 4n[2]A12 + 2n[1]A13 ,
avec n[i] = n(n−1)(n−2)...(n− i). On ve´rifie qu’il y a bien les n[3]+4n[2]+2n[1] = n2(n−1)2
configurations correspondant a` la somme sur les quatre indices αj avec les deux contraintes
α3 6= α4 and α5 6= α6. Les termes A1k s’e´crivent
A11 =
m∑
{µj}
4
3
2
1
= m[3] +m[2]
(
4 + 2
)
+m[1]
(
2 + + 4
)
+m ,
A12 =
m∑
{µj}
4
3
2
1
= m[3] + 2m[2]
(
+ 2 +
)
+m[1]
(
+
2
2 +
)
+ 4m[1] +m
2
,
A13 =
m∑
{µj}
4
3
2
1
= m[3] +m[2]
(
4 + 2
2
2
)
+m[1]
(
2 + 2 22
2
+ 4
)
+m
2
2
.
Pour A2 on a directement
A2 =
(n,m)∑
{αi,µj}
4
3
2
1
6¯
5¯
4
3
= n2(n− 1)2A11 ,
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tandis que A3 est donne´ par
A3 =
(n,m)∑
{αi,µj}
4¯
3¯
2
1
6
5
4
3
=
m∑
{µj}

n[3] 4¯3¯
2
1
+ 4n[2]
4¯
3¯
2
1
+ 2n[1]
4¯
3¯
2
1


= n[3]A31 + 4n[2]A32 + 2n[1]A33 .
Les termes A3k s’e´crivent
A31 =
m∑
{µj}
4¯
3¯
2
1
=
(
m[3] + 4m[2] + 2m[1]
)
+
(
2m[2] + 4m[1]
)
+
(
m[1] +m
)
A32 =
m∑
{µj}
4¯
3¯
2
1
=
(
m[3] + 4m[2] + 2m[1]
)
+ (2m[2] + 4m[1]) + (m[1] +m)
A33 =
m∑
{µj}
4¯
3¯
2
1
=
(
m[3] + 4m[2] + 2m[1]
)
+
(
2m[2] + 4m[1]
)
+
(
m[1] +m
)
.
Le terme A4 peut s’exprimer en fonction du terme A31,
A4 =
(n,m)∑
{αi,µj}
4¯
3¯
2
1
6¯
5¯
4
3
= n2(n− 1)2A31 .
On ve´rifie qu’il y a bien dans les expressions des termes A3i et du terme A4, les m[3] + 6m[2] +
7m[1] +m = m4 configurations correspondant a` la somme sur les quatre indices µj.
75
ANNEXE B. DE´TAILS SUR LE CALCUL DU SECOND MOMENT
II. Le terme B
De la meˆme manie`re que pour A, on trouve pour le terme B
B =
(n,m)∑
{αi,µj}
n∑
α3,α4
m∑
µ5 6=µ6
e−2x (µ5+µ6)
2,4
1,2
2,3
1,1
4,6
3,6
4,5
3,5
=
(n,m)∑
{αi,µj}
n∑
α3,α4
(
g(x)
2,4
1,2
2,3
1,1
4¯
3¯
4
3
)
= n(n− 1)g(x)
(n,m)∑
{αi,µj}
2,4
1,2
2,3
1,1
= n(n− 1)g(x)
m∑
{µj}
n∑
α1α2
(
g(x)
2,4
1,2
2,3
1,1
)
= n(n− 1)g(x)
m∑
{µj}
(
n
4
2
3
1
+ n(n− 1)
4¯
2
3¯
1
)
= n2(n− 1)g(x)
(
B1 + (n− 1)B2
)
, (B.4)
ou` les termes Bi sont donne´s par
B1 =
m∑
{µj}
4
3
2
1
= A11
= m[3] + 4m[2] + 2m[2]
+m[1]
(
+ 2 + 4
)
+m ,
B2 =
m∑
{µj}
4¯
3
2¯
1
=
(
m[3] + 4m[2] + 2m[1]
)
+
(
2m[2] + 4m[1]
)
+
(
m[1] +m
)
.
L’ensemble des valeurs exactes de chaque diagramme est re´pertorie´ dans l’annexe suivante.
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Annexe C
Valeurs des inte´grales ne´cessaires pour le calcul
du second moment
Toutes ces inte´grales peuvent eˆtre calcule´es par la me´thode d’inte´gration invariante introduite
dans [AL03] et explicite´ dans l’annexe A. Dans la liste suivante, les inte´grales (repre´sente´es par
leur diagramme) sont ordonne´es de telle sorte qu’une inte´grale donne´e ne de´pend dans le pire
des cas, que des inte´grales note´es au dessus d’elle. Le commentaire entre parenthe`ses illustre
quelles relations spe´cifiques sont utilise´es pour calculer l’inte´grale en question, en occurrence
exp pour l’utilisation d’une expression directement exploitable issue de [AL03], unit pour la
relation d’unitarite´, fan pour la fan relation, 2blefan pour la double fan relation. Cependant,
il convient de pre´ciser qu’une inte´grale peut eˆtre obtenue de plusieurs manie`res. Notons que
l’expression de la dernie`re inte´grale calcule´e a` partir de toutes les autres inte´grales, correspond
bien a` l’expression calcule´e dans [AL04] par une me´thode mixte inte´gration invariante - the´orie
des groupes.
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CALCUL DU SECOND MOMENT
= 1
N(N+1)
exp = −1
N(N2−1) exp
2
2
= 4
(N+3)(N+2)(N+1)N
exp = 1
(N+3)(N+2)(N+1)N
exp
2
= 2
(N+3)(N+2)(N+1)N
exp = N+1
(N+3)(N+2)N2(N−1) exp
= −4
(N+3)(N+2)(N2−1)N exp =
N2+N+2
(N+3)(N+2)(N2−1)N2 unit
= −2
(N+3)(N+2)(N2−1)N unit 2 22
2
= 8
(N+3)(N+2)(N2−1)N2 exp
= 1
(N+3)(N−1)N2 fan =
−1
(N+3)(N+2)(N+1)N2
2blefan
= 2
(N+3)(N+2)(N2−1)N2 2
blefan = −1
(N+3)(N+2)(N2−1)N 2
blefan
2
2 = 4
(N+3)(N+2)(N2−1)N2 unit =
−1
(N+3)(N+2)(N+1)N2
2blefan
= −(N
2+1)
(N+3)(N2−4)(N2−1)N2 unit =
3N−1
(N+3)(N2−4)(N2−1)N2 unit
= 1
(N+3)(N+2)(N2−1)N2 unit
2 = 2
(N+3)(N+2)(N2−1)N2 unit
= 2
(N+3)(N+2)(N2−1)N2 2
blefan = −(N
2+2N+2)
(N+3)(N2−4)(N2−1)N2 unit
= 1
(N+3)(N+2)(N2−1)N2 unit =
(N2+6)
(N2−9)(N2−4)(N2−1)N2 unit
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Re´sume´
Cette the`se pre´sente diffe´rents re´sultats portant sur deux the`mes pre´cis dans le domaine de l’information
quantique. Le premier de ces the`mes concerne l’interfe´rence pre´sente dans les algorithmes quantiques. Par
l’interme´diaire d’une mesure re´cemment introduite dans la litte´rature, il est possible de quantifier l’interfe´rence
pre´sente dans tout algorithme quantique, dans le but de ve´rifier si il existe un lien entre interfe´rence et ressource
computationnelle. Pour ce faire, deux types de mode`les statistiques d’algorithmes quantiques ont e´te´ utilise´s. Le
premier type, issu de la the´orie des matrices ale´atoires, est l’ensemble circulaire unitaire (CUE) tandis que le
second est un ensemble de circuits quantiques, construits par des se´quences ale´atoires de portes quantiques. Les
re´sultats analytiques et nume´riques obtenus dans cette the`se montrent qu’en moyenne tout algorithme quantique
contient une grande quantite´ d’interfe´rence. L’e´tape supple´mentaire fuˆt d’e´tudier l’influence de la de´cohe´rence
engendre´e par un bain thermique sur le comportement statistique de l’interfe´rence. Graˆce a` l’utilisation de
me´thodes mathe´matiques d’inte´grations sur le groupe unitaire U(N), il est possible de ge´ne´raliser les re´sultats
analytiques et nume´riques pre´ce´dents pour inclure les effets de la de´cohe´rence.
Le deuxie`me the`me e´tudie´ concerne la possibilite´ d’utiliser des algorithmes quantiques pour cre´er efficacement
des ensembles de matrices ale´atoires. Pendant les travaux sur l’interfe´rence, une e´quivalence entre CUE et
le mode`le de circuits quantiques ale´atoires fuˆt observe´e. On peut attendre que de tels circuits quantiques
ale´atoires puissent eˆtre utilise´ pour pour construire des matrices ale´atoires distribue´es comme CUE. Les re´sultats
nume´riques de cette the`se montrent que certaines quantite´s statistiques propres a` CUE sont bien reproduites par
le mode`le de se´quences ale´atoires, ceci de manie`re efficace. L’efficacite´ signifie que les se´quences sont constitue´es
d’un nombre de portes qui augmente comme le logarithme de la taille des matrices produites. Ces re´sultats sont
en parfait accord avec des travaux analytiques re´cemment publie´s.
Mots-clefs
Me´canique quantique, interfe´rence quantique, information quantique, calcul quantique, the´orie des matrices
ale´atoires, inte´gration invariante sur les groupes de Lie, simulations nume´riques.
Abstract
This thesis presents different results about two topics in the field of quantum information. The first of these
topics concerns the interference present in quantum algorithms. Thanks to a measure recently introduce in the
litterature, it is possible to quantify the interference present in any quantum algorithm, in order to check if
there is a link between interference and computationnal ressource. To do this, two kinds of statistical models
of quantum algorithms were used. The first one, which comes from the random matrix theory, is the circular
unitary ensemble (CUE) while the second one is a set of quantum circuits, built by random sequences of quantum
gates. The analytical and numerical results obtained in this thesis show that on average any quantum algorithm
contain a big amount of interference. The next step was to study the influence of the decoherence created by
a thermal bath on the statistics of the interference. Thanks to mathematical methods of integration over the
unitary group U(N), it is possible to generalise the previous analytical and numerical results to include the
effect of decoherence.
The second topic is about the possibility of using quantum algorithms to create efficiently random matrix
ensembles. During the works on interference, an equivalence between CUE and the model of random quantum
circuits was noticed. One might expect that such random quantum circuits can be used to build random
matrix ensembles drawn as CUE. The numerical results of this thesis show that given CUE quantities are well
reproduced by the model of random sequences in an efficient way. The efficiency means that the sequences are
built with a number of gates which increases as the logarithm of the size of the produced matrices. These results
are in agreement with recently published works.
Keywords
Quantum mechanics, quantum interference, quantum information, quantum computation, random matrix
theory, invariant integration over Lie’s groups, numerical simulations.
