In explaining these effects, the above-mentioned research found that people use observed 23 response times as information. That is, slow decisions signaled feelings of conflict and doubt to 24 observers (whereas fast decisions signaled confidence), explaining why people evaluated the generated predictions, it remains unclear how people would perceive slow algorithmic 23 predictions. We propose that people have different expectations of how difficult prediction tasks 24 are for algorithms, compared to humans. Some tasks, like image recognition for instance, are Data were analyzed using multi-level models with random estimates for participants and 23 varying different prediction scenarios and response times across participants (Westfall, Kenny, & 24 Judd, 2014). We relied on the lme4 (Bates, Mächler, Bolker, & Walker, 2015) and the lmerTest predict the academic success of potential students. They were then told that admission officers 23 receive various pieces of information about each student and that this information is used to 24 make predictions about the student's success. In Study 2, participants were told that they were presented randomly) on how likely they would have been to use the prediction as their own (-3 23 very unlikely to 3 very likely). human-generated predictions, participants were more willing to use those predictions that the 1 human generated slowly in S1, F(1, 156) = 41.19, p < .001, dz = 0.37 and in S2, F(1, 154) = 2 13.61, p < .001, dz = 0.21. The reverse was true for algorithmic predictions in S1, F(1, 147) = The first two studies demonstrate that the response time cue has differential effects on the 8 perceived accuracy of human-versus algorithmic predictions. Specifically, slowly generated 9 human predictions were seen as more accurate. However, this reversed for algorithms (i.e., slow 10 predictions were seen as less accurate). Importantly, this result also extended to a person's 11 willingness to use a prediction as their own (i.e., a greater willingness to use slowly generated 12 human predictions, but a lower willingness to use slowly generated algorithmic predictions).
13
These effects replicated across two different task scenarios and when participants were provided 14 with actual numeric predictions. Our next study investigates the mechanism underlying the 15 different effects of response time on the perceived quality of human-vs. algorithmic predictions.
16

Study 3
17
The first two studies demonstrated that the relationship between response time and 18 prediction quality differs for human vs. algorithmic predictions. Building on these results, we test 19 a moderated mediation model where slower response times are seen as signaling more effort for 20 both algorithms and humans. However, we predict that the relationship between effort and 21 prediction quality evaluation is moderated by the prediction provider. This moderation is related 22 to differences in perceived difficulty for humans vs. algorithms in making predictions. For 23 human predictions, we expected that the prediction task should be seen as difficult; therefore, 24 more effort should lead to higher quality evaluations (Kupor et al., 2014) . For algorithms, the prediction task should be seen as easy. Therefore, more algorithmic effort should not be related 1 to prediction quality, or more effort should lead to lower quality evaluations. To test this account, 2 we conducted a study measuring perceived task difficulty for algorithms/humans, perceived 3 effort, and prediction accuracy. Five hundred and four participants were recruited on MTurk. The study had the same 7 design as Studies 1 and 2. We aimed to recruit 230 people per between-subject condition. After 8 excluding people who failed the attention check or simply did not complete the full study, we 9 had 486 participants (58% female; MAge = 38.39, SDAge = 11.04) in Study 3.
10
Procedure
11
The procedure was similar to Study 2 with three changes. First, we inserted a question 12 asking people how difficult they thought making predictions was for humans/algorithms: "Fill in 13 the blank: Predicting future sales is a task that is relatively ____ for an algorithm [human] to 14 accomplish." Participants could either select "easy" or "difficult". We randomly varied whether 15 this question was presented before or after participants were presented with any of the 16 predictions. Second, after being presented with the speed of the prediction provider, participants 17 were asked: "How much effort did your colleague [StatCast] exert to come to this prediction?".
18
They could answer on a 1 (Little effort) to 7 (Much effort) scale. Third, because the accuracy 19 question was on a separate screen and after the effort question, we wanted to make sure that the 20 participants were aware of the response time manipulation. We thus re-worded the question5 to: effort and prediction accuracy6.
10
Discussion
11
As predicted, the asymmetric impact of different response times on the perceived 12 accuracy of human-vs. algorithmic predictions can be explained by a mismatch in the expected 13 difficulty of making predictions. Specifically, while making a prediction was considered to be an 14 easy task for algorithms to accomplish, this task was seen as difficult for humans. This we reflect in more detail on the implications of these findings for tasks other than predictions.
20
Study 4 21
In the previous study, we found that perceptions of task difficulty differed for human-vs. .02, dz = .24, but there was none in S4b. For difficult predictions, slower predictions were judged 10 as more accurate compared to faster predictions. This reversed for the easy predictions. Slower 11 predictions were judged as less accurate compared to faster predictions.
12
Finally, there was also a two-way interaction effect between prediction provider and Willingness to use. There was a main effect of difficulty both in S4a, F(1, 98) = 168.98, 24 p < .001, dz = 1.30 and S4b, F(1, 98) = 123.11, p < .001, dz = 1.11 with more difficult predictions being less likely to be used than easier predictions. In S4a, there was also a main 1 effect of response time, F(1, 98) = 4.89, p = .03, dz = 0.22 with people being less willing to use 2 predictions that were generated fast, compared to slow. There was no effect of response time in 3 S4b.
4
In addition, there was also a two-way interaction effects between response time and 5 difficulty both in S4a, F(1, 98) = 13.75, p < .001, dz = .37 and S4b, F(1, 98) = 5.71, p = .02, dz =
6
.24 which showed that there was a significant effect of response time for the difficult predictions there was no effect for easy predictions in either study. For difficult predictions, people were 9 more willing to use slower compared to faster generated predictions.
10
Finally, there was also a two-way interaction between prediction provider and response likely to use it than when they were fast. However, there was no significant effect of response 16 time on algorithmic predictions in S4a (F < 1) nor in S4b (F = 1.74) although they were in the 17 same direction as previous studies, with participants saying that they were more likely to use 18 them for fast predictions than slow predictions. No other effects were significant.
19
Discussion
20
The results of both Study 4a and 4b show that once difficulty is explicitly manipulated, between response time and quality, but when the task was easy there was a negative relationship.
task -in which case they may disregard algorithmic predictions entirely. The predictions 23 presented to the participants were made by an actual algorithm from the "FiveThirtyEight"
24
website.
Subsequently, we tested the effect of response time solely for first trials. We observed the 
Discussion
10
Relying on sports predictions, we successfully replicated the same effect of algorithmic 11 response times, but now in a between-subjects design. Specifically, participants who only 12 experienced slowly generated predictions by an algorithm judged these predictions as worse than 
Study 6 19
In the last two studies, we extend our findings to behavioral consequences of observing 20 slow vs. fast algorithmic predictions. We focused solely on algorithms, as people are particularly 21 8 We also looked at how people evaluate prediction advice quality independent of seeing all other response time manipulations in all the other studies we use the within-subject manipulation of response time. We focused only on the first trial that participants saw (i.e., either a single fast or a single slow prediction). We found that, for humans, the same effect of response time can be observed. i.e., slower predictions were judged as being of higher quality. For algorithms, however, there was no difference, i.e., simply seeing either one fast or one slow prediction generated by an algorithm, did not have an effect on prediction advice quality. This is consistent with our proposition that response time is a more evaluable attribute for humans, than algorithms. For more detail about the analysis please see the supplementary material. dependent variable which now read: "Given StatCast's response time, how likely are you to 23 disregard its prediction and consult a colleague instead" -ranging from -3 (very unlikely) to 3
(very likely).
were collected two days before the first match was scheduled. We hypothesized that people 1 would be more likely to choose a sports prediction that the algorithm generated fast as opposed 2 to slow. In addition, we also wanted to explore whether there would be any differences between 
14
Procedure
15
The procedure was similar to Study 5 but for five differences. First, the matches were 16 updated to select upcoming matches at the time that this study was conducted. Second, response 17 time was provided in actual numbers to participants. Specifically, for each trial, a random 18 number ranging from 4.9 to 6.9 was generated. In the fast conditions, 4 seconds were subtracted 19 from this number while in the slow conditions, 6 seconds were added to illustrate the algorithm's 20 response time. This way, we also knew which response time each participant saw. Third, after 21 going through the 12 trials, participants were shown a list of all the predictions with the same 22 10 In our preregistration, we stated that we would exclude participants that spent, on average, more than 10 seconds on each trial as this might indicate that they have looked up information about the games. After verifying the average times, we realized we underestimated the necessary time as 98 participants would need to be excluded. We decided to void this aspect of our registration since it would mean discarding 50% of our sample resulting in a serious lack of statistical power to detect an effect. response times that they saw during the trials. They could then choose three of these predictions participants in the UK said that they were more familiar with the English Championship League Similarly, we find that the effect of algorithmic response times on prediction quality 24 evaluations appeared both in a between-and within-subject setting, and that the effect of In the supplementary material, we report an additional two studies that tackle the question 1 whether prediction provider's expertise, and the direction of the prediction (i.e., whether an 2 increase or a decrease was predicted) moderate the impact of different response times on human-3 vs. algorithmic predictions. Study 8 looked at the potential impact of advice provider expertise.
4
For average expertise, both human-and algorithmic predictions were considered more accurate 5 when provided slowly, compared to predictions provided quickly. However, we observed no 
