A model of thermoelastic properties for a chemically homogeneous adiabatic lower mantle is calculated. Constraints provided by this model are used in convection models to study dynamics of a chemically distinct layer at the bottom of the mantle. We find that the layer must be at least 2% denser than the overlying mantle to survive for a geologically significant period of time. Realistic decrease with depth of the thermal expansivity increases layer stability but is unable to prevent it from entrainment. Seismic velocities are computed for an assumed composition by applying the thermal and compositional perturbations obtained in convection simulations to the adiabatic values. The predicted velocity jump at the top of the chemical layer is closer to the CMB in the cold regions than in the hot. The elevation of the discontinuity above CMB in the cold regions decreases with increasing thermal expansivity and increases with increasing density contrast, while in the hot regions we find that the opposite is true. If the density contrast is small, the layer may vanish under downwellings. However, whenever the layer is present in the downwelling regions, it also exists under the upwellings. For a 4% density contrast and realistic values of expansivity, we find that the layer must be more than 400 km thick on average to be consistent with the seismically observed depth of the discontinuity. A simple chemical layer cannot be used to interpret the D" discontinuity: the required change in composition is large and must be complex, since enrichment in any single mineral probably cannot provide the required impedance contrast. A simple chemical layer cannot explain the spatial intermittance of the discontinuity.
A model of thermoelastic properties for a chemically homogeneous adiabatic lower mantle is calculated. Constraints provided by this model are used in convection models to study dynamics of a chemically distinct layer at the bottom of the mantle. We find that the layer must be at least 2% denser than the overlying mantle to survive for a geologically significant period of time. Realistic decrease with depth of the thermal expansivity increases layer stability but is unable to prevent it from entrainment. Seismic velocities are computed for an assumed composition by applying the thermal and compositional perturbations obtained in convection simulations to the adiabatic values. The predicted velocity jump at the top of the chemical layer is closer to the CMB in the cold regions than in the hot. The elevation of the discontinuity above CMB in the cold regions decreases with increasing thermal expansivity and increases with increasing density contrast, while in the hot regions we find that the opposite is true. If the density contrast is small, the layer may vanish under downwellings. However, whenever the layer is present in the downwelling regions, it also exists under the upwellings. For a 4% density contrast and realistic values of expansivity, we find that the layer must be more than 400 km thick on average to be consistent with the seismically observed depth of the discontinuity. A simple chemical layer cannot be used to interpret the D" discontinuity: the required change in composition is large and must be complex, since enrichment in any single mineral probably cannot provide the required impedance contrast. A simple chemical layer cannot explain the spatial intermittance of the discontinuity.
INTRODUCTION
The D" region at the base of the mantle has been the focus of considerable seismological, geochemical and geodynamical study (see the review by Loper and Lay, [1995] ). Although our knowledge of the region has dramatically improved, we still lack a comprehensive understanding of the processes responsible for the structures at the bottom of the mantle. Moreover, we lack Another source of information on D" is the analysis of the travel times of various core phases (including traversing, reflected and diffracted phases). These studies provide more localized information on the bottom of the mantle. Significant findings include a triplication caused by an apparent 2-3% velocity jump a few hundred kilometers above the CMB [Lay and Helmberger, 1983] and an ultra-low velocity zone (ULVZ) at the bottom 40 kilometers or less of the mantle [Garnero and Heimberger, 1995; Garnero and Heimberger, 1996] . The most likely cause of the ULVZ is partial melting [Williams and Garnero, 1996] , but other interpretations, such as chemical anomalies cannot be ruled out. While the model of Lay and Heimberger [1983] is a viable interpretation of the observed triplication at the top of D", an alternative model has been suggested by Ding (1997] who demonstrated that the observed triplication can be explained by a smaller velocity jump (1%) than previously suggested (2-3%), provided that the vertical gradient of velocity is sufficiently high as may exist atop an old cold slab with a diffuse boundary layer.
The complexity of the region, its remoteness from the surface, and its ultimate importance in the global dynamics of the Earth call for an interdisciplinary approach to its exploration. Several such studies have been undertaken. Christensen and Hofmann [1994] studied mixing and transport in a thermo-chemical model of convection and predicted isotopic systematics of mantle derived basalts. Forte and Peltier (1989] compared seismically inferred CMB topography with that produced by a global flow model using buoyancy constrained by seismic tomography. Several studies attempted to predict temperature or density variations in the mantle from tomographic models [e.g., Hager et al., 1985; Yuen et al., 1993] or seismic velocities from dynamic models [e.g., Davies and Gurnis, 1986] . However, all previous studies generally use simple scalings between temperature and seismic velocity while a comprehensive interrelation between the dynamic modeling and mantle composition and thermoelastic properties is required.
It is obvious that the increasing resolution of tomography, more sophisticated dynamical models, and rapidly developing techniques in mineral physics experiments which provide elastic properties at higher pressures and temperatures, require a systematic approach to the problem. Such a systematic approach should allow us to close the gap between seismological inversions and dynamic models.
In this work we address the problem of the dynamics of the D" region and develop tools for testing numerical convection models against seismological observations by predicting seismic velocities from convection models. We first study the dynamics of a chemically distinct layer at the bottom of the mantle and explore the conditions under which such layer would survive for extended periods of time. Then we determine the properties of this layer which are consistent with fundamental seismological observations of the CMB region.
To make the dynamic simulation and inferred seismic velocities consistent, a coherent adiabatic reference model of thermoelastic parameters as a function of depth is required for the whole mantle. Since the focus of this study is the bottom of the mantle, we start by computing an adiabatic model for a chemically homogeneous lower mantle, using currently existing mineral physics data and geochemical constraints. Where necessary, the upper mantle parameters can be evaluated by interpolating between the lower mantle and surface values.
A convection model is then formulated with a bottom layer of specified physical properties. The convection in the mantle is then simulated numerically using parameters consistent with the adiabatic 1D model and the corresponding properties (such as density) of the bottom layer. The temperature field and the spatial distribution of the distinct material, obtained from the simulation, are then used to adjust the adiabatic elastic parameters to account for the effects of non-adiabaticity. This approach provides a dynamically consistent twodimensional field of seismic velocities. Thus, the calculated seismic velocities are closely linked to the geodynamic model through the adiabatic 1D parameters and properties of the distinct material.
ADIABATIC MODEL FOR CHEMICALLY HOMOGENEOUS LOWER MANTLE
( 8ln G / 8ln p) p are average dimensionless anharmonic parameters at P = 0 (taken as a mean value of the corresponding ambient and high temperature parameters). The major difference between our calculations and the study of Zhao and Anderson [1994) is in the approach to the pressure and temperature dependence of the coefficient of thermal expansion, a. The coefficient of thermal expansion has a significant influence on both the dynamics of convection [Yuen et al., 1991) and the seismic velocity calculation and is the major parameter linking the convection simulation and seismic velocity prediction in our study. This is why an accurate analysis of this important property as a function of pressure, temperature and composition is required.
The values of a for magnesiowiistite reported by various authors [e.g., Chopelas, 1996; Chopelas and Boehler, 1992; Duffy and Ahrens, 1993; Isaak et al., 1989; Isaak et al., 1990; Suzuki, 1975) seem to agree rather well with each other. Though the current state of the experimental techniques is not able to provide accurate measurements at simultaneous high pressures and temperatures appropriate for the bottom of the mantle, the values at intermediate pressures and temperatures can be extrapolated to the required conditions with a certain degree of uncertainty. Fortunately, there seems to be general agreement on the first-order temperature and pressure dependence of a for (Mg,Fe)O Chopelas and Boehler, 1992) . For temperature dependence of the coefficient of thermal expansion of magnesiowiistite at P = 0 in equations (1)- (3) we use the data from Isaak et al. [1989) .
However, the database of experimental measurements of a for silicate perovskite, (Mg,Fe)Si0 3 , is sparse and CONSISTENT SEISMIC VELOCITY PREDICTIONS 2 I I inconsistent even at ambient conditions. An analysis of various reports shows that the range of reported values seem to have a bimodal nature, clustering around low values of about 1.7 x 10-5 K-1 [Wang et al., 1994; Chopelas, 1996; Stacey, 1996) and high values about 4.0 x 10-5 K-1 Mao et al., 1991; Patel et al., 1996) .
In this study, the low values of a for (Mg,Fe)SiOa are favored for the following reasons. First, such values were supported by different experimental techniques. The values of the coefficient of thermal expansion obtained in large volume press experiments [ Funamori and Yagi, 1993; Wang et al., 1994; Utsumi et al., 1995) agree reasonably well with each other and the results of Raman spectroscopy measurements [ Chopelas, 1996) . Secondly, such choice is supported by a statistical analysis of existing P-V-T data [Jackson and Rigden, 1996) and theoretical thermodynamic considerations [Anderson et al., 1995; Stacey, 1996) . Besides, it has been suggested [Wang et al., 1994) that the early measurements of expansivity of (Mg,Fe)Si0 3 may have been made outside the stability field and so may not be correct. Taking the huge uncertainty in measured values, we follow the approach of Anderson et al. [1995) and compute a from thermoelastic parameters [Anderson and Masuda, 1994) rather than use it as an input parameter. So the choice between the low and high values of a is, in fact, the choice between the values of the corresponding thermoelastic parameters.
The computation begins with the Suzuki et al. [1979) 
-1 is the finite strain. Then the elastic parameters of the adiabatically compressed material can be calculated as follows [Sammis et al., 1970; Davies and Dziewonski, 1975] :
The elastic properties of the composite material are calculated by taking a Reuss-Voigt-Hill (RVH) average of the corresponding values for perovskite and magnesiowiistite:
where M is either Ks, Gorp and Xp~· is the volume fraction of perovskite that can be calculated from the molar fraction XPv.
The adiabatic temperature in the mantle is calculated using equation
where 'Y is the Griineisen parameter. It is generally accepted that the values of 'Y are not very sensitive to temperature above E> [D. L. Anderson, 1988; Anderson et al., 1996] . The effect of compression on 'Y is given by 
where rJ = p(P 0 ,TJ)/p (P,T) and 'Yo is the value at rJ = 1. The dimensionless parameter q has values close to 1 for most minerals but is itself a function of pressure and temperature. We separately calculate the Griineisen parameters for perovskite and magnesiowiistite and then take the RVH average to represent the Griineisen parameter of the compound material which is used in the equation for temperature (9).
To calculate the coefficient of thermal expansion along the mantle adiabat, the calculated isobars a(P 0 , T) must first be converted to isochores a(rJ = 1, T). This is done by integrating the identity
obtained by Anderson and Masuda (1994] . The Anderson -Griineisen parameter, {JT, varies with temperature below the Debye temperature [e.g., Isaak et al., 1990 ], so we use the average value, JT, of the ambient and high temperature values in the equation above. After that the coefficient of thermal expansion at a given temperature, T, and compression, rJ, can be calculated using the following equation, obtained by Anderson et al. [1992] : (12) where fJTo is the high-temperature value of the Anderson -Griineisen parameter at zero pressure, and k is a dimensionless thermoelastic parameter controlling the dependence of {JT on compression [Anderson and Issak, 1993] :
We use equations (12) and (13) 
The problem of 8 s pressure dependence was later addressed by Agnon and Bukowinski [1990] and . Both studies provided further support for the relative insensitivity of r to pressure and a substantial decrease in 8 s.
Anderson [1967] showed an empirical relationship
valid for most minerals above the Debye temperature.
From the analysis of the high temperature data on NaCl and KCl, Yamamoto et al. [1987] suggested that the following form of the relationship is more appropriate:
We use the relationship (15) to calculate 8s along the adiabat. Parameter r is assumed to be constant along the adiabat and equal to 5.25, consistent with hightemperature values for MgO [Isaak et al., 1989; Isaak et al., 1992] .
Following the described procedure, we calculate adi- [Bukowinski and Wolf, 1990; Hemley et al., 1992; Stixrude et al., 1992; Zhao and Anderson, 1994; Stacey, 1996] . The coefficient of thermal expansion, in turn, depends on several thermodynamic parameters, of which the most important are the Griineisen ratio, 'Y, and the Anderson -Griineisen parameter, 8r [Anderson et al., 1995; Stacey, 1996] . Parameters XPv, XFe, Tt were systematically varied in the limits 0.5-1.0, 0.08-0.12 and 1400-2100K, respectively, in search for the best fit to PREM in the 800 -2600km depth range. The top and bottom regions of the lower mantle were excluded because the effects of non-adiabaticity may be significant [e.g., Butler and Anderson, 1978] . The resulting preferred values are XPv = 0.55, XFe = 0.11 and Tt = 1750K, which are in agreement with the results of Stacey [1996] . However, this solution is obviously non-unique due to the existing tradeoffs and significant uncertainties in the values of input mineral physical properties and wide bounds of geochemical constraints. The corresponding profiles of density, p, and elastic moduli, Ks and G, are given in Figure 1 and the calculated seismic velocities
and (17) are given in Figure 2 . The modeling results (p, Ks and G) have systematically steeper slopes than PREM. Though this may be a drawback of the low-order equation of state, it does not necessarily imply that the calculated along an adiabat thermoelastic parameters are systematically wrong, since weakly super-adiabatic radial gradients of temperature cannot be ruled out for the lower mantle [Bukowinski and Wolf, 1990] .
Vs=~
Several assumptions were used in the calculations. First, all parameters involved, except p and G, are probably not very sensitive to iron content [Mao et al., 1991; Wang et al., 1994] . So in most cases we used the properties of the Mg end members for both (Mg,Fe)O and (Mg,Fe)Si0 3 (Table 1) . Second, we assumed non-equal partitioning of iron between magnesiowiistite and perovskite, consistent with the study of K esson and Fitz Gerald (1992] . The iron partitioning coefficients for (Mg,Fe)Si0 3 and (Mg,Fe)O, respectively, were taken as Kesson and Fitz Gerald [1992] .
We neglected the possible effect of the presence of high-pressure phases of Al and Ca-bearing minerals. These are expected to be in small amounts and in perovskite structure with a minor effect on the properties of the lower mantle [e.g., Jeanloz and Knittle, 1986; Zhao and Anderson, 1994] .
The isothermal bulk modulus, Kr 0 , in equation (4) was calculated from the adiabatic bulk modulus: (18) and it was assumed that K!r ~ K8 [D. L. Anderson, 1987; Isaak, 1993] .
When calculating the pressure dependence of (10) and (13), we took into account the pressure and temperature effects on the values of parameter q and temperature effect on the values of parameter k for magnesiowiistite, while constant values of q and k were used for silicate perovskite due to the absence of data.
By taking a RVH average, we assumed that various properties of a composite material are bounded by the corresponding properties of the constituents. While this is true for density and elastic moduli [Watt et al., 1976] , this issue has not been thoroughly studied for the coefficient of thermal expansion, a, and the thermoelastic parameters Or and ' Y· Anderson et al. [1996] argued that 'Y of the magnesiowiistite-perovskite mix must be bounded by the corresponding values of the constituents. We expect this to be also true for the a and Or. The calculated values of or, 'Y and Os along the lower mantle adiabat are given in Figure 3 .
For a successful dynamic model, values of the coefficient of thermal expansion are required throughout the mantle. We used a function in the form ao a( z) = _l_+_a_z....,..b (19) to fit the calculated values of the coefficient of thermal expansion along the mantle adiabat ( Figure 4 ). In equation (19) a 0 is the value of expansivity at zero depth, z is depth normalized by the radius of the Earth, and a and b are the fitting parameters to be determined. For the surface value of expansivity, a 0 we take the zeropressure value of olivine at T = 1750K, which is about 4.5 x 10-5 K-1 [Duffy and Anderson, 1989] . The best fit is found for a = 10.5, b = 0.85.
GEODYNAMIC MODEL
Thermo-chemical convection with two materials, each with distinct properties, is computed in a 2D cylindrical coordinate system (r, ¢) for a variety of cases. An incompressible flow model (Boussinesq approximation) is used in the simulation. The system is governed by the following non-dimensional equations [Zhong and Gurnis, 1993] , representing conservation of momentum
and mass \7. u = 0. (22) In the above equations, r is a unit vector in .the radial direction, r is dimensionless radius, u is dimensionless velocity, pis dimensionless pressure, Tis dimensionless temperature, t is dimensionless time, and ( is dimensionless depth of the core-mantle boundary. These n~ rameters are related to the corresponding dimensic .1al
CONSISTENT SEISMIC VELOCITY PREDICTIONS [1997] . The value of the volume averaged coefficient of thermal expansion, a, is calculated from the lD adiabatic model presented above. In terms of the dimensionless radius, r, the depth dependence (19) of a can be written as:
"'
where R 0 is the radius of the Earth, "' is the thermal diffusivity, jl is the volume averaged mantle viscosity, Ts is the temperature at the surface, and 6T is the temperature increase across the mantle (Table 2) . Dynamic viscosity, J-L, and coefficient of thermal expansion, a, in equation (20) are non-dimensionalized using the volume averaged values as characteristic scales:
where jl and a are volume averaged viscosity and expansivity of the mantle, respectively. We take jl = 4.5 x lo-s
Taking the volume average, we have: (30) a=~ I I loga dV = 1.535 X 10-SK-
For the purpose of convenience we will drop the '*' for dimensional values in all consequent equations. The effects of internal heating are not addressed in this study and only bottom-heated models are considered, so that H = 0 in (21) . Dimensionless parameter Rain (20) is the thermal Rayleigh number which characterizes the vigor of convection in such a system. It is given by where g is the gravitational acceleration, p 0 is the density of the ambient material, and D is the depth of the core-mantle boundary. The anomalous material has density p 0 + 6p 0 and its distribution is described by the composition function, C(r, ¢), which takes values from 0 (ambient material) to 1 (anomalous material). The effect of the introduced anomalous material on the flow is characterized by the compositional Rayleigh number, Rae, given by:
Parameter B in (20) The model domain is represented by a half-annulus ( Figure 5 ) with the inner radius corresponding to the core-mantle boundary and the outer radius corresponding to the surface of the Earth. Plates are modeled by imposing velocity boundary conditions on the top, as shown in Figure 5a . Free slip conditions are used at the bottom and side walls of the domain. The value of imposed surface velocity was determined from a free-slip calculation with no temperature dependent viscosity to ensure that the plate neither speeds up nor slows down the flow from what would be expected in convection with a free slip top . A velocity overshoot is added in the back-arc basin to initiate subduction and prevent the slab from being sucked up under the overriding plate [Christensen, 1996; Davies, 1997] . The trench migration velocity, Utreneh, equal to [Duffy and Anderson, 1989] . The dashed line gives the best fit using (19). The intercept on the vertical axis shows the volume averaged value used in dynamic models. The temperature is initially uniform throughout the interior of the mantle with superimposed top and bottom thermal boundary layers. The bottom boundary layer is 100 million years old. The thermal boundary layer for oceanic lithosphere is calculated using an infinite half-space cooling model with a velocity of Uplate = 5 em/yr. The age of the lithosphere at the initial trench location is about 160 million years. To facilitate the detachment of the sinking slab from the overriding plate, the temperature on top of the overriding plate is set to the mantle interior temperature [Christensen, 1996; Davies, 1997] . The temperature variation across the bottom thermal boundary layer is taken equal to the variation across the lithosphere. The temperature in the mantle interior should correspond to the foot temperature of the mantle adiabat, T1 = 1750K, calculated above. This constraint and the choice of temperature variation across the bottom thermal boundary gives the value of the non-adiabatic temperature increase across the mantle, f:lT = 2900K.
The imposed velocity of the subducting plate linearly increases from 0.05Uplate to Uplate over a time of 190 million years, roughly the time it takes the slab to reach the bottom of the mantle with such a velocity. Accordingly, the velocity of the overriding plate, which is equal to the velocity of the trench, increases from 0.05Utrench to Utrench over the same time interval. Such a gradual increase in imposed velocity helps to initiate subduction and is well justified physically, since the driving buoyancy force gradually increases with the increasing volume of subducted material. This is also consistent with a fully dynamic model of oceanic plates where plate margins are modeled with faults and surface velocities are model outcomes [Zhong and Gurnis, 1995] .
A layer of distinct material with initial thickness d~ayer is introduced at the bottom of the mantle. The material interface is initially represented by a chain of Utrench 0.5 cm/yr N = 2000 particles, extending from the left side-wall to the right. Each particle is a passive tracer and is characterized by its coordinates ( r~nt, ¢~nt) in the system. Though this chain is not closed, the no-flux conditions at the bottom and the side-walls produce an effectively all-encompassing boundary. At any time a point lying above the chain is assumed to have an ambient composition, while a point lying below the chain is assumed to have a distinct composition.
The temperature and depth dependence of the dimensionless viscosity, J.L, is given by
The depth dependent part, J.Lo(r), includes a factor of 10 increase across the 670 km depth:
Parameters c 1 and c 2 in (35) control the range of viscosity variation with temperature and the stiffness of the cold slab. We use c 1 = 17.22, which corresponds to an activation energy of 415 kJ·mol-1 , and c 2 = 0.64. A cutoff value of 10 3 is used. These parameters lead to 3 orders of magnitude in viscosity variation due to the temperature variations across the top boundary layer and another 2 orders of magnitude due to temperature variations in the bottom boundary layer.
The normalization parameter A in (35) is chosen so that the following equality holds when averaged over the entire duration of the simulation: (37) where V is the volume of the model domain. We find A ~ 0.16. Figure 5b shows viscosity of the flow as the slab penetrates into the lower mantle. Equations (20)- (22) are solved using a finite-element code ConMan [King et al., 1990] , as modified by Zhong and Gurnis [1993] for a cylindrical geometry. The finite elements mesh has 300 elements in the azimuthal direction and 100 elements in the vertical. The mesh is refined both vertically and horizontally to increase the resolution in the thermal bounrlary layers and in the area of subduction.
The particles in the chain, representing the material interface, are advected using a third-order accurate predictor-corrector method. Whenever the distance between two adjacent particles exceeds a specified limit, 8max, a new particle is introduced into the chain and placed between the two particles, so that the resolution of the boundary never falls below 8max. In our calculations we use 8max = 13 km. An integration routine is used to calculate the ratio of each material in the finite element mesh. The associated compositional buoyancy is then fed back into the momentum equation (20) . The accuracy of the material tracking algorithm was tested using steady-state divergence free analytic stream functions. The relative change in the volume, occupied by the distinct material did not exceed 1% after two overturn times, which is quite satisfactory for our purposes.
With all obvious limitations, introduction of compositional buoyancy into a conve~tive system provides a nearly perfect resolution of the material interface, unlike solving an advective-diffusion equation or tracer particle methods. This jump in properties is essential for modeling seismic discontinuities. Moreover, the method does not seem to be vulnerable to the spurious settling problem encountered in various studies for the tracer particle techniques [ Gurnis, 1986; Christensen and Hofmann, 1994; van Keken et al., 1997] .
We compute twelve different models of thermo -chemical convection, varying in the form of depth dependence of the coefficient of thermal expansion, a(r), the properties of the material in the bottom layer and the layer thickness, d~yer (Table 3 ). All studied cases have the same average thermal Rayleigh number. This is ensured by the normalization of the non-dimensional coefficient of thermal expansion, requiring its volume average to be 1. In models with depth dependent thermal expansivity a varies with depth according to the adiabatic 1D model (30).
COMPUTING 2D VELOCITY PERTURBATIONS
To estimate the effect of the super-adiabatic temperatures and the inclusion of the chemically distinct material on the adiabatic 1D seismic velocities we use a Taylor series expansion of equations (16) and (17) 
where fp = Pd/Pa, fKs = Ksd/Ksa, fG = Gd/Ga are the elastic parameters ratios of the chemically distinct and the ambient materials, 6Tna is the non-adiabatic temperature, e is the concentration of the distinct material and zero subscripts refer to the adiabatic 1D values. Values of <5 8 at any given depth are taken consistent with the thermodynamic estimates along the adiabat (Figure 3 ). The value ofr is assumed to be constant with depth and equal to 5.25. The non-adiabatic temperature, 6Tna, and the concentration of the distinct material, e, are obtained from the convection simulation. The non-adiabatic temperature is calculated as (40) where TJ is the foot temperature of the adiabat and T is the temperature from convection computations.
RESULTS
The convection simulations have been integrated for 400 million years in each case. We now discuss the details of the results for a nominal case M9 with 6p/ p = 4% and a varying with depth according with (30). The slab starts its descent into the lower mantle at a very steep dip angle and stays almost vertical until its tip reaches the bottom. After that the lower part of the slab levels off and continues along the top of the bottom layer. The dip of the slab is reduced and some folding occurs. The slab has a substantial influence on the morphology of the bottom layer, depressing the material below and pushing it aside, towards the upwelling regions. This results in significant topography of the material interface, which is raised in the upwelling regions on both sides of the slab and depressed below the slab.
Results of the convection simulations for models M1, M2, M9 and M10 after 400 million years are given in Figure 6 . In order to estimate the influence of model parameters (a, B, and d~ayer) on the morphology of the bottom layer we computed the RMS topography of the For models with variable a the depth dependence of the coefficient of thermal expansion is consistent with the adiabatic 1D calculations (30). For constant a cases the volume averaged value of a, given by (31) is used. layer for all model cases, using
The parameter 6dRMS characterizes the radial disturbance of the layer and is equal to zero for a uniform layer and increases with topography. The values of 6dRMS for all cases after 400 million years are given in Table 3 . Figure 7 gives the dependence of 6dRM s on the thermal expansion and the density contrast of the bottom material.
The topography of the layer is significantly reduced when the value of a at the bottom of the mantle is decreased. However, the effect of a on the slab dynamics is minor.
As Figure 7 shows, the stability of the layer dramatically increases when its density anomaly increases to about 2%. In all cases with 6p 0 / p 0 < 2% most of the bottom layer was already destroyed after 400 million years of integration through entrainment of the material by plumes. Though smaller values of a increase the survival time of the layer, the decrease in a alone, without a density anomaly in the bottom material, is not able to keep the layer intact for long periods. Figure 8 gives the values of 6dRMS as a function of time for six different cases. The topography of the ·material interface is controlled by two opposing processes. In subduction areas, the weight of the cold slab and the stress transmitted by the slab from the surface tend to depress the material boundary. A way from the slab, in the upwelling regions, the growing bottom thermal boundary layer increases the thermal buoyancy of the material, tending to elevate the boundary. The topography rapidly increases for about 100-200 million years as the slab descends to the bottom of the mantle and depresses the chemical layer. Then topography stays approximately constant for some time until the layer heats up and thermal buoyancy becomes substantial. A 1% chemical density contrast is obviously not enough to balance this buoyancy and the basal material is rapidly entrained by the upwellings after about 300 million years of model integration. For a 2% density contrast, at least after the period of integration used in our study, the layer survives at the bottom. However, all the material is swept towards the upwelling regions away from the core-mantle boundary below the slab.
An interesting change in dynamics occurs when the thickness of the layer is increased and a sufficient density contrast is applied. With an initial thickness of 400 km and a density contrast of 4% the slab fails to thin the layer significantly. The increased temperature drop across the bottom thermal boundary layer has a destabilizing influence [Lenardic and Kaula, 1994] and leads to the initiation of an upwelling below the slab (Figure 6d) . This initiated upwelling increases the buoyancy of the layer below the slab, thus partially reducing the depression of the interface. However, this buoyancy increase is unable to reverse the effect of the slab and produce elevated topography below the slab.
The bottom panels in Figures 6 show seismic velocities through the radial profiles indicated in the top panels. The values of the adiabatic 1D velocities were corrected for the effects of temperature and chemistry using the procedure presented in Section 4. For cases M1 the properties of the basal layer and the corresponding composition will be discussed below. We will first discuss cross-sections in the downwelling regions (cross-sections labeled 'B'). For all models, except M10, where the layer was initially 400 km thick, Vs remains nearly adiabatic down to a depth of about 2200 km, where it starts to increase due to the slab thermal anomaly. In model M10, the slab rests higher in the mantle, since the thickness of the bottom chemical layer is higher. The shear velocity for this case starts to deviate from its adiabatic values at about 2000 km depth. The fast velocity anomaly then continues to increase with depth, reaching its maximum at depth of 2200-2500 km, corresponding to the middle of the slab. At greater depths the trend reverses and Vs returns to its adiabatic values. Both the increase and decrease take place over a depth range of about 200 km, as the slab is diffuse. Following the attainment of adiabatic values, velocity starts to decrease with a large gradient due to the super-adiabatic temperatures of the bottom thermal boundary layer. In model M10 (Figure 6d ) a discontinuous velocity increase by about 2% occurs at the top of the layer in the region of a negative velocity gradient. The elevation of this discontinuity above the CMB is about 150 km. For models with D.po/ Po < 4% and d~ayer = 200 km no discontinuity is observed as the layer vanishes below the slab.
In the upwelling regions (cross-sections labeled 'A'), Vs remains adiabatic down to depth of about 2500 km. It then starts to decrease because of the super-adiabatic temperatures of the bottom thermal boundary layer. A discontinuous increase by about 2% occurs at the top of the chemical layer in models M9-M10. The elevation of the discontinuity above the CMB is about 290 km for model M9 and about 590 km for model M10 -much higher than for the downwelling regions.
Lower basal values of a increase the height of the discontinuity in the downwelling regions, while decreasing it in the upwelling regions. The influence of the density contrast increase is similar to the influence of a reduction. In terms of providing a given topography in the downwelling regions, a tradeoff exists between the layer density contrast, its average thickness, and the basal values of a. Although a 2% density contrast may be sufficient to prevent the layer from entrainment, a higher density contrast and a thickness of more than 200 km are required to ensure that the layer does not vanish in the downwelling regions. An interesting implication of the dynamics of such systems is that if the 500 M4 M6 M7 400 M9 M11 M12 layer survives for significant periods of time it becomes hot. This leads to high temperature gradients across the material interface in the downwelling regions, so that the discontinuous seismic velocity change occurs in the area of negative velocity gradient.
DISCUSSION
A chemical layer at the bottom of the mantle has been proposed in several studies [e.g., Davies and Gurnis, 1986; Christensen and Hofmann, 1994; Wysession, 1996] as causing the seismic discontinuity at the top of D". Using both previous and new results, is such an interpretation of the seismology consistent with the dynamics of the mantle and mineralogical and geochemical constraints?
Seismic body waves have been interpreted in terms of a 2-3% discontinuous velocity increase 150 to 350 km above the core-mantle boundary with a median height of 250 km in many regions of the world [Loper and Lay, 1995] . There are, however, reports of the height of the discontinuity as low as 130 km [ Vidale and Benz, 1993] and as high as 450 km [Kendall and Shearer, 1994] . One of the controversial issues about the discontinuity is the problem of its intermittent nature (see discussion by Loper and Lay (1995] ). It is still not clear if the discontinuity is a global feature [Nata! and Houard, 1993] or if it only exists in some places in the world. The discontinuity has been observed in most seismically fast (cold) regions at the base of the mantle but it has also been reported in some slow {hot) regions [Kendall and Shearer, 1994] . While it is still difficult to make firm conclusions about the correlation of the discontinuity with the location of upwelling and downwelling regions, an interpretation of this velocity jump should be able to provide some explanation to the absence of the discontinuity in seismically slow regions and why its detection in those regions would be complicated.
Dynamics of a dense layer at the base of a convection system has previously been studied Gurnis, 1986; Hansen and Yuen, 1989; Olson and Kincaid, 1991] . All of the previous studies and our new work demonstrate the same qualitative influence of convection on the morphology of the layer. The layer is depressed below the cold downwellings and is swept towards hot regions where it may or may not be entrained by the upwellings. Independent of the layer formation, all dynamic models predict that the layer would be thinnest in the downwelling regions and thickest below the upwellings. This means that if the seismic discontinuity in D" occurs on top of a chemical layer, CONSISTENT SEISMIC VELOCITY PREDICTIONS 223 this layer must be at least 200-250 km thick since this is the height of the observed velocity jump in most seismically fast regions and regions which are most likely regions of downwellings.
If a layer of sufficient thickness is formed at the bottom of the mantle, under what conditions would the layer survive for a geologically long time without substantial recharge? This problem was studied by Davies and Gurnis (1986] in convection models with constant viscosity. It was found that an initially 300 km thick layer which is 2-3% heavier than the surrounding mantle would survive for at least 250 million years. Laboratory experiments [Olson and Kincaid, 1991] suggest that at least 2% density anomaly is required to prevent the layer from immediate overturn. A layer with a higher density contrast would be stable against mixing on a geophysically significant time scale. Sleep [1988] formulated a single model of the entrainment of a dense layer and concluded that an approximately 6% density anomaly is required to prevent the layer from entrainment. Kellogg and King (1993] gave a similar estimate {3-6%) and noted that a low viscosity bottom layer would retard entrainment, reducing the density anomaly, required for layer stability. Hansen and Yuen (1989] emphasized the importance of depth dependent thermal expansion on the dynamics of the dense layer and suggested that the decrease in a with depth increases layer stability. Our results suggest a minimum required density contrast of 2% and agree with most previous studies.
The effect of internal heating on the stability of the layer was not addressed in this study. Christensen and Hofmann (1994] showed that varying the amount of internal heating in their models did not significantly affect the rate of entrainment of the layer. Tackley (1998] demonstrated that when the basal heating is completely excluded, the rate of entrainment is considerably reduced. Such a model is unlikely true for the Earth as high temperature gradients probably exist at the base of the mantle [Williams, 1998] . However this issue requires a more detailed study.
Another important limitation of this study is a twodimensional approximation. Results of Tackley (1998] show that the rate of entrainment is similar in equivalent 2D and 3D models. So while the dynamics in three dimensions can be qualitatively different from two-dimensional convection, our conclusions about the layer stability requirements will probably hold for three dimensions.
If the material is efficiently entrained by the upwellings, considerable recharge of the layer is required so that the layer can exist for long periods of geological time. The sources of such recharge may include products of reactions between the core and mantle [Knittle and Jeanloz, 1991; Kellogg and King, 1993] or rock subducted from the surface [ Gurnis, 1986; Christensen and Hofmann, 19941- Modeling results of Kellogg and King [1993] indicate that if the layer is recharged from the core a density contrast of 3-6% is required for the material in the layer. Otherwise, entrainment processes dominate and the layer is destroyed. Such a mechanism would create a layer less than 100 km thick throughout Earth history -about half of what would be required to explain the D" discontinuity. If the material of the layer is intermixed by convection with the material above, creating a thicker layer with an intermediate density [Kellogg and King, 1993] , the resulting layer would probably have a diffuse boundary and would be unable to produce seismic reflections.
Recharge by subduction was studied by Gurnis [1986] and Christensen and Hofmann [1994] . The problem with this scenario is that at the CMB only the original crustal layer of the subducting slab is expected to be denser than the surrounding material. This posteclogite phase of basalt comprising the oceanic crust was estimated by Christensen and Hofmann [1994] to be about 2% denser than the surrounding material under the conditions relevant at the CMB. Convection models with constant viscosity demonstrated that separation of this dense phase from the rest of the slab is required in order to produce some chemical pool at the bottom of the mantle [ Gurnis, 1986] . Incorporating the layered structure into numerical models, Richards and Davies [1989] suggested that no separation between the original crust and depleted lithosphere would occur in the upper mantle and the transition zone. This result was corroborated by Gaherty and Hager [1994] , who showed that slab dynamics in the upper part of the mantle is controlled by the thermal buoyancy and not the density differences associated with chemical lamination of the slab. However, Christensen and Hofmann [1994] suggested that the separation of the dense phase from the slab may occur at the bottom of the mantle and hypothesized that such separation would indeed produce a layer of post-eclogitic rock on top of the core-mantle boundary. It was found, however, that only a small fraction of the subducted crust would accumulate at the bottom of the mantle, while the rest would be remixed into the mantle. This fraction strongly depends on the Rayleigh number and is less than 2% for Ra "' 10 7 [Christensen and Hofmann, 1994] . Using the present day rate of crust subduction of 20 km 3 fyr we can estimate that such a process would require 80-100 billion years to form a layer 200-250 km thick. Although the mantle dynamics was likely to be different in the early Earth history, we doubt that such mechanism could produce sufficient amount of material to form the D" layer. Moreover, because of intensive mixing of the subducted crust a rather diffuse boundary is expected.
If a chemical layer with a thickness which matches the height of the D" discontinuity exists, what could the layer be comprised of? The material has to satisfy the following two properties: 1) in order to survive for a geologically significant period of time, it must be at least 2% denser than the surrounding material and 2) in order to match seismological constraints, it must have seismic velocities 2-3% higher than a lower mantle of "ambient" composition. Iron enrichment is the most effective mechanism for a density increase. However, Fe enrichment of the magnesiowiistite and silicate perovskite lower mantle results in lower velocities of the resulting assemblage. A possible exception is the lowspin Fe 2 + [Gaffney and Anderson, 1973] . A spin-pairing transition in FeO was suggested by several studies [e.g., Strens, 1969; Gaffney and Anderson, 1973; Sherman, 1988] . However, not only are the elastic properties of the low-spin phase unknown, the transition pressure itself is a subject of an ongoing discussion [e.g., Sherman and Jansen, 1995] . In a recent study Cohen et al. [1997] predicted from first-principles calculations that a magnetic collapse can occur in iron under the lower mantle conditions. However, no experimental evidence for such transitions has yet been found.
The subducted post-eclogite ocean crust, as estimated by Christensen and Hofmann [1994] , is about 2% denser than the magnesiowiistite and silicate perovskite lower mantle and, as estimated by Wysession [1996] , has a 2-3% faster seismic velocity. However, as was discussed above, a sufficiently thick layer of subducted ocean crust at the base of the mantle is unlikely.
Vidale and Benz [1993] estimated that a 25% enrichment in stishovite of the basal layer could explain the seismic data. Using a third-order Birch-Murnaghan equation of state we calculated the properties of Si0 2 stishovite at pressures 250 km above the core mantle boundary. The estimated density of stishovite at that depth is about 3% lower than the density of a magnesiowiistite and silicate perovskite assemblage with XPv = 0.55 and XFe = 0.11, which is the composition that provides a good fit to PREM, as estimated in our study. Several post-rutile structures have been proposed for Si0 2 and two were experimentally identified. These are a CaCh-type structure [ Tsuchida and Yagi, 1989] and a a-Pb0 2 -type structure [Dubrovinsky et al, 1997; Karki et al., 1997a; Karki et al., 1997b] . However, the volume change associated with each of the associated transitions is less than 1% [ Tsuchida and Yagi, 1989; Karki et al., 1997a] . This means that even if all silica at the base of the mantle is transformed into CaCl2 structure, as suggested by Kingma et al. [1995] , or even into o:-Pb0 2 structure, it will remain less dense than the magnesiowiistite and silicate perovskite assemblage. It is obvious that silic~ enrichment alone cannot provide a dynamically stable layer and some iron enrichment is also required.
Any extra iron in D" is likely to enter FeO, though some amount of FeSi alloy may also be present [Knittle and Jeanloz, 1991] . So iron enrichment is equivalent to the increase in FeO content. This means that if any high pressure phases of FeO exist, their properties may significantly affect the amount of FeO required to dynamically stabilize the layer. Two phase transitions in FeO at high pressures have been reported. One, taking place around 16 GPa, has been associated with a distortion of the rock-salt-type cell into a rhombohedral cell [Zou et al., 1980; Yagi et al., 1985] . Another transition observed at pressures about 70 G Pa [Jeanloz and Ahrens, 1980; Yagi et al., 1988] is interpreted as a transition to a NiAs phase [Fei and Mao, 1994] . The phase transition .at 70 GPa is accompanied by a density increase of at least 10-16% [Jackson and Ringwood, 1981] . However, the elastic moduli are similar for the low pressure and high pressure polymorphs, so that velocity is expected to decrease in the transition [Jeanloz and Ahrens, 1980] . A solid solution of MgO and FeO may have a significantly different phase diagram. Shock compression of Mgo. 6 Fe 0 .40 to 200 GPa [Vassiliou and Ahrens, 1982] · did not find a convincing evidence for any phase change similar to the phase transition of FeO at 70 GPa. This questions the existence of high pressure modifications of magnesiowiistite in the lower mantle and suggests that the density and elastic moduli of any such phases must be similar to the low-pressure phase.
We calculate the influence of stishovite and iron enrichment on the density and shear velocity of the adiabatic 1D model (Figure 9 ). The filled circle represents the composition of the computed adiabatic 1D model (a silicate perovskite and magnesiowiistite assemblage with XPv = 0.55 and XFe = 0.11). The solid contours indicate the influence of the change in iron content or stishovite enrichment on the density of the assemblage, while the dashed contours indicate the effect on the shear velocity. The light shaded area shows the range of compositions consistent with the requirements for a dynamic stability of the chemical layer CONSISTENT SEISMIC VELOCITY PREDICTIONS 225 (~Po/ Po ~ 2%). The medium shaded region represents the range of compositions consistent with a seismologically observed shear velocity increase by 1-3%. The intersection of the two regions, the dark shaded region, · represents the range of compositions that are both dynamically and seismologically consistent. According to this analysis, 25-60% by volume of stishovite, accompanied by a significant increase of XFe could produce a layer that would provide the required velocity jump and be dynamically stable. Due to the very small volume change and predicted average shear modulus softening of 10-30% estimated by Jeanloz [1989] for rutile~CaCl 2 transition, transformation of silica into one of the mentioned above post-rutile phases probably would not affect the estimates significantly or considerably reduce the required amount of silica.
The source of the extra Si0 2 and FeO is not clear. Several possibilities may exist. Stixrude and supported the dissociation of silicate perovskite to Si0 2 and (Mg,Fe)O under the D" conditions. Such dissociation would produce a seismic velocity increase by about 3%, as estimated by Wysession [1996) . Stixrude and Cohen [1993) argue against such decomposition under lower mantle conditions, but more the recent experimental work of Meade et al. (1995) shows evidence for a dissociation of silicate perovskite into an assemblage of perovskite and mixed oxides. However, estimates show that even if Si0 2 is transformed into one of the known post-rutile structures, perovskite remains denser than the isochemical mixture of oxides [ Tsuchida and Yagi, 1989] . This means that silicate perovskite is expected to be stable under the lower mantle conditions, unless some denser phases of silica and magnesiowiistite exist. Chemical reactions between the core and the mantle material may be another source of Si0 2 and FeO in D" [Knittle and Jeanloz, 1991] , but, as was discussed above, this mechanism is unlikely to be sufficiently efficient to create enough reaction products to generate a layer of required thickness.
The layer may also have been created in the process of the Earth differentiation. A model of inhomogeneous accretion predicts a layer of refractory material at the top of the CMB, since this material is expected to be about 2% denser than normal mantle [Ruff and Anderson, 1980) . However, as estimated by Ruff and Anderson , the refractories would have about 5% lower seismic velocity, so such composition is an unlikely candidate for aD" chemical layer consistent with the seismic discontinuity at its top.
The stishovite and iron enriched composition used for computing the shear velocity cross-sections ( Figure 6 ) is marked in Figure 9 with a filled triangle. It corresponds to XFe = 0.82 and 58% ( vol.) of stishovite. This composition provides a 2% velocity jump at the top of the chemical layer, and its density contrast {4%) is consistent with the value of 6po/ Po used in the dynamic modeling. However, the only case that predicts the height of the discontinuity consistent with seismological observations in the seismically fast (cold) regions is model M10, where the layer was originally 400 km thick. All other cases predict a discontinuity too close {less than 100 km) to the CMB or the discontinuity is missing. This implies that, unless even higher density contrast is assumed for the basal material, the chemical layer must be about 400 km thick on average to be consistent with seismological observations. What possible reasons may complicate seismological detection of the top of such a dense chemical layer in seismically slow regions? Source-receiver pair geography may play some role [Kendall and Shearer, 1994) . It is also very possible that the seismically slow regions in D" where no evidence for the discontinuity exists are chemically different from the rest of the basal material. One possibility is iron-rich phases coming from the core. This material, when mixed with the dense and seismically fast basal layer, would reduce its velocity and this reduction may be sufficient to neutralize the jump at the top of the basal layer. Hot upwellings may facilitate this process. Another possible mechanism that may potentially complicate detection is defocusing of seismic waves by a convex top boundary of the layer, expected in the upwelling regions. However, our models show a very smooth material interface with very low curvature. Such an effect is unlikely to play any significant role.
A viable alternative to a chemical layer is a phase transition. This interpretation of the seismic discontinuity is favored by Nataf and Houard [1993) and was considered by Wysession [1996] . No relevant phase change has been experimentally confirmed. But the hypothetical possibilities include the breakdown of silicate perovskite into the constituent oxides [ Wysession, 1996) or some, not yet known, transition in perovskite or magnesiowiistite.
CONCLUSIONS
Our current state of knowledge on D" does not allow us to accept or rule out a chemical origin of the seismic discontinuity at the top of the D" region. Tighter constraints are required on the high pressure properties of minerals relevant to the lower mantle, the phase diagrams and the change of volume and elastic moduli associated with various transitions. We still poorly understand the extent of material exchange between the core and the mantle and the scope and rate of chemical reactions at the CMB, as well as the evolution of the Earth as a whole. However, dynamic modeling, seismic observations and general considerations argue against a simple chemical layer. Some of the arguments are the following:
1. Dynamic models suggest that at least a 2% density contrast is required in order for a chemical layer to survive for geologically significant periods of time. This, combined with a seismic observations of a 2-3% velocity increase, requires a very large impedance change. A complex change in composition is probably required, since enrichment or depletion in a single mineral is unlikely to be able to produce the required impedance contrast. 2. An even higher density contrast (4% or more) and initial thickness of about 400 km are required to ensure the layer exists under the downwellings. A mechanism able to form a layer of such thickness throughout the history of the Earth is not known. Estimates show that neither subducted material, nor the products of reactions with the core can supply enough material. Refractories emplaced from the core, although they may have the required density contrast, are expected to have lower velocities than normal mantle and thus are unlikely candidates. 3. Dynamics of a dense layer implies that the material interface in the downwelling regions is accompanied by a high vertical temperature gradient. This means that the discontinuous velocity increase will occur in a region with negative vertical gradient of seismic velocity. Such a model would require a higher velocity jump(> 3%) than the Lay and Helm berger (1983] model in order to produce sufficiently strong reflections, consistent with seismic observations. This requires an even higher impedance contrast. 4. It is difficult to explain why a seismic discontinuity has not been confirmed on top of D" in any seismically slow (hot) region of the world. A chemical layer of significant thickness in the downwelling regions, completely thinned out in the upwelling regions, is not dynamically plausible. Dynamic models predict a very smooth material interface in the upwelling regions, so any defocusing effects cannot be important. 5. A simple chemical layer cannot explain other seismological observations relevant to D", such as the high heterogeneity or anisotropy. If D" is a chemical layer, it is most likely chemically heterogeneous and its dynamics is much more complex than shown by our models or any other models to date. Its morphology is probably influenced by other processes so far ignored and, perhaps, still unknown processes that are yet to be discovered.
