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INTRODUCTION
w xIn our recent paper IW1 , we obtained a basic formula, which we call a
minor-summation formula of Pfaffian. This formula expresses a weighted
sum of maximal minors of an arbitrary rectangular matrix in terms of a
single Pfaffian. Such a minor-summation formula has developed in the
 w x w xstudy of enumerative combinatorics of plane partitions. See I , O1 , and
w x .St , for example. Our minor-summation formula can be viewed as a
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Pfaffian version of the Cauchy]Binet formula and as a generalization of
 t .  .  .  .the relation Pf TA T s det T Pf A for square matrices. See Section 2.
The aims of this paper are to give a new elementary proof of Littlewood's
formulas for Schur functions and to generalize them for the characters of
 .  .the classical groups Sp 2n, C and SO N, C . The original Littlewood
w xformulas L are the expansions of the products
"1 "1
1 y x x and 1 y x x .  . i j i j
1Fi-jFn 1FiFjFn
in terms of the Schur functions. Our generalizations for the classical
groups provide the expansion formulas of the products of the form
n
k ykx q x . i i
is1
 .  .in terms of the irreducible characters of Sp 2n, C and SO n, C . These
Littlewood-type formulas might bring some information about the repre-
sentation theory of classical groups.
This paper is organized as follows: We prepare some notations and
review Weyl's character formula in Section 1. The minor-summation
formula and its corollaries are presented in Section 2. Section 3 is devoted
to the calculation of the subPfaffians, which appear as weights in the
 .minor-summation formula. Littlewood's formulas for GL n, C are derived
 .  .in Section 4 and their generalizations for Sp 2n, C and SO N, C are
given in Section 5.
In this paper, we only deal with the Littlewood-type formulas. In a
forthcoming paper, we will investigate several expansion formulas related
w x w x w xto the dual pairs in the sense of R. Howe H . See IW2 and O2 for other
applications.
1. NOTATIONS AND PRELIMINARIES
We will fix some notations concerning partitions and characters of the
classical Lie algebras. And we collect some formulas for the irreducible
characters.
Partitions
 .In this paper, we denote by N resp. Z the set of non-negative integers
 . w x  4resp. the set of integers . Also, we use the notation i, j s i, i q 1, . . . , j
 . w x w xfor i, j g Z i F j and n s 1, n .
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 .A partition is a non-increasing sequence l s l , l , . . . of non-nega-1 2
< <  .tive integers with finite sum l s  l . The length l l of a partition l isi i
the number of non-zero terms of l. If an integer i appears exactly mi
 m1 m2 .  n.times as a part of l, we write l s 1 2 . . . . For example, r is the
partition
r , r , . . . , r . .^ ` _
n times
 X X .The conjugate partition l9 s l , l , . . . of a partition l is defined by1 2
X  4l s a j : l G i .i j
 .   ..For a partition l, we denote by r l resp. c l the number of rows
 .  .resp. columns of odd length. We say that l is e¨en resp. transposed-e¨ en
 .   . .if r l s 0 resp. c l s 0 .
 .  4Given a partition l, we put p l s a i : l G i and definei
a s l y j, b s lX y j for 1 F j F p l . .j j j j
Then a ) ??? ) a G 0 and b ) ??? ) b G 0. We write l s1 pl. 1 pl.
 .a ¬ b and call this the Frobenius notation of l.
For r g Z and n g N, let G be the set of all partitions of the formr , n
 .l s b q r, . . . , b q r ¬ b , . . . , b with length F n. For example, G1 p 1 p 2, 2
consists of four partitions
< < <B, 3 s 2 0 , 4, 1 s 3 1 , 4, 4 s 32 10 . .  .  .  .  .  .
A half-partition of length n is a non-increasing sequence l s
1 .l , . . . , l of non-negative half-integers l g N q . Then we can write1 n i 2
1 1 .l s m q , . . . , m q , where m is a partition of length F n. If there1 n2 2
1is no confusion, we simply write l s m q .2
 .If l is a partition of length F n resp. a half-partition of length n , we
1 .  .associate to l a subset J l of N resp. N q defined by2
 4J l s l q n y 1, l q n y 2, . . . , l . . 1 2 n
 .  4Then l can be recovered from J l s j - ??? - j by putting l s1 n i
j y n q i.nq1yi
Let T be an n-rowed matrix with columns indexed by a set I. Given an
n-element subset J of I, we denote by T the n = n submatrix of TJ
 .obtained by picking up the columns indexed by J. If T s t ,i j is1, . . . , n, jg I
 .  .then T s t . If A s a is a skew-symmetric matrix,J i j is1, . . . , n, jg J i j i, jg I
 .then we write A s a by abuse of the notation.J i j i, jg J
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Characters
We will consider the following four series of classical Lie algebras of
types A, B, C, and D:
g s gl n , C , .An.
g s so 2n q 1, C .Bn.
s X g gl 2n q 1, C : J X qtXJ s 0 , . 5s o 2 nq1. s o 2 nq1.
g s sp 2n , C s X g gl 2n , C : J X qtXJ s 0 , .  . 5Cn. s p 2 n. s p 2 n.
g s so 2n , C s X g gl 2n , C : J X qtXJ s 0 . .  . 5Dn. s o 2 n. s o 2 n.
Here J and J are the anti-diagonal matrices given bys o N . s p 2 n.
0 JnJ s J , J s ,s o N . N s p2 n.  /yJ 0n
where
1
1
??J s .?k
1 0
1
w xSee W for the representation theory of classical groups.
Let h be the Cartan subalgebra consisting of diagonal matrices inX n.
 .  .  .  .  .g , where X n represents A n , B n , C n , or D n . And let « :X n. i
 .h ª C be the linear functional assigning the i, i -entry of H g h toX n.
H. Then we can take a simple system of roots as follows:
 4P s « y « , . . . , « y « ,An. 1 2 ny1 n
 4P s « y « , . . . , « y « , « ,Bn. 1 2 ny1 n n
 4P s « y « , . . . , « y « , 2« ,C n. 1 2 ny1 n n
 4P s « y « , . . . , « y « , « q « .Dn. 1 2 ny1 n ny1 n
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It is well known that the finite dimensional irreducible representations of
g are parametrized by the dominant integral weightsX n.
q  4P s l « q ??? ql « : l g C, l y l g N ,An. 1 1 n n i i iq1
q  4P s l « q ??? ql « : l is a partition or a half-partition ,Bn. 1 1 n n
q  4P s l « q ??? ql « : l is a partition ,Cn. 1 1 n n
q  4P s l « q ??? ql « " l « : l is a partition or a half-partition .Dn. 1 1 ny1 ny1 n n
 .  .  .  .  .If X n s A n , B n , or C n , and l s l , . . . , l is a partition or a1 n
 .half-partition, we denote by l the formal irreducible character ofX n.
 .g with highest weight l « q ??? ql « . In the D n case, we defineX n. 1 1 n n
"  .l to be the irreducible characters of so 2n, C with highest weightsDn.
l « q ??? ql « " l « , respectively. Note that lq s ly if1 1 ny1 ny1 n n Dn. Dn.
 .l l - n. Here we regard a character as a Laurent polynomial in the
"1r2 " « i r2  .variables x s e . For g s gl n, C , the irreducible charactersi An.
 .l are often denoted by s x , . . . , x and called the Schur functions.An. l 1 n
We now recall Weyl's character formula. We introduce the n-rowed
matrices
T X n. s t X n. X s A , B , C , Dq , Dy , D . .i k is1, . . . , n
 .with i, k -entries defined by
t An. s x k for k g N,i k i
1Bn. kq1r2 yky1r2t s x y x for k g N,i k i i 2
tCn. s x kq1 y xyky1 for k g N,i k i i
q 1D n. k ykt s x q x for k g N,i k i i 2
y 1D n. k ykt s x y x for k g N,i k i i 2
and
1 if k s 0Dn.t s k ykik  x q x if k G 1.i i
Then Weyl's character formula can be written in the following form.
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 .PROPOSITION 1.1. For a partition or a half-partition l s l , . . . , l , we1 n
ha¨e
det T X n. .J l.
l s for X s A , B , C ,X n. X n.det T .J B.
det T D
q n. " det T D
y n. .  .J l. J l."l s .Dn. Dn.det T .J B.
The Weyl denominators
D s det T X n. for X s A , B , C , D .X n. J B.
of Weyl's character formulas factorize as follows.
PROPOSITION 1.2.
D s x y x , .An. j i
1Fi-jFn
 . ynq1r2n nq1 r2
D s y1 x ??? x .  .Bn. 1 n
n
= 1 y x x y x 1 y x x , .  .  . i j i i j
is1 1Fi-jFn
yn .n nq1 r2
D s y1 x ??? x .  .Cn. 1 n
n
2= 1 y x x y x 1 y x x , .  . . i j i i j
is1 1Fi-jFn
 . ynq1n ny1 r2
D s y1 x ??? x x y x 1 y x x . .  .  .  .Dn. 1 n j i i j
1Fi-jFn
The following lemma enables us to reduce the problems to the cases
where the rank is even.
 .LEMMA 1.3. 1 For a partition l with length F n q 1, we ha¨e
s x , . . . , x if l s 0 .l 1 n nq1s x , . . . , x , 0 s .l 1 n  0 if l ) 0.nq1
 .  .2 Let l s l , . . . , l be a partition with length F n q 1 or a1 nq1
 .mhalf-partition of length nq1 such that l Fm. Then x ??? x1 1 nq1
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 . 1r2 1r2?l x , . . . , x is a polynomial in the ¨ariables x , . . . , x andX n. 1 nq1 1 nq1
satisfies
m mx ??? x l x , . . . , x .1 nq1 Bnq1. 1 nq1 x s0nq 1
x m ??? x m l , . . . , l x , . . . , x if l s m .  . .B n1 n 2 nq1 1 n 1s  0 if l - m ,1
m mx ??? x l x , . . . , x .1 nq1 Cnq1. 1 nq1 x s0nq 1
x m ??? x m l , . . . , l x , . . . , x if l s m .  . .C n1 n 2 nq1 1 n 1s  0 if l - m ,1
m m "x ??? x l x , . . . , x .1 nq1 Dnq1. 1 nq1 x s0nq 1
.m mx ??? x l , . . . , l x , . . . , x if l s m .  . .D n1 n 2 nq1 1 n 1s  0 if l - m ,1
w xwhere f indicates substituting x s 0 into f.x s0 nq1nq 1
Proof. It easily follows from Propositions 1.1 and 1.2, so we leave it to
the readers.
Another useful lemma derived from Weyl's character formula is the
following relation among the irreducible characters.
 .LEMMA 1.4. 1 If l is a partition with length F n, we ha¨e
n1
1r2 y1r2l q s x q x ? l . . i i Cn. /2  . is1B n
 .2 If l is a partition with length F n or a half-partition of length n, we
ha¨e
q y n1 1
1r2 y1r2l q y l q s x y x ? l . . i i Bn. /  /2 2 .  . is1D n D n
2. MINOR-SUMMATION FORMULA
Our starting point is the following minor-summation formula.
w  .xTHEOREM 2.1 IW1, Theorem 1 1 . Assume that n F N are integers
 .and n is e¨en. Let Ts t be an n = N matrix and A si k 1F iF n, 1F k F N
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 .a be an N = N skew-symmetric matrix. Then we ha¨ek l 1F k , l F N
Pf A det T s Pf TAtT . .  .  . J J
w xJ; N , a Jsn
 . tIn this formula, the i, j -entry of the skew-symmetric matrix TA T is
given by
N t tik i ltTA T s a t t s a det . . i j  k l ik jl k l t t /jk jlk , ls1 1Fk-lFN
We will apply this theorem to various skew-symmetric matrices A and the
matrices T X n. introduced in Section 1 to derive the Littlewood-type
formulas for classical Lie algebras.
Theorem 2.1 implies several well-known formulas. For example, if n s N,
then Theorem 2.1 says that
Pf TAtT s det T Pf A 2.1 .  .  .  .
for square matrices T and A. The following corollary is known as the
Cauchy]Binet formula.
 .COROLLARY 2.2. Let m F n be integers. Let X s x andik 1F iF m , 1F k F n
 .Y s y be arbitrary matrices. Then we ha¨eik 1F iF m , 1F k F n
det X det Y s det X t Y . .  .  . K K
w xK; n , aKsm
Proof. In Theorem 2.1, we take
0 I X 0A s , T s . /  /yI 0 0 Y
Then it is easy to see that
m¡  /2~  4y1 if J s k - ??? - k - k q n - ??? - k q nPf A s  . . 1 m 1 mJ ¢
0 otherwise
 4and that, if J s k - ??? - k - k q n - ??? - k q n , then1 m 1 m
det T s det X det Y , .  .  .J K K
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 4where K s k , . . . , k . On the other hand, we have1 m
m
t  /20 X Yt tPf TA T s Pf s y1 det X Y . .  .  .t /yY X 0
The proof is completed by the minor-summation formula.
By applying Theorem 2.1 to the matrices T X n. and using Weyl's
 .character formula Proposition 1.1 , we immediately see the following
general formulas.
 .THEOREM 2.3. Let n be an e¨en integer and let A s a be a skew-k l
1symmetric matrix with rows and columns indexed by N resp. N q in the2
 .  . .B n and D n cases . Then we ha¨e
Pf A l . J l. An.
 .l : l l Fn
1
k ls Pf a x x , k l i j /DAn. k , l 1F i , jFn
Pf A l . J l. Bn.
 .l : l l Fn
1
kq1r2 yky1r2 lq1r2 yly1r2s Pf a x y x x y x , .  . k l i i j j /DBn. k , l 1F i , jFn
Pf A l . J l. C n.
 .l : l l Fn
1
kq1 yky1 lq1 yly1s Pr a x y x x y x , .  . k l i i j j /DCn. k , l 1F i , jFn
Pf A lq " ly .  . J l. Dn. Dn.
 .l : l l Fn
1
k yk l yls Pf a x " x x " x .  . k l i i j j /DDn. k , l 1F i , jFn
 . where l runs o¨er all partitions of length l l F n resp. o¨er all half-parti-
.tions of length n .
 .Remark. The first formula for gl n, C was obtained by T. Sundquist;
w xsee Su .
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3. SUBPFAFFIANS
When applying Theorem 2.3, we must calculate all the subPfaffians of
the weight matrix A and evaluate the Pfaffian in the right hand side. This
section is devoted to the calculation of subPfaffians, which will be used to
derive the Littlewood-type formulas.
 .PROPOSITION 3.1. Let A s a be the skew-symmetric matrix gi¨ eni j i, jG 0
by
a s s i t jy1uodd i.qeven j.¨ w i r2xqw jy1.r2x for 0 F i - j,i j
w xwhere x is the largest integer not exceeding x and
1 if k is odd, 1 if k is e¨en ,
odd k s even k s .  . 0 if k is e¨en , 0 if k is odd.
That is,
¡ 2 3 4 2 5 2 ¦0 1 tu t ¨ t u¨ t ¨ t u¨ ???
2 2 3 2 4 2 5 2 20 stu st u¨ st u ¨ st u¨ st u ¨ ???
2 2 2 2 3 2 2 4 3 2 5 30 s t ¨ s t u¨ s t ¨ s t u¨ ???
3 3 2 2 3 4 3 3 5 2 30 s t u ¨ s t u¨ s t u ¨ ???A s .4 4 4 4 5 40 s t ¨ s t u¨ ???
5 5 2 40 s t u ¨ ???
0 ???.¢ §. .
Let J be an n-element subset of N and l be the corresponding partition. Then
the subPfaffian of A corresponding to J is gi¨ en by
Pf A s sel.qmmy1.t ol.qmmy1.ur l.¨  is12 m w l i r2 xqmmy1. . .J
 .where r l denotes the number of rows of odd length in l and
m m
o l s l , e l s l . .  . 2 iy1 2 i
is1 is1
 4Proof. If J s j - ??? - j , then we have j s l q k y 11 2 m k 2 mq1yk
and
m m
l q m m y 1 s j y 1 , .  . 2 iy1 2 iy1
is1 is1
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m m
l q m m y 1 s j , . 2 i 2 i
is1 is1
2m m m
w x w xl r2 q m m y 1 s j y 1 r2 q j r2 . .  .  i 2 iy1 2 i
is1 is1 is1
Also, since l ' j and l ' j y 1 mod 2, we see that2 k 2 mq1y2 k 2 ky1 2 mq2y2 k
r l s even l q even l q ??? qeven l q even l .  .  .  .  .1 2 2 my1 2 m
s even j q odd j q ??? qeven j q odd j . .  .  .  .1 2 2 my1 2 m
Now the proposition can be obtained by putting
x s t jky1 ueven jky1 .¨ w jky1 .r2x and y s t jk uodd jk .¨ w jk r2 xk k
in the following lemma.
LEMMA 3.2. Let r be an e¨en integer and x , . . . , x , y , . . . , y be indeter-1 r 1 r
 .minates. Then the Pfaffian of the skew-symmetric matrix with i, j -entry x y ,i j
i - j, is equal to
rr2 rr2
x ? y . 2 iy1 2 i
is1 is1
w xProof. See IW1, Lemma 7 .
PROPOSITION 3.3. For an e¨en integer n s 2m and a non-negati¨ e integer
n, r .  . n, r .  .r, let A s a and B s b be thei j 0 F i, jF 2 nqry1 i j 0 F i, jF 2 nqry1
 .  .2n q r = 2n q r skew-symmetric matrices whose non-zero entries are
gi¨ en by
1 if 0 F i F m y 1,
a s a si , ny1yi 2 nqry1yi , nqrqi  y1 if m F i F n y 1,
1 if 0 F i F m y 1,
b s b si , nqrqi nyiy1, 2 nqry1yi  y1 if m F i F n y 1.
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That is, the matrices An, r . and Bn, r . are of the form
J 0m
yJ 0m
n , r .A s ,0 0 0 0 0
0 yJm 0
0 Jm
0 Im
0 yIm
n , r .B s ,0 0 0 0 0
yI 0m 0
I 0m
where J is the anti-diagonal matrix with anti-diagonal entries 1 and I is them m
w xidentity matrix. Let J be a subset of 0, 2n q r y 1 and l be the correspond-
ing partition. Then the subPfaffian of An, r . " Bn, r . corresponding to J is
gi¨ en by
 < <  .  ..l y r"1 p l r2y1 if l g G .n , r . n , r . r , nPf A " B s . .J  0 otherwise.
Proof. We put A"s A r , n. " B r , n..
 ".  ".First, we show that Pf A s 0 unless l g G . Suppose that Pf A /J r , n J
0. By the definition of the matrices An, r . and Bn, r ., the columns of A"
 .from the nth to the n q r y 1 st are 0 vectors and, for each 0 F i F n y 1,
 .the ith column is proportional to the 2n q r y 1 y i th column. Hence
we see that the subset J contains exactly one element of each pair
 4j, 2n q r y 1 y j .
 .  4  .Here we note that p l s a j g J: j G n . The largest p l elements of
 .J are l q n y 1, . . . , l q n y p l . From the above observation, we1 pl.
 . c w xsee that the smallest p l elements of the complement J in 0, 2n q r y 1
are
n q r y l , . . . , n q r q p l y 1 y l . .1 pl.
w  .x  .On the other hand, it follows from M, I. 1.7 that the smallest p l
elements of J c are
n y lX , . . . , n q p l y 1 y lX . .1 pl.
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Therefore we have
n q r q i y 1 y l s n q i y 1 y lX ,i i
so that l s lX for 1 F i F p. This shows that l g G .i i r , n
 . yFrom now on, we assume that l s b q r ¬ b g G . The matrix A isr , n
obtained from Aq by multiplying by y1 the rows and the columns with
 .  .index G n q r and there are p l such rows of or columns . Hence, by
 .2.1 , we have
 .p ly qPf A s y1 Pf A . . .  .J J
Therefore it is enough to prove
< <bqPf A s y1 , . .J
< < < <  .  .  .because l s 2 b q r q 1 p l . We will proceed by induction on p l .
 .If p l s 0, i.e., l s B, then we see that
0 JmqPf A s Pf s 1. .J B.  /yJ 0m
 .  4Suppose that p l ) 0 and J s j - ??? - j . If we put k s 2n q r y1 n
 41 y j and K s j , . . . , j , k , then k F n y 1 and j s i for 1 F i Fn 1 ny1 i
k y 1. Hence Aq is obtained from Aq by permuting rows and columnsJ K
 .by the same cyclic permutation s s k, k q 1, . . . , n . The inversion num-
 .ber of s is equal to n y k y 1 s l q r q 1 ' b mod 2 . Hence we1 1
have
bq q1Pf A s y1 Pf A . . .  .J K
Let m be the partition corresponding to K. Then it is easy to see that
 .m s b q r, . . . , b q r ¬ b , . . . , b . By using the induction hypothesis,2 p 2 p
we have
< <b b q ??? qb bq 1 2 pPf A s y1 y1 s y1 . .  .  . .J
4. LITTLEWOOD'S FORMULAS FOR g An.
In this section we prove Littlewood's formulas and their generalizations
 .  .for the Schur functions s x , . . . , x s l x , . . . , x .l 1 n An. 1 n
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THEOREM 4.1. Let n s 2m be an e¨en integer. Then we ha¨e
sel.qmmy1.t ol.qmmy1.ur l.¨  is12 m w l i r2 xqmmy1.s x , . . . , x . l 1 n
 .l : l l Fn
1 1
s n 2 2D  1 y t ¨x .An. is1 i
x y x 1 q t 2 ¨x x 1 q stu2 x x .   .  .j i i j i j
qtu 1 q stx x x q x . 4 .i j i j
= Pf ,2 2 2 2 21 y s t ¨ x xi j 0
1F i , jFn
 . m  . mwhere e l s  l and o l s  l .is1 2 i is1 2 iy1
Proof. Apply Theorem 2.3 to the skew-symmetric matrix A given in
 .Proposition 3.1. Then a straightforward calculation gives us the i, j -entry
of TAtT :
x k x li ik ly1 oddk .qeven l . w k r2xqw ly1.r2xs t u ¨ det k lx x /j j0Fk-l
x y xj is
2 2 2 21 y t ¨x 1 y t ¨x .  .i j
1 q t 2 ¨x x 1 q stu2 x x q tu x q x 1 q st¨ x x .  . .  .i j i j i j i j
= .2 2 2 2 21 y s t ¨ x xi j
Now the proof follows from Theorem 2.3 and Proposition 3.1.
There are cases when the Pfaffian in the right hand side is factorized as
a product. The following corollary is usually called Littlewood's formula.
w xCOROLLARY 4.2 L, p. 238; M, I, Ex. 5.7, 5.8 .
n 1 1
cl.1 t s x , . . . , x s , .  .  l 1 n 1 y tx 1 y x xis1 1Fi-jFni i j .l : l l Fn
n 1 q ux 1ir l.2 u s x , . . . , x s . .  .  l 1 n 2 1 y x x1 y xis1 1Fi-jFn i ji .l : l l Fn
 X 4Proof. Since l y l s a j: l s 2 i y 1 , we have2 iy1 2 i j
o l y e l s c l . .  .  .
y1  .Hence, if we put s s t , u s ¨ s 1 resp. s s t s ¨ s 1 in Theorem 4.1,
 .   ..then the summation side reduces to that of 1 resp. 2 . On the other
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hand, the Pfaffian in the right hand side can be evaluated by using the
Pfaffian form of Cauchy's determinant formula:
x y x Dj i An.
Pf s . /1 y x x  1 y x x .i j 1F i- jF n i j1Fi , jFn
 w x w  .x .See Kn or St, Proposition 2.3 e for the proof .
Now we apply Theorem 3.1 to the skew-symmetric matrices An, r . "
Bn, r . in Proposition 3.3 and derive another type of Littlewood's formulas.
Then the Pfaffian in the right hand side is evaluated by the following
lemma.
LEMMA 4.3. If n s 2m g N is e¨en and r G 0, then we ha¨e
tAn.  r , n.  r , n. An. jy1 2 nqryjPf T A " B T s det x " x . .  . / 1F i , jFni i
 . An.  r , n.Proof. A direct calculation shows that the i, j -entry of T A
 r , n.. t An.q B T is equal to
2 2m m m mx y x 1 y x x .  .j i i j2 mqr 2 mqr 2 mqr 2 mqr1 y x x " x y x . .  .i j j ix y x 1 y x xj i i j
0 J jy1 2 nqryjm  .  .If we put C s and S s x " x , then the i, j -i i 1F i, jF n /yJ 0m
t  . An.  r , n.  r , n. t. An.entry of SC S is equal to the i, j -entry of T A " B T .
Hence, we have
tAn.  r , n.  r , n. An.Pf T A " B T . /
ts Pf SC S s det S Pf C s det S . .  .  .  .
Now we are in position to prove our generalization of Littlewood's
formulas. Recall that G is the set of all partitions l with at most n partsr , n
and of the form
l s b q r , . . . , b q r ¬ b , . . . , b .1 p 1 p
in the Frobenius notation.
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 .THEOREM 4.4. 1 If r g N, then we ha¨e
 < <  .  ..l y ry1 p l r2y1 s x , . . . , x .  . l 1 n
lgGr , n
n n r r
rr2s 1 y x 1 y x x x ? , . . . , . .  .  i i j i  /  .2 2 B nis1 i-j is1
 .2 If r G 1 is an odd integer, then
 < <  .  ..l y ry1 p l r2y1 s x , . . . , x .  . l 1 n
lgGr , n
n n r y 1 r y 1
2  ry1.r2s 1 y x 1 y x x x ? , . . . , . . .  i i j i  /2 2  .is1 i-j is1 C n
 .3 If r g N, then we ha¨e
 < <  .  ..l y rq1 p l r2y1 s x , . . . , x .  . l 1 n
"lgGr , n
"n r q 1 r q 1
 rq1.r2s 1 y x x x ? , . . . , , . i j i  /2 2  .i-j is1 D n
where G" are subsets of G defined byr , n r , n
Gq s l g G : p l ' n mod 2 , 4 .r , n r , n
Gy s l g G : p l ' n y 1 mod 2 . 4 .r , n r , n
 .Remark. We can prove 3 for the case of r s y1 by modifying the
matrix A r , n. q B r , n.. The original Littlewood formulas correspond to the
 .  .  .cases of r s 0 in 1 , r s 1 in 2 , and r s y1 in 3 . These cases are
w x proved in M, I, Ex. 5.9 by using Weyl's denominator formula see also
w x.KT .
Proof. First we consider the case where n is even. By applying Theo-
rem 2.3 to the matrices A r , n. " B r , n. and by using Lemma 4.3 and the
relation
det x jy1 " x 2 nqryj .1F i , jFni i
 .  .n n.1 r2 2 nqry1 r2s y1 x ??? x .  .1 n
= det x  rq1.r2qjy1 " xy rq1.r2yjq1 , .1F i , jFni i
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we obtain
 < <  .  ..l y ry1 p l r2 An.y1 det T . J l.
lgGr , n
 .  .n nq1 r2 2 nqry1 r2 Bn.
ns y1 x ??? x det T 4.1 .  .  .1 n J  rr2. .
 .  .n nq1 r2 2 nqry1 r2 Cn.
ns y1 x ??? x det T 4.2 .  .  .1 n J  ry1.r2. .
 .  . yn nq1 r2 2 nqry1 r2 D n.
ns y1 x ??? x det T , 4.3 .  .  .1 n J  rq1.r2. .
 < <  .  ..l y rq1 p l r2 An.y1 det T . J l.
lgGr , n
 .  . qn ny1 r2 2 nqry1 r2 D n.
ns y1 x ??? x det T . 4.4 .  .  .1 n J  rq1.r2. .
 .   ..  .   ..Now 1 resp. 2 follows from 4.1 resp. 4.2 and Proposition 1.2. By
 .  .  .  .adding 4.3 and 4.4 and by subtracting 4.3 from 4.4 , we see that
 < <  .  ..  .l y rq1 p l r2 p l An.y1 1 " y1 det T .  . 4 J l.
lgGr , n
 .  .n ny1 r2 2 nqry1 r2s y1 x ??? x .  .1 n
q n yD n. D n.
n n= det T " y1 det T . . 5J  rq1.r2. . J  rq1.r2. .
 .From this we obtain 3 .
 .Next we prove 3 when n is odd. Since n q 1 is even, we already know
that
 < <  .  ..l y rq1 p l r2y1 s x , . . . , x .  . l 1 nq1
"lgGr , nq1
"nq1 r q 1 r q 1
 rq1.r2s 1 y x x x ? , . . . , . . i j i  /2 2  .1Fi-jFnq1 is1 D nq1
. Substitute x s 0 and use Lemma 1.3. Then, by noting G s l gnq1 r , n
4G : l s 0 , we obtain the desired formula. The other formulas arer , nq1 nq1
similarly proved.
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Remark. Here we proved Theorem 4.4 by using the minor-summation
formula of Pfaffians. However, one can give another proof by applying the
Cauchy]Binet formula to suitable matrices X with entries 0, "1, and
Y s T An.. The details are left to the readers.
5. LITTLEWOOD'S FORMULAS FOR g , gBn. Cn.
AND g Dn.
In this section we establish a generalization of Theorem 4.4 to B, C, D
types. The proofs are similar to that of Theorem 4.4 and need a somewhat
more complicated calculation. In order to treat all the types in a unified
" .way, we introduce the n-rowed matrix T a for a half-integer a . The
 . " .i, k -entry of T a is given by
1" kqa ykyat a s x " x for k g N. .i k i i 2
Then we obtain the following lemma.
1LEMMA 5.1. Let r g N, k g N and let n be a positi¨ e e¨en integer. Then2
we ha¨e
tq  r , n.  r , n. qPf T a A " B T a . . . .
n
nqaq ry1.r2 ynyay ry1.r2s x " x . i i
is1
= det x jyny rq1.r2 " xyjqnq rq1.r2 , .1F i , jFni i
ty  r , n.  r , n. yPf T a A " B T a .  .  . /
n
nqaq ry1.r2 ynyay ry1.r2s x . x . i i
is1
= det x jyny rq1.r2 " xyjqnq rq1.r2 . .1F i , jFni i
Proof. We put N s 2 n q r y 1 and A"s An , r . " B n , r . s
 ". n, r . n, r .a . By the definition of A and B , we havei j 0 F i, jF N
a "s a " s "a " s "a " .k l Nyk , Nyl k , Nyl Nyk , l
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Also, we note that
x kqa q xykya y lqa q yylya .  .
q x Nykqa q xyNqkya y Ny lqa q yyN qlya .  .
" x kqa q xykya y Ny lqa q yyN qlya .  .
" x Nykqa q xyNqkya y lqa q yylya .  .
s x a y a 1 " xyNy2 a 1 " yyN y2 a .  .
= x k y l q x Nyk y Ny l " x Nyk y l " x k y Ny l . .
 . q . "t q .Then the i, j -entry of T a A T a is given by
Tq a A"t Tq a .  . . i j
N
" kqa ykya lqa ylyas a x q x x q x .  . k , l i i j j
k , ls0
1
a a yNy2 a yNy2 as x x 1 " x 1 " x .  .i j i j4
N
" k l Nyk Nyl Nyk l k Nyl= a x x q x x " x x " x x . k , l i j i j i j i j
k , ls0
N
a a yNy2 a yNy2 a " k ls x x 1 " x 1 " x a x x .  . i j i j k , l i j
k , ls0
s x a x a 1 " xyNy2 a 1 " xyNy2 a T An.A"t T An. . . . i , j .i j i j
By using Lemma 4.3, we obtain the first formula. The second identity can
be proved by the same argument.
Now we can prove a generalization of Theorem 4.4, which we call
Littlewood's formula of type B.
1 .THEOREM 5.2. 1 If r g N and s g N, then we ha¨e2
 < <  .  ..l y rq1 p l r2 ny1 l q s .  . .  . B n
lgGr , n
n nqsqrr2 ynysyrr2x y xi i .n ny1 r2s y1 .  1r2 y1r2x y xis1 i i
q yn nr q 1 r q 1
= q . /  / 5 /  /2 2 .  .D n D n
ISHIKAWA, OKADA, AND WAKAYAMA212
1 .2 If r g N and s g N, then we ha¨e2
 < <  .  ..l y ry1 p l r2 ny1 l q s .  . .  . B n
lgGr , n
 .n nq1 r2s y1 .
nn r
nqsqrr2 ynysyrr2= x q x . i i  / /2  .is1 B n
 .n nq1 r2s y1 .
nn r y 1
nqsqrr2 ynysyrr2 1r2 y1r2= x q x x q x .  . i i i i  / /2is1  .C n
 .n nq1 2s y1 .
q yn nnqsqrr2 ynysyrr2n x qx r q 1 r q 1i i
= y . 1r2 y1r2  /  / 5 /  /2 2x yxis1  .  .i i D n D n
Here the second identity makes sense only when r is an odd integer.
Proof. First, we assume that n is even. Apply Theorem 2.3 to the
matrix of the form
0 0
.n , r . n , r . /0 A " B
Then, by using Lemma 5.1, we have
 < <  .  ..l y r"1 p l r2 Bn.
ny1 det T . J lq s ..
lgGr , n
n
nqsqrr2 ynysyrr2s x . x . i i
is1
=det x jyny rq1.r2 " xyjqnq rq1.r2 . i , js1, . . . , ni i
 .n ny1 r2 n nqsqrr2 ynysyrr2 Dn.¡ ny1  x y x det T , .  .is1 i i J  rq1.r2. .~s  .n nq1 r2 n nqsqrr2 ynysyrr2 Bn.¢ ny1  x q x det T . .  .is1 i i J  rr2. .
n  1r2 y1r2 .Dividing both sides by the Weyl denominator D s x yx ?Bn. is1 i i
 .  .D , we obtain 1 and the first equality in 2 . The other equalities followDn.
from Lemma 1.4.
Before proving the case where n is odd, we prepare the following
lemma.
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X  4LEMMA 5.3. If we put G s l g G : l s n q r q 1 , then ther , nq1 r , nq1 1
map gi¨ en by
l s l , l , . . . , l ¬ l s l y 1, . . . , l y 1 .  .1 2 nq1 2 nq1
X < < < <pro¨ides a bijection from G to G . And we ha¨e l s l y 2n y r y 1r , nq1 r , n
 .  .and p l s p l y 1.
X  . Proof. If l g G , then l l s l y r s n q 1 and l s l y 1,r , nq1 1 2
.. . . ,l y 1 is a partition. The Young diagram of l is obtained fromnq1
that of l by removing the first row and the first column. Hence we have
 .  . l g G and p l s p l y 1. The inverse map sends m g G to n qr , n r , n
.r q 1, m q 1, . . . , m q 1 .1 n
 . Next, suppose that n is odd. We will prove the first equality in 2 . The
.other equalities can be proved in a similar way. Since n q 1 is even, we
already know that
 < <  .  ..l y ry1 p l r2 nq1y1 l q s .  . .  .B nq1
lgGr , nq1
nq1 nq1r . .nq1 nq2 r2 nq1qsqrr2 yny1ysyrr2s y1 x q x . .  . i i  / /2  .is1 B nq1
 .mWe put m s n q r q s q 1. Multiply both sides by x ??? x , substi-1 nq1
 .mtute x s 0, and then divide by x ??? x . By Lemma 1.3, we obtainnq1 1 n
n < <  .  ..l y ry1 p l r2y1 l q s q 1 .  . . .  .B n
X
lgGr , nq1
nn r . .nq1 nq2 r2 nq sq1.qrr2 yny sq1.yrr2s y1 x q x . .  . i i  / /2  .is1 B n
< <We can complete the proof by using Lemma 5.3 and the relation l y
 .  . < <  .  .r y 1 p l s l y r y 1 p l q 2n q 2.
Remark. Precisely speaking, we have not yet given a proof for the case
1where n is odd and s s 0 or . However, one can give a direct proof for2
wthis case by using another minor-summation formula of Pfaffians IW1,
 .x  .Theorem 1 2 or the Cauchy]Binet formula . The argument and the
calculation needed in this case are almost the same as those in the case
where n is even, so we omit the proof.
The Littlewood-type formula for g and g can be stated in theCn. Dn.
following form. We can deduce these theorems from Theorem 5.2 by using
 .Lemma 1.4 or prove them by an argument similar to the proof of the B n
case.
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 .THEOREM 5.4. 1 If r, s g N, then we ha¨e
 < <  .  ..l y rq1 p l r2 ny1 l q s .  . .  . C n
lgGr , n
n nqsq rq1.r2 ynysy rq1.r2x q xi i .n ny1 r2s y1 .  y1x y xis1 i i
q yn nr q 1 r q 1
= q . /  / 5 /  /2 2 .  .D n D n
 .2 If r, s g N, then we ha¨e
 < <  .  ..l y ry1 p l r2 ny1 l q s .  . .  . C n
lgGr , n
nqsq rq1.r2 ynysy rq1.r2 nn x q x ri i .n nq1 r2s y1 .  1r2 y1r2  / /2x q x  .is1 B ni i
nn r y 1 .n nq1 r2 nqsq rq1.r2 ynysy rq1.r2s y1 x q x .  . i i  / /2is1  .C n
n nqsq rq1.r2 ynysy rq1.r2x q xi i .n nq1 r2s y1 .  y1x y xis1 i i
q yn nr q 1 r q 1
= y . /  / 5 /  /2 2 .  .D n D n
Here the second identity makes sense only when r is odd.
1 .THEOREM 5.5. 1 If r g N and s g N, then we ha¨e2
q y < <  .  ..l y rq1 p l r2 n ny1 l q s " l q s .  .  . .  . 4 .  . D n D n
lgGr , n
n
 .n ny1 r2 nqsq ry1.r2 ynysy ry1.r2s y1 x " x .  . i i
is1
q yn nr q 1 r q 1
= q . /  / 5 /  /2 2 .  .D n D n
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1 .2 If r g N and s g N, then we ha¨e2
q y < <  .  ..l y ry1 p l r2 n ny1 l q s " l q s .  .  . .  . 4 .  . D n D n
lgGr , n
n
 .n nq1 r2 nqsq ry1.r2 ynysy ry1.r2s y1 x . x .  . i i
is1
nr
1r2 y1r2= x y x .i i  / /2  .B n
n
 .n nq1 r2 nqsq ry1.r2 ynysy ry1.r2s y1 x . x .  . i i
is1
nr y 1
y1= x y x .i i  / /2  .C n
n
 .n nq1 r2 nqsq ry1.r2 ynysy ry1.r2s y1 x . x .  . i i
is1
q yn nr q 1 r q 1
= y . /  / 5 /  /2 2 .  .D n D n
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