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Abstract
In this paper, we mainly show the following two statements.
(1) A discrete-time Markovian jump linear system is uniformly exponentially stable if and
only if it is robustly periodically stable, by using a Gel’fand-Berger-Wang formula proved
here.
(2) A random linear ODE driven by a semiflow with closing by periodic orbits property is
uniformly exponentially stable if and only if it is robustly periodically stable, by using
Shantao Liao’s perturbation technique and the semi-uniform ergodic theorems.
Our proofs involve ergodic theory in both of the above two cases. In addition, counterexamples
are constructed to the robustness condition and to spectral finiteness of linear cocycle.
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1. Introduction
In this paper, we study the absolute/uniform exponential stability of a discrete-time Marko-
vian jump linear system and a random linear ordinary differential equation driven by a semiflow
with closing by periodic orbits property, using ergodic theory and Shantao Liao’s perturbation
technique developed in the differentiable dynamical systems.
Let d ≥ 1 be an arbitrary integer, ‖ · ‖ an arbitrarily given vector norm on Rd, N = {1, 2, . . . },
and Z = {0,±1,±2, . . . }. Throughout this paper, by Rd×d (resp. GL(d,R)) we denote the usual
topological spaces of all real d-by-d matrices (resp. nonsingular) with the usual matrix norm
‖ · ‖ compatible with ‖ · ‖ on Rd. By C(X,Rd×d) (resp. C(X,GL(d,R)), we mean the space of all
continuous functions from a compact metric space X into Rd×d (resp. GL(d,R)) endowed with
the uniform convergence topology. Then fn → f in C(X,Rd×d) (resp. C(X,GL(d,R))) if and only
if supx∈X ‖ fn(x) − f (x)‖ → 0.
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1.1. Markovian jump linear system
Given an arbitrary integer K ≥ 2, let A = {A1, . . . , AK} ⊂ Rd×d be an arbitrarily given
ordered set thought of as a discrete topological space. Let (Ω,F ,P) be a probability space and
ξ =
(
ξn : Ω → A
)
n≥1 be a time-homogeneous Markovian chain with state space A and obeying
the Markov transition probability matrix
P = (pi j)K×K (i.e. P{ξn+1 = j | ξn = i} = pi j, 1 ≤ i, j ≤ K, ∀n ≥ 1).
Let there be fixed an initial probability distribution
p = (p1, . . . , pK) (i.e. P{ξ1 = Ak} = pk for 1 ≤ k ≤ K)
such that pP = p. We note that such p is always existent from the Perron-Frobenius theorem.
Let A = (Ai j)K×K be the matrix of zeros and ones defined by: Ai j = 1 if and only if pi j > 0,
and Ai j = 0 if and only if pi j = 0. By Σ+A, we denote the standard one-sided symbolic space
of finite-type consisting of all the one-sided infinite symbolic sequences σ : N → {1, . . . , K}
satisfying the A-constraint: Aσ(n)σ(n+1) = 1 for all n ≥ 1. We can obtain a natural probability
distribution, called the “(p, P)-Markovian measure” and simply write as µp,P, on Σ+A, which is
such that for any n ≥ 1,
µp,P([i1, . . . , in]A) =
{
pi1 if n = 1;
pi1 pi1i2 · · · pin−1in if n ≥ 2,
for all cylinder sets [i1, . . . , in]A := {σ ∈ Σ+A : σ(1) = i1, . . . , σ(n) = in} ⊂ Σ+A. Based on A, this
then naturally induces a discrete-time linear switching dynamical system:
xn = Aσ(n) xn−1, x0 ∈ Rd, n ≥ 1 and σ ∈ Σ+A. (1.1)
We can see that the Markovian chain ξ is P-almost surely stable if and only if (1.1) is µp,P-almost
surely stable; see, e.g., [19]. Then we may identify the Markovian chain ξ on (Ω,F ,P) valued
in A with (1.1) and call the later a Markovian jump linear system (MJLS for short).
From now on we fix such an (0, 1)-matrix A = (Ai j)K×K . The above MJLS (1.1) is said to be
absolutely exponentially stable, provided that for every initial state x0 ∈ Rd and any switching
law σ ∈ Σ+
A
, the corresponding state orbit {xn(x0, σ)}∞n=1 of (1.1) is such that
lim sup
n→∞
1
n
log ‖xn(x0, σ)‖ < 0.
Equivalently, one can find two constants C > 0 and 0 < γ < 1 so that
‖Aσ(n) · · · Aσ(1)‖ ≤ Cγn ∀n ≥ 1 and σ ∈ Σ+A;
namely, the MJLS (1.1) is uniformly exponentially stable. This stability does not depend on the
vector-norm ‖ · ‖ on Rd and its induced matrix-norm ‖ · ‖ on Rd×d used here.
The stability issues, more precisely how to characterize the stability, of such linear dynamical
systems are very important from both the theoretical and practical viewpoints and have drawn a
lot of attentions in the recent years; see, e.g., [38, 42, 41, 49] and books [37, 52].
A base point σ ∈ Σ+
A
is called a periodic switching law of period π, for some π ≥ 1, if it
is of the form σ = (i1, . . . , iπ
✿✿✿✿✿✿
, i1, . . . , iπ
✿✿✿✿✿✿
, . . . ), where the constituent word (i1, . . . , iπ), called the
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generator of σ, is such that Aik ik+1 = 1 for 1 ≤ k < π and Aiπi1 = 1. It is completely determined
by A and independent of A. For any n ≥ 1, by Wnper(A) we mean the set of all n-length words
w = (w1, . . . ,wn) in {1, . . . , K}n such that Awkwk+1 = 1 for 1 ≤ k < n and Awnw1 = 1. Clearly, for
any periodic switching law of period π there exists a corresponding generator w ∈ Wπper(A) and
vice versa.
For any square matrix B ∈ Rd×d, by ρ(B) we mean the usual spectral radius of B; that is, if
λ1, . . . , λr are all the distinct eigenvalues of B then ρ(B) = max1≤i≤r |λi|.
It is a well-known fact that the judgement of the stability of (1.1) governed by an aperiodic
switching law σ is by no means a trivial task in general; however, if σ is periodic with the gen-
erator (i1, . . . , iπ), then this task becomes trivial at once by only computing ρ(Aiπ · · · Ai1 ) because
(1.1) governed by σ is stable if and only if ρ(Aiπ · · ·Ai1 ) < 1 from the well-known Gel’fand
formula of a matrix
ρ(A) = lim
n→∞
n
√
‖An‖ ∀A ∈ Rd×d. (1.2)
Unfortunately, the periodic stability of (1.1) itself cannot imply the uniform stability; see [53, 8,
7, 31, 26, 18] for counterexamples. Under what conditions is a given system like (1.1) stable?
Cf. [6, Problem 10.2] and also [25, 49]. Except for elementary cases such as by the joint spectral
radius of A being less than 1 (cf. [3, 16]), no satisfactory conditions are presently available
for checking the stability of (1.1); in fact the problem is open even in the case of matrices of
dimension two (cf. [6, p. 305]).
1.1.1. Robust periodic stability of MJLS
In the first part of this paper, we will study the absolute/uniform exponential stability of the
MJLS (1.1) under the following robustness condition:
Definition 1.1. The MJLS (1.1) is called robustly periodically stable, provided that one can find
an ε > 0 such that if the ordered set B = {B1, . . . , BK} ⊂ Rd×d satisfies ‖Ak − Bk‖ < ε for each
1 ≤ k ≤ K, then for any n ≥ 1 and any word w ∈ Wnper(A) there ρ(Bwn · · · Bw1) < 1.
By considering Bk = (1 + ε/2)Ak for 1 ≤ k ≤ K, it is easily seen that if the MJLS (1.1) is
robustly periodically stable, then it is completely periodically stable; i.e.,
∃γ < 1 such that ρ(Awn · · ·Aw1 ) ≤ γ ∀w ∈ Wnper(A) and n ≥ 1. (1.3)
Indeed, we can gain more, see Lemma 1.3 below.
Then in the special but classical case where (1.1) is free of any constraints (i.e. Ai j ≡ 1 for all
1 ≤ i, j ≤ K), (1.1) is robustly periodically stable if and only if (1.1) is uniformly exponentially
stable; see, e.g., [48, 16]. However, in our present context with the nontrivial constraint A, for this
equivalence, there appears an essential obstruction for one could not employ Elsner’s reduction
theorem ([21, 12]) to guarantee the product boundedness, i.e. ‖Aσ(m+n) · · · Aσ(m+1)‖ ≤ β uniformly
for n ≥ 1 and m ≥ 0, for any σ ∈ Σ+
A
, as done in [16] for a case with additional condition; this
is because the set of matrices {Aσ(m+n) · · · Aσ(m+1) |σ ∈ Σ+A,m ≥ 0, n ≥ 1} is by no means a
semigroup under the matrix multiplication in general for our situation. For counterexamples, see
Theorem 4.1 proved in Section 4.2.
However, motivated by Liao [36], Aoki [1], Hayashi [27], Gan and Wen [24], and Dai [14] in
the theory of differentiable dynamical systems, we can obtain the following result even through
without Elsner’s reduction theorem.
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Theorem 1.2. For any A = {A1, . . . , AK} ⊂ Rd×d and any K-by-K {0, 1}-matrix A, the MJLS
(1.1) is uniformly exponentially stable if and only if it is robustly periodically stable.
This positively answers the unsolved problem [6, Problem 10.2] from the viewpoint of per-
turbation theory.
1.1.2. Outline of the proof of Theorem 1.2
The fact that for arbitrary switching (discrete-time, without the A-constraint) systems the
uniform exponential stability is equivalent to the robust periodic stability is well known (and
in fact it is equivalent to the continuity of the joint spectral radius of A). However our new
element is in considering systems steered by switching laws which are performed in accordance
to restrictions imposed by the matrix A.
The “only if” part of Theorem 1.2 holds trivially. So, we in fact need only prove the “if” part.
For that, we first obtain the following simple result, which is similar to [22, Theorem 1].
Lemma 1.3. If the MJLS (1.1) is robustly periodically stable, then it is “dilation” periodically
stable in the sense that there exists an ε > 0 such that for any real number α ∈ [1, 1+ ε) and any
n ≥ 1,
αnρ(Awn · · · Aw1) < 1 ∀w ∈ Wnper(A) and n ≥ 1. (1.4)
This dilation property (1.4) is obviously stronger than the complete periodic stability property
(1.3). Then this together with the following so-called Gel’fand-Berger-Wang spectral formula of
MJLS implies Theorem 1.2.
Theorem 1.4 (Gel’fand-Berger-Wang Formula of MJLS). For any finite subset A = {A1, . . . , AK}
of Rd×d and any A ∈ {0, 1}K×K , it holds that
ρ(A,A) := lim sup
n→∞
max
w∈Wnper(A)
n
√
ρ(Awn · · · Aw1 ) = lim
n→∞
max
σ∈Σ+
A
n
√
‖Aσ(n) · · · Aσ(1)‖.
Here ρ(A,A) is called the generalized/joint spectral radius of A restricted to A; see Defini-
tion 1.13 below for a more general case.
We note that the classical Berger-Wang formula is just the special case of Ai j ≡ 1 (cf. [4]),
which was recently generalized to sets of precompact operators by Morris [43] in the case free
of any constraint. Wirth [55] presented a continuous-time version obeying a kind of special con-
straint. Theorem 1.4 gives a positive answer to [16, Question 1] in the case of A-constraint.
Now, if the MJLS (1.1) is robustly periodically stable, then from Lemma 1.3 and Theorem 1.4
it follows that ρ(A,A) < 1. Further we can see that (1.1) is uniformly exponentially stable by
using [16, Corollary 2.8].
So to prove Theorem 1.2, it is sufficient to prove Theorem 1.4. See Section 2 for the details.
1.1.3. The continuity of the joint spectral radius of MJLS
C. Heil and G. Strang in [28] proved that the joint spectral radius of A free of any constraints
is continuous with respect to A in the topological space C({1, . . . , K},Rd×d). In fact, Wirth [54]
proved that it is Lipschitz continuous with respect to A, and Kozyakin [32] explicitly computed
the related Lipschitz constant.
As a simple consequence of our Gel’fand-Berger-Wang formula of MJLS, we can obtain the
following result under the constraint A.
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Corollary 1.5. Given any A ∈ {0, 1}K×K , ρ(A,A) is continuous with respect to A in the topolog-
ical space C({1, . . . , K},Rd×d).
Proof. Note that for any word w ∈ Wnper(A) where n ≥ 1, there holds that
wk := (
k-time︷      ︸︸      ︷
w, . . . ,w) ∈ Wknper(A) and k
√
ρ((Awn · · · Aw1)k) = ρ(Awn · · · Aw1).
So kn
√
ρ((Awn · · · Aw1 )k) = n
√
ρ(Awn · · · Aw1) for all k ≥ 1, and it follows from Theorem 1.4 that
ρ(A,A) = sup
n≥N
{
max
w∈Wnper(A)
n
√
ρ(Awn · · · Aw1)
}
∀N ≥ 1.
Then the statement follows immediately from
sup
n≥1
{
max
w∈Wnper(A)
n
√
ρ(Awn · · · Aw1 )
}
= ρ(A,A) = inf
n≥1
{
max
σ∈Σ+
A
n
√
‖Aσ(n) · · · Aσ(1)‖
}
.
This completes the proof of Corollary 1.5.
This shows that our Gel’fand-Berger-Wang formula of MJLS is of independent interest.
1.2. Random linear ordinary differential equations
We now turn to the second part of this paper – continuous-time random linear dynamical
systems driven by a topological semiflow.
1.2.1. The driving semiflow with closing by periodic orbits property
We first introduce our driving dynamical system for the random linear ordinary differential
equation considered later. Let
ϕ : R+ × W → W; (t,w) 7→ t · w, where R+ = [0,∞),
be a continuous semiflow on a compact metric space (W, d). A point p ∈ W is called a periodic
point of ϕ of period τ > 0 if and only if p = τ · p. By P(ϕ) we denote the set of all periodic points
of ϕ. It includes all the fixed points of ϕ.
We now introduce the following important condition – closing by periodic orbits property –
for our driving system ϕ.
Definition 1.6. We say that the semiflow ϕ : (t,w) 7→ t · w has the closing by periodic orbits
property, provided that to any ε > 0 there corresponds a constant δ > 0 such that if w ∈ W
satisfies 0 < d(w, τ·w) < δ for some τ ≥ 1, then one can pick up some point wˆ ∈ W such that
wˆ = τ·wˆ and d(t·w, t·wˆ) < ε for all 0 ≤ t ≤ τ.
For the closing by periodic orbits property induced by the uniform hyperbolicity of a C1-
vector field on manifolds, the period of wˆ and its ε-shadowing property both permit a slight
time-drift. In this case, our statement still holds by a slight modification of the proof presented
here. Here our definition is convenient for our argument below.
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By a standard argument, see e.g. [15, Lemma 3.8], we can see that the closing by periodic
orbits property implies that for any ergodic probability measure µ of ϕ on W, one can choose a
sequence of periodic orbits {Pn}∞1 of ϕ such that
µPn
in the weak-∗ topology
−−−−−−−−−−−−−−−→ µ and Pn
in the Hausdorff metric
−−−−−−−−−−−−−−−→ supp(µ) as n → +∞,
where µP denotes the unique ergodic probability measure of ϕ supported on the periodic orbit P.
This point is important for the approximation of Lyapunov exponents by periodic orbits later in
Sections 2 and 3.
1.2.2. Robustly periodically stable random linear ordinary differential equations
For any X ∈ C(W,Rd×d), it naturally gives rise to a random linear differential dynamical
system described as follows:
x˙(t) = X(t·w)x(t) (t ∈ R+, x ∈ Rd and w ∈ W) (1.5)
driven by the semiflow ϕ : (t,w) 7→ t·w as in Section 1.2.1.
By X (t,w) we mean the corresponding standard fundamental matrix solution of (1.5); that
is to say, X (0,w) = Id the d × d identity matrix, and ddtX (t,w) = X(t·w)X (t,w) for all t > 0
and w ∈ W. Then for any initial value x0 ∈ Rd and each driving point w ∈ W, the corresponding
solution of (1.5) is xw(t, x0) = X (t,w)x0 for t ∈ R+. So,
(ϕ,X ) : R+ × W × Rd → W × Rd; (t, (w, x)) 7→ (t·w,X (t,w)x)
is a continuous skew-product semiflow, and
X : R+ × W → GL(d,R); (t,w) 7→ X (t,w)
forms a smooth linear cocycle driven by the continuous semiflow ϕ : R+ × W → W.
Similar to the discrete-time case, X is said to be absolutely exponentially stable driven by ϕ,
if for any driving point w ∈ W and any initial value x0 ∈ Rd, the solution x(t) = xw(t, x0) of (1.5)
is such that
lim sup
t→∞
1
t
log ‖x(t)‖ < 0;
or equivalently, one can find two constants C > 0 and 0 < γ < 1 so that
‖X (t,w)‖ ≤ Cγt ∀t ≥ 0 and w ∈ W;
that is, X is uniformly exponentially stable driven by ϕ.
The following concept is the continuous-time version of Definition 1.1, which is motivated
by the C1-weak-star property introduced by Dai [17] for C1-vector fields on closed manifolds.
Definition 1.7. X ∈ C(W,Rd×d) is said to have the robust periodic stability driven by ϕ, if one
can find some ε > 0 such that if Y ∈ C(W,Rd×d) satisfies ‖X − Y‖ < ε then for any periodic
or fixed point w˜ of ϕ, the induced linear system y˙(t) = Y(t · w˜)y(t) is stable; that is, there are
constants KY,w˜ > 0 and 0 < γY,w˜ < 1 so that ‖Y (t, w˜)‖ ≤ KY,w˜γtY,w˜ for all t ≥ 0.
This concept is similar to, but weaker than, the classical C1-star property for a C1-differentiable
dynamical system that is defined on a closed manifold and has been deeply studied by [36, 24,
5, 14] etc. in the continuous-time case and by [40, 1, 27, 2] and so on in the discrete-time case.
In the second part of this paper, we shall mainly prove the following stability criterion of
continuous-time linear cocycles.
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Theorem 1.8. Let ϕ : (t,w) 7→ t·w be a continuous semiflow on the compact metric space W,
which has the closing by periodic orbits property; and let X ∈ C(W,Rd×d). Then driven by ϕ, X
is robustly periodically stable if and only if it is uniformly exponentially stable.
It should be noted here that without the robustness condition, only the periodic or even the
complete periodic stability of X does not need to imply the uniform stability in general, as shown
by Theorem 1.14 below and Theorem 4.1 presented in Section 4.2.
In addition, we should note that strictly speaking, Theorem 1.2 is not a discrete-time version
of Theorem 1.8 because of the following reason: For the MJLS (1.1), its driving system is the
one-sided Markovian subshift transformation of finite-type:
θ+
A
: Σ+
A
→ Σ+
A
; σ(·) 7→ σ(· + 1) (1.6)
and the generator of the cocycle is
A : Σ+
A
→ Rd×d by σ 7→ Aσ(1). (1.7)
So under the situation of Theorem 1.8 the admissible ε-perturbation B belongs to C(Σ+
A
,Rd×d),
which is not necessarily to be locally constant and so it does not need to generate a MJLS of
type (1.1) with B instead of A. However, under the situation of Theorem 1.2, our admissible
ε-perturbation B belongs to C({1, . . . , K},Rd×d) which can give rise to another MJLS ε-close to
the MJLS (1.1). This is just the reason why we need Theorem 1.4.
Comparing with the C1-star condition in the differentiable systems, since here the driving
system ϕ : R+ × W → W has been given previously and it is independent of the “hyperbolicity”
of X, we cannot make use of the classical shadowing lemma of Liao for quasi-hyperbolic orbit
arc to construct a self-contradictory periodic orbit, when we assume the statement of Theorem 1.8
would not be true. Moreover, for a C1-vector field, it has at most a finite number of stable periodic
orbits. However, our driving semiflow in Theorem 1.8 may have infinitely many stable periodic
orbits.
1.2.3. Outline of the proof of Theorem 1.8
Under the robust periodic stability condition (Definition 1.7), similar to Lemma 1.3 we can
easily observe the fact that there exists a constant 0 < γ < 1 such that
τ
√
ρ(X (τ,w)) ≤ γ ∀w ∈ Pτ(ϕ) and τ > 0, (1.8)
where Pτ(ϕ) denotes the set of all periodic points of ϕ of period τ. But crucially there exists no
an analogous Gel’fand-Berger-Wang formula under the situation of Theorem 1.8. (In fact, it is
an open problem!)
Now differently from Theorem 1.4, by using Liao’s perturbation methods developed in [35,
36], to prove Theorem 1.8 we will first prove the following
Theorem 1.9 (Quasi contraction lemma). There are constants η < 0 and T > 0 such that, if
w ∈ P(ϕ) has the period πw ≥ T and if 0 = t0 < t1 < · · · < tℓ = πw, ℓ ≥ 1, is a subdivision of the
interval [0, πw] satisfying tk − tk−1 ≥ T for k = 1, . . . , ℓ, then
1
πw
ℓ∑
k=1
log‖X (tk − tk−1, tk−1·w)‖ ≤ η.
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This quasi contraction implies that ρ(X (πw,w)) < exp(πwη) for any w ∈ P(ϕ) of period πw.
So it is stronger than the dilation property (1.4).
Based on this theorem and some semi-uniform ergodic arguments (Lemmas 3.3 and 3.4), we
can prove Theorem 1.8; see Section 3 for the details.
1.3. Linear cocycle driven by an irrational rotation
To construct counterexamples to our robustness condition, we need to consider linear cocy-
cles driven by an irrational rotation in the third part of this paper.
Let T1 be the unit circle in the complex plane C1, let B(T1) be the Borel σ-field generated
by the open arcs, and let ν be the normalized circular Lebesgue measure: map [0, 1) to the unit
circle by φ(x) = e2πix and ν(A) = Leb(φ−1(A)) for A ∈ B(T1), where i2 = −1 and Leb(·) is the
standard Lebesgue measure on [0, 1). For any fixed x ∈ [0, 1), we define
Rx : T1 → T1; w 7→ we2πix. (1.9)
Since Rx is effectively the rotation of the circle through the angle 2πx for each x ∈ [0, 1), Rx
preserves ν and it is ergodic if and only if x is irrational.
Recall that for an irrational number ω, there is the following rational approximation theorem:
Dirichlet’s Theorem. If ω ∈ [0, 1) is irrational, then one can find a sequence of integer pairs
(pn, qn) ∈ N × N such that pn/qn are irreducible, qn ↑ +∞, and∣∣ω − pn
qn
∣∣ < 1
q2n
as n tends to +∞. Here one can require pn/qn ↑ ω (resp. pn/qn ↓ ω) as n → +∞.
Next, for any irrational ω ∈ [0, 1) and any continuous matrix-valued function
S : T1 → GL(d,R); w 7→ S (w),
we consider the stability of the induced linear cocycle
Sω : N × T
1 → GL(d,R); (n,w) 7→ S (Rn−1ω (w)) · · ·S (Rω(w))S (w)
driven by the irrational rotation Rω : T1 → T1, which is such that
Sω(m + n,w) = Sω(n,Rmω(w))Sω(m,w) ∀w ∈ T1 and m, n ∈ N,
under the following robustness condition.
Definition 1.10. For an irrational ω ∈ [0, 1) and S ∈ C(T1,GL(d,R)), the cocycle Sω is called
robustly periodically stable, provided that one can find an ε > 0 and a sequence of integer pairs
(pn, qn) as in Dirichlet’s theorem such that if B ∈ C(T1,GL(d,R)) satisfies ‖S − B‖ < ε then for
any n ≥ 1 (sufficiently large),
ρ
(
B(Rqn−1xn (w)) · · · B(Rxn(w))B(w)
)
< 1 ∀w ∈ T1.
Here xn = pn/qn for n ≥ 1.
Then we can obtain the following uniform stability result.
Theorem 1.11. Let ω ∈ (0, 1) be irrational and S ∈ C(T1,GL(d,R)). If the induced cocycle Sω
is robustly periodically stable, then it is uniformly exponentially stable.
We will prove this theorem in Section 4.1 based on Theorems 1.9 and 1.8. In fact, it is a
consequence of the above continuous-time version Theorem 1.8.
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1.4. Spectral finiteness of linear cocycle
We can now construct examples which show that the robustness condition is sharp for the
above Theorems 1.2, 1.8 and 1.11. Let
T : W → W
be a continuous transformation on the compact metric space (W, d).
Now the discrete-time version of Definition 1.6 can be stated as follows.
Definition 1.12. T is said to have the closing by periodic orbits property, provided that to any
number ε > 0 there corresponds a constant δ > 0 such that if w ∈ W satisfies d(w, T N(w)) < δ
for some N > 0, then one can pick up some point wˆ ∈ W with the property: wˆ = T N(wˆ) and
d(T k(w), T k(wˆ)) < ε for 0 ≤ k ≤ N.
It is a well-known fact that the finite-type subshift transformation (1.6) has this closing by
periodic orbits property (cf. Lemma 2.5). In addition, if T is a hyperbolic C1-diffeomorphism on
a closed manifold Mn, then it has the closing by periodic orbits property [50]; if T is a nonuni-
formly hyperbolic C1+α-diffeomorphism it has this property [30]; moreover, if T has the quasi-
hyperbolic property, then it also has this property [34, 11].
Let
C : W → Rd×d; w 7→ C(w)
be a continuous matrix-valued function. Based on C, there gives rise to the linear cocycle
C : N × W → Rd×d; (n,w) 7→ C(T n−1(w)) · · ·C(w)
driven by T : W → W.
Since C (m + n,w) = C (n, T m(w))C (m,w) for any w ∈ W and m, n ≥ 0, we have
max
w∈W
‖C (m + n,w)‖ ≤ max
w∈W
‖C (n, T m(w))‖ · max
w∈W
‖C (m,w)‖
≤ max
w∈W
‖C (n,w)‖ · max
w∈W
‖C (m,w)‖.
Then we can well introduce the following concept.
Definition 1.13 ([16, Definition 1.2]). The joint spectral radius of C driven by T is defined as
ρ(C, T ) = lim sup
n→∞
max
w∈W
n
√
‖C (n,w)‖
(
= lim
n→∞
max
w∈W
n
√
‖C (n,w)‖ = inf
n≥1
max
w∈W
n
√
‖C (n,w)‖
)
.
From [16, Lemma 2.5] we see that logρ(C, T ) ∈ R ∪ {−∞} is just the maximal Lyapunov
exponent of the linear cocycle C driven by T : W → W.
Related to ρ(C, T ), the following question is very interesting for optimization control, wavelets,
numerical computation of spectral radius, random matrices and so on.
Spectral finiteness ([46, 20, 25, 33]). Let the driving system T : W → W have the closing by
periodic orbits property. Then for any C ∈ C(W,Rd×d), does there exist a periodic point w∗ of T
of period n∗, for some n∗ ≥ 1, such that
ρ(C, T ) = n∗
√
ρ(C (n∗,w∗)) ?
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Let us first consider a simple example: By MK×K we denote the space of all K-by-K Markov
transition probability matrices; if C : w 7→ C(w) ∈ MK×K for each w ∈ W, then ρ(C, T ) = 1 and
the spectral finiteness of C holds from the Perron-Frobenius theorem. For some other positive
cases, see [18] and references therein.
Unfortunately, even in the MJLS case that (W, T ) = (Σ+
A
, θ+
A
) with Ai j ≡ 1, K = 2 and d = 2,
[8, 7, 31] all had disproved this spectral finiteness by offering the existence of infinitely many
counterexamples; moreover, an explicit expression for such a counterexample has been found in
the recent work of Hare et al. [26].
However the construction of all the counterexamples mentioned above are very technical and
complicated. We next will present very simple explicit counterexamples in our linear cocycle
situation.
Theorem 1.14. Let ω ∈ (0, 1) be an irrational number, W = [0, ω] × T1, and
T : W → W, defined by (y, z) 7→ (y,Ry(z)) ∀(y, z) ∈ W.
Then T has the closing by periodic orbits property. Letting A =
(
1 ··· 1
...
. . .
...
0 ··· 1
)
∈ Rd×d, we set
C : W → Rd×d; (y, z) 7→ C(y, z) = y
ω
A.
Then the induced linear cocycle C driven by T does not have the spectral finiteness.
Proof. Clearly, ρ(C, T ) = 1 and for every periodic point (p/q, z) ∈ W of T of period q ≥ 1,
where p, q ∈ N with p < q and p/q < ω, we have
q
√
ρ(C (q,w)) = p
qω
< 1, where w = (p/q, z).
From Dirichlet’s theorem, it follows that T : W → W has the closing by periodic orbits property;
see Section 4.1 for the details. This thus completes the proof of Theorem 1.14.
We note here that for the driving dynamical system T in Theorem 1.14, the periodic points
are dense in W. This theorem shows that the periodic stability does not need to imply the uniform
exponential stability. So the robustness condition in Theorems 1.2, 1.8 and 1.11 is necessary.
In addition, in Section 4.2 we shall present another counterexample which is completely
periodically stable.
1.5. An open question
We will conclude this introductory section with an open question, which should be important
to the mathematical theory of control systems.
Given any matrix A ∈ {0, 1}K×K , let
M
d×d
K =
{
A = (A1, . . . , AK) | Ak ∈ Rd×d for 1 ≤ k ≤ K and ρ(A,A) = 1
}
,
which is endowed with the natural topology as a subspace of the K-fold product topological
space
M(K, d × d) =
K-fold︷                   ︸︸                   ︷
R
d×d × · · · × Rd×d .
From Corollary 1.5, we can easily see that M d×dK is a nowhere dense closed subset of M(K, d×d).
Our Theorem 1.2 seems to be harmonic with the following
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Conjecture (Dense Spectral Finiteness). The A ∈ M d×dK , which has the spectral finiteness re-
stricted to A, is dense in the topological space M d×dK .
2. The Gel’fand-Berger-Wang formula of MJLS
As pointed out in Section 1.1.2, to prove Theorem 1.2, we need only prove our Gel’fand-
Berger-Wang formula of MJLS (Theorem 1.4). This section is devoted to proving Theorem 1.4.
In fact, we shall prove a more general approximation theorem of Lyapunov exponents for MJLS.
Let A = {A1, . . . , AK} ⊂ Rd×d and A = (Ai j) ∈ {0, 1}K×K be arbitrarily given as in Theo-
rem 1.2. Let
ΣA =
{
σ = (σ(n))n∈Z ∈ {1, . . . , K}Z |Aσ(n)σ(n+1) = 1 ∀n ∈ Z
}
be the space of the bi-sided symbolic sequences endowed with the standard metric
d(σ, σ′) =
+∞∑
n=−∞
K−|n||σ(n) − σ′(n)|, ∀σ, σ′ ∈ ΣA. (2.1)
Since A is naturally defined in accordance with the Markov transition probability matrix P as in
Section 1.1, we may assume that
• each row of A has at least one entry 1 and moreover every column of A has at least one
entry 1; otherwise we can select a subset {k1, . . . , kr} ⊂ {1, 2, . . . , K} such that the submatrix
A′ = (Akik j ) ∈ {0, 1}r×r possesses this property.
Then (ΣA, d) is a nonempty compact metric space and the bi-sided Markovian subshift transfor-
mation on it
θA : ΣA → ΣA; σ(·) 7→ σ(· + 1)
is homeomorphic. By (2.1), there is an integer K > 0 so that
σ(n) = σ′(n) for − 100 ≤ n ≤ 100, whenever d(σ, σ′) ≤ 1
K
. (2.2)
From now on we will simply write θ instead of θA, and driven by θ we define the linear cocycle
A : Z+ × ΣA → R
d×d; (n, σ) 7→
{
Id if n = 0,
Aσ(n−1) · · · Aσ(0) if n ≥ 1.
(2.3)
Clearly (2.3) is uniformly exponentially stable if and only if so is the MJLS (1.1).
2.1. Approximation of Lyapunov exponents
Recall that a probability measure µ on the Borel measurable space (ΣA,B) is said to be θ-
invariant, write as µ ∈ M(θ) if µ = µ ◦ θ−1; i.e. µ(B) = µ(θ−1(B)) for all B ∈ B. An θ-invariant
probability measure µ is called ergodic, write as µ ∈ Merg(θ), provided that for B ∈ B there
µ
(
B △ θ−1(B)) = 0 implies µ(B) = 1 or 0, where △ means the symmetric difference of two sets.
Given any µ ∈ M(θ), according to the classical multiplicative ergodic theorem, for µ-a.e.
σ ∈ ΣA, the limit
λ(σ) := lim
n→∞
1
n
log‖A(n, σ)‖ (2.4)
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exists and is called the (maximal) Lyapunov exponent of A at the switching law σ. Moreover,
if µ is ergodic, then λ(σ) ≡ λ(µ) µ-almost surely for some constant λ(µ), called the (maximal)
Lyapunov exponent of A at µ.
To important is the following approximation of Lyapunov exponents by those ofA at periodic
switching laws.
Theorem 2.1. Let µ ∈ Merg(θ) be arbitrarily given. Then, there exists a sequence {σk}∞k=1 of
periodic switching laws in ΣA such that λ(σk) → λ(µ) as k → ∞; in other words,
lim
k→∞
π(σk )
√
ρ(A(π(σk), σk)) = lim
n→∞
n
√
‖A(n, σ)‖,
for µ-a.e. σ ∈ ΣA, where π(σk) denotes the period of σk.
We note that the generators (σk(0), . . . , σk(π(σk)−1)) of the periodic laws σk are subwords of
σ from the proof presented below. Comparing this theorem to [15, Theorem 1] that was proved
using the Pesin theory under the assumption of A being nonsingular there, we here do not require
A to be nonsingular using different approaches.
2.1.1. A finer multiplicative ergodic theorem
The classical multiplicative ergodic theorem of Oseledets, for example, see [45], asserts that
for any given µ ∈ Merg(θ), there are numbers
− ∞ ≤ λκ(µ) < · · · < λ1(µ) = λ(µ) (1 ≤ κ ≤ d) (2.5)
and a Borel measurable forwardly invariant filtration
{0} = Vκ+1(σ) ⊂ Vκ(σ) ⊂ · · · ⊂ V1(σ) = Rd µ-a.e. σ ∈ ΣA (2.6)
such that for 1 ≤ j ≤ κ
λ j(µ) = lim
n→∞
1
n
log ‖A(n, σ)x0‖ ∀x0 ∈ V j(σ) \ V j+1(σ). (2.7)
Let m j(µ) = dim V j(σ) − dim V j+1(σ) for µ-a.e. σ ∈ ΣA, called the multiplicity of λ j(µ). Then,
ΣLya(A, µ) := {(λ j(µ),m j(µ)) | j = 1, . . . , κ)}
is called the Lyapunov spectrum of A at µ. It is convenient to rewrite ΣLya(A, µ) as
(λκ(µ) = ) χd(µ) ≤ χd−1(µ) ≤ · · · ≤ χ1(µ) ( = λ1(µ))
counting with multiplicities. For the case that µ is supported on a periodic switching law σ, we
write its spectrum as
χd(σ) ≤ χd−1(σ) ≤ · · · ≤ χ1(σ).
The case that κ = 1 is trivial for our arguments later. So, we will mainly deal with κ ≥ 2.
From Theorem 2.1 follows easily the more general approximation theorem.
Corollary 2.2. Let µ ∈ Merg(θ) be arbitrarily given. Then, there exists a sequence of periodic
switching laws in ΣA, {σk}∞k=1, such that for 1 ≤ j ≤ d,
χ j(σk) → χ j(µ) as k → ∞.
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Proof. For any 1 ≤ ℓ ≤ d, we denote by ∧ℓ Rd the ℓ-th exterior power of Rd. If L : Rd → Rd is
a linear map, then it induces naturally a linear map
∧ℓ L : ∧ℓ Rd → ∧ℓ Rd. Define∧ℓ
A =
{∧ℓ
Ak
}
1≤k≤K
,
where every matrix Ak ∈ Rd×d is identified with the linear map Ak : x 7→ Ak x. Let
Λℓ(µ) = χ1(µ) + · · · + χℓ(µ).
From the multiplicative ergodic theorem follows that Λℓ(µ) is just the maximal Lyapunov of
exponent of the cocycle induced by
∧ℓ A at µ which is also driven by θ : ΣA → ΣA. So, the
statement follows immediately from Theorem 2.1.
To prove Theorem 2.1, we need the finer multiplicative ergodic theorem, due to Froyland,
Lloyd and Quas, which may be stated, in a special case, as follows:
Lemma 2.3 ([23]). For any µ ∈ Merg(θ), one can find a Borel set Γ ⊂ ΣA with µ(Γ) = 1 and
θ(Γ) = Γ, for which there is a Borel measurable splitting of Rd into subspaces
R
d = E1(σ) ⊕ · · · ⊕ Eκ(σ) ∀σ ∈ Γ
such that
A(n, σ)E j(σ) ⊆ E j(σ(· + n)) ∀n ≥ 1
and
λ j(µ) = lim
n→∞
1
n
log ‖A(n, σ)x0‖ ∀x0 ∈ E j(σ) \ {0}
for all 1 ≤ j ≤ κ.
Notes: Moreover, there hold the following two properties.
(1) V j(σ) =
⊕
r≥ j Er(σ) for all 1 ≤ j ≤ κ and so Rd = E1(σ) ⊕ V2(σ);
(2) the convergence is uniform for x0 restricted to the unit sphere of E j(σ).
Then, based on this fined multiplicative ergodic theorem, one can easily obtain the following.
Lemma 2.4. For any µ ∈ Merg(θ), one can find an invariant Borel subset Λµ ⊂ ΣA of µ-measure
1, such that to any σ ∈ Λµ there corresponds a sequence of positive integers nk ր ∞ so that
(1) σ(· + nk) → σ as k → ∞;
(2) E1(σ(· + nk)) → E1(σ) and V2(σ(· + nk)) → V2(σ) as k → ∞.
Proof. Since the splitting Rd = E1(σ) ⊕ · · · ⊕ Eκ(σ) and the filtration Vκ(σ) ⊂ · · · ⊂ V1(σ) over
Γ given by Lemma 2.3 both are measurable with respect to σ ∈ Γ, the statement follows easily
from the Poincare´ recurrence theorem and the Lusin theorem.
This set Λµ is similar to the Pesin set in the smooth ergodic theory; see, for example, [15,
Lemma 2.4].
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2.1.2. Closing by periodic switching laws property
Let Λµ be defined as in the Lemma 2.4. For any switching law σ ∈ Λµ, Lemma 2.4-(1) above
indicates that σ is a Poincare´ recurrent point of the subshift dynamical system θ : ΣA → ΣA.
Then it can be closed up by periodic switching laws from the following classical result.
Lemma 2.5. For any ε > 0 with ε < 1/K , there exists a constant δ = δ(ε) > 0 and an integer
N = N(ε) ≥ 1 such that if a switching law σ ∈ ΣA satisfies d(σ, σ(· + π) < δ for some π ≥ N,
then the periodic switching law of period π with generator (σ(0), . . . , σ(π − 1))
η = (. . . , σ(0), . . . , σ(π − 1)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿
,
∗
σ(0), . . . , σ(π − 1)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿
, σ(0), . . . , σ(π − 1)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿
, . . . )
belongs to ΣA such that
d(σ(· + n), η(· + n)) ≤ ε
for all 0 ≤ n ≤ π − 1.
Here K is as in (2.2). This statement follows easily from (2.2) and so we omit its proof here.
2.1.3. Invariant cones
Let Λµ be defined as in Lemma 2.4. For any σ ∈ Λµ, let
Pσ : Rd → E1(σ) and Qσ : Rd → V2(σ)
be the natural projections satisfying Qσ = IdRd − Pσ. Since Rd = E1(σ) ⊕ V2(σ), both Pσ and
Qσ are well defined.
For any δ > 0 and any σ ∈ Λµ, we define a closed convex cone in Rd in the following standard
way:
K(σ, δ) = {x ∈ Rd : ‖Pσ(x)‖ ≥ δ−1‖Qσ(x)‖} . (2.8)
Then, K(σ, δ) → E1(σ) as δ → 0 in the sense of Grassmannian metric.
Borrowing the idea of the proof of [43, Theorem 1.5], we now estimate the “distortion” of
the cones K(σ, δ) by the action of A(n, σ).
Lemma 2.6. Let ǫ > 0 be sufficiently small such that 3ǫ < λ1(µ) − λ2(µ) and σ ∈ Λµ with an
associated integer sequence nk ր ∞ as in Lemma 2.4. Then, there holds that
inf
x∈K(σ,1),‖x‖=1
‖A(nk, σ)x‖ ≥ exp (nk(λ1(µ) − 3ǫ))
and
A(nk, σ)K(σ, 1) ⊆ K(σ, 1)
for all k ≥ 1 sufficiently large.
Proof. From Lemma 2.3, there follows that
lim
n→∞
1
n
log‖A(n, σ)|E1(σ)‖min = λ1(µ) and lim
n→∞
1
n
log‖A(n, σ)|V2(σ)‖ = λ2(µ),
where ‖ · ‖min denotes the minimum norm of a matrix or linear operator, which is given by
‖A‖min = minx∈Rd ,‖x‖=1 ‖Ax‖ for any A ∈ Rd×d.
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We now choose arbitrarily ǫ > 0 so small that 3ǫ < λ1(µ)−λ2(µ). If n is large sufficiently, we
could obtain that for each x ∈ K(σ, 1),
‖Pσ(·+n)(A(n, σ)x)‖ = ‖A(n, σ)Pσ(x)‖ ≥ en(λ1(µ)−ǫ)‖Pσ(x)‖
≥
1
2
en(λ1(µ)−ǫ)‖x‖
≥ en(λ1(µ)−2ǫ)‖x‖
(2.9)
and
‖Qσ(·+n)(A(n, σ)x)‖ = ‖A(n, σ)Qσ(x)‖
≤ en(λ2(µ)+ǫ)‖Qµ(x)‖
≤ en(λ2(µ)+ǫ)‖Qµ‖ · ‖x‖,
(2.10)
where we have used the inequality
‖x‖ = ‖Pσ(x) + Qσ(x)‖ ≤ 2‖Pσ(x)‖ ∀x ∈ K(σ, 1).
So, combining (2.9) and (2.10) leads to
‖Qσ(·+n)(A(n, σ)x)‖ ≤ en(λ2(µ)+3ǫ−λ1(µ))‖Qσ‖ · ‖Pσ(·+n)(A(n, σ)x)‖
for any x ∈ K(σ, 1), from which we could obtain that for any δ > 0,
A(n, σ)K(σ, 1) ⊆ K(σ(· + n), δ) (2.11)
when n is large sufficiently. Moreover, from (2.9) and (2.10), we could obtain that for any vector
x ∈ K(σ, 1),
‖A(n, σ)x‖ ≥ ‖Pσ(·+n)(A(n, σ)x)‖ − ‖Qσ(·+n)(A(n, σ)x)‖
≥
(
en(λ1(µ)−2ǫ) − en(λ2(µ)+ǫ)‖Qσ‖
)
‖x‖
≥ en(λ1(µ)−2ǫ)
(
1 − en(λ2(µ)+3ǫ−λ1(µ))‖Qσ‖
)
‖x‖
(2.12)
which gives the first part of the statement.
To complete the proof of Lemma 2.6, by (2.9) together with (2.10) we need to use only the
property (2) of Lemma 2.4.
Therefore, the proof of Lemma 2.6 is completed.
2.1.4. Proof of Theorem 2.1
Now we can prove Theorem 2.1 using Lemmas 2.4, 2.5 and 2.6.
Proof of Theorem 2.1. Let µ ∈ Merg(θ) be arbitrarily given. Without loss of generality, we as-
sume µ is non-atomic; otherwise, the statement holds trivially.
The case that κ = 1, i.e. the cocycle A has only one Lyapunov exponent at µ, is trivial from
[10]. Now, assume κ ≥ 2 in Lemma 2.3.
Let ǫ > 0 be sufficiently small. Take arbitrarily σ = (σ(n))n∈Z ∈ Λµ with an associated
increasing integer sequence nk → ∞ as in Lemma 2.4. Write
ωk = (σ(0), . . . , σ(nk − 1)) ∈ {1, . . . , K}nk
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and
σk = (. . . , ωk, ωk, . . . ) ∈ {1, . . . , K}Z with σk(0) = σ(0).
From Lemmas 2.4-(1) and 2.5, it follows that ωk ∈ Wnkper(A) and so σk ∈ ΣA as k large enough.
Furthermore, if k is large enough then from (1.2) and Lemma 2.6 there follows that
1
nk
log ρ(Aσ(nk−1) · · · Aσ(0)) = lim
ℓ→∞
1
ℓnk
log ‖
(
Aσ(nk−1) · · · Aσ(0)
)ℓ
‖
≥ lim inf
ℓ→∞
1
ℓnk
log ‖
(
Aσ(nk−1) · · · Aσ(0)
)ℓ
x‖
≥ λ1(µ) − 3ǫ
for any x ∈ K(σ, 1) with ‖x‖ = 1. This implies that
λ(σk) ≥ λ(µ) − 3ǫ as k large sufficiently, (2.13)
and
sup
n≥1
max
w∈Wnper(A)
ρ(Awn · · · Aw1 ) ≥ eλ(µ)−3ǫ . (2.14)
Without loss of generality, we may assume, by the Krylov-Bogolioubov theory [44, Chaper 6],
that σ is a quasi-regular point of µ; that is to say,
lim
n→∞
1
n
n−1∑
ℓ=0
ϕ(σ(· + ℓ)) =
∫
ΣA
ϕ dµ ∀ϕ ∈ C(ΣA,R).
For the periodic switching law σk ∈ ΣA of period nk, there exists uniquely an θ-ergodic probabil-
ity measure, write µσk , such that
µσk ({y}) =
1
nk
∀y ∈ {σk(· + i) | 0 ≤ i ≤ nk − 1} .
By the approximation theorem of ergodic measures [15, Lemma 3.8], we can assume that µσk →
µ as k → ∞ in the sense of weak-∗ topology, choosing a subsequence if necessary. Then from
the upper semicontinuity of the maximal Lyapunov exponents with respect to ergodic measures
(c.f. [10]), it follows that
λ(σk) ≤ λ(µ) + 3ǫ (2.15)
as k is large sufficiently.
Combining (2.13) and (2.15) yields the desired statement, since ǫ is arbitrary.
This thus proves Theorem 2.1.
2.2. Proof of Theorems 1.4 and 1.2
Proof of Theorems 1.4. By Gel’fand’s formula (1.2) it is obvious that
lim sup
n→∞
max
w∈Wnper(A)
n
√
ρ(Awn · · · Aw1) ≤ lim
n→∞
max
σ∈Σ+
A
n
√
‖Aσ(n) · · · Aσ(1)‖ = lim
n→∞
max
σ∈ΣA
n
√
‖Aσ(n−1) · · ·Aσ(0)‖.
From [16, Corollary 2.7] it follows that there exists some µ ∈ Merg(θ) such that
eλ(µ) = lim
n→∞
max
σ∈ΣA
n
√
‖Aσ(n−1) · · · Aσ(0)‖.
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On the other hand, by Theorem 2.1 (or (2.14)) we can gain that
sup
n≥N
max
w∈Wnper(A)
ρ(Awn · · · Aw1 ) = sup
n≥1
max
w∈Wnper(A)
ρ(Awn · · · Aw1) ≥ eλ(µ).
Therefore, the Gel’fand-Berger-Wang formula of MJLS holds in the situation of Theorem 1.4.
This therefore completes the proof of Theorem 1.2 as well.
3. Robust periodic stability implies uniform stability for random linear ODE
This section will be devoted to proving Theorem 1.8 stated in Section 1.2 for random linear
ODE that is driven by a topological semiflow with closing by periodic orbits property. We shall
first prove that under the robust periodic stability condition, there holds the quasi-contraction
property described in Theorem 1.9.
3.1. A perturbation lemma of Liao
Now we will introduce a perturbation lemma due to Liao [35]. Let us consider a linear dif-
ferential equations of order d
dy
dt = a(t)y, (t, y) ∈ R+ × R
d,
where the d-by-d coefficient matrix a(t) is continuous in t ∈ R+ such that
supt∈R+‖a(t)‖ ≤ a∗ < ∞.
By ya(t, y0) we mean its solution with ya(0, y0) = y0 for any initial value y0 ∈ Rd. Let Φa(t) be
the standard fundamental matrix solution of the above linear ODE with Φa(0) = Id and set
Φa(t, s) = Φa(t) ◦Φ−1a (s), ∀s, t ≥ 0.
We will need the following fundamental perturbation lemma proved by S.-T. Liao in [35].
Lemma 3.1 ([35] also [17, Lemma 3.2]). Let ̺ ∈ (0, 1) and 0 = t0 < t1 < · · · < tℓ = T < ∞ and
y0, y♮ ∈ Rd such that ‖y0‖ = 1 = ‖ya(T, y♮)‖. If
‖ya(tℓ−1, y♮)‖ = ‖Φa(tℓ−1, T )‖min
and
tk − tk−1 ≥ max
{
16a∗ ¯T
̺
, 2λ ¯T + 64
̺
log 2
λ∗
, ¯T + 2
}
, k = 1, . . . , ℓ,
where
λ =
̺
4 exp(2a∗) , λ∗ =
λ
2
exp(−̺/2) and ¯T = 32
λ̺
log
32
λ2∗
,
then there is a linear perturbed equation
dy
dt =
[
a(t) + B♮(t)
]
y (t, y) ∈ R+ × Rd
which satisfies the following two properties.
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(i) B♮(t) is continuously differentiable in t such that
B♮(t)|{0}∪[T− 18 ,∞) ≡ 0 and supt∈R+‖B♮(t)‖ < ̺.
(ii) There exists a solution y♮(t) to the perturbed equation such that y♮(0) = y0 and
y♮(T )
‖y♮(T )‖ = ya(T, y♮) or = −ya(T, y♮)
and
‖y♮(tk)‖ = ‖y♮(tk−1)‖ · ‖Φa(tk, tk−1)‖ for k = 1, . . . , ℓ.
Particularly,
‖y♮(T )‖ =
ℓ∏
k=1
‖Φa(tk, tk−1)‖.
In Lemma 3.1, the key point is that ‖y♮(T )‖ =
∏ℓ
k=1 ‖Φa(tk, tk−1)‖ which will implies the quasi
contraction property in the following proof of Theorem 1.9.
3.2. Nonuniform stability on periodic orbits
Let ϕ : R+ × W → W; (t,w) 7→ t·w be a continuous semiflow as in Section 1.2.1 of the
Introduction. Recall that a point w ∈ W is called a periodic point of ϕ of period π where π > 0,
if w = π·w. For a periodic point w, inf{π > 0; w = π·w} is called the prime period of w. Clearly,
a periodic point w is fixed (i.e. w = t·w for all t > 0) by ϕ if and only if its prime period is
0. By P(ϕ) we mean the set of all the periodic points of ϕ including all fixed points of ϕ, as in
Section 1.2.1.
As in Section 1.2.2, for X,Y, Z, . . . ∈ C(W,Rd×d), by X (t,w),Y (t,w),Z (t,w), . . . we mean
the corresponding linear cocycles driven by the same semiflow ϕ : (t,w) 7→ t·w.
For convenience we restate Theorem 1.9 as follows, which is the most key step toward prov-
ing Theorem 1.8 and which is motivated by [17, Theorem A].
Theorem 3.2. If X ∈ C(W,Rd×d) obeys the robust periodic stability property driven by ϕ, then
there are constants η < 0 and T > 0 such that: if w ∈ P(ϕ) has the prime period πw ≥ T and
0 = t0 < t1 < · · · < tℓ = πw, ℓ ≥ 1, is a subdivision of the interval [0, πw] satisfying tk − tk−1 ≥ T
for k = 1, . . . , ℓ, then
1
πw
ℓ∑
k=1
log ‖X (tk − tk−1, tk−1·w)‖ ≤ η
and ρ(X (πw,w)) ≤ exp(πwη).
Proof. Let ε > 0 be a constant such that if Y ∈ C(W,Rd×d) satisfies ‖X − Y‖ < ε then for any
w ∈ P(ϕ) with period πw > 0, we have ρ(Y (πw,w)) < 1, where ρ(·) denotes the spectral radius
of a d × d matrix as in Section 1.1.
For w ∈ W and T > 0, write [0, T ]·w = {t·w | 0 ≤ t ≤ T }, i.e., the closed orbit arc of ϕ
connecting w and T · w.
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Using the Urysohn-Tietze extension theorem, we can find a constant δ = δ(ε) > 0 with δ < ε
such that for any T > 0 and any w ∈ W, if
P : [0, T ]·w → Rd×d such that ‖P(w′)‖ ≤ δ ∀w′ ∈ [0, T ]·w
is continuous on the closed orbit arc [0, T ]·w, then there exists a Y ∈ C(W,Rd×d) such that
‖X − Y‖ < ε and Y(w′) = X(w′) + P(w′) ∀w′ ∈ [0, T ]·w.
And now we put
̺ =
min{δ, 1}
4
and a∗ = max
w∈W
‖X(w)‖.
Let the constants λ, λ∗, ¯T and T be defined as follows:
λ =
̺
4 exp(2a∗) , λ∗ =
λ
2
exp(−̺/2), ¯T = 32
λ̺
log 32
λ2∗
,
and
T = max
{
16a∗ ¯T
̺
, 2λ ¯T +
64
̺
log
2
λ∗
, ¯T + 2
}
, (3.1)
It is easy to see that T is independent of the choice of the periodic points w ∈ P(ϕ).
Let w ∈ P(ϕ) be arbitrarily given with the large prime period πw ≫ T and let
0 = t0 < t1 < · · · < tℓ = πw, where ℓ ≥ 1, tk − tk−1 ≥ T (3.2)
be an arbitrary subdivision of the interval [0, πw]. We claim that
1
πw
ℓ∑
k=1
log‖X (tk − tk−1, tk−1·w)‖ ≤ −̺4 , (3.3a)
or equivalently,
∆ :=
ℓ∏
k=1
‖X (tk − tk−1, tk−1·w)‖ ≤ exp(−̺4πw), (3.3b)
which completes the proof of Theorem 3.2.
Indeed, to apply Lemma 3.1, we first take and then fix some vector y♮ ∈ Rd such that
‖X (πw,w)y♮‖ = 1 and ‖X (tℓ−1,w)y♮‖ = inf
x∈Rd ,‖X (πw ,w)x‖=1
‖X (tℓ−1,w)x‖.
Put
y0 = X (πw,w)y♮. (3.4)
Then by applying Lemma 3.1 with a(t) = X(t·w) and T = πw, one can find a linear equation
dy
dt =
(
X(t·w) + Bw(t)
)
y (t ∈ R+ and y ∈ Rd) (3.5)
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such that Bw(t) is continuous in t and
Bw(t)|{0}∪[πw− 18 ,∞) ≡ 0, supt≥0
‖Bw(t)‖ < ̺. (3.6)
Note that by Lemma 3.1 (3.5) has a solution yw(t) such that
yw(0) = y0 and yw(πw) = ‖yw(πw)‖y0 or yw(πw) = −‖yw(πw)‖y0, (3.7)
and
‖yw(πw)‖ =
ℓ∏
k=1
sup
x∈Rd ,‖X (tk−1 ,w)x‖=1
‖X (tk,w)x‖ = ∆. (3.8)
Next we will prove (3.3) under condition (3.2).
On the contrary, assume (3.3) is not true. So − 1
πw
log∆ < ̺4 . For any 0 ≤ t ≤ πw, we put
P(t·w) = Bw(t) + αId, where α :=
{
− 1
πw
log∆ ∈ [0, ̺/4) if ∆ ≤ 1,
0 if ∆ > 1.
Since ‖P‖ < 2̺ < δ, there exists a Y ∈ C(W,Rd×d) such that
‖X − Y‖ < ε and Y(t·w) = X(t·w) + P(t·w) ∀t ∈ [0, πw],
and that
yˆ(t) = yw(t) exp(αt), where 0 ≤ t ≤ πw, (3.9)
is a solution of the induced equation
dy
dt = Y(t·w)y (0 ≤ t ≤ πw and y ∈ R
d). (3.10)
Thus according to (3.8) and (3.7), we can obtain that
‖yw(πw)‖ > exp(−̺πw/4) and hence ‖yˆ(πw)‖ = ‖y0‖ if ∆ ≤ 1 and ‖yˆ(πw)‖ > ‖y0‖ if ∆ > 1.
Since yˆ(0) = y0 and yˆ(πw) ∈
{
±y0‖yw(πw)‖ exp(απw)
}
, we see that ρ(Y (πw,w)) ≥ 1, it is a
contradiction to the robust periodic stability property of X.
This proves (3.3) and hence Theorem 3.2 by letting η = −̺/4.
3.3. Uniform stability on periodic orbits with uniformly bounded periods
We have considered the quasi stability of periodic points with large prime periods. We now
will study the periodic points with small prime periods.
For any T > 0, let PT (ϕ) be the set of all periodic points whose prime periods are less than
or equal to T .
Since PT (ϕ) is a compact invariant set of θ and every ergodic probability measure in PT (ϕ)
is supported on a periodic orbit, the following lemma follows easily from the semi-uniform
subadditive ergodic theorem (see, e.g., [47, 51, 9, 13]).
Lemma 3.3. Let X ∈ C(W,Rd×d) obey the robust periodic stability property driven by θ. Then
for any T > 0, there are constants C > 0 and 0 < γ < 1 such that
‖X (t, p)‖ ≤ Cγt ∀t ≥ 0,
for every p ∈ PT (ϕ).
In the differentiable dynamical systems case, PT (ϕ) consists of at most finite number of
periodic orbits. This is not the case under our situation.
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3.4. An ergodic lemma
Let X : R+ ×W → GL(d,R) be the linear cocycle driven by ϕ : (t,w) 7→ t·w, for an arbitrary
X ∈ C(W,Rd×d). For any T > 0, we define a qualitative function
ξT : W → R; w 7→
1
T
log ‖X (T,w)‖.
It is a continuous function of w ∈ W, since ϕ and X both are continuous.
The following criterion for almost sure stability is useful for proving Theorem 1.8 later.
Lemma 3.4. Let µ be an arbitrary ergodic probability measure of ϕ on W. If∫
W
ξT (w)µ(dw) < 0 for some T > 0,
then X at µ has a negative maximal Lyapunov exponent; i.e.,
lim
t→∞
1
t
log‖X (t,w)‖ < 0
for µ-a.e. w ∈ W.
Proof. According to the Oseledecˇ multiplicative ergodic theorem, there exists a constant χ ∈ R
such that
χ = lim
t→∞
1
t
log‖X (t,w)‖
for µ-a.e. w ∈ W. Let
fT : W → W; w 7→ T ·w.
Then fT is a continuous transformation of W, which preserves µ, but not necessarily ergodic.
From the ergodic decomposition theorem, it follows that there exists a family of fT -ergodic
probability measures {µw}w∈W on the Borel measurable space (W,B) such that∫
W
ψ(w)µ(dw) =
∫
W
(∫
W
ψ(w′)µw(dw′)
)
µ(dw) ∀ψ ∈ L 1(W,B, µ).
Since
∫
W ξT (w)µ(dw) < 0 and ξT ∈ L 1(W,B, µ), we can find a Borel set Λ ⊂ W with µ(Λ) > 0
such that ∫
W
ξT (w′)µw(dw′) < 0 ∀w ∈ Λ.
Then from the Birkhoff ergodic theorem for (W, fT , µw, ξT ), it follows that for any w ∈ Λ,
lim
n→∞
1
nT
log‖X (nT,w′′)‖ ≤ lim
n→+∞
1
n
n−1∑
k=0
ξT ( f kT (w′′)) =
∫
W
ξT (w′)µw(dw′) < 0
for µw-a.e. w′′ ∈ W. This implies that χ < 0, as desired. This proves Lemma 3.4.
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3.5. Proof of Theorem 1.8
Now we are ready to complete the proof of Theorem 1.8 stated in Section 1.2.2.
Proof of Theorem 1.8. In order to prove Theorem 1.8, it is sufficient to show that for any ergodic
probability measure µ of ϕ on W, X at µ has the negative maximal Lyapunov exponent. From
now on, let µ be an arbitrary ergodic probability measure of ϕ on W.
If µ is either atomic or supported on a periodic orbit of θ, then the statement holds from
Lemma 3.3 and Theorem 3.2. So, there is no loss of generality in assuming that supp(µ) is
neither a point nor a periodic orbit of ϕ. We can then choose a sequence of periodic orbits Pn
with the prime periods πn such that as n tends to +∞,
πn ↑ +∞, µPn
in the weak-∗ topology
−−−−−−−−−−−−−−−→ µ, and Pn
in the Hausdorff metric
−−−−−−−−−−−−−−−→ supp(µ),
where µPn denotes the unique ergodic probability measure of ϕ supported on the periodic orbit
Pn for all n, as stated in Section 1.2.
Let the constants η < 0 and T > 0 be given by Theorem 3.2 and ξT : w 7→ 1T log‖X (T,w)‖.
Define the continuous transformation fT : W → W; w 7→ T·w. Then, µ and µPn , n = 1, 2, . . . , all
are invariant probability measures of fT on W, but not necessarily fT-ergodic. Now according to
Lemma 3.4, to prove Theorem 1.8 we need only prove
∫
W ξT(w)µ(dw) < 0. Since it holds that
lim
n→+∞
∫
W
ξT(w)µPn (dw) =
∫
W
ξT(w)µ(dw),
it is sufficient to find some constant γ < 0 such that∫
W
ξT(w)µPn (dw) ≤ γ
as n is sufficiently large. For that, we write the prime periods
πn = ℓnT + ∆n where ∆n = 0 or T < ∆n < 2T, n = 1, 2, . . . .
Then from Theorem 3.2, for any p ∈ Pn
T
ℓnT + ∆n
ℓn−1∑
k=0
ξT( f kT(p)) +
1
πn
log‖X (∆n, (ℓnT)·p)‖ ≤ η
for all n ≥ 1. Since X (t,w) is jointly continuous in (t,w) and both [T, 2T],W are compact, there
exists an N ≥ 1 such that for any n ≥ N,
1
ℓn
ℓn−1∑
k=0
ξT( f kT (p)) ≤
η
2
∀p ∈ Pn. (3.11)
On the other hand, from the Birkhoff ergodic theorem, for every n ≥ 1 we have
lim
m→+∞
1
m
m−1∑
k=0
ξT( f kT(p)) = ¯ξ(n)T (p), µPn -a.e. p ∈ Pn;
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and ∫
W
¯ξ
(n)
T dµPn =
∫
W
ξTdµPn . (3.12)
Therefore by (3.11), as n ≥ N we have
¯ξ
(n)
T (p) = lim
m→+∞
1
mℓn
mℓn−1∑
k=0
ξT( f kT(p)) = lim
m→+∞
1
m
m−1∑
i=0
{
1
ℓn
ℓn−1∑
k=0
ξT( f k+iℓnT (p))
}
≤
η
2
for µPn -a.e. p ∈ Pn; noting here that f iℓnT (p) ∈ Pn for all p ∈ Pn and any integer i ≥ 0 for Pn is
θ-invariant. So by the equality (3.12), we can obtain that∫
W
ξTdµPn ≤
η
2
as n ≥ N, and then
∫
W
ξTdµ < 0.
This proves the statement of Theorem 1.8.
We note that the proof of Theorem 1.8 is a modification of that of Liao [36, Theorem 3.1].
Since X does not need to be Ho¨lder continuous and the closing by periodic orbits property of
ϕ is not necessarily exponential as in [15, 29], there is no a general approximation theorem of
Lyapunov exponents as [15, Theorem 1.3] and [29] applicable here. So, the proof of Theorem 1.8
presented here is itself of interest.
4. Stability of linear cocycles driven by irrational rotations
In this section, we will study linear cocycles driven by an irrational rotation on T1. For our
convenience, we introduce a metric on the product topological space R × T1 as follows: for any
z = (y, e2πix) ∈ R×T1 and z′ = (y′, e2πix′) ∈ R×T1 where x, x′[0, 1), set d(z, z′) = |y− y′|+ |x− x′|
mod 1. It is easy to see that d(·, ·) is a metric compatible with the product topology of R × T1.
4.1. Proof of Theorem 1.11
We will prove Theorem 1.11 stated in Section 1.3 using the quasi contraction lemma (i.e.
Theorem 1.9) and Theorem 1.8 proved in Section 3.
Proof of Theorem 1.11. Let ω ∈ (0, 1) be an irrational number and S ∈ C(T1,GL(d,R)) given as
in Theorem 1.11. For ω, from Dirichlet’s theorem we choose a sequence of positive integer pairs
(pn, qn)n≥1 such that 0 < pn/qn < 1 for all n ≥ 1.
Since pn/qn → ω as n → ∞ and [0, 1] × T1 is compact under the standard product topology,
we see that
W := ({pn/qn : n ≥ 1} ∪ {ω}) × T1,
as a closed subspace of [0, 1]×T1, is also a compact metric space. We simply write T1y = {y}×T1
for all y ∈ [0, 1]. We now extend S from T1ω onto W as follows:
S˜ : W → GL(d,R) by (y, z) 7→ S (z) ∀(y, z) ∈ W.
Moreover, we define the homeomorphism from W onto itself
T : W → W by T (y, z) = (y,Ry(z)) ∀(y, z) ∈ W,
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where Ry : T1y → T1y is as in (1.9) with y instead of x. For any z ∈ T1, since∣∣ω − pn
qn
∣∣ < 1
q2n
and T qn ( pn
qn
, z) = ( pn
qn
, z) ∀n ≥ 1,
we can obtain that ∣∣T k(ω, z) − T k( pn
qn
, z)
∣∣ < 1
qn
· |z| ∀k = 0, 1, . . . , qn − 1.
This implies that (W, T ) has the closing by periodic orbits property (cf. Definition 1.12).
On the other hand, from S˜ there is a naturally defined linear cocycle
S˜ : N × W → GL(d,R); (n, (y, z)) 7→ S (Rn−1y (z)) · · ·S (Ry(z))S (z)
driven by T . We note that although the robust periodic stability of S on T1 defined by Defi-
nition 1.10 cannot induce the robust periodic stability of S˜ on W defined by discretization of
Definition 1.7, yet from the product structure of W, the distribution of periodic orbits of T and
from the proof of Theorem 3.2, it follows that S˜ has the quasi contraction property on the peri-
odic points of T .
Therefore, S˜ driven by T is uniformly exponentially stable from Theorem 1.8. This implies
that Sω driven by Rω is uniformly exponentially stable too, as desired.
This completes the proof of Theorem 1.11.
We note that since pn/qn → ω as n → ∞, {pn/qn | n ≥ 1} ∪ {ω} is a compact subset of R and
W is compact. However, in the definition of the driving dynamical system T , pn/qn and ω all play
the role of the rotation numbers. The same points should be noted in the proof of Theorem 4.1
later.
4.2. Complete periodic stability does not imply the uniform stability
Now we will construct examples which show that the complete periodic stability condition
(1.3) does not need to imply the unform stability even in the 1-dimensional case in our context.
Theorem 4.1. Let ω ∈ (0, 1) be an irrational number and γ an arbitrary constant with 0 < γ < 1.
Let {pn/qn}n≥1 be a sequence of rational numbers such that qn ↑ ∞ and |ω − pnqn | < 1q2n . Define a
continuous 1 × 1 matrix-valued function
S : W := ({pn/qn | n = 1, 2, . . . } ∪ {ω}) × T1 → (0, 1] ⊂ R1×1
by
S|{pn/qn} × T1 ≡ γ1/qn and S|{ω} × T1 ≡ 1.
Then, driven by T : (y, z) 7→ (y,Ry(z)) which has the closing by periodic orbits property, S is
completely periodic stable, but not uniformly stable.
Proof. Indeed, for any periodic point (pn/qn, z) ∈ W of T , its period is qn under the iteration
of T and the induced linear cocycle has the spectral radius γ over this corresponding periodic
orbit. However, the induced linear cocycle has Lyapunov exponent zero at every aperiodic point
(ω, z) ∈ W of T . This completes the proof of Theorem 4.1 from Theorem 1.11.
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For a continuous transformation T : W → W on a compact metric space (W, d), a point
w ∈ W is said to be nonwandering with respect to T if for every neighborhood U of w, there
exists an n ≥ 1 with U ∩ T−nU , ∅. Equivalently, a point w is nonwandering if and only if
for any ε > 0 there is a point y ∈ W and an n ≥ 1 such that d(w, y) < ε and d(w, T n(y)) < ε.
The set of all nonwandering points of T is called the nonwandering set of T and denoted by
ΩT (W). Clearly, ΩT (W) is an T -invariant closed subset of W such that µ(ΩT (W)) = 1 for every
T -invariant probability measure µ on W. Hence from [16, Corollary 2.7], it follows that for any
continuous matrix-valued function C : W → Rd×d by w 7→ C(w), the joint spectral radius ρ(C, T )
defined as in Definition 1.13 is such that
ρ(C, T ) = lim
n→∞
max
w∈ΩT (W)
n
√
‖C (n,w)‖ = inf
n≥1
max
w∈ΩT (W)
n
√
‖C (n,w)‖.
It is easy to check that if T satisfies the closing by periodic orbits property described as in
Definition 1.12, then the periodic points of T are dense in ΩT (W). By Wnper(T ) we mean the set
of all periodic points of period n for all n ≥ 1. Write Wper(T ) =
⊔
n≥1 Wnper(T ).
Remark 4.2. Theorem 4.1 not only may be served as a counterexample to the spectral finiteness
mentioned in Section 1.4, but also resists [16, Question 3]. However, Theorem 4.1 is not a coun-
terexample to [16, Question 3], since the complete periodic stability condition, that is described
as
∃γ < 1 such that ρ(C(T n−1w) · · ·C(w)) ≤ γ ∀w ∈ Wnper(T ) and n ≥ 1,
is weaker than the following condition which is required by [16, Question 3]:
∃γ < 1 and N ≥ 1 such that ρ(C(T n−1w) · · ·C(w)) ≤ γ ∀w ∈ Wper(T ) and n ≥ N;
since the period of w ∈ Wper(T ) is not necessarily equal to n.
5. Concluding remarks
We have mainly proven that for a linear cocycle driven by a dynamical system having the
closing by periodic orbits property, it is uniformly exponentially stable if and only if it is robustly
periodically stable (Theorems 1.2, 1.8 and 1.11). We note here that we have not imposed any
additional conditions on the Markov transition matrix P for the Markovian chain ξ which is
equivalent to the MJLS (1.1). If P is irreducible and aperiodic (i.e. there is some N > 0 such that
PN is strictly positive), then the N-fold iteration of the finite-type subshift θ+
A
is equivalent a full
shift and further the complete periodic stability condition (1.3) implies the uniform stability of
the MJLS (1.1). Hence our results and methods of proof should be useful for the stability analysis
of Markovian jump linear systems.
In the classical case of the stability analysis of switched linear dynamical system, a powerful
tool is the Elsner reduction theorem; in other words, for any irreducible A = {A1, . . . , AK} ⊂ Rd×d
with the joint spectral radius ρ(A) > 0, there always exists a vector norm ‖ · ‖∗ on Rd such that
‖Ain · · · Ai1 x‖∗ ≤ ρ(A)n‖x‖∗, ∀x ∈ Rd, n ≥ 1 and (i1, . . . , in) ∈ {1, . . . , K}n.
However, this is not the case in our situation. To get around those obstruction points that are
overcame by Elsner’s reduction theorem in the classical case, we have employed Shantao Liao’s
methods established for the theory of differentiable dynamical systems and proved a Gel’fand-
Berger-Wang formula of MJLS using approximation of Lyapunov exponents by periodic orbits.
In addition, counterexamples have been constructed to the robustness condition (Theorem 4.1)
and to the spectral finiteness of linear cocycle (Theorem 1.14).
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