Abstract. Many approximations to function spaces admit natural stable splittings, with a typical example being the stable splitting of a space
Introduction
Many mapping space functors of a topological space X admit homotopy equivalent combinatorial models CX constructed in the following way. Let Λ be the category with objects the finite sets 0 = ∅ and n = {1, 2, . . . , n}, n ≥ 1, and morphisms the injective functions. Following the terminology of [CMT] , a coefficient system is a contravariant functor C : Λ op → topological spaces.
Meanwhile, a based space X defines a covariant functor X × : Λ → topological spaces by the formula X × (n) = X n . Then CX is defined to be the coend of C and X × :
where (α * (c), x) ∼ (c, α * (x)) for all c ∈ C(n), x ∈ X m , and α : m → n. An important family of examples is the case when C(n) = C d (n), the space of 'n disjoint little d-cubes in a big d-cube', i.e. the n th space in the BoardmanVogt little d-cubes operad C d . Here the associated space CX maps naturally to the iterated loopspace Ω d Σ d X, and this is a homotopy equivalence if X is path connected.
The coefficient systems C arising in this family are Σ-free: for all n, the action of the symmetric group Σ n on the space C(n) is free. This is typical of coefficient systems arising in both of the most common ways: from Σ-free (unital) operads, and from configuration spaces. For the rest of the paper we will assume that all our coefficient systems are Σ-free.
The space CX has a natural increasing filtration, with
Letting D n X = F n CX/F n−1 CX = C(n) + ∧ Σn X ∧n , and DX = ∞ n=0 D n X, there is a natural stable equivalence 1 [CMT] that splits the filtration
In the author's experience, many applications of the combinatorial models CX arise from an analysis of how the stable splitting interacts with unstable structure. By and large, such interactions were analyzed by the early 1980's (see e.g. [K1, K2, K3, K4, LMMS] ), but the most fundamental unstable structure, the diagonal on CX, seems to have been not previously studied from this point of view. It is the point of this note to remedy this.
Our immediate interest in this question comes from the fact that recent projects by D. Tamaki [T] , N. Strickland [S1] , and the author (joint with S. Ahearn), have all involved studying the product structure on h * (CX) for various C as above and for various multiplicative generalized cohomology theories h * . Understanding such cup product stucture amounts to understanding the homomorphisms induced by the maps ∆ l in h * -theory, where we let ∆ l : CX → (CX) l be the l-fold diagonal map. For this, it suffices to study ∆ l stably.
Given n and
We will often identify D I X with the homeomorphic space C(I) + ∧ ΣI X ∧|I| , where
Our main theorem, Theorem 2.4, is a description of each Ψ n I as a sum of more familiar maps arising from transfers and diagonals, with the sum indexed by equivalence classes of covers of n by i 1 , i 2 , . . . , i l . An immediate corollary is easy to state: (1) If l = 2 and X is a coH-space, the theorem says that the composite
Here Tr is the transfer associated to
When X is a suspension and
X, a closely related statement was given by D. Tamaki [T, Prop. 3.5] . More recently, N. Strickland has also noted and used a version of the C = C ∞ case [S1, S2] (with X = S 2 ). In this last situation, the second map in the composite can be viewed as the identity in homotopy. The methods used by both of these authors heavily use that their X is a coHspace, and we hope that our paper offers some perspective on their arguments. (2) In [A] , G. Arone gave an explicit model for the Goodwillie tower associated to the functor
where K is a fixed finite complex. Working with this, the author, together with S. Ahearn, have been studing multiplicative properties of the associated spectral sequences computing h * (M ap * (K, X)), where h * is a multiplicative cohomology theory. This joint project overlaps with the present paper in that we can recover the first two parts of Theorem 1.2 in the many classical situations (see [B] ) for which there is a coefficient system C and natural number m, both depending on K, and a natural map
which is an equivalence for all connected X. It was partially a desire to 'check our work' that led to the present note.
(3) Related to (2), we observe that the first statement of Theorem 1.2 is predicted by Goodwillie calculus.
The organization of the paper is as follows. The main theorem is stated in section 2, after the maps arising in its statement have been carefully defined. This is then proved in section 3, following the strategy followed in [K4] , where we analyzed the James-Hopf maps in the same way that we here analyze diagonals. In the short Appendix A, we discuss statement (3) of Theorem 1.2 and similar simplifications of the results in [K4] which arise when X is a coH-space.
In proving Theorem 2.4, we use a simple characterization from [K4] of the stable equivalence of [CMT] . A reader might wonder if other people's constructions of stable splittings yield the same maps. Appendix B, which can be read independently of the rest of the paper, addresses this question. Using ideas from Goodwillie calculus, we show that there is a unique equivalence that 'splits the filtration' and is appropriately 'natural', and discuss three different constructions of such splittings. The author would like to thank the referee for a careful critique of an earlier version of this section.
The main theorem
We begin with various definitions of a combinatorial nature.
Definitions 2.1. Fix n and I = (i 1 , . . . , i l ). A partial I cover of n is an l-tuple S = (S 1 , . . . , S l ) of subsets of n so that S t has cardinality i t for all t. Such an S is a cover if n is the union of S 1 , . . . , S l .
We let S(n, I) be the set of all partial I covers of n. The tautological action of Σ n on n induces an action on S(n, I) in the obvious way, and two partial I covers of n are said to be equivalent if they are in the same Σ n -orbit.
(1) For 1 ≤ t ≤ l, let α S,t : i t → n be the unique monic order preserving map with image S t .
(2) Let α S : |I| → n be the map defined by the maps α S,t , viewing |I| as the disjoint
Given a partial cover S ∈ S(n, I), we now proceed to construct stable maps
natural in both X and Σ-free coefficient systems C. Firstly, the maps α S,t : i t → n induce
Then we define
by letting, the t th component of ∆ S (x) be x αS (t) , if x = (x 1 , . . . , x n ). Both these maps are equivariant with respect to ρ S : Σ S → Σ I . Thus they assemble into an unstable map
The stable map Ψ S is then the stablization of this map precomposed with the stable transfer Tr
If the partial cover S is a cover, then α S : |I| → n is onto. Then ∆ S prolongs to a natural map
and thus Ψ S prolongs to a natural stable map
The proof of [K4, Lemma 2.6], based on the naturality of the transfer and the behavior of extended power constructions under conjugation, generalizes to the setting here to prove the next lemma.
Lemma 2.3. If S is equivalent to S then Ψ S is homotopic to Ψ S .
Our main theorem now goes as follows. Note that the first two statements of Theorem 1.2 follow. There are no I covers of n unless |I| ≥ n and i t ≤ n, for all t. If |I| = n, there is a single equivalence class of I covers of n represented by the disjoint union decomposition n = i 1 + · · · + i l , and for this S, Ψ S is the composite of Theorem 1.2(2).
Let S be an I cover of n. In the appendix we check that if n < |I| and X is a coH-space, then the diagonal ∆ S : X ∧n → X ∧|I| is Σ S -equivariantly null. Thus Ψ S will be null, and so Theorem 1.2(3) also follows from Theorem 2.4.
Proof of the main theorem
We begin this section by describing a characterization of s : (CX) + −→ DX which we noted in [K4] .
To explain this, we first note that, since Df :
is defined for all stable maps f : Y → Z, the fact that X + → X is stably split epic implies the next lemma.
Lemma 3.1. For all spaces X, the projection D(X + ) → D(X) is stably split epic, up to homotopy.
Thus, to understand s : (CX) + −→ DX, one need just study s : (C(X + )) + −→ D(X + ), and to do this, we make the following observation. There is a natural (unstable) homeomorphism of spaces
As in [K4] , we have the next definitions. 
Given n and m, let Θ n,m :
Thanks to the last lemma, the next proposition, describing the maps Θ n,m in terms of more fundamental maps, can be regarded as a characterization of s. 
where the first map is the stable transfer associated to Σ m × Σ n−m ⊆ Σ n , the second map is induced by the map C(n) → C(m) × C(n − m) associated to the coefficient system, and the last map is the projection.
In the case when C = C ∞ this was shown in [K4] . In fact, this was shown twice. For s constructed as the adjoint to the James-Hopf maps of [CMT] , this is [K4, Proposition 4.5]. For s constructed using R. Cohen's 'stable proofs of stable splittings' [C] , this is [K4, Theorem A.2] . In both cases, the proofs given there generalize easily to general coefficient systems C. (This was already hinted at in [K4] : in that paper, see the last paragraph of section 5.)
We now turn to proving Theorem 2.4, following the strategy used in [K4, §4] .
Recall that we are trying to identify Ψ n I , the (n, I) th component of the composite
The observations above show that it suffices to identify this component with X replaced by X + . In this case, Ψ n I is the (n, I) th component of the composite
where Θ is the stable map described by Proposition 3.3. LetΨ n I be the (n, I) th component of the composite Assuming this key result for the moment, we finish the proof of Theorem 2.4. If S is a partial I cover of n, we let S + k denote S viewed as a partial cover of n + k, under the inclusion n → n + k. Note that every partial I cover of n is equivalent to one of the form S + n − m with S an I cover of m, and S is unique up to equivalence. (The number n − m will be the number of 'uncovered' points of the original partial cover.) Lemma 3.5. If n ≥ m and S is an I cover of m, then
This follows from standard properties of the transfer as in [K4, Proof of 4.13]. Theorem 2.4 now follows. LetΨ 
and the stablization of the unstable map
The first of these maps, Tr • ∆, can be analyzed using the naturality of the transfer with respect to pullbacks of covering spaces. To describe our pullback, we need yet more notation. If S = (S 1 , . . . , S l ) is a partial I cover of n, let S = (n − S 1 , . . . , n − S l ) denote the complementary partial I cover of n. Note that Σ S = Σ S and that (S ) = S.
Lemma 3.6. There is a pullback diagram
where S runs through the partial I covers of n, and the component maps
Note that Proposition 3.4 follows from this. By naturality, to verify the lemma, it suffices to check that there is a pullback diagram
where S runs through the partial I covers of n. This we check using the double coset formula, i.e. we check that there is an isomorphism of Σ n -sets
where Σ n acts diagonally on Σ l n . But this is easy to see. By definition, there is an isomorphism of Σ n -sets S Σ n /Σ S S(n, I). In this appendix, we verify the intuitively reasonable fact stated at the end of §2: if S is an I cover of n and |I| > n, so that the diagonal is involved in an interesting way in the construction of Ψ S : D n X → D I X, then Ψ S is null if X is a coH-space. We verify this by proving a more general lemma, which applies also to the constructions of [K4] .
Now note that S(n, I) = S(n, i 1 ) × · · · × S(n, i l ) is acted on transitively by Σ
If A is a finite set, and X is a pointed space, we let W A (X) ⊂ X A denote the fat wedge, and 
To see this, we first note that there is a decomposition of α : B → A as a G-map:
Thus ∆ α is the smash product, over the G-orbits in A, of G-maps
Choosing a ∈ A as in the hypotheses, we will have G × Ga B a = G/G a × B a , so that ∆ αa can be identified with
where ∆ : X → X ∧Ba is a diagonal map into a smash product of more than one copy of X. If X is a coH-space, then ∆ will be (nonequivariantly) null, so that ∆ ∧G/Ga will be G-equivariantly null, establishing the lemma. For the purposes of verifying the statement at the end of §2, let A = n, B = |I|, α = α S : |I| → n, and G = Σ S , where S is an I cover of n. Then, for all a ∈ A, G a acts trivially on B a , so the lemma applies.
As a second application, in [K4] we defined an (r, q)-set S with |S| = n to be a cover of n by r distinct subsets each of cardinality q. As discussed there, if Σ S ⊂ Σ n is the stabilizer of this configuration, one gets a homomorphism Σ S → Σ r Σ q , and an epimorphism α S : rq → n which is Σ S -equivariant. Letting A = n, B = rq, G = Σ S , and α = α S , we again have that for all a ∈ A, G a acts trivially on B a , so the lemma applies.
In this case, the topological consequence, a simplification of the main result of [K4] in the coH-space case, goes as follows. Let C ∞ and D ∞ denote the C and D constructions associated to the E ∞ operad C ∞ . Given an arbitrary coefficient system C, let j q : CX → C ∞ D q X be the q th James-Hopf invariant, i.e. the unstable map adjoint to the stable splitting projection
th component of the stable map
In [K4], we described J n r,q as a sum of maps associated to the equivalence classes of (r, q)-sets S with |S| = n. If X is a coH-space, and rq > n, our lemma applies, and we have the following corollary of [K4, Theorem 2.3]. 
Here the first map is the (stable) transfer induced by the inclusion Σ r Σ q ⊂ Σ rq , and the second map is induced by maps C(rq) → C(q) r arising from the coefficient system structure, together with any Σ r -equivariant map C(rq) → C ∞ (r). (As C ∞ (r) is contractible, this will exist and be unique up to equivariant homotopy.)
Appendix B. Characterizations of stable splittings
Given a stable map s : (CX) + → DX, we let s n : (CX) + → D n X denote the composite (CX) + s −→ DX → D n X, where the second map is projection onto the n th wedge summand. Implicit in the statement 'the stable map s : (CX) + → DX splits the filtration of CX' is that s satisfies the following property:
For all n ≥ 0, the composite (
is homotopic to the stablization of the projection
We will also insist that s preserve the increasing filtrations on (CX) + and DX:
Equivalently, this last property says that the composite 
By induction on n, the first diagram implies that eachs n is a homotopy equivalence. For a fixed space X, there can be many maps s satisfying properties (B.1) and (B.2) . Thus it appears ambiguous to refer to the stable splitting of CX. However, as we will see below, this ambiguity disappears if one assumes that s is appropriately natural in X. Since our proof of this evokes T.Goodwillie's only partially published theory of the 'calculus' of homotopy functors, categories of spaces and spectra that we work with need to have enough structure to support his proofs.
2
Given two functors F and G from pointed spaces to spectra, it is useful to generalize the notion of a natural transformation from F to G in the following way.
Definition B.2.
A weak natural transformation h : F → G will be a triple (H, f, g) , with H a functor from spaces to spectra, g : H → G a natural transformation, and f : H → F a natural transformation such that f (X) : H(X) → F (X) is a homotopy equivalence for all X.
Note that, if F and G are homotopy functors, then a weak natural transformation h : F → G induces a well defined natural transformation in the homotopy category:
Furthermore, using homotopy pullbacks, one can define the composition of weak natural transformations.
3
In particular, viewing CX and DX as functors from the category of pointed spaces to spectra, it makes sense to say that a weak natural transformation s : (CX) + → DX satisfies properties (B.1) and (B.2).
Our uniqueness result goes as follows. Sketch proof. We will show that, up to homotopy, there is a formula for the components s n : (CX) + → D n X that is independent of s. Let p n : (CX) + → P n ((CX) + ) be projection onto the n th degree polynomial functor approximation to (CX) + in the Goodwillie sense. His general theory says that D n (X) is homogeneous of polynomial degree n and that there is a weak natural transformation
unique up to homotopy, such that in the homotopy category
factors as the composite
Furthermore, using that P n preserves fibrations up to homotopy, one deduces that (F n CX) + has polynomial degree at most n and that the composite
is a homotopy equivalence. Thus
a formula that is evidently independent of s.
We now discuss the existence of stable splittings. One construction comes from the proof of the last proposition: with notation as there, one defines a weak natural transformation s n : (CX) + → D n X as the composite of p n : (CX) + → P n ((CX) + ) with P n ((CX) + )
A second construction is to use the natural transformations arising as adjoints of the James-Hopf maps of [CMT] . These are combinatorially defined, unstable maps j n : CX → Ω ∞ Σ ∞ D n X which generalize James' original construction of global Hopf invariants. These are natural in X, and are quite explicit, except for embeddings of certain configuration spaces in R ∞ . Finally, a third construction uses the idea of R. Cohen [C] . (See also [LMMS, VII.5] .) We briefly review this, tweaked slightly so that the splittings are natural.
One starts by observing that, working in a category of spectra (e.g. [EKMM] ) with an associative, commutative smash product with unit S = Σ ∞ S 0 , a map of spectra η : S → E defines a covariant functor E ∧ : Λ → Spectra by the formula E ∧ (n) = E ∧n . Thus, given a coefficient system C, we can define a filtered spectrum CE to be the coend of Σ ∞ C and E ∧ : CE is the coequalizer of the two apparent maps α:m→n
This is related to the construction of the introduction by
Furthermore, there is an isomorphism of spectra
C(Z ∨ S) = D(Z),
natural in spectra Z. The construction CE is functorial with respect to maps under S. The construction of a natural splitting s now goes as follows. Let X denote the homotopy fiber of the projection X + → S. Note that the composite X → X + → X is a natural homotopy equivalence. A weak natural transformation s : (CX) + → DX satisfying properties (B.1) and (B. 2) is then obtained by applying the construction C to the natural maps under (and over) S X + ←− X ∨ S −→ X ∨ S. Remark B.4. These days, some readers might find our first, Goodwillie calculus based, construction of the stable splittings the preferred one. However, the author knows a proof of Proposition 3.3, the characterization of the stable splittings needed in the body of the note, only using one of the other two constructions. Of the three constructions given here, it is our last one that seems best suited to use when studying further structure of the stable splittings.
