Adaptation is a fundamental property of the visual system that molds how an object 2 is processed and perceived in its temporal context. It is unknown whether adaptation 3 requires a circuit level implementation or whether it emerges from neuronally intrinsic 4 biophysical processes. Here we combined neurophysiological recordings, psychophysics, 5 and deep convolutional neural network computational models to test the hypothesis 6 that a neuronally intrinsic, biophysically plausible, fatigue mechanism is sufficient to 7 account for the hallmark properties of adaptation. The proposed model captured neural 8 signatures of adaptation including repetition suppression and novelty detection. At the 9 behavioral level, the proposed model was consistent with perceptual aftereffects. Fur-10 thermore, adapting to prevailing but irrelevant inputs improves object recognition and 11 the adaptation computations can be trained in a network trained to maximize recogni-12 tion performance. These results show that an intrinsic fatigue mechanism can account 13 for key neurophysiological and perceptual properties and enhance visual processing by 14 incorporating temporal context. 15 Introduction 16 Information processing in vision is not a constant function of visual input, but rather the 17 underlying computations are dynamically changed by the behavioral and temporal context. 18 These dynamic changes can dramatically alter visual experience, such as the illusory percep-19 tion of upwards motion after watching flowing water in the so-called waterfall illusion 1 . To 20 understand vision under natural, dynamic conditions, we must consider the processes that 21 contribute to the integration of temporal context.
Neural network architecture and incorporation of intrinsic neuronal fatigue mechanism. a, Architecture of a static deep convolutional neural network, in this case AlexNet 20 . AlexNet contains five convolutional layers (conv1-5) and three fully connected layers (fc6, fc7, and the decoder fc8). The unit activations in each layer, and therefore the output of the network, are a fixed function of the input image. b, Fatigue implemented by Equations 1 and 2 results in suppression s(t) (orange) over time for constant input (time steps 0-100), leading to a reduction in the response r(t) (blue). The amount of suppression recovers in the absence of input (time steps > 100). In this case, the parameters in 1 and 2 take the values α = 0.96 and β = 0.7. c, An expansion over time of the network in a, where the activation of each unit is a function of its inputs and its activation at the previous time step (Equations 1 and 2).
Fig. 2
Neuronal fatigue in a neural network captures temporal dynamics of adaptation at the neurophysiological level. a, Example repetition and alternation trials. b, Responses in macaque inferior temporal (IT) cortex (N = 97 neurons with a positive net response to faces) are suppressed more for a repeated stimulus (blue) than for a new stimulus (orange, data from 21 ). Black bars indicate stimulus presentation. c, The same experiment as in a-b leads to stimulus-specific suppression similar to the experimental results in an artificial neural network with neuronal fatigue (black, blue and orange lines; average activity after ReLU of N = 6, 699 conv5 units with a positive net response to faces). Suppression is not present without neuronal fatigue (grey). The x-axis units are time steps, mapping to bins of 50 ms in b. d, Example oddball sequence with illustrative stimuli: a high probability grating (blue) and a low probability texture (orange) used in the actual and simulated experiments. Stimulus type and probability were counterbalanced for each neural recording. e,f, Neural responses from multi-unit sites recorded during oddball sequences in rat primary (V1, N = 55, e) and latero-intermediate (LI, N = 48, f ) visual cortex 22 . Accumulation of adaptation across multiple repeats leads to increased suppression for high probability stimuli (blue) compared to low probability stimuli (orange). Time courses were normalized by the response at the first trial. g, Difference in response for the low and high probability stimulus increases from V1 to LI (error bars are 95% bootstrap confidence intervals calculated assuming no inter-animal difference). h-j, A simulation of an oddball sequence shown in d in the computational model leads to similar accumulation of suppression across stimulus presentations and stages of processing as in the experimental results.
manifestations of adaptation 145
A comprehensive model of visual adaptation should not only capture the neural proper-146 ties of repetition suppression, but should also be able to explain perceptual aftereffects of 147 adaptation. We start with the well-known tilt aftereffect 26, 27 , where an observer perceives a 148 vertically oriented grating to be slightly tilted in the direction opposite to the tilt direction of 149 an adapter. In other words, the decision boundary for perceptual orientation discrimination 150 shifts towards the adapter 27 , and a grating tilted slightly in the direction of the adapter will 151 appear vertical (see Fig. 3a ). No perceptual shift should occur when the adapter has the 152 same orientation as the original boundary stimulus.
153
To evaluate whether perceptual aftereffects can be described by the proposed neural 154 network model with fatigue, we created a set of gratings that ranged from left to right 155 oriented (-45°to 45°in 100 steps), and measured the category boundary for each layer of 156 the model before and after adaptation. Specifically, these boundaries were estimated using a 157 binary classifier (logistic regression, trained on the full stimulus set before adaptation) and 158 fitting a psychometric function 28 on the class probability estimates given by that classifier.
159
For a fair comparison, the categorical boundaries before and after adaptation were always 160 calculated using the same classifier in the same space, namely the principal component space 161 obtained from the unadapted outputs to the full stimulus set. Of note, the model used here 162 is the same one used in Fig. 2 . In Fig. 3b we show the psychometric curves fit on the conv5 163 layer class probability estimates before (blue) and after (orange) adaptation to a 45°right 164 tilted grating. The decision boundary, that is the test stimulus tilt for which the classifier's 165 predicted right tilt probability was 0.5, shifted 4.5°towards the tilt of the adapter. Fig. 3c 166 shows that for all layers except fc7, adaptation to a tilted grating resulted in a boundary shift 167 towards the adapter. Given that the original boundary stimulus is vertical, adaptation to a 168 vertically oriented grating had no effect on the decision boundary. The effect of adaptation 169 propagated and accumulated over the layers, and the shift in the test boundary was largest 170 Fig. 3 A neural network incorporating neuronal fatigue demonstrates perceptual adaptation effects. a,d, Illustration of the tilt (a) and face-gender (d) aftereffect with the stimuli used in our simulated experiments. After exposure to an adapter (left), a test stimulus is presented (middle). The test stimulus is perceived differently as a result of a shift in the decision boundary toward the adapter. In a, observers perceive the slightly right tilted grating as vertically oriented. In d, observers perceive the male face as gender-neutral. The images for the illustration of perceived aftereffects (a,d) were picked based on the estimated conv5 boundary shift shown below. b,e, Decision boundaries before (blue) versus after (orange) exposure to the adapter based on the conv5 layer of the model with neuronal fatigue. Markers show class probabilities predicted by the logistic regression classifier for each test stimulus, full lines indicate the corresponding psychometric functions, and vertical lines the classification boundaries. In b, adaptation to a 45°grating leads to a shift in the decision boundary to positive orientations, hence perceiving test stimuli to the left of the new boundary with more negative orientations. In e, adaptation to a 100% male face leads to a shift in the decision boundary towards male faces, hence perceiving test stimuli to the left of the new boundary as more female-like. c,f, Decision boundary shifts for the test stimulus as a function of the adapter tilt/face-gender per layer. Round markers indicate the conv5 boundary shifts plotted in b,e.
face-gender boundary shift towards the adapter, whereas adapting to a gender-neutral face 175 leads to no shift. In other words, exposure to a male face will make a face appear more female 176 (Fig. 3d) . To evaluate whether the model also shows the face gender aftereffect, we created 177 a set of face stimuli that morphed from average female to average male face in 100 steps 178 (using Webmorph 30 ). As predicted, exposing the model to an adapter face shifted the face 179 gender boundary towards the adapter gender ( Fig. 3e,f ). For example, before adaptation, 180 the predicted male probabilities for the model conv5 layer showed a typical sigmoidal curve 181 centered around the gender-neutral face stimulus (Fig. 3e, blue) . After adapting to a 100% 182 male face, the decision boundary (i.e. predicted male probability of 0.5) shifted 63 percentage 183 values towards the gender of the adapter (Fig. 3e, orange) . As predicted, adaptation to 184 a gender-neutral face had no effect (Fig. 3f, 0% on the x-axis). The aftereffect did not 185 suddenly emerge in later layers, but slowly built up in an approximately monotonic fashion 186 with increasing layers (Fig. 3f , from black to blue to red colors), consistent with the idea 187 of adaptation cascading and accumulating across the stages of processing. All stages of 188 processing can contribute to the aftereffects, based on the population of units that responds 189 to both the adapter and test images. Entry (i,j) shows the Euclidean distance between image i and image j based on the fc8 features at time step 0 (left) or time step 40 (right). The distance is represented by the color of each point in the matrix (see scale on right). Images are sorted based on their categories. Adaptation leads to an increase in between category distances and a decrease in within category distances as shown by the pairwise distance matrices. e,f, Both human participants (e) and the proposed computational model (f ) showed an increase in categorization performance after adapting to the same noise pattern. Gray circles and lines denote individual participants (N = 15). The colored circles show average categorization performance, error bars indicate 95% bootstrap confidence intervals. Chance = 20%. Note that for f we decreased the suppression scaling constant to β = 0.1 to get comparable adapter effects (for all other figures it was set to β = 0.7).
increase the ability to recognize the target object embedded in the same noise pattern. We Fig. 5 The parameters for adaptation can be fit in a network trained to maximize recognition performance and this solution is robust to different input signals. a, A convolutional neural network with an AlexNet-like feed-forward architecture. For the adaptation version, an exponentially decaying hidden state was added to each unit according to Equations 1 and 2 (except for the decoder). For the recurrent version, fully connected recurrent weights were added for the fully connected layer and convolutional recurrent kernels of size 1 x 1 x 32 and stride 1 for the three convolutional layers (see drawings in blue). b, Average fitted parameters α and β for each layer after training 30 random initializations of the network with adaptation state on same noise trials (standard error of the mean bars are smaller than the markers). c, Test categorization performance on trials with the same Gaussian noise distribution as during training. Full markers: average categorization performance after training 30 random initializations on the same noise trials without adaptation state (black), after training with adaptation state on same noise trials (blue) or on different noise trials (orange). Empty markers: same as full markers but for the recurrent neural network. Standard error of the mean bars are smaller than the markers. Chance = 20%, indicated by horizontal dotted line. d-f, Average generalization performance of the networks with an intrinsic adaptation state (magenta), recurrent weights (blue), or neither (grey, baseline) for same noise trials under noise conditions that differed from training. Performance is plotted as a function of increasing standard deviations (x-axis) of Gaussian noise (d, the vertical line indicates the SD = 0.32 used during training), of uniform noise (e), or as a function of increasing offset values added to Gaussian noise (SD = 0.32, same as training). Error bounds indicate standard error of the mean. the solution is not robust to deviations from the particular statistics of the prevailing input 280 during training.
281

Discussion
282
We examined whether the paradigmatic neurophysiological and perceptual signatures of 283 adaptation effects can be explained by a biologically inspired intrinsic fatigue mechanism 7 284 in a feed-forward deep network. The proposed computational model bridges the funda-285 mental levels at which adaptation phenomena have been described: from intrinsic cellular 286 mechanisms, to responses of neurons within a network, to perception. We showed that the 287 proposed model (Fig. 1) can explain classical perceptual aftereffects of adaptation, such as 288 the tilt and face-gender aftereffects 26,29 (Fig. 3) . In addition, the units in this network exhib-289 ited stimulus-specific repetition suppression 5,23 , which recovers over time but also builds up 290 across repeats despite intervening stimuli 36 , and builds up across stages of processing 22,37,38 291 (Fig. 2) . Such adaptation effects may enhance novelty detection. In addition, adaptation 292 can directly impact recognition performance (Fig. 4) . As predicted by the proposed model, 293 adapting to a noise pattern increased object recognition performance when the target object 294 was hidden in a temporally constant noise pattern. A recurrent neural network could be 295 trained to solve the same task, but it converged on a circuit solution that was less robust to 296 different noise conditions than the proposed model based on intrinsic neuronal fatigue mech-297 anisms (Fig. 5) . Together, these results show that a neuronally intrinsic fatigue mechanism 298 can robustly account for adaptation effects at the neurophysiological and perceptual levels.
299
Adaptation can serve an important metabolic role. Neurons use large amounts of en-300 ergy to generate action potentials, which constrains neural representations 39,40 . By reducing 301 neural responsiveness for redundant information, adaptation has the advantage of increas-302 ing metabolic efficiency of the neural code. Such metabolic advantages could also serve to 303 increase coding efficiency by normalizing responses for the current sensory conditions 5 . Neu-304 rons have a limited dynamic range with respect to the feature they encode and a limited 305 number of response levels. Adaptation can maximize the information carried by a neuron by
