This paper presents a structural change test for panel data models in which the break (or the change) affects some, but not all, cross-section units in the panel. The test is robust to nonnormal, heteroskedastic and autocorrelated errors, as well as end-of-sample structural change. The test amounts to computing and comparing pre-and post-break sample statistics as Chow (1960) type F statistics averaged over cross-section units. The cases of known and unknown break date are both considered. Under mild assumptions, the test has a limiting standard normal distribution as the number of cross-sections tends to infinity. Monte Carlo experiments show that the test has good size and power under a wide range of circumstances, including when the break date is unknown and differs across individual units, and when errors exhibit cross-section dependence. Finally, the test is illustrated by seeking a break in the dynamics of trade among euro area countries following the introduction of the euro.
Introduction
There is a vast literature on testing for parameter instability or structural change in regression models. Most tests for structural change have been developed for univariate time-series models, like the popular F test of Chow (1960) . This F test is modified for the cases of unknown and multiple change point or break dates in Andrews (1993) , Andrews and Ploberger (1994) and Bai and Perron (1998) among others. The distribution of most of these tests is usually found using asymptotics in which the number of pre-and post-break observations goes to infinity, a requirement that does not allow for few post-break observations. Dufour et al. (1994) considers this problem and proposes several methods to obtain critical values. Each of these methods present some limitations. These limitations are discussed in Andrews (2003) which suggests an S test statistic for which the critical values are calculated using parametric subsampling methods to make the test robust to nonnormal, heteroskedastic and serially correlated errors.
Unlike the time-series literature, the longitudinal or panel data literature counts very few tests for structural change. One of the earliest contributions in this literature is Han and Park (1989) which extends the traditional CUSUM-type tests to the context of panel data models. Kao (2001, 2002) extend the maximum Wald test for a structural change of Andrews (1993) and Andrews and Ploberger (1994) . Another extension of the maximum Wald test is presented in Kao et al. (2005) in the context of a cointegrated panel data model with common factors. De Wachter and Tzavalis (2004) builds a test for structural change based on Andrews (1993) specifically for an AR(1) dynamic panel data model. Such a model relies on the Arellano and Bond (1991) GMM estimator for which the crosssection dimension (N) is large and the time series dimension (T ) is fixed. For a known breakpoint, the test-statistic is asymptotically χ 2 distributed with degrees of freedom depending on the model used. For an unknown breakpoint, the quantiles of the asymptotic distribution need to be computed through simulation. The literature has also investigated extensively panel stationarity tests with structural change, some notable contributions include Carrion-i- Silvestre et al. (2005) and a recent application by Basher and Carrion-i-Silvestre (2009) .
To the best of the authors knowledge, all the relevant tests in the panel data literature assume that the alternative hypothesis of a structural change is homogenous for all i. The interesting alternative that only some -and not all -individual units are affected by a break is likely to be more prominent in applied work, as shocks rarely affect all individual units equally, if at all. It is also worthwhile noting that Andrews (1993) , Emerson and Kao (2001 , 2002 ), De Wachter and Tzavalis (2004 for example, require the post-break observations to be at least 15% of T , while often in empirical work the interest lies in detecting breaks occurring at the end of the sample. Moreover, Andrews' (1993) supremum tests for time series or its panel extension by Kao (2001, 2002) necessitates tabulated critical values, Dufour et al. (1994) requires either distributional assumptions or the use of semi-nonparametric density estimation methods, and Andrews (2003) S test utilises parametric subsampling methods.
This paper introduces a Z test for structural change in panel data models, for which the break is sustained by some, but not all, cross-section units i = 1, . . . , N in the panel. This break can also occur at different dates for each i. The basic idea of the Z test is to compare cross-sectional average statistics from the pre-and postbreak samples. For each sample, a cross-sectional average statistic is computed by averaging sum of squared residuals-type statistics (S i ) over N. These S i statistics are calculated in a similar fashion to Chow's univariate F test and Andrews ' (2003) S test. The Z test is then calculated as the scaled difference between the pre-and post-break cross-sectional average statistics. Methodologically, this is most similar to the approach in Im et al. (2003) which, while focussing on the different question of unit root tests, also considers an average of separate statistics.
The Z test follows a standard normal distribution as N → ∞, which greatly facilitates the calculation of the critical values required to conduct inference. Unlike Chow's F test, the errors of the linear regression model need not be normal. It is only assumed that the errors have finite second moments. Furthermore, calculation of asymptotic critical values through simulations are not required. As Andrews' univariate S test, the Z test is robust to non-normal, heteroskedastic and autocorrelated errors, and breaks of short duration such as in end-of-sample structural change. Section 5 reviews simulation results showing good size and power of this paper's proposed test when post-break observations are only equal to 10% of T .
The Z test presented in this paper is applicable to the cases of known and unknown break date. When the break date is unknown, a 'supremum' Z statistic (sup Z) can be used in the spirit of Andrews (1993) and Bai and Perron (1998) . The break date is found by maximising difference between the post-and pre-break sum of squared residuals statistics for each cross-section unit. The theoretical results for the Z statistic with a known break date extend to the case of unknown break date.
Overall, this paper contributes to the existing literature on structural change in panel data models in three ways: (i) it proposes a Z test for structural change in panel data models for which the break does not need to occur at all or with the same date for all i; (ii) it shows that, under a mild set of assumptions, the Z test has a limiting standard normal distribution as the cross-section dimension tends to infinity (N → ∞), which greatly facilitates inference; (iii) it presents a sup Z test for structural change when the break date is unknown with theoretical properties similar to the Z test. Moreover, the tests are extended to accommodate cross-section dependence in the errors. Two approaches to "filter out" cross-sectionally dependent errors are investigated, namely the Common Correlated Effects estimator (CCE) proposed in Pesaran (2006) and the Principal Components estimator by Bai and Ng (2002) , Bai (2003 Bai ( , 2005 , and Pesaran and Kapetanios (2005) .
The paper is organised as follows: Section 2 introduces the Z test for structural change in panel data models. Section 3 provides a discussion of the assumptions required for the asymptotic results to hold, and a derivation of relevant asymptotic results. Section 4 discusses how the tests can accommodate cross-sectionally dependent errors. Section 5 investigates the test's finite sample properties with Monte Carlo simulations. Simulation results are also provided when the break date is unknown and when cross-section dependent errors are filtered with CCE. The Monte Carlo simulations show that the proposed structural change test has good size and power in finite sample, and the distribution of the test is close to a standardised normal. Finally, section 6 illustrates the test by investigating a break in intra-euro area trade dynamics after the introduction of the euro, with only a few years of data following the postulated break point.
Structural change test 2.1 Setup
Consider the following linear heterogenous panel data (or longitudinal data) model
where y it is the observation on the dependent variable for cross-section unit i at time
it ) is the d × 1 vector of explanatory variables including intercepts and/or seasonal dummies, Θ i is the d × 1 vector of coefficients. Moreover, u it are the idiosyncratic shocks specific to each individual unit and may contain fixed or random effects. u it may also exhibit cross-section dependence, heteroskedasticity and autocorrelation. Heteroskedasticity and autocorrelation are explicitly taken into account in the derivation of the test statistic. Some of the forms and remedies for cross-section dependence are discussed in section 4.
The notation used throughout this paper is defined as follows. Let t = 1, . . . , T with T 0i ∈ (1, T ), where {1, . . . , T 0i } is the pre-break time span and {T 0i + 1, . . . , T } is post-break time span. T 0i is the date of the structural change and T 1i = T − T 0i is the number of post-break observations. Let Y i = (y i1 , y i2 , . . . , y iT ) be a T × 1 vector and 
where 0 T 0i is a T 0i × d null matrix, X iT 1i is the T 1i × d matrix of explanatory variables and U i = (u i1 , u i2 , . . . , u iT ) is a T × 1 vector containing the errors for i. Θ 0i is the parameter vector prevailing for the pre-break sample and δ i is the difference between the pre-and post-break parameter vectors. If δ i = 0 then it implies that Θ 0i is constant for all t and i in model (2). Thus, the null hypothesis of no structural change is, H 0 : δ i = 0 for all i = 1, . . . , N and t = 1, . . . , T 0i , . . . , T H 1 : δ i = 0 for some i and for t > T 0i .
Let N = N 0 + N 1 , where N 0 is the number of individual units for which δ i = 0 and N 1 is the number of individual units that exhibit a break (δ i = 0). The null hypothesis states that there is no structural change for all i, whereas the alternative states that a proportion of individual units (N 1 ) experience a structural change. The alternative requires that this proportion relative to N tends to a non-zero positive constant as N → ∞. Mathematically, this implies lim N→∞ ( N 1 N ) = c, where 0 < c ≤ 1 as introduced in Choi (2001) and used again in Im et al. (2003) . This assumption ensures the asymptotic validity of the test.
Z test with known break date
This paper's proposed test for structural change essentially amounts to comparing two cross-sectional average statistics, one calculated from the pre-break sample and the other from the post-break sample. These two statistics result from averaging sum of squared residuals type statistics (S i ) over N. Similarly to Chow's (1960) F test and Andrews' (2003) S test, the fundamental test statistic for each individual unit i is defined to be
for all i = 1, . . . , N, with the assumption that Σ i U i ) = σ 2 I. The power of the test is also improved with this weighting matrix Σ i when heteroskedasticity or autocorrelation or both are present.
There are two specific variants of S i used in calculating the standardised Z statistic
Θ i is the least square's estimate of Θ 0i using the sample spanning over {1, . . . , T } for all i. The statistics S 1 i are computed using the post-break sample spanning over {T 0i +1, . . . , T }, whereas the S 0 i statistics can be calculated using observations in the pre-break sample spanning over {1, . . . , T 0i }. In practice, the variance-covariance weight matrix Σ i is seldom known and is estimated in different ways. One way to estimate Σ i is to use Newey-West autocorrelation consistent covariance estimator (see Newey and West (1987) for details). Another way to estimate Σ i is to follow Andrews (2003) :
where (r : r+) indicates that the sample spans from r to (r + T 1i − 1) and U i,(r:r+) = Y i,(r:r+) − X i,(r:r+) Θ i is a T 1i × 1 estimated residuals vector resulting from the i th time-series regression. The S 0 i and S 1 i statistics are sufficient to define the Z test for structural change in panel data models as follows:
, with ν = 0, 1 are the cross-sectional average statistics for the pre-and post-break sample respectively. Intuitively, if the null hypothesis were true, Z would be centered around 0. Therefore, the further from 0 the Z statistic is, the more evidence there is to reject the null hypothesis in favour of the alternative. Since the variances of the cross-sectional average statistics are unknown, the Z statistic uses the estimated variance of the difference of the average statistics. The estimator Var S 1 −S 0 used in this paper is defined in proposition (1) in the next section.
sup Z test with unknown break date
The Z test proposed above assumes the break date is known for each cross-section unit. This is often not the case in practice and therefore, this section proposes an extension of the Z test for an unknown break date. The idea is to find the break dateT 0i such that the difference between the post-and pre-break sum of squared residuals statistics (S ν i ) is maximised for each individual unit, i. This approach is popular in time series literature, see for example Andrews (1993) and Bai and Perron (1998) . The approach has two merits: (1) it maximises the power of the test by finding the most likely break date for all i in the panel and (2) it offers an alternative to choosing a date in an ad-hoc manner or based on a priori knowledge. The two steps to computing the sup Z statistic are:
Step 1. Find the maximum difference between the sum of squared residuals statistics:
for all i = 1, . . . , N with S 0 i and S 1 i as defined in equations (6) and (7).
for ν = 0, 1, then the sup Z test statistics can be calculated as:
3 Asymptotic results
Assumptions
Notation: ||X|| = (Tr(XX )) 1/2 is the Euclidean norm of matrix X. The operator p → denotes convergence in probability and A ∼ denotes asymptotic distribution. All 6 asymptotics are carried out under N → ∞ with either T fixed or sequentially, letting T → ∞ and then N → ∞. T → ∞ implies that either T 0i → ∞ with T 1i fixed or T 1i → ∞ with T 0i fixed.
Define the data set as the outcomes of a sequence of random variables {W i } where
the following general set of conditions on the linear regression model are required:
. . , u iT ) and U j = (u j1 , . . . , u jT ) be independently distributed random variables for all i = j and t, such that
for all i and t are stationary and ergodic. Under H 0 , the data are
t=1 are some random variables with a joint distribution different from {W i } T t=T 0i +1 . Assume also that the distribution of W i is independent of T . Note that under H 1 the data are from a triangular array since the breakpoint is changing as T increases.
is the ε-neighbourhood centered around Θ 0i with radius ε > 0 for some nonsingular matrix Σ 0i .
Assumption 1 can be relaxed by assuming there exists an invertible matrix M so that E(U i MU j ) = 0 T ×T . In practice, there are several methods available to identify M as discussed in section 4. Assumption 2 allows for both weakly dependent processes and long memory processes, as well as conditional variation in all moments, including conditional heteroskedasticity. Assumption 3 (a) and (b) are required to ensure the consistency of the estimators for both the coefficient vector and the variance-covariance matrix. If Θ 0i = Θ 0 j for all i = j then convergence is provided under N → ∞ as long as the rate of convergence of the estimators are as fast or faster than the rate of convergence ofS ν , for ν = 0, 1, and T 1i fixed under H 0 and H 1 . Note also that assumption 3 is general enough to ensure consistency of the typical within-group and between-group panel data estimators. In fact, the current setting of equation (1) allows for the inclusion of fixed effects and random effects. Assumption 4 ensures the existence of second moment for all individual test statistics (S ν i ). Under the assumption that T 0i is known, Assumptions (3) and (4) can be replaced by the following: In this case, there is no need for sequential asymptotic as only N → ∞ is required. However, sequential asymptotic is required, if T 0i is unknown. Specifically, Assumption 4 is implied by the following:
, X i1 and Σ i0 = E U i0 U i0 with Q and Q 1 being two positive definite matrices.
Results and comments
This sub-section derives the asymptotic distribution for the Z statistic and defines the properties of the tests.
Remark 1 Lemma 1 shows that Assumptions 1 -4 are sufficient to satisfy the Lindeberg condition required by the LF-CLT. It implies that the variance of theS ν statistic is not dominated by the variance of any particular S ν i statistics.
Lemma 2 Under Lemma 1 the asymptotic distribution of theS ν statistic is
Theorem 1 Under Lemma 2, the Z statistic as described in equation (9) 
has an asymptotic distribution
Proof. See Appendix.
Proposition 1 Under assumption 3 (b), the residuals can be transformed such that
Remark 2 AlthoughS ν converges to a normal distribution asymptotically, the mean and the variance of the statistics are still unknown. Hence, it is not possible to draw statistical inference onS ν alone. Under the null hypothesis, however, the mean of S 0 is the same asS 1 and therefore the Z statistic -which is based on the difference betweenS 1 andS 0 -will have mean 0. Furthermore, the variance of (S 0 −S 1 ) can be estimated as shown in Proposition 1. It ensues that the Z statistic will converge to a standard normal distribution in which valid inference can be obtained.
Remark 3 Under assumptions 1 -4, lemmas 1 -2 and Theorem 1 still hold when T 1i ≤ d, which implies that equations (3) -(5) simplify to
Result similar to Theorem 1 can be obtained for the sup Z test statistic as the proposition below made precise:
Proposition 2 Under assumption 1 -3 and 6, the test statistic, sup Z as defined in equation (11) sup Z =S
Proof: See Appendix.
4 Cross-section dependence Assumption 1 requires cross-section independence which may be violated in practice. This section presents a brief discussion of two common approaches to handle cross-sectionally dependent errors such that the proposed tests and their asymptotic properties remain valid. Section 5.2 follows up on these extensions by presenting simulation results in which the timing of the break is unknown and the model errors are cross-sectionally dependent.
Assuming that common (unobserved) factors are the underlying cause of cross-section dependence, equation (1) can be re-written in the following way
such that f t is the l × 1 vector of unobserved common effects and γ i are the factor loadings associated with f t . The factor loadings are assumed to be constant over time and the structural change can only occur in the Θ i . ε it are the idiosyncratic shocks specific to each individual unit. Hence, it is possible to construct a matrix M so as to "filter out" the common factors f t as such (14) can be rewritten with matrices as in equation (2). By pre-multiplying it with the projection matrix M F to eliminate the factors as follows
such that E(U i M F U j ) = 0 for all i = j and t. Note that equation (15) satisfies assumptions 1-4 required by Theorem 1. Hence, no additional assumption on the Z test is required when the model has cross-sectionally dependent errors.
The two common approaches to estimate the matrix M F are the Common Correlated Effect (CCE) estimator proposed by Pesaran (2006) and the Principal Component approach by Bai and Ng (2002) , Bai (2003) and Pesaran and Kapetanios (2005) , which use observed data and not the estimated model errors. The CCE approach uses cross-sectional averages of the endogenous and explanatory variables as proxies for the common factors, f t . Specifically, the estimate of M F can be written as M F = (I T −F(F F ) −1 (F) ), whereF = (ȳ t ,X t ) is the matrix of crosssectional averages of the endogenous and exogenous variables. Pesaran (2006) shows that the CCE estimators are consistent. The CCE estimator is appealing as it is simple to implement in applied contexts. Another way to estimate M F is to use Principal Components as presented in Coakley et al. (2002) , Bai and Ng (2002) and Bai (2003) . Specifically, Pesaran and Kapetanios (2005) applies the Bai (2003) procedure to the observed data so as to obtain consistent estimates of the unobserved factors. Furthermore, the number of factors (l) can also be estimated using the procedure introduced by Bai and Ng (2002) .
Monte Carlo simulations
This section aims to provide some benchmark Monte Carlo results in order to investigate the normality, size and power of the proposed tests for structural change. Note that the purpose of the simulation is to show that the proposed tests satisfy the asymptotic properties even when subjected to strenuous conditions that often appear in empirical work. Hence, the size and power of the test are presented under the more challenging conditions, that is with only 10% of the observations after the break. When considering 20% or even 50% of the observations after the break, the size of the test seems to be unaffected while the power of the test increases when the number of observations post break increase, as shown in Tables 3 and 4 (for the 20% case). 1
Experiment with a known break and autocorrelation
The experiment uses the following linear regression model y it = Θ i x it + u it t = 1, . . . , T i = 1, . . . , N where x it ∼ i.i.d.N(0, 1) the number of regressors is set to d = 5 including a constant. The regression's error term, u it is generated with an AR(1) process
The extended results are available upon request.
All cross-sections have the same autoregressive parameter, ρ, set to .4 and .95.
Four different types of iid distributions for the innovations of the error term, ε it , are considered: standard normal (N(0, 1) ), a recentered and rescaled χ 2 5 and t 5 with mean zero and variance one, and an uniform distribution with support [0, 1]. Formally, The results from the simulation exercises are presented in two parts. First, the null hypothesis is simulated in order to analyse the size of the Z test. Moreover, a discussion of the properties of the distribution of the test under the LF-CLT is provided. The simulation of the null uses the full sample T and coefficient vector Θ 0i = 0, for all i. Second, the power properties of the test are examined by simulating the alternative hypothesis of a structural change for only a limited number of individual units (N 1 ). Under the alternative hypothesis Θ 0i = 0 and δ i = 0.1 × (1, 1, 1, 1, 1 ) for some i, and δ j = 0 for j = i. In order to examine the power of the test against the proportion of individuals that experience a structural change, five sets of Monte Carlo experiments have been conducted with the proportion, Table 1 shows that the Z test is close to standard normal and that the LF-CLT holds with relatively small time and cross-section dimensions and when serial correlation is moderate. The Jarque-Bera test statistics show evidence of normality at the 5 % level of significance. These conclusions remain the same when the number of post-break observations are increased to 20% of T instead of 10%, as summarised in Table 2 . The normality of the distribution worsens, however, in the presence of very high autocorrelation (ρ = .95). The Jarque-Bera test for normality is rejected at the 5% level of significance. Note: ρ is the autocorrelation coefficient, N is the cross-section dimension, T is the time series dimension and T 1i is the number of observations post-break. The Jarque-Bera normality test has an asymptotic χ 2 2 distribution and its critical value is 5.99 at the 5% level of significance. Note: ρ is the autocorrelation coefficient, N is the cross-section dimension, T is the time series dimension and T 1i is the number of observations post-break. The Jarque-Bera normality test has an asymptotic χ 2 2 distribution and its critical value is 5.99 at the 5% level of significance.
As can be seen from Table 3 , the test has reasonable size when N is large and T is small, or vice-versa. The size of the test is relatively close to the desired value of .05 for large N (N ≥ 80) and small T (T = 30) and T i1 = 0.1 × T . These results hold in the presence of moderate autocorrelation (ρ = 0.4). The size is also close to .05 when the time horizon is increased to T = 50 and T = 100, while N is reduced to N ≥ 40 and 20 respectively. Note that it is relatively unaffected if the number of post-break observations are increased to 20% of T . When autocorrelation is very high (ρ = .95), the size of the test declines considerably. Under these conditions, it would be best to increase T to improve the size of the test. Note: ρ is the autocorrelation coefficient, N is the cross-section dimension, T is the time series dimension and T 1i is the number of observations post-break, which is set to equal 10% of T and also 20% of T for T = 30, 50. Table 4 summarises the results for the power of the test. As N grows large, the power of the Z test improves even when T is small. When T = 50, for example, the power of the test is .65 with N = 80 and c = .80. If the number of post-break observations (T 1i ) are increased to 20% of T , the power improves to .90. The power of the test thus improves as the number of post break observations are increased, unlike the size of the test which remains mostly unaffected. Note: ρ is the autocorrelation coefficient, N is the cross-section dimension, T is the time series dimension and T 1i is the number of observations post-break, which is set to equal 10% of T and also 20% of T for T = 30, 50. Note that c is the fraction of the individual units experiencing the break and c = N 1 N The test gains power as either N, c, T or T 1i increases. For instance, the power of the test is above .80 when N ≥ 60 and c = 1, for T = 30. Even when both c and N are of medium size, for example c = .65 and N = 60, the power is .85 with a larger T (T = 100). Moreover, the power of the test is still good (.70) when N is large (N = 100) and c is low (c = .50) with T = 100. The reverse is also true: when N = 40 and c = .80, the power is .91.
Power of the test
The power is quite robust to autocorrelation, especially when N and c are large. Even when serial correlation is .95, for instance, the test has power of .71 when N = 100 and c = .80.
Experiment with unknown break and cross-section dependence
This set of experiments investigates the size and power of the test when there is an unknown break and the errors are cross-sectionally dependent as discussed in section 4. The Monte Carlo design uses the same linear regression model as before but the regression's error term, u it is generated by
is the unobserved common factor and the error term is composed of the same mix of four different types of distributions as before and γ i = √ 0.02. The test statistic handles the cross-section dependence by applying the Common Correlated Effect (CCE) estimator proposed by Pesaran (2006) . The cross-sectional averages of the data are used to construct the M F as shown in section 4. The alternative hypothesis is simulated using Θ 0i = (0, 0, 0, 0, 0) and 1, 1, 1, 1) , for some i and δ j = 0, for j = i, whereas under the null hypothesis the coefficient vector is Θ 0i = 1.
The sample sizes N and T as well as the fraction of individual units that experience the break c are incremented as in the previous experiments. The postbreak observations T 1i are identical for all i and set to be T 1i = 0.1 × T as in the previous section for T = 50, 100 and T 1i = 0.2 × T for T = 30. The break dates T 1i are estimated by optimising the difference between the sum of squared residuals statistics as shown in equation (10) and the sup Z test is calculated as in (11). Table 5 presents the moments of the distribution of the Z test. The results are comparable to the moments of the distribution in the previous experiment, as shown in Table 1 , and suggest that the Z test is close to standard normal. The Jarque-Bera test does not reject the null of normality at the 5 % level, providing further evidence of normality. Note: N is the cross-section dimension, T is the time series dimension and T 1i is the number of observations post-break. The Jarque-Bera normality test has an asymptotic χ 2 2 distribution and its critical value is 5.99 at the 5% level of significance. The break date is unknown for all individual units and each break date is obtained from optimising the difference between the sum of squared residuals as shown in equation (10). The results for the size of the test are presented in Table 6 . The test has good size when T > 30 and N > 40. As N grows larger, it gets closer to the desired level of .05. Overall, the size of the test is comparable to the previous experiment. There is some size distortion, however, when T = 30 which does not seem to improve much as N grows large.
Distribution and size of the test
Finally, it seems that filtering the common factor with a CCE estimator does not affect the size of the test. Furthermore, the search for a break date does not affect the size of the test. Note: N is the cross-section dimension, T is the time series dimension and T 1i is the number of observations post-break, which is set to equal 10% of T and also 20% of T for T = 30 only. The break date is unknown for all individual units and each break date is obtained from optimising the difference between the sum of squared residuals as shown in equation (10).
Power of the test
The power of the Z test increases as N grows large for c ≥ .5 and for either T = 50 or T = 100 as summarised in Table 7 . The power also improves as either T or c grow. Furthermore, in this set of Monte Carlo experiments, the test has good power even when T = 30 providing that c > 0.5. Furthermore, the power of the test is unaffected by the unobserved common factor provided that it is filtered out appropriately, as in this case with the CCE approach. The results also imply that estimating the break date at the individual unit level increases the power of the test. The average of the estimated break dates Table 8 . Note also that the estimated break date is not affected by either the size of T or N. 
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T 0i and each break date is obtained from optimising the difference between the sum of squared residuals as shown in equation (10). The number in brackets (.) are the standard deviations for each of the average estimated break dates.
Empirical illustration: euro's trade effect
This section provides an empirical illustration of how this paper's proposed test can be applied in practice. The example is chosen to highlight the usefulness of the test in a case where there is an uncertain number of individual units undergoing a break, the break occurs at the end of sample and the errors are cross-sectionally correlated. The empirical question is whether or not there was a break in intra-euro area trade following the introduction of the euro. The question was at the forefront of the empirical trade literature until the financial crisis began in 2007, revived after the seminal contribution of Rose (2000), and has been discussed actively in policy circles. However, empirical evidence has been clouded by somewhat illsuited econometric techniques. Most papers in the literature, for example Micco et al. (2003) and Flam and Nordström (2003) , introduce various dummy variables in their regressions to capture the new currency's introduction. 3 Furthermore, the use of F-tests employed to evaluate the significance of the dummy coefficients rest on restrictive assumptions such as normal, homoskedastic and i.i.d errors.
The test developed in this paper is well suited to the question of the euro's effect on trade. First, the test is residual based and does not require the estimation of coefficients on dummy variables capturing the effect of the euro. Second, the test requires very few regularity conditions. It remains asymptotically valid despite non-normal, heteroskedastic and autocorrelated errors. Third, the test makes no distributional assumptions on S ν i for all i; only the cross-sectional average statistics are shown to be asymptotically normal as warranted by the panel's cross-section dimension. Fourth, the test explicitly allows for some individual units, and not all, to exhibit a break. This last point is relevant to the euro area example where trade among countries which were certain to enter the euro might have picked up before it did in other countries.
Regression model
The model to test for the euro's effect on trade comes from a standard trade gravity equation developed by Anderson and van Wincoop (2003) :
where IM i, jt is the value of imports from country j to country i, GDP jt and GDP it are nominal GDP at time t for country j and country i, respectively, to control for demand and country size effects, RER i, jt is the real exchange rate between the two countries engaged in trade, capturing relative price effects as well as changes in relative demand for tradables, and α i, j is a pair-specific fixed effect to control for variables such as common border, language, history, legal system, distance and other variables traditionally shown to matter in gravity equations. λ t allows for the country pair intercept to be time dependent, to reflect evolving trade costs for instance, and ϕ j is a country of origin dummy. The goal is to capture the "multilateral trade resistance term" first shown to be important by Anderson and van Wincoop (2003) , interpreted as an average trade barrier between two countries relative to all their trading partners. u it is the error term. The microfoundations of the model are discussed and summarised at some length in Mancini-Griffoli and Pauwels (2006) . It is convenient to re-write the above error term in order to capture both the observed common time dependent effects, λ t , as well as potential unobserved common effects, f t . From equation (16), u it = γ i f t + ν it where ν it is the idiosyncratic shock. The observed and unobserved common effects induce cross-section correlation of the errors. Therefore, model (16) becomes
The gravity model (17) is set up in the following way:
Next, the model is first-differenced
which eliminates both fixed-effects, α i, j and ϕ j . First-differencing the model is also beneficial to ensure against non-stationarity. The test therefore becomes one for a break in the relation between the growth of trade and the growth of its explanatory variables. Define X t = GDP it , GDP jt , RER i, jt and Ψ i = (ψ i1 , ψ i2 , ψ i3 ) , the model can be re-written similarly to equation (2)
with the hypotheses H 0 : δ i = 0 for all i = 1, . . . , N and t = 1, . . . , T 0i , . . . , T H 1 : δ i = 0 for some i and for t > T 0i .
The quarterly data were obtained from Eurostat, IMF DOTS and IFS, as in most other relevant empirical papers. The bilateral import values from country j to country i were obtained from IMF DOTS for 10 euro area countries. The individual units in the panel represent trading pairs, where i imports from j, rather than single countries. This means that there are N = 90 trading pairs for 10 euro area countries. Greece is excluded from the sample since it joined the euro only in January 2001, and Luxembourg and Belgium are grouped together as their trade data are confounded over most of the sample period. The data spans from the first quarter of 1980 until the fourth quarter of 2004 (T = 100). All data were seasonally adjusted using the standard X.12 smoothing algorithm.
Empirical results
The euro's trade effect is investigated in two contexts: (1) when the break date is assumed to be known and common to all trading pairs and (2) when the break date is unknown and is allowed to change for all trading pairs. Table 9 presents 4 versions of the Z-test. The first Z-statistic is computed under the assumptions that Σ i = σ 2 I and the errors are cross-sectionally independent. In the second version, the Z-statistic is calculated with the variance-covariance matrix ( Σ i ) as estimated in equation (8). In the third, cross-section dependence in the errors are taken into account using CCE (M W ) as in section 4. The 4 th Z-statistic is generated using CCE and the estimated variance-covariance matrix (8).
First, the break date is assumed to be common to all trading pairs and is set to the first quarter of 1998 (1998 Q1), one year prior to the actual adoption of the euro. This is to take into account forward-looking agents and is aligned with the findings of Micco et al. (2003) and Flam and Nordström (2003) who find a "euro effect" as early as 1998. The first general pattern that emerges from glancing at the results across the various test samples is that the evidence of a break in the relation between trade and its explanatory variables in 1998 Q1 is mixed. Two test-statistics are significant at the 1% level, one at the 5% level and the other is not significant.
Second, when the break date is unknown, each break date is estimated by optimising the difference between the sum of squared residuals as shown in equation (10). Since the euro was instituted by the provisions of the Maastricht treaty in 1992, the break search interval starts on that date and spans till the end of the sample (2004 Q4). In contrast to the known break case, the unknown break results 
uses the estimated variance-covariance matrix as in equation (8) and offer strong evidence of euro's effect on trade within euro area member countries. All tests are significant at the 1% level and are consistent with each other regardless of the type of estimator used. This underscores the advantage of using a statistical method to find a break date, instead of a priori knowledge which may prove to miss certain dynamics of the data. Average estimated break dates (calculated as T = ∑ N i=1 T 0i ) are reported in Table 9 . The reported T is fairly consistent across the different estimators and with the literature. The estimated average break date is between the second quarter of 1997 and the first quarter of 1998, just preceding the introduction of the euro as found in Micco et al. (2003) and Flam and Nordström (2003) which emphasize the forward looking reactions of agents.
In sum, the above example has shown that the proposed test performs relatively consistently and adequately in an empirical context. It has allowed for rigour in testing an important policy question.
Concluding remarks
This paper proposes a Z test for structural change in panel data models for which some -and not all -individual units exhibit a break. The test statistic is constructed as a standardised difference between cross-sectional averages of a sum of squared residuals type statistics computed in the pre-and post-break sample. Asymptotic results show that the Z test is normally distributed according to the Lindeberg-Feller central limit theorem. The test is robust to non-normal, heteroskedastic and autocorrelated model errors and to end-of-sample structural change with few post-break observations (for example 10% of T ). The Monte Carlo simulations confirm that the test performs relatively well in these circumstances. The simulations also show that the test's distribution is close to a standard normal even when the T and N dimensions are small. Two extensions are considered. First, this paper proposes a sup Z test statistic for the case when the break date is unknown. Second, the Common Correlated Effects (CCE) estimator of Pesaran (2006) is employed to "filter out" cross-section dependence in the error term of the panel data model. Simulation results show that filtering cross-section dependence with CCE does not alter the power and the size of the sup Z test. In addition, Monte Carlo results show that estimating the break date improves the power of the test.
In the end, an illustration of the test is provided to gauge whether there was a break in intra-euro area trade following the introduction of the euro. The test proves particularly useful as there is an uncertain number of countries undergoing a break, the break occurs at the end of sample and the errors are cross-sectionally dependent. This completes the proof.
Proof of Lemma 1 Following White (1999) (see also Loeve (1977) pp. 292-294) , it is sufficient to show that the following Lindeberg condition holds under the assumptions 2 -4:
The proof holds for both ν = 0, 1 so the ν is dropped for notational convenience. 
(A-4) Let σ 2 max = max{σ 2 i } and σ 2 min = min{σ 2 i }. Since 0 < σ 2 i < ∞, ∀i and therefore 0 < σ 2 max , σ 2 min < ∞. Hence, This completes the proof.
Proof of Theorem 1 Under Lemma 2,S 0 andS 1 converge to a normal distribution in probability. By construction, the Z statistic is the standardised difference between two random variables that are normally distributed and therefore converge to a N(0, 1) under the null hypothesis ofμ 0 =μ 1 . This completes the proof.
Proof of Proposition 2
The proof of Proposition 2 follows the same arguments as the proof of Theroem 1. Since Assumptions 1 -4 are sufficient to ensure Lemma 1, it is therefore sufficient to show that Assumption 6 implies Assumption 4 in the case of unknown break date. This can be achieved by first establishing equivalence between the S ν i T 0i test statistic and the LM T (π) statistic as defined in Andrews (1993) . Since LM T (π) converges to a tied-down Bessel process as shown in Andrews (1993) , it implies E|S ν i | 2+δ < ∞ for some δ ≥ 0 as T → ∞. Since the proof holds for all individuals, i, the subscript i will be dropped for notation convenience. To establish equivalence, define The same argument holds for S 1 by considering LM T (1 − π) and replacing m 0T by m 1T . This completes the proof.
