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Introduction
L’origine du pre´sent travail est un the´ore`me de Bayer-Lenstra dont voici
l’e´nonce´ :
The´ore`me A ([BL 90, th.6.1]) - Soit k un corps de caracte´ristique 2, et soit
L/k une extension galoisienne finie de groupe de Galois G. Supposons que G soit
commutatif. Pour que L/k posse`de une base normale autoduale (cf. ci-dessous),
il faut et il suffit que G n’ait pas d’e´le´ment d’ordre 4.
[Lorsque la caracte´ristique de k est 6= 2, le meˆme e´nonce´ est valable, a` condition
d’y remplacer “d’ordre 4” par “d’ordre 2” - ce qui revient a` dire que l’ordre de G doit
eˆtre impair.]
Rappelons (cf. [BL 90]) qu’une base normale autoduale (en abre´ge´ : “BNA”) de
L/k est une k-base B de L qui est stable par l’action de G et qui est telle que
TrL/k(xy) =
{
0 si x, y ∈ B, x 6= y
1 si x, y ∈ B, x = y.
Il est naturel d’essayer d’e´tendre le the´ore`me A au cas ou` G n’est pas com-
mutatif. C’est ce que nous allons faire. Le re´sultat est le suivant (il est annonce´
dans [Se 05]) :
The´ore`me B - Soit k un corps de caracte´ristique 2, et soit L/k une extension
galoisienne finie de groupe de Galois G. Pour que L posse`de une BNA, il faut et
il suffit que G soit engendre´ par des e´le´ments d’ordre impair et par des e´le´ments
d’ordre 2.
[Noter le cas particulier ou` G est d’ordre impair, de´ja` traite´ dans [Ba 89].]
Ce qui est surprenant dans cet e´nonce´, c’est que l’existence d’une BNA ne
de´pende que de la structure du groupe de Galois G, et pas des proprie´te´s du
corps de base k, ni de celles de l’extension L ; ce n’est pas ce qui se passe quand
car(k) 6= 2, comme le montrent de nombreux exemples, cf. [Ba 89], [BFS 94],
etc.
Nous de´montrerons le the´ore`me B au §6 (corollaire 6.1.10), comme conse´quence
d’un crite`re d’isomorphisme pour les G-formes trace de deux G-alge`bres galoi-
siennes (the´ore`me 6.1.5). La de´monstration se fait en traduisant la question en
termes de cohomologie galoisienne, comme dans [BFS 94]. Le groupe alge´brique
qui intervient est le groupe unitaire de l’alge`bre a` involution k[G] ; cela nous
ame`nera a` e´tudier la structure des groupes unitaires des alge`bres a` involution
en caracte´ristique 2, ce qui ne semble pas avoir e´te´ fait jusqu’a` pre´sent en de-
hors de cas tre`s particuliers. De fac¸on plus pre´cise, soit k un corps parfait de
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caracte´ristique 2, soit A une k-alge`bre a` involution de dimension finie, soit UA
le groupe unitaire correspondant (vu comme groupe alge´brique sur k), et soit
U0A la composante neutre de UA. Le the´ore`me de cohomologie galoisienne dont
nous aurons besoin est :
The´ore`me C - On a H1(k, U0A) = 0, autrement dit tout U
0
A-torseur a un point
rationnel.
Pour prouver ce re´sultat, on peut supposer que U0A engendre l’alge`bre A.
Faisons cette hypothe`se. Le cas ou` A est semi-simple est facile. On de´compose
A en produits d’alge`bres simples, et l’on constate que UA est connexe et que,
apre`s extension des scalaires, c’est un produit de groupes line´aires et de groupes
symplectiques. La trivialite´ de H1(k, U0A) = H
1(k, UA) en re´sulte, graˆce a` l’hy-
pothe`se que k est parfait de caracte´ristique 2, cf. §4.7.
Pour passer de la` au cas ge´ne´ral, il est naturel d’introduire le radical r de A
et de comparer les groupes U0A et UA/r graˆce a` la projection π : U
0
A → UA/r .
Le noyau de π est un groupe unipotent connexe qui est ne´gligeable du point de
vue de la cohomologie galoisienne. La vraie difficulte´ est que π n’est pas surjectif
en ge´ne´ral, contrairement a` ce qui se passerait si la caracte´ristique de k e´tait
6= 2. Toutefois on peut de´montrer que π est “presque surjectif” : son image est
un sous-groupe re´ductif de rang maximum de UA/r qui se de´compose en produit
comme UA/r ; la seule diffe´rence est que certains facteurs symplectiques Sp2n
de UA/r sont remplace´s par des groupes orthogonaux SO2n. La de´monstration
de ce fait occupe le §2 et le §3 ; elle repose sur une proprie´te´ tre`s particulie`re
des poids des tores maximaux des groupes unitaires : la “proprie´te´ PL”, de´crite
au §1, qui vaut, plus ge´ne´ralement, pour les groupes de´finis comme fixateurs de
tenseurs de degre´ 6 2, cf. §1.4.
Une fois ce re´sultat obtenu, la nullite´ de H1(k, U0A) se de´montre par des
arguments cohomologiques standard, cf. §4. On peut alors passer au cas dont
nous avons besoin : A = k[G], cf. §5. Ici il n’est plus ne´cessaire de supposer que
k est parfait ; l’un des principaux re´sultats est une caracte´risation de G ∩ U0A
comme le sous-groupe de G engendre´ par les e´le´ments d’ordre 2 et par les carre´s
(the´ore`me 5.3.1). On de´duit de la` le crite`re d’isomorphisme de G-formes trace
mentionne´ plus haut ; c’est l’objet du §6, qui en donne diverses applications, par
exemple au principe de Hasse, lorsque k est un corps global (the´ore`me 6.1.18). Le
§7 contient des comple´ments varie´s, et mentionne plusieurs questions ouvertes,
notamment la suivante : si G est un 2-groupe, est-il vrai que G → UG/U
0
G est
surjectif ?
Notations.
Si A est un anneau, on note A× son groupe multiplicatif.
On note X ⊔ Y la re´union de deux ensembles disjoints X et Y .
Si X est un sche´ma sur un corps k, et si K est une extension de k, on note
X/K le sche´ma que l’on de´duit de X par extension des scalaires a` K, et l’on
note X(K) l’ensemble des K-points de X .
Si X est un sche´ma, on note Xred le sche´ma re´duit associe´.
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Le terme de “groupe alge´brique” (sur un corps k) est utilise´ au sens de
“sche´ma en groupes affine de type fini”, autrement dit “sous-sche´ma en groupes
ferme´ de GLn pour n assez grand”, cf. par exemple [KMRT 98, chap.VI] et [Wa
79] ; le faisceau des anneaux locaux peut avoir des e´le´ments nilpotents 6= 0. En
fait, le cas le plus important est celui ou` le groupe est lisse, mais les e´le´ments
nilpotents interviennent parfois (par exemple pour le groupe µ2 des racines
carre´es de l’unite´, ou aussi pour la de´finition du noyau d’un homomorphisme).
Si G est un groupe alge´brique, sa composante neutre est note´e G0, et son
alge`bre de Lie est note´e Lie(G).
Les autres notations sont standard.
§1 - Les tores de type PL
1.1. La proprie´te´ PL.
Soit L un Z-module libre de type fini. Soit Ω une partie finie de L. Nous
dirons que Ω est “presque libre” (en abre´ge´ “ PL ”) s’il existe une partie ω de
Ω telle que :
(1.1.1) ω est libre au sens usuel de ce terme : les e´le´ments de ω sont Z-
line´airement inde´pendants.
(1.1.2) On a Ω ⊂ {0} ∪ ω ∪ −ω.
[Dans cette formule, −ω de´signe l’ensemble des −α pour α ∈ ω. Nous utiliserons
souvent ce genre de notation dans la suite.]
[ Autre caracte´risation :
(1.1.3) Toute partie ̟ de Ω telle que ̟ ∩ −̟ = ∅ est libre.
Exemple. Si {x1, x2, x3} est une partie libre de L, l’ensemble {0, x1, x2, x3,−x1}
est presque libre.
Cette notion a les proprie´te´s de stabilite´ suivantes, qui sont imme´diates :
(1.1.4) Si L′ est un sous-groupe de L et si Ω ⊂ L′, alors Ω est presque libre
dans L′ si et seulement si il l’est dans L.
(1.1.5) Si Ω′ ⊂ Ω et si Ω est presque libre, alors Ω′ est presque libre.
1.2. Tores de type PL.
Soit k un corps alge´briquement clos (de caracte´ristique quelconque) et soit
V un espace vectoriel de dimension finie sur k. On note GLV le groupe des
automorphismes de V , vu comme k-groupe alge´brique.
Soit T un k-tore ope´rant sur V , autrement dit muni d’un homomorphisme
ϕ : T → GLV . Soit X(T ) = Hom(T,Gm) le groupe des caracte`res de T ; comme
d’habitude, on e´crit X additivement, ce qui ame`ne a` noter tχ l’image d’un point
t de T par le caracte`re χ. L’espace V se de´compose en V = ⊕χ∈XVχ, ou` Vχ est
le sous-espace propre relatif a` χ, i.e. l’ensemble des v ∈ V tels que ϕ(t)v = tχv
pour tout t. On dit que χ est un poids de V si Vχ 6= 0.
De´finition. On dit que l’action de T sur V est de type PL si l’ensemble Ω de ses
poids est de type PL au sens du §1.1.
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Remarque. Si l’action de T sur V est de type PL, et si W est un sous-espace
vectoriel de V stable par T , alors l’action de T sur W est de type PL, et il
en est de meˆme de son action sur V/W . Cela re´sulte de (1.1.5). Dans la suite,
T sera le plus souvent un sous-tore de GLV , et ϕ sera l’injection canonique
T → GLV . Dans ce cas, on dira simplement que T est un sous-tore de GLV de
type PL. En fait, le cas ge´ne´ral se rame`ne a` ce cas particulier : en effet, si l’on a
ϕ : T → GLV et si T
′ de´signe l’image de T dans GLV , alors (T, ϕ) est de type
PL si et seulement si T ′ est de type PL : cela re´sulte de (1.1.4), puisque X(T ′)
est un sous-groupe de X(T ).
1.3. Premiers exemples de tores de type PL.
1.3.1. Un tore maximal de GLn : l’ensemble de ses poids est libre a` n
e´le´ments.
1.3.2. Un tore maximal de Sp2n, ou de SO2n : l’ensemble de ses poids est
de la forme ω ∪ −ω, ou` ω est libre a` n e´le´ments.
1.3.3. Un tore maximal de SO2n+1 : l’ensemble de ses poids est de la forme
{0} ∪ ω ∪−ω, ou` ω est libre a` n e´le´ments.
Rappelons que, lorsque la caracte´ristique est e´gale a` 2, le groupe orthogonal
O2n est lisse ; le groupe SO2n est sa composante neutre ; c’est le noyau de
l’invariant de Dickson O2n → Z/2Z, cf. [KMRT 98, §12.12]. Par contre, le
groupe orthogonal O2n+1 n’est pas lisse, comme le montre de´ja` le cas n = 0, ou`
c’est µ2 ; le groupe SO2n+1 est de´fini comme le noyau de det : O2n+1 → Gm ;
c’est un groupe lisse, et l’on a O2n+1 = µ2 × SO2n+1.
1.3.4. Si A est une alge`bre a` involution, et U le groupe unitaire correspondant
(vu comme sous-groupe deGLA par l’action par les translations a` gauche), alors
tout tore maximal de U est de type PL, cf. proposition 3.2.5.
1.4. Exemple : tores maximaux des fixateurs de tenseurs de degre´ 6 2.
Les diffe´rents exemples du §1.3 sont des cas particuliers du suivant :
Soit V un espace vectoriel de dimension finie sur k (suppose´ alge´briquement
clos, pour simplifier). Soit (θi)i∈I une famille d’e´le´ments de l’un des huit types
suivants :
(1.4.1) un e´le´ment de V ;
(1.4.2) un e´le´ment du dual V ′ de V ;
(1.4.3) un e´le´ment de ⊗2V ;
(1.4.4) un e´le´ment de ⊗2V ′ ;
(1.4.5) un e´le´ment de V ⊗ V ′ = End(V ) ;
(1.4.6) une forme quadratique sur V ;
(1.4.7) une forme quadratique sur V ′ ;
(1.4.8) un sous-espace vectoriel W de V .
Soit G ⊂ GLV le fixateur des θi.
[Pre´cisons ce que cela signifie : si k′ est une k-alge`bre commutative, un point g ∈ G(k′)
est un automorphisme de k′ ⊗ V qui fixe les tenseurs de´duits des θi par extension des
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scalaires de k a` k′ (“fixer” a un sens clair pour les sept premiers cas, et pour (1.4.8),
cela signifie que g laisse stable k′ ⊗k W ).]
Proposition 1.4.9 - Les tores maximaux de G sont de type PL.
De´monstration. Nous allons prouver un re´sultat plus pre´cis :
Proposition 1.4.10 - Soit M un sous-groupe de G de type multiplicatif (cf.
[SGA 3, II, expose´s VIII et IX]), dont le groupe des caracte`res ne contient aucun
e´le´ment d’ordre 2. 1 Il existe un sous-tore M˜ de G qui contient M et qui est de
type PL.
[Cet e´nonce´ entraˆıne la proposition pre´ce´dente, car, si on l’applique a` un tore
maximal T de G, on obtient un tore T˜ de G qui est de type PL et qui contient
T , donc qui est e´gal a` T .]
De´monstration. Soit X = Hom(M,Gm) le groupe des caracte`res deM , que nous
e´crirons additivement. L’action de M sur V de´compose V en somme directe
V =
∑
χ∈X Vχ de sous-espaces propres. Soit M˜ le groupe des automorphismes
de V qui, sur chaque Vχ, sont e´gaux a` une homothe´tie tχ, satisfaisant aux deux
conditions :
(1.4.11) tχ = 1 si χ = 0 ;
(1.4.12) tχt−χ = 1 pour tout χ.
Ce groupe contient M . Nous allons voir qu’il convient. Autrement dit :
Lemme 1.4.13 - Le groupe M˜ est un sous-tore de G de type PL.
De´monstration du fait que M˜ est un tore de type PL. Soit Ω l’ensemble des χ 6= 0
tels que Vχ 6= 0 ; c’est un ensemble fini ; choisissons une partie ω de Ω qui ne
rencontre pas −ω, et qui est maximale pour cette proprie´te´. Un point de M˜ est
de´termine´ par ses coordonne´es tχ avec χ ∈ ω, et celles-ci peuvent eˆtre choisies
arbitrairement. Cela montre que M˜ est un tore dont le groupe des caracte`res a
pour base les e´le´ments de ω (vus comme caracte`res de M˜ , et non plus de M) ;
de plus, l’ensemble des poids de ce tore est contenu dans {0}∪ω∪−ω, donc est
presque libre.
De´monstration du fait que M˜ est contenu dans G. On doit montrer que les θi
sont invariants par tout point (tχ) de M˜ . Il y a huit cas a` conside´rer, suivant
que θi est de type (1.4.1), (1.4.2), ..., (1.4.8) :
Type (1.4.1). On a θi ∈ V ; comme θi est invariant parM , il appartient a` V0,
et il est invariant par M˜ puisque les e´le´ments de M˜ fixent V0 d’apre`s (1.4.11).
Type (1.4.2). On a θi ∈ V
′ : meˆme de´monstration, avec V remplace´ par V ′.
Type (1.4.3). On a θi ∈ V ⊗ V = ⊕χ1,χ2Vχ1 ⊗ Vχ2 . Puisque θi est invariant
par M , il est contenu dans la somme directe des Vχ⊗V−χ ; or ceux-ci sont fixe´s
par M˜ , d’apre`s (1.4.12).
Type (1.4.4). Meˆme de´monstration que celle du type (1.4.3), avec V remplace´
par V ′.
1. Lorsque k est de caracte´ristique 2 - ce qui est le cas inte´ressant pour la suite - cette
hypothe`se e´quivaut a` dire que M est lisse.
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Type (1.4.5). On a θi ∈ End(V ). Dire que θi est invariant par M signifie
qu’il commute a` l’action des e´le´ments de M , ou encore que les Vχ sont stables
par θi ; cela entraˆıne que θi commute a` l’action de M˜ .
Type (1.4.6). Dans ce cas, θi est une forme quadratique. Soit b la forme
biline´aire associe´e. Soit t = (tχ) un k-point de M˜ . D’apre`s le cas (1.4.4), t fixe
b (en effet b est fixe´e par G). Il en re´sulte que la forme biline´aire associe´e a`
la forme quadratique t(θi) − θi est 0 ; autrement dit, c’est le carre´ d’une forme
line´aire ℓ sur V . On doit montrer que ℓ = 0, et il suffit de le faire sur chaque Vχ ;
c’est clair pour χ = 0 puisque t fixe V0 ; c’est non moins clair pour Vχ, χ 6= 0,
car la restriction de θi a` Vχ est 0 (puisque M agit sur Vχ par des homothe´ties
de rapport arbitraire).
Type (1.4.7). Meˆme de´monstration que celle de (1.4.6), avec V remplace´ par
V ′.
Type (1.4.8). Dans ce cas θi est un sous-espace vectoriel W de V . Dire qu’il
est stable par M e´quivaut a` dire qu’il est somme directe des W ∩ Vχ, et il est
donc stable par M˜ puisque ce groupe ope`re par des homothe´ties sur chaque Vχ.
Remarque. Supposons que car(k) = 2. La proposition 1.4.10 entraˆıne que, si p
est un nombre premier 6= 2, tout p-sous-groupe fini commutatif de G est contenu
dans un tore maximal (et en particulier est contenu dans G0). Cela donne des
renseignements non triviaux sur la structure de G ; par exemple, d’apre`s [St
75, th.2.27 et th.2.28], cela montre qu’aucun quotient de G0 red n’est un groupe
simple de type F4,E6,E7 ou E8 (ce qui re´sulte aussi des re´sultats du §2.6, qui
e´liminent e´galement le type G2).
Comple´ments. Mentionnons brie`vement quelques autres proprie´te´s de G :
(1.4.14) Si la caracte´ristique de k est 6= 2, le groupe G est lisse. [On ve´rifie que, si
X ∈ Lie(G), alors (1+ tX)(1− tX)−1 appartient a` G(k) pour tout t tel que 1+ tX et
1 − tX soient inversibles ; on en de´duit un morphisme d’un ouvert de la droite affine
dans G ; comme la droite affine est un sche´ma re´duit, l’image de ce morphisme est
contenue dans Gred ; d’ou`, en de´rivant en t = 0, le fait que 2X appartient a` Lie(Gred) ;
on a donc Lie(Gred) = Lie(G), ce qui entraˆıne la lissite´ de G.]
(1.4.15) Si x ∈ G(k), alors x2 ∈ G0(k). [Utiliser le fait que (t + x)(t + x−1)−1
appartient a` G(k) pour tout t d’un ouvert de la droite affine contenant 0, et en de´duire
qu’il appartient a` G0(k).]
(1.4.16) Si k est de caracte´ristique 2, et si aucun des tenseurs θi n’est de type
(1.4.6) ou (1.4.7), alors tout x ∈ G(k) d’ordre 2 appartient a` G0(k). [Utiliser le fait
que t 7→ 1+ t(x+1) est un homomorphisme du groupe additif Ga dans G, donc dans
G0.]
Nous reviendrons au §3.3 sur ces deux dernie`res proprie´te´s dans le cas particulier
ou` G est un groupe unitaire.
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§2 - Structure des groupes line´aires a` tore maximal de type PL
2.1. Enonce´ du the´ore`me, dans le cas irre´ductible.
Soit k un corps alge´briquement clos de caracte´ristique 2, soit V un k-espace
vectoriel de dimension finie, et soit G un sous-groupe alge´brique connexe lisse
de GLV ayant la proprie´te´ suivante :
Les tores maximaux de G sont de type PL au sens du §1.2.
Nous dirons alors que (G, V ) est de type PL.
On se propose de de´crire tous les (G, V ) de type PL, sous l’hypothe`se que
V est un G-module semi-simple, ce qui entraˆıne que G est un groupe re´ductif.
Commenc¸ons par le cas ou` V est irre´ductible (le cas ge´ne´ral sera traite´ au §2.6) :
The´ore`me 2.1.1 - Soient V et G comme ci-dessus et supposons que V soit un
G-module irre´ductible. Il n’y a alors que quatre possibilite´s :
(a) G = 1 et dimV = 1.
(b) G =GLV .
(c) Il existe une forme biline´aire alterne´e non de´ge´ne´re´e sur V telle que G
soit le groupe symplectique correspondant ; on a G ≃ SpN avec N pair > 0.
(d) Il existe une forme quadratique non de´ge´ne´re´e de rang pair N > 2 sur
V telle que G soit le groupe spe´cial orthogonal correspondant ; on a G ≃ SON .
La de´monstration sera donne´e au §2.3 dans le cas non autodual et au §2.5
dans le cas autodual.
Remarques.
1) Dans (d), il est ne´cessaire d’exclure le cas N = 2 car l’action du groupe
SO2 n’est pas irre´ductible : il y a deux droites stables. De meˆme, on doit exclure
les groupes SON avec N impair > 1, car leur action n’est pas semi-simple.
2) Si la caracte´ristique de k e´tait 6= 2, on devrait modifier (d) en supprimant
l’hypothe`se que N est pair (mais en gardant celle que N 6= 2) ; on pourrait
supprimer (a), car c’est le cas particulier de (d) ou` N = 1.
2.2.Rappels sur les repre´sentations irre´ductibles des groupes re´ductifs.
On se place dans une situation plus ge´ne´rale qu’au §2.1 : on conside`re un
groupe re´ductif 2 G sur un corps alge´briquement clos k, et une repre´sentation
irre´ductible V de G (non ne´cessairement fide`le). On ne fait pas d’hypothe`se sur
la caracte´ristique de k.
Soit T un tore maximal de G, soit X le groupe des caracte`res de T , et soit Ω
l’ensemble des poids de T dans V . Soit N le normalisateur de T dans G et soit
W = N/T le groupe de Weyl ; le groupe W agit sur T et sur X ; on a W.Ω = Ω.
Un e´le´ment α de Ω est dit extre´mal si c’est un e´le´ment extre´mal de l’enve-
loppe convexe de Ω dans XR = X ⊗Z R, cf. [EVT II, p.10 et p.47]. Comme Ω
est fini, cela e´quivaut a` :
α n’appartient pas a` l’enveloppe convexe de Ω {α},
2. Dans toute la suite, on convient que “ re´ductif ” entraˆıne “ connexe ”.
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ou encore :
Il existe un homomorphisme f : X → R tel que f(α) > f(β) pour tout β ∈ Ω
distinct de α.
Notons Ωe l’ensemble des e´le´ments extre´maux de Ω. C’est un ensemble non
vide. De plus :
(2.2.1) Le groupe W ope`re transitivement sur Ωe.
(2.2.2) Si χ ∈ Ωe, la multiplicite´ de χ est e´gale a` 1 (i.e. dimVχ = 1).
(2.2.3) La repre´sentation V est de´termine´e a` isomorphisme pre`s par Ωe.
(2.2.4) Remplacer V par sa duale remplace Ω par −Ω et Ωe par −Ωe.
(2.2.5) Pour toute orbite Y de W dans X, il existe une repre´sentation
irre´ductible de G dont l’ensemble des poids extre´maux est Y .
[D’apre`s (2.2.3), cette repre´sentation est unique, a` isomorphisme pre`s. On obtient ainsi
une bijection entre les classes de repre´sentations irre´ductibles de G et les orbites de
W dans X.]
Note. Les e´nonce´s ci-dessus sont traditionnellement e´nonce´s d’une manie`re diffe´rente,
cf. par exemple [Ch 58, expose´ 16], [Ja 03, II.2], [MT 12, §15] et [St 67, §§12 -
14]) : on se rame`ne au cas ou` G est semi-simple et l’on choisit une chambre de
Weyl C dans XR. Comme toute orbite deW dans X rencontre C en un point et
un seul, on remplace Ωe par son intersection avecC, que l’on appelle le plus grand
poids de Ω (ou de la repre´sentation) ; cela conduit a` classer les repre´sentations
irre´ductibles de G par les e´le´ments de C ∩ XR. Dans les de´monstrations qui
suivent, il ne serait pas commode d’avoir a` choisir C.
Exemples.
(2.2.6) On prendG =GLn, T = tore diagonal,X = Z
n et V = repre´sentation
standard de dimension n. L’ensemble Ω est alors la base canonique {e1, ..., en}
de X ; son enveloppe convexe est le simplexe de sommets e1, ..., en ; ses points
extre´maux sont les ei, de sorte que Ωe = Ω.
(2.2.7) On prend G = Sp2n ou G = SO2n, et V = repre´sentation stan-
dard de dimension 2n. L’ensemble Ω est de la forme {e1, ..., en,−e1, ...,−en}, ou`
{e1, ..., en} est une base de X ; son enveloppe convexe est forme´ des
∑
xiei avec∑
|xi| 6 1 ; c’est un “hyperoctae`dre” de dimension n (le polaire d’un n-cube).
Ici encore, les points extre´maux sont les sommets et l’on a Ωe = Ω.
Rappels.
Lorsque la caracte´ristique de k est 2, le groupe SO2n est conjugue´ a` un
sous-groupe de Sp2n. De fac¸on plus pre´cise, soit C(x, y) une forme alterne´e non
de´ge´ne´re´e sur V fixe´e par Sp2n, et soit T un tore maximal de Sp2n ; on ve´rifie
facilement qu’il existe une unique forme quadratique q sur V ayant les deux
proprie´te´s suivantes :
(2.2.7.1) La forme biline´aire associe´e a` q est C.
(2.2.7.2) On a q(v) = 0 pour tout vecteur propre v de T .
Cette forme quadratique est invariante par T . Le groupe orthogonalO2n qu’elle
de´finit est contenu dans Sp2n et contient T ; c’est l’unique groupe orthogonal
ayant ces deux proprie´te´s ; son alge`bre de Lie est inde´pendante du choix de q :
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c’est l’ensemble des matrices de la forme z+ z∗, ou` z∗ de´signe l’adjoint de z par
rapport a` la forme alterne´e C.
2.3. De´monstration du the´ore`me 2.1.1 : premiers cas.
Nous revenons aux hypothe`ses et aux notations du §2.1. En particulier, k
est alge´briquement clos de caracte´ristique 2, G est un sous-groupe re´ductif de
GLV , et V est un G-module semi-simple de type PL.
Soit T un tore maximal de G et soit Ω l’ensemble des poids de T dans V .
Comme la repre´sentation de T dans V est fide`le, Ω engendre le groupe X des
caracte`res de T . Par hypothe`se, T est de type PL ; il existe donc une partie libre
ω de Ω telle que Ω soit contenu dans {0}∪ω ∪−ω, cf. §1.1.b) ; il en re´sulte que
ω est une Z-base de X . Il y a diffe´rentes possibilite´s, que nous allons conside´rer
se´pare´ment :
(2.3.1) On a ω = ∅.
Dans ce cas, Ω = {0}, et T = 1, d’ou` G = 1 ; c’est le cas (a) du the´ore`me 2.1.1.
A partir de maintenant, on suppose ω 6= ∅. Conside´rons d’abord le cas ou`
Ω ∩ −ω = ∅. Ce cas se divise en deux :
(2.3.2) Le cas Ω = {0} ∪ ω.
L’enveloppe convexe de Ω est alors le simplexe dont l’ensemble des sommets est
Ω. Tous les sommets sont extre´maux. Or,W fixe 0 ; comme ω 6= ∅,W n’agit pas
transitivement sur les points extre´maux. D’apre`s (2.2.1), ce cas est impossible.
(2.3.3) Le cas Ω = ω.
Tous les e´le´ments de ω sont extre´maux ; leur multiplicite´ est 1, d’apre`s
(2.2.2). Si l’on pose n = |ω|, on a dimV = n = dim T , d’ou` le fait que T
est un tore maximal de GLV . De plus, le commutant de G dans GLV est re´duit
aux homothe´ties. Nous allons voir que cela entraˆıne G = GLV , autrement dit le
cas (b) du the´ore`me 1. Pour cela, remarquons que, d’apre`s (2.2.1), W permute
transitivement les e´le´ments {e1, ..., en} de ω, lesquels forment une base de X . On
peut donc identifier W a` un sous-groupe transitif du groupe syme´trique Sn. De
plus, W est engendre´ par des re´flexions ; or les seuls e´le´ments de Sn qui soient
des re´flexions sont les transpositions, et le seul sous-groupe transitif de Sn qui
soit engendre´ par des transpositions est Sn, cf. e.g. [Hu 67, p.171]. On a donc
W = Sn. Cela entraˆıne que le groupe de´rive´ G
′ de G est de type An−1, donc de
dimension n2 − 1. Comme G contient le groupe des homothe´ties, on a
dimG = 1 + dimG′ = n2 = dimGLn,
d’ou` G =GLn ; c’est le cas (b) du the´ore`me 2.1.1.
2.4. Le cas autodual : structure du groupe de Weyl.
Nous venons de de´montrer le the´ore`me 2.1.1 dans le cas particulier ou` Ω ne
rencontre pas −ω. Supposons maintenant que Ω∩−ω 6= ∅. Dans ce cas, 0 n’est
pas extre´mal, et les autres e´le´ments de Ω le sont. On a donc
Ωe = Ω si 0 /∈ Ω et Ωe = Ω {0} si 0 ∈ Ω.
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Le groupe W ope`re transitivement sur Ωe ; or Ωe ∩ −Ωe est stable par W ,
et non vide ; il est donc e´gal a` Ωe, ce qui signifie que Ω contient −ω. On a,
soit Ω = {0} ∪ ω ∪ −ω, soit Ω = ω ∪ −ω, autrement dit il existe une base
{e1, ..., en} de X telle que Ωe = {e1, ..., en,−e1, ...,−en}. D’apre`s (2.2.4), le fait
que Ωe = −Ωe signifie que la repre´sentation V est autoduale (isomorphe a` sa
duale), ce qui n’e´tait pas le cas au §2.3.
Le groupe W permute les ei, aux signes pre`s. Il est donc contenu dans
le groupe note´ usuellement {±1}n.Sn, autrement dit le groupe de Weyl d’un
syste`me de racines de type Cn : produit semi-direct de Sn par le groupe I =
{±1}n. Les e´le´ments de I sont les (λi)16i6n avec λi = ±1 pour tout i ; on
les identifie aux automorphismes de X de la forme {ei 7→ λiei}. Les (λi) avec∏
λi = 1 forment un sous-groupe J de I d’indice 2. D’ou` un sous-groupe J.Sn
de I.Sn d’indice 2.
Proposition 2.4.1 - Le groupe W est e´gal, soit a` I.Sn = {±1}
n.Sn, soit a`
J.Sn.
[Autrement dit, W est isomorphe, soit au groupe de Weyl d’un syste`me de
racines de type Cn , soit a` celui d’un syste`me de type Dn .]
Le cas n = 1 est clair. On va donc supposer n > 1 dans ce qui suit.
La de´monstration repose sur les deux proprie´te´s suivantes de W :
(2.4.2) Il est engendre´ par des re´flexions (lorsqu’on le conside`re comme un
groupe d’automorphismes de XR ≃ R
n).
(2.4.3) Il ope`re transitivement sur Ωe = {e1, ..., en,−e1, ...,−en}.
[La premie`re proprie´te´ est commune a` tous les groupes de Weyl. La seconde
re´sulte de (2.2.1).]
Noter, a` propos de (2.4.2), que les re´flexions appartenant a` I.Sn sont de trois
types (correspondant aux racines courtes et aux racines longues de Cn) :
(2.4.4) ti (1 6 i 6 n) : ei ↔ −ei et eℓ ↔ eℓ si ℓ 6= i.
(2.4.5) sij (1 6 i < j 6 n) : ei ↔ ej et eℓ ↔ eℓ si ℓ 6= i, j.
(2.4.6) s′ij (1 6 i < j 6 n) : ei ↔ −ej et eℓ ↔ eℓ si ℓ 6= i, j.
L’image de ti dans Sn est l’identite´ ; celle de sij (resp. de s
′
ij) est la trans-
position (ij).
De´monstration de la proposition 2.4.1.
Lemme 2.4.7 - (a) La projection W → Sn est surjective.
(b) Pour tout couple (i, j) avec 1 6 i < j 6 n, W contient sij ou s
′
ij.
De´monstration. La de´monstration de (a) est la meˆme que celle utilise´e pour
(2.3.3) : l’image de W dans Sn est un groupe transitif qui est engendre´ par des
transpositions, donc c’est Sn. Pour (b), on remarque qu’il existe au moins un
couple (i, j) tels queW contienne sij ou s
′
ij : sinon, l’image deW dans Sn serait
triviale, ce qui est impossible puisque n > 1. Par conjugaison, on en de´duit que
tous les couples (i, j) ont cette proprie´te´ : en effet, Sn ope`re transitivement sur
les couples (i, j) avec i 6= j.
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Lemme 2.4.8 - Il existe des λi ∈ {±1} tels que W contienne le groupe des
permutations de {λ1e1, ..., λnen}.
De´monstration. Soit i tel que 1 < i 6 n. D’apre`s le lemme 2.4.7 (b), applique´
au couple (i − 1, i), il existe dans W une re´flexion σi qui permute ei−1 et µiei,
avec µi = ±1, tout en laissant fixes les eℓ avec ℓ < i − 1 ou ℓ > i. Posons :
ε1 = e1,
ε2 = σ1(ε1) = µ1e2,
ε3 = σ2(ε2) = µ2σ2(e2) = µ1µ2e3,
....
La re´flexion σi permute εi−1 et εi, et fixe les autres εl. Or les transposi-
tions (12), (23), (34), ... engendrent le groupe syme´trique Sn. D’ou` le lemme, en
prenant :
λ1 = 1, λ2 = µ1, λ3 = µ1µ2, ...
Fin de la de´monstration de la proposition 2.4.1. D’apre`s le lemme 2.4.8, on peut
supposer que les ei ont e´te´ choisis tels que leur groupe de permutations soit
contenu dans W . On a donc Sn ⊂ W . Cette inclusion est stricte, a` cause de
(2.4.3). On en de´duit, d’apre`s (2.4.2), que W contient au moins une re´flexion
n’appartenant pas a` Sn, i.e. du type ti ou du type s
′
ij , cf. (2.4.4) et (2.4.6).
Supposons d’abord que W contienne l’une des ti. Vu la transitivite´ de Sn
ope´rant sur [1, n], W contient tous les ti. Or ceux-ci engendrent le groupe I =
{±1}n. On a donc W = I.Sn.
Supposons maintenant que W contienne l’une des s′ij . Vu la transitivite´ de
Sn sur les couples (i, j) avec i 6= j, le groupe W contient tous les s
′
ij , et il
contient aussi les produits sijs
′
ij = titj . Or les titj engendrent le sous-groupe J
de I. Donc W contient J.Sn, et, comme ce groupe est d’indice 2 dans I.Sn, on
a, soit W = J.Sn, soit W = I.Sn.
2.5. Le cas autodual : fin de la de´monstration du the´ore`me 2.1.1.
On conserve les notations et hypothe`ses du §2.4.
Puisque la repre´sentation V est autoduale, le groupe G ne contient pas les
homothe´ties. C’est donc un groupe semi-simple.
Conside´rons d’abord le cas n = 1. Le groupeG est de rang 1, et la repre´sentation
irre´ductible V a pour poids, soit {e1,−e1}, soit {e1, 0,−e1} ; de plus e1 est une
base du groupeX des caracte`res de T . Le premier cas conduit a`G = SL2 = Sp2,
la repre´sentation V de G e´tant la repre´sentation naturelle de dimension 2. Le
second cas est impossible, car toute repre´sentation irre´ductible non triviale de
SL2 en caracte´ristique 2 est un produit tensoriel de transforme´es de Frobenius
de la repre´sentation standard, et 0 n’en est pas un poids.
A partir de maintenant, nous supposons n > 1. D’apre`s la proposition 2.4.1,
il y a deux possibilite´s :
(2.5.1) On a W = I.Sn ; le syste`me de racines de G est de type Bn ou Cn .
(2.5.2) On a W = J.Sn ; le syste`me de racines de G est de type Dn .
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[Pour n = 2, le type D2 doit eˆtre interpre´te´ comme A1 × A1 ; cela traduit le
fait que SO4 est isoge`ne a` SL2×SL2. C’est le seul cas ou` le syste`me de racines
n’est pas irre´ductible.]
Il reste a` pre´ciser la structure du groupe G (pas seulement a` isoge´nie pre`s),
et celle de sa repre´sentation V . Nous allons pour cela de´terminer le syste`me de
racines R de G. Soit α une racine ; c’est un poids de T dans Lie(G) ⊂ End(V ),
et c’est donc la diffe´rence de deux e´le´ments de Ω ; on en de´duit que α est de l’un
des types suivants :
(2.5.3) α = ±ei ± ej avec i 6= j ;
(2.5.4) α = ±2ei ;
(2.5.5) α = ±ei.
[Le troisie`me cas ne peut se pre´senter que si 0 est un poids de V .]
Lemme 2.5.6 - Supposons n > 3. Il y a au plus trois possibilite´s pour le syste`me
de racines R :
(i) c’est l’ensemble de tous les e´le´ments de X de type (2.5.3).
(ii) c’est l’ensemble de tous les e´le´ments de X de type (2.5.3), et de tous ceux
de type (2.5.4).
(iii) c’est l’ensemble de tous les e´le´ments de X de type (2.5.3), et de tous
ceux de type (2.5.5).
De´monstration. La proposition 2.4.1 montre que W ope`re transitivement sur
chacun des trois types. De plus, les types (2.5.4) et (2.5.5) ne peuvent pas
coexister, car aucune racine n’est le double d’une autre. Le type (2.5.3) doit
eˆtre pre´sent, car sinon le syste`me de racines serait de type A1 × ...× A1, ce qui
n’est pas le cas, on l’a vu [c’est ici que l’hypothe`se n > 3 est utilise´e : lorsque
n = 2, le type D2 est isomorphe a` A1 × A1]. D’ou` le lemme.
Lemme 2.5.7 - Conservons les hypothe`ses et notations du lemme 2.5.6. Alors :
Dans le cas (i), on a G ≃ Sp2n et V est la repre´sentation naturelle de G de
dimension 2n.
Dans le cas (ii), on a G ≃ SO2n et V est la repre´sentation naturelle de G
de dimension 2n.
Le cas (iii) est impossible.
De´monstration. Dans le cas (i), le lemme 2.5.6 montre que le syste`me de racines
R est celui du type Cn , les poids e´tant ceux de la repre´sentation naturelle. D’ou`
le re´sultat. Meˆme argument pour le cas (ii), avec Cn remplace´ par Dn . Quant
au cas (iii), il donne un syste`me de racines de type Bn , avec pour poids ceux
de la repre´sentation naturelle de dimension 2n+ 1 ; en caracte´ristique 2, cette
repre´sentation n’est pas irre´ductible : la repre´sentation irre´ductible correspon-
dant aux poids extre´maux ±ei est le quotient de la pre´ce´dente par l’unique
sous-espace stable de dimension 1 ; l’e´le´ment 0 de X n’en est pas un poids, et
par conse´quent les ±ei ne peuvent pas en eˆtre des poids [d’ailleurs l’image de
SO2n+1 dans cette repre´sentation n’est pas de type Bn : c’est le groupe Sp2n,
qui est de type Cn ].
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Le lemme 2.5.7 entraˆıne le the´ore`me 2.1.1, lorsque n > 3. Le cas n = 2 se
traite de fac¸on analogue. La seule diffe´rence est que, dans l’e´nonce´ du lemme
2.5.6, il faut ajouter les deux cas suivants :
(iv) le syste`me R est forme´ des e´le´ments de X de la forme ±2ei ;
(v) le syste`me R est forme´ des e´le´ments de X de la forme ±ei.
Les deux cas conduisent a` un groupe G de type A1 × A1 ; le premier donne
pour V le produit tensoriel des deux repre´sentations naturelles de dimension 2 ;
cela donne le groupe SO4. Le second cas ne serait possible que si 0 e´tait un
poids de V , ce qui ne peut pas se produire. On a donc bien obtenu tous les cas
e´nume´re´s dans le the´ore`me 2.1.1.
Remarque.Une curieuse conse´quence du the´ore`me 2.1.1 est que, si V est irre´ductible
non triviale, alors 0 n’est pas un poids de T . Ou, de fac¸on e´quivalente :
(2.5.8) Si V est une repre´sentation semi-simple de type PL d’un groupe
line´aire connexe lisse G, tout e´le´ment de V qui est fixe´ par un tore maximal
de G est fixe´ par G.
C’est la` une proprie´te´ spe´ciale a` la caracte´ristique 2. Il serait inte´ressant d’en
avoir une de´monstration a priori.
2.6. Le cas semi-simple.
Passons maintenant au cas ou` V est une repre´sentation semi-simple, mais
non ne´cessairement irre´ductible, du groupe G. Comme au §2.1, nous supposons
que la repre´sentation conside´re´e est fide`le, i.e. qu’elle donne un plongement de
G dansGLV ; d’apre`s [SGA 3, VIB, cor.1.4.2], cela revient a` dire que son noyau,
au sens de la the´orie des sche´mas, est trivial.
De fac¸on plus pre´cise, conside´rons le cas ou` la repre´sentation V se de´compose
en :
(2.6.1) V = ⊕i∈IVi,
ou` chaque Vi est irre´ductible, et :
(2.6.2) Si i 6= j, Vi n’est isomorphe, ni a` Vj , ni a` sa duale.
Notons Gi l’image de G dans GLVi . Le groupe G est un sous-groupe du
produit direct
∏
i∈I Gi.
The´ore`me 2.6.3 - Si la repre´sentation V est de type PL, on a G =
∏
i∈I Gi;
en particulier, G est isomorphe a` un produit de groupes de type GL,Sp et SO.
De´monstration. Soit T un tore maximal de G, et soit Ti l’image de T dans Gi.
On a T ⊂
∏
i∈I Ti.
Lemme 2.6.4 - On a T =
∏
i∈I Ti.
De´monstration du lemme 2.6.4. Soit Xi le groupe des caracte`res de Ti, et soit
X celui de T . La projection T → Ti donne une injection Xi → X , ce qui nous
permet d’identifier les Xi a` des sous-groupes de X ; le fait que T →
∏
Ti soit
injectif montre que X est engendre´ par les Xi. Le lemme 2.6.4 revient a` dire
que ⊕ Xi → X est injectif, i.e. que X est somme directe des Xi ; c’est ce que
nous allons de´montrer.
13
Puisque les Vi sont de type PL, le the´ore`me 2.1.1 montre qu’il existe une
base ωi de Xi qui est forme´e de poids de Vi, donc de poids de V . On a :
(2.6.5) Si i 6= j, on a ωi ∩ ωj = ∅ et ωi ∩ −ωj = ∅.
En effet, supposons que ωi et ωj (resp. −ωj) ait un e´le´ment commun. Comme
cet e´le´ment est un e´le´ment extre´mal de Vi et de Vj (resp. de la duale V
′
j de Vj),
cela entraˆıne, d’apre`s (2.2.3) et (2.2.4) que Vi est isomorphe a` Vj (resp. a` sa
duale), ce qui contredit l’hypothe`se (2.6.2).
En particulier, les ωi sont disjoints. Soit ω = ∪ ωi. D’apre`s (2.6.5), on a
ω∩−ω = ∅. D’apre`s (1.1.3), cela entraˆıne que ω est une partie libre de X , d’ou`
le fait que X est somme directe des Xi.
Fin de la de´monstration du the´ore`me 2.6.3. Le lemme 2.6.4 montre que le rang
(dimension d’un tore maximal) deG est e´gal a` celui de
∏
Gi. L’e´galite´G =
∏
Gi
en re´sulte, en vertu du re´sultat suivant :
Proposition 2.6.6 - Soit Hi une famille finie de groupes re´ductifs, et soit H
un sous-groupe re´ductif de
∏
Hi ayant les deux proprie´te´s suivantes :
(2.6.7) Les projections H → Hi sont surjectives.
(2.6.8) Le rang de H est e´gal a` la somme de ceux des Hi.
On a alors H =
∏
Hi.
De´monstration. Il suffit de traiter le cas ou` il y a deux groupes H1 et H2. Si
l’on pose N = Ker(H → H1) = H ∩ {1}×H2 , le rang de N est e´gal a` la
diffe´rence de ceux de H et de H1, autrement dit a` celui de H2. Mais N est un
sous-groupe normal de H2. Le rang de H2/N est donc 0, ce qui n’est possible
que si N = H2, auquel cas H = H1 ×H2.
Corollaire 2.6.9 - Tout sous-groupe re´ductif V de
∏
Hi de rang maximum est
produit direct des V ∩Hi.
[Rappelons qu’un sous-groupe d’un groupe re´ductif G est dit de rang maximum si son
rang est e´gal a` celui de G.]
De´monstration. Soit Vi la projection de V sur le i-ie`me facteur. En appliquant la
proposition pre´ce´dente au produit des Vi, on voit que V =
∏
Vi et Vi = V ∩Hi.
§3 - Groupes unitaires sur un corps alge´briquement clos de caracte´ristique 2
A partir de maintenant, le corps de base k est suppose´ de caracte´ristique 2.
3.1. Alge`bres a` involution et groupes unitaires - pre´liminaires.
Soit A une alge`bre a` involution sur k. Rappelons que cela signifie que A est
une k-alge`bre associative, a` e´le´ment unite´, munie d’une application k-line´aire
a 7→ a∗ telle que a∗∗ = a et (ab)∗ = b∗a∗ quels que soient a, b ∈ A. On suppose
en outre que dimk A <∞.
Nous associerons a` A deux groupes alge´briques :
(3.1.1) Son groupe multiplicatif GL1,A. Il repre´sente le foncteur
k′ 7→ (A⊗k k
′)×, ou` k′ parcourt la cate´gorie des k-alge`bres commutatives ;
en particulier le groupe de ses k-points est A×.
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C’est un sous-groupe alge´brique du groupe GLV , ou` V est le k-espace vec-
toriel sous-jacent a` A. C’est un groupe connexe et lisse, qui est re´ductif si A est
une alge`bre absolument semi-simple ; il est muni d’une anti-involution g 7→ g∗,
de´duite de celle de A.
(3.1.2) Son groupe unitaire sche´matique U schA ; c’est le sous-groupe du pre´ce´dent
forme´ des points u tels que uu∗ = 1. Ce n’est pas en ge´ne´ral un groupe lisse :
lorsque A = k, on a GL1,A =Gm et U
sch
A = µ2.
Soit UA le sche´ma re´duit associe´ a` U
sch
A . Lorsque c’est un sous-sche´ma en
groupes de U schA , nous l’appellerons le groupe unitaire de A ; cela se produit
lorsque k est parfait (cf. [SGA 3, expose´ VIA, §0.2]), ou, plus ge´ne´ralement,
lorsque A est de´duit, par extension des scalaires, d’une alge`bre a` involution sur
un corps parfait (exemple : A = k[G], ou` G est un groupe fini, cf. §5).
3.1.3. Alge`bres de Lie. L’alge`bre de Lie de U schA est l’espace vectoriel HA des
e´le´ments hermitiens de A, autrement dit des e´le´ments a ∈ A tels que a∗ = a, le
crochet e´tant de´fini par la formule [a, a′] = aa′+a′a : cela re´sulte de la de´finition
de U schA , applique´e a` l’alge`bre k
′ = k[x]/(x2) des nombres duaux. L’alge`bre de
Lie de UA est une sous-alge`bre de HA. Nous en donnerons quelques proprie´te´s
plus loin (cf. proposition 3.3.1), mais je n’en connais pas de description ge´ne´rale,
mis a` part le cas, duˆ a` Merkurjev, ou` A est l’alge`bre d’un groupe fini ; dans ce
cas, on verra au §5.1 que Lie(UA) est un hyperplan de Lie(U
sch
A ).
3.2. Sous-alge`bres e´tales et tores maximaux.
Jusqu’a` la fin du §3, on suppose que k est alge´briquement clos (et, bien suˆr,
de caracte´ristique 2).
Soit A une k-alge`bre a` involution de dimension finie, et soit C une k-sous-
alge`bre commutative de A satisfaisant aux deux conditions suivantes :
(3.2.1) Elle est stable par l’involution de A.
(3.2.2) C’est une alge`bre e´tale, autrement dit (puisque k est alge´briquement
clos), c’est une alge`bre diagonalisable, i.e. un produit de copies de k, cf. [A V,
§6, no 3].
D’apre`s (3.2.2), on peut e´crire C sous la forme C = kI , ou` I est un en-
semble fini que l’on peut interpre´ter, soit comme le spectre de C, soit comme
Homalg(C, k), soit comme l’ensemble des idempotents inde´composables de C.
L’involution de C ope`re sur I ; on peut donc de´composer I en deux parties :
I0 = e´le´ments de I fixe´s par i 7→ i
∗ ;
I1 = I I0 = e´le´ments i de I tels que i
∗ 6= i.
Le groupe unitaire UC de C est forme´ des familles (ui)i∈I telles que ui = 1
si i ∈ I0, et uiui∗ = 1 si i ∈ I1. Si l’on de´compose I1 sous la forme I1 = J ∪ J
∗,
avec J ∩ J∗ = ∅, on voit que les valeurs de ui pour i ∈ J de´terminent toutes
les autres, et peuvent eˆtre choisies arbitrairement. En particulier, UC est un
sous-tore de UA, isomorphe a` (Gm)
J . De fac¸on plus pre´cise, pour tout i ∈ I,
l’application ei : u 7→ ui est un caracte`re de UC ; on a ei + ei∗ = 0 et ei = 0 si
i ∈ I0 ; les (ei)i∈J forment une base ωJ du groupe des caracte`res X(UC) de UC .
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Soit maintenant V un C-module de dimension finie sur k. Le groupe UC
ope`re sur V .
Lemme 3.2.3 - L’action du tore UC sur V est de type PL, au sens du §1.2.
De´monstration. La de´composition de C en produit donne une de´composition
correspondante de V en produit de Vi. Les poids de UC dans V sont les ei, avec
multiplicite´ dim Vi ; ils sont contenus dans l’ensemble {0}∪ωJ ∪−ωJ , ou` ωJ est
la base de X(UC) de´finie ci-dessus. La condition (1.1.2) est donc satisfaite.
Lemme 3.2.4 - Si T est un tore maximal de UA, il existe une sous-alge`bre C
de A, satisfaisant aux conditions (3.2.1) et (3.2.2), telle que T = UC .
De´monstration. Soit C la sous-alge`bre de A engendre´e par le groupe T (k) des k-
points de T . Comme T est un tore, cette alge`bre est e´tale : c’est la` une proprie´te´
ge´ne´rale des sous-tores de GLn. Comme T est stable par l’involution de A, il
en est de meˆme de C. Les conditions (3.2.1) et (3.2.2) sont donc satisfaites, et il
est clair que T est contenu dans UC ; comme T est un tore maximal, on a donc
T = UC .
Les lemmes 3.2.3 et 3.2.4 entraˆınent :
Proposition 3.2.5 - Soit V un A-module a` gauche de dimension finie sur k.
Si T est un tore maximal de UA, l’action de T sur V est de type PL.
[Pre´cisons que l’on fait ope´rer A× et UA sur V par multiplication a` gauche.]
Noter que cela s’applique en particulier au cas ou` V = A, avec sa structure
naturelle de A-module a` gauche : on a UA ⊂ GL1,A ⊂ GLV , et l’on voit que les
tores maximaux de UA sont de type PL, comme annonce´ au §1.3.4.
Remarque 3.2.6. Ce dernier re´sultat peut aussi se de´duire de la proposition 1.4.9,
applique´e au groupe U schA . En effet, ce groupe est le fixateur d’une famille de
tenseurs quadratiques de V = A. De fac¸on plus pre´cise, soit (ei) une base de
V et soit (ℓj) une base du dual V
′ de V ; notons θi ∈ End(V ) la multiplication
a` droite par ei et notons θj ∈ ⊗
2V ′ la forme biline´aire (a, b) 7→ ℓj(a
∗b) . On
ve´rifie facilement que :
le fixateur des θi est GL1,A ;
le fixateur des θi et des θj est U
sch
A .
3.3. La composante neutre du groupe unitaire.
Soit U0A la composante neutre du groupe UA. C’est la structure de ce groupe
qui va nous inte´resser. On a tout d’abord :
Proposition 3.3.1 - (a) Si u ∈ UA est tel que u
2 = 1, on a u ∈ U0A et
1 + u ∈ Lie(UA).
(b) Si x ∈ A commute a` x∗, on a x+x∗ ∈ Lie(UA); si de plus x est inversible,
on a x−1x∗ ∈ U0A.
[Dans cet e´nonce´, ainsi que dans les suivants, on identifie les groupes lisses UA
et U0A a` l’ensemble de leurs k-points, de sorte que “u ∈ UA” signifie u ∈ UA(k),
autrement dit “u ∈ A et uu∗ = 1”.]
De´monstration de (a). Ecrivons u sous la forme u = 1 + ε ; comme u2 = 1 , on
a ε2 = 0. Puisque u est unitaire, on a u∗ = u−1 = u, d’ou` ε∗ = ε. Si t est un
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e´le´ment de k, posons ut = 1 + tε ; on a utu
∗
t = u
2
t = 1. L’application f : t 7→ ut
se prolonge en un homomorphisme du groupe additif Ga dans le groupe U
sch
A ;
comme Ga est connexe et lisse, l’image de f est contenue dans U
0
A ; on a donc
ut ∈ U
0
A pour tout t, d’ou` u = u1 ∈ U
0
A ; comme la de´rive´e de f en 0 est ε, on a
ε ∈ Lie(UA).
De´monstration de (b). Soit C la sous-alge`bre de A engendre´e par x et x∗. C’est
une alge`bre commutative, qui est stable par l’involution de A. Pour tout y ∈ C×,
l’e´le´ment y−1y∗ est unitaire. L’application y 7→ y−1y∗ de´finit un homomor-
phisme ϕC : GL1,C → UA dont l’application tangente en l’e´le´ment neutre est
y 7→ y + y∗. Cela montre que Lie(UA) contient tous les y + y
∗, et en particulier
contient x+ x∗. De plus GL1,C est connexe, puisque c’est un ouvert dense d’un
espace affine ; l’image de ϕC est donc contenue dans U
0
A.
Corollaire 3.3.2 - Pour tout u ∈ UA, on a u
2 ∈ U0A et u+ u
−1 ∈ Lie(UA).
On applique (b) a` x = u−1, d’ou` x∗ = u, ce qui donne x−1x∗ = u2.
Corollaire 3.3.3 - Le groupe UA/U
0
A est un 2-groupe abe´lien e´le´mentaire.
En effet, c’est un groupe fini dont tous les e´le´ments sont de carre´ 1 d’apre`s
le corollaire pre´ce´dent ; on sait qu’un tel groupe est abe´lien (utiliser l’identite´
xyx−1y−1 = x2(x−1y)2(y−1)2.)
La condition d’engendrement.
Soit A′ la sous-alge`bre de A engendre´e par les k-points de U0A. Cette alge`bre
est stable par l’involution de A, et l’on a U0A′ = U
0
A ; autrement dit, on ne change
pas le groupe U0A lorsqu’on remplace A par A
′. Nous pourrons donc par la suite
nous borner aux alge`bres A satisfaisant a` la condition :
(3.3.4) On a A = A′, autrement dit A est engendre´e comme k-alge`bre par
les k-points du groupe U0A.
3.4. Exemple : le cas ou` A est une alge`bre semi-simple.
Ce cas ne pre´sente pas de difficulte´ : on de´composeA en produit d’alge`bres de
matrices ; les diffe´rents facteurs sont, soit stables par l’involution, soit permute´s
deux-a`-deux ; on est ainsi ramene´ a` de´terminer les involutions sur une alge`bre
de matrices Mn(k), n > 1. Lorsque n = 1 on a M1(k) = k, avec l’involution
triviale. Pour n > 1, le fait que la caracte´ristique soit 2 entraˆıne que l’involution
est associe´e a` une forme biline´aire B qui est syme´trique et non de´ge´ne´re´e. Si B
est alterne´e, n est pair, on a U0A ≃ Spn, et la condition (3.3.4) est satisfaite. Si
B n’est pas alterne´e, l’ensemble des x ∈ kn tel que B(x, x) = 0 est un hyperplan
qui est stable par UA ; la condition (3.3.4) n’est donc pas satisfaite. D’ou` :
Proposition 3.4.1 - Si l’alge`bre a` involution A est semi-simple, et satisfait a` la
condition d’engendrement (3.3.4), elle est produit direct d’alge`bres a` involution
Ai de l’un des trois types suivants :
(3.4.2) Le corps k. On a alors U schAi = µ2 et UAi = 1.
(3.4.3) Le produit Mni ×M
opp
ni d’une alge`bre de matrices par l’alge`bre op-
pose´e, l’involution e´tant (a, b) 7→ (b, a). On a alors U schAi = UAi = GLni .
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(3.4.4) Une alge`bre de matrices M2ni munie d’une involution symplectique.
On a alors U schAi = UAi ≃ Sp2ni .
Noter que cela entraˆıne que UA est un groupe re´ductif ; en particulier, c’est
un groupe connexe.
3.5. Structure de certains sous-groupes de UA, pour A semi-simple.
On conserve les notations du § pre´ce´dent ; en particulier, A est semi-simple,
et on la de´compose en produit d’alge`bres a` involution inde´composables :
A =
∏
Ai,
ou` les Ai sont de l’un des trois types de´crits dans la proposition 3.4.1. On a
UA =
∏
UAi .
The´ore`me 3.5.1 - Soit H un sous-groupe alge´brique lisse et connexe de UA
satisfaisant a` la condition :
(3.5.2) Les e´le´ments de H(k) engendrent l’alge`bre A.
Les proprie´te´s suivantes sont alors e´quivalentes :
(3.5.3) L’action de H sur A par multiplication a` gauche est de type PL.
(3.5.4) Le groupe H est re´ductif de rang e´gal a` celui de UA.
(3.5.5) Le groupe H est produit direct de ses projections Hi sur les UAi , et
l’on a :
Hi = UAi dans les cas (3.4.2) et (3.4.3),
Hi = UAi ou Hi ≃ SO2ni dans le cas (3.4.4) ou` UAi ≃ Sp2ni .
De´monstration. S’il y a des facteurs de A de type (3.4.2), on peut les supprimer
sans changer ni UA ni H . Supposons donc qu’il n’y ait aucun tel facteur.
On a e´videmment (3.5.5)⇒ (3.5.4). D’autre part, si (3.5.4) est satisfaite, les
tores maximaux de H sont des tores maximaux de UA, et l’on a vu que ceux-ci
sont de type PL, cf. proposition 3.2.5 ; cela montre que (3.5.4) entraˆıne (3.5.3).
Reste a` prouver que (3.5.3) implique (3.5.5). Supposons donc que (3.5.3) soit
satisfaite, et, pour chaque indice i, soit Vi l’espace vectoriel de´fini de la manie`re
suivante :
Si Ai est de type (3.4.3), on prend Vi = k
ni .
Si Ai est de type (3.4.4), on prend Vi = k
2ni .
Dans chaque cas, il y a une action naturelle de UAi sur Vi. On en de´duit une
action de U0A sur V = ⊕i∈IVi. De plus, les Vi sont des H-modules irre´ductibles
d’apre`s (3.5.2). On peut donc appliquer au Hi-module Vi le the´ore`me 2.1.1 du
§2.1 ; cela donne les assertions sur la structure de Hi. D’autre part, un argument
analogue a` celui fait ci-dessus montre que, si i 6= j, la repre´sentation Vi de G
n’est isomorphe, ni a` Vj , ni a` sa duale. D’apre`s le the´ore`me 2.6.3, cela entraˆıne
que H est le produit des Hi, ce qui ache`ve la de´monstration.
3.6. Structure de U0A dans le cas ge´ne´ral.
Soit A une k-alge`bre a` involution de dimension finie.
The´ore`me 3.6.1 - Il existe une suite exacte
(3.6.2) 1 → N → U0A → H → 1,
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ou` N est unipotent connexe, et ou` H est un produit de groupes Hi isomorphes,
soit a` GLni , soit a` Sp2ni , soit a` SO2ni .
[Rappelons que k est suppose´ alge´briquement clos ; le cas plus ge´ne´ral ou` k
est parfait sera examine´ au §4.]
De´monstration. On peut supposer que A satisfait a` la condition d’engendre-
ment (3.3.4). Faisons cette hypothe`se, et soit r le radical de A. L’alge`bre A/r
est une alge`bre a` involution semi-simple ; son groupe unitaire UA/r est un groupe
re´ductif, cf. §3.4. Soit π : U0A → UA/r l’homomorphisme de´fini par A → A/r,
soit N le noyau de π (au sens sche´matique) et soit H son image (“image
sche´matique”, i.e. plus petit sous-groupe de UA/r contenant l’image par π des
k-points de U0A). On a alors la suite exacte (3.6.2) ; en effet, la proposition 2.5.2
de [SGA 3, expose´ VI A, e´dition re´vise´e, p.319] montre que l’homomorphisme
U0A/N → UA/r est une immersion ferme´e, et son image est e´gale a` H car U
0
A
est re´duit (parce que quotient d’un sche´ma re´duit), et donc lisse (car c’est un
sche´ma en groupes sur un corps parfait) 3. Il reste a` prouver :
Lemme 3.6.3 - Le groupe N est unipotent connexe. Le groupe H satisfait aux
proprie´te´s du the´ore`me 3.5.1 relativement a` A/r; en particulier, c’est un produit
de groupes Hi isomorphes, soit a` GLni , soit a` Sp2ni , soit a` SO2ni .
De´monstration du lemme 3.6.3. Le groupe N est un sous-groupe du groupe dont
les k-points sont de la forme 1+x avec x ∈ r ; or ce groupe est unipotent, comme
on le voit par de´vissage a` l’aide des puissances de r. D’autre part, l’action de U0A
sur A est de type PL, cf. proposition 3.2.5 ; il en est donc de meˆme de celle de
U0A sur A/r, cf. §1.2 ; meˆme chose pour celle de H sur A/r. On peut appliquer
le the´ore`me 3.5.1 a` H et a` A/r : en effet, les conditions (3.5.2) et (3.5.3) sont
satisfaites ; d’apre`s (3.5.5), le groupeH a les proprie´te´s voulues. Reste a` montrer
que N est connexe. Cela re´sulte du lemme suivant :
Lemme 3.6.4 - Soit 1 → G1 → G2 → G3 → 1 une suite exacte de groupes
alge´briques sur k. Supposons que G1 soit unipotent, que G2 soit lisse et connexe,
et que G3 soit re´ductif. Alors G1 est connexe.
De´monstration du lemme 3.6.4. Apre`s passage au quotient par G01 on est ramene´
au cas ou` G1 est fini e´tale et d’ordre une puissance de 2. Comme G2 est connexe,
son action sur G1 est triviale, autrement dit G1 est contenu dans le centre de G2
D’autre part, il est clair que tout sous-groupe unipotent lisse normal connexe de
G2 est trivial ; comme G2 est lisse, cela signifie que G2 est re´ductif. Or le centre
d’un groupe re´ductif est de type multiplicatif ; ainsi, G1 est a` la fois unipotent
et de type multiplicatif ; il est donc trivial.
Remarque. Le groupe N construit dans la de´monstration du the´ore`me 3.6.1
n’est pas ne´cessairement lisse (on en verra un exemple dans 5.5.19). Le groupe
re´duit correspondant N red est le radical unipotent Ru(U
0
A) de U
0
A . Le groupe
H˜ = U0A/N
red est le plus grand quotient re´ductif de U0A : ce groupe est lie´ a` H
par une isoge´nie H˜ → H dont le noyau est infinite´simal et unipotent ; en fait,
3. Je dois ces explications a` Michel Raynaud. Par la suite, on se servira seulement de
l’exactitude de la suite 1→ N(k)→ U0
A
(k)→ H(k)→ 1, qui est e´vidente.
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d’apre`s [Va 05], H˜ se de´duit de H en remplac¸ant certains des facteurs Sp2ni par
des facteurs SO2ni+1. Ce genre de phe´nome`ne est spe´cial a` la caracte´ristique 2.
3.7. Exemple de remplacement de Sp2n par SO2n (et meˆme par O2n)
Soit V un k-espace vectoriel de dimension 2n, avec n > 0, muni d’une forme
alterne´e non de´ge´ne´re´e, note´e C(v, v′). On munit l’alge`bre E = End(V ) de
l’involution correspondante : si e ∈ E, on a
(3.7.1) C(ev, v′) = C(v, e∗v′) pour tous v, v′ ∈ V .
Le groupe unitaire UE correspondant est le groupe symplectique Sp(V ). On
note H l’ensemble des e´le´ments hermitiens de E, et l’on note Ho le sous-espace
de H forme´ des e´le´ments de la forme e+ e∗ avec e ∈ E.
Conside´rons une alge`bre a` involution R de radical r telle que r2 = 0 et
R/r = E. Il y a une structure naturelle de E-module a` gauche sur r. Faisons
l’hypothe`se :
(3.7.2) Il existe une base ω du E-module r, avec ω central dans R, et hermi-
tien.
Exemple 3.7.3. On prend pour R l’alge`bre a` involution de´duite de E par exten-
sion des scalaires a` k[t]/(t2), et l’on prend ω = 1⊗ t.
Nous allons classer les couples (R,ω) :
Proposition 3.7.4 - (a) Les classes d’isomorphisme des couples (R,ω) ci-dessus
correspondent bijectivement (par une bijection de´finie plus loin) aux formes
quadratiques sur V dont la forme biline´aire associe´e est un multiple de C.
(b) Si (R,ω) correspond a` la forme quadratique q, l’image de UR → Sp(V )
est le groupe orthogonal O(q).
Corollaire 3.7.5 - Il y a trois possibilite´s pour l’image de UR → Sp(V ) :
(i) C’est Sp(V ); ce cas ne se produit que pour l’exemple 3.7.3.
(ii) C’est le sous-groupe de Sp(V ) fixant une droite de V .
(iii) C’est le groupe orthogonal O(q) d’une forme quadratique q dont la forme
biline´aire associe´e est e´gale a` C.
[Noter que, dans le cas (iii), l’image de UR → Sp(V ) est strictement plus
grande que SO(q).]
Ces trois cas correspondent aux trois possibilite´s suivantes pour q :
(i) q = 0 ;
(ii) q 6= 0 et la forme biline´aire associe´e est 0 ; il existe alors v0 ∈ V, v0 6= 0,
tel que q(v) = C(v, v0)
2 pour tout v ∈ V .
(iii) la forme biline´aire associe´e a` q est un multiple non nul de C.
De´monstration de la proposition 3.7.4 (a). Soit f : E → R un rele`vement de E
dans R, autrement dit un homomorphisme tel que le compose´ E → R→ E soit
l’identite´. On sait ([A VIII, §13, no 6]) qu’un tel f existe, et que, si f ′ est un
autre rele`vement, il existe z ∈ E such that f ′(x) = (1+zω)f(x)(1+zω)−1 pour
tout x ∈ E, i.e. f ′(x) = f(x)+(zx+xz)ω. Si l’on applique ceci a` f ′(x) = f(x∗)∗,
on obtient l’existence de z ∈ E tel que :
(3.7.6) f(x∗)∗ = f(x) + (zx+ xz)ω.
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En remplac¸ant x par x∗ cela donne :
(3.7.7) f(x)∗ = f(x∗) + (zx∗ + x∗z)ω
En conjuguant (3.7.7) et en ajoutant (3.7.6) on obtient :
zx+ xz + xz∗ + z∗x = 0, i.e. (z + z∗)x = x(z + z∗) pour tout x ∈ E.
Cela montre que z + z∗ appartient au centre de E, i.e. :
(3.7.8) z + z∗ = λ avec λ ∈ k.
Soit qz la forme quadratique v 7→ C(zv, v). La forme biline´aire associe´e est
λC : cela re´sulte de (3.7.8). De plus, si l’on change les choix de f et de z, on
constate que z est remplace´ par z + h avec h ∈ Ho, et cela ne change pas qz.
Ainsi, la forme qz est canoniquement associe´e a` (R,ω). Cette forme de´termine
(R,ω) et peut eˆtre choisie arbitrairement. En effet, elle de´termine le choix de z,
a` l’addition pre`s d’un e´le´ment de Ho ; et, lorsqu’on connaˆıt z, le couple (R,ω)
est isomorphe a` l’alge`bre E ⊗ k[t]/(t2), munie de l’e´le´ment ω = 1 ⊗ t et de
l’involution x+ yt 7→ x∗ + (y∗ + zx∗ + x∗z)t.
De´monstration de la proposition 3.7.4 (b).
Soit u ∈ UE . Pour que u appartienne a` l’image de UR → UE, il faut et il
suffit qu’il existe b ∈ E tel que (f(u)+bω)(f(u)∗+b∗ω) = 1. En utilisant (3.7.7),
cela s’e´crit :
(3.7.9) uzu∗ = z + bu∗ + ub∗.
On a bu∗ + ub∗ ∈ Ho , et inversement tout e´le´ment de Ho peut s’e´crire sous la
forme bu∗ + ub∗. La formule (3.7.9) est donc e´quivalente a` :
(3.7.10) uzu∗ ≡ z (mod Ho), i.e. quzu∗ = qz,
ce qui e´quivaut a` dire que u fixe la forme quadratique qz.
Remarque. On pourrait supprimer l’hypothe`se (3.7.2), et supposer seulement
que r2 = 0 et R/r = E. On trouve alors que l’image de UR → Sp(V ) est une
intersection de groupes orthogonaux O(qi) relatifs a` des formes qi dont les formes
biline´aires associe´es sont des multiples de C. En prenant R convenable, on peut
s’arranger pour que cette intersection soit triviale, autrement dit que tous les
e´le´ments unitaires de R sont ≡ 1 (mod r).
§4 - Nullite´ de H1(k, U0A)
Le but de ce § est de de´montrer le the´ore`me C de l’introduction. Rappelons
son e´nonce´ :
The´ore`me C - Soit k un corps parfait de caracte´ristique 2, et soit A une
k-alge`bre a` involution de dimension finie. Si U0A est la composante neutre du
groupe unitaire UA de A, on a H
1(k, U0A) = 0.
La de´monstration sera donne´e au §4.9. Elle proce`de par une se´rie de re´ductions,
base´es sur le §3, ainsi que sur des re´sultats de cohomologie galoisienne qui sont
rappele´s aux §§ 4.2 a` 4.6.
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4.1. Notations.
Dans la suite de ce §, k est un corps parfait de caracte´ristique 2 ; on note
k une cloˆture alge´brique de k ; le groupe de Galois Gal(k/k) est note´ Γk. Si G
est un groupe alge´brique sur k, on note H1(k,G) l’ensemble de cohomologie
H1(Γk, G(k)), cf. e.g. [Se 64, I, §5 et III, §1] ; la classe dans H
1(k,G) du cocycle
unite´ est note´e 0.
4.2. Une premie`re re´duction.
Lemme 4.2.1 - Si G′ → G est un homomorphisme de groupes alge´briques tel que
G′(k) → G(k) soit bijectif, l’application correspondante H1(k,G′) → H1(k,G)
est bijective.
C’est clair.
En particulier :
Lemme 4.2.2 - L’application H1(k,Gred)→ H1(k,G) est bijective.
4.3. Quotient par un sous-groupe unipotent.
Lemme 4.3.1 - Si N est un groupe unipotent connexe, on a H1(k,N) = 0.
De´monstration. Lorsque N est lisse, c’est un re´sultat bien connu (que l’on
de´montre en prouvant que N a une suite de composition dont les facteurs sont
isomorphes au groupe additif Ga, cf. e.g. [Se 64, III, prop.6]). Le cas ge´ne´ral
s’en de´duit graˆce au lemme 4.2.2.
Proposition 4.3.2 - Soit N un sous-groupe unipotent normal connexe d’un
groupe alge´brique G. L’application naturelle π : H1(k,G) → H1(k,G/N) est
injective.
De´monstration. Soit x ∈ H1(k,G/N). On doit montrer que π−1(x) a au plus
un e´le´ment. Lorsque x = 0, cela re´sulte de la suite exacte de cohomologie non
abe´lienne ([Se 64, I, prop.38]) et du lemme 4.3.1. Le cas ge´ne´ral se rame`ne a`
celui-la` par “torsion”, cf. [Se 64, I, cor.2 a` la prop.39].
L’application pi est en fait bijective. La surjectivite´ est vraie meˆme si N n’est pas
connexe. On la de´montre en se ramenant au cas ou` N est commutatif, et en utilisant
la proposition 41 de [Se 64, I] combine´e avec le fait que H2(k,N) = 0. Comme nous
n’utiliserons pas ce re´sultat, nous laissons les de´tails de la de´monstration au lecteur.
Voir aussi [GM 13, lemme 7.3], qui ne fait pas d’hypothe`se sur k, mais suppose que N
est scinde´ (“split”, cf. [Sp 98, chap.14]).
4.4. Extensions quadratiques.
Proposition 4.4.1 ([Se 64, III, §2.3, exerc.2]) - Soit k′ une extension qua-
dratique de k, et soit G un groupe alge´brique line´aire connexe. L’application
naturelle ι : H1(k,G)→ H1(k′, G) est injective.
De´monstration. Si k est fini, on sait, d’apre`s Lang ([La 56]), que H1(k,G) = 0.
On peut donc supposer que k est infini. Vu le lemme 4.2.2, on peut supposer que
G est lisse ; d’apre`s la proposition 4.3.2, applique´e au radical unipotent de G, on
peut aussi supposer que G est re´ductif. D’autre part, l’argument de “torsion”
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utilise´ plus haut montre qu’il suffit de prouver que x ∈ H1(k,G) et ι(x) = 0
entraˆıne x = 0.
L’hypothe`se ι(x) = 0 entraˆıne que x provient d’un cocycle du groupe Gal(k′/k),
agissant sur G(k′). Si z 7→ sz de´signe la k′/k-conjugaison dans G(k′), un tel
cocycle e´quivaut a` la donne´e d’un e´le´ment a de G(k′) tel que a.sa = 1, et il
nous faut prouver qu’il existe b ∈ G(k′) tel que a = b.sb−1. Comme k est infini,
la proposition 3.2.1 de [Se 62] montre qu’il existe z ∈ G(K ′) tel que l’e´le´ment
a′ = z−1a sz soit un e´le´ment semi-simple re´gulier de G(k′), autrement dit ap-
partienne a` un tore maximal de G et a` un seul, cf. [Bo 91, §12.2]). Quitte a`
remplacer a par a′, on peut donc supposer que a est semi-simple re´gulier. Or,
on a le lemme suivant :
Lemme 4.4.2 - Soit F un corps parfait de caracte´ristique p > 0, et soit H
un F -groupe re´ductif. Si x ∈ H(F ) est semi-simple re´gulier, il existe un unique
e´le´ment semi-simple y de H(F ) tel que x = yp; de plus y est re´gulier.
De´monstration du lemme 4.4.2. Soit T le tore maximal de H contenant x. Le
groupe T (F ) est un groupe abe´lien dans lequel l’application t 7→ tp est bijective
(cela re´sulte par descente galoisienne du cas ou` F est alge´briquement clos). Il
existe donc un unique y ∈ T (F ) tel que yp = x. Soit y′ un e´le´ment semi-simple
de H(F ) tel que y′p = x ; tout tore maximal contenant y′ contient x, donc est
e´gal a` T , d’ou` y′ = y, ce qui montre a` la fois que y est unique et qu’il est re´gulier.
Fin de la de´monstration de la proposition 4.4.1. D’apre`s le lemme ci-dessus,
applique´ a` F = k′, p = 2, H = G/k′ , x = a, il existe un unique e´le´ment semi-
simple b de G(k′) tel que b2 = a ; on a (sb)2 = sa = a−1 = (b−1)2, d’ou` sb = b−1
et a = b.b = b.sb−1, comme on le de´sirait.
4.5. Le cas des groupes line´aires, symplectiques et orthogonaux.
Proposition 4.5.1 - On a H1(k,G) = 0 lorsque G est l’un des groupes sui-
vants :
(a) le groupe multiplicatif GL1,S d’une k-alge`bre S de dimension finie.
(b) le groupe symplectique Sp2n de´fini par une forme biline´aire alterne´e non
de´ge´ne´re´e de rang 2n, n > 1 ;
(c) le groupe spe´cial orthogonal SO(q) associe´ a` une forme quadratique non
de´ge´ne´re´e q de rang pair.
De´monstration. L’assertion (a) e´quivaut a` dire que, si un S-module devient
isomorphe a` S apre`s extension du corps de base a` k, alors il est isomorphe a` S,
ce qui est un re´sultat standard sur les modules (non ne´cessairement libres), cf.
[A VIII, §2, th.3]. Pour (b) voir par exemple [KMRT 98, (29.25)].
D’apre`s [KMRT 98, (29.29)] l’assertion (c) signifie que deux formes quadra-
tiques non de´ge´ne´re´es de meˆme rang pair et de meˆme invariant d’Arf (appele´
“discriminant” dans [KMRT 98, xix-xxi]) sont isomorphes, ce qui re´sulte facile-
ment de l’hypothe`se que k est parfait, cf. [Arf 41].
[Variante : utiliser la proposition 4.4.1 pour se ramener au cas ou` le corps k n’a
aucune extension quadratique, et prouver qu’alors toutes les formes quadratiques non
de´ge´ne´re´es sont hyperboliques.]
4.6. Restriction des scalaires.
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Soit K une extension finie de k. Si X est une K-varie´te´ quasi-projective, on
lui associe (cf. e.g. [BoS 64, §2.8 a` §2.10], ou [KMRT 98, §20.5 a` §20.9]) une
k-varie´te´ quasi-projective Y , munie d’un K-morphisme p : Y/K → X . Le couple
(Y, p) est caracte´rise´ par les proprie´te´s e´quivalentes suivantes :
(a) (a` la Weil, cf. [We 61, §1.3]) Soit Σ l’ensemble des k-plongements de K
dans k ; si σ ∈ Σ, soit Xσ la k varie´te´ de´duite de X par l’extension des scalaires
σ : K → k. Les conjugue´s pσ : Y/k → Xσ de p de´finissent un isomorphisme
(4.6.1) Y/k →
∏
σ∈ΣXσ.
(b) (a` la Grothendieck, cf. [CGP 10, A5]) Le couple (Y, p) repre´sente le fonc-
teur qui, a` une k-varie´te´Z, associe l’ensemble MorK(Z/K , X) desK-morphismes
de Z/K dans X . On a donc une bijection naturelle :
(4.6.2) Mork(Z, Y ) = MorK(Z/K , X).
Pour Z = Spec(k), cela donne :
(4.6.3) Y (k) = X(K).
On dit que Y se de´duit de X par restriction des scalaires de K a` k, et l’on
e´crit Y = RK/k(X).
Soit X un K-groupe alge´brique ; alors RK/k(X) a une structure naturelle de
k-groupe alge´brique (car le foncteur RK/k commute aux produits), et l’on a (cf.
[BoS 64, cor.2.10] et [KMRT 98, (29.6)]) :
(4.6.4) H1(k,RK/k(X)) = H
1(K,X).
De plus :
Proposition 4.6.5 - Soit Y ′ un k-sous-groupe alge´brique de Y = RK/k(X).
Pour que Y ′ soit de la forme RK/k(X
′), ou` X ′ est un K-sous-groupe alge´brique
de X, il faut et il suffit que Y ′/k soit compatible avec la de´composition en produit
(4.6.1), i.e. soit un produit de sous-groupes alge´briques des Xσ.
[Il y a un e´nonce´ analogue pour les varie´te´s qui ne sont pas munies d’une structure de
groupe.]
De´monstration. Voir [BT 65, 6.18] , qui fait des hypothe`ses de connexion (et
- implicitement - de lissite´) qui sont inutiles. [Vu (4.6.1), le point essentiel est
la remarque que, si Z =
∏
i∈I Zi, et si Z
′ est un sous-sche´ma ferme´ non vide
de Z qui est de´composable en Z ′ =
∏
i∈I Z
′
i, avec Z
′
i ⊂ Zi, alors une telle
de´composition est unique, i.e. les Z ′i sont de´termine´s de manie`re unique par Z.
Noter que ce ne serait pas vrai si Z e´tait vide, car l’ensemble vide se de´compose
en produit de plusieurs fac¸ons.]
Corollaire 4.6.6 - Soit X un K-groupe re´ductif, et soit V un k-sous-groupe
re´ductif de Y = RK/k(X). Si le rang de V est e´gal au rang de Y , il existe un
K-sous-groupe W de X tel que V = RK/k(W ).
De´monstration. Cela re´sulte de la proposition ci-dessus, combine´e avec le corol-
laire 2.6.9.
Exemple de restriction des scalaires. Soit A une K-alge`bre a` involution sur
K, et soit UA,K (resp. U
sch
A,K) son groupe unitaire (resp. son groupe unitaire
sche´matique) sur K. Notons UA (resp. U
sch
A ) les groupes analogues sur k. On a
24
(4.6.7) UA = RK/k(UA,K) et U
sch
A = (U
sch
A,K).
Cela re´sulte facilement de la de´finition (b) ci-dessus (en comparant les points a`
valeurs dans une k-alge`bre commutative).
D’apre`s (4.6.4), on en de´duit :
(4.6.8) H1(k, UA) = H
1(K,UA,K).
4.7. Le groupe unitaire d’une alge`bre a` involution semi-simple.
Nous allons de´montrer un cas particulier du the´ore`me C :
Proposition 4.7.1 - Soit A une k-alge`bre a` involution de dimension finie sa-
tisfaisant aux deux conditions suivantes :
(a) Elle est semi-simple.
(b) Elle est engendre´e par U0A.
On a alors H1(k, UA) = 0.
[La condition (b) signifie que (3.3.4) est satisfaite apre`s extension des scalaires
a` k. Noter aussi que UA est re´ductif, donc connexe, cf. §3.4.]
De´monstration. On peut supposer que A est inde´composable comme alge`bre a`
involution, autrement dit, est, soit le produit de deux alge`bres simples S et S′
e´change´es par l’involution, soit une alge`bre simple. Dans le premier cas, on a
UA ≃GL1,S , d’ou` H
1(UA) = 0 d’apre`s la proposition 4.5.1 (a). Dans le second
cas, notons L le centre de A ; c’est un corps, sur lequel agit l’involution x 7→ x∗.
Il y a deux possibilite´s :
(i) L’involution agit trivialement sur L (involution “de premie`re espe`ce”).
Si [A] de´signe la classe de A dans le groupe de Brauer de L, on a 2[A] = 0
car A est isomorphe a` son oppose´e ; puisque L est parfait de caracte´ristique 2,
la 2-dimension cohomologique de ΓL est 6 1, cf. [Se 64, II, prop.3] et la 2-
composante de son groupe de Brauer est 0. On a donc [A] = 0, autrement dit A
est isomorphe a` une alge`bre de matrices Mn(L), avec n > 1. Distinguons deux
cas :
(i’) On a n = 1, i.e. A = L. Comme l’involution est triviale sur L, on a
UA = 1 d’ou` H
1(k, UA) = 0.
(i”) On a n > 1 et dans ce cas n est pair, et l’involution est de´finie par une
forme alterne´e non de´ge´ne´re´e (cf. §3.4). Sur le corps de base L, le groupe unitaire
correspondant UA,L est Spn ; on en de´duit que H
1(k, UA) = H
1(L,Spn) = 0
d’apre`s (4.6.8) et la proposition 4.5.1 (b).
(ii) L’involution agit non trivialement sur L (involution “de seconde espe`ce”).
Soit K le sous-corps de L fixe´ par l’involution. L’extension L/K est une exten-
sion quadratique. L’alge`bre B = L ⊗K A est produit de deux alge`bres simples
permute´es par l’nvolution. On a vu plus haut que cela entraˆıne H1(L,UA,K) =
0 ; d’apre`s la proposition 4.4.1 on a donc H1(K,UA,K) = 0, d’ou` H
1(k, UA) = 0
d’apre`s (4.6.8).
4.8. Nullite´ de la cohomologie de certains sous-groupes de UA.
Le re´sultat suivant ge´ne´ralise la proposition 4.7.1 :
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Proposition 4.8.1 - Soit A une k-alge`bre a` involution semi-simple de dimen-
sion finie, et soit H un sous-groupe re´ductif de UA satisfaisant aux deux condi-
tions suivantes :
(c) Le rang de H est e´gal a` celui de UA.
(d) L’alge`bre A est engendre´e par H.
Alors H1(k,H) = 0.
[Noter que (d) entraˆıne la condition (b) de la proposition 4.7.1, puisque H
est contenu dans U0A.]
De´monstration. De´composonsA en produit d’alge`bres a` involution inde´composables,
comme au § pre´ce´dent. D’apre`s le the´ore`me 3.5.1, H est compatible avec cette
de´composition sur k, donc aussi sur k, et l’on est ramene´ au cas ou` A est
inde´composable. Faisons cette hypothe`se, notons L le centre de A, et notons K
la sous-alge`bre de L fixe´e par l’involution. On a vu au §4.7 que K est un corps,
et que L est e´tale sur K de degre´ 1 ou 2. Commenc¸ons par le cas particulier ou`
K = k :
Lemme 4.8.2 - Supposons que K = k. On a alors, ou bien H = UA, ou bien
UA ≃ Spn et H ≃ SO(q), ou` q est une forme quadratique non de´ge´ne´re´e de
rang n pair > 4.
[Noter que cela entraˆıne H1(k,H) = 0 d’apre`s la proposition 4.7.1 et la propo-
sition 4.5.1 (c).]
De´monstration. Pour prouver l’e´galite´ H = UA, il suffit de la de´montrer apre`s
extension des scalaires a` k ; or cela a e´te´ fait dans le the´ore`me 3.5.1, a` la seule
exception du cas ou` UA/k et H/k sont respectivement isomorphes a` Spn et
SOn avec n pair > 4. Dans ce cas, on a vu au § pre´ce´dent que UA est k-
isomorphe a` Spn. Si B est une forme alterne´e non de´ge´ne´re´e invariante par UA,
il existe une unique k-forme quadratique q invariante par H telle que q(x+y) =
q(x) + q(y) + B(x, y) ; comme cette forme est unique, elle est de´finie sur k, et
les groupes H et SO(q) deviennent e´gaux sur k, donc sont e´gaux sur k.
Revenons au cas ge´ne´ral ou` K est une extension finie quelconque de k.
D’apre`s (4.6.7), on a UA = RK/k(UA,K). Si l’on e´tend les scalaires a` k, A
se de´compose en produit d’alge`bres correspondant aux plongements de K dans
k, et le the´ore`me 3.5.1 montre que H est compatible avec cette de´composition.
D’apre`s le lemme 4.6.5, cela entraˆıne que H est de la forme RK/k(H
′), ou` H ′ est
un K-sous-groupe re´ductif de UA,K , satisfaisant aux proprie´te´s (c) et (d) sur le
corpsK. En appliquant a`H ′ le lemme ci-dessus, on voit que, ou bienH = UA, ou
bien H ≃ RK/k(SO(q)) et dans les deux cas, on a H
1(k,H) = H1(K,H ′) = 0.
4.9. De´monstration du the´ore`me C.
Soit B la sous-alge`bre de k ⊗k A engendre´e par les k-points de U
0
A. Comme
cette alge`bre est stable par le groupe de Galois Γk, elle provient par extension
des scalaires d’une sous-alge`bre a` involution A′ de A. On a U0A′ = U
0
A. Cela nous
permet de remplacer A par A′. Autrement dit, nous pouvons supposer que la
condition d’engendrement (3.3.4) est satisfaite sur k.
Soit r le radical de A, et soit π : U0A → UA/r l’homomorphisme de´fini par
la projection A → A/r. Soit N le noyau de π : comme au §3.6, on a une suite
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exacte :
(4.9.1) 1 → N → U0A → H → 1.
D’apre`s le lemme 3.6.3, N est unipotent connexe. D’autre part H satisfait
aux conditions (c) et (d) de la proposition 4.8.1, relativement a` l’alge`bre a`
involution A/r : en effet, cela a e´te´ de´montre´ au §3.6 sur k. D’apre`s la proposition
(4.8.1) on a doncH1(k,H) = 0, d’ou` H1(k, U0A) = 0 d’apre`s la proposition 4.3.2.
Cela ache`ve la de´monstration du the´ore`me C.
Corollaire 4.9.2 - L’application H1(k, UA) → H
1(k, UA/U
0
A) est injective.
De´monstration. Le the´ore`me C entraˆıne que l’image re´ciproque de 0 est {0}.
L’injectivite´ en re´sulte par “torsion”, cf. [Se 64, I, prop.39, cor.2].
Corollaire 4.9.3 - Si k1 est une extension finie de degre´ impair de k, l’appli-
cation H1(k, UA) → H
1(k1, UA) est injective.
De´monstration. D’apre`s le corollaire pre´ce´dent, il suffit de de´montrer l’injectivite´
de H1(k, UA/U
0
A) → H
1(k1, UA/U
0
A) ; or celle-ci re´sulte de ce que le groupe
des k-points de UA/U
0
A est un 2-groupe abe´lien, cf. corollaire 3.3.3.
§5 - Le groupe unitaire de l’alge`bre d’un groupe fini
Dans ce §, ainsi que dans les deux suivants, G est un groupe fini, et k est
un corps de caracte´ristique 2. On note A l’alge`bre k[G] du groupe G ; on munit
A de son involution canonique, caracte´rise´e par le fait que g∗ = g−1 pour tout
g ∈ G.
5.1. Le groupe unitaire UG.
Soit U schG le groupe unitaire sche´matique de A ; c’est un sche´ma en groupes
dont le groupe des k-points contient G.
Si E est un groupe re´duit a` un e´le´ment, on a U schE = µ2. Les homomorphismes
e´vidents E → G → E donnent des homomorphismes µ2 → U
sch
G → µ2 dont
le compose´ est l’identite´. Nous noterons UG le noyau de U
sch
G → µ2 ; on a une
de´composition de U schG en produit :
(5.1.1) U schG = UG × µ2.
The´ore`me 5.1.2 (Merkurjev) - Le sche´ma en groupes UG est lisse.
De´monstration (d’apre`s une lettre de Merkurjev du 19/5/2002). Soit k′ une k-
alge`bre commutative. Un e´le´ment
∑
xgg de k
′⊗k A = k
′[G] est un point de UG
si et seulement si il satisfait aux e´quations suivantes :
(A1)
∑
g∈G xg = 1,
(As)
∑
g∈G xgxsg = 0 pour tout s ∈ G tel que s 6= 1.
Lorsque s est d’ordre 2, la relation (As) se re´duit a` 0 = 0, car les termes
xgxsg et xsgxg ont pour somme 0. Un argument analogue montre que, pour tout
s, l’e´quation (As) est e´quivalente a` l’e´quation (As−1).
Soit G2 l’ensemble des e´le´ments s de G tels que s
2 = 1 et choisissons une
partie Σ de G G2 telle que G G2 = Σ ⊔ Σ
−1 ; pour tout e´le´ment s de
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G G2, on a, soit s ∈ Σ, soit s
−1 ∈ Σ, mais pas les deux a` la fois. Le sche´ma
en groupes UG est de´fini par l’e´quation line´aire L = 1 et par les e´quations
quadratiques Ps = 0 pour s ∈ Σ, ou` L =
∑
g∈G xg et Ps =
∑
g∈G xgxsg. Les
diffe´rentielles des polynoˆmes L et Ps en l’e´le´ment neutre 1 = (1, 0, 0, ...) sont :
dL = dx1 et dPs = dxs + dxs−1 .
Elles sont line´airement inde´pendantes. D’apre`s le crite`re jacobien, cela montre
que UG est lisse au point 1, donc lisse partout puisque c’est un sche´ma en
groupes.
Autre de´monstration. Plac¸ons-nous sur le corps de base F2 ; comme F2 est par-
fait, on peut de´finir le groupe alge´brique note´ UA au §4 ; c’est un groupe lisse. On
a UA ⊂ UG. D’apre`s la proposition 3.3.1, l’alge`bre Lie(UA) contient les e´le´ments
1 + g (g d’ordre 2) et s + s−1 (s ∈ S) ; elle co¨ıncide donc avec Lie(UG), ce qui
entraˆıne 4 que UG = UA, donc que UG est lisse.
Remarque. Soit r = 12 (|G| − |G2|). La de´monstration de Merkurjev donne´e plus
haut montre que UG est une intersection transversale de r quadriques dans
un espace affine. On en de´duit, graˆce au the´ore`me de Be´zout (cf. e.g. [Fu 84,
Example 8.4.6]), que le nombre de composantes connexes de UG est au plus e´gal
a` 2r, l’e´galite´ n’e´tant possible que si U0G est une varie´te´ line´aire ; cette borne est
certainement grossie`re ; il serait inte´ressant de l’ame´liorer.
Comple´ments.
La de´composition (5.1.1) montre que Lie(UG) est forme´e des e´le´ments
∑
agg
de A qui sont hermitiens et tels que
∑
ag = 0. On obtient une base de cette
alge`bre en prenant les e´le´ments 1+g (g d’ordre 2) et s+s−1 (s ∈ Σ). Le nombre
de ces e´le´ments est |G2| − 1 + |Σ|. Comme |G| − |G2| = 2|Σ|, on en tire :
Proposition 5.1.3 - On a :
dimUG = dimLie(UG) = |G2| − 1 + |Σ| =
1
2 (|G|+ |G2|)− 1.
Notons U0G la composante neutre de UG. Si H est un sous-groupe de G, on
a U0H ⊂ U
0
G.
Proposition 5.1.4 - Soit (Hi) une famille de sous-groupes de G de re´union
e´gale a` G. Alors U0G est engendre´ (comme groupe alge´brique) par les U
0
Hi
.
De´monstration. Cela re´sulte du fait que Lie(UG) est engendre´ comme espace
vectoriel par les sous-espaces Lie(UHi).
Cet e´nonce´ s’applique en particulier a` la famille des sous-groupes cycliques
maximaux de G.
(5.1.5) Rappelons, cf. [CR 62, §55] et [Fe 82, §I.7], que les facteurs inde´composables
de A sont appele´s les blocs 5 de A. Parmi ceux-ci figure le bloc principal B,
4. Plus ge´ne´ralement, on a le crite`re de lissite´ suivant : soit X un sche´ma de type fini sur
un corps infini k, soit x ∈ X(k), et soit Tx(X) l’espace tangent a` X au point x. Supposons
que, pour tout t ∈ Tx(X), il existe un k-sche´ma lisse V , un point v ∈ V (k) et un morphisme
f : V → X tel que f(v) = x et que t appartienne a` l’image de Tv(V ) → Tx(X). Alors X est
lisse en x ; cela se voit en prouvant que le coˆne tangent a` X en x est e´gal a` Tx(X).
5. Les blocs peuvent eˆtre vus, soit comme des ide´aux bilate`res deA, soit comme des alge`bres
quotients de A ; dans ce qui suit, nous choisirons le point de vue “quotients”.
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caracte´rise´ par le fait que la repre´sentation unite´ t : A → k se factorise en
A→ B → k. Ce bloc est auto-dual, i.e. stable par l’involution de k[G]. Si B′ est
le produit des autres blocs, B′ est e´galement auto-dual, et A = B × B′. D’ou`
une de´composition du groupe unitaire :
(5.1.6) U schG = U
sch
B × U
sch
B′ et UG = UB × UB′ .
Comme t se factorise par B, l’homomorphisme U schG → µ2 se factorise par
U schB ; il en re´sulte que U
sch
B′ = UB′ , autrement dit que UB′ est lisse (c’est une
intersection transversale de quadriques).
5.2. Les caracte`res essentiels.
Soit C = {1, c} un groupe d’ordre 2. L’homomorphisme t 7→ 1+t(1+c) est un
isomorphisme du groupe additif Ga sur le groupe UC . Dans cet isomorphisme,
le sous-groupe {0, 1} de Ga correspond au sous-groupe C de UC .
Soit ε : G → C un homomorphisme de G dans C, et soit ϕε : UG → UC
l’homomorphisme correspondant de UG dans UC . Lorsqu’il existe g ∈ G avec
g2 = 1 et ε(g) = c, l’extension 1 → Ker(ε) → G → C → 1 est scinde´e, et cela
entraˆıne que ϕε est surjectif. Dans le cas contraire, on a :
The´ore`me 5.2.1 - Supposons que ε(g) = 1 pour tout g ∈ G tel que g2 = 1.
L’image de ϕε : UG → UC est alors e´gale a` ε(G), i.e. a` {1} si ε = 1 et a` C si
ε 6= 1. On a ϕε(U
0
G) = {1}.
De´monstration. Le cas ou` ε = 1 est clair. Supposons que ε 6= 1 et notons G1
(resp. Gc) l’ensemble des g ∈ G tels que ε(g) = 1 (resp. ε(g) = c). L’hypothe`se
faite sur ε e´quivaut a` dire que, pour tout g ∈ Gc, on a g 6= g
−1. On peut donc
de´composerGc comme re´union disjointe Gc = S⊔S
−1. Soit x =
∑
xgg un point
de UG, a` valeurs dans un corps k de caracte´ristique 2. On a :
(5.2.2) ϕε(x) = λ(x).1+µ(x).c, avec λ(x) =
∑
a∈G1
xa et µ(x) =
∑
b∈Gc
xb.
On a :
(5.2.3) λ(x) + µ(x) = 1 d’apre`s la proprie´te´ (A1) du §5.1.
D’autre part :
(5.2.4) λ(x)µ(x) =
∑
a∈G1,b∈Gc
xaxb.
De´finissons une application θ : S ×G→ G1 ×Gc par :
(s, g) 7→ (g, sg) si g ∈ G1 et (s, g) 7→ (sg, g) si g ∈ Gc.
On ve´rifie que θ est bijective, l’application re´ciproque G1 ×Gc → S ×G e´tant :
(a, b) 7→ (ba−1, a) si ba−1 ∈ S et (a, b) 7→ (ab−1, b) si ab−1 ∈ S.
Si les couples (s, g) et (a, b) se correspondent par θ et θ−1, on a xaxb = xgxsg.
Cela permet de re´crire (5.2.4) sous la forme :
(5.2.5) λ(x)µ(x) =
∑
s∈S
∑
g∈G xgxsg.
D’apre`s la formule (As) du §5.1, on a
∑
g∈G xgxsg = 0 pour tout s ∈ S ;
d’apre`s (5.2.5) on a donc λ(x)µ(x) = 0, et comme λ(x) + µ(x) = 1 d’apre`s
(5.2.3), on en de´duit que (λ(x), µ(x)) = (1, 0) ou (0, 1). L’image de x dans UC
est donc e´gale a` 1 ou a` c. Comme l’image de ϕε est finie, on a Ker(ϕε) ⊃ U
0
G.
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Un homomorphisme ε : G→ C tel que ε(g) = 1 pour tout g ∈ G2 sera appele´
un caracte`re essentiel de G. D’apre`s le the´ore`me ci-dessus l’homomorphisme
ϕε : UG → UC est a` valeurs dans C, autrement dit de´finit un homomorphisme
de groupes alge´briques ε˜ : UG → C ; ici, C est vu comme un groupe alge´brique
e´tale, de dimension 0. Il est commode d’interpre´ter ε˜ comme l’homomorphisme
UG → Z/2Z de´fini par :
(5.2.6) ε˜(x) = µ(x) pour tout x ∈ UG(k),
ce qui a un sens puisque µ(x) = 0 ou 1, comme on vient de le voir.
Soit U0G la composante neutre de UG. L’homomorphisme ε˜ : UG → C ≃ Z/2Z
est trivial sur U0G, et peut donc eˆtre vu comme un caracte`re du groupe quotient
UG/U
0
G.
Remarque. L’homomorphisme k[G] → k[C] de´fini par ε se factorise par le bloc
principal B, cf. (5.1.15). Il en re´sulte que ε˜ : UG → C se factorise par UB . Autrement
dit, les caracte`res essentiels n’apportent aucun renseignement sur les groupes unitaires
des blocs distincts du bloc principal.
The´ore`me 5.2.7 - Soient ε1, ε2 : G→ C deux caracte`res essentiels de G et soit
ε3 = ε1ε2 leur produit. Alors ε3 est essentiel et l’on a :
(5.2.8) ε˜3 = ε˜1ε˜2 ;
(5.2.9) l’homomorphisme ϕ : UG → UC×C de´fini par (ε1, ε2) : G → C × C
est trivial sur U0G, et son image est contenue dans C × C.
Le fait que ε3 soit essentiel est clair. Le reste de la proposition est e´vident
si l’un des εi est e´gal a` 1. On peut donc supposer qu’ils sont 6= 1, autrement dit
que G→ C × C est surjectif.
De´monstration de (5.2.8). Notons µi : G → Z/2Z la fonction µ associe´e a` εi
comme dans (5.2.2) :
(5.2.10) µi(x) =
∑
εi(g)=c
xg si x =
∑
xgg est un point de UG.
D’apre`s (5.2.6), la formule (5.2.8) e´quivaut a` µ1(x)+µ2(x)+µ3(x) = 0 pour
tout point x de UG. Notons H1 l’ensemble des g ∈ G tels que ε1(g) = 1 et
ε2(g) = ε3(g) = c ; de´finissons de meˆme H2 et H3. Posons :
(5.2.11) Y =
∑
g∈H1
xg, Z =
∑
g∈H2
xg, T =
∑
g∈H3
xg.
L’ensemble des g tels que ε1(g) = c est H2 ⊔ H3. Avec les notations de
(5.2.10), on a donc :
(5.2.12) µ1(x) = Z + T.
De meˆme :
(5.2.13) µ2(x) = T + Y .
(5.2.14) µ3(x) = Y + Z.
En ajoutant ces trois relations, on obtient l’e´galite´ cherche´e :
µ1(x) + µ2(x) + µ3(x) = 0.
De´monstration de (5.2.9). Conservons les notations ci-dessus et notons H0 l’en-
semble des g ∈ G tels que ε1(g) = ε2(g) = 1 ; on a G = H0 ⊔ H1 ⊔ H2 ⊔ H3.
Posons :
30
(5.2.15) X =
∑
g∈H0
xg.
L’image de x par ϕ : UG → UC×C a pour coordonne´es (X,Y, Z, T ) ; de fac¸on
plus pre´cise, on a :
ϕ(x) = X.(1, 1) + Y.(c, 1) + Z.(1, c) + T.(c, c),
ou` (1, 1), (c, 1), (1, c), (c, c) sont les quatre e´le´ments de C × C. Le fait que ϕ(x)
appartienne a` C ×C e´quivaut a` dire que X,Y, Z et T sont tous 0, a` l’exception
de l’un d’eux qui est e´gal a` 1. Pour le de´montrer, nous allons d’abord calculer
XY + ZT . D’apre`s (5.2.11) et (5.2.15), on a :
(5.2.16) XY + ZT =
∑
xuxv,
la somme e´tant e´tendue aux (u, v) ∈ H0 ×H1 ⊔ H2 ×H3.
Choisissons une partie σ de H1 telle que H1 = σ ⊔ σ
−1. C’est possible
car H1 est stable par g 7→ g
−1, et ne contient aucun e´le´ment de carre´ 1. Si
(u, v) ∈ H0 × H1 ⊔ H2 × H3, on a vu
−1 ∈ H1. Posons (a, b) = (u, v) si
vu−1 ∈ σ et (a, b) = (v, u) si vu−1 ∈ σ−1. L’application (u, v) 7→ (a, b) est une
bijection de H0 ×H1 ⊔ H2 ×H3 sur l’ensemble des couples (a, b) ∈ G×G tels
que ba−1 ∈ σ. Cela permet de re´crire la formule (5.2.16) sous la forme :
(5.2.17)XY+ZT =
∑
(a,b)∈σ′ xaxb =
∑
a∈G,s∈σ xaxsa =
∑
s∈σ
∑
a∈G xaxsa.
D’apre`s la formule (As) du §5.1, on a
∑
a∈G xaxsa = 0 pour tout s ∈ σ. On
en tire :
(5.2.18) XY + ZT = 0, autrement dit XY = ZT .
Un argument analogue montre que XZ = Y T et XT = Y Z. D’autre part la
formule (A1) du §5.1 montre queX+Y +Z+T = 1. On conclut la de´monstration
de (5.2.9) en appliquant le lemme suivant :
Lemme 5.2.19 - Soient X,Y, Z, T des e´le´ments d’un corps de caracte´ristique
2 tels que X + Y + Z + T = 1, XY = ZT,XZ = Y T et XT = Y Z. Alors trois
de ces e´le´ments sont e´gaux a` 0, et le quatrie`me est e´gal a` 1.
De´monstration. Si aucun desX,Y, Z, T n’est nul, les e´quationsXY = ZT,XZ =
Y T et XT = Y Z entraˆınent X2 = Y 2 = Z2 = T 2, i.e. X = Y = Z = T , ce qui
est incompatible avec X + Y + Z + T = 1. Si par exemple X est 0, l’e´quation
XY = ZT montre que, soit Z = 0 ou T = 0 ; si X = Z = 0, l’e´quation
XZ = Y T montre que Y ou T est 0 ; de meˆme, si X = T = 0, alors Y ou Z
est 0. La seule possibilite´ est donc que trois des e´le´ments soient 0, le quatrie`me
e´tant e´gal a` 1.
5.3. Le sous-groupe G0.
Soit XG le groupe des caracte`res essentiels de G, et soit G0 =
⋂
ε∈XG
Ker(ε).
Le groupe G/G0 est un 2-groupe abe´lien e´le´mentaire, dont le dual est XG.
The´ore`me 5.3.1 - (i) Le groupe G0 est le sous-groupe de G engendre´ par les
e´le´ments d’ordre 2 et par les carre´s.
(ii) On a G0 = G ∩ U
0
G.
[Dans (ii), G0 est vu comme sous-groupe alge´brique constant de UG ; la formule
G0 = G ∩ U
0
G signifie que G0 = G ∩ U
0
G(k) pour tout corps k de caracte´ristique 2, ce
qui e´quivaut d’ailleurs a` G0 = G ∩ U
0
G(F2).]
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De´monstration de (i). Soit H le sous-groupe de G engendre´ par les carre´s et par
les e´le´ments d’ordre 2 de G. Tout caracte`re essentiel de G est trivial sur H . On
a donc H ⊂ G0. D’autre part, H est normal dans G et tout e´le´ment de G/H est
de carre´ 1. Il en re´sulte que G/H est un 2-groupe abe´lien e´le´mentaire, et H est
donc l’intersection des noyaux des caracte`res ε : G → C qui sont triviaux sur
H . Comme H contient G2, ces caracte`res sont essentiels. On a donc G0 ⊂ H ,
d’ou` G0 = H .
De´monstration de (ii). D’apre`s la proposition 3.3.1 et le corollaire 3.3.2, les
e´le´ments d’ordre 2 de G, ainsi que les carre´s, sont dans U0G. Vu (i), cela entraˆıne
G0 ⊂ U
0
G. D’autre part, si g ∈ G n’appartient pas a` G0, il existe un caracte`re
essentiel ε de G tel que g /∈ Ker(ε) ; comme Ker(ε) contient U0G, cela montre que
g n’appartient pas a` U0G. On a donc bien G0 = G ∩ U
0
G.
Proposition 5.3.2 - Pour que G0 = G, il faut et il suffit que G soit engendre´
par des e´le´ments d’ordre 2 et par des e´le´ments d’ordre impair.
De´monstration. Soit K le sous-groupe de G engendre´ par les e´le´ments d’ordre
2 et par ceux d’ordre impair. Comme tout e´le´ment d’ordre impair est un carre´,
on a K ⊂ G0 ; si K = G on a donc G0 = G. D’autre part, si K 6= G, le quotient
G/K est un 2-groupe non trivial ; il existe donc un homomorphisme surjectif
G → C dont le noyau contient K ; un tel homomorphisme est essentiel, ce qui
montre que G0 6= G.
Exemples de groupes G tels que G = G0 : un groupe simple (abe´lien ou non),
un groupe de Coxeter, un groupe commutatif sans e´le´ment d’ordre 4.
Exemples de groupes G tels que G 6= G0 : un groupe quaternionien d’ordre
2n (n > 3), un groupe ayant un quotient cyclique d’ordre 4, un groupe Ŝn, avec
n = 3, 4, 5. 6
5.4. De´composition de UG/U
0
G en produit.
Le groupe UG/U
0
G est un groupe e´tale. Plac¸ons-nous d’abord sur le corps
alge´briquement clos k = F2, de sorte que nous pouvons identifier UG/U
0
G au
groupe de ses k-points. D’apre`s le corollaire 3.3.3, c’est un 2-groupe abe´lien
e´le´mentaire ; il contient le groupe G/G0, cf. the´ore`me 5.3.1.
Soit X˜G = Hom(UG/U
0
G, C) le dual de UG/U
0
G. Comme le dual de G/G0 est
le groupe XG des caracte`res essentiels, l’injection G/G0 → UG/U
0
G donne par
dualite´ une surjection r : X˜G → XG. D’autre part, on a vu que tout ε ∈ XG
de´finit un e´le´ment ε˜ de X˜G, et que l’application i : XG → X˜G de´finie par ε 7→ ε˜
est un homomorphisme (the´ore`me 5.2.7) ; le compose´ r ◦ i est l’identite´ car la
restriction de ε˜ a` G/G0 est ε. On de´duit de ceci que le groupe X˜G se de´compose
en produit :
(5.4.1) X˜G = XG × Im(i).
Par dualite´, cela donne une de´composition analogue pour UG/U
0
G :
(5.4.2) UG/U
0
G = G/G0 × EG ,
6. Rappelons que Ŝn de´signe une extension centrale de Sn par un groupe d’ordre 2, dans
laquelle les transpositions, et les produits de deux transpositions disjointes, se rele`vent en des
e´le´ments d’ordre 4.
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ou` EG est le dual de Im(i), c’est-a`-dire l’intersection des noyaux des ε˜ (les ε˜
e´tant identifie´s a` des caracte`res de UG/U
0
G).
Cette de´composition, e´tant canonique, descend au corps de base F2. On
obtient ainsi :
Proposition 5.4.3 - Soit EG l’intersection des noyaux des homomorphismes
ε˜ : UG/U
0
G → C associe´s aux caracte`res essentiels ε de G. Le groupe UG/U
0
G est
produit direct de ses sous-groupes G/G0 et EG.
Remarques.
(5.4.4) On aurait e´galement pu de´finir EG comme le quotient UG/G.U
0
G ;
toutefois, le point essentiel de la construction ci-dessus est que EG est canoni-
quement un facteur direct du groupe UG/U
0
G ; ce sera utile au §6.3.
(5.4.5) Il serait inte´ressant de trouver un proce´de´ de calcul explicite de EG.
On en verra quelques exemples ci-dessous ; dans chacun d’eux, on trouve que
EG = {1}, sauf dans les cas 5.5.6 et 5.5.17 : G = Ŝ3 et G = Â5.
5.5. Exemples de de´termination des groupes UG/U
0
G et EG.
Pour simplifier, on suppose que le corps de base k est alge´briquement clos ; en
fait, cette hypothe`se est inutile dans les cas 5.5.2 et 5.5.5, et dans les cas 5.5.6,
5.5.16 et 5.5.17 elle peut eˆtre remplace´e par celle que k contient une racine
primitive cubique de l’unite´.
5.5.1. G d’ordre impair. L’alge`bre k[G] est semi-simple. Les 2-blocs de G sont
les facteurs simples de k[G]. Le bloc principal est le corps k. Aucun autre bloc
n’est auto-dual ; cela re´sulte du the´ore`me analogue en caracte´ristique 0, duˆ a`
Burnside [Bu 11, §222, th.II] sous la forme e´quivalente suivante : le seul ca-
racte`re irre´ductible de G a` valeurs re´elles est le caracte`re unite´. On en de´duit,
cf. §3.4, que UG est isomorphe a` un produit
∏
GLni , avec |G| = 1+2
∑
n2i ; en
particulier, UG est connexe et l’on a donc EG = {1}.
5.5.2. G cyclique d’ordre une puissance de 2. Soit n l’ordre de G. On a vu plus
haut que UG = {1} lorsque n = 1 et UG ≃ Ga lorsque n = 2. Supposons n > 4,
et notons ε l’unique caracte`re essentiel non trivial de G. On peut identifier k[G]
a` l’alge`bre A = k[t]/(tn), de telle sorte que s = 1 + t soit un ge´ne´rateur de
G. L’involution de A est telle que s∗ = s−1, autrement dit t∗ = t/(1 + t) =
t+ t2 + ...+ tn−1. Tout e´le´ment unitaire x de UA s’e´crit comme un polynoˆme :
x = 1 + a1t+ ...+ an−1t
n−1.
Dans le produit x∗x, le coefficient de t2 est a21+ a1 ; puisque x est unitaire, on a
donc a21 + a1 = 0, i.e. a1 = 0 ou 1. Le caracte`re UG → Z/2Z de´fini par x 7→ a1
est le caracte`re ε˜ associe´ a` ε. Son noyau U1 est forme´ des x tels que a1 = 0, i.e.
x ≡ 1 (mod t2) ; nous allons voir que U1 est connexe.
Lemme 5.5.3 - Tout e´le´ment x de U1 s’e´crit sous la forme x = y
−1y∗.z, ou` y
est un e´le´ment inversible de A et z ≡ 1 (mod tn−2).
[Noter que tout e´le´ment de A de la forme y−1y∗ est unitaire ; il en est de meˆme
des z ∈ A tels que z ≡ 1 (mod tn−2), car on a z = z∗ et z2 = 1.]
De´monstration. Soit x ∈ U1, et soit b = t
∗ + x∗t. On a :
33
(5.5.4) bx = t∗x+ xx∗t = t∗x+ t = b∗.
Comme x ≡ 1 (mod t2), on a b ≡ t∗+t ≡ t2 ≡ tt∗ (mod t3). Il existe donc y ∈ A
tel que b = tt∗y et y ≡ 1 (mod t). L’e´quation (5.5.4) entraˆıne tt∗xy = tt∗y∗,
autrement dit tt∗(xy + y∗) = 0, ce qui e´quivaut a` xy + y∗ ≡ 0 (mod tn−2). Si
l’on pose z = xy(y∗)−1, on a donc z ≡ 1 (mod tn−2) et x = y−1y∗.z ; d’ou` le
lemme.
Comme l’ensemble des y−1y∗ est connexe, ainsi que celui des z avec z ≡ 1
(mod tn−2), le lemme montre que U1 est connexe, et comme il est d’indice 2
dans UG, on a U1 = U
0
G. Cela montre que l’on a EG = {1} (d’ailleurs il est clair
que UG est engendre´ par G et U1).
5.5.5. G quaternionien d’ordre 8. Les e´le´ments de G sont traditionnellement
note´s {±1,±i,±j,±k} ; pour e´viter tout risque de confusion, duˆ au corps de base
k ainsi qu’au fait que−1 = 1 dans k, nous les noterons {1, ω, u, ωu, v, ωv, w, ωw} ;
on a ω2 = 1, uv = w, vw = u,wu = v, u2 = v2 = w2 = ω. Il y a trois caracte`res
essentiels 6= 1, dont les noyaux sont les trois sous-groupes cycliques d’ordre 4 de
G ; on se trouve donc dans la situation du the´ore`me 5.2.7, que l’on va utiliser.
Soit U1 l’ensemble des e´le´ments de k[G] de la forme x = 1 + (1 + ω)a, avec
a ∈ k[G]. C’est un sous-groupe de UG : cela re´sulte du fait que 1+ω est central,
de carre´ nul, et que ωa = ωa∗ pour tout a. Un e´le´ment de U1 s’e´crit de fac¸on
unique :
x = 1 + (1 + ω)(α+ βu+ γv + δw), avec α, β, γ, δ ∈ k.
Cela montre que U1 est isomorphe a` Ga × Ga × Ga ×Ga. D’autre part, U1
est le noyau de l’homomorphisme UG → UG/{1,ω} ; d’apre`s le the´ore`me 5.2.7,
l’image de cet homomorphisme est d’ordre 4. On conclut de ceci que U1 = U
0
G,
(UG : U
0
G) = 4 et UG = G.U
0
G, autrement dit EG = {1}.
5.5.6. G = Ŝ3, d’ordre 12. Le groupe G est produit semi-direct d’un groupe
cyclique C4 = {1, s, s
2, s3} d’ordre 4, par un groupe cyclique C3 = {1, r, r
2}
d’ordre 3, l’action du premier sur le second e´tant donne´e par srs−1 = r2. Le
quotient de G par son centre {1, s2} est isomorphe au groupe syme´trique S3.
L’alge`bre A = k[G] se de´compose en produit de deux blocs B et B′. On
a B = A/πA et B′ = A/π′A, ou` π et π′ sont les idempotents centraux π =
r + r2; π′ = 1 + r + r2. On a dimB = 4 et dimB′ = 8.
Le bloc B est le bloc principal ; il est donne´ par la projection A→ k[C4]. Le
groupe UG se de´compose en UB×UB′ ; on a donc UG/U
0
G ≃ UB/U
0
B×UB′/U
0
B′ .
Nous allons voir que chacun des quotients UB/U
0
B et UB′/U
0
B′ est d’ordre 2.
Comme G n’a qu’un seul caracte`re essentiel 6= 1, cela montrera que le groupe
EG est d’ordre 2 ; de fac¸on plus pre´cise, c’est le facteur UB′/U
0
B′ de UG/U
0
G.
Le cas du bloc B ≃ k[C4] a de´ja` e´te´ traite´, cf. 5.5.2, avec n = 4.
Passons a` B′. Soient r′ et s′ les images de r et de s dans B′, et notons K la
sous-alge`bre de B′ engendre´e par r′. C’est une alge`bre quadratique, isomorphe
a` k[r′]/(r′2+ r′+1) ≃ k⊗F2F4 ; comme on a suppose´ k alge´briquement clos, on
a K ≃ k × k ; de plus, si z = (z1, z2) est un e´le´ment de K, on a z
∗ = (z2, z1) =
s′zs′−1. Tout x ∈ B′ s’e´crit de fac¸on unique sous la forme
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x = a+ bs′ + cs′2 + ds′3, avec a = (a1, a2) ∈ K, ..., d = (d1, d2) ∈ K.
Lorsqu’on e´crit que x est unitaire, on trouve les relations suivantes :
(5.5.7) a1a2 + b1b2 + c1c2 + d1d2 = 1,
(5.5.8) (a1 + c1)(b1 + d1) = 0,
(5.5.9) (a2 + c2)(b2 + d2) = 0,
(5.5.10) a1c2 + c1a2 = b1d2 + b2d1.
Les relations (5.5.8) et (5.5.9) donnent a priori quatre possibilite´s :
(5.5.11) b1 = d1 et b2 = d2 (autrement dit b = d),
(5.5.12) a1 = c1 et a2 = c2 (autrement dit a = c),
(5.5.13) b1 = d1 et a2 = c2,
(5.5.14) a1 = c1 et b2 = d2.
En fait, (5.5.13) est impossible, car, en ajoutant (5.5.7) et (5.5.10), on trouve-
rait 0 = 1. Meˆme chose pour (5.5.14). Il ne reste donc que les seules possibilite´s
(5.5.11) et (5.5.12). Dans le cas de (5.5.11), les e´quations (5.5.7) et (5.5.10)
entraˆınent :
(5.5.15) a1a2 + c1c2 = 1 et a1c2 = a2c1.
On obtient ainsi un sous-groupe ouvert d’indice 2 de UB′ , qui est produit
semi-direct de Gm (le groupe des (a, 0, 0, 0) avec a1a2 = 1) par un groupe
isomorphe a` Ga ×Ga ×Ga. Ce groupe est connexe ; c’est donc la composante
neutre de U0B′ .
Le cas (5.5.12) donne l’autre composante connexe de UB′ : celle contenant s
′.
Remarques.
1) Lorsque k ne contient pas de racine primitive cubique de l’unite´, K =
k ⊗F4 est une extension quadratique de k, et le groupe Gm ci-dessus doit eˆtre
remplace´ par son “K/k-tordu”, autrement dit par Ker(RK/k(Gm)→ Gm).
2) Le bloc B′ est du type de´crit au §3.7 : son radical r′ est engendre´ par
l’e´le´ment hermitien ω = 1 + s′2, qui est de carre´ nul, et le quotient B′/r′ est
isomorphe a` l’alge`bre de matrices M2. L’image de UB′ → UB′/r′ ≃ SL2 est le
groupe orthogonal O2 associe´ a` la forme quadratique x
2 + xy + y2 : c’est la
situation de 3.7.5 (iii).
5.5.16. G = A5 = PSL2(F5) = SL2(F4), d’ordre 60. Ici encore, il y a deux
blocs, B et B′.
Le bloc principal B est de dimension 44 ; le quotient de B par son radical
rB est isomorphe a` k ×M2(k) ×M2(k), ces trois facteurs correspondant aux
repre´sentations irre´ductibles de G de degre´ 1, 2 et 2. On a UB/rB ≃ SL2×SL2.
L’homomorphisme UB → UB/rB est lisse (et donc surjectif) : cela se voit en
remarquant que LieUG → Lie(SL2×SL2) est surjectif. Un calcul sur ordinateur
fait par M. Barakat (cf. [Ba 13]) montre que le noyau de UB → UB/rB est
connexe ; cela entraˆıne que UB est connexe, et que son plus grand quotient
re´ductif est isomorphe a` SL2×SL2.
Le bloc B′ est isomorphe a` M4(k) : c’est un bloc de de´faut 0, cf. [CR 62,
§86] et [Se 68, §16.4] ; il correspond a` la repre´sentation irre´ductible de degre´ 4 de
G, qui est un k[G]-module projectif. On a UB′ ≃ Sp4. Comme UG = UB ×UB′ ,
on en de´duit que UG est connexe, d’ou` EG = {1}.
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Remarque. Lorsque k ne contient pas de racine primitive cubique de l’unite´,
on doit remplacer SL2×SL2 par RK/k(SL2), ou` K = k ⊗ F4 de´signe comme
ci-dessus l’extension quadratique de k engendre´e par les racines cubiques de
l’unite´.
5.5.17. G = Â5 = SL2(F5), d’ordre 120. Il y a deux blocs B et B
′ qui corres-
pondent a` ceux de A5, cf. [Fe 82, Chap.V, §4]. De fac¸on plus pre´cise, si ω = 1+c,
ou` c est l’unique e´le´ment d’ordre 2 de G, les quotients B/ωB et B′/ωB′ sont
les blocs de A5 . D’ou` des homomorphismes :
ϕ : UB → SL2×SL2 et ϕ
′ : UB′ → Sp4.
Ces homomorphismes ont les proprie´te´s suivantes :
(5.5.19) L’ homomorphisme ϕ : UB → SL2×SL2 est surjectif, mais n’est
pas lisse.
(5.5.20) L’homomorphisme ϕ′ : UB′ → Sp4 est lisse, mais n’est pas
surjectif; son image est un groupe orthogonal O4.
De´monstration de (5.5.19). Si ϕ n’e´tait pas surjectif, son image aurait un facteur
O2 et un tel groupe n’a pas de sous-groupe isomorphe a` A5. D’autre part, un
calcul facile montre que l’image de Lie(UB) → Lie(SL2×SL2) est e´gale au
centre de Lie(SL2×SL2) ; d’ou` le fait que ϕ n’est pas lisse. D’apre`s [Va 05],
cela entraˆıne :
(5.5.21) L’homomorphisme UB → SL2×SL2 se factorise par SO3×SO3.
De´monstration de (5.5.20). Le bloc B′ est du type de´crit au §3.7 ; de plus, il
n’est pas isomorphe a` M4⊗k k[t]/(t
2) ; cela se voit, par exemple, en remarquant
que certains hermitiens de B′/ωB′ ne sont pas images d’hermitiens de B′. On
conclut en utilisant le corollaire 3.7.5. (La lissite´ de ϕ′ se ve´rifie par un calcul
explicite.)
Noter deux conse´quences de (5.5.19) et (5.5.20) :
(5.5.22) Le groupe U0G/Ru(U
0
G) est isomorphe a` SO3×SO3× SO4.
(5.5.23) On a EG 6= {1}.
On aurait |EG| = 2 si UB e´tait connexe ; j’ignore si c’est le cas.
5.6. Nombres de points sur les corps finis.
Soit q = 2n, n > 1, une puissance de 2, et soit nG(q) le nombre d’e´le´ments
du groupe UG(Fq). On trouve dans la litte´rature un certain nombre de cas ou` ce
nombre a e´te´ calcule´, cf. par exemple [BR 00] (cette re´fe´rence m’a e´te´ signale´e
par M. Barakat). Ce calcul peut eˆtre utilise´ pour de´terminer l’ordre du groupe
UG/U
0
G. Voici comment (pour simplifier on se borne au cas ou` G est un 2-groupe,
de sorte que UG est unipotent) :
On remarque d’abord que, si N est un groupe unipotent connexe sur Fq,
tout N -torseur a un point rationnel, et le nombre de ses points rationnels est
qd(N), ou` d(N) est la dimension de N ; cela se voit par de´vissage, a` partir du
cas N = Ga.
On applique ceci au groupe N = U0G ; on en de´duit que, si d de´signe la
dimension de UG, on a UG(Fq) = 2
c(q)qd, ou` 2c(q) est le nombre de Fq-points
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du groupe e´tale I = UG/U
0
G. Le groupe des F2-points de I est un groupe de
type (2,...,2), autrement dit un F2-espace vectoriel ; soit c sa dimension et soit
σ l’automorphisme de Frobenius de ce groupe, relativement au corps F2. Si
q = 2n, l’entier c(q) de´fini ci-dessus est la dimension de l’espace des points fixes
du n-ie`me ite´re´ σn de σ ; on a donc 0 6 c(q) 6 c, et l’e´galite´ c(q) = c a lieu
lorsque n est un multiple de l’ordre de σ. D’ou` :
Proposition 5.6.1 - On a |UG(Fq)| = 2
c(q)qd, ou` d est la dimension de UG et
c(q) est un entier compris entre 0 et c, avec |UG/U
0
G| = 2
c; de plus, c(q) = c
pour une infinite´ de valeurs de q.
Corollaire 5.6.2 - On a UG = U
0
G si et seulement si |UG(Fq)| = q
d pour tout q.
Corollaire 5.6.3 - On a |UG/U
0
G| = supq |UG(Fq)|/q
d.
Exemple. Le corollaire 5.6.2, combine´ avec les re´sultats de [BR 00], montre
que UG est connexe lorsque G est un 2-groupe die´dral ou extra-spe´cial, et que
|UG/U
0
G| = 4 lorsque G est un 2-groupe quaternionien ; dans les deux cas, cela
entraˆıne EG = {1}.
§6 - Structure des G-formes trace
Comme au §5, G est un groupe fini, et k est un corps de caracte´ristique
2 (non ne´cessairement parfait). On note k une cloˆture alge´brique de k et ks
la plus grande extension se´parable de k contenue dans k ; le groupe de Galois
Gal(ks/k) = Autk(k) est note´ Γk. On rappelle que G0 de´signe le sous-groupe de
G engendre´ par les e´le´ments d’ordre 2 et par les carre´s, cf. §5.3.
6.1. Le the´ore`me principal et ses corollaires.
6.1.1. La G-forme trace associe´e a` une G-alge`bre galoisienne.
Soit L une G-alge`bre galoisienne sur k. Rappelons que cela signifie que L
est une k-alge`bre commutative, qui est e´tale (i.e. produit fini d’extensions finies
se´parables de k), et qui est munie d’une action de G qui en fait un k[G]-module
libre de rang 1. D’autres caracte´risations se trouvent dans [A VIII, §16.7] et
[BFS 94, §1.3] ; l’une d’elles est : “L est l’alge`bre affine d’un G-torseur sur k”.
Lorsque L est un corps, il revient au meˆme de dire que L est une extension
galoisienne de k, munie d’un isomorphisme G ≃ Gal(L/k) ; cela explique la
terminologie choisie.
Nous noterons qL : L× L→ k la forme biline´aire syme´trique de´finie par :
(6.1.2) qL(x, y) = TrL/k(xy), ou` TrL/k de´signe la trace.
Comme L/k est e´tale, cette forme biline´aire est non de´ge´ne´re´e. Elle est in-
variante par G : on a
(6.1.3) qL(gx, gy) = qL(x, y) quels que soient g ∈ G, x ∈ L, y ∈ L.
On dit que qL est la G-forme trace de L. Deux telles G-formes qL et qL′
sont isomorphes si et seulement si il existe une bijection k-line´aire f : L → L′,
compatible a` l’action de G, et telle que qL′(f(x), f(y)) = qL(x, y) quels que
soient x, y ∈ L. On e´crit alors qL ≃G qL′ .
6.1.4. Le the´ore`me principal.
37
Si L est une G-alge`bre galoisienne, et si H est un sous-groupe normal de
G, l’ensemble LH des e´le´ments de H fixe´s par H est une sous-alge`bre de L sur
laquelle G/H ope`re, et c’est une G/H-alge`bre galoisienne. Nous allons utiliser
ceci pour H = G0 :
The´ore`me 6.1.5 - Soient L et L′ deux G-alge`bres galoisiennes sur k. Les deux
proprie´te´s suivantes sont e´quivalentes :
(i) Les G-formes qL et qL′ sont isomorphes.
(ii) Les G/G0-alge`bres galoisiennes L
G0 et L′G0 sont isomorphes.
La de´monstration sera donne´e au §6.3.
6.1.6. Traduction du the´ore`me 6.1.5 en termes d’homomorphismes.
Une G-alge`bre galoisienne est de´termine´e a` isomorphisme pre`s par un ho-
momorphisme continu ϕL : Γk → G ; deux homomorphismes donnent des G-
alge`bres isomorphes si et seulement si ils sont G-conjugue´s, cf. [BFS 94, §1.3.1].
Le the´ore`me 6.1.5 peut donc eˆtre reformule´ de la fac¸on suivante :
The´ore`me 6.1.7 - Soient ϕL, ϕL′ : Γk → G les homomorphismes associe´s a` L
et L′, et soient ϕ0L, ϕ
0
L′ : Γk → G/G0 leurs compose´s avec G→ G/G0. Pour que
les G-formes traces qL et qL′ soient isomorphes, il faut et il suffit que ϕ
0
L = ϕ
0
L′ .
Remarque. Bien que ϕL ne soit de´fini qu’a` G-conjugaison pre`s, son compose´
ϕ0L avec G → G/G0 est de´fini sans ambigu¨ıte´, puisque G/G0 est commutatif.
Comme de plus G/G0 est un 2-groupe e´le´mentaire (cf. §5.3), on peut utiliser la
the´orie d’Artin-Schreier ([A V, §11.9]) pour interpre´ter ϕ0L en termes du quotient
k/℘(k), ou` ℘ : k → k est x 7→ x2 + x ; de fac¸on plus pre´cise, si XG de´signe le
groupe des caracte`res essentiels deG, on peut identifier ϕL a` un homomorphisme
αL : XG → k/℘(k) et le the´ore`me 6.1.5 dit que αL de´termine qL.
6.1.8. Application a` l’existence d’une BNA et de´monstration du the´ore`me B.
Prenons pour L′ une G-alge`bre galoisienne scinde´e (“split”), autrement dit
un produit k× ...× k de copies de k, permute´es de fac¸on simplement transitive
par G ; du point de vue galoisien, cela revient a` dire que ϕL′ : Γk → G est tri-
vial. La G-forme trace correspondante est la G-forme unite´ ; elle a une base
normale autoduale canonique : l’ensemble des idempotents inde´composables
(1, 0, .., 0), ..., (0, ..., 0, 1). Le the´ore`me 6.1.7 entraˆıne donc :
The´ore`me 6.1.9 - Pour que L posse`de une base normale autoduale, il faut et
il suffit que ϕ0L = 1, autrement dit que l’image de ϕL : Γk → G soit contenue
dans G0, ou encore que L soit isomorphe a` une alge`bre induite Ind
G
G0 M , ou` M
est une G0-alge`bre galoisienne.
[Pour la notion d’ induction des alge`bres galoisiennes (appele´e co¨ınduction
dans [A VIII, §16.7]), voir par exemple [BFS 94, §1.3.2].]
Corollaire 6.1.10 - Supposons que L soit un corps. Pour que L ait une BNA,
il faut et il suffit que G = G0, autrement dit (cf. proposition 5.3.2), que G soit
engendre´ par des e´le´ments d’ordre 2 et par des e´le´ments d’ordre impair.
[C’est le the´ore`me B de l’introduction.]
Cela re´sulte du the´ore`me 6.1.9 : en effet, l’hypothe`se que L est un corps
e´quivaut a` dire que ϕL est surjectif ; son image ne peut eˆtre contenue dans G0
que si G = G0.
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6.1.11. Application aux extensions de degre´ impair.
Corollaire 6.1.12 - Soient L et L′ deux G-alge`bres galoisiennes, et soit k1
une extension finie de k de degre´ impair. Si les G-formes qL et qL′ deviennent
isomorphes apre`s extension des scalaires a` k1, elles sont k-isomorphes.
De´monstration. Le groupe Γk1 est un sous-groupe d’indice impair de Γk ; cela
entraˆıne que, si ψ, ψ′ sont deux homomorphismes de Γk dans un 2-groupe abe´lien
qui co¨ıncident sur Γk1 , alors ψ = ψ
′. D’ou` ϕ0L = ϕ
0
L′ , et l’on applique le the´ore`me
6.1.7.
Variante. Utiliser le corollaire 4.9.3.
Remarque. J’ignore si cet e´nonce´ s’e´tend a` des G-formes biline´aires syme´triques
quelconques (comme c’est le cas en caracte´ristique 6= 2, cf. [BFL 90, th.4.1]).
6.1.13. Un the´ore`me d’existence.
The´ore`me 6.1.14 - Soit H un sous-groupe de G tel que H.G0 = G et soit L0
une G/G0-alge`bre galoisienne. Il existe une H-alge`bre galoisienne M telle que,
si l’on pose L′ = IndGHM , on ait L
′G0 ≃ L0.
De´monstration. Soit S un 2-Sylow de H ; puisque H → G/G0 est surjectif,
et que G/G0 est un 2-groupe, l’homomorphisme S → G/G0 est surjectif. On
a d’autre part cd2(Γk) 6 1, cf. [Se 64, II, §2.2] ; d’apre`s [Se 64, I, §3.4], cela
entraˆıne que l’homomorphisme ϕL0 : Γk → G/G0 se rele`ve a` S, donc a fortiori
a` H . On obtient ainsi une H-alge`bre galoisienne qui a la proprie´te´ requise.
Corollaire 6.1.15 - Pour toute G/G0-alge`bre galoisienne L0, il existe une G-
alge`bre galoisienne L telle que LG0 ≃ L0.
C’est le cas particulier H = G.
Corollaire 6.1.16 - Soit L une G-alge`bre galoisienne et soit H un sous-groupe
de G tel que H.G0 = G (par exemple un 2-Sylow de G). Il existe une H-alge`bre
galoisienneM telle que les G-formes trace de L et de IndGH M soient isomorphes.
De´monstration. On applique le the´ore`me 6.1.14 a` L0 = L
G0 ; on obtient
une H-alge`bre M , d’ou` une alge`bre induite L′ = IndGH M , avec L
′G0 ≃ LG0 .
D’apre`s le the´ore`me 6.1.5, cela entraˆıne que les G-formes trace de L et de L′
sont isomorphes.
6.1.17. Application au principe de Hasse pour les G-formes trace.
Supposons que k soit un corps global de caracte´ristique 2, autrement dit une
extension de type fini de F2 dont le degre´ de transcendance est 1. Le “principe
de Hasse” est l’e´nonce´ suivant (de´montre´ en caracte´ristique 6= 2 dans [BPS 13]) :
The´ore`me 6.1.18 - Soient L et L′ deux G-alge`bres galoisiennes sur k. Si, pour
toute place v de k, les G-formes trace qL et qL′ deviennent isomorphes sur le
comple´te´ kv de k en v, alors elles sont isomorphes.
De´monstration. Soient ϕ0L, ϕ
0
L′ : Γk → G/G0 les homomorphismes de´finis dans le
the´ore`me 6.1.7. Vu le the´ore`me en question, il nous faut prouver que ϕ0L = ϕ
0
L′ .
Or, par hypothe`se, cette e´galite´ devient vraie lorsqu’on restreint ces homomor-
phismes aux groupes de de´composition des places de k ; comme ces groupes
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engendrent topologiquement Γk (cela re´sulte par exemple du the´ore`me de den-
site´ de Chebotarev), on obtient le re´sultat cherche´.
Remarque. On peut remplacer toute place par toute place sauf un nombre fini,
ou meˆme par toutes les places d’un ensemble de densite´ analytique > 1/2 ; la
de´monstration est la meˆme. Une telle ame´lioration n’est pas possible en ca-
racte´ristique 6= 2.
6.2. Elimination des extensions radicielles.
Proposition 6.2.1 - Soient L et L′ deux G-alge`bres galoisiennes sur k. Sup-
posons que les G-formes qL et qL′ deviennent isomorphes sur une extension
radicielle de k. Alors qL et qL′ sont isomorphes.
De´monstration. On peut supposer que l’extension radicielle en question est de
degre´ fini sur k, donc contenue dans k1/q, ou` q est une puissance convenable
de 2. Posons L1/q = L ⊗k k
1/q, et de´finissons de meˆme L′1/q. Par hypothe`se, il
existe un isomorphisme de G-formes θ : L1/q → L′1/q.
Lemme 6.2.2 - Il existe un isomorphisme de G-formes θ0 : L→ L
′ et un seul
tel que l’on ait
(6.2.3) θ0(x
q) = θ(x)q pour tout x ∈ L1/q.
De´monstration du lemme 6.2.2. Remarquons d’abord que l’application x 7→ xq
est une bijection de L1/q sur L (ce qui justifie la notation) ; cela se ve´rifie en se
ramenant au cas d’un corps, qui est bien connu (cf. e.g. [A V, §6.7 et §15.4]). Ce
fait, applique´ a` L et a` L′, montre qu’il existe une bijection unique θ0 : L → L
′
ayant la proprie´te´ (6.2.3). Il est clair que θ0 est k-line´aire, et commute a` l’action
de G ; le fait qu’elle transforme qL en q
′
L re´sulte de la formule Tr(x
q) = Tr(x)q ,
qui elle-meˆme se de´montre en se ramenant au cas ou` L est un corps (ou bien en
e´crivant Tr(x) comme
∑
g∈G gx.)
Il est clair que le lemme 6.2.2 entraˆıne la proposition 6.2.1.
Remarque. La proposition 6.2.1 est spe´ciale aux G-formes trace, autrement dit
aux G-formes associe´es a` des G-alge`bres galoisiennes ; elle ne s’e´tend pas a` des
G-formes quelconques, comme le montre de´ja` le cas G = {1}, ou` de telles formes
correspondent aux e´le´ments de k×/k×2. Nous reviendrons la`-dessus au §7.4.
6.3. De´monstration du the´ore`me 6.1.5.
Soient L et L′ deux G-alge`bres galoisiennes sur k. Nous devons montrer
l’e´quivalence de :
(6.3.1) Les G-formes qL et qL′ sont isomorphes.
et
(6.3.2) Les G/G0-alge`bres galoisiennes L
G0 et L′G0 sont isomorphes.
6.3.3. Re´duction au cas ou` le corps k est parfait. Soit ki = k
2−∞ la cloˆture par-
faite du corps k. Si la condition (6.3.1) (resp. la condition (6.3.2)) est satisfaite
sur k, elle l’est sur ki. Inversement, si elle est satisfaite sur ki, elle l’est sur
k : c’est clair pour (6.3.2) puisque Γki = Γk, et pour (6.3.1) cela re´sulte de la
proposition 6.2.1.
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On de´duit de la` que l’on peut supposer que k = ki , autrement dit que k est
parfait. Nous ferons cette hypothe`se dans la suite de la de´monstration.
6.3.4. Traduction en termes de cohomologie galoisienne.
Comme on l’a rappele´ au §6.1.6, la G-alge`bre L est de´termine´e a` isomor-
phisme pre`s par un homomorphisme continu ϕL : Γk → G, de´fini a` conjugaison
pre`s, autrement dit par un e´le´ment de H1(k,G). Soit fL cet e´le´ment. L’injec-
tion G → UG transforme fL en un e´le´ment uL de H
1(G,UG). On de´finit de
meˆme fL′ ∈ H
1(k,G) et uL′ ∈ H
1(k, UG). On sait - voir par exemple [BFS 94,
proposition 1.5.1] 7 - que la proprie´te´ (6.3.1) est e´quivalente a` :
(6.3.5) uL = uL′ dans H
1(k, UG).
6.3.6. Fin de la de´monstration.
Soient u0L et u
0
L′ les images de uL et de uL′ dans H
1(k, UG/U
0
G). D’apre`s le
corollaire 4.9.2 (qui est applicable puisque k est parfait), (6.3.5) e´quivaut a` :
(6.3.7) u0L = u
0
L′ dans H
1(k, UG/U
0
G).
D’apre`s (5.4.2), on a UG/U
0
G = G/G0 × EG, d’ou` :
(6.3.8) H1(k, UG/U
0
G) = H
1(k,G/G0)×H
1(k,EG).
L’e´le´ment u0L de H
1(k, UG/U
0
G) a deux composantes : l’une dans H
1(k,G/G0)
et l’autre dans H1(k,EG). La seconde est triviale car G→ UG → EG applique
G en l’e´le´ment neutre de EG. La premie`re est a` valeurs dans H
1(k,G/G0) =
Homcont(Γk, G/G0) ; c’est l’homomorphisme note´ ϕ
0
L dans le the´ore`me 6.1.7,
autrement dit le compose´ Γk
ϕL
→ G→ G/G0. On de´duit de la` que (6.3.7) e´quivaut
a` ϕ0L = ϕ
0
L′ , ce qui est e´quivalent a` (6.3.2), et termine la de´monstration.
§7 - Comple´ments
7.1. Notations.
Ce sont les meˆmes qu’aux §§5,6 : G est un groupe fini, k est un corps de
caracte´ristique 2, et A = k[G]. On note t : A→ k l’homomorphisme d’augmen-
tation, i.e. l’unique forme line´aire sur A telle que t(g) = 1 pour tout g ∈ G. On
note σG l’e´le´ment
∑
g∈G g de A.
Si x =
∑
g∈G xgg est un e´le´ment de A, on pose :
(7.1.1) δg(x) = xg ;
lorsque g = 1, on e´crit δ a` la place de δ1.
On a :
(7.1.2) δ(xy) = δ(yx) et δ(x∗) = δ(x) si x, y ∈ A.
et
(7.1.3) t =
∑
g∈G δg.
On s’inte´ressera a` des G-formes (V, q) au sens suivant :
7. Dans [BFS 94], la caracte´ristique de k est suppose´e 6= 2 ; toutefois cette hypothe`se
ne joue aucun roˆle dans la de´monstration, a` condition d’interpre´ter qL comme une G-forme
biline´aire syme´trique, et non comme une G-forme quadratique.
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(7.1.4) V est un k-espace vectoriel muni :
• d’une action de G qui en fait un A-module libre de rang 1,
• d’une forme biline´aire syme´trique q non de´ge´ne´re´e et invariante par G.
On a dimV = |G|.
Remarque. La condition que q soit invariante par G est e´quivalente a` :
(7.1.5) q(ax, y) = q(x, a∗y) quels que soient x, y ∈ V et a ∈ A.
Exemple : la forme unite´. C’est le cas (V, q) = (A, q1), ou` q1(x, y) = δ(xy
∗) avec
les notations ci-dessus. Si g et g′ sont deux e´le´ments de G, on a q1(g, g
′) = 1
si g = g′ et q1(g, g
′) = 0 sinon ; autrement dit, les e´le´ments de G forment une
BNA de (A, q1).
7.2. Deux questions.
Nous avons vu au §6 que, si L est une G-alge`bre galoisienne, la G-forme qL ne
de´pend que de la G/G0-alge`bre galoisienne L
G0, ou, ce qui revient au meˆme, du
compose´ Γk → G→ G/G0 (ou encore de l’homomorphisme αL : XG → k/℘(k)
du §6.1.7).
Il est naturel de se poser la question suivante :
(7.2.1) Lorsqu’on connait Γk → G/G0, peut-on de´crire explicitement la G-
forme trace correspondante ?
Autre question, tout aussi naturelle :
(7.2.2) Comment caracte´riser les G-formes (au sens de (7.1.4)) qui sont des
formes trace ?
La suite de ce § donnera des re´ponses partielles a` ces questions ; voir notam-
ment les the´ore`mes 7.3.2, 7.10.4 et 7.10.10.
7.3 - Exemple de re´ponse a` la question (7.2.1).
Lorsque l’image de Γk dans G/G0 est triviale, la G-forme trace est la forme
unite´, nous l’avons vu. Supposons maintenant que cette image soit non triviale,
mais aussi petite que possible. Cela revient a` faire l’hypothe`se suivante :
(7.3.1) L’image de Γk → G/G0 est un sous-groupe d’ordre 2 de G/G0.
Notons {1, γ} l’image de Γk dans G/G0. Le noyau de Γk → {1, γ} est alors un
sous-groupe ouvert d’indice 2 de Γk. Il correspond a` une extension quadratique
de k, que l’on e´crit a` la Artin-Schreier comme k(t) avec t2+ t = z, z ∈ k. Choi-
sissons un e´le´ment s ∈ G, d’ordre une puissance de 2, dont l’image dans G/G0
soit γ (un tel e´le´ment existe car, si S est un 2-Sylow de G, l’homomorphisme
S → G→ G/G0 est surjectif).
The´ore`me 7.3.2 - Avec les hypothe`ses et notations ci-dessus, il existe une base
{v} du A-module L telle que :
(7.3.3) qL(v, v) = 1, qL(v, sv) = z et qL(v, gv) = 0 pour tout g 6= 1, s, s
−1.
[La forme qL est donc presque la forme unite´, la diffe´rence e´tant dicte´e par le
caracte`re quadratique de Γk fourni par Γk → G/G0.]
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La de´monstration sera donne´e au §7.10.6.
7.4 - Les proprie´te´s particulie`res des G-formes trace.
Soit (V, q) une G-forme. On va donner trois conditions ne´cessaires pour que
(V, q) soit isomorphe a` une G-forme trace 8. Dans quelques cas (pas tre`s nom-
breux), nous montrerons plus loin que ces conditions sont suffisantes.
• Premie`re condition :
(7.4.1) On a q(x, sx) = 0 pour tout s ∈ G d’ordre 2 et tout x ∈ V .
C’est vrai si (V, q) = (L, qL), car le produit y = x.sx appartient a` la sous-
alge`bre Ls de L fixe´e par s, et l’on a TrL/k(y) =
∑
g∈G gy = 0 car les termes
relatifs a` g et a` gs se de´truisent deux a` deux.
(Variante : la trace TrL/k se factorise en TrLs/k ◦TrL/Ls et l’on a TrL/Ls(y) =
2y = 0.)
C’est cette condition qui est la plus importante (et qui est spe´ciale a` la ca-
racte´ristique 2) ; noter que c’est une condition “ge´ome´trique” : elle est invariante
par extension du corps de base.
• Deuxie`me condition :
(7.4.2) Il existe e ∈ V tel que σGx = q(x, e)e pour tout x ∈ V .
[Rappelons que σG =
∑
g∈G g.]
Exemple. Lorsque (V, q) est la forme unite´ (A, q1), on a e = σG.
Dans le cas (V, q) = (L, qL), on prend e = 1. Noter que e, s’il existe, est non
nul, car σGx n’est pas toujours 0 puisque V est k[G]-libre de rang 1 ; de plus, e
est unique, et fixe´ par G ; nous l’appellerons l’e´le´ment canonique de (V, q).
Remarques.
(7.4.2.1) Puisque V est k[G]-libre de rang 1, le sous-espace V G de V fixe´ par
G est de dimension 1 ; si {v} est une base de V G, il existe une unique forme
line´aire ℓ(x) sur V telle que σGx = ℓ(x)v pour tout x ∈ V . Cette forme line´aire
est G-invariante ; elle s’e´crit donc ℓ(x) = λq(v, x) avec λ ∈ k× ; la condition
(7.4.2) e´quivaut a` dire que λ est un carre´, auquel cas on a e = λ1/2v. Noter que
cette condition est satisfaite apre`s extension du corps de base a` k1/2.
(7.4.2.2) Voici une autre caracte´risation de l’e´le´ment e (en supposant (7.4.1)) :
(7.4.2′) On a q(e, x)2 = q(x, x) pour tout x ∈ V .
En effet, on de´duit de (7.4.2) :
q(e, x)2 = q(q(e, x)e, x) = q(σGx, x) =
∑
q(gx, x).
Dans
∑
q(gx, x), il y a trois types de termes : celui avec g = 1, qui donne
q(x, x) ; ceux ou` g est d’ordre 2, qui donnent 0 d’apre`s (7.4.1) ; ceux avec g
d’ordre > 2, qui se de´truisent deux a` deux, car q(gx, x) = q(g−1x, x). On a donc∑
q(gx, x) = q(x, x), ce qui de´montre (7.4.2′).
8. En fait, comme on le verra, la troisie`me condition entraˆıne la seconde.
43
Une conse´quence de (7.4.2) :
Proposition 7.4.3 - Soit (V, q) une G-forme satisfaisant a` (7.4.2). Supposons
qu’il existe une extension de k sur laquelle (V, q) devienne isomorphe a` la forme
unite´. Il existe alors une telle extension qui est se´parable et finie sur k.
[Autrement dit, (V, q) peut s’obtenir par descente galoisienne a` partir de la
forme unite´.]
De´monstration. Soit e l’e´le´ment canonique de (V, q). Soit P le sche´ma des iso-
morphismes du triplet (A, q1, σG) sur le triplet (V, q, e). C’est un torseur sous le
groupe des automorphismes de (A, q1, σG). Or le groupe des automorphismes de
(A, q1) est U
sch
G , et celui de (A, q1, σG) est UG : cela se voit en remarquant que,
si u est un point de U schG , on a uσG = t(u)σG, donc u fixe σG si et seulement si
t(u) = 1. Ainsi, P est un UG-torseur, donc est lisse, donc posse`de des points sur
une extension finie se´parable du corps de base (cf. par exemple [BLR 90, §2.2,
cor.13]).
[Voici une description concre`te de l’ensemble P (k′) des points de P a` valeurs
dans une k-alge`bre commutative k′ : un point de P (k′) est un point v de k′⊗kV
tel que q(gv, g′v) = 1 si g = g′, q(gv, g′v) = 0 si g 6= g′, et σGv = 1⊗ e.]
• Troisie`me condition :
(7.4.4) Il existe une application additive F : V → V jouissant des proprie´te´s
suivantes :
(7.4.4.1) (semi-line´arite´) F (λx) = λ2F (x) pour tout λ ∈ k et tout x ∈ V .
(7.4.4.2) (compatibilite´ avec G) F (gx) = gF (x) pour tout g ∈ G et tout x ∈ V .
(7.4.4.3) (compatibilite´ avec q) q(Fx, Fy) = q(x, y)2 pour tous x, y ∈ V .
Lorsque (V, q) = (L, qL), on prend pour F l’application x 7→ x
2 ; les pro-
prie´te´s (7.4.4.1) et (7.4.4.2) sont imme´diates, et (7.4.4.3) re´sulte de ce que
TrL/k(x
2) = TrL/k(x)
2 pour tout x ∈ L.
Noter que F est injective (et meˆme bijective si k est parfait).
Il est commode de reformuler (7.4.4) comme :
(7.4.4′) Soit π : k → k l’application λ 7→ λ2 et soit (V, q)π la G-forme
de´duite de (V, q) par le changement de base π. On a (V, q) ≃G (V, q)π.
Une autre fac¸on de formuler (7.4.4′) consiste a` se placer sur le corps k1/2 ;
on dispose alors de deux G-formes : celle obtenue a` partir de (V, q) par le chan-
gement de base correspondant a` l’inclusion ι : k → k1/2, et celle obtenue par
l’isomorphisme σ : k → k1/2 donne´ par λ 7→ λ1/2. L’e´nonce´ devient alors :
(7.4.4′′) Les deux G-formes ainsi de´finies sur k1/2 sont isomorphes.
Proposition 7.4.5 - On a (7.4.4)⇒ (7.4.2).
De´monstration. Supposons que (V, q) satisfasse a` (7.4.4). D’apre`s (7.4.4′′) les
deuxG-formes sur k1/2 obtenus par les changements de base ι : k → k1/2, λ 7→ λ
et σ : k → k1/2, λ 7→ λ1/2 sont isomorphes. D’apre`s (7.4.2.1), la premie`re
satisfait a` (7.4.2). Il en est donc de meˆme de la seconde ; comme σ : k → k1/2
est un isomorphisme , il en va de meˆme pour (V, q), par transport de structure.
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Proposition 7.4.6 - Soient (V, q) et (V ′, q′) deux G-formes satisfaisant a`
(7.4.4). Si ces G-formes deviennent isomorphes sur une extension radicielle de
k, elles sont k-isomorphes.
[Dans le cas des formes trace, on retrouve la proposition 6.2.1.]
De´monstration. En raisonnant par re´currence, on se rame`ne au cas ou` l’exten-
sion radicielle conside´re´e est k1/2. On applique alors (7.4.4′′) comme dans la
de´montration pre´ce´dente : les deux G-formes deviennent isomorphes sur k1/2
lorsqu’on fait le changement de base σ, et comme σ est un isomorphisme, le
meˆme e´nonce´ vaut sur k. [On peut aussi proce´der de fac¸on plus explicite, comme
dans la de´monstration de la proposition 6.2.1.]
7.5 - Exemples et contre-exemples relatifs a` la question (7.2.2).
Commenc¸ons par une question de nature “ge´ome´trique” :
(7.5.1) - Si k est alge´briquement clos, est-il vrai que toute G-forme satisfai-
sant a` (7.4.1) est isomorphe a` la forme unite´ ?
Je ne connais pas de contre-exemple.
Remarque. Si la re´ponse est “oui”, alors toute G-forme (sur un corps k quel-
conque) satisfaisant a` (7.4.1) et (7.4.2) s’obtient par torsion galoisienne a` partir
de la G-forme unite´, donc correspond a` un e´le´ment de H1(k, UG) ; cela re´sulte
de la proposition 7.4.3.
The´ore`me 7.5.2 - La re´ponse a` (7.5.1) est “ oui ” lorsque le groupe G a l’une
des trois proprie´te´s suivantes :
(i) il est commutatif ;
(ii) son ordre est une puissance de 2 ;
(iii) son ordre est impair.
Pour la de´monstration, voir §7.7.
Lorsqu’on ne suppose pas que k est alge´briquement clos, il n’est pas difficile
de donner des exemples de G-formes satisfaisant a` (7.4.1) et (7.4.2) qui ne sont
pas des formes trace, meˆme si k est parfait. Par exemple :
Proposition 7.5.3 - Si EG 6= {1} (i.e. si UG 6= G.U
0
G, cf. §5.4),il existe une
extension finie k de F2 et une G-forme (V, q) sur k telle que :
(a) (V, q) satisfait a` (7.4.1) et (7.4.2) ;
(b) (V, q) n’est pas isomorphe a` une G-forme trace.
De´monstration. Choisissons une extension finie k de F2 assez grande pour
que UG(k) contienne un sous-groupe cyclique H non contenu dans G.UG(k) ;
c’est possible puisque EG 6= {1}. Quitte a` agrandir k, on peut aussi suppo-
ser que Γk ope`re trivialement sur EG(k). Soit ϕ : Γk → H un homomor-
phisme continu et surjectif ; on peut voir φ comme un 1-cocycle de Γk a` va-
leurs dans UG(k) ; notons [ϕ] sa classe dans H
1(k, UG). L’image de [ϕ] dans
H1(k,EG) = Homcont(Γk, EG(k)) est non triviale. Il en re´sulte que [ϕ] n’est pas
contenue dans l’image de H1(k,G)→ H1(k, UG) ; si (V, q) est la G-forme obte-
nue en tordant la forme unite´ par [ϕ], cela montre que (V, q) n’est pas isomorphe
a` une G-forme trace.
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Remarques.
i) Si l’on prend G = Ŝ3 (cf. §5.5.6), la construction ci-dessus est possible sur
k = F2, et la G-forme ainsi obtenue satisfait non seulement a` (7.4.1) et (7.4.2),
mais aussi a` (7.4.4).
ii) Lorsque G est un 2-groupe, la proposition 7.5.3 admet la re´ciproque sui-
vante :
Proposition 7.5.4 - Si G est un 2-groupe, et si EG = {1}, toute G-forme
satisfaisant a` (7.4.1) et (7.4.2) est isomorphe a` une G-forme trace.
De´monstration. D’apre`s le the´ore`me 7.5.2 et la remarque qui le pre´ce`de, les G-
formes satisfaisant a` (7.4.1) et (7.4.2) correspondent aux e´le´ments de H1(k, UG).
Celles qui sont isomorphes a` une G-forme trace correspondent aux e´le´ments de
l’image de l’application naturelle i : H1(k,G) → H1(k, UG). Nous devons donc
montrer que i est surjective. On a un diagramme commutatif :
H1(k,G)
i
→ H1(k, UG)
(7.5.5) π ↓ ↓ π′
H1(k,G/G0)
j
→ H1(k, UG/U
0
G).
De plus :
(7.5.6) L’application π : H1(k,G) → H1(k,G/G0) est surjective. Cela re´sulte
de ce que cd2(Γk) 6 1, cf. [Se 64, II, §2.2 et I, §3.1].
(7.5.7) L’application j : H1(k,G/G0) → H
1(k, UG/U
0
G) est bijective. Cela
re´sulte de ce que G/G0 → UG/U
0
G est un isomorphisme, puisque EG = {1}.
(7.5.8) L’application π′ : H1(k, UG) → H
1(k, UG/U
0
G) est injective. En effet,
comme G est un 2-groupe, les groupes UG et U
0
G sont unipotents. De plus, U
0
G
est de´ploye´ (“split”, i.e. extension successive de groupes isomorphes a` Ga, cf.
[Sp 98, §12.3.5]), car il provient par extension des scalaires d’un groupe de´fini
sur un corps parfait, a` savoir F2. Cela entraˆıne que ses tordus (au sens de la
cohomologie galoisienne) sont de´ploye´s, car la proprie´te´ d’eˆtre de´ploye´ se teste
sur la cloˆture se´parable du corps de base, cf. [Sp 98, th.14.3.8 (iii)] ; leur H1 est
donc trivial ; l’injectivite´ de π′ en re´sulte d’apre`s la suite exacte de cohomologie
non abe´lienne, cf. [Se 64, I, cor.2 a` la prop.39].
Ces trois proprie´te´s, jointes au fait que π′ ◦ i = j ◦ π entraˆınent que π′ est
bijectif et que i est surjectif. D’ou` la proposition.
(7.5.9) Question. Existe-t-il un 2-groupe fini G tel que EG 6= {1} ?
7.6 - Traductions hermitiennes.
7.6.1. La G-forme associe´e a` un e´le´ment hermitien.
Soit h un e´le´ment hermitien de A. La forme biline´aire qh sur l’espace vectoriel
A de´finie par
(7.6.2) qh(a, b) = δ(ahb
∗), a, b ∈ A,
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est G-invariante et syme´trique [rappelons, cf. §7.1, que, si x ∈ A, δ(x) de´signe le
coefficient de 1 dans x] ; elle est non de´ge´ne´re´e si et seulement si h est inversible ;
dans ce cas, (A, qh) est une G-forme.
Si h′ est un autre e´le´ment hermitien inversible de A, les G-formes (A, qh) et
(A, qh′) sont isomorphes si et seulement si il existe a ∈ A
× tel que h′ = aha∗ ;
on dit alors que h et h′ sont e´quivalents, ce que nous e´crirons h ∼ h′.
7.6.3. Passage des G-formes aux e´le´ments hermitiens. Soit (V, q) une G-forme.
Choisissons une base {v} du k[G]-module V ; on associe a` ces donne´es l’e´le´ment
hermitien h = hv de´fini par :
(7.6.4) h =
∑
g∈G q(v, gv)g, i.e. δg(h) = q(v, gv) pour tout g ∈ G.
L’application : A → V donne´e par a 7→ av est un G-isomorphisme de A
sur V qui transforme qh en q ; cela re´sulte de la formule (7.6.2) applique´e a`
a = 1, b = g. Ainsi, toute G-forme est isomorphe a` la forme (A, qh) associe´e a`
un e´le´ment hermitien inversible de A, bien de´termine´ a` e´quivalence pre`s.
Soit h un e´le´ment hermitien inversible de A. Nous allons voir comment se
traduisent pour la G-forme (A, qh) les proprie´te´s (7.4.1), (7.4.2) et (7.4.4) .
7.6.5. Traduction de (7.4.1).
Proposition 7.6.6 - Soit h un e´le´ment hermitien de A. Pour que (A, qh) sa-
tisfasse a` (7.4.1), il faut et il suffit que l’on ait :
(7.6.7) δs(h) = 0 pour tout s ∈ G d’ordre 2.
De´monstration. Soit s un e´le´ment de G d’ordre 2. On a δs(h) = qh(s.1, 1) ;
cela montre que (7.4.1) entraˆıne (7.6.7). Inversement, supposons que l’on ait
δs′(h) = 0 pour tout conjugue´ s
′ de s, et montrons que l’on a qh(sx, x) = 0 pour
tout x ∈ A. La fonction f : x 7→ qh(x, sx) est une forme quadratique sur l’espace
vectoriel A. Sa forme biline´aire associe´e est (x, y) 7→ qh(sx, y) + qh(x, sy), qui
est 0 puisque s2 = 1. Pour prouver que f = 0 il suffit donc de prouver que f
s’annule sur la base G de A. Or, si g est un e´le´ment de G, on a
qh(g, sg) = δ(ghg
−1s) = δ(hg−1sg) = δ(hs′) = δs′(h), avec s
′ = g−1sg.
Comme δs′(h) = 0 par hypothe`se, on en de´duit que f(g) = 0 pour tout g ∈ G,
d’ou` f = 0.
Un e´le´ment hermitien h satisfaisant a` la condition (7.6.7) sera dit spe´cial. Si
l’on utilise la partition G G2 = Σ ⊔ Σ
−1 introduite dans la de´monstration
du the´ore`me 5.1.2, cela revient a` dire que h s’e´crit sous la forme
(7.6.8) h = λ.1 +
∑
σ∈Σ hσ(σ + σ
−1), avec λ, hσ ∈ k,
ce qui est e´quivalent a` :
(7.6.9) Il existe λ ∈ k et a ∈ A tels que h = λ.1 + a+ a∗.
Cela entraˆıne :
(7.6.10) λ = t(h) = δ(h),
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puisque δ(a) = δ(a∗) et t(a) = t(a∗). Nous dirons que h est normalise´ s’il est
spe´cial et si λ = 1, autrement dit si h est de la forme 1 + a+ a∗, avec a ∈ A.
7.6.11. Traduction de (7.4.2).
Proposition 7.6.12 - Supposons que h satisfasse a` la condition (7.6.7). On a :
(7.6.12) qh(x, x) = t(h)t(x)
2 pour tout x ∈ A.
Pour que (A, qh) satisfasse a` (7.4.2) il faut et il suffit que t(h) soit un carre´
dans k, et l’on a alors :
(7.6.13) e = t(h)−1/2σG, ou` σG =
∑
g∈G g.
[Noter que t(h) est 6= 0 puisque h est inversible et que t : A → k est un
homomorphisme d’alge`bres.]
De´monstration. Les deux formes quadratiques
x 7→ qh(x, x) et x 7→ t(h)t(x)
2
sont additives : c’est clair pour la seconde, et, pour la premie`re, cela re´sulte de ce
que qh(x, y) est syme´trique. Pour montrer qu’elles sont e´gales, il suffit donc de
le ve´rifier pour les e´le´ments g de G. Or on a qh(g, g) = δ(ghg
−1) = δ(h) d’apre`s
(7.1.2) et (7.6.2), et t(h)t(g)2 = t(h) = δ(h) d’apre`s (7.6.10). Cela de´montre
(7.6.12).
Supposons maintenant que k soit parfait, et de´finissons e ∈ A par la formule
e = t(h)−1/2σG. On a :
(7.6.14) qh(e, x) = δ(ehx
∗) = t(h)−1/2δ(σGhx
∗).
Or on a :
(7.6.15) δ(σGa) = t(a)σG pour tout a ∈ A.
On peut donc re´crire (7.6.14) sous la forme :
(7.6.16) qh(e, x) = t(h)
−1/2t(h)t(x) = t(h)1/2t(x),
d’ou` :
(7.6.17) qh(e, x)e = t(x)σG = σGx.
En comparant avec (7.4.2), on voit que e n’est autre que “l’e´le´ment canoni-
que” de (A, qh), ce qui de´montre (7.6.13) lorsque k est parfait.
Dans le cas ge´ne´ral, on applique ce qui pre´ce`de a` une extension parfaite k′
de k. On en de´duit que l’e´le´ment canonique e de k′ ⊗k A appartient a` A si et
seulement si t(h)1/2 appartient a` k, i.e. si t(h) est un carre´ dans k, et l’on a
alors (7.6.13), ce qui ache`ve la de´monstration de la proposition 7.6.12.
Remarque. Si h est normalise´ (i.e. de la forme 1 + a + a∗), la proposition
pre´ce´dente montre que la condition (7.4.2) est satisfaite, et que l’on a e = σG.
Inversement, si (7.4.1) et (7.4.2) sont satisfaites, on peut e´crire h sous la forme
µh′, avec µ = t(h)1/2, et h′ normalise´ ; noter que h′ ≃ h. Ainsi, toute G-forme
satisfaisant a` (7.4.1) et (7.4.2) est isomorphe a` une forme (A, qh), avec h nor-
malise´. En outre, deux telles formes (A, qh1) et (A, qh2) sont isomorphes si et
seulement si il existe a ∈ A× tel que t(a) = 1 et h2 = ah1a
∗.
7.6.18. Traduction de (7.4.4).
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Notons F : A→ A l’endomorphisme de Frobenius de A :
(7.6.19) F (
∑
xgg) =
∑
x2gg.
Proposition 7.6.20 - Pour que (A, qh) satisfasse a` (7.4.4) il faut et il suffit
que F (h) ∼ h.
En effet, la condition F (h) ∼ h n’est qu’une traduction de (7.4.4′).
7.7. De´monstration du the´ore`me 7.5.2.
Dans ce §, k est suppose´ alge´briquement clos, et nous en profiterons pour
identifier un sche´ma lisse a` l’ensemble de ses points.
Il s’agit de donner une re´ponse positive a` la question (7.5.1) dans chacun
des trois cas suivants :
(i) G est commutatif ;
(ii) G est un 2-groupe ;
(iii) |G| est impair.
Vu les traductions hermitiennes du §7.6, cela revient a` prouver que tout hermi-
tien h, qui est spe´cial et inversible, est tel que h ∼ 1, autrement dit est de la
forme aa∗, avec a ∈ A×.
Notons Hs l’ensemble des hermitiens spe´ciaux, autrement dit de la forme
λ.1+a+a∗, avec λ ∈ k et a ∈ A ; c’est un sous-espace vectoriel de A, et d’apre`s
(7.6.8), on a :
(7.7.1) dimHs = 1 + |Σ| = 1 +
1
2 (|G| − |G2|), avec les notations du §7.6.5.
Les e´le´ments inversibles de Hs forment un ouvert dense de Hs, que nous
noterons H×s . Faisons ope´rer le groupe alge´brique A
× sur A par a • b = aba∗.
C’est une action line´aire ; elle laisse stable Hs et H
×
s : cela se voit, soit par
calcul direct, soit en invoquant la proposition 7.6.6. Soit H ′s l’orbite de 1 par
cette action ; c’est l’ensemble des hermitiens de la forme a•1 = aa∗. La question
(7.5.1) a une re´ponse positive si et seulement si l’on a H ′s = H
×
s , autrement dit
si A× agit transitivement sur H×s .
Proposition 7.7.3 - L’orbite H ′s est ouverte (et donc dense) dans H
×
s .
De´monstration. Le fixateur du point 1 est le groupe U schG . On a donc
dimH ′s = dimA
× − dimUG = |G| −
1
2 (|G|+ |G2|) + 1 = 1 +
1
2 (|G| − |G2|),
d’apre`s la proposition 5.1.3. Vu (7.7.1), cela montre que dimH ′s = dimH
×
s , d’ou`
la proposition.
Corollaire 7.7.4 - Pour que (7.5.1) ait une re´ponse positive, il faut et il suffit
que H ′s soit ferme´ dans H
×
s .
C’est clair.
Corollaire 7.7.5 - Tout e´le´ment de H×s qui appartient au centre de A appartient
a` H ′s.
De´monstration. Soit h un tel e´le´ment. Son fixateur dans A× est l’ensemble des
a tels que a•h = h, i.e. aha∗ = h, ou encore aa∗ = 1 puisque h et a commutent ;
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c’est donc le groupe UG. L’orbite de h a donc la meˆme dimension que celle de
1 ; cela entraˆıne que c’est une orbite ouverte, ce qui n’est possible que si elle est
e´gale a` H ′s.
Corollaire 7.7.6 - La re´ponse a` (7.5.1) est “ oui ” dans le cas (i) (autrement
dit, quand G est commutatif).
Cela re´sulte du corollaire pre´ce´dent, qui donne meˆme un re´sultat le´ge`rement
plus fort : il suffit que les hermitiens spe´ciaux de A soient contenus dans le centre
de A.
7.7.7. De´monstration du the´ore`me 7.5.2 dans le cas (ii).
Ici, G est un 2-groupe. L’alge`bre A est alors une alge`bre locale (non com-
mutative en ge´ne´ral) dont l’ide´al bilate`re maximal m est le noyau de t : A→ k.
Le noyau A1 de A
× → k× est un groupe unipotent connexe : cela se voit, par
exemple, en filtrant A par les puissances de m [cela re´sulte aussi de ce que la
varie´te´ sous-jacente est isomorphe a` un espace affine]. Le groupe A1 ope`re sur la
varie´te´H1 des e´le´ments hermitiens normalise´s au sens du §7.6.5. Le fixateur de 1
dans cette action est UG. L’orbite de 1 est donc de dimension dimA1−dimUG,
ce qui est aussi la dimension de H1. Cette orbite est donc ouverte dans H1.
Mais les orbites d’un groupe unipotent agissant sur une varie´te´ affine (ou meˆme
seulement quasi-affine) sont ferme´es, d’apre`s un the´ore`me de Rosenlicht ([Ro 61,
th.2], voir aussi [Bo 91, prop.4.10]). On en conclut que A1 ope`re transitivement
sur H1, autrement dit que tout hermitien normalise´ h est de la forme aa
∗ avec
a ∈ A1. Mais tout hermitien spe´cial inversible est un multiple d’un hermitien
normalise´, et lui est donc e´quivalent puisque tout e´le´ment de k est un carre´ ; il
est donc de la forme aa∗, avec a ∈ A×, ce qui de´montre le the´ore`me 7.5.2 dans
le cas (ii).
7.7.8. De´monstration du the´ore`me 7.5.2 dans le cas (iii).
Ici, G est d’ordre impair. L’alge`bre A est semi-simple. D’apre`s le §5.5.1, on
peut la de´composer en A = A0 ×
∏
Ai avec :
A0 = k,
Ai =Mni ×M
opp
ni , ou` l’involution est (x, y) 7→ (y, x).
Or, dans chacune de ces alge`bres a` involution, tout e´le´ment hermitien h
s’e´crit sous la forme h = aa∗ : c’est clair pour A0, et, pour Ai, on a h = (x, x)
avec x ∈Mni(k) et l’on prend a = (x, 1). Le meˆme re´sultat est donc vrai pour A.
7.8. L’invariant d’une G-forme associe´ a` un caracte`re essentiel.
Soit ε : G→ {1, c} un caracte`re essentiel de G, cf. §5.2, distinct du caracte`re
unite´. Nous allons voir comment on peut utiliser ε pour de´finir un invariant
d’une G-forme, a` valeurs dans k/℘(k).
7.8.1. De´finition de hε. Comme au §5.2, notons G1 (resp. Gc) l’ensemble des
g ∈ G tels que ε(g) = 1 (resp. ε(g) = c), et choisissons une partie S de Gc telle
que Gc = S ⊔ S
−1. Si h un e´le´ment hermitien de A, nous de´finirons hε ∈ k par
la formule :
(7.8.2) hε =
∑
s∈S δs(h).
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Du fait que h est hermitien, cette somme ne de´pend pas du choix de S.
7.8.3. Une formule de transformation.
Si a =
∑
g∈G agg est un e´le´ment de A, nous poserons :
(7.8.4) a+ =
∑
g∈G1
agg et a− =
∑
g∈Gc
agg ;
on a :
(7.8.5) a = a+ + a−.
Proposition 7.8.6 - Si h est un e´le´ment hermitien de A, on a :
(7.8.7) (aha∗)ε = t(a)
2hε + t(h)t(a+)t(a−) pour tout a ∈ A.
De´monstration. Nous allons employer une me´thode qui permet d’interpre´ter hε
comme une “demi-somme”, ce qui e´vite d’avoir a` utiliser l’ensemble auxiliaire
S. Pour cela, choisissons un anneau commutatif k˜ muni d’une surjection k˜ → k,
et tel que
(7.8.8) 4.k˜ = 0 ;
(7.8.9) le noyau de k˜ → k est 2.k˜ ;
(7.8.9) l’application x 7→ 2x de´finit par passage au quotient une injection
ι : k → 2.k˜.
Un tel anneau existe : il suffit par exemple de prendre pour k˜ l’anneau des
vecteurs de Witt de longueur 2 sur k. On peut meˆme demander que l’injection
de (7.8.9) soit une bijection, autrement dit que k˜ soit un Z/4Z-module libre, cf.
[AC IX, App., prop.4].
Posons A˜ = k˜[G], et choisissons des e´le´ments h˜ et a˜ de A˜ dont les images
dans A sont h et a, avec h˜ hermitien. Utilisons pour A˜ les meˆmes notations
t, a˜+, a˜− que pour A. On a :
(7.8.10) ι(hε) = t(h˜−) et ι((a˜ha˜
∗)ε) = t((a˜h˜a˜
∗)−),
ce qui montre que hε et (aha
∗)ε sont des “demi-sommes” dans k˜. De plus :
(a˜h˜a˜∗)− = a˜−h˜−a˜
∗
− + a˜+h˜−a˜
∗
+ + a˜+h˜+a˜
∗
− + a˜−h˜+a˜
∗
+,
d’ou` :
(7.8.11) t((a˜h˜a˜∗)−) = t(h˜−)(t(a˜+)
2 + t(a˜−)
2) + 2t(h˜+)t(a˜+)t(a˜−).
Comme h˜− est hermitien, t(h˜−) est divisible par 2 ; de plus, on a :
t(a˜+)
2 + t(a˜−)
2 ≡ t(a˜)2 (mod 2).
On peut donc re´crire (7.8.11) sous la forme
(7.8.12) t((a˜h˜a˜∗)−) = t(h˜−)t(a˜)
2 + 2t(h˜+)t(a˜+)t(a˜−).
On en de´duit, d’apre`s (7.8.10) :
(7.8.13) ι((aha∗)ε) = ι(hεt(a)
2 + t(h+)t(a+)t(a−)),
d’ou`, d’apre`s (7.8.9) :
(7.8.14) (aha∗)ε = hεt(a)
2 + t(h+)t(a+)t(a−),
et comme t(h+) = t(h), cela donne (7.8.7).
7.8.15. De´finition de l’invariant.
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Supposons maintenant que h soit inversible. On a alors t(h) 6= 0, ce qui
permet de de´finir l’invariant normalise´ :
(7.8.16) hnormε = hε/t(h).
Proposition 7.8.16 - Soient h et h′ deux e´le´ments hermitiens inversibles de A.
Si h ∼ h′, on a :
(7.8.17) hnormε ≡ h
′norm
ε mod ℘(k).
De´monstration. Par hypothe`se, il existe a ∈ A× tel que h′ = aha∗ ; on a alors
t(h′) = t(h)t(a)2, et la proposition 7.8.6 montre que :
(7.8.18) h′normε = h
norm
ε + t(a+)t(a−)/t(a)
2.
Comme t(a) = t(a+) + t(a−), le terme t(a+)t(a−)/t(a)
2 peut s’e´crire λ + λ2,
avec λ = t(a+)/t(a). D’ou` la proposition.
Vu le dictionnaire entre classes d’hermitiens et G-formes, on voit que l’on a
attache´ a` toute G-forme (V, q) un e´le´ment (V, q)ε de k/℘(k), a` savoir la classe
mod ℘(k) de hnormε , ou` h est l’un quelconque des hermitiens associe´s a` (V, q).
Variante. Nous venons de de´finir l’invariant (V, q)ε dans k/℘(k) en utilisant le
dictionnaire hermitien. On peut aussi proce´der de fac¸on plus directe :
Le sous-espace V1 de V fixe´ par G1 = Ker ε est de dimension 2. Si x ∈ V1, il existe
y ∈ V tel que x =
∑
g∈G1
gy, et un simple calcul montre que la somme
∑
s∈S
q(y, sy)
ne de´pend, ni du choix de S, ni du choix de y ; si on la note qε(x), on peut prouver que
qε est une forme quadratique non de´ge´ne´re´e sur V1, et que son invariant d’Arf dans
k/℘(k) est e´gal a` (V, q)ε : c’est la de´finition directe mentionne´e plus haut.
Remarque. Lorsque ε est le caracte`re unite´, on convient que hε = 0. Avec cette
convention, on a :
Proposition 7.8.19 - Soient ε1 et ε2 deux caracte`res essentiels. Alors :
(7.8.20) hε1ε2 = hε1 + hε2 et h
norm
ε1ε2 = h
norm
ε1 + h
norm
ε2 .
De´monstration. Soit ε3 = ε1ε2. Le cas ou` l’un des εi est e´gal a` 1 est imme´diat.
Supposons donc εi 6= 1 pour tout i. Notons H1 l’ensemble des g ∈ G tels
que ε1(g) = 1 et ε2(g) = ε3(g) 6= 1, et de´finissons de meˆme H2 et H3 (cf.
de´monstration du the´ore`me 5.2.7). De´composons chaque Hi en Hi = Si ⊔ S
−1
i .
L’ensemble des g ∈ G tels que ε1(g) 6= 1 est S2 ⊔ S
−1
2 ⊔ S3 ⊔ S
−1
3 . Si l’on pose
xi =
∑
g∈Si
δg(h), on a
(7.8.21) hε1 = x2 + x3, et de meˆme hε2 = x3 + x1 et hε3 = x1 + x2.
En ajoutant ces trois e´galite´s, on obtient hε1 +hε2 +hε3 = 0, ce qui e´quivaut
a` la premie`re formule de (7.8.20) ; la seconde en re´sulte en divisant par t(h).
Corollaire 7.8.22 - L’invariant (V, q) 7→ (V, q)ε est un homomorphisme de XG
dans k/℘(k).
[Rappelons que XG de´signe le groupe des caracte`res essentiels de G, cf. §5.3.]
7.8.23. Le cas des G-formes trace.
Supposons maintenant que (V, q) soit une G-forme trace (L, qL). Dans ce cas,
il y a une fac¸on plus directe d’associer a` (V, q) et a` un caracte`re essentiel ε 6= 1
un e´le´ment de k/℘(k) : en effet, la sous-alge`bre Lε de L forme´e des e´le´ments
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fixe´s par G1 = Ker ε est une k-alge`bre e´tale de degre´ 2, donc est isomorphe a`
k[x]/(x2 + x+ z), ou` z est bien de´termine´ mod ℘(k) ; l’image de z dans k/℘(k)
est un invariant de (L, qL). En fait :
Proposition 7.8.24 - Les deux invariants de´finis ci-dessus co¨ıncident.
De´monstration. Soit {v} une base du A-module L, et soit h l’e´le´ment hermitien
correspondant. Quitte a` multiplier v par un scalaire, on peut supposer que
TrL/k(v) = 1, auquel cas h est un hermitien normalise´ : on a t(h) = 1. Posons :
(7.8.25) y =
∑
g∈G1
gv et z =
∑
g∈Gc
gv.
On a :
(7.8.26) y, z ∈ Lε, gy = z et gz = y si g ∈ Gc, et y + z = TrL/k(v) = 1.
Le produit yz est un e´le´ment de k. De fac¸on plus pre´cise :
Lemme 7.8.27 - On a yz = hε.
De´monstration du lemme 7.8.27. On a :
(7.8.28) yz =
∑
a∈G1,b∈Gc
av.bv.
SoitM l’ensemble des parties a` deux e´le´ments de G rencontrant a` la fois G1
et Gc. Si M = {a, b} est un e´le´ment de M, posons vM = av.bv, de sorte que
(7.8.28) peut se re´crire sous la forme
(7.8.29) yz =
∑
M∈M vM .
Le groupe G ope`re par translations a` gauche sur l’ensembleM. Cette action
est libre, et chaque orbite contient un point et un seul de la forme {1, s} avec
s ∈ S. Cela permet de re´crire (7.8.29) comme :
(7.8.30) yz =
∑
g∈G,s∈S gv.gsv =
∑
s∈S TrL/k(v.sv) =
∑
s∈S qL(v, sv) = hε,
ce qui de´montre (7.8.28).
Fin de la de´monstration de la proposition 7.8.24. Les formules (7.8.26) et (7.8.28)
donnent la structure de l’alge`bre quadratique Lε : elles montrent que cette
alge`bre est isomorphe a` k[x]/(x2 + x+ hε) ; son invariant d’Artin-Schreier dans
k/℘(k) est donc la classe de hε, c’est-a`-dire (V, q)ε.
7.9. Application : le cas des 2-groupes.
Proposition 7.9.1 - Supposons que G soit un 2-groupe tel que EG = {1}.
Soient h et h′ deux hermitiens normalise´s de A. Alors :
h ∼ h′ ⇐⇒ hε ≡ h
′
ε mod ℘(k) pour tout caracte`re essentiel ε de G.
De´monstration. D’apre`s la proposition 7.5.4, les G-formes (A, qh) et (A, qh′) sont
isomorphes a` des G-formes trace (L, qL) et (L
′, qL′). Soient ϕL, ϕL′ : Γk → G
les homomorvarphismes (uniques a` conjugaison pre`s) associe´s a` L,L′. D’apre`s
la proposition 6.6.17, on a (L, qL) ≃ (L
′, qL′) si et seulement si les compose´s de
ϕL et ϕL′ avec G→ G/G0 co¨ıncident ; cela revient a` demander que, pour tout
caracte`re essentiel ε de G, on ait ε ◦ϕL = ε ◦ϕL′ ; d’apre`s la proposition 7.8.24,
cela revient a` demander que hε ≡ h
′
ε mod ℘(k).
7.9.2. Exemple : le groupe quaternionien. Supposons que G soit le groupe qua-
ternionien d’ordre 8. Avec les notations du §5.5.5, on peut e´crire h et h′ sous la
forme :
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h = 1 + a1(u+ u
−1) + a2(v + v
−1) + a3(w + w
−1) avec ai ∈ k,
h′ = 1 + a′1(u+ u
−1) + a′2(v + v
−1) + a′3(w + w
−1) avec a′i ∈ k.
Il y a a trois caracte`res essentiels 6= 1 ; les hε correspondants sont a1+a2, a2+a3
et a3 + a1 ; ceux de h
′ sont a′1 + a
′
2, a
′
2 + a
′
3 et a
′
3 + a
′
1. Comme EG = {1}, cf.
§5.5.5, la proposition 7.9.1 s’applique ; elle montre que :
(7.9.3) h ∼ h′ ⇐⇒ a1 + a
′
1 ≡ a2 + a
′
2 ≡ a3 + a
′
3 mod ℘(k).
7.9.4. Exemple : G cyclique d’ordre n = 2m,m > 2. Ici encore, on sait que
EG = {1}, cf. §5.5.2. Soit s un ge´ne´rateur de G. Ecrivons h et h
′ sous la forme :
h = 1 +
∑
0<i<n/2 ai(s
i + s−i) avec ai ∈ k,
h′ = 1 +
∑
0<i<n/2 a
′
i(s
i + s−i) avec a′i ∈ k.
Soit ε l’unique caracte`re essentiel non trivial de G. On a :
(7.9.5) hε =
∑
i impair ai et h
′
ε =
∑
i impair a
′
i.
La proposition 7.9.1 se traduit par :
(7.9.6) h ∼ h′ ⇐⇒
∑
i impair ai ≡
∑
i impair a
′
i mod ℘(k).
7.10. Application : description des G-formes trace en termes d’hermi-
tiens.
Etant donne´s une G-alge`bre galoisienne L et un hermitien normalise´ h =∑
λgg de A, on aimerait savoir a` quelle condition h correspond a` la G-forme
trace qL, autrement dit dans quel cas on a :
(7.10.1) (L, qL) ≃G (A, qh),
ou, de fac¸on e´quivalente :
(7.10.2) Il existe une base {v} du A-module L telle que qL(v, g.v) = λg pour
tout g ∈ G.
Comme on l’a vu plus haut, il y a une condition ne´cessaire, impose´e par les
caracte`res essentiels. Rappelons-la :
Soit ε un caracte`re essentiel. Par la formule (7.8.2) on associe a` h un e´le´ment
hε de k, d’ou` un e´le´ment, note´ h(ε), de k/℘(k). D’autre part, on associe a` L
l’e´le´ment de k/℘(k), note´ L(ε), qui correspond par Artin-Schreier au compose´
Γk
ϕL
→ G
ε
→ Z/2Z. La condition ne´cessaire en question est celle de la proposition
7.8.24, autrement dit :
(7.10.3) h(ε) = L(ε) dans k/℘(k) pour tout caracte`re essentiel ε de G.
Voici un cas ou` cette condition est suffisante :
The´ore`me 7.10.4 - Supposons (7.10.3) satisfaite, ainsi que :
(7.10.5) Il existe un 2-sous-groupe H de G tel que EH = {1} et que λg = 0
pour tout g 6∈ H.
Alors h et qL se correspondent, autrement dit on a (7.10.1) et (7.10.2).
De´monstration. Choisissons un sous-groupe H de G satisfaisant a` (7.10.5).
D’apre`s la proposition 7.5.4 il existe une H-alge`bre galoisienne M telle que
(M, qM ) soit H-isomorphe a` (k[H ], h). Soit L
′ la G-alge`bre galoisienne induite
de M . Si ε est un caracte`re essentiel de G, on a L′(ε) = h(ε) = L(ε). D’apre`s
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le the´ore`me 6.1.7 cela entraˆıne que les G-formes qL et q
′
L sont isomorphes ; d’ou`
(7.10.1).
7.10.6. Application : de´monstration du the´ore`me 7.3.2. Reprenons les notations
(L, γ, z, ...) de ce the´ore`me, et soit h = 1 + z(γ + γ−1) ; c’est un hermitien
normalise´. Il nous faut montrer que h et qL se correspondent. Cela re´sulte du
the´ore`me 7.10.4 applique´ au groupe cyclique H engendre´ par γ : la condition
(7.10.3) est vraie par construction, et la condition EH = {1} est vraie d’apre`s
le §5.5.2.
7.10.7. Autre application. Soit S un 2-sous-groupe de Sylow de G. Faisons l’hy-
pothe`se :
(7.10.8) ES = {1} .
Nous allons en de´duire une famille d’e´le´ments hermitiens de A qui de´crivent,
de fac¸on essentiellement unique, toutes les G-formes trace.
Pour cela, choisissons une base ξ1, ..., ξn du Z/2Z-espace vectoriel G/G0, et
soit ε1, ..., εn la base duale du groupe des caracte`res essentiels de G. Pour chaque
i, choisissons un repre´sentant γi de ξi dans S. Conside´rons les hermitiens de la
forme :
(7.10.9) h(z1, ..., zn) = 1 +
∑
zi(γi + γ
−1
i ), avec zi ∈ k.
Ce sont des hermitiens normalise´s. Nous allons voir qu’ils suffisent :
The´ore`me 7.10.10 - Faisons l’hypothe`se (7.10.8). Alors toute G-forme trace
qL correspond a` un hermitien h(z1, ..., zn) tel que l’image de zi dans k/℘(k) soit
e´gale a` L(εi).
De´monstration. Cela re´sulte du the´ore`me 7.10.4, applique´ en prenant H = S.
On obtient ainsi (he´las, sous l’hypothe`se (7.10.8)) une description explicite
des G-formes trace. D’ou` l’inte´reˆt du calcul de ES lorsque S est un 2-groupe.
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