The application of compressive sensing (CS) to structural health monitoring is an emerging research topic.
INTRODUCTION
precision parameter, called BCS-IPE. From the presented results with real SHM signals, the superiority of reconstruction robustness and posterior uncertainty quantification of the BCS-IPE algorithm is demonstrated, along with its ability to recover a signal from partial data loss during wireless transmission.
BAYESIAN COMPRESSIVE SENSING AND PROPOSED ALGORITHMS
We consider an unknown signal with N degrees of freedom: ̅ 1 , ⋯ ̅ in , which is represented by a set of orthogonal basis vectors as or (1) where , ⋯ , is the orthogonal matrix with the basis of 1 vectors as columns. The unknown vector is assumed to be approximately sparse in terms of basis coefficients, and we define to represent an N-dimensional T-sparse vector that is identical to the vector for the basis components with large magnitude while all other components are zero. The difference between the two vectors is denoted by , whose non-zero components are ideally the small magnitude components in . The total number of the zero components of represents the effective sparseness level of the signal with respect to the basis .
In the CS framework, one infers the signal coefficients vector of interest from compressed data instead of directly sampling the actual signal . Let in represent the compressed measurement from ≪ linear projections of the original signal using a chosen random projection matrix that is built into the sensor (typically, each element in is drawn from zero-mean Gaussian distribution (0, 1)):
where represents any measurement noise, which will be relatively small. Incorporating (1), we can rewrite as
where 1 , ⋯ , .
For signal reconstruction, the compressed data is represented as:
where represents the unknown prediction error in when the unknown signal is modeled by , combined with any measurement noise . Because we want to pick up the large magnitude components of , we want to be small. For data compression, we will have ≪ , so (4) leads to an ill-posed inversion problem to find the sparse weights , and hence the signal in , from data in . In order to reduce the number of solutions for such an underdetermined system, one can impose an extra constraint of sparseness by allowing only solutions which have a small number of nonzero basis coefficients. A typical approach is to use an -norm regularized formulation to estimate "optimal" basis coefficients:
where the penalty parameter controls the trade-off between how well the data is fitted (first term) and how sparse the signal is (second term). Appropriate CS reconstruction algorithms have been proposed, including linear programming (Chen et al., 1999; Candeset al., 2006) and greedy algorithms (Tropp and Gilbert, 2007) , based on the framework defined in (5). In contrast, we use sparse Bayesian learning to infer the plausible values of based on the compressed data .
Sparse Bayesian learning for compressive sensing reconstruction
In sparse Bayesian learning, Bayes' theorem is applied to find the posterior probability density function (PDF)
| for the signal weights in (4) based on the linearly projected data . The uncertain prediction error in (4) is modeled as a zero-mean Gaussian vector with unknown covariance matrix diag , … , . This maximum entropy probability model gives the largest uncertainty for subject to the maximum is found by iterative solution of the stationarity equations obtained from direct differentiation of the log evidence function , with respect to . The drawback is that the optimization involves inversion of matrices of size in the beginning iterations (although for compressive sensing decompression where ≪ , we can use the Woodbury inversion identity to reduce the algorithm to an inversion of a matrix with multiplications), thereby making this approach relatively slow for reconstruction of CS signals with large dimensions. In practice, the sparse signal models that are finally reconstructed have far fewer non-zero terms than or , and so the strategy of optimization for a full signal model in the beginning of the iterations seems wasteful. We call this strategy the Top-down SBL algorithm.
There is a faster strategy, which we call the Bottom-up SBL algorithm, that starts with no terms in the basis expansion and then adds relevant ones to the signal model as the iterations proceed; this is done by updating a single hyper-parameter at each iteration to monotonically increase the evidence (Tipping and Faul, 2003 
where (22) and the 'sparseness factor' and 'quality factor' are defined by:
where is with the contribution of basis vector removed (Tipping and Faul, 2003) . The calculation of and only requires the numerical inversion of an matrix, where is the number of non-zero terms in the current signal model and it is much smaller than the number of compressed measurements in this strategy. Finally, only the components that have finite are retained in the signal model since each with ∞ has prior mean and variance both zero, giving 0, and so its term drops out of (4).
Notice that the optimal in (20) depends on through and the optimal from (21) depends on through . Therefore, an iterative scheme is required for the full optimization of the evidence with respect to , . We have found that some care is needed because of the important influence of β on the evidence function but that successive relaxation works well (Huang et al., 2014) : first is optimized with fixed and measurements is a lot less than the number of signal degrees of freedom , sometimes the algorithm finds only local maxima of the evidence that correspond to larger amounts of non-zero signal components and large reconstruction errors. For these suboptimal models ( , ), the Laplace asymptotic approximation is very poor because the dominant contribution to the integral in Eq. (15) The robust way to tackle this problem is to account for the full posterior uncertainty of the hyper-parameters , by integrating them out as 'nuisance' parameters, that is, by marginalizing them.
Although it turns out that marginalizing ∈ is analytically intractable, the prior , | , 0 , 0 = | , | 0 , 0 given by Eqs. (9) and (7) is conjugate to the likelihood | ,
given by Eq. (6) and so both and can be integrated out analytically, which can improve robustness during the optimization of .
In the next section, a sparse Bayesian learning algorithm is proposed that integrates out the uncertain prediction-error precision parameter to make the BCS decompression algorithm more robust. We believe this algorithm is a new contribution. Ji et al. (2009) integrated out the prior uncertainty on but not the posterior uncertainty to get the marginal posterior for .
Algorithm with marginalization of prediction error and MAP estimation of
The posterior PDF for is readily obtained by Bayes' theorem using the likelihood in (11) and prior in (7):
From observation of Eq. (25), it is obvious that the posterior PDF of is a Gamma distribution Gamma | , where the shape and rate parameters become:
According to the Total Probability Theorem, we get for the posterior | , , , :
where and are given by (13a) and (13c). This multivariate form of Student's t-distribution has mean and covariance matrix:
where and , is given by (17), which agree with the mean and covariance matrix given in (13a), (13b) for BCS-MPE before utilizing (19) in (17). It follows from that for given hyper-parameters , and defining the stochastic model class , , , the posterior probability distribution for the reconstructed signal is a Student's t-distribution with mean and covariance matrix corresponding to (14a) and (14b):
To find the MAP values of the hyper-parameters [ , , ], we need the corresponding evidence function, which is given by:
Since , and are taken as constant over the important regions of their parameter spaces, the optimization over , and to find their MAP values is equivalent to maximizing the log evidence function , , log | , , . By solving the stationarity equations obtained from direct differentiation of , , with respect to and , the optimal estimates and are given by:
The solution of these equations leads to → ∞. However, from (26), we see that the effect of measurement points is to increase the value of the coefficient by 2 ⁄ . Thus we can consider the parameter in the prior in terms of 2 'effective' prior measurements. Since our current knowledge of the true prediction error is little, the best choice is to make the shape parameter much smaller than 2 ⁄ , so that the prior distribution of has little effect on its posterior distribution. If we impose only the constraint of mean | 1 ⁄ , the maximum entropy prior for is the exponential distribution, which is a special case of the Gamma distribution with shape parameter 1. Since the maximum entropy prior PDF gives the largest uncertainty for , subject to only the mean constraint, we choose it, and so set 1 and then use (32) for the optimal value .
To analyze the dependence of on a single hyper-parameter , we rewrite the log evidence = + . where is the log evidence with the component removed (Tipping and Faul, 2003) . Setting the derivative of with respect to equal to zero leads to the optimal value:
where .
and 1 2 0 .
The 'sparseness factor' and 'quality factor' are given by (23) Finally, we compare the posterior PDF over in (12) and (28), which are used in BCS-MPE and BCS-IPE, respectively. It is seen that when → ∞, the Student's t-distribution in (28) approaches the Gaussian PDF in (12):
because the covariance matrix in (29b) is:
If we use the optimal value from (32) and let be large, then from (17) with → ∞:
where , is in (20). Thus, the posterior means for in BCS-IPE and BCS-MPE are the same and their posterior covariance matrices are , and , , respectively, which are close for large values.
We conclude that as → ∞, the results from the BCS-IPE algorithm are essentially the same as those from the BCS-MPE algorithms. However, we have found that using heavier-tailed multivariate Student-t distribution obtained by integration over and with smaller (larger uncertainty in the PDF over ) reconstructs signals with greater robustness and quantifies posterior uncertainty more effectively, especially when the original signal is approximately sparse, which can be viewed as a sparse signal with noise.
We now examine the relative sparseness of the signal models from BCS-MPE and BCS-IPE. By comparing and in (35) and (22), respectively, it can be deduced that for any finite , with equality as → ∞. Let us examine the difference using (34) and (21):
Therefore, the MAP estimates from BCS-IPE are always smaller than MAP estimates from BCS-MPE when the n th basis vector is in included in both signal models. This observation implies that the posterior mean | , obtained by the BCS-IPE method will tend to be more sparse than | , , from BCS-MPE when is finite.
For finite , the posterior variances from | , will be larger than those from | , , because is smaller than . Also, the posterior uncertainty for the prediction-error precision parameter is built into the posterior PDF | , for BCS-IPE where it has been incorporated by integrating over all
EXPERIMENTS WITH REAL SHM SIGNALS
In this section we present results from applying our proposed BCS methods to real SHM signals and we compare our results with those from some of the state-of-the-art algorithms for CS signal reconstruction.
3.1.SHM accelerometer data from the Tianjin Yonghe Bridge
The first application is to accelerometer data from the SHM system on Tianjin Yonghe Bridge (Li et al., 2013) ( Figure 1 ), which is one of the earliest cable-stayed bridges constructed in the mainland of China. An acceleration time history of length 512 seconds and sample frequency 100 Hz was selected which came from a accelerometer installed on the deck of the main span (see Figure 2 ). The discrete-time signal consists of 51200 samples with a sample frequency of 100 Hz. Using the Haar wavelet transform, the wavelet coefficients of the acceleration signal are computed and shown in Figure 3 (a), which reveals that the strict sparseness level of the wavelet coefficient vector is low: only 0.5% of the components have magnitude exactly zero. However, the effective sparseness level is quite high: the 16% and 7% largest magnitude components contain 80% and 60%, respectively, of the energy of the signal (in terms of the sum of square values).
We investigate the performance of the proposed BCS reconstruction algorithms by dividing the signal in Figure 2 into 100 segments of length 512 and compressing the signal in each segment by projection using the same sample of a zero-mean Gaussian random projection matrix ∈ to get the compressed data , as in (2). For the matrix in (3), is the discrete orthonormal Haar wavelet basis matrix constructed using the MATLAB routine at http://gtwavelet.bme.gatech.edu/. For a real CS accelerometer, we would obtain data already in a compressed form, where the projection arithmetic is integrated with the analog-to-digital converter in the sensor itself, so the actual signal, denoted and its wavelet coefficients , would be unknown. We label the reconstruction problem for the compressed measurement as Case 1. This is an example of a non-sparse case that is of interest when compressing and decompressing SHM signals. We also consider another two cases, labelled Case 2 and Case 3, in order to investigate the performance of the proposed BCS reconstruction algorithms for more highly sparse signals. We use hard threshold de-noising to set to zero the smallest coefficients with magnitudes containing 20% and 40% of the energy from the wavelet coefficients shown in Figure 3 (a), giving 84% and 93%, respectively, of the wavelet coefficients exactly zero,
for Case 2 and Case 3, respectively. The de-noised wavelet coefficients vector for Case 2 and Case 3 are shown in Figures 3(b) and 3(c), respectively. We then use the inverse wavelet transform and divide the obtained time series into 100 segments of length 512. For each segment, the true signal (Cases 2 and 3) is compressed using the same projection matrix that was used in Case 1 to get the compressed measurement vector .
For data decompression, we run the Bayesian CS algorithms to produce a probabilistic description of the 
where we have used the orthonormality of the wavelet basis, so . It is known from wavelet threshold denoising (Donoho and Johnstone, 1994 ) that the wavelet transform, especially the orthogonal wavelet transform, has strong denoising coherency, i.e., it tends to concentrate the energy of useful information on the larger wavelet coefficients and distribute the energy of the "noise" over the whole vector of wavelet coefficients.
Therefore, we expect the wavelet coefficients with larger amplitudes to constitute the desirable part of the original signal and be sparsely distributed. The CS reconstruction of the effective wavelet vector may therefore be of more interest; it contains only the T wavelet coefficients with magnitudes significantly larger than the "noise" background. We introduce the index vector to indicate the locations of the T non-zero components in . We also calculate the effective reconstruction-error measures for reconstructed and corresponding time domain signal as:
where the nonzero components of consist of the corresponding components in for fixed (it is known in the test). For a proper comparison later, the effective reconstruction-error measures for Cases 2 and 3 are also computed using the same strategy.
In Figure 4 , an example of reconstructed wavelet coefficients using Algorithm BCS-IPE on the first time In Figures 5-7 , the proposed Bayesian algorithms (BCS-MPE and BCS-IPE) are compared with respect to two published Bayesian CS algorithms, BCS (Ji et al., 2008) and BCS-Laplace (Babacan et al., 2010) , using the matlab codes for them that were downloaded from http://people.ee.duke.edu/~lcarin/BCS.html and http://ivpl.eecs.northwestern.edu/research/topics/compressive-sensing, respectively, and three state-of-the-art deterministic CS reconstruction algorithms: BP (Candes et al., 2006) using the l1 -magic package at http://www-stat.stanford.edu/~candes/l1magic/, GPSR (Figueiredo et al., 2007) with the matlab code downloaded from http://www.lx.it.pt/~mtf/GPSR/, and AIHT (Blumensath, 2012) with the code from http://users.fmrib.ox.ac.uk/~tblumens/sparsify/sparsify.html. For all these algorithms, the required parameters are set according to their algorithm default setups. On the other hand, for Case 2 ( Figure 6 ) and Case 3 (Figure 7 ), all reconstructions are nearly perfect (RE<0.01)
for BCS-IPE when the compression ratios are smaller than 2.3 and 3.0, respectively. In addition, the proposed BCS-IPE method has the advantage that all parameters are solely learned from the data adaptively and automatically, thereby avoiding user intervention to set parameters related to signal sparseness, noise levels, etc, which is needed in the deterministic algorithms. It is concluded that the proposed BCS-IPE algorithm provides the best overall performance among all the presented methods for approximately sparse signals.
It is interesting to note that the improvements in the reconstruction accuracy of BCS-IPE compared with BCS-MPE, are minor for signals in Case 3 (Figure 7 ). This is expected because that the integration over the prediction error precision to account for its posterior uncertainty does not gain much for a very sparse signal, which has a signal model class , that has a distinct global peak of the evidence function | , , so the Laplace approximation using only the MAP value of is accurate.
Compared with the deterministic CS reconstruction algorithms (BP, GPSR and AIHT), the Bayesian CS methods have the advantage that they quantify the posterior uncertainty or confidence for signal reconstructions.
By implementation of the four BCS algorithms for Cases 1-3 over the first 50 time segments, the reconstruction-error measures and the averages of the posterior standard deviations over all nonzero reconstructed wavelet coefficients are shown in Figure 8 . In the test, we set the number of measurement Together, these observations demonstrate that the proposed BCS-IPE provides the best overall performance among all methods considering reconstruction robustness and posterior uncertainty quantification. Therefore, implementation of the CS technique in the sensors, along with the reconstruction algorithm BCS-IPE in the central processing unit (CPU), is suggested for wireless structural health monitoring. However, a practical issue that needs to be addressed is that data loss may occur during wireless transmission from a sensor to the CPU (Meyer et al., 2010) . In Figure 9 , the signal reconstruction performance is investigated when there are data points lost in and the received data vector contains only data points. Signal recovery is essentially the same as the data decompression in CS: the corresponding rows of the projection matrix ∈ are discarded to get a new matrix ∈ with a smaller number of rows, that is, the received compressed measurement vector ∈ is effectively produced by linear projections of the original signal using matrix , .
In a wireless sensor network, the data packets, each of which contains a certain number of data points, are transmitted one by one, and all the data points in a lost packet will be missing. In our data-recovery experiments, we assume four sampling points are included in each data packet and therefore 128 data packets are required for an uncompressed measurement ( 512). For the purpose of examining the signal reconstruction performance of BCS-IPE for different data loss rates, we vary the number of lost data packets from 1 to 26 (data loss rate of ⁄ from 0.78% to 20.31%). The lost data packets are selected randomly among the 128
candidates, and we execute the same experiment 100 times and report the overall reconstruction performance.
As in Figures 5-7 , Figure 9 shows different thresholds (0.02, 0.05, 0.10, and 0.20) of acceptable reconstruction errors to denote the rates of acceptable performance for the 100 runs for each possible data loss rate. It is observed that almost all reconstructions are acceptable if the threshold of acceptable strict reconstruction error measures is set to be 0.1 (Figure 9 (c)), as long as the data loss rates are smaller than 9%. For relatively larger magnitude wavelet coefficients, it is seen that all reconstructions have effective reconstruction errors smaller than 0.05 and 0.10 when investigating the 1 16 ⁄ and 1 4 ⁄ largest magnitude wavelet coefficients, respectively, even for 20% data loss rate (Figure 9 (a) and (b)). BCS-IPE is therefore a promising algorithm for automated recovery of any data lost during wireless transmission, which can be used to guard against data loss even if the signal is not sparse in any basis. 
SHM accelerometer data from the Beijing National Aquatics Center
In this section, we investigate CS reconstruction for acceleration data from the Beijing National Aquatics Center (Figure 10) , popularly called the Water Cube. It is a well-known steel space-frame structure built for the 2008
Olympics swimming facility. It holds a record for the largest ETFE (Ethylene tetrafluoroethylene) clad structure in the world. A sophisticated long-term structural health monitoring system (Ou and Li, 2010) was installed on this structure in 2008. An ambient vibration response signal of length 512 seconds ( Figure 11 ) and sample frequency 100 Hz from one of the accelerometers is studied here.
Using the Haar wavelet transform, the wavelet coefficients of the acceleration signal are computed and shown in Figure 12 (a), which reveals that the strict sparseness level of the wavelet coefficients vector is much lower than that for Tianjin Yonghe Bridge (see Figure 3) and none of the wavelet coefficients are exactly zero;
this is because the acceleration data collected from the Water Cube has a more wideband frequency content. The different sparseness levels from the two structures are a consequence of the different dynamic characteristic. The effective sparseness level is not high since the 45% and 27% largest magnitude components contain 80% and 60%, respectively, of the energy of the signal (in terms of the sum of square values). We label the reconstruction problem corresponding to original signal as Case 1.
Using the same hard threshold de-noising strategy as in Section 3.1, the smallest 55% and 73% of the coefficients containing 20% and 40% of the energy, respectively, are set to zero, leaving 45% and 27% of the de-noised coefficients as the only non-zero ones. The resulting wavelet coefficients are shown in Figure 10 (b) and (c). We label the reconstruction problems corresponding to the 20% and 40% de-noised signals as Case 2 and Case 3, respectively. The same setup and projection matrix used in Section 3.1 is also employed here. 
We first focus on signal reconstruction of the first time segment using the proposed algorithm BCS-IPE. In In Figure 18 , the performance of data loss recovery is studied for the original signal (Case 1) from the Beijing National Aquatics Center. Even though there is less sparseness in the signal compared with Tianjin
Yonghe Bridge, almost all reconstructions for the 1 16 ⁄ and 1 4 ⁄ largest magnitude wavelet coefficients are acceptable when we set the thresholds of acceptable reconstruction errors as 0.05 and 0.10, respectively, and the data loss rate is less than 8%. These reconstruction errors are thought to be tolerable for structural modal identification and damage assessment using the reconstructed signals. We present the BCS-IPE algorithm for robust treatment of the prediction error precision where we marginalize out this parameter to effectively account for its posterior uncertainty. The effective dimensionality (number of nonzero basis coefficients) of the signal model is determined automatically as part of the full Bayesian inference procedure, and all uncertain model parameters are estimated solely from the compressed data. The BCS-IPE algorithm produces more accurate reconstructions for approximately sparse SHM signals than the BCS-MPE algorithm based on MAP estimation of the prediction error precision . In addition, the posterior uncertainty quantification for the signal reconstructions is more reliable for BCS-IPE, so it is more useful tool for signal reconstructions. Although the allowable compression ratios for reliable signal reconstructions are not so high for the investigated real SHM signals because of their low sparseness, they are sufficient to allow acceptable signal recovery of around 7-9% loss of data during wireless transmission.
In the set of presented experiments, the reconstruction performance of the larger coefficients in the wavelet basis domain is also investigated. It is found the reconstruction accuracy and uncertainty quantification for wavelet coefficients with large amplitudes are much better than those with small amplitudes using the proposed BCS-IPE algorithm. Furthermore, it allows acceptable signal recovery for 10-15% loss of data. Such reconstructed signals may therefore allow reliable modal identification and damage assessment of a structure. In addition, reconstruction of more sparse de-noised signals is also studied and the proposed BCS-IPE algorithm is found to work even better for these more sparse signals.
where we define , denotes the index within the current basis (a smaller fraction of the full set of basis) that corresponds to the single term to be updated, and is the jth column of .
For each term 1, … , :
(3) If 0 and ∞, delete from the model and update the corresponding , and:
Following updates (60) and (61), the appropriate row and column are removed from and . 
Following updates (79) and (80), the appropriate row and column are removed from and .
