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Este estudio esta realizado para dar una visión global del mundo de las redes de sensores inalámbricas a
partir de aquí WSN, y sus aplicaciones. Tras una breve introducción se describe el proceso de selección
de una plataforma comercial desarrollable de WSN. En ella se evaluará como tema fundamental la
capacidad de desarrollo del software, necesario para crear aplicaciones. Esto se debe a que todo el
proyecto está enfocado a ser un primer paso dentro de un proyecto general, del departamento de
telecomunicaciones de la facultad de ingeniería de la Universidad Católica de Chile, en el cual se
buscara desarrollar nodos de múltiples antenas y aplicaciones para los mismos con mejores
prestaciones que los de una sola antena.
1.1 Objetivos 
1.1.1 Objetivos generales
• Conocimiento más exhaustivo de las redes de sensores tradicionales  y su adaptación en función
de la plataforma sobre la que funcionan.
• Desarrollo e investigación de aplicaciones para redes de sensores.
1.1.2 Objetivos específicos
• Búsqueda de una plataforma comercial para la investigación sobre redes de sensores, sobre la
cual exista la posibilidad de desarrollar un software específico.
• Conocimiento detallado sobre TinyOS y su implementación en nodos.
• Adaptación de la arquitectura de TinyOs a una plataforma (nodo) propia y desarrollo de
aplicaciones propias.
• Descripción y análisis del proyecto de monitoreo de Sensorscope desarrollado en TinyOS  y su
posible adaptación al marco del proyecto global sobre redes de sensores.
6
1 Introducción
1.2 Red inalámbrica de sensores
Una red inalámbrica de sensores (WSN) es un conjunto de nodos, que abarcan una determinada
superficie y miden fenómenos de manera colectiva. Estos se comunican entre ellos mediante tecnología
inalámbrica, según parámetros preestablecidos. Cada nodo realiza observaciones locales que son
transportadas hasta una estación base (sink), esta los envía por otro sistema de telecomunicaciones
hasta una serie de dispositivos para analizar, de múltiples maneras, estos datos. Los datos suelen llegar
al sink a través de otros nodos, mediante saltos sucesivos, lo que se denomina tecnología multi-hop. La
labor de cada nodo es coordinada siguiendo criterios globales, ya que lo relevante no son los datos
individuales de una lectura sino la visión que se logra con la suma de ellas [1].
El uso de comunicaciones inalámbricas brinda gran flexibilidad a la interconexión entre nodos. Esto
hace de WSN un recurso muy atractivo para una amplia gama de aplicaciones. Algunas de ellas son [2]:
• Monitoreo Ambiental, dentro de los que destacan la meteorología, climatología, hidrología y
estudios de medio ambiente marino.
• Previsión de siniestros y catástrofes naturales, tales como incendios forestales e inundaciones.
• Monitoreo, censo y control en agricultura y ganadería.
• Control de niveles de polución.
• Vulcanología, mediante el monitoreo de actividad volcánica de diversa índole.
• Automatización y monitoreo industrial, especialmente en ambientes corrosivos que dificultan el
uso de cables.
• Monitoreo y control de estado de estructuras civiles, tales como puentes o edificios.
• Sismología, tanto para el estudio como detección de movimientos telúricos.
• Comunicaciones de maquina a maquina.
• Monitoreo y automatización para transporte público.
WSN permite obtener información sobre fenómenos distribuidos de mejor calidad que otros métodos
de medición. WSN permite obtener lecturas a lo largo de toda el área de interés a través del tiempo, lo
cual brinda una visión detallada de cómo se distribuye el fenómeno. La flexibilidad de WSN permite
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realizar seguimientos de procesos ubicados en ambientes hostiles o de difícil acceso hasta ahora
inaccesibles para la ciencia, entre los cuales destacan glaciares, desiertos y fondos de mar [3]. Además
la tecnología inalámbrica permite realizar despliegues poco invasivos que alteren lo mínimo el
escenario de la investigación.
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1.3 Estudio de la búsqueda de una plataforma comercial  para redes de
sensores inalámbricas 
Se presenta a continuación el estudio previo realizado, para determinar sobre que nodos comerciales se
trabajará, con el objetivo de implementar protocolos de comunicación válidos sobre redes inalámbricas,
formadas por dichos nodos. Este estudio se realizó dentro del marco de un mayor proyecto sobre nodos
de múltiples antenas y las ventajas que estos aportarían en términos de mayor tasa de transmisión,
reducción de consumo energético, por lo cual mayor autonomía o mayor alcance de transmisión.
El estudio consta de un búsqueda de información sobre toda clase de empresas que dispongan de
soluciones comerciales basadas en el estándar de la IEEE 802.15.4 [4] sobre nodos de redes
inalámbricas de área personal. De estas empresas se seleccionaron los modelos pertinentes y se llevo a
cabo una comparativa de cualidades, entre las más importantes están, la corriente consumida media en
transmisión y recepción, velocidad de transmisión, posibilidades de desarrollo de software. Esta
comparativa llevo a la selección de un modelo en concreto de nodo.
A partir de este punto empieza el estudio para llegar a un posible desarrollo y simulación de protocolos
de comunicación con dicha solución comercial.
9
1 Introducción
1.3.1 Análisis del entorno y preselección
La primera parte del estudio se baso en la recopilación y clasificación de información correspondiente a
nodos comerciales que funcionen con el estándar de la IEEE 802.15.4. Este define el nivel físico y el de
control de acceso al medio de redes inalámbricas de área personal con tasas bajas de transmisión de
datos (low-rate wireless personal area network, LR-WPAN). Se pudo encontrar gran variedad de
opciones de marcas tan diversas como Crossbow, Jennic, Tinynode, Xbee, etcétera. De cada una de
ellas incluso varios modelos con diversas características ampliamente detalladas (Anexo I).
Tras esta primera criba se selecciono en consenso con el coordinador del proyecto una lista con 5 nodos
(Ver anexo II). Una prioridad básica para estar entre los nodos seleccionados fue la programabilidad
que estos presentasen, ya que de ello dependería las posibilidades de desarrollo de protocolos
específicos sobre dicha plataforma, ya que el objetivo principal es ese y no el consumo energético,
punto se que analizara en posteriores estudios dentro del proyecto global.
En esta última selección quedaron dos nodos, el modelo 184 de Tinynode [Anexo III] y el JN5148 de
Jennic [Anexo IV]. El primero funciona con TinyOS un sistema operativo  de software libre, basado en
componentes para redes de sensores inalámbricas, el desarrollo de este SO esta capitaneado por la
Universidad de California Berkeley [5]. Las aplicaciones para TinyOS se escriben en nesC, un dialecto
del lenguaje de programación C optimizado para las limitaciones de memoria de las redes de sensores.  
Figura 1.1: Tinynode 184, primera de las plataformas seleccionadas.
El segundo funciona a través de Eclipse, un entorno de desarrollo integrado de código abierto
multiplataforma para desarrollar toda clase de aplicaciones. Los códigos de las aplicaciones pueden ser
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programados en Java o C++, en función de la voluntad del desarrollador. La programación de estas
aplicaciones no puede ser total, ya que vienen grandes partes configuradas de serie, esto hace que las
posibilidades totales del sistema se vean mermadas.
Figura 1.2: JN5148 de Jennic.
Tras llegar a este punto se ha decidido analizar las posibilidades que ofrecen ambas opciones de
programación, para seleccionar cual de las plataformas oportunas será mejor para hacer ensayos o
simplemente sobre que opción será más sencillo alcanzar las metas de programación de aplicaciones. 
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1.3.2 Instalación y evaluación
El primer paso es la instalación y posterior documentación de ambos sistemas para empezar a descubrir
su funcionamiento. Lo siguiente son los pasos que se llevaron a término en cada caso, explicados para
realizarlos de nuevo por cualquier usuario.
Eclipse
Se descargará el fichero de la página web [6], e instalará el programa, Eclipse IDE for Java Developers.
La versión seleccionada dependerá del computador en que se instale, se aplico en este caso la versión
desarrollada para mac de 32 bits, pero existen versiones para otras plataformas como Linux o
Windows. Se pueden encontrar el la web una serie de tutoriales que dan una primera idea de como
desarrollar un proyecto en eclipse, por ejemplo el Developing open source Java applications with
java.net and Eclipse [7].  Más específicamente en la web de Jennic se puede encontrar software [8] y
tutoriales [9], relacionados con el desarrollo de aplicaciones en Eclipse, para nodos propios de la
marca.
La instalación del software necesario es sencilla y empezar a desarrollar aplicaciones no muy complejo,
ya que estas se pueden desarrollar en lenguajes de programación tan conocidos como Java o C++, esto
representa una ventaja para la gran mayoría de programadores por la gran cantidad de documentación
que existe y la alta posibilidad de un conocimiento previo de los mismos. La desventaja es que este
modelo en concreto de Jennic esta creado bajo el estándar de Zigbee [10]. Esto hace que haya partes
que no puedan ser reprogramadas ya que siguen los estándares creados específicamente para estos
nodos, el código de los cuales no se puede modificar.
TinyOS
Existe una variedad interesante de maneras para proceder a la instalación de TinyOS [11], en función
del sistema operativo que utilice el computador desde el cual se trabajará. Brevemente se describe una
serie de opciones realizadas para la instalación y el posterior conocimiento y análisis de las




Running a XubunTOS Virtual Machine Image in VMware Player. Se realiza la instalación del
Xubuntos, un xubuntu 7.04 con el TinyOS incorporado en su sistema de ficheros. Esta opción es a
priori la más sencilla, en este caso en concreto se utilizo VirtualBox, un programa que permite
virtualizar un sistema operativo, en cualquier computador. Tras la instalación de VirtualBox [12] para
mac os x, se procede a la instalación en un disco duro virtual de Xubuntos. Tras esto podemos arrancar
este sistema operativo basado en linux desde cualquier ordenador y empezar con la investigación sobre
el  funcionamiento del TinyOS.
Segunda instalación:
Manual installation on your host OS with RPMs [13]. Instalación manual desde el propio sistema
operativo con RPMs. Esta instalación se lleva a cabo desde un Ubuntu 8.04, en este caso puede ser
desde una partición, donde el sistema operativo sea la propia distribución de linux, o desde un SO
virtualizado, sobre otro sistema operativo, gracias a VirtualBox o a cualquier otro virtualizador de
sistemas operativos. 
El primer paso es instalar java 1.6 JDK [14]. Tras esto, se procederá a la instalación, desde el terminal
de comandos, de los paquetes que forman los compiladores, las herramientas de programación, etc.
Previamente se descargarán los archivos a instalar, desde la página anteriormente citada [13]. En esta
web se recomienda, al haber gran cantidad de versiones de distribución de linux, pasar los paquetes
.rpm a .deb con alien [15], para que así estén adaptados a la versión correspondiente. Una cuestión a
tener en cuenta, es que primero se debe desinstalar todo lo que se tenga de avr y se debe bloquear todos
los paquetes para que no se actualicen cuando se realice un “upgrade”. Una vez transformados en .deb
los podemos instalar utilizando el comando dpkg -i <paquete_a_instalar>. Empezando por los
compiladores, las herramientas de programación y después el “source tree”.
Tras tener instalado todos los archivos que se acaban de describir, ya se puede ejecutar y trabajar con
TinyOS. A pesar de eso también se podrá instalar un último archivo “Graphviz visualization tool”,
herramienta usada para representar diagramas creados por nesdoc, un generador de documentos que




Two-step install on your host OS with Debian packages [16]. Se necesita una distribución de linux
basada en Debian, una opción es utilizar cualquier distribución de Ubuntu, se recomienda la 8.04
también llamada Hardy Heron. Una vez dentro del sistema operativo se debe eliminar toda la
información de posibles actualizaciones, de versiones anteriores de TinyOS, si hubieran sido instaladas
previamente. Eliminado de la lista de actualizaciones ubicada en /etc/apt/sources.list las actualizaciones
pertinentes. Tras este paso se debe añadir a esta lista la siguiente linea:
  deb http://tinyos.stanford.edu/tinyos/dists/ubuntu <distribution> main
En el lugar de <distribucion> escribiremos la versión de linux con la que se esté trabajando, en este
ejemplo, hardy. Tras esto se cerrará el archivo. Ahora se procederá a la actualización del “repository
cache”, para ello se deberá ejecutar el comando  sudo apt-get update en la consola de comandos.
Tras esto se ejecutará  sudo apt-get install tinyos, comando usado para instalar la última
publicación de TinyOS y todas sus herramientas necesarias para su funcionamiento. Actualmente se
ofrecerán dos posibles versiones, se deberá la ejecutar la siguiente, con el comando sudo apt-get
install tinyos-2.1.0. Con este proceso acabaremos de instalar todo lo necesario para el correcto
funcionamiento a priori del TinyOS. 
Para que se ejecute la rutina inicial y poner en funcionamiento el entorno del sistema operativo, se
puede incluir en el ~/.bashrc o ~/.profile de su directorio principal (home) la siguiente línea
source /opt/tinyos-2.1.0/tinyos.sh. Otra opción es ejecutar el archivo tinyos.sh con el comando
source una vez abierto el terminal de comandos. En este archivo se definen cuatro directorios básicos
para el funcionamiento de cualquier aplicación sobre TinyOS, el directorio raíz (Tosrooot), directorio
de ficheros de TinyOS (Tosdir), el classpath y el makerules.
Tras la instalación del anteriormente mencionado software, empieza un estudio de las posibilidades del
lenguaje, este empieza con una documentación basada en los manuales de programación que podemos
encontrar el la página web de TinyOS [17].
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1.3.3 Expectativas y conclusiones
Los primeros pasos llevan a la decisión de seguir sobre la vía del TinyOS ya que este software es
completamente libre y todo lleva a indicar que ofrece gran posibilidad de programación a todos los
niveles posibles, para así poder modificar sin limitaciones estructurales tanto los protocolos usados para
enrutar las redes inalámbricas creadas. 
Otra ventaja es la posibilidad  que en el futuro, cuando se realicen ensayos reales con nodos, estos sean
compatibles con otros modelos, ya que utilicen los mismos medios de acceso al medio. Así poder crear
redes mayores y poder estudiar su comportamiento en función de la cantidad de trafico, número de
nodos, saltos, etcétera.
Estas conclusiones llevan a la siguiente fase del proyecto, en la cual se analizarán las posibilidades de
adaptación de TinyOS sobre nodos desarrollados para funcionar con tecnología de múltiples antenas.
Previamente se analizará y describirá el estado y funcionamiento de TinyOS.
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TinyOS es uno de los sistemas operativos que existen para trabajar con redes de sensores inalámbricas,
su desarrollo empezó en la Universidad de Berkeley. Cuenta con un amplio uso por parte de
comunidades de desarrollo, dado que es un proyecto en código abierto. Soporta diferentes plataformas
de nodos de sensores,  arquitecturas bases, para el desarrollo de aplicaciones.
TinyOS [2] y sus aplicaciones se escriben en el lenguaje de programación nesC, que es un un meta-
lenguaje que deriva de C, con mejoras para reducir su tamaño y uso de memoria, optimizar el uso del
procesador y prevenir bugs de bajo nivel como los producidos por el uso de memoria compartida.
Además existen variadas herramientas que ayudan el estudio y desarrollo de aplicaciones para las redes
de sensores, que van desde aplicaciones para la obtención y manejo de datos,  hasta sistemas de
simulación. 
TinyOS provee de una serie de abstracciones y servicios, como almacenamiento, timers, sistemas de
comunicación y sensores, que permiten olvidarse del manejo por hardware de los distintos
componentes del nodo.
Este sistema operativo tiene una arquitectura basada en componentes y su programación como toda la
que opere con nesC está basada en eventos. Las clases de archivos que lo componen pueden ser de tres
clases, módulos, configuraciones y interfaces. Las dos primeras son las que forman los componentes de
nesC. Los módulos implementan las especificaciones de un componente y las configuraciones se
encargan de unir (wire) diferentes componentes, en función de sus interfaces [18].
Los componentes están ordenados de manera jerárquica, siendo los de menor nivel los más próximos
al hardware, y los de mayor nivel los más abstractos, que componen la aplicación general.
La comunicación entre los componentes se realiza mediante comandos y eventos, los primeros llaman a
acciones que realizan otros módulos de capas inferiores y los segundos son la respuesta de las capas
inferiores al haber sucedido alguna acción.
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Figura 2.1: Modelo de componente de TinyOS.
Una de las propiedades de un sistema con programación basada en eventos es que tanto los comandos
como los eventos deben terminar su ejecución rápidamente, de manera que ocupen el procesador
durante el mínimo tiempo posible, ya que no pueden ser interrumpidos, y dejando el resto de la
aplicación en espera. Es por esto que existen las tareas (tasks) que se encargan de ejecutar las acciones
más largas. Estas tareas se han de ejecutar de corrido pero pueden ser interrumpidas por eventos, ya que
estos son de mayor prioridad [18]. 
TinyOS incluye un calendarizador (scheduler) cuya función es definir que tareas se van a ejecutar,
mediante un simple proceso FIFO (First In, First Out) o gracias a algún algoritmo que se programe. En
el caso de que no hubieran tareas a ejecutar, TinyOS apaga el procesador y define el estado en que se
encuentra el nodo de modo de hibernación. Los códigos a ejecutar en las tareas también se encuentran
dentro de los componentes, pero su llamado a ejecución es distinto, y es este código el que se ingresa
en el calendarizador. Este código se ingresa en el calendizador con el comando task y se ejecuta con el
comando post [19].
Existen múltiples maneras de expresar que clase de componente es cada archivo en función de que
sufijo se le añada al nombre antes de la extensión punto nc. La comúnmente utilizada en la última
versión de TinyOS, estable, es adjuntar el sufijo AppC al nombre del archivo, para denotar que es una
configuración y C para marcar que es un módulo. En el caso de los interfaces no llevan ningún sufijo
tras el nombre de los mismos. Se puede ver en el ejemplo de la aplicación Blink, en la cual la
configuración recibe el nombre de  BlinkAppC.nc y el módulo  BlinkC.nc.
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3.1 Estructura de una aplicación en TinyOS
En este apartado se introduce a una primera visión de los componentes básicos de una aplicación en
TinyOS. El funcionamiento de estos componentes permitirá entender el proceso básico de compilación
de una aplicación genérica. El objetivo es obtener una primera visión de como funciona cualquier
aplicación para luego poderla adaptar a nodos diferentes (con 1 o más partes diferentes) a los
configurados para las aplicaciones actuales [20]. Estos serán los creados por el departamento en
función de las necesidades de comunicación requeridas.
3.1.1 Estructura general de una aplicación
Una aplicación de TinyOS esta compuesta por una serie de archivos la mayoría son ficheros nesc.  Los
ficheros mínimos que ha de tener una aplicación son tres, todos ubicados dentro de la misma carpeta,
Makefile, configuración y módulo [18]. El las aplicaciones que encontramos en la distribución de
TinyOS actual, el nombre de la carpeta es el mismo que el de la aplicación, para facilitar su ubicación.
El Makefile, encargado como se verá en el siguiente punto, de recopilar la información necesaria para
compilar la aplicación, para que luego pueda ser instalada y ejecutada en un nodo [21]. Aparte, está la
aplicación propiamente dicha con sus componentes, el principal, su configuración, que lleva por
nombre, el de la aplicación con algún sufijo. Con la configuración existe además los módulos, que son
utilizados para generar los algoritmos o funciones. Tras estos están en diferentes escalones jerárquicos
el resto de módulos y configuraciones que son utilizados por la aplicación en niveles inferiores.
Aparte de estos mínimos pueden haber cabeceras, que actúan como librerías para definir variables
comúnmente usadas por los diferentes módulos de la aplicación, para hacer más sencillo su
funcionamiento. Esto se debe a que no será necesario buscar dentro de los módulos para modificar cada
variable, sino que se podrá acceder a todas ellas dentro de un mismo archivo, para modificarlas, u
observar su valor.
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3.1.2 Estructura específica de una aplicación
Para compilar una aplicación, primero se debe ubicar el prompt en el directorio de la aplicación y tras
esto ejecutar la siguiente instrucción.
 $ make  <target> <extras>
El make que utiliza el fichero makefile es una herramienta de generación de código, muy usada en los
sistemas operativos tipo Unix/Linux [22]. Por defecto lee las instrucciones para generar la aplicación.
En esta instrucción debemos poner al menos el nombre de la tarjeta para la cual estamos compilando la
aplicación, estas pueden ser epic, eyesIFX, eyesIFXv1, eyesIFXv2, intelmote2, iris, mica2, mica2dot,
micaz, mulle, shimmer, shimmer2, telos, telosa, telosb, tinynode y tmote [20]. También se puede poner
all para compilar el código para todas las plataformas. 
Estas son las plataformas actuales con las que puede funcionar una aplicación de TinyOS, si se crea una
nueva, aparecerá entre las opciones anteriormente mencionadas. Uno de los ficheros que deben crearse,
como se explicará en siguientes puntos, para tener la opción de compilar una aplicación, en una nueva
plataforma será el <nombre_targeta>.target y ubicarlo en la carpeta  tosroot/support/make.
Los extras básicos que aparecen programados dentro del directorio de tinyos son appdoc, blip, cthreads,
docs, dynthreads, ident_flags, nowiring, safe, savepp, sim, sim-fast, sim-sf, stack-check, tframe,
threads, tos_buildinfo, tos_image, tosboot, tunit, verbose y wiring. Estos se pueden encontrar en la
misma carpeta que incluye las tarjetas,  tosroot/support/make. Cada extra incorpora uno o más
características a PFLAGS, las cuales sirven para escoger opciones dentro de la programación de la
aplicación.
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Un fichero Makefile en TinyOS tiene la siguiente estructura:
Figura 3.1: Estructura Makefile, necesaria para la asignación de ficheros para poder compilar la
aplicación.
Dentro del fichero aparece la variable component que es igual al nombre de la configuración de la
aplicación. Tras esta esta los Pflags, variable opcional, estos introducen directorios en los cuales se
encuentran archivos necesarios para la aplicación. Como última parte de cada Makefile encontramos el
comando include $(MAKERULES).
El archivo makerules se encuentra en la ruta  tosroot/support/make y configura los directorios desde
donde se extraerá información así como la búsqueda de las tarjetas y extras que se incluyan en la
compilación de la aplicación. Dentro de este fichero también están las instrucciones que incluyen el
directorio propio de la plataforma específica, que es uno de los que se pueden encontrar en
tosroot/tos/platforms. Además incluye los ficheros Makelocal y Makedefaults, si existen en el
directorio TINYOS_MAKE_PATH, definido previamente como TOSDIR/support/make, sino los crea.
El Makedefaults tiene establecidos ciertos parámetros, como más destacado se encuentra el
DEFAULT_LOCAL_GROUP, que selecciona el grupo al cual pertenecerá el nodo. Este grupo será una
información que viaja en todos los paquetes que circularán por la red y que harán que el nodo filtre,
para quedarse solo con los que coincidan con el suyo. 
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# Mark TOSMAKE_PATH with a + so that they're not searched for by TOSMake_find.
Figura 3.2: Extracto de código de Makerules que selecciona la plataforma sobre la que se compilará la
aplicación.
Se observa como en la sección de código seleccionada, se configura el directorio desde donde se
extraerán los archivos necesarios correspondientes a la plataforma seleccionada, para compilar la
aplicación. Este directorio será el TOSDIR/platforms/”nombre de la plataforma”, el TOSDIR viene
definido previamente en el fichero tinyos.sh y es tosroot/tos/.
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3.2 Elementos diferenciadores en función del hardware de la plataforma
El objetivo de mostrar los elementos que diferencian la programación o partes de ella, en función del
hardware del que disponga la plataforma, es para crear la posibilidad de programar aplicaciones o
adaptar las existentes para futuros nodos desarrollados por el departamento. Estos nodos podrán ser
convencionales o desarrollados con tecnología de múltiples antenas.
El primer elemento diferenciador será la plataforma para la que se compilará la aplicación. Al ser
elegida esta como elemento diferenciador, se tendrán en cuenta sus diferentes partes básicas de la
misma. Las dos partes más destacadas son el microcontrolador y el transceptor o radiotransmisor [2].
Aparte de estas dos existen otras como los sensores o memorias que componen las partes restantes del
nodo. Se aprecia a continuación un esquema básico con las diferentes partes configurables de un nodo,
como ejemplos están las posibilidades que se encuentran en la distribución actual de TinyOS [20].
Figura 3.3: Estructura de una plataforma, ejemplos funcionales en TinyOS.
En función de que componentes se elijan (cada plataforma tiene una configuración) para crear una
plataforma nueva, se tendrán que adaptar o crear una serie de archivos específicos. Como se ha
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comentado en el punto anterior, la única entrada que selecciona la diferencia entre plataformas es
<target>. Se muestra un ejemplo de un  archivo target, el tinynode.target.
‪#-*-Makefile-*-
#$Id: tinynode.target,v 1.5 2008/03/11 09:34:13 klueska Exp $
PLATFORM = tinynode
ifndef TOSDIR














Figura 3.4: Código de Tinynode.target.
Los archivos .target deberán especificar la variable platform, que será igual al nombre de la carpeta
ubicada en tosroot/tos/platforms que especifique las características de dicha plataforma. Además de
esta variable puede tener más, estas se diferencian por tener el nombre en mayúscula, seguido de un
signo  de igual (VARIABLE =).
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Aparte, este fichero contiene más características del nodo, tales como la inclusión de comandos en las
Pflags, que aportan más variables para una configuración determinada del nodo.
La carpeta ubicada en el directorio platforms contiene una serie de archivos que se encargan de definir
varios aspectos de cada nodo. Desde la configuración de sus pines físicos definidos en cada fichero
hardware.h, hasta la inicialización de su microprocesador. 
Se aprecia a continuación dos secciones diferentes del código del fichero hardware.h, cabecera que se
incluye posteriormente en el fichero platformP.nc y platformC.nc, encargados de ejecutar los comandos
necesarios para configurar los pines de la plataforma Tinynode, una de las varias sobre las que funciona
TinyOS.
  ‪#ifndef _H_hardware_h ‬
‪#define _H_hardware_h ‬
‪#include "msp430hardware.h" ‬
‪// enum so components can override power saving, ‬
‪// as per TEP 112. ‬
‪enum { ‬
‪ TOS_SLEEP_NONE = MSP430_POWER_ACTIVE, ‬
‪}; ‬
‪// XE1205 radio ‬
‪TOSH_ASSIGN_PIN(NSS_DATA, 1, 0); ‬
‪TOSH_ASSIGN_PIN(DATA, 5, 7); ‬
‪TOSH_ASSIGN_PIN(NSS_CONFIG, 1, 4); ‬
‪TOSH_ASSIGN_PIN(IRQ0, 2, 0); ‬
‪TOSH_ASSIGN_PIN(IRQ1, 2, 1); ‬
‪TOSH_ASSIGN_PIN(SW_RX, 2, 6); ‬
‪TOSH_ASSIGN_PIN(SW_TX, 2, 7); ‬
‪TOSH_ASSIGN_PIN(POR, 3, 0); ‬
‪TOSH_ASSIGN_PIN(SCK, 3, 3); ‬
‪TOSH_ASSIGN_PIN(SW0, 3, 4); ‬
‪TOSH_ASSIGN_PIN(SW1, 3, 5); ‬
‪
Figura 3.5: Sección de código de hardware.h ubicado en tosroot/tos/platforms/tinynode.
En esta sección se puede apreciar la asignación de los pines, para la configuración física del transceptor
XE1205 [23]. 
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‪// LED ‬
‪TOSH_ASSIGN_PIN(RED_LED, 1, 5);          // on tinynode ‬
‪TOSH_ASSIGN_PIN(RED_LED2, 1, 6);       // external, for
compatibility with Mica ‬
‪TOSH_ASSIGN_PIN(GREEN_LED, 2, 3); ‬
‪TOSH_ASSIGN_PIN(YELLOW_LED, 2, 4); ‬
‪// TOSH_ASSIGN_PIN(RED_LED2, 1, 5);// external, for compatibility with
Mica ‬
‪// TOSH_ASSIGN_PIN(GREEN_LED, 1, 3); ‬
‪// TOSH_ASSIGN_PIN(YELLOW_LED, 1, 2); ‬
‪// Other IO ‬
‪TOSH_ASSIGN_PIN(TEMPE, 5, 4);  // optional temperature sensor ‬
‪TOSH_ASSIGN_PIN(NVSUPE, 5, 5); // voltage supply monitor ‬
‪TOSH_ASSIGN_PIN(NREGE, 5, 6);  // voltage regulator enable ‬
Figura 3.6: Sección de código de hardware.h ubicado en tosroot/tos/platforms/tinynode.
En esta sección de código se pueden apreciar la asignación de los pines físicos que conectan
con los leds y con una serie de sensores opcionales que puede tener la mota para recoger
diversas medidas. Aparte se configuran los pines encargados del control de tensión.
Todo esto marca la programación específica de un nodo en función de su hardware. Esta,
cuanto más específica sea, será a su vez más eficiente computacionalmente, ya que estará
diseña para ser óptima con la plataforma [24], algo muy importante en redes de sensores
inalámbricas debido a las limitaciones energéticas de los nodos. Esto generara una menor
adaptabilidad del código para ser aplicado sobre otras plataformas existentes. En este punto se
crea el compromiso por parte del programador entre adaptabilidad del código a diversas
plataformas y su optimización computacional.
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3.3 Programación específica en función del nodo
Como se ha visto en el punto anterior, dentro de la estructura de archivos de TinyOS se encuentran
implementados una serie de archivos que configuran y dan la posibilidad de que funcione una
determinada aplicación en una plataforma concreta. Cada una de estas plataformas esta formada por
diferentes chips, a continuación se muestran los implementados en la estructura básica de archivos de
TinyOS.
Figura 3.7:  Chips configurables en TinyOS, se encuentran en tosroot/tos/chips.
Todos estos chips son los que en la actual distribución están implementados [20], si la nueva
plataforma creada llevase nuevos, se deberían cargar en la carpeta correspondiente los archivos básicos
para que funcionase correctamente.
En las carpetas correspondientes a cada chip se puede encontrar una serie de archivos que los
configuran. Cada clase de chips en función de su uso (transceptores, microcontroladores, sensores,
memorias) tiene unos determinados archivos nesc que lo configuran en función de las conexiones de
pines que tienen, sus velocidades, etc.
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4 Descripción de la aplicación de Sensorscope en TinyOS
Este proyecto fue desarrollado por la École Polytechnique Fédérale de Lausanne, cuyo objetivo es
generar una nueva herramienta que realice un sistema de medidas, basado en redes de sensores
inalámbricas. Este sistema tiene la capacidad de generar gran densidad de medidas tanto en una
dimensión espacial como temporal. 
Al describir previamente la adaptación para una plataforma específica en función de que clase de
componentes posee la misma, se puede entender  parte de los ficheros que forman la estructura general
del proyecto, de monitoreo de Sensorscope [25], cuya árbol de ficheros puede descargarse de su página
web [26].
Para empezar a describir esta estructura, hay que saber que es un proyecto desarrollado en TinyOS para
ser ejecutado con nodos TinyNode [27],básicamente formados por un microcontrolador TI MSP430
[28] y una radio Xemics XE1205 [23], Tmotes [29] y nodos Telosb [30]. Posteriormente se verá con
mayor detalle la estructura de la aplicación, en la descripción de varias de sus partes.  
Al compilar la aplicación para la plataforma Telosb obtenemos los siguientes tamaños de memoria en
bytes.
MOTE BASESTATION
RAM ROM RAM ROM
9591 16890 8886 18032
Figura 4.1: Tabla de tamaños de memoria necesarios para la aplicación de Sensorscope en Telosb
El valor de la casilla ROM significa el espacio que ocupa el programa en el la memoria fija del nodo, lo
que vendría a ser el tamaño del código de la aplicación compilada. El de RAM es el tamaño necesario
de memoria para realizar operaciones, guardar datos del sistema, etc.
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4.1 Descripción genérica de sus componentes
Dentro de este apartado se verán las diferentes partes del árbol de carpetas y archivos que componen el
proyecto y sus funciones generales, para entender el sistema desarrollado por Sensorscope. Este
sistema o aplicación para la recolección de datos es configurable para varias plataformas y pose el
código necesario para ser compilado e instalado tanto en los nodos simples de la red como en las
estaciones base.
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4.1.1 Estructura total de archivos del proyecto Sensorscope
Figura 4.2: Estructura de carpetas del proyecto Sensorscope.
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En la figura 4.2 se observa que el árbol de archivos de la aplicación de Sensorscope existen dos
directorios raíz, apps y tos, ambos son los encargados de ubicar el resto de archivos, que hacen posible
el correcto funcionamiento de la aplicación, para los nodos anteriormente descritos, en la introducción,
del punto cuatro.
La carpeta apps representa la aplicación en si misma, donde se ejecutará en makefile origen de la
compilación de la aplicación. En tos se encuentran los archivos que necesitan las diferentes partes de la
aplicación y que descienden del origen mismo y no están programados en la distribución standard de
TinyOS.
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4.2 Descripción específica de componentes de la aplicación
Hay  dos directorios raíz apps y tos, ambos se detallan a continuación. El primero está formado por una
serie de archivos. Estos son de cuatro clases diferentes y se pueden ver a continuación. El segundo
directorio a detallar, tos, forma un árbol de carpetas, encargadas de la programación de las diferentes
partes de la aplicación.
4.2.1 Apps (Aplicación)
Figura 4.3: Imagen carpeta apps, encargada de ubicar el módulo principal de la aplicación.
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Los dos primeros app.h y consts.h son ficheros de cabecera en los cuales se definen ciertos parámetros
y estructuras que se utilizan en la aplicación. El app.h  incluye consts.h, este último es el que se encarga
de definir los parámetros de las diferentes capas de la pila de protocolos. Estos parámetros son
sencillamente modificables para obtener condiciones y resultados diferentes en las ejecuciones de las
aplicaciones por parte de los nodos de la red.
Entre los más destacados de la capa mac se encuentra, MAC_ACK_TIMEOUT, el tiempo máximo para
considerar que un paquete o su correspondiente ACK se ha perdido, este se mide en milisegundos.
MAC_ACK_DELAY, tiempo desde que se recibe un mensaje de datos y se envía el correspondiente
ACK, en milisegundos.
En la  capa de red se puede encontrar entre otros, DEFAULT_NEIGHBOR_TIMEOUT_IN_SEC,
tiempo tras el cual si no se ha recibido un paquete de un determinado nodo vecino, este es borrado de la
tabla de vecinos. NTW_MAX_NB_NEIGHBORS, máximo número de nodos que se pueden guardar en
la tabla de vecinos. NTW_QOS_HIGH_LINK_QUALITY,valor del QoS a partir del cual un enlace se
considera de alta calidad.
Sobre la capa de transporte se encuentran los siguientes, TSP_CTRL_QUEUE_SIZEs, este define el
tamaño, en bytes, de la cola que almacena mensajes de control. TSP_DATA_QUEUE_SIZE define el
tamaño, en bytes, de la cola que almacena mensajes de datos. Por último define
TSP_NETWORK_INFO_DELAY_IN_SEC, retraso entre dos mensajes de información.
De la última capa que se encuentran definiciones es la de aplicación. Entre ellas cabe destacar,
DEFAULT_ENERGY_DELAY_IN_SEC, que define el tiempo entre dos mensajes de energía, utilizado
para conocer los niveles de carga de las baterías. Otro parámetro definido, es el tiempo entre lecturas de
un sensor, en milisegundos,  DEFAULT_INTER_MEASURE_DELAY.
 
En app.h se encuentra la definición de las estructuras de datos utilizadas en la aplicación. Estas son las
que definen la cabecera de red, llamadas header_t. Las estructuras que transportan los datos de los
sensores, sensing_t. Energy_t, las encargadas de transmitir el estado de las baterías. Los datos de la red
y los ack's generados al recibir paquetes.
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El siguiente archivo que se encuentra ubicado en esta carpeta es el Makefile (Anexo V), donde está
especificado el fichero maestro de la aplicación, que en este caso es AppC.nc. Aparte, incluye todas las
carpetas de las que extraerá interfaces, para completar todas las necesidades de la aplicación.
Como se acaba de ver, el fichero AppC.nc es el llamado por el Makefile. Este es una configuración de
nesc, en el cual quedan definidas las conexiones (wires) entre los diferentes módulos principales que
forman la aplicación, que están luego definidos dentro de las diferentes subcarpetas que se encuentran
en la carpeta tos.  Esta configuración que se cargara sobre todos los nodos de la red, permite distinguir
y programar en función, de si se trata de una estación base o un nodo simple de la red [31]. Para ello
elegirá en función de su clase, que configuraciones de las capas acceso, red, transporte y aplicación,
cargará.
El resto son una serie de ficheros .extra que añaden parámetros a la compilación del fichero makefile,
estos parámetros especifican las diferentes opciones de programación de los nodos en función de la
clase de nodos que son o que clase de acceso al medio se requiere, de las posibilidades creadas por
Sensorscope.
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4.2.2 Tos (TinyOS files)
El árbol de carpetas de tos es el siguiente:
Figura 4.4: Imagen del árbol de carpetas tos, encargado de suministrar los módulos y configuraciones
necesarios para completar la estructura de capas.
Existen cuatro carpetas subraiz, las cuales definen las funciones que puede realizar cada nodo de la red.
Cada una contiene unas determinadas subcarpetas y en ellas una serie de archivos. Estos archivos son
código en su mayoría nesc, aunque también se encuentran algunas cabeceras, que definirán ciertos
parámetros. 
34
4 Descripción de la aplicación de Sensorscope en TinyOS
Chips
Figura 4.5: Archivos de la carpeta chips.
Encontramos tres archivos nesc, dentro de esta carpeta.  El primero, ZyTempTNx.nc, es un interface
que define una serie de comandos para realizar las medidas de temperatura a través del sensor
encargado de ello. El segundo son los drivers para el sensor TN901 de ZyTemp. Por último el módulo
ZyTempTNxReaderP coordina las funciones que se encargan de las lecturas de temperatura.
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Interfaces
Figura 4.6: Archivos de la carpeta interfaces, muchos de ellos en común 
con la distribución general de TinyOS
Esta carpeta contiene interfaces básicos utilizados por los módulos de mayor complejidad, los cuales
definen las diferentes capas de protocolos que se usan en la aplicación. Estos interfaces definen en su
mayoría comandos simples para el uso habitual de otros módulos, estos ofrecen desde la posibilidad de
saber la hora local del nodo hasta enviar datos de control, pasando por la selección del siguiente nodo
de la red al que le enviarás un paquete dependiendo del destino final, del mismo. 
36
4 Descripción de la aplicación de Sensorscope en TinyOS
Lib (librerías)
Figura 4.7: Árbol de carpetas Lib (librería), diferenciados por las capas que forman la 
estructura de la aplicación.
La carpeta lib, abreviatura de librería, está compuesta por seis subcarpetas, todas ellas con archivos
cabecera o nesc en su interior, exceptuando Utils la cual como se verá más adelante desarrolla otro
subárbol de carpetas,  y principalmente añade utilidades al resto de módulos.
Estas carpetas definen las funcionalidades de la pila de protocolos que se encargan del correcto
funcionamiento de estas y del intercambio y coordinación de paquetes de información. Están separados
en función de la capa a la que pertenecen las funciones, que son la física (physical), la de enlace (mac),
la de red (network), la de transporte (transport) y aplicación (application). Se muestra a continuación su
contenido.
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Physical
En la carpeta que se ubican los archivos de la capa física podemos encontrar un modulo y una
configuración de tinyos. El módulo y configuración relacionados tienen en el nombre la misma raíz, 
RadioLink, y como en todo el proyecto de Sensorscope, el sufijo C indica que el archivo es una
configuración y el P que un módulo. 
El módulo utiliza los siguientes interfaces de la librería general de TinyOS, Receive y XE1205PhyRssi,
ubicados de dentro del la carpeta raíz de tinyos-2.1.1 en /tos/interface  y  /tos/chips/xe1205/phy
respectivamente.  Este módulo tiene descritos los códigos necesarios para implementar varios
comandos de interfaces tanto  propios del proyecto,  RadioChannel, del cual se configura una prueba,
como generales de TinyOS, tal como Recieve. Sirve para devolver los datos a la siguiente capa cuando
se ha recibido un paquete. 
La configuración interconecta los diferentes componentes utilizados en el módulo con los interfaces y
componentes necesarios para su funcionamiento. Estos son RadioLinkP, XE1205PhyP y
ActiveMessageC. SerialActiveMessageC y MainC.
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Mac
Se pueden diferenciar dos pares de archivos relacionados entre ellos, módulo y configuración
correspondiente. Estos archivos en nesc son DutyCyclingMacC/P.nc y SimpleMacC/P.c. Como se ha
comentado en la descripción del AppC.nc, la configuración principal, en ella se puede escoger cual de
estas dos opciones formara parte de la aplicación que se cargará a los nodos. Esta se escoge, como una
opción, al ejecutar el makefile en la consola de comandos. Así se puede definir si los nodos tendrán una
capa mac simple o una encargada del ciclo de trabaja, de la misma. 
   // Mac layer
        // ---------
    #if defined USE_DUTY_CYCLING
            components DutyCyclingMacC as MacC;
        #else
            components SimpleMacC as MacC;
        #endif
Figura 4.8: Sección de código de AppC.nc que elige la configuración de la capa de acceso
Este es el código que selecciona entre las dos opciones posibles, según la opción con la que se desee
que funcione el nodo al cual se le cargara la aplicación.
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Network (red)
Como en la capa anterior existe la posibilidad de seleccionar el modulo que conformará la capa de red,
en este caso no dependerá de las necesidades de la red, sino de si se esta compilando la aplicación para
un nodo común o para una estación base. 
Se aprecia en la sección seleccionada de código del AppC.nc las dos posibilidades que existen, en
función del trabajo que se le asignará al nodo en la red, al instalarle la aplicación. Se conectará el
componente NetworkBSC si se ha seleccionado la opción de estación base, o NetworkMultiHopC en
el caso de seleccionar un nodo común.
// Network layer
        // -------------
        #if defined IS_BASE_STATION
            components NetworkBSC as NetworkC;
        #else
            componxents NetworkMultiHopC as NetworkC;
        #endif
Figura 4.9: Sección de código de AppC.nc que elige la configuración de la capa de red.
Aparte de los dos pares de archivos encargados de la configuración específica de los nodos, existen
cuatro archivos más en esta carpeta. 
El primero es una cabecera, Neighboor.h, que se incorpora en los ficheros nesc, NeightborhoodC y
NextHopRandomP,  en esta cabecera se define el coste infinito de un enlace, como 255 y la estructura
neighbor_t, que consta de siete campos. Los cuales dan toda la información necesaria sobre un nodo
vecino, tanto desde el identificador del nodo, hasta el costo de llegar a él, pasando por la calidad del
enlace. Aparte incorpora la cabecera app.h, con todas sus definiciones.
El siguiente es el anteriormente nombrado  NeightborhoodC, este archivo nesc como se ha indicado
anteriormente incorpora la cabecera  Neighboor.h. Este se encarga de la relación entre el nodo en el que
corre la aplicación y todos sus vecinos. Las acciones que puede llevar a cabo son el cálculo del coste,
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según la métrica propuesta, para llegar a la estación base. También se encarga de ir puntuando a los
vecinos en función de los enlaces que les unen, de manera positiva o negativa, lo que le permite luego
eliminar nodos de la vecindad, ya que la conexión con ellos es muy costosa o ineficiente.
Por último encontramos la pareja de archivos que crean el módulo y configuración necesarias para
hacer aleatorio la selección del siguiente nodo al que enviaremos un dato entre los nodos que tengan  el
mínimo coste de alcance y convengan en la ruta. Estos se nombran NextHopRandomC/P.nc.
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Transport (transporte)
En esta capa hay una sola opción de configuración para todos los nodos de la red dentro del proyecto
de Sensorscope. A todos los nodos les gobernará la capa de transporte los ficheros, TransportC.nc y
TransportP.nc. Estos son los encargados de la configuración y todas las acciones que llevará a cabo esta
capa para el buen funcionamiento del sistema. Entre otras se encarga de llamar a los comandos de la
capa red para enviar mensajes de control o datos, esto tras comprobar primero que no hay mensajes
esperando en la cola para ser enviados, ya que si fuera así los enviaría a la cola. Por otra parte evalúa
los eventos de recepción y envío de paquetes de la capa de red,  al saltar estos eventos, puede coordinar
tanto el envío como la recepción de más paquetes.
Además en esta carpeta hay otra cabecera Transport.h que define dos clases de estructuras con las que
trabaja el módulo TransportP.nc. Las estructuras son tspDataHeader_t y tspCtrlHeader_t, estas definen
las cabeceras de los paquetes de transporte tanto de control como de datos.
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Aplicattion (aplicaciones)
Es esta carpeta todos los archivos que hay son nesc, y se pueden clasificar en siete pares de estructuras
básicas de TinyOS, módulo más configuración. Como se puede ver a continuación en parte del código
de AppC.nc, en función de si la aplicación se esta compilando para un nodo común o para una estación
base, se agregará a la capa de aplicación uno de las dos configuraciones posibles. Estas serán en el caso
de las estaciones base,  BaseStationC, y en el resto MoteC.
  #if defined IS_BASE_STATION
            components BaseStationC as ApplicationC;
        #elif defined IS_MOTE
            components MoteC as ApplicationC;
        #else
            #error "You must choose either 'mote' or 'basestation'"
        #endif
Figura 4.10: Parte del código de AppC.nc que elige la configuración de la capa de aplicación.
Los nodos comunes ejecutaran el código del módulo MoteP, este se encarga de encender dos
temporizadores al ser “booteado” que al acabar su tiempo mandan una señal que hace recoger los datos
tanto de energía como de sondeo y tras procesarlos los envía a la capa de transporte, para que esta haga
su trabajo. 
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Utils
Figura 4.11: Estructura de archivos de utils (utilidades).
La carpeta utils es la última de las que se encuentran dentro de la librería, como se ve, está formada por
ocho carpetas con múltiples archivos en su interior. El contenido de las subcarpetas son módulos y
configuraciones de TinyOS utilizados por gran parte de los módulos encargados del funcionamiento de
la capa de protocolos, descritos en el punto anterior. 
Existen también las configuraciones, que junto con el código de los módulos correspondientes,
completan la programación de los comandos, de varios interfaces del sistema ubicados en
/tos/interfaces. Se puede ver por ejemplo, parte del código de ClockP.nc que sirve para crear el
interface Clock.nc. En este se muestra la configuración de uno de los comandos típicamente usado en el
interface Clock, el getNetworkTime. Este comando devuelve el tiempo que lleva la red funcionando,
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aparte de este, el interfaz clock consta de dos comandos más, que al igual que el último se configuran
en el módulo  ClockP.nc.
module ClockP
{
    provides interface Clock;




    uint32_t mLastUpdate  = 0; // Local time when the network time was last
updated
    uint32_t mNetworkTime = 0; // The last network time received
    command uint32_t Clock.getNetworkTime()
    {
        uint32_t localTime = call LocalTime.get();
        if(mNetworkTime == 0)
            return 0;
        // Take care of overflows
        if(localTime < mLastUpdate)
        {   mNetworkTime += (uint32_t)(localTime – mLastUpdate); //se suma
//la diferencia de tiempos
            mLastUpdate   = localTime; //actualiza, el último tiempo
            return mNetworkTime; }
        return mNetworkTime + (localTime - mLastUpdate);
    }
}
Figura 4.12: Fragmento de código del módulo ClockP.nc en el que se programa el comando
getNetworkTime
Como se observa, el comando getNetworkTime utiliza otro interface como el LocalTime<TMilli> para
recibir el tiempo en la mota y sumarlo al acumulado de la red y así devolver el valor del tiempo total de
la misma. Este es un de los varios comandos desarrollados en estos ficheros.
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Sensorboard
Figura 4.13: Estructura de ficheros del directorio sensorboard.
Dentro de la carpeta de sensorboard se hayan tres subcarpetas, que son mamaboard, solarboard y
uMetboard. En ellas se hayan los archivos que configuran los sensores que se pueden llegar a utilizar
en alguna de las posibles configuraciones de la aplicación. 
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4.3 Adaptabilidad de la aplicación de Sensorscope 
Se ve a continuación la posibilidad de tanto de utilizar parte del código de la aplicación para utilizarlo
en otras aplicaciones, o como adaptar el código para que funcione con otras plataformas.
4.3.1 Adaptabilidad a otras plataformas
El código de la aplicación esta preparado como se ha comentado anteriormente para funcionar sobre 3
tipos de plataformas distintas. Estas son Tmote, Tinynode y Telosb las tres funcionan con el
microcontrolador de Texas Instruments MSP430 [28]. Esto hace más sencillo la adaptabilidad del resto
de plataformas de redes de sensores que funcionen con este microcontrolador, como la Shimmer 2 [32],
ya que se comparten gran parte de los archivos encargados de la configuración. Por ello si se utilizara
en una plataforma nueva, creada por el departamento, sería de gran ayuda para su adaptabilidad que se
diseñara con este microcontrolador, si se desea conseguir mayor facilidad de adaptación.
La aplicación también esta diseñada para funcionar con unos sensores en concreto para recoger los
datos necesarios tanto de temperatura, humedad, etcétera. Para poder aplicar otros sensores al nodo, se
debería reconfigurar la sección de sensorboards, añadiendo los ficheros nesc necesarios de los nuevos
sensores, con sus configuraciones completas.
4.3.2 Adaptabilidad de módulos y configuraciones
El proyecto Sensorscope, como bien se ha comentado anteriormente, configura una aplicación que
posee todas las capas necesarias para el correcto funcionamiento de las comunicaciones entro los
diferentes nodos que conformen la red. Cada capa interconecta con sus colindantes para intercambiar la
información necesaria a fin de realizar una correcta transmisión de la información, ya sea del propio
nodo o recibida de otro nodo de la misma red.
Cada una de estas capas posee varias opciones de configuración, generalmente dependiendo de la
función del nodo en la red, ya sea una estación base o un nodo intermedio de la misma. Cada capa esta
conformada por una serie de ficheros nesc que forman el protocolo de enrutamiento entre otros. Estos
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ficheros contienen las rutinas que conforman el enrutamiento, perfectamente aplicables a todo tipo de
transmisión para redes de sensores inalámbricos. Dependiendo de las aplicaciones que se le quiera
otorgar a cada capa se podrían seleccionar desde todo el fichero hasta secciones del código, pudiendo
las de todo el fichero copiar el módulo y configuración deseada. 
Todo esto siempre dependiendo del grado de adaptabilidad que tenga la aplicación con la nueva
plataforma, el cual dependerá en este caso de la configuración de la plataforma, ya que el código es el
desarrollado por Sensorscope. Esta adaptabilidad será mayor cuanto más genérica sea la aplicación, ya
que esta tendrá mayor parte desarrollada independientemente de la plataforma en que se ejecutará.
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5 Conclusiones y posibilidades futuras
La selección de plataformas que funcionen sobre TinyOS es debido a las posibilidades de la
programación de aplicaciones en TinyOS que son extensas y en constante expansión por la comunidad
científica, debido a su código libre y la gran variedad de posibilidades que ofrece.
La voluntad de crear nuevas plataformas con alguna de sus características diferentes a las existentes
hace necesario, para poder adaptarlas a las aplicaciones existentes configurar una serie de archivos y
parámetros ubicados dentro del conjunto de archivos que conforman TinyOS, contando con que la
aplicación se encuentre dentro del conjunto mismo de ficheros. Esta nueva plataforma dispondrá de un
conjunto de módulos, en su mayoría chips, estos a su vez tendrán que ser compatibles con TinyOS, lo
que significa que han de poder realizar las configuraciones adecuadas para su correcto funcionamiento
dentro de la plataforma. 
Se puede concluir que la adaptabilidad de nuevas plataformas desarrolladas es posible, siempre que se
configuren correctamente y los chips de la plataforma estén descritos y sean adaptables también a
TinyOS. Esto ofrece una gran posibilidad de configuraciones para las nuevas plataformas, formadas
con los chips que actualmente están configurados para TinyOS. Además si se tiene en cuenta que
podrían incorporarse otros incrementaría aún más las posibilidades de diseño, de plataformas propias
que funcionen con aplicaciones sobre TinyOS. 
En cuanto a las posibilidades de adaptar parte del código de Sensorscope, a una nueva plataforma, para
así crear más fácilmente una aplicación que se encargue del enrutamiento de una red de sensores son
muchas y variadas. Se puede tanto seleccionar los módulos que conformen alguna capa, o alguno de los
algoritmos que se usan en dichos módulos.
El problema existente con la adaptación de esta aplicación u otra a una nueva plataforma es la
disminución de lo óptimo que sea el código en cuanto a ahorro computacional, ya que cuanto más
genérica sea una aplicación (más independiente de la plataforma) esta será menos óptima
computacionalmente, algo realmente determinante en una red de sensores inalámbricos. Aquí es donde
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PFLAGS +=   -I.                                             \
            -I../tos/interfaces                             \
            -I../tos/lib/Application                        \
            -I../tos/lib/Transport                          \
            -I../tos/lib/Network                            \
            -I../tos/lib/Mac                                \
            -I../tos/lib/Physical                           \
            -I../tos/lib/Utils/Collection                   \
            -I../tos/lib/Utils/Config                       \
            -I../tos/lib/Utils/Debug                        \
            -I../tos/lib/Utils/GPRS                         \
            -I../tos/lib/Utils/Leds                         \
            -I../tos/lib/Utils/Radio                        \
            -I../tos/lib/Utils/Random                       \
            -I../tos/lib/Utils/Time                         \
    -I../tos/sensorboards/solarboard                \
    -I../tos/sensorboards/mamaboard                 \
    -I../tos/sensorboards/uMetBoard                 \
    -I../tos/sensorboards/uMetBoard/chips/sht75     \
    -I../tos/sensorboards/uMetBoard/chips/mm74hc595 \
    -I../tos/sensorboards/uMetBoard/chips/tnx       \
    -I../tos/chips/tnx                              \
    -I$(TOSDIR)/chips/sht11                         \
    -I$(TOSDIR)/lib/power                           \
    -DNIMH                                          \
    -DXE1205_CSMA
ifdef TOS_TINYNODE_FREQ
    PFLAGS +=   -DTINYNODE_FREQ=$(TOS_TINYNODE_FREQ)
endif
ifdef TOS_TINYNODE_POWER
    PFLAGS +=   -DTINYNODE_POWER=$(TOS_TINYNODE_POWER)
endif
include $(MAKERULES)
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