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Abstract
In this paper we give a classification of regular holonomicD-modules whose characteristic variety
is contained in the union of the conormal bundles to the orbits of the group of invertible matrices of
order 3. The main result is an equivalence between the category of these differential modules and the
one of graded modules of finite type over the Weyl algebra of invariant differential operators under
the action of the group of invertible matrices. We infer that such objects can be understood in terms
of finite diagrams of complex vector spaces of finite dimension related by linear maps.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article nous donnons une classification des D-modules holonômes réguliers dont la va-
riété caractéristique est contenue dans la réunion des fibrés conormaux aux orbites du groupe des
matrices inversibles d’ordre 3. Le résultat principal est une équivalence de catégories entre la caté-
gorie de ces modules différentiels et celle des modules gradués de type fini sur l’algèbre de Weyl des
opérateurs différentiels invariants sous l’action du groupe des matrices inversibles. On en déduit que
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16 P. Nang / Bull. Sci. math. 130 (2006) 15–32de tels objets peuvent être interprétés en termes de diagrames finis d’espaces vectoriels complexes
de dimension finies reliés par des applications linéaires.
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1. Introduction
Let X be the complex vector space of square matrices of order 3. The product group of
invertible matrices GL3(C) × GL3(C) acts linearly on X by right and left multiplica-
tion: ((g,h),A) → gAh−1. Denote by G the quotient group of GL3(C) × GL3(C) by
{(λI3,−λI3), λ ∈ C×} the kernel of this action. As usual DX will refer to the sheaf
of analytic differential operators on X. The action of G on X defines a morphism,
L :G→ ΘX,A → L(A), from the Lie algebra G of G to the subalgebra ΘX ofDX consist-
ing of vector fields on X (infinitesimal generators of this action). The characteristic variety
Λ of infinitesimal generators has four irreducible components which are the conormal bun-
dles to the orbits of G:
Λ := T ∗X0X ∪ T ∗X1X ∪ T ∗X2X ∪ T ∗X3X (1)
where Xi is the set of matrices of rank exactly i = 0,1,2,3. The aim of this paper is
to give a combinatorial classification of regular holonomic DX-modules M whose char-
acteristic variety char(M) is contained in Λ (see [16]). We will denote by ModrhΛ(DX)
the category of these DX-modules. Denote by G˜C := SL3(C) × SL3(C) × C the univer-
sal covering of G and by G˜ := SL3(C) × SL3(C). The main ingredient for obtaining a
classification of these objects is the right-left action on X of G, and the extension of this
action to an action of G˜ := SL3(C) × SL3(C) on the differential systems in ModrhΛ(DX).
Our own findings indicate that such DX-modules have a finite presentation by G˜-invariant
generators and relations. More precisely, we will first introduce the algebra B, of alge-
braic operators on X which are invariant by G˜ and give the description of this algebra
by generators and relations. We will also describe the quotient algebra B of B which acts
freely on the ring of homogeneous functions which are invariant by SL3(C) × SL3(C).
Then we infer that there is an equivalence of categories between ModrhΛ(DX) and the
category of graded B-modules of finite type, the image by this equivalence of a differ-
ential system being its set of “global homogeneous sections” (i.e. global sections of finite
type for the Euler vector field on X). From this result we will obtain a result of combi-
natorial classification. In other words we deduce that any object of this category can be
understood in terms of finite diagrams of linear maps. Note that, before our study, many
classical results of the same type have been obtained in various situations by other math-
ematicians, notably L. Boutet de Monvel [2] gave, very elegantly, a description of regular
holonomic DC-modules by using pairs of finite dimensional C-vector spaces and certain
linear maps. Galligo, Granger and Maisonobe [6] obtained using, the fundamental result of
Kashiwara [10] and Mebkhout [15] i.e. the so called Riemann–Hilbert correspondence, a
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tuples of C-vector spaces with a set of linear maps. R. MacPherson and K. Vilonen [14]
treated the case with singularities along the curve yn = xm. M. Narvaez [19] treated the
case y2 = xp using the method of Beilinson and Verdier. Finally, the author [17,18] con-
structed an explicit presentation in the case of the quadratic cone in Cn (see also [7]) etc.
This paper is organized as follows:
In Section 2, first we review the necessary results on homogeneous DX-modules (see
[17,18]): on the one hand, if M is a coherent DX-module with a good filtration stable
under the action of the Euler vector field on X, denoted by θ , then M is generated by
a finite number of global sections (sj )j=1,...,p ∈ Γ (X,M) such that dimC C[θ ]sj < +∞
(see Theorem 1.3 of [17]). On the other hand, the infinitesimal action of the group G
lifts to an action of the universal covering G˜C := SL3(C) × SL3(C) × C of G on M. In
particular G˜ := SL3(C)× SL3(C) acts onM. Let us emphasize that the introduction of the
universal covering is not necessary for the action on X (which of course goes down to G)
but is required for the differential systems and then that the hypothesis on the characteristic
variety of M is essential. Next, we give a description of the C-algebra B := Γ (X,DX)G˜
of G˜-invariant differential operators with polynomial coefficients. We get the following
result: let x1 = (xij ), d1 = t
(
∂
∂xij
)
be matrices with entries in DX . The group G˜ acts on
these matrices by g · (x1, d1) = (ax1b−1, bd1a−1) for ∀g = (a, b) ∈ G˜. Denote by x2 :=
det(x1)x−11 (resp. d2) the adjoint matrice of x1 (resp. d1) and by Tr the trace map. We set
δ := 13 Trx1x2 = det(xij ), ∆ := 13 Trd1d2 = det
(
∂
∂xij
)
, θ := Trx1d1 (the Euler vector field
on X), q := Trx2d2.
Proposition 1. The algebra B is generated over C by δ, ∆, θ , q such that
(r1) [θ, δ] = +3δ,
(r2) [θ,∆] = −3∆,
(r3) [θ, q] = 0,
(r4) [q, δ] = 2θδ,
(r5) [q,∆] = −2∆θ,
(r6) [∆,δ] = q3 + 2
(
θ
3
+ 1
)(
θ
3
+ 3
)
.
In Section 3, we study regular holonomic DX-modules with support on X2 = X0 ∪
X1 ∪X2. We provide a very concrete characterization of such DX-modules. This study is
fundamental to Section 4 which is devoted to the proof of the following result:
Theorem 2. LetM be an object in ModrhΛ(DX).M is generated by its G˜-invariant global
sections (sj )j=1,...,p ∈ Γ (X,M) such that dimC C[θ ]sj < ∞.
This theorem is at the heart of the proof of our main theorem which is stated in Section 5
as follows: let W be the Weyl algebra on X. Denote by B the quotient algebra of B by the
two sided ideal generated by A := δ∆− θ ( θ +1)( θ +2) and B := q − θ ( θ +1). Namely,3 3 3 3 3 3
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T of finite type such that dimC C[θ ]u < ∞ for ∀u ∈ T .
If M is an object in the category ModrhΛ(DX), denote by Ψ (M) the submodule of
Γ (X,M) consisting of G˜-invariant global sections u in M such that dimC C[θ ]u < ∞.
Then Ψ (M) is an object in the category Modgr(B). Conversely, if T is an object in the
category Modgr(B), one associates to it the DX-module Φ(T ) =M0⊗B T , whereM0 =
WupslopeI with I the left ideal generated by infinitesimal generators of G. Then Φ(T ) is an
object in the category ModrhΛ(DX). Thus, we have defined two functors{
Ψ : ModrhΛ(DX)→ Modgr(B),
Φ : Modgr(B) → ModrhΛ(DX).
(2)
We get the following result:
Theorem 3. The functors Φ and Ψ induce equivalence of categories
ModrhΛ(DX)
∼→Modgr(B). (3)
Finally, we close this study by describing the objects in the category Modgr(B) in terms
of finite diagrams of linear maps.
Note that T. Braden and M. Grinberg (see [4]) studied perverse sheaves on the same
stratification with a different point of view.
2. Homogeneous modules and invariant operators
In this paper, we will use the theory of analytic D-modules developed in [3,8–13].
The first part of this section consists in the review of necessary results on homogeneous
D-modules (see [17,18]). In the second part, we describe the algebra of invariant differen-
tial operators under the action of invertible matrices.
2.1. Homogeneous modules
Definition 4. Let M be a DX-module. We say that M is homogeneous if there is a good
filtration stable under the action of the Euler vector field θ on X. We say that a section s
in M is homogeneous if dimC C[θ ]s < ∞. The section s is said to be homogeneous of
degree λ ∈ C, if there exists j ∈ N such that (θ − λ)j s = 0.
Theorem 5 [17, Theorem 1.3]. Let M be a coherent homogeneous DX-module with a
good filtration (FkM)k∈Z stable by θ . Then
(i) M is generated by a finite number of global sections (sj )j=1,...,q ∈ Γ (X,M) such
that dimC C[θ ]sj < ∞,
(ii) For any k ∈ N, λ ∈ C, the vector space Γ (X,FkM) ∩ [⋃p∈N ker(θ − λ)p] of homo-
geneous global sections of FkM of degree λ is finite dimensional.
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J.L. Brylinski, B. Malgrange, J.L. Verdier (see [5]).
Remark 6. The action of a group G (preserving the good filtration) on a DX-moduleM is
given by an isomorphism u :p+1 (M)
∼→p+2 (M) where p1 :G × X → X is the projection
on X, and p2 :G × X → X, (g, x) → g · x defines the action of G on X (satisfying the
associativity conditions). In fact u is an isomorphism above the isomorphism of algebras
u˜ :p+1 (DX)
∼→p+2 (DX).
As mentioned in the introduction, ModrhΛ(DX) stands for the category of regular holo-
nomic D-modules whose characteristic variety is contained in Λ. Denote by G˜C :=
SL3(C) × SL3(C) × C the universal covering of G and G˜ := SL3(C) × SL3(C). Let M
be an object in the category ModrhΛ(DX). By virtue of Theorem 5 we get the following
proposition:
Proposition 7 [17, Proposition 1.6]. The infinitesimal action of G on M lifts to an action
of G˜C (resp. G˜) on M, compatible with the one of G on X and DX .
2.2. Invariant operators
Let us recall that W indicates the Weyl algebra on X. We describe the subalgebra of
W of G˜-invariant differential operators. We denote it by B. Let x1 = (xij ), d1 = t
(
∂
∂xij
)
be matrices with entries in DX . The group G˜ (resp. G) acts on these matrices by right and
left multiplication: for any g = (a, b) ∈ G˜, we have g · (x1, d1) = (ax1b−1, bd1a−1). Let
x2 := det(x1)x−11 (resp. d2) be the adjoint matrice of x1 (resp. d1). Denote by Tr the trace
map. We set δ := 13 Trx1x2 = det(xij ), ∆ = 13 Trd1d2 = det
(
∂
∂xij
)
, θ = Trx1d1 (the Euler
vector field on X), q := Trx2d2. We have the following proposition:
Proposition 8. The algebra B is generated over C by δ, ∆, θ, q such that
[θ, δ] = +3δ, (r1)
[θ,∆] = −3∆, (r2)
[θ, q] = 0, (r3)
[q, δ] = 2θδ, (r4)
[q,∆] = −2∆θ, (r5)
[∆,δ] = q
3
+ 2
(
θ
3
+ 1
)(
θ
3
+ 3
)
. (r6)
Proof. We identify the Lie algebra of infinitesimal generators E and its dual E′ by us-
ing the trace map Tr. To begin with, we show that grB the graded algebra of B (algebra
of G˜-invariant polynomials) is free Abelian, generated over C by det(xij ) = 13 Trx1x2,
det(ξij ) = 13 Tr ξ1ξ2, Trx1ξ1, Tr
∧2
x · ξ = Trx2ξ2 which are respectively the symbols of
the operators δ, ∆, θ , q . Let us recall that the action of the group G˜ := SL3(C)× SL3(C))
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(axb−1, bξa−1). We set
xt =
 t 0 00 1 0
0 0 1
 , ξs,t ,˜q =
 0 1 00 0 1
s q˜ τ

so that Trxt ξs,τ,q = τ , Tr∧2 xt ξs,τ,q = q˜ . Let f be a polynomial of (x, ξ), there ex-
its a polynomial p such that f (xt , ξs,τ,q) = p(t, s, τ, q˜) is a polynomial of variables
t, s, τ, q˜ . Then the difference f (x, ξ) − p(det(x),det(ξ),Trxξ,Tr∧2xξ) is clearly a
polynomial of (x, ξ) which vanishes on the set (4-affine space) of (xt , ξs,τ,q). Assume
f is a G˜-invariant polynomial, then the polynomial f − p is also invariant and it fur-
ther vanishes on the union of the orbits of G (
⊔3
i=0 Xi where Xi is the set of matrices
of rank i). As this union is opened, the polynomial f − p vanishes everywhere. This
means that the algebra of G˜-invariant polynomial grB is the free algebra of polynomi-
als C[det(x),det(ξ),Trxξ,Tr∧2 xξ ]. Let P ∈ B (P = ∑|α|m aα∂α , aα ∈ C[x]) be a
G˜-invariant differential operator of degree m. Its principal symbol σm(P )(x, ξ) is also
invariant. Therefore σm(P ) is a polynomial of det(x), det(ξ), Trxξ , Tr
∧2
xξ according
to the above mentioned. Conversely, let p(x, ξ) ∈ C[det(x),det(ξ),Trxξ,Tr∧2 xξ ] be a
G˜-invariant polynomial. As it is shown by taking averages on the group SU3(C)×SU3(C)
(maximal compact subgroup of SL3(C) × SL3(C)) there exists a G˜-invariant differen-
tial operator Q ∈ B whose symbol is p(x, ξ) that is σm(Q)(x, ξ) = p(x, ξ). Indeed, let
P =∑|α|m aα∂α ∈W be a differential operator such that σm(P )(x, ξ) = p(x, ξ). De-
note by P˜ = ∫
SU3(C)×SU3(C) g · P dg the average of P on SU3(C) × SU3(C) and by
σm(P˜ ) its principal symbol. Then we get σm(P˜ )(x, ξ) = σm(P )(x, ξ) = p(x, ξ) because
σm(P ) is invariant. Thus there exists an operator Q = Q(δ,∆, θ, q) which is invariant by
SL3(C)×SL3(C) such that Pm−Q (where Pm =∑|α|=m aα∂α is the principal part of P ) is
of degree m− 1. The result is obtained by induction on m. In other words, the C-algebra B
is generated by δ, ∆, θ , q and the six relations (ri). Note that these relations are sufficient,
because the graded algebra is commutative free and the relations give all the commuta-
tors. The remaining part of the proof is devoted to the demonstration of the relations (ri),
i = 1, . . . ,6. Let us recall that x1 = (xij ), d1 = t (dij ), x2 := det(x1)x−1 (resp. d2) is the
adjoint matrice of x1(resp. d1) and I3 is the identity matrice. The relations (r1) and (r2) are
the well known homogeneity relations since δ (resp. ∆) is an homogeneous polynomial of
degree 3 (resp. −3). The relation (r3) is true because the operators q , θ correspond to the
generators of the center of the universal enveloping algebra gl(3,C). Next, to establish the
remaining relations,it is helpful to calculate [d2,δ] and [d1, δ]. First it is immediate that
[d1,δ] = x2. (4)
The commutator [d2, δ] is a differential operator of degree 1 so
[d2, δ] = aθ + b
where a, b are functions on X. Applying [d2, δ] on the functions 1 and δ we get
[d2,δ] = 2x1
(
θ + 1
)
. (5)3
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[q, δ] = Tr(x2[d2, δ]),
[q, δ] = Tr
(
x22x1
(
θ
3
+ 1
))
,
[q, δ] = 2θδ. (r4)
(6)
Note that the formula (r4) implies (r5) by a Fourier Transform
[q,∆] = −2∆θ. (r5) (7)
Finally, we have
[∆,δ] =
[
1
3
Trd1d2,δ
]
,
[∆,δ] = 1
3
Tr
(
d1[d2, δ] + [d1, δ]d2
)
,
and using the relations (4) and (5), we obtain
[∆,δ] = 1
3
Trd1
(
2x1
(
θ
3
+ 1
))
+ 1
3
Trx2d2,
[∆,δ] = 2
3
Tr(3I3 + x1d1)
(
θ
3
+ 1
)
+ q
3
,
[∆,δ] = 2
(
θ
3
+ 3
)(
θ
3
+ 1
)
+ q
3
. (r6) 
(8)
2.2.1. Ideal generated by the image of SL3(C)× SL3(C) in G
Now note that the G˜-invariant homogeneous functions are the elements in C[δ]. Clearly,
the algebra B ⊂W acts on C[δ]. Denote by J the kernel of this action. Then J contains
the following homogeneous operators δ∆ − θ3 ( θ3 + 1)( θ3 + 2) and q3 − θ3 ( θ3 + 1). Denote
by I the left ideal generated by infinitesimal generators of G. Then J is the two sided
ideal of G˜-invariant differential operators with polynomial coefficients, P ∈ B, which are
also contained in the ideal I that is J := B ∩ I . This last can be described concisely as
follows:
Lemma 9. The ideal J is generated by
δ∆− θ
3
(
θ
3
+ 1
)(
θ
3
+ 2
)
and
q
3
− θ
3
(
θ
3
+ 1
)
. (9)
Proof. Put
A = δ∆− θ
3
(
θ
3
+ 1
)(
θ
3
+ 2
)
and B = q
3
− θ
3
(
θ
3
+ 1
)
.
The ideal J already contains A and B . One should remark that these operators are ho-
mogeneous of degree 0 with respect to the homotheties that is [θ,A] = 0, [θ,B] = 0.
Denote by K the ideal generated by A and B . Let P ∈ J , it may be more convenient to
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m∈Z P3m such that [θ,P3m] = 3mP3m. Each homogeneous component P3m is an element
of J because J is invariant by homotheties (i.e. J is invariant under the action of C×).
By dividing each component P3m, first by A and next by B we obtain
P3m =
{
δmQ(θ) modK if m 0,
∆mQ(θ) modK if m 0 (10)
where Q(θ) is a homogeneous operator of degree 0 i.e. [θ,Q] = 0. Since P is an element
of J , P annihilates any homogeneous function (distribution) such as f n(x) = det(x)n,
n ∈ N. In the same way the homogeneous components of P that is δmQ(θ) if m 0 (resp.
∆mQ(θ) if m  0) annihilate f n(x) = det(x)n. This implies that the polynomial in n,
Q(3n) = 0 for n > m. We deduce that the polynomial in λ ∈ C, Q(3λ) = 0, therefore
Q = 0 modK. 
We close this section by the following corollary which is an immediate consequence
of Proposition 8. Denote by B the quotient algebra of B by the two sided ideal J that is
B := B/J . The algebra B acts faithfully on the set of G˜-invariant homogeneous functions
that is on C[δ]. Since the image of q (resp. δ∆) in the quotient algebra B is θ( θ3 + 1) (resp.
θ
3 (
θ
3 + 1)( θ3 + 2)) i.e.
q = θ
(
θ
3
+ 1
) (
resp. δ∆ = θ
3
(
θ
3
+ 1
)(
θ
3
+ 2
))
(11)
then B is generated only by three operators δ, ∆, θ and their comutators
Corollary 10. The algebra B := B/J is generated over C by δ, ∆, θ such that
(r1) [θ, δ] = +3δ,
(r2) [θ,∆] = −3∆,
(r6) [∆,δ] = 3
(
θ
3
+ 1
)(
θ
3
+ 2
)
.
3. D-modules with support on the set of matrices of rank  2
Let Xi be the set of matrices of rank i or less (i = 0,1,2,3). We still denote by δ, the
determinant map δ :X → C, x → det(x). This section is concerned with the description of
regular holonomic DX-modules with support on the hypersurface X2 := {x ∈ X, δ(x) =
0}. Such a description is done with the help of the characterization of the inverse image by
δ of the DC-module OC( 1t ) where t is a coordinate of C. Without going in further detail,
it is important to point out that this study is fundamental for the next section.
3.1. Inverse image
For a DC-module N , we denote by δ+N its inverse image by the determinant map. Let
t be a coordinate of C and put ∂t = ∂ . We have the following elementary lemmas:∂t
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X
δ→C is generated overDX×Cby an element K subject
to the relations
δK = Kt, d1K = x2K∂t . (12)
These relations imply the following equalities
x1d1K = I3Kt∂t , (13)
θK = 3Kt∂t , (14)
d2K = x1K∂t (t∂t + 1), (15)
x2d2K = I3Kt∂t (t∂t + 1), (16)
qK = 3Kt∂t (t∂t + 1), (17)
∆K = K∂t (t∂t + 1)(t∂t + 2). (18)
Proof. The relations (13), (14) are easily deduced from (12). Let us prove the relation (15).
First by a direct calculation of d2δn, viewed as a matrix of functions (the evaluation of the
operator d2 on δn), we have the following relation
d2δ
n = n(n+ 1)x1δn−1. (19)
Applying this last equality of matrix functions on the generator K we get
d2δ
nK = n(n+ 1)x1δn−1K. (20)
Now viewing d2δn as a composition of operators for the correctness of the biformula
(d2 ◦ δn) ·K = d2 ·K · tn (21)
we have
d2 ·K · tn = x1 · n(n+ 1) ·K · tn−1. (22)
Since x1 · n(n+ 1) ·K · tn−1 is the same as x1K · ∂t (t∂t + 1)(tn) we obtain
d2 ·K · tn = x1K · ∂t (t∂t + 1)(tn),
(d2 ◦ δn)K = x1K∂t · (t∂t + 1) ◦ tn. (23)
By setting n = 0, we get the relation (15)
d2K = x1K∂t (t∂t + 1).
Hence the relations (16)–(18) are clear. 
Next, we have the following lemma:
Lemma 12. The transfer module D
X
δ→C is flat over δ
−1(DC).
Proof. SinceOC,t is one dimensional (t = δ(x)), we deduce thatOX is flat over δ−1(OC).
This leads to the flatness of D
X
δ→Cover δ
−1(DC), by the well known definition and chain-
ing of tensor products:
D
X
δ→C
⊗
−1
· =
(
OX
⊗
−1
δ−1(DC)
⊗
−1
·
)
=OX
⊗
−1
· δ (DC) δ (OC) δ (DC) δ (OC)
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its first term that is the module D
X
δ→C
⊗
δ−1(DC) δ
−1N and it is an exact functor. Conse-
quently, if N is a regular holonomic DC-module with singularity at t = 0, then its inverse
image M := δ+N decomposes at least as N . Moreover, if the operator of multiplica-
tion by t is invertible on N then the operator of multiplication by δ is also invertible on
the inverse image M := δ+N . In particular, in this case, any meromorphic section (of
δ+N ) defined in X\X2 extends to the whole X. To put it more precisely, let j be the em-
bedding X\X2 ↪→ X. Denote by j∗ (resp. j∗) the “meromorphic” algebraic direct (resp.
inverse) image (see [1]). IfM is a DX-module, we setM := j∗j∗(M) the algebraic mod-
ule of meromorphic sections of M with pole in X2. We have a canonical homomorphism
M→M and it defines an exact functor M→M as j∗. We have the following proposi-
tion:
Proposition 13. Let N be a regular holonomic DC-module with singularity at t = 0. As-
sume that the operator of multiplication by t is invertible on N then
(i) the operator of multiplication by δ is invertible on the inverse image δ+N , in particu-
lar
(ii) the canonical homomorphism
δ+N ∼→ δ+N (24)
is an isomorphism that is the meromorphic sections defined in X\X2 extend to the
whole X.
3.2. Characterization of δ+(OC( 1t ))
Let us give an explicit description of the inverse image δ+(OC( 1t )) where t ∈ C. In
particular, we describe all the submodules of δ+(OC( 1t ))by way of its irreducible (simple)
submodules. This study is carried out with a view to using such modules in order to prove
that any regular holonomic DX-module in the category ModrhΛ(DX) is generated by its
G˜-invariant sections.
Let P = δ+(OC( 1t )) =OX( 1δ ). The DX-module P is generated by its G˜-invariant ho-
mogeneous sections. Namely P is generated by the combinations of the ek := δk where
k  0. Note that if we want to emphasize the tensor structure in the inverse image,
ek := (K · tk) ⊗ 1 = K ⊗ tk where k  0 and K is the generator of Transfer module.
We get
δek = ek+1, d1ek = kx2ek−1. (25)
These relations imply the following
d2ek = k(k + 1)x1ek−1, (26)
∆ek = k(k + 1)(k + 2)ek−1. (27)
The DX-module P has 4 submodules denoted by Pj , generated respectively by ej
(j = 0,−1,−2,−3). Denote by P j the 4 subquotients associated to Pj : P 0 = P0; P j =
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multiplicity 1, whose microsupport is Λ3+j := T ∗
X3+j
X (j = 0,−1,−2,−3). Indeed we
have P 0 = P0 =OX and the following description
Irreducible D-modules Associated generators and relations
P−1 with
char
(
P−1
)= T ∗X2X
generator e˜−1,
δe˜−1 = 0
d2e˜−1 = 0,
x1d1e˜−1 = −I3e˜−1,
θ e˜−1 = −3e˜−1,
(28)
P−2 with
char
(
P−2
)= T ∗X1X
generator e˜−2,
x2e˜−2 = 0,
∆e˜−2 = 0, x1d1e˜−2 = −2I3e˜−2,
θ e˜−2 = −6e˜−2,
(29)
P−3 with
char
(
P−3
)= T ∗X0X
generator e˜−3,{
xe˜−3 = 0,
θ e˜−3 = −9e˜−3.
(30)
Then, with the aid of the relations (26), (27), and the basic fact that the P j are irre-
ducible modules, we can see that any submodule M of P which is not contained in Pj
contains Pj+1, this means that the P j are the only submodules of P . Thus we have the
following lemma:
Lemma 14. P0, P−1, P−2, P−3 are the only submodules of P .
The following remark will be used in the proof of the next proposition:
Remark 15. The hypersurface X2 is smooth out of X1 and is a “normal” variety along
X1(smooth). Indeed along X1, the variety X2 is locally isomorphic to the product of X1
(smooth) and a quadratic cone.
We get the following proposition:
Proposition 16. Any section s ∈ Γ (X\X1,P−2) (resp. Γ (X\X0,P−1)) of P−2 (resp. P−1)
defined on the complementary of X1 (resp. X0 = {0}) extends to the whole X.
Proof. The DX-module Pj is the union of the modules OXek (j  k  0) so that the
associated graded module gr(Pj ) is the sum of modules OX3+j e˜k (j = −1,−2,−3). Since
the hypersurface X2 is a normal variety along X1 (see Remark 15) and X1 is normal, then
the “property of extension” is true here for the functions. 
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In this section, we intend to show that any regular holonomic DX-module M in the
category ModrhΛ(DX) is generated by its G˜-invariant homogeneous global sections. This
fact is at the heart of the proof of our main theorem. In an attempt to do it, first we restrict
the DX-module M to a section of the projection defined by δ the determinant map. This
allows us to consider M as an inverse image by δ of a DC-module N outside of X1 ∪
X0 =: X1 (the singular part of the hypersurface X2 := {x ∈ X, δ(x) = 0}). Namely
M|X\(X1∪X0)  δ+N|X\(X1∪X0) . (31)
Next, using the fundamental results of the previous section we will get the desired theorem.
To begin with, let us recall that the determinant map δ :X → C, x → det(x) is submer-
sive out of X1 ∪X0 =: X1. Denote by
i :C → X, t →
 t 0 00 1 0
0 0 1

a section of δ (δ ◦ i = IdC). Denote by D := i(C) its image. Let M be an object in the
category ModrhΛ(DX), we get the following lemma:
Lemma 17. D is noncharacteristic for M i.e. T ∗DX ∩ char(M) ⊂ T ∗XX.
Proof. On the line D, we have δ(x) = t . This implies that D is transversal to the fibers of
δ, especially to the singular fiber δ−1(0) = {x ∈ X, det(x) = 0}.
The following remark will be effectively used in the proof next proposition.
Remark 18. (i) The complement of the hypersurface, X3 = X\δ−1(0), is simply connected
since the map δ = δ|X\X2 :X\δ
−1(0) → C× defines a topological fiber bundle, whose fiber
is the simply connected space SL(3,C).
(ii) The regular part of the hypersurface, X2 = δ−1(0)\(X1 ∪X0), is simply connected.
Since the line D is noncharacteristic for the DX-module M (see Lemma 17), then M
is canonically isomorphic to δ+i+(M) in the neighborhood of D i.e.
M|D  δ+i+M|D . (32)
We know from Kashiwara [8] that the sheaf HomDX(M, δ+i+M)is constructible. Also
HomDX(M, δ+i+M) is a locally constant sheaf on the fibers δ−1(t), t ∈ C. As the group
G˜ acts on theDX-modulesM and δ+i+M, it acts also on the sheaf HomDX(M, δ+i+M)
and because of the action of G˜ the stratas are the orbits of G˜ that is X0, X1, X2, X3
(see [13]). The sheaf HomDX(M, δ+i+M) has a canonical section u defined in the
neighborhood of the line D (corresponding with the isomorphism M ∼→ δ+i+(M) which
induces the identity on D). Since the fibers δ−1(t), t ∈ C are simply connected (see Re-
mark 18), we have the following proposition:
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hood of D such that i+ · u = Id|D , extends to X\(X1 ∪X0).
Proof. Let us first emphasize that the local canonical section u :M|D
∼→ δ+i+(M)|D is
not defined on X1 ∪ X0 (the singular part of the hypersurface X2 := δ−1(0)). So we are
interested in the orbits X3 = X\δ−1(0) and X2 = δ−1(0)\(X1 ∪ X0). Recall that these
orbits are simply connected (see Remark 18):
(i) π1(X3) = {1}
(ii) π1(X2) = {1}.
The fundamental group π1(X3) (resp. π1(X2)) acts on the constructible sheaf
HomDX(M, δ+i+M). This sheaf is trivial on X3 =
⋃
t =0 δ−1(t) and on X2 = δ−1(0)\
(X1 ∪ X0). Then the local section u :M|D ∼→ δ+i+(M)|D extends globally to the union
X3 ∪X2 = X\(X1 ∪X0). 
In the sequel we only need the restriction of this isomorphism (see Proposition 19) out
of the hypersurface X2 := δ−1(0). So, let us state the following corollary for the reader’s
conveniences.
Corollary 20.
M|X\X2  δ
+i+M|X\X2 .
From now on, let us denote by N := i+M the restriction of the DX-module M to the
transversal line D. We know from Proposition 19 that the DX-moduleM is isomorphic to
δ+N on X\X1:
M|X\X1  δ
+N|X\X1 . (33)
In particular this isomorphism is true out of the hypersurface X2 (see Corollary 20).
M|X\X2  δ
+N|X\X2 . (34)
Recall that M (see Section 3.1) indicates the DX-module of meromorphic sections of M
defined on X\X2. According to an argument of Kashiwara, sinceM and δ+N are regular
holonomic and isomorphic out of X2, then their corresponding “meromorphic” modules
are also isomorphic that is
M δ+N . (35)
Now consider the left exact functor (see Section 3.1)
M→M( δ+N ). (36)
By using the basic fact that δ+N  δ+N (see relation (24) of Proposition 13) and the
morphism (36), it follows that there exists a morphism
v :M→ δ+N (37)
which is an isomorphism out of the hypersurface X2. We need the following remark:
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Now we can prove the following theorem:
Theorem 22.M is generated by its G˜-invariant homogeneous global sections.
Proof. To begin with, recall that we have denoted by P := δ+(OC( 1t )) = OX( 1δ ) (see
Section 3.2). We know that theDX-module P is generated by its G˜-invariant homogeneous
sections ek = K · tk ⊗ 1 = K ⊗ tk = δk where k  0 and K is the generator of the Transfer
module D
X
δ→C subject to the relations (12)–(18). In particular, P has 4 sub D-modules
which we have denoted by Pj , generated by ej (j = 0,−1,−2,−3) (see Lemma 14).
Let MG˜ ⊂M be the submodule generated by G˜-invariant “homogeneous” global sec-
tions. We are going to show successively that the quotient MupslopeMG˜ is a DX-module with
support on Xi , i = 0,1,2, and the monodromy is trivial since Xi\Xi−1 is simply con-
nected.
• MupslopeMG˜ is with support on X2: indeed, we know from Proposition 19 and Corol-
lary 20 that M is isomorphic in X\X2 to a module δ+N . One may assume that the
operator of multiplication by t is inversible onN such that there is an homomorphism
v :M→ δ+N (see (37)) which is an isomorphism out of X2. The image v(M) is
a submodule of δ+N thus it is generated by its invariant homogeneous sections (see
Remark 21). Let s be an invariant homogeneous global section of a quotient of M,
then the section s lifts to an invariant section s˜ of M (˜s ∈ Γ (X,M)G˜). Therefore
MupslopeMG˜ is with support on X2.
• If M is with support on X2, it is isomorphic out of X1 to a direct sum of copies
of P−3upslopeP0 (the Dirac DX-module with support on X2). Then there is a morphism
M → (P−3upslopeP0)N whose sections extend to the whole X, such that MupslopeMG is
with support on X1 because the submodules of P−3upslopeP0 are also generated by their
invariant sections.
• In the same way, if M is with support on X1, then there is a morphism M →
(P−3upslopeP−1)N , which is an isomorphism out of X0 = {0}, such that M/MG˜ is with
support on {0} because the submodules of P−3upslopeP−1 are also generated by their in-
variant “homogeneous” sections.
• Finally, ifM is with support on X0 = {0} (the Dirac DX-module with support on {0}),
the result is obvious. 
5. Main result
Let us recall that W indicates the Weyl algebra on X and B := Γ (X,DX)G˜ ⊂W the
subalgebra of G˜-invariant differential operators. Then B is generated over C by four oper-
ators δ, ∆, θ , q satisfying the relations (see Proposition 8)
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(r2) [θ,∆] = −3∆,
(r3) [θ, q] = 0,
(r4) [q, δ] = 2θδ,
(r5) [q,∆] = −2∆θ,
(r6) [∆,δ] = q3 + 2
(
θ
3
+ 1
)(
θ
3
+ 3
)
.
As in Section 2.2.1, I stands for the ideal generated by infinitesimal generators of G and
J := B ∩ I is the two sided ideal generated by A = δ∆ − θ3 ( θ3 + 1)( θ3 + 2) and B =
q
3 − θ3 ( θ3 + 1) (see Lemma 9). We denoted by B the quotient algebra of B by the ideal J
i.e. B := B/J . The algebra B is generated over C by δ, ∆, θ such that
(r1) [θ, δ] = +3δ,
(r2) [θ,∆] = −3∆,
(r6) [∆,δ] = 3
(
θ
3
+ 1
)(
θ
3
+ 2
)
(see Corollary 10). It is a graded algebra by the action of homotheties C× and it acts
naturally on G˜-invariant sections.
We will denote by Modgr(B) the category of graded B-modules T of finite type such
that dimC C[θ ]u < ∞ for ∀u ∈ T . In other words, T =⊕λ∈C Tλ is a direct sum of C-vector
spaces (Tλ =⋃p∈N ker(θ −λ)p is finite dimensional) equipped with three endomorphisms
δ, ∆, θ of degree 3, −3, 0 respectively satisfying the relations (ri)i=1,2,6, with (θ−λ) being
a nilpotent operator on each Tλ.
Let us recall that ModrhΛ(DX) stands for the category of regular holonomicDX-modules
whose characteristic variety is contained in Λ.
If M is an object in the category ModrhΛ(DX), denote by Ψ (M) the submodule of
Γ (X,M) consisting of G˜-invariant homogeneous global sections u of M such that
dimC C[θ ]u < ∞. Recall that (Theorem 5) Ψ (M)λ := [Ψ (M)] ∩ [⋃p∈N ker θ − λ)p] is
the C-vector space of homogeneous global sections of degree λ of Ψ (M) and Ψ (M) =⊕
λ∈C Ψ (M)λ. Then Ψ (M) is an object in the category Modgr(B). Indeed, let (s1, . . . , sp)
be a finite family of homogeneous invariant global sections generating the DX-module
M (see Theorem 22), we can see that (s1, . . . , sp) generates also Ψ (M) as a B-module:
In fact, if s =∑pj=1 pj (x, ∂x)sj is an invariant section of M (pj ∈ Γ (X,DX)), denote
by p˜j the average of pj over SU3(C)× SU3(C) (compact maximal subgroup of G˜), then
p˜j = p˜j (δ,∆, θ, q) ∈ B. Let fj be the class of p˜j modulo J that is fj ∈ B, then we also
have s =∑pj=1 p˜j sj =∑pj=1 fj sj .
Conversely, if T is an object in the category Modgr(B), one associates to it the DX-
module
Φ(T ) =M0
⊗
B
T (38)
where M0 := W/I is a (W,B)-module. Then Φ(T ) is an object in the category
Modrh(DX).Λ
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Ψ : ModrhΛ(DX)→ Modgr(B),
Φ : Modgr(B) → ModrhΛ(DX).
(39)
We get the two following lemmas:
Lemma 23. The canonical morphism
T → Ψ (Φ(T )), t → 1 ⊗ t (40)
is an isomorphism, and defines an isomorphism of functors IdModgr(B) → Ψ ◦Φ .
Proof. Let us recall thatM0 :=W/I . Denote by ε (the class of 1W modulo I) the canon-
ical generator ofM0. Let h ∈W , denote by h˜ ∈ B its average on SU3(C)×SU3(C) and by
ϕ the class modulo J := B∩I that is ϕ ∈ B. Since ε is G˜-invariant, we get h˜ε = h˜ε = εϕ.
Moreover, we have h˜ϕ = 0 if and only if h˜ ∈ I , in other words ϕ = 0. Therefore the aver-
age operator (over SU3(C)× SU3(C)) W → B, h → h˜ induces a surjective morphism of
B-modules v :M0 → B. More generally, for any B-module T in the category Modgr(B)
the morphism v ⊗ 1T is a surjective map
vT :M0
⊗
B
T → B
⊗
B
T = T (41)
which is the left inverse of the morphism
uT :T →M0
⊗
B
T , t → ε ⊗ t (42)
that is (v ⊗ 1T ) ◦ (ε ⊗ 1T ) = v(ε) = 1T . This means that the morphism uT is injective.
Next, the image of uT is exactly the set of invariant sections of M0
⊗
B T = Φ(T ) that is
Ψ (Φ(T )): indeed if s =∑pi=1 hi ⊗ ti is an invariant section inM0⊗B T , we may replace
each hi by its average h˜i ∈ B, then we get
s =
p∑
i=1
h˜i ⊗ ti = ε ⊗
p∑
i=1
h˜i ti ∈ ε ⊗ T (43)
that is
∑p
i=1 h˜i ti ∈ T . Therefore the morphism uT is an isomorphism from T to Ψ (Φ(T ))
and defines an isomorphism of functors.
Lemma 24. The canonical morphism
w :Φ
(
Ψ (M))→M (44)
is an isomorphism and defines an isomorphism of functors Φ ◦Ψ → IdModrhΛ(DX).
Proof. We know from Theorem 22 that the DX-moduleM is generated by a finite family
of invariant sections (si)i=1,...,p ∈ Ψ (M) so that the morphism w is surjective. Anyway
w is injective. Indeed let Q be the kernel of the morphism w :Φ(Ψ (M)) →M. The DX-
module Q is also generated by its invariant sections that is by Ψ (Q). Then we get
Ψ (Q) ⊂ Ψ [Φ(Ψ (M))]= Ψ (M) (45)
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Ψ (M) →M is injective (Ψ (M) ⊂ Γ (X,M)), we obtain Ψ (Q) = 0. Therefore Q = 0
(because Ψ (Q) generates Q). 
Finally, our main result is an immediate consequence of the previous lemmas:
Theorem 25. The functors Φ and Ψ induce equivalence of categories
ModrhΛ(DX)
∼→Modgr(B). (46)
5.1. Diagram associated to a D-module
Now, using the previous result, we are going to obtain a result of combinatorial clas-
sification. Let us mention that the objects in the category Modgr(B) can be understood in
terms of finite diagrams of linear maps. This section consists in the classification of such
diagrams. To put it more precisely, a graded B-module T in the category Modgr(B) defines
an infinite diagram consisting of finite dimensional vector spaces Tλ (with (θ − λ) being
a nilpotent operator on each Tλ, λ ∈ C) and linear maps between them deduced from the
multiplication by δ, ∆, q:
· · · Tλ
δ

∆
Tλ+3 · · · (47)
satisfying the relations (ri)i=1,...,6 of Proposition 8 and the following one
δ∆ = θ
3
(
θ
3
+ 1
)(
θ
3
+ 2
)
, ∆δ =
(
θ
3
+ 1
)(
θ
3
+ 2
)(
θ
3
+ 3
)
.
Such a diagram is completely determined by a finite subset of objects and arrows. Indeed
(a) For σ ∈ C/3Z, denote by T σ ⊂ T the submodule T σ =⊕λ=σ mod 3Z Tλ. Then T is
generated by the finite direct sum of T σ ’s
T =
⊕
σC/3Z
T σ =
⊕
σC/3Z
( ⊕
λ=σ mod 3Z
Tλ
)
. (48)
(b) If σ = 0 mod 3Z (λ = σ mod 3Z), then the linear maps δ and ∆ are bijective. There-
fore T σ is completely determined by one element Tλ.
(c) If σ = 0 mod 3Z (λ = σ mod 3Z), then T σ is completely determined by a diagram
of four elements
T−9
δ

∆
T−6
δ

∆
T−3
δ

∆
T0. (49)
In the other degrees δ or ∆ are bijective. Indeed, we have T0  δkT0  T3k and T−9 
∆kT−9  T−9−3k (k ∈ N) thanks to the relations ∆δ = ( θ3 + 1)( θ3 + 2)( θ3 + 3) and δ∆ =
θ
3 (
θ
3 +1)( θ3 +2). The operator δ∆ (resp. ∆δ) on Tλ has only one eigenvalue λ3 ( λ3 +1)( λ3 +
2) (resp. (λ3 + 1)( λ3 + 2)( λ3 + 3)) so that the equation δ∆ = θ3 ( θ3 + 1)( θ3 + 2) (resp. ∆δ =
( θ3 + 1)( θ3 + 2)( θ3 + 3)) has a unique solution θ of eigenvalue λ if λ = −3 ±
√
3 (resp.
λ = −6 ± √3) critical value. Here λ = 0, −3, −6, −9 thus it is always the case.
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