Abstract. We consider a semilinear parametric Neumann problem driven by the negative Laplacian plus an indefinite and unbounded potential. The reaction is asymptotically linear and exhibits a negative concave term near the origin. Using variational methods together with truncation and perturbation techniques and critical groups, we show that for all small values of the parameter the problem has at least five nontrivial solutions, four of which have constant sign.
Introduction
Let Ω ⊆ R N be a bounded domain with a C 2 -boundary ∂Ω. In this paper, we study the following parametric Neumann problem:
In the boundary condition n(·) denotes the outward unit normal on ∂Ω. Also, in (P λ ) the potential function β(·) need not be bounded and may change sign (indefinite potential). So, the differential operator u → −Δu + βu is not in general coercive. In the reaction (the right-hand side of problem (P λ )), the function f (z, x) is a Carathéodory function (that is, for every x ∈ R, z → f (z, x) is measurable and for a.a. z ∈ Ω, x → f (z, x) is continuous). We assume that for a.a. z ∈ Ω, f (z, ·) exhibits linear growth near ±∞ and interacts with the principal eigenvalueλ 1 (β) of the differential operator u → −Δu + βu with Neumann boundary condition. In the other part of the reaction, namely the term −λ|x| q−2 x, λ > 0 is a parameter and q ∈ (1, 2). So, this is a concave term which enters in the reaction with a negative sign. Hence we are dealing with an equation resonant at ±∞ with respect toλ 1 (β).
Semilinear elliptic equations with concave contributions in the reaction were first considered by Ambrosetti, Brezis and Cerami [2] , who studied problems in which the concave term enters with a positive sign and the perturbation f (z, x) = f (x) is superlinear (problems with concave-convex nonlinearities). This leads to a different geometry for the problem. Problems with a negative concave term in the reaction were examined by Perera [13] and de Paiva and Massa [5] . Both deal with Dirichlet equations with no potential term βu (that is, β ≡ 0) and no resonance is permitted.
Recently the authors (see Papageorgiou and Rȃdulescu [11] ) examined nonparametric semilinear Neumann problems with an indefinite and unbounded potential, with no concave terms and with a crossing nonlinearity. Analogous problems driven by the p-Laplacian were studied by Mugnai and Papageorgiou [9] and Papageorgiou and Rȃdulescu [12] .
Mathematical background
Let X be a Banach space and X * its topological dual. By ·, · we denote the duality brackets for the pair (X * , X). Let ϕ ∈ C 1 (X). We say that ϕ satisfies the "Palais-Smale condition" ("PS-condition" for short) if the following property holds:
"Every sequence {u n } n 1 ⊆ X such that {ϕ(u n )} n 1 ⊆ R is bounded and ϕ (u n ) → 0 in X * as n → ∞ admits a strongly convergent subsequence." This compactness type condition on ϕ compensates for the fact that the ambient space X need not be locally compact (when X is infinite dimensional) and is the main tool in proving a deformation theorem. This deformation theorem leads to a minimax theory for the critical values of ϕ. One of the main results in that theory is the so-called mountain pass theorem; see Ambrosetti and Rabinowitz [3] .
In our analysis of problem (P λ ) in addition to the Sobolev space H 1 (Ω), we will also use the Banach space C 1 (Ω). This is an ordered Banach space with positive cone given by
This cone has a nonempty interior given by
Consider a Carathéodory function f 0 : Ω × R → R which satisfies subcritical growth with respect to the x ∈ R variable, that is,
, and s = 1 if N = 1 and r ∈ (1, 2 * ), where 2 * is the critical Sobolev exponent, namely
The next result is essentially a particular case of Theorem 2.1 of Motreanu and Papageorgiou [8] , and its proof uses the regularity result of Wang [15] .
Then u 0 ∈ C 1 (Ω) and it is a local H 1 (Ω)-minimizer of ϕ 0 ; that is, there exists Remark 1. Here and in the sequel, by · we denote the norm of the Sobolev space H 1 (Ω). Therefore
Also, we should mention that the first such result relating local minimizers was proved by Brezis and Nirenberg [4] for functionals defined on
In what follows by τ :
We assume that β ∈ L s (Ω) with s > N 2 and also assume that N 3, since for N = 1, 2, the situation is straightforward due to the Sobolev embedding theorem. Let s denote the conjugate exponent of s (that is, 
We know that
and by the Sobolev embedding theorem, the first embedding is compact. So, invoking Ehrling's inequality (see, for example, Papageorgiou and Kyritsi [10, p. 698]), given ε > 0, we can find c(ε) > 0 such that
From (1) and (2), we see that for all u ∈ H 1 (Ω), we have
If we choose ε ∈ 0,
We consider the following linear eigenvalue problem:
From Papageorgiou and Rȃdulescu [11] , we know that problem (5) admits a sequence {λ k (β)} k 1 of eigenvalues such thatλ k (β) → +∞ as k → ∞ and the corresponding eigenfunctions belong in C 1 (Ω) if s > N and form orthogonal bases for the separable Hilbert spaces L 2 (Ω) and H 1 (Ω). The principal eigenvalueλ 1 (β) is simple (that is, the corresponding eigenspace is one dimensional) and admits the following variational characterization:
The infimum is realized on the corresponding one-dimensional eigenspace. Let (6) we see that it does not change sign and we choose it to be positive, 4806 N. S. PAPAGEORGIOU AND V. RȂDULESCU that is,û 1 (β) ∈ C + . Moreover, from Harnack's inequality (see Pucci and Serrin [14, p. 163 ]), we obtainû 1 (β)(z) > 0 for all z ∈ Ω. In fact if we assume that β + ∈ L ∞ (Ω), using the maximum principle (see Pucci and Serrin [14, p. 120]), we can conclude thatû 1 (β) ∈ int C + . We mention thatλ 1 (β) is the only eigenvalue with eigenfunctions of constant sign. All the other eigenvalues have nodal (sign changing) eigenfunctions. By E(λ k (β)) we denote the eigenspace corresponding to the eigenvalueλ k (β). We have the following orthogonal direct sum decomposition:
The nonprincipal eigenvalues have the following variational characterizations:
Both the infimum and the supremum are realized on E(λ m (β)). Finally, we mention that the eigenspaces E(λ k (β)), k 1, have the unique continuation property; namely, if u ∈ E(λ k (β)) and u vanishes on a set of positive Lebesgue measure, then u ≡ 0.
The following proposition is an easy consequence of the spectral properties of −Δu + β(z)u described above. See also Papageorgiou and Rȃdulescu [11] (Proposition 2.3) for (a) and Gasinski and Papageorgiou [6] for (b), (c).
the kth relative singular homology group with integer coefficients for the pair (Y 1 , Y 2 ).
Given ϕ ∈ C 1 (X) and c ∈ R, we introduce the following sets:
Then the critical groups of ϕ at u are defined by
where U is a neighborhood of u such that K ϕ ∩ϕ c ∩U = {u}. The excision property of the singular homology theory implies that the above definition of critical groups is independent of the particular choice of the neighborhood U .
Finally we mention that if h : Ω × R → R is a measurable function (for example, a Carathéodory function), we denote by N h the Nemytski operator corresponding to h, that is,
Solutions of constant sign
In this section, we produce solutions of constant sign for problem (P λ ) when λ > 0 is sufficiently small. To do this, we introduce the following hypotheses on the data of the problem.
Remark 2. Hypothesis H 1 (ii) implies that asymptotically at ±∞ we can have resonance with respect to the principal eigenvalueλ 1 (β). This justifies the presence of hypothesis H 1 (iii), which is needed in order for the energy functional to satisfy the PS-condition. Hypothesis H 1 (iv) implies that at the origin we have nonuniform nonresonance with respect toλ 1 (β).
To produce solutions of constant sign, we introduce the following truncationsperturbations of the reaction of problem (P λ ):
Here γ > 0 is as in inequality (4). Bothĥ ± λ (z, x) are Carathéodory functions. We setĤ
4808 N. S. PAPAGEORGIOU AND V. RȂDULESCU Also let ϕ λ : H 1 (Ω) → R be the energy functional for problem (P λ ) defined by
Evidently ϕ λ ∈ C 1 (H 1 (Ω)). 
, n 1. Then y n = 1 for all n 1, and so we may assume that
From (7) and (8) we have
By virtue of hypothesis H 1 (i) we have that
So, by the Dunford-Pettis theorem and hypothesis H 1 (ii), we have (at least for a subsequence) that
with ϑ ∈ L ∞ (Ω) satisfying ϑ(z) λ 1 (β) a.e. in Ω (see also Aizicovici, Papageorgiou and Staicu [1] , proof of Proposition 14). Note that the functional τ (·) is sequentially weakly lower semicontinuous (an easy consequence of the Sobolev embedding theorem). So, if in (10) we pass to the limit as n → ∞ and use (9), (11) and the fact that q < 2, we obtain 1 2
If ϑ =λ 1 (β), then from (13) Therefore y = 0 and so we havê
a contradiction to the fact that y n = 1 for all n 1. Next we assume that ϑ(z) =λ 1 (β) a.e. in Ω (resonant case). From (13) and (6), we infer that
⇒ y + = ξû 1 (β) for some ξ 0.
First assume that ξ = 0. Then y + = 0, and from (12) and (4) we also have y − = 0. Hence y = 0. Then reasoning as above, we obtain that y n → 0 in H 1 (Ω), a contradiction to the fact that y n = 1 for all n 1.
So, suppose that ξ > 0. Then y + (z) > 0 for all z ∈ Ω and so y(z) = y + (z) > 0 for all z ∈ Ω, and we have
For a.a. z ∈ Ω and all x > 0, we have
By virtue of hypothesis H 1 (iii), given ξ > 0, we can find M 2 > 0 such that
Using this in (15), we obtain d dx
Passing to the limit as u → +∞ and using hypothesis H 1 (ii), we obtain
Since ξ > 0 is arbitrary, we infer that
From (8), (7) and (6), we have
From (14), (16) and Fatou's lemma, it follows that
Comparing (17) and (18), we reach a contradiction. This proves the coercivity of ϕ 
Proof. By virtue of hypotheses H 1 (i), (iv), given ε > 0, we can find
For t = 0, we have
and û 1 (β) 2 = 1).
We know thatû 1 (β)(z) > 0 for all z ∈ Ω. So
Choosing ε ∈ (0, ξ * ), we obtain So, we can find τ 0 > 0 such that
Taking t * = τ 0 (λ), from (20) we have
The next proposition will be useful in applying the mountain pass theorem. 
Suppose that we could find {u n } n 1 ⊆ C 1 (Ω) such that u n → 0 in C 1 (Ω) and Now we are ready to produce constant sign solutions for problem (P λ ) when λ > 0 is small, namely, when λ ∈ (0, λ * ).
Proposition 7.
If hypotheses H 0 and H 1 hold and λ ∈ (0, λ * ), then problem (P λ ) has at least four nontrivial constant sign solutions: Proof. By virtue of Proposition 3, the functionalφ + λ is coercive. Also, using the Sobolev embedding theorem, we can see thatφ + λ is sequentially weakly lower semicontinuous. So, by the Weierstrass theorem, we can find u 0 ∈ H 1 (Ω) such that
Since λ ∈ (0, λ * ), from Proposition 5 we know that
On (26) we act with −u
Then (26) becomes
∂u 0 ∂n = 0 on ∂Ω (see Motreanu and Papageorgiou [7] 
From (7) it is clear that ϕ λ
. So, from (28) we see that we can find n 0 ∈ N such that
a contradiction. This proves Claim 1. From Proposition 6 we know that u = 0 is a local minimizer of ϕ λ , too. Then as in Aizicovici, Papageorgiou and Staicu [1] (see the proof of Proposition 29), we can find ∈ (0, 1) small such that
Then (29) and Corollary 4 permit the use of the mountain pass theorem. So, we can findû ∈ H 1 (Ω) such that u ∈ Kφ+ λ and 0 =φ
From (29) and (30) it follows thatû / ∈ {0, u 0 },û ∈ C + \ {0}, solves (P λ ) (this is established as we did for u 0 ), and via Harnack's inequality we haveû(z) > 0 for all z ∈ Ω.
Similarly, working withφ
with v 0 a local minimizer of ϕ λ and 0 < ϕ λ (v). Proof. Proposition 3 implies that the energy functional ϕ λ is bounded below. This fact together with Propositions 8 and 9 permits the use of Theorem 3.1 of Perera [13] . So, we can find y 0 ∈ H 1 (Ω) such that Comparing (32) and (33), we see that y 0 / ∈ {u 0 , v 0 }. Therefore y 0 is the fifth nontrivial solution of (P λ ) (since y 0 ∈ K ϕ λ ; see (32)), and as before using the regularity result of Wang [15] , we have y 0 ∈ C 1 (Ω).
So, we can state the following multiplicity theorem for problem (P λ ). 
