ABSTRACT Kalman filter (KF) is a widely used technique to obtain health condition in aero engine health management, and each kind of measurement is commonly assumed to be collected and tackled simultaneously from one sensor in the KF for state tracking in previous studies. However, there are redundant sensor measurements of the same kind employed with different sampling and transmission rate, and it is hard to achieve state estimation using multiple sensors at one time, especially, in the advanced distributed architecture. For these purposes, a multi-sensor asynchronous fusion approach is proposed to track engine health state using distributed cubature information filter (CIF) in this paper. The sequential and distributed integration structures are designed for asynchronous computation, and the square-root cubature rule are combined with the CIF to complete state estimation. The global state estimate of distributed squareroot CIF (DSCIF) is obtained from the fusion of local estimates using multi-scale sampling strategy. The performance comparisons of the examined methodologies are conducted to state estimation with asynchronous measurements in aero engine gas path health tracking applications. The results illustrate the superiority of the DSCIF with regards to estimation accuracy and computational efforts, and confirm our viewpoints in the asynchronous filtering estimation for the multi-sensor system. INDEX TERMS Gas turbine engine, multi-sensor system, state estimation, cubature information filter, asynchronous fusion.
I. INTRODUCTION
Aero engine is one of the most important power machineries for aircraft, and its performance deteriorates over time. Heath parameters represent the engine component performance, and the estimation of heath parameters is a key subject to engine health management. Reliable health tracking results offer the benefits of more safety and lower maintenance cost [1] , [2] . Many studies have been carried out to acquire engine health condition, such as weighted least squares [3] , Kalman filter (KF) [4] , genetic algorithm [5] , [6] , sparse Bayesian [7] , time series model [8] , gray relation theory [9] , neural networks [10] and sparse kernel method [11] . The KF is the most commonly used method for state estimation, and variants of the KF are developed to access aero-engine gas path health performance conditions. Among these KFs, Linear KF (LKF) is a linearized state estimation method, and extended KF (EKF) and unscented KF (UKF) are the nonlinear methods [12] , [13] . These studies focus on the engine health monitoring provided that the KFs could cope with various measured parameters from the sensors simultaneously.
However, the hypothesis of different type sensors sampling synchronization is a rigorous condition for the aero engine that is a complex system in the harsh operating environment. In recent years, a wireless sensor network is used for realtime gas path performance tracking of aircraft engines, where engine sensors are sampled with multi-rate [14] . The sensors with multiple sampling rates can provide more redundant information about the signal and target of interest in time and space than single sensor [15] . Studies on multisensor asynchronous fusion estimation have attracted more attentions, and especially been promoted in the navigation system [16] - [18] . When it comes to the fields of aero engine, the multiple sensors are applied for state estimation of the LKF in the advanced distributed control architecture. Compared to the LKF, the nonlinear KFs are the better candidates for health estimation due to the nonlinear dynamic characteristics of aero engine in full flight envelope. For nonlinear dynamic systems with multi-rate measurements, an asynchronous state estimation is developed from multiscale system theory and the unscented/sigma-point filter [19] .
The cubature Kalman filter (CKF) is a Bayesian filter of the Gaussian approximation, and it is proposed for nonlinear state estimation in the recent ten years. The CKF provides the same accurate performance of state estimation as the existing unscented/sigma-point filter, while less computational efforts are consumed [20] . There are 2n + 1 sigma points to be calculated for state estimation in the UKF at each step, while 2n in the CKF. The cubature information filter (CIF) is developed from the CKF, and it is an information filtering description of the CKF [21] . The information form of the KFs is mathematically equivalent to their conventional form for state estimation, and it is derived using the statistical error propagation property [22] , [23] . The information variables and covariance of the CIF bring easier filtering expressions of time update and measurement update, especially in the distributed system with multi-sensor fusion [24] , [25] . Nevertheless, the utilization of basic CIF assumes that all sensor measurements are simultaneously collected [26] , and the systematical researches of state estimation under the different sampling rate in the multi-sensor system have not been reported.
This paper concerns state estimation with redundant sensors in the multi-rate measurement system, and a nonlinear fusion estimation algorithm is proposed based on the cubature filtering rule with asynchronous integration mechanism. The sensed parameters of the redundant measurements are divided into several local sensor subsystems according to the sampling rates. The asynchronous sequential CKF (SCKF) is first designed, and state variables are sequentially computed by the data acquisition rate of the sensor subsystems. The measurement expression of the CKF is iteratively updated as the new data arrives at the subsystem. The nonlinear component level model (CLM) of aero engine runs at each measurement expression calculation, and this computation is greatly time-consuming. The computational efforts of the SCKF will evidently increase along the number of sensor subsystem and state variable. Then the asynchronous distributed integration strategy is developed for the multi-rate sensor system, and the time update and measurement update is only implemented one time at fusion center. The contribution of this paper is to propose a distributed square-root CIF (DSCIF) from the standard CIF for improving the estimation performance and numerical stability, which is combined with the asynchronous distributed integration strategy. The following research is undertaken by the authors both at Nanjing University of Aeronautics and Astronautics, Nanjing, China, and at the University of Toronto, Toronto, Canada. The systematic comparisons of the asynchronous cubature Kalman filters are given for aircraft engine gas path health tracking in the cases of multi-rate sensor measurements. The results indicate that both the SCKF and DSCIF can achieve performance tracking, and the proposed DSCIF is superior to the SCKF with regards to tracking accuracy and computational burden. This paper is organized as follows. Section 2 presents the problem formulation of the state estimation for multi-rate sensor systems, and the asynchronous sequential cubature Kalman filter is presented. The distributed integration filtering algorithm is developed by the combination of asynchronous distributed integration strategy with square-root cubature information filter in Section 3. Section 4 shows the performance comparisons of the involved methodologies in the applications of aero engine gas path health tracking with multi-rate sensor measurements, along with the test results. The conclusion is drawn in Section 5.
II. SEQUENTIAL STATE ESTIMATION USING CKF A. PROBLEM FORMULATION
The redundant sensors are utilized for the advanced aero engine to improve the reliability of control and fault diagnostics. Given N sensor subsystems in the distributed nonlinear dynamic system with asynchronous measurements, an aero engine model is mathematically described as follows
where x (k) ∈ R n , u (k) ∈ R m , and y i (k) ∈ R q i are the state vector, control vector, and measurement vector at time k. The system noise w(k) ∈ R n and the i-th subsystem measurement noise v i (k) ∈ R q i follows zero-mean Gaussian sequences,
The measurement equation of the i-th sensor subsystem is given in Eq. (2) in the multi-rate sensor system. The subscript i denotes the scale index corresponding to the sensor subsystem, and it is related to the sampling rate. The smaller i stands for the finer scale, for example, the index i = 1 denotes the first sensor subsystem at the finest scale, whose sampling rate is the highest. The index i = 2, 3, · · · , N denotes the remaining senor subsystem at coarser scale, in which the measurement data is sampled with the lower rate. The sampling rates of N sensor subsystems are depicted
where n i is known positive integers, and n 1 = 1. When the number of sensor subsystems is three, the measurement data is acquired at each step in subsystem 1, every two steps in subsystem 2, and every three steps in subsystem 3. Since the engine performance tracking is mainly carried out at the design operation, the engine control variables are constant. The state variable x i (S i ) is the projection of x (S 1 ) from scale 1 to scale i as follows
The prior state variable of the i-th sensor subsystem at its S i step is calculated from the global state variable at the S 1 step of the system. Hence, the i-th measurement equation output y i (k) can be rewritten from Eq. (2) -Eq. (4) as
where h i (·) = h (f i (·)) denotes a new nonlinear measurement function of the i-th sensor subsystem, whose measurement vector at scale i observes the system state vector at the finest scale.
The function mod(a, b) is defined by the remainder of the division between a and b. If time index k meets that mod k, n i p = 0, Eq. (5) can also be written as
It is noted that some of the sensors have different sampling time, and the network transmission delay might occur in the harsh operating condition. These will lead to the issue of state estimation with the multiple rate sensor measurement in the processor. The objective of this paper is to find a way to fuse the observed measurements from various the sensor subsystems with multiple sampling rates to achieve reliable performance estimates of the engine health status.
B. SCKF
The SCKF algorithm is developed from the combination of the cubature rule of the CKF with sequential fusion strategy for state estimation of asynchronous measurement system. The multiple sampling rate sensors are processed in sequence in the SCKF during measurement update stage. If there are j + 1 sensor subsystem followed mod k, n i p = 0 at time k, namely, sensor subsystem i 0 , i 1 , . . . , i j ,
The state estimate and its error covariance matrix are obtained from the following time and measurement update steps.
1. Time update The state estimate and covariance are propagated by the time update equations at finest scale.
(a) Compute the cubature state points at k −1 and the priori cubature state points (l = 1, . . . 2n)
where P 1/2 (k − 1|k − 1) refers to the square root factor of the error covariance P (k − 1|k − 1) and ξ l = √ n· [1] l . Here, [1] l is the l-th column of the points set [1] . If [1] ∈ R 2 , it represents the set of points as 1 0 ,
(b) Calculate the predicted state and error covariancê
2. Measurement update of the sensor subsystem at the finest scale (a) Calculate the priori measured variables of cubature points and their predicted measurement variables
(b) Update the covariance matrix of the finest subsystem, cross-covariance matrix and Kalman gain matrix
(c) Estimate the i 0 state variables and the error covariance at scale 1
3. Measurement update of sensor subsystems at the coarser scales (a) Calculate the i p−1 cubature state points at k and the propagated cubature state points
(b) Compute the i p propagated cubature measured variables and predicted output
where (c) Update the covariance matrix with the coarser scales, and their cross-covariance matrix and Kalman gain matrix
(d) Estimate the posterior state variables and their error covariance For p = 0, 1, . . . , j, measurement output updates are performed from the preceding scale i p−1 to the recent scale i p as follows.
Then the posteriori state and error covariance are obtained asx (k|k) =x i j (k|k) and P (k|k) = P i j (k|k) at time k. The framework of SCKF algorithm is presented in the Fig. 1 .
The available sensor subsystems are divided into two classes at each step. The first class only includes the finest sensor subsystem itself, and the second class contains more than one sensor subsystems.
In the second class in Fig. 1 , the cubature points in the SCKF algorithm are updated immediately after the local measurement is processed. The update frequency of cubature state points is dependent on the number of the available sensor subsystems at each step.
III. DISTRIBUTED CIF FOR INTEGRATION STATE ESTIMATION
Different from the sequential fusion, the DSCIF is proposed by the combination of the cubature filtering rule with distributed information integration strategy for the asynchronous state estimation in multi-sensor nonlinear system. The local sensor information in the distributed CIF is processed in parallel, and this filtering structure will reduce the computational effort. With the same assumption as the SCKF, the information state vector and information matrix are defined by
The distributed CIF algorithm is presented as follows.
1. Time update The time update equation runs as Eq. (7) after x (k − 1|k − 1) and P 1/2 (k − 1|k − 1) are obtained from the information state vector and the information matrix. Then the priori state estimatex (k|k − 1) and error covariance P (k|k − 1) are calculated from Eq. (8).
2. Measurement update (a) Evaluate the priori cubature state points and predicted measurement variables as the Eq. (9) and Eq. (10).
(b) Update the cross-covariance matrix and measurement matrix in the distributed structure
(c) Compute the information state contribution parameter and its associated information contribution matrix
(d) Estimate the posterior information state variables and error covariance matrix
The propagation of square-root factor of information matrix S R (k) is employed, and the information error covariance matrix and contribution matrix can be rewritten as
where
The updated information matrix in Eq. (18) can be written in the factorized form as follows
Hence, the square-root of the updated information matrix is computed by
where Tria (·) denotes the QR decomposition calculation. The lower triangular matrix S is given by S = R T , where R is supposed to be the upper triangular matrix obtained from the QR decomposition of A T . The DSCIF algorithm framework is given in Fig. 2 . Similar as the SCKF algorithm, available sensor subsystems are divided into two classes. The first class only includes the finest sensor subsystem itself, and the second class includes more than one sensor subsystems. In the second class, each local sensor subsystems has its own information update calculation, and the local information variables are processed parallel at the information processor and then transmitted to the fusion center.
The distributed integration strategy is to skip the procedure of time update equation for the cubature state points. In the succeeding equations, the most recent cubature points are used, and the measurements are still employed to update the a posteriori cubature state points at each step. This simplification is especially reasonable for the cases of health parameter estimation due to that assumption that the health parameters deviates from the nominal condition with constant values. The modification of update calculation in the DSCIF save computational efforts without sacrificing the estimation accuracy. The integration strategy of measurement update is presented in the involved nonlinear filtering algorithms in the Fig. 3 .
For instance, in the distributed structure of DSCIF shown in Fig. 3(b) , the measurement update of three local sensor subsystem can be simultaneously processed in parallel during the 4 th or 8 th step. On the other side, the cubature state points of SCKF are required to be evaluated and propagated three times during the same step at the 4 th or 8 th step in Fig. 3(a) . It indicates that the engine model will be called only one time in the DSCIF, while called three times in the SCKF at the 4 th or 8 th step. The computational loads of SCKF is evidently heavier than that of DSCIF, since engine model computation dominates the state estimation in the multi-rate measurement system.
IV. SIMULATION AND ANALYSIS
The proposed fusion filtering methodology is evaluated in the asynchronous redundant sensor subsystems for health status tracking of the turbofan engine. The systematical tests are carried out on a virtual turbofan engine created from General Gas Turbine Simulation Platform that is developed by Nanjing University of Aeronautics and Astronautics [27] . It is coded with C language, and packaged by dynamic link library for simulation in MATLAB environment. The turbine engine equation with asynchronous sensed subsystem is summarized as
where k is time index, x(k) is 10-element augmented state vector. The 2-element original state variables x 0 (k) VOLUME 6, 2018 FIGURE 2. DSCIF algorithm framework for state estimation. The sensor measurement vector is y = [N L , N H , T 22 , P 22 , T 3 , P 3 , T 43 , P 43 , T 6 , P 6 ] T , whereas the low pressure rotor speed N L , high pressure rotor speed N H , fan outlet temperature T 22 , fan outlet pressure P 22 , compressor outlet temperature T 3 , compressor outlet pressure P 3 , high pressure turbine (HPT) outlet temperature T 43 , HPT outlet pressure P 43 , low pressure turbine (LPT) outlet temperature T 6 , and LPT outlet pressure P 6 4 are mass flow coefficients of these components.
The involved health monitoring algorithms run in MATLAB software, and the computer hardware used for simulation is configured as follows: CPU i5 @ 2.40 GHz and RAM 4GB. The finest sampling frequency of engine model is 50 Hz. The variance of process noise w(k) is as Q = 0.0015 2 × I 10×10 , and the measurement noise v i (k) is shown in Table 1 . The redundant local sensor subsystems are generated by the engine model at various sampling rates, which is specified in Table 1 . The variance of measurement noise increases along the sampling rate. Three redundant measurement groups labeled as I, II and III, are combinations of three local sensor subsystems as shown in the Table 1 . The measurement group I represents the single-rate sampling measurements from the first sensor subsystem, the group II summarizes the measurement from sensor subsystem 1 and subsystem 2, and the measurement of group III from all sensor subsystems.
Three indices are utilized to reveal the examined algorithms performance, namely, root mean square error (RMSE), root mean standard deviation (RMSD), maximum deviation (MD), total computational time T , and convergence time T C . The RMSE, RMSD, and MD are defined by
where N 1 is the number of Monte Carlo simulation, and N 2 is the data length of a simulation, wherein N 1 = 10, N 2 = 500. h j (k) and h j (k) are separately the estimated value and true value of health parameter in the j-th simulation at time k, and h j (k) is the average value ofĥ j (k). The convergence time T C denotes the time consuming to recognize the fault modes, which is defined as the time from the starting deviation to the steady estimate within the ±1% range. The computational time T is defined by the total time consuming in one simulation.
A. GAS PATH GRADUAL DETERIORATION TRACKING
Engine tends to wear with the usage, and it is expressed by the health parameter gradual deterioration from their nominal magnitudes. This process is simulated as all health parameters drift from 1 at t = 0 s and with the following degradation at the end of the sequence (t = 10 s): −2. (H = 0m, Ma = 0). The computational time and maximum deviation comparisons of SCKF and DSCIF are summarized during the engine gradual deterioration in Table 2 . From Table 2 , it can be seen that the computation efforts of the proposed DSCIF is smaller than the SCKF in the measurement group II and III. Additional information utilization of sensor subsets is no longer increase the total computational time of performance tracking. The estimation errors of the SCKF and DSCIF are similar with regards to index MD, and they are reduced from the measurement group I to III due to more effective measurement information utilization for state estimation. The RMSE is shown during the engine gradual deterioration in Fig. 4 . Fig. 4 illustrates that the RMSE s of DSCIF are slightly larger than those of SCKF in the latter two measurement groups, and the bias between the SCKF and DSCIF is less than 0.001 in three measurement groups. The RMSEs decrease with more measurement subsystem used by both of the SCKF and DSCIF, and their change routes are similar to the index MD. From the simulation results during the engine gradual deterioration, it can be deducted that the DSCIF with asynchronous distributed integration strategy achieves better tracking accuracy without additional computational time in the multi-sensor measurement system. The DSCIF is a satisfactory filtering candidate of gas path performance gradual deterioration tracking for the engine.
B. GAS PATH ABRUPT FAULT DIAGNOSTICS
Foreign objective damage will result in gas path performance abrupt degradation, and abrupt shift simulations on the engine component performance are carried out in this section. Four typical fault modes of engine component performance are examined from the Reference [1] . The health parameter shifts at t = 2 s with the magnitude as: (1) −2% on SE 1 and −2% on SW 1 , (2) −2% on SE 2 and −2% on SW 2 , (3) −2% on SE 3 and +2% on SW 3 , (4) −2% on SE 4 and +2% on SW 4 , which are labelled as fan fault, compressor fault, HPT fault and LPT fault, respectively. Similar to the gradual deterioration simulation, we conduct 10 Monte Carlo simulations for each fault mode. The estimation results of health parameter tracking provided by the DSCIF under abrupt faults using the measurement group III are depicted in Fig. 5 .
The estimates of SE 1 , SW 1 deviate from 1, and the rest estimates of health parameters are still around 1 after 2s by the DSCIF in Fig. 5(a) . The DSCIF provides the close tracking route of health parameters to their real changes in other three performance fault modes from Fig. 5(b), Fig. 5(c) , and Fig. 5(d) . In order to overall assess gas path abrupt fault recognition accuracy of the examined filtering methods, the RMSEs are reported using various measurement groups in Fig. 6 .
As depicted in the Fig. 6 , the RMSEs by both of the SCKF and DSCIF are no more than 0.03 in all gas path abrupt fault modes. The SCKF and DSCIF using the redundant information of measurement group II and III achieve the better diagnostic accuracy than only single-rate sensor measurement group I. It is in line with the fact that the sensor with multiple sampling rate can provide more available information about target of interest than single sensor set. The SCKF and DSCIF have almost the same asynchronous fusion diagnostic accuracy in the cases of gas path abrupt fault modes. When the computational efforts are concerned, the index T comparisons of the SCKF and DSCIF are given in Fig. 7 .
The total computational efforts T of the SCKF are separately 2.65s, 3.94s and 4.84s using the measurement group I, II, III, those of the DSCIF are 2.78s, 2.78s and 2.75s in the case of fan abrupt fault mode in Fig. 7(a) . The SCKF consumes more computational time as the more measurement subsystem utilization for integration estimation. However, the DSCIF generates relatively steady computational time in the fan fault mode no matter whether the new measurement information is employed. The similar results of the computational efforts can be reach from other three performance fault modes from Fig. 7(b), Fig. 7(c) , and Fig. 7(d) . The measurement expression related to the sensor subsystem is iteratively updated in the SCKF using the asynchronous measurement, and this procedure is optimized by distributed integration strategy in the DSCIF. Since the DSCIF performs better than the SCKF in gas path performance tracking, the former one is focused on in the following test.
The indices of RMSE, RMSD and Tc are reported in detail using various measurement groups by the DSCIF in Table 3 . The index Tc of the DSCIF decreases from 322ms to 134ms in fan abrupt fault case as the number of measurement subsystem increases. The more available sensed information is employed, the less fault identification time is consumed by the distributed integration strategy of the DSCIF. From the indices of RMSE and RMSD, we can find that the diagnostic accuracy and consistency also decrease evidently as the multi-rate sensor sets are involved in abrupt fault recognition.
C. GAS PATH PERFORMANCE TRACKING FOR HYBRID ANOMALY
Gas path performance abrupt shift occurs along the lifetime of turbofan engine. Hence, the hybrid anomaly tracking performance of the proposed methodology is tested in the scenarios of the combination of gas path abrupt fault and gradual deterioration. Four component performance abrupt faults are given as Section 4.2, and engine performance gradual degradation route follows Section 4.1. The engine gas path abrupt fault happens at 5s. These hybrid anomaly patterns are labelled as Hybrid fan fault, Hybrid compressor fault, Hybrid HPT fault, Hybrid LPT fault, respectively. Fig. 8 shows hybrid performance anomaly tracking results by the DSCIF using the measurement group III.
The health parameters estimates move around the real engine performance deterioration, and the abrupt shift of health parameters can be captured in four hybrid fault modes in Fig. 8 . Furthermore, the asynchronous fusion strategy of the DSCIF is evaluated to hybrid performance anomaly tracking using three measurement groups. Table 4 shows the indices of RMSE and Tc by the DSCIF in four cases of gas path performance hybrid anomaly.
From Table 4 , the RMSE and Tc by the DSCIF are reduced along the redundant sensor count increase from measurement group I to III in each performance fault scenarios. We can draw that the proposed DSCIF yields better estimation accuracy and faster convergence speed for hybrid anomaly tracking with redundant sensor information. The computational time T of DSCIF are 2.67s, 2.67s, 2.62s and 2.63s for four gas path hybrid anomaly cases, while those by the SCKF are 4.65s, 4.39s, 4.44s and 4.42s using the measurement group III, respectively.
D. PERFORMANCE TRACKING TEST IN FLIGHT ENVELOPE
The simulations above is tested at ground design operation. Aero engine runs in the flight envelope, so the performance evaluation of the proposed methodology is extended to several typical operation points within the flight envelope. Eight typical operation points are selected to test, which have the same corrected fan speed 100% in full power operation. The altitude and Mach number of these involved operating points are referred to [29] , and presented as: (1) H = 2000m, Ma = 0.5, (2) H = 2000m, Ma = 1.2, (3) H = 3000m, Ma = 0.9, (4) H = 8000m, Ma = 0.7, (5) H = 11000m, Ma = 1.2, (6) H = 13000m, Ma = 1.6, (7) H = 14000m, Ma = 1.9, and (8) H = 16000m, Ma = 1.1. The hybrid fan fault tracking is simulated to test in this section, and the gradual deterioration and abrupt degradation magnitude is the same as Section 4.3. Fig. 9 shows the RMSEs using various measurement groups in the typical operating points by the DSCIF asynchronous fusion strategy. The typical operating points are plotted in the horizontal Ma-Hplane, and the color bars illustrate the performance tracking accuracy in Fig. 9 (a), 9(b) and 9(c). The darker color is, the less tracking errors are produced by the DSCIF.
From Fig. 9 (a), 9(b), and 9(c), the DSCIF produces the RMSEs 0.035, 0.031, and 0.030 using measurement group I, II, and III at operating point H = 16000m, Ma = 1.1, respectively. The RMSEs are the largest one at H = 16000m, Ma = 1.1 compared to the rest typical operating points in Fig. 9 . The RMSEs evidently decrease at the operating points whose altitude is lower. The RMSEs of the DSCIF using measurement group III are less than those of group I and group II in the full flight envelope from Fig. 9(d) , and the DSCIF asynchronous integration strategy can fuse multi-rate sensor information to improve gas path performance tracking accuracy.
V. CONCLUSION
Reliable performance tracking for gas turbine engine plays a paramount role in engine health management over its life course. The multi-sensor filtering fusion algorithm is proposed, and play a key role in an aero engine gas path anomaly detection system. The SCKF is developed from the basic CKF with sequential fusion strategy. Then the DSCIF runs in a novel distributed structure, and it is implemented with the multi-rate sensor information integration strategy. The capabilities of the proposed methodologies are systematically evaluated in the following areas: performance comparisons of gas path gradual deterioration over time, and abrupt fault detection by the SCKF and DSCIF; the hybrid anomaly tracking performance of the DSCIF is assessed at ground design operation, and then it covers several typical operating points in the flight envelope. The redundant sensors with various sampling rates are involved in the engine gas-path performance tracking in these tests. Those results reported confirm that the performance tracking accuracy by the SCKF and DSCIF are evidently improved as the more measurement of the same sensor kind available. Secondly, the DSCIF consumes less total computational time and convergence time to recognize fault pattern compared to the SCKF, especially in the multi-sensor system. Thirdly, the DSCIF can be extended to track the performance anomaly scenarios that are combined the gradual deterioration and abrupt fault, and also extended to typical operating points in the flight envelope. Nevertheless, there is still a long road to develop more reliable gas path performance tracking for life cycle gas turbine engine in flight envelope, and more various applied experiments need to be designed. His current research interests include gas turbine engine modeling, control, and health prognostics.
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