Dynamic Preclusion of Encroachment in Hadoop Distributed File System  by Saranya, S. et al.
 Procedia Computer Science  50 ( 2015 )  531 – 536 
Available online at www.sciencedirect.com
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of scientific committee of 2nd International Symposium on Big Data and Cloud Computing (ISBCC’15)
doi: 10.1016/j.procs.2015.04.027 
ScienceDirect
2nd International Symposium on Big Data and Cloud Computing (ISBCC’15) 
Dynamic Preclusion of Encroachment in Hadoop Distributed 
File System 
S. Saranyaa, M. Sarumathia, B. Swathia, P. Victer Paula, S. Sampath Kumarb, T. Vengattaramanb 
a Department of Information Technology, Sri Manakula Vinayagar Engineering College, Puducherry, India. 
b Department of Electronics and Communication, Manakula Vinayagar Institute of Technology, Puducherry, India. 
c Department of Cmputer Science, Pondicherry University, Puducherr, India. 
{ saranyasjp03, sharumathi12, swathibskr, victerpaul}@gmail.com, sampathkr@yahoo.com, vengat.mailbox@gmail.com 
Abstract 
Big Data has been one of the current and future research frontiers.  Data driven decisions derived from big data have 
critical significance in many application domains, e.g., health, commerce, finance, marketing, military, etc. In big data, 
computations have to operate on massive data sets to extract actionable intelligence and storage system must also support 
concurrent computations. The Hadoop file system has been designed to meet the complex requirements of big data. High value 
associated with big data sets has also rendered big data storage system attractive target for cyber attackers. In this work, we focus 
on a process specific security model for HDFS in big data to secure the data on various operations in nodes of HDFS. The 
proposed model effectively precludes the intruder prone operations such as data deletion, insertion and replacement in the cluster 
nodes which pose severe threat to the HDFS functionality using Apache Sentry for authorization of Clients and Kerberos for 
authenticating access to the nodes. 
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1. Introduction 
Big data is a catch-phrase, used to describe a massive volume of both structured and unstructured data that 
is so large that it's difficult to process using traditional database and software techniques. In most enterprise 
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scenarios the data is too big or it moves too fast or it exceeds current processing capacity. Big data has the potential 
to help companies improve operations and make faster, more intelligent decisions. The Apache Hadoop projects 
provide a series of tools designed to solve big data problems. The Hadoop cluster implements a parallel computing 
cluster. The cluster is partitioned across many servers to provide a near linear scalability. The cluster design is to 
bring the computing to the data. So each datanode will hold part of the overall data and be able to process the data 
that it holds.  
MongoDB is a cross-platform document-oriented database. It is classified as a NoSQL database, MongoDB 
eschews the traditional table-based relational database structure in favour of  JSON-like documents with 
dynamic schemas, making the integration of data in certain types of applications easier and faster. MongoDB is free 
and open-source software. Sentry is an Open Source, Fine-Grained Access Control for Enterprise Data Hub a key 
part of compliance-ready security which controls access to data. Apache Sentry (incubating) is a unified 
authorization mechanism used to store sensitive data in Hadoop. The Sentry privilege model has the following 
characteristics: 1. Allows users to execute create function and drop function. 2. Allows user to execute show 
function, describe the function, and show locks. 3. Allows user to view only those tables and databases for which the 
user has been granted privileges. Kerberos is a network authentication protocol. It is designed to provide strong 
authentication for client/server applications by using secret-key cryptography. The cryptographic algorithm typically 
employed in Kerberos is Data Encryption Standard (DES). 
The file system is partitioned and distributed requiring authorization checks at multiple points; a submitted 
batch job is executed at a later time on nodes different from the node on which the client authenticated and 
submitted the job; job tasks from different users are executed on the same compute node; secondary services such as 
a workflow system access Hadoop on behalf of users; and the system scales to thousands of servers and tens of 
thousands of concurrent tasks. An assumption is that in the Hadoop framework every node in a cluster has the same 
load problem and reduces the Map-Reduce performance [1]. The proposed concept in this paper is that a data 
placement algorithm which resolves the unbalanced node workload problem. This proposed algorithm dynamically 
adapts and the load in the node is balanced based on computing capacity. The proposed technique is that in a 
heterogeneous cluster the computing capacity of each node differs. The computing capacity ratio of nodes differs for 
different jobs. To overcome this problem the Dynamic Data Placement (DDP) Strategy is proposed. The concept of 
creating a trusted Apache Hadoop Distributed File System (HDFS) and also address the common security issues that 
relate within HDFS[2]. To accomplish these issues, technologies have been used from Trusted Computing Group. In 
design considerations, an encryption framework for Hadoop is build and the recently implemented crypto 
framework for Hadoop is evaluated by testing its performance. The Hadoop Distributed File System is a virtual files 
system, written in Java, which distributes chunks of files across Data Nodes. The chucks, called blocks, are stored 
on the physical file system of each node in a configurable location. HDFS can be configured to keep redundant 
copies of each block, to avoid loss of data in even of a node, or multiple nodes, failure. Cloud computing has been 
flourishing in past years because of its ability to provide users with on-demand, flexible, reliable, and low-cost 
services[3]. With various cloud applications being available, protection on data security becomes an important issue 
to the cloud. This paper proposes a triple encryption scheme which combines HDFS files encryption using DEA and 
the data key encryption with RSA, and then the user's RSA private key encryption using IDEA. The three key 
process: a. Principle of Data Hybrid Encryption.  b. Maintaining the Integrity of the Specifications.  c. 
Implementation of the private key file’s encrypted storage management.  
2. Proposed System 
This paper focuses on a specific security model for HDFS to secure the data on various operations in its 
nodes. The proposal model effectively precludes the intruder prone areas operations such as data deletion, insertion 
and replacement which pose severe threat to the HDFS functionality.  The Hadoop file system has been designed to 
meet the complex requirements of big data. High value associated with big data sets has also rendered big data 
storage system attractive target for cyber attackers. In this work, we focus on a process specific security model for 
HDFS in big data to secure the data on various operations in nodes of HDFS. The proposed model effectively 
precludes the intruder prone operations such as data deletion, insertion and replacement in the cluster nodes which 
pose severe threat to the HDFS functionality using Apache Sentry for authorization of Clients and Kerberos for 
authenticating access to the nodes. This paper deals with the various issues that Hadoop faces in terms of security 
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and proceeds towards proposing an efficient technique. The technique proposed here for Hadoop security is based 
on the interacted working of the tools like Apache Sentry, Network Authentication Protocol- Kerberos, Non-
Relational Database- MongoDB. The Technique proposed is named as DPE Technique, which symbolizes Hadoop 
distributed file system that yearns for security, uses a creamed layering of Sentry and Kerberos for protocol for 
authorizing the user access and authenticating access to the data nodes respectively.  
2.1 Architecture 
This proposed architecture is a combination of the components like the database MongoDB, Apache sentry 
that assigns roles for the user, Kerberos which is a protocol for authenticating the user access to the Hadoop 
Distributed File System. The Figure.1 depicts the architecture of the proposed system with all the components that 























  Fig. 1. Architecture diagram of DPE 
2.2 Components Description 
2.2.1 Authorization Using Sentry 
Apache Hadoop has a strong security at the file system level, but it lacks the granular support needed to 
adequately secure access to data by users and Business applications. This problem forces the users to make a choice: 
either to leave the data unprotected or lock out the users entirely. Sentry provides the ability to control and enforce 
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access to data and/or privileges on data for authenticated users. Apache Sentry offers fine-grained access control to 
the data and metadata in the Hadoop Distributed File System. It allows the access control at the server, database, 
table, and view scopes at different privilege levels including various user controls like select, insert, and all. The 
column level security can also be implemented by creating a view of the subset of the allowed columns. The grant 
privileges on the view and base table can be restricted so that the columns with sensitive data don’t have to be 
exposed to the unauthorized users. It provides ease of administration through role-based authorization. 
The various factors that play a major role in the working of sentry are: 1. Resource: A resource is an object 
that is required to regulate access to. In the relational model a resource can be any of the following: Server, 
Database, Table or URI (ie HDFS or local path). 2. Privileges: By default Sentry does not allow access to any 
resource unless explicitly granted. A privilege is essentially a rule that grant access to a resource. It spells out how a 
given resource is allowed to be accessed. 3. Roles: Role is a collection of privileges. This is template to combine 
multiple privileges required for a logical role in the data processing. The notion of roles allow one to club all these 
rules under a single template which can be assigned to an analyst in one shot. Moreover this allows us to maintain 
the analyst permissions in future. 4. Groups: A group is a collection of users. Sentry group mapping is extensible. 
By default Sentry leverages Hadoop’s group mapping (which in turn can be OS groups or LDAP groups). It allows 
us to associate roles to groups. The notion of groups further simplifies the administration. It provides the ability to 
combine a number of users into a single group. This saves the trouble of assigning the roles to each users.  
2.2.2 Authentication Using Kerberos 
  The protocol implemented for this project is Kerberos; the client (generally either a user or a service) sends 
a request for a ticket to the Key Distribution Center (KDC). This Key Distribution Center creates a ticket-granting 
ticket (TGT) for the client, and encrypts it using the client's password as the required key, and sends the encrypted 










Fig. 2.Working of Kerberos 
The next step of the working of Kerberos authentication is where the decryption of the TGT plays a major 
role. If the client successfully decrypts the TGT (ticket granting ticket) (i.e., if the client has entered the correct 
password), then it keeps the decrypted TGT. This process which involves the saving of the decrypted TGT indicates 
the proof of the client's identity. The TGT has a feature such that it has the ability to expire at a specified time, it 
permits the client to obtain additional tickets, which gives permission for a set of specific services. The requesting 
and granting of any of the additional tickets by the services or the system is user-transparent. Fig.2 shows the overall 
working of Kerberos. 
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3. Experimentation Analysis 
This paper tends to provide solution for various threats that the data in the Hadoop faces. Some of the 
performance limiting factors that affected the effectiveness of the Hadoop Distributed File System is unauthorized 
access to the system, unauthorized access to the data stored in the system, unauthorized operations by the grouped 
users. The above discussed issues are the major issues that prove to be a drawback to the performance of the Hadoop 
applications. The various measurable performance factors are discussed below: 1. Unauthorized access to the 
system: The first enhancement in the performance deals with the login access to the system. The big data application 
that implements this platform will have a secure entry checking mechanism. Though this is similar to most login 
verification module in most applications, the platform involves the integration of a non-relational database 
MongoDB. This database serves the essential purpose most diligently and hence supports the security mechanism in 
a highly confidential and in the most secure way. 2. Restriction of user operations: The next progressive step of this 
paper is to segregate the users into groups based on their hierarchy and assign roles to specific groups. This feature 
is implemented by the congregation of Apache Sentry to the traditional system. Hence the users belonging to any 
specific group will be enabled only to the operations that are permitted or access to that specific group as shown in 
Fig.4. Each group is allowed only a set of operations based on their power of authority or level of hierarchy based 
on the nature of the application. This feature reduces the workload of the administrator by totally eliminating the 
task of assigning roles to the users of the system. Hence, with the diminution of the task load, better performance 
can be observed and helps the big data application to be processed even more effectively in an efficient time factor. 
3. Unauthorized access to Data Stored: Most applications that deal with a large amount of data prefer a secure access 
to those data, because the data might be either sensitive or responsible for the major growth factor of any 
organization.  
 
Data hacking or data loss occurs mainly during the phase of transaction or access for any operation. To 
overcome this drawback the inclusion of Kerberos, a protocol for internet applications in proposed. Kerberos, which 
is included in this proposal, enables encrypted access to these datanodes and namenode, based on the ticket granting 
system it is designed with. In fig.3, we can find the summary of the detailed cluster information and that the cluster 
is in the safe mode. In the Fig.4 we can see the performance of the completed execution of the map and reduce phase 
of the Hadoop system. 
 
 
                 Fig. 3.  Cluster in secure mode                                                             Fig. 4. Completion of map/reduce graphical representation 
4. Conclusion 
With the growth of business and data in really unpredictable amounts, Enterprises are currently moving 
towards tools to manage and perform computing on these data. To handle such large amounts of data Cloud Service 
Providers are soughed for storage purpose. In order to handle queries and process these data for dynamic and real 
time applications, Hadoop is being preferred. Since these data are really sensitive to determine even the future 
growth of an organization or a commodity, they are in a possibility of being in the demand for hackers. But neither 
Cloud nor Hadoop provides a promising security for the data or processed. The overall problem of data security 
within Hadoop becomes even more difficult when you consider its implementation. Hadoop, and its underlying file 
system, is a complex distributed system with many points of contact. Given its complexity and scale, the application 
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of security to this system is a challenge by itself. Any security implementation must integrate with the overall 
architecture to ensure proper security coverage. This behavior allows the model to scale to permit the categorization 
of users into roles using templates rather than administrators having to assign detailed privileges to each user. This 
paper tends to project a new dimension of security features for issue facing. 
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