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Abstract 
Active networks are a possible Internet architecture for the future. They provide 
network users with more flexibility by allowing them to customise and control the 
behaviour of networks dynamically. Internet Friendly Active Network (!FAN) is an 
active network architecture based on the existing lP architecture. In this thesis a 
practical implementation of an active network node is presented, named IF AN Virtual 
Router (IF AN VR). IF AN VR is a software framework built on an IF AN node in 
!FAN networks, providing researchers, developers and users with an !FAN test-bed. 
The main modules of the IF AN VR and IF AN packet formats are described, and some 
IF AN protocols are proposed. Some IF AN applications have been implemented to 
demonstrate the concepts of the IF AN architecture and test the IF AN VR. 
Security is one of the essential issues in the active network architecture. In this thesis 
a Trust-based Distributed Security Framework (TDSF) is proposed for active 
networks, particularly for !FAN. The main goal ofTDSF is to prevent the nodes in the 
active network from being attacked or compromised by malicious active programs 
from untrusted sources. TDSF is built based on a trust system, utilizing PKI (Public 
Key Infrastructure), cryptography, authentication and authorisation. One assumption 
of TDSF is that the active code from a trusted source can be safe to execute on an 
active node. Some novel models have been proposed for the security framework, such 
as a thread model, a security model, a trust model and an authorisation model. 
Particularly, the trust model is described in depth to explain the trust system, which is 
distributed and scalable in a global range. Moreover, the components and the 
protocols of TDSF are described. The security modules of TDSF have been 
implemented and integrated into the IF AN VR. Finally, the performance overhead 
caused by the security modules is discussed based on some experiments, and the 
optimising solution is given and discussed. 
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Chapter 1 General Introduction 
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1.1 Active Networks 
The Internet Protocol (IP) [1] forces interoperability by defining a standard packet 
format and an addressing scheme which is overlaid on networks. It was designed to 
offer a minimal set of functions, and additional services are added by overlays on IP. 
With the rapid growth of the Internet networks, the current IP network architecture has 
shown some restrictions. For example, the long standardisation time makes it slow to 
apply new protocols to lP networks. In addition, new services are difficult to be 
deployed into the IP network infrastructure as users cannot afford to upgrade the 
network software frequently, e.g. every day or every week. Basically, the IP network 
architecture only provides the packets with a routing service (store and forward) and 
some standard services, such as QoS (Quality of Service), congestion control and flow 
control. 
The increasing demands from network users require that the network nodes (routers) 
are able to provide more services, not only the standard services but also non-standard 
services, which are specified by the network users. This requires the network nodes to 
have a powerful computing capacity. The rapid development of computer hardware 
has made this possible. Meanwhile, the active network architecture has been proposed 
as a possible solution. The concept of active networking emerged from discussions on 
the future directions of networking systems within the broad DARP A (Defense 
Advanced Research Projects Agency) research community in 1994 and 1995. The 
definition of the active network can be found from its original descriptions. 
'Active networks allow their users to inject customized programs into the nodes of the 
network'. 'Active Networks break with tradition by allowing the network to perform 
customized computations on the user data.' [2] 
'Active networks are a novel approach to network architecture in which the switches 
of the network perform customized computations on the message flowing through 
them'. 'In an active network, the routers or switches of the network perform 
customized computations on the message flowing through them'. 'These networks are 
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active in the sense that nodes can perform computations on and modify the packet 
contents'. [3] 
Therefore, active networks can provide the network users with more flexibility, and 
the users are able to customise and control the behaviour of networks dynamically. In 
addition, active networks accelerate the pace of innovation by decoupling services 
from the underlying infrastructure. Therefore, active networks overcome the 
drawbacks of lP networks, and become a possible Internet architecture for the future. 
Some active network architectures have been proposed in the past few years. ANTS 
(Active Node Transfer System) [4] and Smart Packets [5] are capsule-based active 
networks, where passive lP packets have been replaced by the active capsules 
including both program and data. The Switch Ware project [6] consists of a set of 
software technologies, such as PLAN (Packet Language for Active Network) [7], 
SANE (Secure Active Network Environment) [8], PLANet [9], and SNAP (Safe and 
Nimble Active Packets) [10]. ALAN (Application Level Active Network) [11] was 
developed on the application layer. Phoenix [12] is an object-oriented, distributed, and 
security-aware programmable network framework. ASP (Active Signalling Protocol) 
[13] is a general-purpose Java-based active network Execution Environment (EE). 
ABone [14] is a virtual infrastructure to support the testing and deployment of a 
growing set of the active networks research program. Furthermore, the active network 
research community presented a meta-architecture of active networks [15]. These 
architectures are described in detail in the next chapter. 
The Internet Friendly Active Network (!FAN) [16] is an active network architecture 
proposed by the Loughborough University. It extends the current JP architecture to 
provide active network services. The work of this thesis is mainly based on this 
architecture. The IF AN architecture and its implementation are described in depth in 
Chapter 4. 
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1.2 Active Network Security 
In the active network architecture, security is the most essential issue. While active 
networks provide network users with more flexibility, more security holes are left 
open to attackers. They are more vulnerable than the current IP networks because they 
expose more information and resources of the network nodes to outside users. For 
instance, some arbitrary user-specified active programs will be downloaded 
dynamically and executed on the nodes (routers). Running such programs may 
exhaust the NodeOS resources such as memory, or expose the node's information 
illegally. 
Some studies have been focused on active network security. The AN (Active Network) 
Security Working Group has proposed a common security meta-architecture (called 
ANSA, or Active Network Security Architecture) for active networks, which provides 
the developers with a general guide to design an active network security architecture 
[17]. The SANE architecture [8], which is a part of the SwitchWare Project [6] 
developed by The University of Pennsylvania, provides a basis for implementing a 
secure network-level solution. It focuses on ensuring the integrity, and provides a 
secure bootstrap process and a secure module exchange. PLAN [7], a packet language 
for an active network, is a functionally restricted packet language, which provides 
strong typing, garbage collection and module thinning. All PLAN programs, by their 
nature, are supposed to be safe. An active inter-network, PLANet [9], was 
implemented using the PLAN. SANTS [18], based on the ANTS EE, introduces a 
modification to the ANEP [ 19] packet header to carry a certificate and a signature, and 
uses a very general piece of policy machinery, the Keynote system [20], for checking 
access to NodeOS services and resources. The AMP NodeOS [21], developed by a 
group at the NAI Lab, implements major components of the active network security 
architecture. The research on active network security is described in depth in Chapter 
3. 
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1.3 Thesis Objectives 
There are two main objectives in this thesis. 
• Presenting a comprehensive implementation for the IF AN architecture. 
• Presenting a security solution for active networks, particularly IFAN. 
The concepts of active networks have been presented for many years. Due to their 
flexibility in network infrastructure, many researchers have been involved in this area, 
and many active network architectures have been proposed. However, none of these 
active networks has been deployed in the real Internet to date. One problem is the 
compatibility with the existing lP networks, and another problem lies in the security 
issues in the active networks. 
IF AN was proposed to address the compatibility with the traditional lP architecture. 
Before my work, a simple program, called Active Daemon, was developed to 
demonstrate the basic concepts ofiFAN. However, this program was too simple to be 
suitable for some complex services, protocols and applications, such as security 
services. One objective of this thesis is to present a comprehensive implementation for 
the IF AN architecture. This implementation solution will provide researchers, 
developers and users with a software framework and a network test-bed. Based on this 
framework, researchers are able to apply their ideas to the IFAN network, developers 
are able to deploy their new programs, and users are able to keep up with the new 
techniques of IF AN. IF AN Virtual Router (IF AN VR), a contribution of this thesis, is 
presented and implemented to achieve this objective. 
Another objective is to address the security issues in active networks, particularly 
!FAN. The main security holes lie in the user-specified active programs, which are 
allowed to be executed on the intermediate nodes. In addition, Internet is a large 
distributed system, which must be addressed by the security policies. Trust-based 
Distributed Security Framework (TDSF), another contribution of the thesis, is 
presented to solve the security problems in active networks. 
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1.4 Thesis Contributions 
The contributions of the thesis are outlined as follows. 
• A new IF AN implementation, IF AN VR, is presented, which enriches the IF AN 
architecture and provides a practical implementation of the IF AN networks. 
I. Two IFAN packet formats are designed: IFAN TCP packet and IFAN UDP 
packet. 
2. Two kinds of IFAN active programs are described: ACM (Active Code 
Module) and CSM (Common Service Module). 
3. Some IFAN protocols are proposed and implemented. 
4. Some IFAN applications are proposed and developed. 
• A trust-base security framework is presented for a large distributed system, such 
as IFAN. 
I. Trust families address the scalability for a large number of principals. 
2. Privilege levels define the relationship of principals in a trust family. 
3. Trust-linking policies define relationship among different trust families. 
4. Trust credit provides a means to dynamically manage relationship of 
principals in a trust family. 
5. Authorization policies combine users, issuers, and ACMs together. 
Active Daemon was developed to demonstrate the IF AN architecture by others in the 
previous work. However, Active Daemon merely shows the basic concepts of IFAN, 
but some necessary services were not implemented, such as the security services and 
the inter-node communication mechanisms. As Active Daemon mainly utilised the 
UDP protocol, it could not provide the reliable mutual communication between active 
nodes, and is also not suitable for supporting security functions and other complex 
services. 
In order to support more complex services, the IF AN Virtual Router (IF AN VR) has 
been presented and implemented based on a new design. Besides the UDP protocol, 
the TCP protocol is adopted as well to provide the reliable connection between the 
IF AN nodes and between an IF AN node and an IF AN end host. The reliable mutual 
communication constructs the infrastructure of the IF AN protocols, such as the 
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security protocols. Therefore, introducing the TCP connections in the IF AN design 
makes it simple to implement complex IF AN protocols on the IF AN node since some 
issues, such as the packet loss, are addressed by the TCP protocol. 
The original proposal of the IF AN architecture [ 16] merely introduced some basic 
concepts of the IF AN networks, but did not mention the concrete method for 
implementation. The IF AN VR has enriched the IF AN architecture by defining some 
new concepts and presenting some new methods, structures and protocols. For 
instance, in addition to Active Code Module (ACM), which is an active program 
downloaded to the !FAN node on demand, Common Service Module (CSM), which is 
a node-resident service, is introduced into the !FAN architecture. ACM and CSM 
share a common name space, thus they can be managed uniformly. However, they are 
different in the means of loading and security enforcement (See Section 4.3.2). 
Moreover, two kinds of!FAN packet formats have been designed: !FAN UDP packet 
format and IF AN TCP packet format. The new IF AN TCP packet format is composed 
of some Option fields. The uniform format of the Option fields makes it possible that 
all the Option fields are processed by the same code, and therefore the design of the 
packet processing is much simplified. 
Some !FAN protocols have been presented for the !FAN architecture, such as the 
Time Stamp Protocol, the Route Searching Protocol and the security protocols. Finally, 
some !FAN applications are proposed, particularly the Active Compressed FTP, 
which demonstrates most functionality of the IF AN VR. In a word, the work of the 
IF AN VR has enriched the IF AN architecture in much detail. The IF AN VR is 
described in depth in Chapter 4. 
In this thesis a Trust-based Distributed Security Framework (TDSF) for active 
networks is proposed, which utilises the techniques of PKI (Public Key Infrastructure), 
authentication, authorisation and cryptography. A novel trust system is presented for 
the security framework. To date, trust system has not been well studied by other 
research. For example, how the entities in the trust system are organised and how the 
entities are dealt with in the trust activities has not been clarified. These issues are 
important as they are the foundation of the authentication and authorisation. In the 
trust system for TDSF, all the entities (or principals) involved in the framework have 
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some relationship. The inter-activities among these entities are based on their trust 
relationships. 
Trust Family is an important concept in the trust system of the security framework. A 
trust family is a basic unit in the trust system, composed of a number of entities (or 
principals). By using Trust Family, it is possible to organise the entities in a scalable 
and distributed way. In such a trust system, central management is unnecessary as 
each trust family is able to attend a trust-related activity individually. Furthermore, a 
trust family is a hierarchical structure, thus it is scalable for a large number of entities 
in global range. In a word, Trust Family provides the trust system with a scalable and 
distributed organising format for entities. 
Another key concept is Trust Credit, which is defined to measure reputation or 
contribution of an entity in a trust system. Each entity in the trust system has a 
property, trust credit, which is affected by the behaviour of the entity in the trust 
activities. Positive feedback from other entities will lead to increase of its trust credit, 
and negative feedback will lead to decrease of its trust credit. Therefore, Trust Credit 
provides the trust system with a dynamic management method to change privilege 
levels of the entities. 
The third useful concept defined in TDSF is Privilege Level, which the authorisation 
model of the security framework is based on. Generally, it is unscalable and infeasible 
for a node to maintain a large number of entities in its authorisation policies. By 
mapping the entities to a small number of privilege levels, the size of the policy 
database will be reduced dramatically, and the authorisation algorithm is simplified as 
well. In addition, Privilege Level provides the trust system with a way to create a 
relationship among the entities. For example, two entities can be compared by means 
of their privilege levels based on a linking policy. 
TDSF is designed in layers, and each layer presents an abstraction of a set of functions 
and depends only on the lower layer. The design of the upper layers could be 
independent of the node operating system (NodeOS), which is notoriously 
complicated. Therefore it is possible to reduce the complexity of the design and the 
implementation. 
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TDSF provides a general solution to the security issues for active networks, 
particularly for the IF AN network. The goal of the security framework is to prevent 
the nodes in the active networks from being attacked or compromised by the 
malicious active programs from untrusted sources. The implementation of TDSF has 
been integrated into the IF AN VR. Therefore, TDSF can be regarded as a necessary 
component of the IF AN architecture. Although the security framework is proposed 
mainly for the active networks, it may be also applied to other distributed networks in 
the future, e.g. Ad-hoc networks. 
1.5 Outline of the Thesis 
The rest of this thesis is organised as follows. Chapter 2 and Chapter 3 provide some 
background knowledge about the active networks and the active network security. 
Chapter 2 introduces some research work on active networks. The objectives, the 
features, and the restrictions are discussed briefly. The common requirements and 
features of the active networks are then summarised at the end of the chapter. The 
related studies on active network security are introduced in Chapter 3. These 
researches addressed different aspects of the security concerns in active networks. 
Their advantages and disadvantages are compared. 
The contributions of this thesis are described in Chapter 4, 5 and 6. Chapter 4 
introduces the objectives, features and the benefits of the IF AN architecture. A new 
practical implementation, the IF AN VR, is then presented. The modules, packet 
formats, protocols, applications, test-beds and instructions of the !FAN VR are 
described in detail. A security framework, TDSF, is presented in Chapter 5. Some 
models, components and protocols are introduced. Furthermore, Chapter 6 describes 
the implementation of TDSF for the IF AN VR, and then discusses the performance of 
security modules by means of some experiments. Finally, some possible optimising 
solutions to the implementation are given and discussed. 
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Chapter 7 draws the conclusions of the thesis. The further research directions are also 
discussed for future work. 
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Chapter 2 Introduction of Active 
Networks 
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2.1 ANTS 
The Active Node Transfer System (ANTS) toolkit is a capsule-based active network 
developed by the Massachusetts Institute of Technology (MIT), the University of 
Washington and the University of Utah [4] [23]. It was based on a predecessor system, 
the Active lP Option [24]. In the Active lP Option the passive packets are replaced 
with the active capsules, which contain both data payload and the code for handling 
the payload. The lP options are extended to provide a mechanism that supports the 
embedding of program fragments in datagram and the evaluation of these fragments as 
they traverse the Internet. This approach allows application-specific processing to be 
injected into the network. The TCL language and a stripped-down TCL interpreter 
were used to ensure safe execution of the code. Some simple, well-known network 
utilities (e.g. traceroute) have been implemented in capsules to demonstrate its 
functionality. This work argued that a relatively small set of primitives are sufficient 
to express a number of different and useful forwarding routines. However, it is 
susceptible that the limited built-in primitives are sufficient for the requirements of 
some complex Internet applications. In addition, the Active Options are executed in a 
single shared interpreter and serially run to completion, so it is not suitable for a 
concurrent system such as routers. 
The main goal of ANTS was to provide an architecture for dynamic deployment of 
network protocols. The ANTS system was based on mobile code, demand loading, 
and caching techniques. In practice, the packets merely contain a reference to the code, 
which itself is dynamically loaded on demand from predecessor nodes. A code 
distribution system was designed to provide rapid but unreliable transfer of short 
routines between adjacent active nodes. ANTS places a limit of 16 KB on the code of 
each service to limit the impact of code transfers on the network. Java was used as a 
programming language for the active code. The ANTS implementation relies heavily 
upon the safety properties of the Java language [31] [32] and requires heavyweight 
verification at each hop. Therefore, the primary cost of this design has been the low 
performance [25]. There are some simulation-based demonstrations showing the 
ANTS implementation [26] [27]. 
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In order to improve the performance, a similar approach, PAN, was further developed 
[28]. Instead of Java, the machine code was transported in packets and executed on the 
active nodes directly. Furthermore, the PAN platform provides in-kernel binary 
forwarding routines for the mobile code. Therefore, the performance was improved 
dramatically. However, the security issues were not addressed in the PAN 
implementation, and hence it is possible for the attackers to crack the node. The lack 
of safety makes the PAN unsuitable for a shared network infrastructure. 
2.2 Smart Packets 
Smart Packets [5] [I 02] [I 04] was proposed by BBN Technologies, focusing on 
applying active network technology to the network managing and monitoring. It is 
more powerful than the SNMP (Simple Network Management Protocol) [29], which is 
used for management of conventional networks. Smart Packets improved the 
management of large complex networks by moving management decision points 
closer to the node being managed, targeting specific aspects of the node for 
information rather than exhaustive collection via polling, and abstracting the 
management concepts to language constructs. 
Smart Packets is a pure capsule-based approach. The smart packets contain either a 
program, resulting data, or messages wrapped within a common Smart Packets header 
and encapsulated within the ANEP (Active Network Encapsulation Protocol) [ 19] 
frames. The user-written network managing and monitoring programs generate smart 
packets and pass them to the ANEP Daemon process, which is the injection and 
reception point for smart packets and also contains the virtual machine for executing 
the programs received. 
Two new programming languages were implemented in this project to produce the 
code that is compact enough to fit into an Ethemet packet. The first one, Sprocket, is a 
high-level language based on the grammar and keywords of the C language, with the 
removal of constructs unnecessary for Smart Packets utilities, e.g. enumeration, 
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typedef, structure and union. The second one, Spanner, is a CISC assembly language. 
It differs from traditional assembly languages in two important ways: declared 
variables and no access to memory. The Sprocket programs are compiled into Spanner 
code, which is then interpreted in a virtual machine on the node that receives the 
packet. The programs are authenticated before interpretation and execution. Sprocket 
and Spanner are the equivalent languages, and the only difference is that tighter 
programs can be written in hand-optimised Spanner code. 
The design of Smart Packets relies upon the heavyweight cryptography for 
authentication and access control, which makes Smart Packets unsuitable for general 
payload transport. 
2.3 SwitchWare 
2.3.1 Switch Ware Architecture 
Switch Ware [6] [30] is a set of software technologies, presented by the University of 
Pennsylvania, including PLAN (Packet Language for Active Network) [7], SANE 
(Secure Active Network Environment) [8], SNAP (Safe and Nimble Active Packets) 
[10] and ANEP [19], etc. The Switch Ware architecture is based on three main layers: 
active packets, active extensions, and a secure active router infrastructure. The active 
packets replace the traditional packets with mobile programs by utilising PLAN. The 
active extensions are dynamically loadable programs that provide specific services on 
the network nodes. The Switch Ware architecture layers packet execution and service 
loading. PLAN provides a user-access model, while the active services provide the 
basis for control. 
PLAN [7] was developed in Java [31] [32] and Cam! [33] as a lightweight packet 
language. The PLAN program is strongly typed and statically type-checked to provide 
safety before injected into the network. PLAN has been designed to avoid 
authentication and other costly checks by restricting their actions (e.g. a PLAN 
program cannot by itself manipulate node-resident state). Furthermore, it provides a 
- 14-
number of different mechanisms for limiting the resources used by an active packet. 
To compensate for these limitations, the PLAN programs can call node-resident active 
extensions, which are able to authenticate or use other more heavyweight mechanisms 
to provide security. All PLAN programs are guaranteed to terminate, although it is 
still possible to write exponentially long-running programs. 
Node-resident active extensions form the middle layer of the architecture. Active 
extensions are written in the Cam! language that supports formal methodologies to 
prove security properties of the modules at compile time. They can be part ofthe basic 
functionality of the router, or they can be dynamically loaded. The code-fragments are 
authenticated by the developer and explicitly loaded into the switch in out-band way. 
The chief difference between active packets and active extensions is that although the 
active extensions may be dynamically loaded across the network, they execute entirely 
on a particular node. Thus extensions are basic functionality or dynamic additions 
rather than mobile code. A good example of the active extensions is the PLAN 
interpreter, which is a PLAN execution environment and also a node-resident active 
service. Another example is the Active Bridge [34], which shows how active 
networking can greatly facilitate rapid changes to network work protocols. 
At the lowest layer, the Secure Active Network Environment (SANE) [8] ensures the 
integrity of the entire environment. SANE identifies a minimal set of system elements 
(e.g. a small area of the BIOS) upon which the system integrity is dependent, and 
builds an integrity chain with cryptographic hashes on the image of the succeeding 
layer in the system, before passing control to that image. If an image is corrupted, it 
would be automatically recovered from an authenticated copy over the network. It 
also provides a public key infrastructure that can be used for cryptographic 
authentication of module sources. 
Cam! is a variant of the ML programming language. Like Java, Cam! byte codes are 
dynamically loadable and machine-independent. However, the Cam! implementation 
is more efficient than any current Java system. More importantly, Cam! offers limited 
but adequate control over the namespace seen by the dynamically loadable modules. 
Cam! was also adopted as an active packet language in Switch Ware. Because Cam! 
does not have the resource limitations as described in PLAN, authentication checks 
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are needed. However, in the case where the authentication checks are necessary, using 
a single language for both active packets and active extensions provides greater 
integration. 
In order to load Cam! programs into a running active network system, another 
program, ALIEN, was built in [35]. It provides support necessary for the loaded 
switchlets to access parts of the system. Logically, ALIEN consists of three elements: 
the Active Loader, the Core Switchlet, and a set of libraries. Objective Cam! provides 
several characteristics needed for ALIEN: the ability to load code dynamically, strong 
typing, module thinning, and a representation for switchlets moving between different 
machine architecture. 
2.3.2 PLANet 
PLANet [9], a part of the Switch Ware project, is an active intemet implementation, 
where all packets contain programs written in PLAN. The calls to service routines 
resemble normal function calls except that service routine names are resolved 
dynamically at evaluation time. The service routines are implemented as active 
extensions written in Cam!. The two layer design is similar to the upper two layers of 
SwitchWare with the difference that PLANet implements network layer services 
directly on top of link layer technologies. The PLANet implementation runs in user 
space on Linux machines and uses Ethemet as its main underlying link layer, and 
UDP as a pseudo link layer. Experiments showed that the PLANet routers achieved 
about 50Mbps for basic data delivery over I 00 Mbps Ethemet. 
2.3.3 SNAP 
The Safe and Nimble Active Packets (SNAP) [I 0], was presented by the Distributed 
Systems Laboratory (DSL) of University of Pennsylvania. It is based on a network 
bytecode language, like the Cam! language, which promised to provide both security 
and efficiency. SNAP was a descendent of PLAN, but offered higher performance. 
SNAP has been designed with limited expressibility to promote the safety properties. 
In particular, all SNAP programs are guaranteed to terminate, and more specifically, 
will run in time linear in their length. The researchers of SNAP presented a formal 
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semantics to prove that SNAP programs are safe in terms of resource usage and 
isolation. A SNAP interpreter, snapd, was implemented in the C language, running as 
a Linux application. SNAP was believed to achieve high performance for standard 
networking tasks, despite running in user space over UDP. 
2.3.4 ANEP 
The Active Network Encapsulation Protocol (ANEP) [19], also a part of the 
Switch Ware project, specified a mechanism for encapsulating active network frames 
for transmission over different media. The suggested format allows the use of an 
existing network infrastructure (such as lP [I] or 1Pv6 [36]) or transmission over the 
link layer. The basic header of the ANEP specifies the EE (Execution Environment) 
type expected by the active packets, but the details of handling the contents of an 
active frame are left up to the individual implementations. Various options can be 
specified in the ANEP header, such as authentication, confidentiality, or integrity. 
Currently four Option types have been defined in the ANEP: source identifier, 
destination identifier, integrity checksum and authentication. 
ANEP has been adopted by several active network implementations due to its general 
format and standardisation, such as Smart Packets and ABone (14]. However, the 
ANEP header may become quite long in order to contain the authentication 
information (e.g. certificate chain), therefore the payload data size would become 
small due to the limited frame size (e.g. up to MTU (Maximum Transmission Unit)). 
This is rather inefficient in network transmissions. 
2.4ALAN 
The Application Level Active Network (ALAN) [11] [37] was proposed by the 
Distributed Multimedia Infrastructure Research Group, which is composed of 
researchers from the Faculty of Information Technology at UTS (University of 
Technology, Sydney), the Distributed Systems Technology Centre and CSIRO. 
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Michael Fry et al [11] argued that it is unrealistic to deploy active network protocols 
at the router level as it is unlikely that a network provider will permit the deployment 
of protocol code from third parties at this level. They believed that this would 
introduce intolerable security issues, and could have a serious impact on the level of 
service of the router. Therefore, ALAN was proposed at the application level to avoid 
the router level problems. They also developed an implementation of the architecture 
based on Java, which consists of EEPs (Execution Environment for Proxy lets), 
proxy lets, and proxy let servers. The proxy let is a piece of code in Java which runs in 
the network, more precisely, on the EEPs. In order to run a proxy let, a reference is 
passed to an EEP in the form of a URL (Uniform Resource Locator) and the EEP 
downloads and runs the code. The proxylet servers are trusted sources for 
downloading the proxylets. In order to address the routing issues in ALAN, they 
proposed an architecture for application layer routing [38], which includes four 
components: EEP discovery, Routing Exchanges, Service Creation and Information 
Routing. 
Some experimental applications have been developed for the ALAN architecture 
including WWW (World Wide Web) streaming audio, WWW compression, multicast 
reflector and tcpbridge, etc. To improve the base architecture, the group also defined a 
new architecture that provides flexible content delivery based on specific user 
preference [39]. 
Implementing the active network protocols at the application level makes it easy and 
flexible to deploy the active network architecture since there are more development 
languages and tools available for programming at this level than those at lower levels. 
Writing in Java gives both code portability and security. However, performance is a 
big issue to be concerned, especially for the Java Language. 
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2.5 The ASP EE 
The Active Reservation Protocol (ARP) project, performed by the Computer 
Networks Division of the USC Information Sciences Institute, explored the use of 
portable and dynamically-extensible protocol code for network control protocols, 
especially for signalling protocols. In particular, the project developed a general-
purpose Java-based active network Execution Environment (EE), called the Active 
Signalling Protocol (ASP) EE [13]. The ASP EE was designed to control active 
applications (AAs) executing in the control plane. 
The ASP EE includes support for persistent active applications, fine-grained network 
I/0 control, security, resource protection, and timing services. On the other hand, it 
does not support capsules since they argued that the code to implement realistic 
network control algorithm is typically too large for an individual capsule. Each active 
packet for the ASP EE carries an AAspec containing a reference to the code for an AA. 
An AAspec contains an AAname that is a globally unique name for the AA and a 
search path specifying one or more locations where the active code can be fetched. 
The ASP EE includes a component, called VNET, which implements a simple user-
space virtual protocol stack. VNET implements the virtual data-link layers, the 
network layer and the transport layer of the OS! reference model. The VNET also 
provides default unicast forwarding in the virtual intemetwork topology by using a 
routing table called a forwarding information base (FIB). It does not support 
fragmentation or reassembly in the virtual intemetwork layer. 
The ASP EE protects against AA boundary violations by using Java's strong typing 
and safe references. However, the ASP EE' s security mechanism has some restrictions. 
Firstly, the ASP does not support user authentication, therefore AA permissions 
cannot be determined by the user or the user group that initiated an active packet. 
Secondly, a code signing mechanism is needed to prevent the code spoofing. 
The implementation of the ASP EE relies on the Java language. However, Java is a 
general language, so it may not be the ideal language for active network programming 
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due to its low performance and redundancies. Moreover, the ARP project focuses on 
the network management in its control panel. The massive active packet delivery has 
not been addressed by their research. 
2.6 AN Working Group 
The Active Network Working Group presented a general architecture framework for 
active networks [15]. They defined some major components and interfaces that make 
up an active node. In their model, an active network consists of a set of nodes 
connected by a variety of network technologies. The active node components are 
shown in Figure 2.1. Each active node runs a NodeOS (Node Operating System) and 
one or more EEs. The NodeOS is responsible for allocating and scheduling the node's 
resource (e.g. link bandwidth, CPU cycles, and storage). Each EE implements a 
virtual machine that interprets the active packets that arrive at the node. Users obtain 
services from the active network via AAs (Active Applications), which program the 
virtual machine provided by an EE to provide an end-to-end service. 
A NodeOS specification was described by the AN Node OS Working Group [40]. 
Separating the OS from the running system makes it easier for a single node to 
support multiple languages. The NodeOS interface defines five primary abstractions: 
thread pools, memory pools, channels, files, and domains. The first four abstractions 
encapsulate a system's four types of resources: computation, memory, communication, 
and persistent storage. The domains are used to aggregate control and scheduling of 
the other four abstractions. 
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2.7 ABONE 
The Active Network Backbone (ABone) [14] was proposed by the University of 
Southern California's Information Sciences Institute (USC/ISI). The ABone is a 
virtual infrastructure to support the testing and deployment of a growing set of the 
active network research programs. It provided a platform for testing active networking 
concepts at a relatively large scale and in a realistic networking environment. 
The ABone is an implementation of the active network architecture by the AN Group, 
supporting multiple EEs, such as the ASP EE, the ANTS EE, the PLAN EE, and the 
CANES EE [41]. One goal of the ABone was to build a large active network test-bed 
as the researchers of ABone argued that a large active network test-bed has significant 
advantages over a small one. A large test-bed can support and involve a large group of 
researchers. Moreover, a large test-bed allows the exploration of the vital issue of 
scale, which has not been addressed so far by other researches. 
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The ABone was designed as a scalable test-bed, allowing AA (Active Application) 
developers to test their code at any time with little or no prearrangement, while EE 
developers are able to concurrently test new EE versions. To support many concurrent 
AA developers, a two-level ABone model with core nodes and edge nodes was 
proposed. The core nodes provide a public resource available to both AA and EE 
developers, so the core nodes are always available and stable. The edge nodes are 
private nodes that are owned by individual AA developers and used to access the core 
nodes. 
An ABone Coordination Centre (ABOCC) was proposed for ABone management and 
administration. The ABOCC might perform the following functions: establish 
procedures, registration, virtual topologies, status monitoring, trouble diagnosis and an 
AA repository, etc. An active network management daemon, called Anetd, was 
designed for EE management. Anetd performs two major functions: (1) deploying, 
configuring, and controlling the networking software and (2) demultiplexing of active 
network packets to multiple EEs located on the same network node. 
The ABone provides an environment for testing a variety of node OS, EE, and AA 
products by different research groups. It is a good effort to combine the current 
existing active network researches together. However, as active network research is an 
evolving technology, far from standardisation and practical use, different research 
groups focus on different aspects, which may have little common. In addition, the 
ABone offers a virtual layer to support multiple EEs, thus the performance may be a 
problem. 
2.8 Other Active Networks 
Besides the active networks introduced in previous sections, there is some other 
research in this area. The Phoenix framework [12], proposed by the Intel architecture 
labs of Intel Corporation, is an object-oriented, distributed, and security-aware 
programmable network framework. The objective of the Phoenix framework was to 
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easily deploy new network services and allow comprehensive control over the use and 
management of network resources and services. To enable such functionality, the 
Phoenix framework provided support for a mobile agent system and open interfaces. 
The open interfaces are based on Java, and the mobile agent system provides a highly 
flexible execution environment. It also provided a safe environment so that 
dynamically loaded code can execute without threatening network stability or 
compromising data security. The Phoenix execution environment was built on a Java 
Virtual Machine (NM), which inherently provided both security support and program 
mobility. 
S. Merugu et al. presented an active network framework [41], comprised of the 
Bowman NodeOS [42] and the CANEs (Composable Active Network Elements) EE. 
The Bowman NodeOS is constructed by layering active-network-specific operating 
system functionality on top of a standard host operating system. The host operating 
system provided low level mechanisms, and the Bowman provided a channel 
communication abstraction, an a-flow computation abstraction and a state-store 
memory abstraction, along with an extension mechanism to enrich the functionality. 
The CANEs EE provided a composition framework for active services. This 
framework divided the active node components into NodeOS and EE, and hence it 
conforms to the specification presented by the AN Group. At the abstract level, such 
model is easy to understand. However, in the practical design, it is a challenge to 
restrict to the layers. S. Merugu mentioned in his paper that providing useful active 
networking functionality requires access to low level resources, thus Bowman cannot 
be insulated from low level details of the OS. Therefore, it may be unnecessary to 
layer the EE and NodeOS in a practical implementation. 
Scout [43], presented by University of Arizona, is a communication-oriented 
operating system. The kernel is a customised composition of low-level 
communication primitives that are implemented as modules. The modules implement 
independent functionality, like lP, UDP, or TCP protocols. The modules can be 
combined to build a logical channel over which 1/0 data flows. Joust [44] runs on top 
of Scout and consists of an implementation of the Java virtual machine (JVM) 
including both the runtime system and a just-in-time compiler. The VM's API 
(Application Programming Interface) has been extended to interact closely with Scout 
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and to allow applications to access low level resources. All fixed components are 
written in the C or Java language and compiled to the machine code ahead of time. 
The Joust/Scout implementation of ANTS performs two to three times faster than an 
implementation using Sun's JDK and an off-the-shelf operating system like Linux. 
However, it is still not suitable for high-volume and high-bandwidth traffic. 
Janos [I 00] is an operating system for active network nodes whose primary focus is 
strong resource management and control of untrusted active applications written in 
Java. Janos includes the three major components of a Java-based active network 
operating system: the low-level NodeOS, a resource-aware Java Virtual Machine, and 
an active network protocol execution environment. Each of these components is 
separately usable. 
LARA++ [103], proposed by Lancaster University, is a component-based active 
router architecture, which enables extensible network programmability based on a 
progressive service composition framework. The researchers of LARA ++ argued that 
the early active router architectures were lack of flexibility and the programming 
capabilities of them were too restrictive. The aims of LARA ++ were to design truly 
flexible and extensible active nodes, and to make use of the benefits of component-
based programmability (i.e. modularity, reusability, extensibility, etc.) for active 
networking. 
Maude [I 0 I] is a wide-spectrum executable formal specification language to active 
networks and communication protocols. It can deal with very early designs, can be 
used to quickly develop executable prototypes, and can also be used to generate code. 
However, the study of applying formal method to active network design is still in the 
early stage so far. 
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2.9 Further Discussion 
The goal of active networks is to build up a programmable and customisable network 
architecture for Internet and address the shortcoming of the current IP architecture. To 
network users, the active network architecture allows them to do some user-specified 
computation inside the network (e.g. on the intern et nodes or routers), rather than 
merely at the end hosts. Although the computation may be limited due to security and 
performance, it provides users more flexibility than the traditional IP architecture. To 
developers, the active network approach accelerates the pace of development of new 
protocols. To ISPs (Internet service providers) or network administrators, new 
protocols and services are easy to be deployed in the active networks because such 
modules can be loaded dynamically on demand. 
Security is an essential issue of the active network. There are three trends to address 
the security problem for active network. The first is authentication and authorisation, 
which have been widely used in the area of network communications. The second 
method relies on the programming language that expresses the active code, such as 
Java, PLAN and SNAP. The third focuses on the security of the NodeOS such as 
SANE. The active network security architectures are introduced in detail in the next 
chapter. 
Performance is another important issue of the active network implementation. It is 
heavily dependent on the programming language of the active code. For example, 
running binary code is much faster than running a script or a bytecode. Generally it is 
a challenge to gain both security and performance, as the security operations are 
usually heavyweight, particularly the public key algorithms. Therefore, the two 
aspects have to be balanced when implementing an active network. Some researchers 
claimed that they achieved both goals in their implementation, such as SNAP. 
However, the packet language of SNAP has many restrictions so that it is not suitable 
for many applications. 
Some active network research focuses on network management and monitoring, such 
as Smart Packets. Some focuses on the payload data transfer, such as PAN, since the 
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reserchers are confident of the performance of their implementation. The design of a 
network architecture is dependent on the applications. For instance, an implementation 
with high performance may be applied to the backbone routers in the Internet. 
There are some major requirements of the active network programming language for 
an active network implementation. Firstly, it must be portable and suitable for mobile 
code. Secondly, it must be safe for the active network. Thirdly, it must be lightweight 
in performance. Finally, it must be easy for programming. Java and Cam! are the 
candidates for this purpose. However, they are designed for general purpose, not 
special for active networks. There are many redundancies in these languages so that 
the performance is a big issue. Some research groups have tried to design a special 
language for active networks, such as PLAN. The C language has been adopted by 
some implementations (e.g., Bowman and CANEs) due to its high performance and 
wide use. However, it is usually used for research or for benchmark in performance, 
and is unlikely to be a practical active network programming language because of its 
notorious security problems, such as memory access and pointers. 
Many active network implementations are built on Linux or other UNIX-compatible 
platforms. Linux is an ideal platform for the NodeOS of the active network for the 
purpose of research and testbed use due to its powerful network functionality. 
However, it is designed as a general operating system, thus it has too many 
redundancies to be used as a NodeOS. Some researchers have focused on this area, 
such as Bowman and Scout. Much more work on NodeOS is needed as the NodeOS is 
the base of the active node implementation. 
The active packets can be processed at different layers. The first choice is the link 
layer, such as the Ethemet link. The second is the lP layer, and a new Protocol Type 
field is needed in the lP header. The third is the UDP layer. Some work used the UDP 
as a virtual link layer. Finally, some active networks are constructed on the application 
layer for flexibility. 
Some researchers argued that it is very important for an active network to be 
backwards compatible with the current lP network. Although some of the work 
mentioned such features in their architectures, few schemes have been presented to 
-26-
address this compatibility. The !FAN architecture [16] was proposed to meet this 
requirement by integrating the active services into the lP implementation. The details 
of IF AN are described in Chapter 4. 
The research on active networks is still evolving, and no implementation has been 
mature enough for practical use so far. It is still unknown which implementation will 
become the next generation ofthe Internet. Actually, these implementations have their 
own advantages and disadvantages. Firstly, it depends on the users' applications and 
requirements. Secondly, it depends on the cost of the deployment of such network. 
Thirdly, the choice of the IT giants may affect the final decision. For example, lE 
(Internet Explorer) is much more popular than Netscape because it is integrated into 
the Windows operating system as the default web browser by Microsoft. However, 
many IT -professional people use other web browsers that they think are better than lE. 
2.10 Summary 
As active networks are a promising network architecture for the next generation, there 
has been lots of research in this area. In this chapter some typical architectures and 
implementations of active networks are introduced. Their goals, features, and 
restrictions are discussed briefly. Much other research in active networks has not been 
mentioned here, and some of this possibly provides even better performance or greater 
features. However, the examples in this chapter are sufficient to give us a view of the 
active networks' area. Finally, some common features of the active network 
architecture and implementation are discussed. 
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Chapter 3 Introduction of Active 
Network Security 
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3.1 SANE 
The Secure Active Network Environment (SANE) architecture [8] is a part of the 
Switch Ware project [37], proposed by the University of Pennsylvania. It implemented 
secure network-level solutions, which guarantee that a node operation begins at a 
trusted state and the system remains in a trusted state. It provides a secure bootstrap 
process, resulting in a module loader and a packet execution environment (EE). 
Certificates are exchanged to allow secure module exchanges. 
SANE was designed as a layered structure to reduce the complexity of the system. A 
common layering principle is to use levels of abstraction to mark layer boundaries. A 
computer system is organised in a series of abstraction levels, each of which defines a 
virtual machine where the higher levels of abstraction are constructed. The integrity of 
the lower layers is typically treated as axiomatic by the higher layers. Without 
integrity in each layer, the system cannot be made secure. The system is only as 
secure as the foundation upon which it is built. 
The lower layers of the SANE architecture ensure that the system starts from an 
expected state. The design utilises a secure bootstrap architecture, called AEGIS [45], 
to reach the stage where dynamic integrity checks can be applied on a per-user or per-
packet basis. AEGIS ensures the integrity of the lower levels, such as BIOS (Basic 
Input Output System), ROMs (Read Only Memory), CMOS (Complementary Metal 
Oxide Semiconductor) and OS (Operating System) by checking the digital signatures 
of the components in these layers. The process results in the expected starting state of 
the system. An AEGIS recovery algorithm was presented to deal with the detection of 
an integrity failure. The system is recovered from a trusted resource through a secure 
protocol, which is based on the Station-to-Station protocol [ 46]. 
The system is guaranteed to remain at a trusted state by applying dynamic integrity 
checks in the network element's run-time system, a naming system, and applying the 
node-to-node authentication when needed. Once an active node is operating, the 
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dynamic security checks and measures are applied to ensure that the policies of access 
and resource use defined by the administrator are followed. The dynamic security 
checks are based on authentication and authorisation. A dynamic resource naming 
scheme were also presented in a decentralised way to avoid name collisions, 
accidental or malicious. The dynamic resource naming scheme is based on a one-way 
hash algorithm. The objects that are applied to the hash functions may be the code, the 
public key of the code programmer or the public key of the principal. 
The SANE architecture greatly relies on the public key infrastructure (PKI). It is 
assumed that every user or group of users and every active element own a 
public/private key pair, and that these keys and certificates are used to authenticate 
and authorise the actions of those entities. In addition, the mechanism of delegation 
and revocation were desired in their design. The SPKI (Simple Public Key 
Infrastructure) [ 4 7] and PolicyMaker [ 48] were the candidates in their proposal. 
SANE was used in conjunction with the ALIEN [35] architecture, which loads Cam! 
programs into a running active network system. Security was achieved in ALIEN 
through a combination of module thinning and type safety. These techniques prevent 
the active code from calling functions or accessing data in a shared address space. 
The SANE implementation is for the x86 architecture, and runs on the platform of 
varieties of UNIX. The dynamic integrity checking and availability-preservation 
features of the SwicthWare kernel have been implemented and tested in the prototype 
Active Bridge. The performance of SANE was measured, and was claimed to be 
acceptable from the experimental results [49]. 
3.2 PLAN 
The Packet Language for Active Network (PLAN) [7] [50] [51] and PLANet [9], 
proposed by the University of Pennsylvania, are also part of the Switch Ware project 
[6]. PLAN is based on simply-typed lambda calculus [67], which makes it easier to 
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specify a formal semantics. The PLANet is an active internetwork implementation 
based on PLAN. The PLANet node architecture consists of two levels: the PLAN 
level and the service level. All programs at the PLAN level are written in PLAN and 
reside in the messages that are transmitted between the nodes of the network. The 
service level programs or service routines are for general purpose and may be 
dynamically loaded across the network. 
PLAN is the foundation of the PLANet's security in that the PLAN programs can be 
run without authentication. In PLANet, all pure PLAN programs are allowed to run 
unauthenticated. A PLAN program is considered 'pure' if it only makes calls to the 
service routines that are considered safe (e.g., determining the name of the current 
host is a safe operation, while updating the host's routing table is not). The PLAN 
security is obtained via functional restrictions. PLAN is limited in resource and 
expression, thus preventing CPU and memory denial-of-service attacks. All PLAN 
programs are bound to terminate, since PLAN does not provide a means to express 
non-fixed-length iteration or recursion. Additionally, the PLAN programs are isolated 
from one another since there is no direct communication among them. Because of the 
strong typing and the garbage collection of the PLAN language, the node resources, 
CPU and memory are well protected. 
The service security relies on authentication and trust management. At the service 
level, an authentication system was used to govern access to unsafe services. The 
architecture associates each principal (user) with a set of service routines and policies 
that are allowed at the user's level of privilege. The policies are enforced and the 
routines made available after the user is successfully authorised. If a running PLAN 
program wishes to invoke a privileged service routine, the principal associated with 
the packet must be authenticated, and then the operation authorised. 
PLAN defined a special construct, called a chunk (code hunk), to describe the remote 
execution of PLAN programs on other nodes. Primitive operations on chunks are used 
to provide basic data transport in the network and to support layering of protocols. 
The chunk is the link between communication and authentication and acts as the 
active code in the architecture. A simple active firewall was implemented as an 
application and the performance analysed on it by comparing a filtered ping with a 
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non-filtered ping. The experiments showed that the cost of cryptographic operations 
and the PLAN interpretation was rather high, and the performance of the 
implementation needs to be improved 
In summary, PLANet security is based on language safety, authentication and trust 
management. Compared to SANE, the main difference lies in the fact that PLANet 
depends on a safe language for those packets that do not require special privileges. 
However, some issues in this architecture have not been clarified. Firstly, though the 
PLAN has made a significant progress as a packet programming language on active 
networks, it is still a challenge to balance the requirements of expression, function, 
portability, security, etc. For example, it is suspicious that the expressions of PLAN 
are sufficient for active applications, especially complicated applications. Secondly, 
though PLAN is designed based on simply typed lambda calculus, there are still major 
challenges in the formulation of service safety and security requirements. Thirdly, 
though the trust management and the authorisation policy may be suitable for a 
network domain, they are not comprehensive enough to extend to the global internet. 
Finally, the performance of the implementation needs further improvement. 
3.3 Seraphim 
Compared to the traditional static policy mechanism, the University of Illinois 
presented an active security architecture, Seraphim [52] [53] [54] [55] [56] [57] [58] 
[59], for active networks. Seraphim focused on security policy management and 
domain interoperability. It provided the network administrators with the active 
enforcement of security policies. The researchers argued that active security based on 
active networking principles could offer a wide range of opportunities to build better 
security systems. This architecture was claimed to be extensible, reconfigurable and 
flexible, and accommodated a wide variety of security policies and mechanisms. The 
active security provides users with the ability to dynamically create and enforce highly 
customised and situational policies for their applications. The active security also 
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permits the security system to dynamically react to intrusion and enforce the security 
policy. 
For demonstration, the researchers have integrated their architecture into some active 
network implementations such as the ANTS toolkit [4], Bowman NodeOS and 
CANEs EE [41]. They believe that the architecture is pluggable enough to be 
adaptable to current active network systems. The main component introduced in their 
architecture is Active Capability (AC), a mobile agent used to support flexible 
distributed dynamic security policies and services. In implementation, an AC is an 
executable Java program, which concisely represents dynamic security policies and 
mechanisms. The distribution of an AC is protected by a digital signature. The policy 
server is responsible for generating ACs, serving ACs to applications and keeping 
track of ACs. The security guardian, another component in the architecture, evaluates 
ACs in a secure sandbox environment and enforces the security requirements of AC 
evaluation results. It works as a hook program that catches all accesses to the node 
resource and passes them to the evaluation engine and enforcement engine. 
The Role Based Access Control (RBAC) [60] is used as the policy type for dynamic 
access control in the architecture due to its flexibility. All RBAC subjects are assigned 
roles, and each role represents a particular set of objects and allowed operations on 
each object. Other supported types of access control are Mandatory Access Control 
(MAC), Discretionary Access Control (DAC), and Double Discretionary Access 
Control (DDAC). 
3.4 ANSA 
The AN Security Working Group presented a security architecture for active networks 
[17], which is named ANSA (Active Network Security Architecture) for convenience. 
Some security components of an active network node were presented in this 
architecture. The aim was to provide a guide for developing security active 
applications and a reference for discussion of provision of security features in active 
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networks. This architecture was proposed in a general way. No particular active 
network architecture or implementation was considered as the infrastructure. Instead, 
the security architecture was constructed on a general active network architecture [15], 
proposed by the same group, which depicts a node as comprising a NodeOS and one 
or more Execution Environments (EEs ). 
The security architecture concentrated on the enforcement of authorisation policy. In 
addition, the authentication and the hop-by-hop protections were also included in the 
architecture. However, only general advice was given and no specific technique was 
presented. The packet structure is in the format of ANEP, and some security related 
options were added, such as credential, in-line policy, and hop integrity. Moreover, a 
packet is divided into a static part and a variable part. The static part can be covered 
by a strong end-end protection such as digital signature, and symmetric techniques 
(e.g. DES and HMAC) can cover either the static or the variable parts or both parts 
between neighbouring hops. 
Three subsystems were described for the security architecture. The cryptographic 
subsystem provides an engine to compute integrity and authentication functions, and 
key management. The credential subsystem includes both global storage and local 
storage for credential. The policy subsystem is a policy database manager and a policy 
engine. Furthermore, the enforcement mechanism was discussed as a vital part of the 
function of the security. 
A prototype of this architecture, SANTS [18] [61], was implemented by the Network 
Associates Technology, Inc. (NAI). Based on the ANTS EE, SANTS introduced a 
modification to the ANEP packet header to carry a certificate and a signature, and 
utilised a very general piece of policy machinery, the Keynote system [20], to check 
access to NodeOS services and resources. Besides SANTS, the AMP NodeOS [21], 
developed by a different group at NAI, implemented major components of ANSA. 
Moreover, the ABone security architecture [62] is based on ANSA, but operates at the 
EE level rather than the NodeOS level. A more comprehensive hop-by-hop security 
was defined for the ABone [63]. 
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In summary, this work proposed a common security meta-architecture. It was intended 
to be regarded as a guide or reference document for the design of a security 
implementation in active networks. It was based on related work such as ANEP, 
ABONE, and Seraphim. Actually, the members of this group come from different 
research groups on active networks. The goal of this group is to synthesise the existing 
related work and combine their advantages. However, this work has not presented any 
novel methods or techniques for implementing a security active network architecture, 
and it has not become concrete enough for implementation. 
3.5 Proof Carrying Code 
The proof-carrying code (PCC) proposal [64] [65] is a mechanism proposed by 
George Necula. By using PCC, a host system can determine with certainty that it is 
safe to execute a program supplied by an untrusted source. With PCC, the untrusted 
code producer is required to create a safety proof that attests to the fact the code 
respects a formally defined safety policy. Therefore, the host (or code consumer) is 
able to easily and quickly validate the proof without using cryptography and 
consulting any external agents. 
PCC relies on the observation that sometimes it is easier to see that an answer is 
correct than it is to produce a correct answer in the first place. For a mobile program, 
it is the creator of the program who knows the key reasons it is correct, not the host 
that receives the program. Hence it is reasonable to shift the burden of proof onto the 
supplier of the mobile program. The mobile program is paired with a proof of its 
safety and delivered to a host. It is easier for a computer to check a formal proof, even 
when the proof may have been very difficult to create, so the host checks the proof 
and runs the program. 
Some simple experiments have been presented to support and evaluate this 
mechanism, such as the PCC approach to network packet filters. Car! Gunter has 
proposed the application of this mechanism to the active network [66]. It is an 
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intriguing method that archives the security goals without dramatically affecting the 
performance. However, there are still many practical problems, such as generating the 
proofs and the size of the PCC binaries. To date, there has been no practical 
implementation or proposal for applying PCC to an active network. 
3.6 Further Discussion 
In general there are two main trends in the research of active network security. One 
method relies on the limitation of the expression and functions of the packet 
programming language to protect the execution environments and NodeOS. For 
example, the ANTS implementation relies heavily upon the safety properties of the 
Java language. PLAN developed a new packet language to address the security 
problem without degrading the performance. The common point is that they provide 
the users with limited APis (Application Programming Interfaces), which are 
guaranteed to be secure for the active nodes. The advantage of these architectures is 
that they naturally prevent some malicious active programs from running on the active 
nodes. Not only are the known attacks blocked, but some unknown attacks are also 
prevented. However, the disadvantage is that they restrict the functionality of the 
active node so as to add a limitation to the active network. More importantly, they do 
not scale for active users since they provide no mechanism to identify the active users 
with different privileges. As a result, a privileged user may fail in running an active 
program on an active node as other users may have exhausted the limited resources on 
the node. In addition, there is no mechanism to prevent unauthorised users from using 
the node services as the node cannot distinguish these users from those with privileges. 
The other method relies on cryptography and the enforcement of authentication and 
authorisation. There are many successful experiences of applying these techniques to 
traditional networks and computer systems. It is obvious that these techniques still 
play an important role in active networks. In fact, most current research on active 
network security falls in this category. The ANSA approach proposed by the Active 
Network Security Group is a typical example. Several implementations or proposals 
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were based on this architecture, such as SANTS, AMP and ABone. Some 
implementations were partly based on cryptography, authentication and authorisation, 
such as SANE and PLANet. In Chapter 5, a trust-based distributed security framework 
based on authentication and authorisation is presented for the IF AN architecture. This 
framework emphasises a trust model and an authorisation model. 
In addition to these two main categories, some other methods have also been proposed 
such as active security, secure bootstrap and proof carrying code. The motivation of 
the active security is similar as active network. In active security, the mobile code is 
used for security policies. Secure bootstrap emphasises how to initiate active node 
system and maintain a secure state. PCC makes an effort to transfer the burdens of 
security computation from the destination point to the source point to save the time of 
security checks. These approaches are complementary to the main categories. 
Security is an essential part of the active network architecture. The research in active 
network security is still in its early stages, and no complete solution to this issue has 
been presented. One of the problems is performance. Security and performance are 
two opposite aspects in an implementation, thus they have to be balanced in a 
practical design. To date, no practical implementation has been presented to achieve 
both of them. The active network architecture is also at the research stage and has not 
been standardized for practical use. On one hand, the lack of standardisation of active 
networks makes it difficult to construct a comprehensive security architecture for 
active networks. On the other hand, as security is an essential part of the active 
network architecture, the lag of the study on active network security issues blocks the 
practical use of active networks. 
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Chapter 4 IFAN Virtual Router 
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4.1 IFAN Architecture 
The Internet Friendly Active Network (!FAN) [16] is an active network architecture 
proposed by Loughborough University. The main goal of !FAN is to address the 
compatibility with the current lP network and then utilise existing network devices all 
over the world. The main difference between IF AN and other active network 
architectures is that IF AN makes use of the current IP network architecture instead of 
discarding it. In other words, the IF AN architecture works together with the lP 
architecture and extends the JP functionality. 
In the field of computer and network, backward compatibility is very important since 
it embodies the continuity of the development. For example, a new version of 
software should support the documents and the files created by the previous versions. 
Thus, the investments of the customers are protected. It also saves the developers' 
efforts in upgrading an old version to a new version provided that the old version has 
satisfied the old customers. 
The idea of IF AN relies on the observation that it has been over thirty years since lP 
came into use, and the Internet based on IP has been one of the most important 
technologies affecting people's life. Network users have spent considerable sums on 
the hardware and the software to meet the increasing requirements on the Internet. 
Therefore, it is obviously unrealistic to replace the current IP architecture with a 
completely new Internet architecture. 
Another reason for keeping the JP architecture is that lP networks have been worked 
well for over thirty years. Although there are some drawbacks addressed by new 
emerging requirements, lP networks do have some advantages such as simplicity, high 
efficiency, low cost and robustness. For example, due to its simple store-and-forward 
mode, the lP architecture is efficient and robust, and thereby it is still the best way to 
transmit the pure data (non-active packets) across the networks. Meanwhile, active 
packets are dealt with by the combined active services provided by IF AN. 
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Broadly speaking, the !FAN architecture consists of two parts: the traditional IP 
architecture and the new active architecture. However, for convenience of description, 
the IF AN architecture only depicts the active part in the rest of this thesis. 
The structure of the IF AN architecture is schematically shown in Figure 4.1. The 
IF AN architecture is an extension to the IP architecture and is layered on the network 
layer. The non-active IP packets are dealt with by the traditional IP services (e.g., 
routing and QoS), while the active packets are processed by the IF AN services. Some 
of the IP services and resources are shared with the !FAN architecture. For example, 
the IF AN architecture makes use of the routing table of the IP architecture to forward 
its active packets. 
Some features of !FAN are worth being discussed briefly. Firstly, the !FAN 
functionality is an active extension to the IP networks. This feature means that the 
IF AN architecture can be easily implemented and integrated into the IP architecture 
without changing the current IP networks greatly. This property is the most important 
because it would be too expensive and infeasible to build a completely new active 
network all over the world. 
Secondly, !FAN is a distributed network, where the !FAN nodes are deployed 
separately without central administration. This feature is determined by the topology 
of the IP networks, which are distributed networks. The IF AN services are installed 
into the IP network nodes in local domains by the network providers or administrators. 
The IF AN nodes in different domains do not need to know the existence of other 
nodes within the Internet. This feature makes it much flexible to deploy new !FAN 
routers. 
Thirdly, the !FAN functions are optional. The !FAN routers are able to be customised 
to disable !FAN functions without affecting the original IP functions. Disabled IF AN 
routers can work as normal IP routers. This feature provides network administrators 
with much flexibility to customise the active nodes on demands. This also means that 
normal IP routers do not interfere with IF AN routers, thereby allowing for mixture of 
normal IP routers and IF AN routers in the Internet. 
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IFAN 
Other Protocols 
(ICMP, IGMP, etc.) 
Figure 4.1 !FAN Architecture 
4.2 IFAN Virtual Router 
Before work of this thesis, a program was developed to demonstrate the concepts and 
applications of!FAN. A packet filter, named Active Daemon, was built on the Linux 
platform to extract the active packets from the lP queue of an IF AN node. Through 
Active Daemon, a user-specified active code module is downloaded from the last 
!FAN node (!FAN router or end host) and applied to the packet payload. The modified 
packets are then forwarded to the next hop according to the lP routing table. Non-
active packets are forwarded untouched as usual. However, the original Active 
Daemon is too simple to address some important issues, such as security. 
IF AN Virtual Router (IF AN VR) has been developed to address the limitation of 
Active Daemon. The main objective of the IF AN VR is to implement a framework for 
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the IF AN architecture so as to promote the progress of the practical use of IF AN. 
IF AN YR demonstrates the !FAN concepts and utilities, and builds a test-bed for 
developers and researchers to study !FAN and test !FAN applications. 
There are two transmission modes in the !FAN YR, the UDP mode and the TCP mode. 
The UDP mode is applied to CSMs (Common Service Modules) and some simple 
ACMs (Active Code Modules) without security concerns. The TCP mode is applied 
only to the ACMs with security concerns. Correspondingly, there are two types of 
packet format in the !FAN YR. One packet format works in the UDP mode, and the 
other works in the TCP mode. 
Some IFAN protocols are introduced for the purpose of control and information. For 
example, the Route Searching Protocol is used to seek the IF AN routers between the 
source host and the destination host. The Time Stamp Protocol prints the time stamps 
on each IF AN router that the IF AN packet passed, therefore the best path can be 
calculated. 
As described above, The IF AN active services can be disabled without affecting the 
original JP functionality. Therefore, !FAN nodes can be easily added to and removed 
from the lP networks. 
The most important feature introduced in the IF AN YR, and a key subject of this 
thesis is the support of security. A trust-based distributed security framework has been 
proposed for the IF AN architecture. Some security protocols are implemented and 
some security modules are integrated into the IF AN YR. 
4.3 Modules of the IFAN VR 
The modules of the !FAN YR are schematically shown in Figure 4.2. The Node OS is 
the Linux platform. Currently, only the Linux version is provided, and other platforms 
may be supported in future versions. Other modules are described in detail in the 
following subsections. 
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Figure 4.2 Modules of the !FAN VR 
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The IF AN VR implementation utilises Libipq and Libnet, which are open-source 
programming libraries on the Linux platform. Libipq is a development library for 
iptables user-space packet queuing. Netfilter provides a mechanism for passing 
packets out of the stack for queuing to user-space, then receiving these packets back 
into the kernel with a verdict specifying what to do with the packets (such as 
ACCEPT or DROP). These packets may also be modified in user-space prior to re-
injection back into the kernel. For each supported protocol, a kernel module called a 
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queue handler may register with Netfilter to perform the mechanics of passing packets 
to and from user-space. The standard queue handler for !Pv4 is ip_queue. It is 
provided as an experimental module with Linux kernels, and uses a Netlink socket for 
kernel/user-space communication. Once ip_queue is loaded, JP packets may be 
selected with iptables and queued for user-space processing via the QUEUE target. 
# modprobe iptable_filter 
# modprobe ip_queue 
# iptables -A OUTPUT -p icmp -j QUEUE 
For example, running the above commands will cause any locally generated ICMP 
packets (e.g. ping output) to be sent to the ip_queue module, which will then attempt 
to deliver the packets to a user-space application. If no user-space application is 
waiting, the packets will be dropped. An application may receive and process these 
packets via Libipq. Libipq provides an API (Application Programming Interface) for 
communicating with ip _queue. 
Libnet is a high-level API (toolkit) allowing the application programmer to construct 
and inject network packets. It provides a portable and simplified interface for low-
level network packet shaping, handling and injection. Libnet hides much of the tedium 
of packet creation from the application programmer such as multiplexing, buffer 
management, arcane packet header information, byte-ordering, OS-dependent issues, 
and much more. Libnet features portable packet creation interfaces at both the !P-layer 
and the link-layer, as well as a host of supplementary and complementary 
functionality. Using Libnet, quick and simple packet assembly applications can be 
developed with little effort. With a bit more time, more complex programs can be 
written (e.g. Traceroute and Ping were easily rewritten using Libnet). 
4.3.2 ACM and CSM 
The active modules supported by the IF AN VR are classified into two categories. One 
is Active Code Module (ACM) and the other is Common Service Module (CSM). An 
ACM is a segment of executable code that can be downloaded and executed on an 
IF AN node on demand. Traditionally, Internet users can only perform applications in 
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an end-to-end way. However, an ACM enforces the user-specified functions onto the 
intermediate nodes of the Internet instead of the end hosts. The IF AN packets contain 
a reference number to a particular ACM in the IFAN header. If the specified ACM 
already exists on an IFAN node, the packets will be forwarded to the ACM and 
handled. If an IFAN node does not contain the specified ACM, it must download the 
ACM from the last IFAN node that the packet has just passed through, or from the 
originating end host. 
A CSM is a built-in active module in the IFAN YR. If a protocol has been 
standardised and widely applied, it can be agreed as a CSM. Generally, the IF AN 
control and information protocols are the candidates for CSMs. If the code module 
specified by an IF AN packet is a CSM, it will be run directly since CSMs are node 
resident. ACMs and CSMs share one naming space where the ID numbers less than 
1024 are reserved for CSMs and those above 1024 are assigned to ACMs. 
4.3.3 UDPD 
Two kinds of IF AN packet format are designed for the IF AN YR. One is the IF AN 
UDP packet, which is suitable for some simple IF AN applications, and the other is the 
IF AN TCP packet, which is usually used to develop more complex applications. 
Respectively, the two kinds of packet are dealt with by two node modules: IFAN UDP 
Packet Filter (UDPD) and IFAN TCP Data Relay (TCPD). 
The module UDPD deals with the IFAN UDP packets, to which a UDP port (44075) 
is dedicated. The UDPD supports both ACMs and CSMs. When IFAN UDP packets 
arrive at an IFAN node they will be extracted by the UDPD, and then an active 
module (CSM or ACM) specified by the packet will be applied to the packet. 
However, the security modules do not work with the UDPD, thus only the ACMs 
without security concerns can be processed in this module. Meanwhile, the non-IF AN 
packets are processed by the normal router functions provided by the Linux kernel. 
The UDP protocol works as a tunnel for the IFAN UDP packets. Through this tunnel, 
the IFAN UDP packets are identified and extracted. Besides UDP, the IFAN packets 
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can also tunnel directly on the IP layer. In this case, a dedicated protocol ID should be 
assigned in the protocol field of the IP header. 
4.3.4 TCPD 
The module TCPD provides more comprehensive functions than the module UDPD. 
The security functions are integrated in the TCPD to protect the IF AN node. 
Furthermore, TCPD provides the inter-node communication. Therefore, it is safer to 
use TCPD and most ACMs should be developed in the TCP mode. 
The TCP protocol is normally used for end-to-end connections in the traditional lP 
networks, while in the IF AN VR it is applied to create the connections between two 
neighbouring active IF AN nodes. For example, TCP connects the source host with the 
first IF AN node, then the first node with the next node, and so on, until the destination 
host. 
The TCP mode provides mutual communication between neighbouring IF AN nodes, 
i.e. the nodes are able to send and receive packets through a TCP connection. In 
contrast, the UDP mode only supports one-way packet transmission. In addition, the 
TCP mode provides data transmission with high reliability over the UDP mode. If the 
packet transmission relies only on the UDP mode, a transmission fault between two 
neighbouring nodes can lead to re-transmissions on all connections among the IF AN 
nodes. 
Figure 4.3 shows the packet flows of this module. In this example, User! sends an 
active packet to User2 through an IFAN network, where two IFAN routers are located 
along the traffic path. Firstly, User! sends a route list to Router!, and then the route 
list is passed onto the next IFAN router, Router2. As a result, both the routers 'know' 
the routing path. Secondly, the AKAP (Authenticated Key Agreement Protocol) 
protocol (see Subsection 5.6.1 for protocol detail) is run between two neighbouring 
routers or user hosts to negotiate a shared session key. The principals of the ACM 
issuer and the ACM user are then authenticated on each router, and the security 
policies applied to the ACM to determine whether the ACM is allowed by the router. 
If the security checks succeed, the packet transmissions will continue. The ACM will 
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be applied to the packets, which are then relayed to the next node or where the ACM 
specifies. When all the packet transmissions are done, a 'FINISH' packet will be 
propagated to terminate the TCP sessions. 
( User 1 ) Router 1 Router2 ( User2 ) 
RTLIST 
RTLIST 
AKAP Connect 
--------· 
AKAP 
ACMA,UAP 
ACMA, UAP 
Data 
Ack 8 Data 
Ack 8 
Data 
Ack 
FINISH 
FINISH 
FINISH 
Figure 4.3 IF AN TCP Data Relay Packet Sequence 
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4.3.5 The Security Modules 
The security modules include AKAP (Authenticated Key Agreement Protocol), 
ACMAP (ACM Authentication Protocol), UAP (User Authentication Protocol) and 
AAC (Authorisation and Access Control). The module AKAP implements the 
Authenticated Key Agreement Protocol, which provides both node authentication and 
key agreement. In this protocol, the neighbouring nodes authenticate each other to 
ensure that they know each other's true identities. A shared key known only to the two 
nodes is then generated and exchanged. Some initial parameters are also negotiated, 
such as a starting sequence number and an initial vector. The design of AKAP utilises 
the Station-to-Station protocol [ 46], which is based on the Diffie-Hellman exchange 
for key establishment [80], and public key signatures for authentication to avoid man-
in-the-middle attacks. Any appropriate signature scheme may be used in this protocol, 
such as DSA [81] and RSA [82]. Currently, RSA is used in the implementation. The 
AKAP protocol is described in depth in Subsection 5.6.1. 
The module UAP implements the User Authentication Protocol, which provides the 
way to authenticate the user's identity. It is based on the digital signature technology 
and the public key infrastructure. An IF AN node sends a challenge packet with a 
randomly generated value to the IF AN user who initiated the IF AN packets. The 
IF AN user then signs the random value with his private key, and sends the signature to 
the IF AN node. Finally, the node verifies the signature using the user's public key, 
which is bound with his identification in the certificate. The certificate was signed by 
an authority, which is trusted by the IFAN node. Therefore, success in verifying the 
signature indicates that the user is the real owner of the certificate and the public key. 
The module ACMAP authenticates the identity of the ACM issuer and verifies the 
integrity of the ACM. To ensure the integrity of an ACM, the issuer signed the ACM 
with his private key. The signature and his certificate will be provided along with the 
distribution of the ACM. The signature verification proves whether the ACM is 
unmodified and the certificate along with the ACM belongs to the ACM issuer. 
The module AAC implements the authorisation model in the security framework. It 
consists of two kinds of policies. The first category is a linking policy, which 
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translates the principal privilege levels to the local privilege levels on the node. The 
second policy maps the EE APis to the privilege levels. By comparing the privilege 
levels, the authorisation decisions are made. 
The above security modules are enforced one by one if a user-specified ACM has 
security concerns. How these modules work has been described in the previous 
subsection and shown in Figure 4.3. It should be noted that the security modules are 
designed to work only with the module TCPD, as UDPD does support inter-node 
communication. 
4.3.6 Other Modules 
There are some other modules also included in the IF AN VR. The IF AN FTP Server 
(FTPD) provides a file-downloading service for other !FAN nodes, and works on 
either IF AN nodes or source end hosts. The supported file types include ACMs, 
certificates and signatures, etc. The IF AN FTPD is a simplified FTP server, where 
only one command, GET FILE, is supported. Currently, this simple function is 
sufficient for the execution of the IF AN VR. 
The Command Shell is a control panel of the IF AN VR, through which the 
administrator is able to set the configurations, display information and control the 
behaviour of the IF AN VR. The Command Shell is designed similar to that used in 
Cisco routers, and therefore users who are familiar with Cisco routers are able to 
operate it without any difficulty. 
4.4 Packet Format 
There are two types of packet format supported in the !FAN VR: !FAN UDP packet 
and IFAN TCP packet. The !FAN UDP packet format is shown in Figure 4.4. The 
'Type' field (16 bits) is used to identifY the type of an !FAN packet. Different type of 
packet may be handled by UDPD in different ways. Currently two types are defined 
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for UDP packets: 'IFAN_TYPE_UDP_CSM' and 'IFAN_TYPE_UDP_ACM'. The 
type 'IFAN _TYPE_ UDP _ CSM' indicates that the IFAN packet will call a CSM on 
the IFAN node. The type 'IFAN_TYPE_UDP _ACM' indicates that an ACM must be 
down loaded and executed if it is not present. The 'Length' field (I 6 bits) specifies the 
length of an IFAN packet in multiples of 32 bits. The 'Module ID' field (32 bits) 
specifies a unique ID number that refers to an ACM or a CSM. ID numbers less than 
I 024 are reserved for CSMs, and the ACM ID is assigned from I 024. The 'Last Node 
IP Address' field specifies the IP address of the previous IFAN node. Finally, the 
'Data' field indicates the payload of the IFAN packet. 
0 16 31 
Type I Length 
Module ID 
Last Node IP Address 
Data 
Figure 4.4 IFAN UDP Packet Format 
The IFAN TCP packet format, shown in Figure 4.5, is more complex than the !FAN 
UDP packet format. The 'Type' field and the 'Length' field are similar to those in the 
!FAN UDP packet format. Currently, there are eleven types defined in the !FAN TCP 
packet, including 
'KAP _CONFIRM', 
'RTLIST', 
'AUTH', 
'KAP _ CHALLENG', 
'AUTH_ACK', 
'KAP_REPLY', 
'DATA_NOACM', 
'DATA_NOACM_ACK', 'DATA_ACM', 'DATA_ACM_ACK' and 'FINISH'. The 
type 'RTLIST' indicates that the !FAN packet contains a route list for IFAN routing 
service. The type 'KAP _ CHALLENG' indicates that the IFAN packet is the challenge 
packet of the AKAP protocol, and 'KAP_REPLY' and 'KAP_CONFIRM' are the 
reply packet and the conform packet respectively. 'AUTH' and 'AUTH ACK' 
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indicate that the packets are used for authentication. 'DATA_ NO A CM' and 
'DATA_NOACM_ACK' indicate that no active module needs to be applied to these 
packets. 'DATA_ACM' and 'DATA_ACM_ACK' indicate that an ACM must be 
applied to these packets. Finally, 'FINISH' indicates that the connection must be 
terminated. 
0 16 31 
Type I Length 
Option 1 
... 
Option n 
Figure 4.5 !FAN TCP Packet Format 
The 'Length' field in the TCP packet format is in 8 bit multiples rather than in 
multiples of 32 bits. An important difference is that the !FAN UDP packet has a fixed 
header, while the IF AN TCP packet does not have such a header. Instead, the IF AN 
TCP packet is composed of some Option fields, which are variable in length. 
The Option fields in the IF AN TCP packet have a uniform format, which is shown in 
Figure 4.6. The Option Type and the Option Length are similar to those described 
above. Currently eight Option types are defined, including 'ACMID', 'USERID', 
'SESSID', 'CNTNUM', 'MAC', 'ROUTE', 'DATA' and 'PARA'. The Options of 
'ACMID', 'USERID' and 'SESSID' contain an ACM ID, a user ID and a session ID 
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respectively. The 'CNTNUM' Option contains a count number, which is incremented 
for each packet. The 'MAC' Option contains a hash digest of the packet. The 
'ROUTE' Option contains a route list for the !FAN routing service. The 'DATA' 
Option contains the packet payload. Finally, the 'PARA' Option contains the 
parameters for ACMs. 
0 16 31 
Option Type I Option Length 
Option Value 
Figure 4.6 Option Field Format 
The lengths of different Option fields are not the same. Some may be very short, e.g. 
the Options for 'ACMID', 'USERID', 'SESSID' and 'CNTNUM' are only 4 bytes 
each. Some may be much longer, e.g. the 'DATA' Option may be more than 1000 
bytes. Whether an Option type is present in the packet depends on the packet type. For 
instance, a 'RTLIST' packet contains only one Option, 'ROUTE', while a 
'DATA_ACM' packet contains all the options except the 'ROUTE' Option. It should 
be noted that the IF AN TCP packet is composed of Options, and even the packet 
payload data is a type of Option. Such design makes it convenient to process the 
packet. Because the Option fields have a uniform format, it is possible to design a 
uniform module to process the packets. 
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4.5 IF AN Protocols 
Some IFAN routines are constructed on the IFAN protocols, which are important parts 
of the IFAN architecture. For example, the IFAN security services are based on a 
series of protocols, such as AKAP, UAP, and ACMAP. In addition, some protocols 
provide users with particular IF AN applications. In general, each IF AN application 
implements an individual IF AN protocol, which can be deployed on the IF AN nodes 
without standardisation. If some IF AN applications are popular and widely applied, 
they can be implemented in the IFAN VR as built-in routines. Here some common 
IF AN protoco Is are introduced. 
Some IF AN applications may need to know the topology of the network and locate the 
IF AN nodes before transmitting data packets. For example, for the Active 
Compressed FTP application, the ACM is applied onto two appropriate IFAN nodes, 
which are the closest to the source host and the destination host. The Route Searching 
Protocol discovers ail the IF AN nodes along the traffic path from the source host to 
the destination. In this protocol, the source host sends a route-searching request to the 
destination host. In response, ail the IF AN nodes along the routing path wiii then send 
their IP addresses to the source host. As a result, the source host wiii get an IF AN 
node list. This protocol is implemented as a CSM in the IF AN VR, because it is a 
common IFAN function. It can be also implemented as an ACM using the IFAN UDP 
packets. 
It should be noted that the Route Searching Protocol might be a rudiment routing 
protocol for the IFAN architecture. In the original design of IFAN, the routing 
functionality relies entirely on the underlying IP routing services. However, this is 
chaiienged by some potential IFAN applications. An example is shown in Figure 4.7, 
where four IFAN routers (RI to R4) are deployed. It is supposed that the normal IP 
route from the source host Ul to the destination host U2 is Ul-Rl-R2-R4-U2, and 
congestion occurs by accident when Ul starts an IFAN application that need a high 
bandwidth and low delay, e.g. real-time video transmission. When Ul detects the 
congestion, it sends a request to RI to seek a new traffic route with better quality. Ul 
then performs the Route Searching Protocol via R3 to look for a new route to U2. It is 
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assumed that the IP routing table on R3 has an entry to U2 via R4. R3 and R4 send 
their responses to RI, and RI reports them to Ul. As a result, Ul gets a new route UI-
RI-R3-R4-U2, which may be better than the old one. UI then redirects the IFAN 
application to the new route. If the performance of the application gets better, UI will 
use this route until the application finishes. 
Figure 4.7 Routing Protocol Example 
In the case above, the new route is specifically for the IFAN application. However, it 
may also be utilised by network administrators to modify the IP routing tables so that 
IP networks are able to benefit from the IFAN network. That is, not only do IF AN 
networks make use of the IP routing services, but also they can control and change the 
IP routing table. Generally speaking, the IF AN architecture has a full control over its 
underlying IP architecture, and therefore the IP architecture can be regarded as a 
component of the IF AN architecture. 
Sometimes IF AN applications may calculate the traffic delay time to avoid congestion 
or choose the best route. In such a case, knowing when the IF AN packets arrive at an 
IF AN node will be helpful. The Time Stamp Protocol records the timestamps on the 
IFAN nodes when an IFAN packet passes them. It is similar to the Route Searching 
Protocol. except that the response packet has no time information in the Route 
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Searching Protocol. This protocol can be implemented in either CSM or ACM by 
using the !FAN UDP packets. 
4.6 IFAN Applications 
An IF AN application is an implementation of a particular IF AN protocol or a series of 
!FAN protocols, which provide a complete function on user demands. The Timestamp 
is a simple !FAN application, which is implemented in either CSM or ACM using the 
!FAN UDP packets. In practice, users are able to calculate the traffic delay on an 
active hop basis, and then decide what the next operation is. For instance, if the packet 
delay between two neighbouring IF AN nodes is high, it means that congestion is 
taking place, and other traffic routes may be considered. 
Active Compressed FTP is another example of an IF AN application. Generally, the 
FTP protocol transmits files across a network without touching the contents of the 
files. lfthe file size is very large relative to the bandwidth of the network connection, 
it will take a long time to finish the transmission. A possible solution is to compress 
the file on the end host before transmission, and uncompress it on the other end host. 
However, the procedure of compression and decompression adds a burden to both end 
hosts. Another problem is that both end hosts must install compatible compression 
software. Using Active Compressed FTP, two appropriate !FAN nodes (e.g. the nodes 
closest to the end hosts) are chosen to perform the compression and decompression, 
which is transparent to the end hosts. The users only need to perform a normal FTP 
function on the end hosts. Active Compressed FTP is implemented using the TCP 
mode. To secure the !FAN nodes, the security services presented in this thesis must be 
applied. 
Currently, only a few IF AN applications have been developed to demonstrate the 
!FAN concepts, protocols and applications. In addition to the applications introduced 
above, some candidate applications are proposed as well, such as Reliable Multicast, 
Compressed HTTP, Active Firewall, Network Detection, and Internet TV. 
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4. 7 Environments and Instructions 
4.7.1 Developing Environment 
Currently the IF AN VR is mainly developed on the Linux platform, e.g. RedHat 7.2 or 
above versions. Meanwhile, some IF AN applications may be developed on other 
platforms. For example, the server part program of the Active Compressed FTP is 
built on Windows, while the Linux version is provided as well. Here only the 
developing environment on the Linux Platform is introduced. 
The folder structure for the IF AN VR software package is shown in Figure 4.8. A root 
folder needs to be created in the Linux file system for the IFAN working environment, 
e.g. 'ifan', where all the folders and files in the IFAN VR software package are 
located. All the source code files are located in the folder 'source'. The folder 'auth' 
is for the PKI structure and authentication. The folder 'release' contains the compiled 
executable files, which can be released. The folder 'tools' contains some useful tools 
for the !FAN environment. The folder 'eu' contains the folder structure of the running 
environment on an end host. Finally, the folder 'vr' contains the folder structure ofthe 
running environment on an IFAN node. For details of the folder structure and latest 
update, the file 'readme.txt' in the root folder of the IFAN VR package can be referred 
to. 
To compile the IFAN VR programs, a file 'makefile' in the folder 'source' defines 
some compiling rules. By using this file, it is easy to compile the programs. For 
example, the following command is used to compile the main program running on an 
!FAN node. 
#makeifand 
If no errors occur, the compiled executable file will be found in the folder 'release'. It 
should be noted that there are some pre-compiling switches defined in the common 
head file 'ifan.h', such as _IFAN_ WIN32_ and _IFAN_ VR_. The switch 
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_IFAN_ WIN32_ indicates whether the compiling platform is windows. It should not 
be defined when compiling on the Linux platform. The switch _IFAN_ VR_ indicates 
whether the compiled file is run on routers. Currently it is only applied to program 
'ifand'. 
if an 
auth (folder) 
eu (folder) 
release (folder) 
source (folder) 
tools (folder) 
vr (folder) 
Readme. txt (file) 
Figure 4.8 Folder Structure for the !FAN VR Package 
4.7.2 Running Environment 
The !FAN VR running environment consists of two parts: one is the main program, 
'ifand', running on an !FAN router; and the other is the !FAN applications, which are 
running on the end hosts. To set up the router running environment, the folder 'vr' and 
its subfolders should be copied to an !FAN router, and the executable file 'ifand' is 
copied to the folder 'vr'. Some PKI files (e.g. certificates and keys) are also copied to 
the appropriate folders. 
To set up the end user running environment, the folder 'eu' and its subfolders should 
be copied to where !FAN application programs will be run, and the compiled 
application program files are copied to the folder 'eu'. The corresponding PKI files 
are also copied to the appropriate folders on the source end host. It is unnecessary to 
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copy the PKI files to the destination end host as there is no security process on the 
destination host . 
..:.~ rool@amd2500:/homelweijunllfdn/vr r;]@IB] 
[root@amd2500 vr]ll ./ifand 
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display some running information 
set switch on or ott, default is ott 
Figure 4.9 Starting the ifand 
To start the !FAN VR main program on an !FAN router, simply type the following 
command in the folder 'vr'. 
# ./ifand 
The result is shown in Figure 4.9. A welcome message '!FAN' appears first to 
indicate the start of the program. The prompt mark '!FAN >' indicates that it is in the 
IF AN VR command shell. Three daemons are then started one by one in new 
processes. The first is 'tcpd', which processes the !FAN TCP packets. The second 
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is 'udpd', which processes the IF AN UDP packets. The last one is 'ftpd', which is an 
IF AN FTP server to support transmissions of the IF AN files. 
4.7.3 Supported Commands 
By using the IF AN VR command shell, administrators are able to display some 
running information, states and configurations, and set some configurations. They can 
also start or stop the IF AN daemons and terminate the program 'ifand'. The current 
supported commands are listed below. 
• !command, runs system (Linux) shell commands 
• exit, exits the ifand 
e kill ftpd, kills the IF AN ftpd 
• kill tcpd, kills the IF AN tcpd 
• kill udpd, kills the !FAN udpd 
• run ftpd, runs the IF AN ftpd 
• run tcpd, runs the IF AN tcpd 
• run udpd, runs the IF AN udpd 
• set security [onJoft], enables or disables the security enforcement, and default is 
off 
• show ifip, lists the lP addresses of interfaces 
• show packet, shows the statistic of traffics (input, drop, and output) 
• show route, shows the routing table 
• show server, shows the running state of tcpd, udpd and ftpd 
• show switch [allJdebugJerrorJevent], shows switch state, and default is all 
• switch debug <component> [onJoff], switches on/off the debug output, and 
default is off 
• switch error <component> [onJoft], switches on/off the error output, and default 
is off 
• switch event <component> [onJoft], switches on/off the event output, and 
default is off 
The command shell works similar to Cisco's. It is not necessary to type a complete 
keyword for a command. For example, simply typing 'e' or 'ex' has the same function 
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as 'exit'. In addition, typing '?' will display all the possible command keywords in 
that condition. For instance, typing 'kill ?' will display 'ftpd', 'tcpd' and 'udpd'. 
Therefore, the users familiar with Cisco routers will adapt to this command shell 
without any difficulty. 
Another thing worth being mentioned is the switches, which are set for the output of 
running information. In order to manage the output information, three sets of macros 
are defined. The first set of macros is for debug information. The debug information is 
printed out where it may help the program debugging. Usually this information is for 
programmers to ease the debug rather than for users or administrators. The second set 
of macros is for error information. The error information is printed out when some 
system errors occur. The file name, the line number and the error message of the error 
will be printed out. Not only are the programmers able to locate the errors, but also the 
users are able to report the errors to the developer. The third set of macros is for event 
information. This information shows the status and events of the IF AN VR to the 
users or administrators. For example, an event message will be printed out when an 
IF AN packet is received. 
To prevent the shell screen from being flooded by the unwanted information, this 
information can be filtered by turning off the specified output switches. The output 
switches are also classified in components. The output information of any components 
can be switched on or off. For example, if the output information for the AKAP 
module is switched off, the information of AKAP module will not be printed out any 
more. 
4.7.4 Application Usage 
4.7.4.1 Timestamp 
The application Timestamp prints the time stamps when the IF AN packet arrives at 
the IF AN nodes from the source host to the destination host. The command usage is 
shown below. 
# ./timestamp_c <dest ip address> [acml csm] [delay (seconds)] 
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The angle bracket indicates that the parameters inside must be provided and the 
keywords in square brackets are optional parameters. The parameter 'dest ip address' 
is the IP address of the destination host. The mode 'acm' means that the !FAN router 
will download the ACM from the previous node, and the mode 'csm' means that the 
IF AN router will use the node-resident service to print the time stamp. The default 
mode is 'csm'. The parameter 'delay' specifies the time interval to be waited on the 
source host, and the default is I 0 seconds. 
4.7.4.2 Routesearch 
The application Routesearch seeks the IF AN nodes along the traffic path from the 
source host to the destination host. The command usage is shown below. 
# ./rtsearch_c <dest ip address> [delay (seconds)] 
4.7.4.3 Active Compressed FTP 
The application of the Active Compressed FTP dynamically compresses and 
decompresses the transmitted files on the active nodes. A server part program 
'ftpcmp_s' is started on the destination host. The operating system on the destination 
host could be either Linux or Windows. The command on Linux is shown below. 
# ./ftpcmp_s 
The command on the source host is shown below. 
# ./ftpcmp_c <dest ip address> <file name> <user name> 
The parameter 'dest ip address' is the lP address of the destination host. The 
parameter 'file name' is the file to be transmitted. The parameter 'user name' is the 
principal of the user. The application and results of the Active Compressed FTP will 
be presented in Chapter 6. 
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4.8 Summary 
In this chapter a practical implementation of the IF AN architecture, the IF AN VR, is 
presented to make an effort on applying the !FAN. The modules of the IFAN VR, the 
IF AN packet format, the IF AN protocols, the IF AN applications and the enviroments 
of the IF AN VR are described in detail. 
The IF AN VR is a feasible solution for the IF AN implementation. Although only a 
few protocols and applications are developed so far and the current implementation 
might not be the most efficient, the IF AN VR provides a fundamental framework for 
the IFAN architecture. The !FAN protocols and applications are able to be 
implemented, tested and refined in this framework. The most attractive part of the 
current version is that some security modules have been integrated in the IF AN VR. 
The IF AN security framework and implementation are described in depth in Chapter 5 
and Chapter 6 respectively. 
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Chapter 5 Trust-based Distributed 
Security Framework 
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5.1 Basic Concepts 
5.1.1 Cryptography services 
The primary goal of cryptography is to secure important data when they pass through 
a medium (e.g. computer network) that may not be secure. The cryptography 
algorithms provide the following services to the applications. 
Confidentiality 
Data are kept secret from those without the proper credentials. In classic cryptography, 
the encryption algorithm was the secret. In modem cryptography, the encryption 
algorithms are public and the cryptographic keys used in the encryption and 
decryption processes need to be secret. 
Integrity 
There should be a way for the recipient of a piece of data to determine whether any 
modification is made over a period of time. Plenty of well-known checksum 
algorithms exist that can detect and even correct simple errors. However, such 
checksums are poor at detecting skilled intentional modifications of the data. Several 
cryptographic checksums do not have these drawbacks. 
Authentication 
It is necessary for one entity to ensure the authenticity of another entity's identity. 
Cryptography can help establish identity for authentication purpose. A third party 
trusted by both entities is involved in the authentication process. In addition, the 
certificates signed by a trusted third party may be used to avoid direct communication 
with the third party. 
-64-
Non-repudiation 
Cryptography can enable one user to prove that a message he received from another 
user actually came from that user, who then cannot deny that he sent it. The non-
repudiation service is very useful for business transactions. 
5.1.2 Cryptographic Algorithms 
Cryptographic algorithms include symmetric key algorithms, public key cryptography, 
cryptographic hash functions and digital signature algorithms, etc. 
5.1.2.1 Symmetric Key Algorithms 
Symmetric key algorithms encrypt and decrypt data using a single key. Obviously, the 
key must remain secret for this scheme to be effective. As the symmetric key 
algorithms are much faster than the public key algorithms, they are usually used for 
massive data encryptions. However, the primary disadvantage of symmetric key 
algorithms is that the key must remain secret at all times. In particular, exchanging 
secret keys can be difficult, since the keys are usually exchanged on the same medium 
protected by the encryption algorithm. Sending the key in the clear before using it 
leaves open the possibility of an attacker to record the key. 
One solution to the key distribution problem is to use a cryptographic key exchange 
protocol. The Diffie-Hellman protocol [80] allows key agreement without actually 
divulging the key on the network. However, the Diffie-Hellman protocol does not 
guarantee the identity of the party with whom keys are exchanged. Some sort of 
authentication mechanism is necessary to ensure that keys are not accidentally 
exchanged with an attacker. The Authenticated Key Agreement Protocol (AKAP) 
presented in this thesis is based on the Station-to-Station protocol [46], which is an 
improved Diffie-Hellman protocol. The AKAP is described in depth in Subsection 
5.6.1. 
Symmetric ciphers include Blowfish [70], CASTS [71], DES (Data Encryption 
Standard) [72], DESX [73], 3DES (Triple DES) [74], IDEA (International Data 
Encryption Algorithm) [75], RC2 [76], RC4 [77], RC5 [78], and AES (Advanced 
Encryption Standard) [79] etc. Right now, 3DES is the most common symmetric 
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cipher available and widely used. Most of the symmetric ciphers support a variety of 
operational modes, such as CBC (Cipher Block Chaining), CFB (Cipher Feedback), 
ECB (Electronic Code Book), and OFB (Output Feedback). 
5.1.2.2 Public Key Cryptography 
Public key cryptography suggests a solution to the key distribution problem that 
plagues symmetric cryptography. Each party has two keys: a private key that must 
remain secret, and a public key that can be freely distributed. The public key 
cryptography solves the problem of key distribution, assuming that there is some way 
to find a user's public key and ensure that that key does belong to the specific user. In 
practice, the public keys are passed around with additional supporting information, 
called a certificate, and those certificates are validated by trusted third parties. 
Depending on the algorithm employed, public key cryptography is used for key 
agreement, digital signature, and encryption. Three common public key algorithms are 
Diffie-Hellman (DH) [80], DSA (Digital Signature Algorithm) [81], and RSA (so 
named for its inventors, Rivest, Shamir, and Adleman) [82]. DH is useful for key 
agreement, but cannot be used for digital signature or encryption. DSA is useful for 
digital signatures, but is incapable of providing key agreement or encryption services. 
RSA is the most popular public key algorithm currently in use in that it provides all of 
the above functions. 
The strength of the public key cryptography lies in the size of its keys, which are 
usually very large numbers. As a result, operations involving public key cryptography 
are rather slow. More often, they are used in combination with other cryptographic 
algorithms such as message digest and symmetric ciphers. Symmetric key 
cryptography can usually be done quickly enough to encrypt and decrypt network 
traffic. Thus, public key cryptography is generally used to agree on an encryption key 
for a symmetric algorithm, and all further encryption is then done using the symmetric 
algorithm. 
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5.1.2.3 Cryptographic Hash Functions and Message Authentication Codes 
Cryptographic one-way hash functions take arbitrary binary data as an input and 
produce a fixed-size binary string as an output, called the hash value or the message 
digest. Passing identical data into a hash function twice will always yield an identical 
result. The digest value should not contain any information that could be used to 
determine the original input. Additionally, it should be practically impossible to find 
two inputs that produce the same message digest. 
Hash algorithms include MD2 [83], MD4 [84], MD5 [85], MDC2 [86], SHAI (Secure 
Hash Algorithm) [87] and RIPEMD-160 [88], etc. MD5 and SHAI are the most 
popular one-way cryptographic hash functions. SHA I is considered much safer than 
MD5, which is recommended to be avoided where strong cryptography is needed. 
Though a weakness of SHAl has been found by a research group in Shandong 
University of China recently [68], an enhanced version ofSHAl is still believed to be 
safe. 
The cryptographic hash functions have been put to many uses. For example, they are 
frequently used as a part of a password storage solution, which is much safer than 
storing the actual password directly. If two parties share one secret key in a 
communication, they are able to produce a message digest that an attacker is not able 
to forge, since the attacker would not have the secret key. Schemes for using the 
keyed hashes, i.e. hashes involving a secret key, are called Message Authentication 
Codes (MACs). MACs are often used to provide message integrity for general-
purpose data transfer, encrypted or unencrypted. The most widely used MAC is 
HMAC [69], which can be used with any message digest algorithm. 
5.1.2.4 Digital Signatures 
Like MACs, digital signature algorithms also provide message authentication. The 
difference is that the digital signature algorithms make use of the public key algorithm 
instead of a single shared key. Besides the RSA, there is also a popular scheme, DSA, 
used for the digital signature. 
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Much like the public key encryption, the computation of digital signatures is very 
slow. To make it faster, the algorithm generally does not operate on the entire message 
to be signed. Instead, the message is cryptographically hashed, and the digest of the 
message is then signed. 
A digital signature is useful for verifying data integrity, and ensuring that it has not 
been corrupted or tampered with. It also provides non-repudiation since only one 
person can have access to the private key that is used to compute a signature. 
5.1.3 Public Key Infrastructure 
As public key cryptography on its own provides no means of establishing trust, a man-
in-the-middle attack may occur. The Public Key Infrastructure (PKI) [22] provides the 
means to establish trust by binding the public keys with identities, thus giving 
reasonable assurance that a user in another end of communication is the real one he 
announces. 
The heart of PKI is the certificate, which binds a public key to a distinguished name. 
A distinguished name is simply a name of a person or an entity that owns the public 
key. A certificate is signed with the certificate issuer's private key, and contains 
almost all of the information necessary to verify its validity. It contains information 
about the subject, the issuer, and the period for which it is valid. By signing a 
certificate with the issuer's private key, anyone that has the issuer's public key can 
verify its authenticity. The signature serves as a safeguard to prevent tampering. By 
signing the subject's certificate, the issuer asserts that it has verified the authenticity of 
the public key contained by the certificate and states that it may be trusted. As long as 
the issuer is trusted, the certificates issued by the issuer can also be trusted. 
A Certificate Authority (CA) is an organisation or a company that issues certificates. 
By its nature, a CA has huge responsibility to ensure that the certificates it issues are 
legitimate. A CA must be trusted, and for the trust to be extended, the certificate 
containing its public key must be widely distributed. A certificate that is issued by a 
CA can be used to issue and sign another certificate, if the issued certificate is created 
with the appropriate permissions to do so. In this way, the certificates can be chained. 
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At the root of the chain is the root CA's certificate. Because it is at the root of the 
chain and there is no other authority to sign its certificate, the root CA signs its own 
certificate. Such a certificate is known as a self-signed certificate. 
There is no way to digitally verify the authenticity of a self-signed certificate because 
the issuer and the subject are the same. Therefore, self-signed certificates are generally 
obtained through some physical means. To verify the authenticity and validity of a 
given certificate, each certificate in the chain must be also verified, from the 
certificate in question's issuer up to the root certificate. If any certificate in the chain 
is invalid, any certificate below it in the chain must also be considered invalid. 
The most widely accepted format for certificates is the X.509 format [89] [90]. There 
are three versions of the format, known as X.509vl, X.509v2, and X.509v3. One of 
the most significant features introduced in the X.509v3 standard is its support of 
extensions. Version 3 extensions allow a certificate to contain additional fields beyond 
those defined by previous versions of the X.509 standard. 
A Certificate Revocation List (CRL) contains a list of all the revoked certificates that 
have to expire. When a certificate is revoked, the CA declares that the certificate 
should no longer be trusted. 
5.1.4 Principals and Credentials 
A principal in a security architecture is an entity that can make a request subject to 
authentication. In other words, a principal is an authorisable entity in a system. 
Security in the active network relies not only on the identity of the principals but also 
on the activities to which they are authorised. A secure identification of the principals 
and their authorised activities, embodied in credentials, are a necessary part of a 
security architecture. The credentials combine a description of the identity of the 
principal and the attributes associated with the principal. Usually, a certificate 
includes a key that represents the principal in any cryptographic exchange and a 
cryptographic binding the key to the identity and the attributes. 
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5.2 Objectives and Assumptions 
5.2.1 Objectives of TDSF 
As introduced in Chapter 3, active network security involves many areas and aspects, 
and most research work on active network security has focused on certain particular 
aspects. To date, it is infeasible to present a complete solution to active network 
security due to the immaturity of the research on both active networks and active 
network security. Therefore, this research work only concentrates on some parts of the 
active network security. The goal of the security framework presented in this thesis is 
to protect the active nodes from being abused, cracked or compromised. 
Active network security can be roughly classified into two categories: network 
security and node security. Network security concerns the trustworthiness of the 
overall results of an active networking activity, which may occur on more than one 
node. Node security only concerns an individual node in the network. Node security is 
the foundation of the network security. 
Network security is much more complex than node security in that it contains a 
distributed security computation in the network and possibly more than one node 
within different domains is involved. Although each node along the active traffic path 
may be not affected seriously by an attack, the overall network may be compromised. 
For example, one user injects an active packet into the active network. On each node, 
the active program duplicates the active packet and sends it to another two active 
nodes. To an individual node, the computation caused by the active program is trivial. 
However, the exponential increase in packets will reduce the performance of the 
network greatly. Unfortunately, this is still an open research area due to its complexity. 
Network security has not been involved in TDSF so far. 
Some other entities may have security concerns in active networks as well, such as the 
end hosts at the source and the destination. The security of the end host is not 
considered in the security framework as only the public resources in the active 
networks are considered. This is based on the fact that failure in provision of active 
services on an active node will affect the function of an (active) network greatly, 
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whereas failure of certain end stations may not greatly affect the other parts of the 
active network. 
5.2.2 Assumptions of TDSF 
There are some assumptions for TDSF. Firstly, it is assumed that an ACM (Active 
Code Module) developed by a trusted source is safe, if the privilege level required by 
the ACM is not higher than the privilege level granted to the issuer or the tester of the 
ACM (See Subsection 5.3.4 for more details about Privilege Level). This assumption 
is reasonable and scalable. The privileged issuers or testers (e.g. well-known 
companies or organisations) can be trusted as they are eligible to develop qualified 
ACMs and perform a full test. The trusted issuers and testers are classified in levels 
according to their privileges. This classification is much more scalable than a two-
level definition (trust or untrust). In practice, some authorised agents may be needed 
to perform a test on the ACMs on behalf of their issuers. In this case, if the privilege 
level of an agent (tester) satisfies the requests of the ACM, the execution of the ACM 
is deemed safe. 
The second assumption is that the ACMs will not do harm to active nodes if the 
privilege level of the network users is not lower than that required by the ACMs. That 
is, the privileged users will not misuse the ACMs, and hence they are able to execute 
the ACMs safely on the node. This assumption is also reasonable because the trust 
system in TDSF provides a way to encourage the proper behaviour of users. A 
positive or negative feedback will be given in terms of a user's action in a trust 
activity. The trust credit of the user is then affected by this feedback and thereby the 
privilege level may be updated. Therefore, users have to always do proper operations 
in the network activities, or they will lose trust credit points and degrade their 
privilege levels. Trust Credit is described in detail in Subsection 5.4.5. 
The two assumptions above are combined together to provide the basis of the 
authorisation in TDSF. The first assumption guarantees that the ACMs are designed 
properly, and the second assumption guarantees that the ACMs are used properly. 
Besides security, the second assumption also provides node administrators with a way 
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of assigning the critical resources and services of a node, such as QoS, which are less 
related to security. 
The third assumption is that the initial states of the active node are safe, and all attacks 
come from the network interfaces, rather than local operations. Thus, the work can be 
focused on the active packets including header, payload and ACM, which are the 
considered threats to the active nodes. However, this does not mean that the bootstrap 
and local operations of the node are always safe. These problems are deliberately 
omitted in TDSF to emphasise the main threats, active packets. 
5.3 Models of TDSF 
5.3.1 Threat Model 
Attacks to the active networks will arise from the same actions as to the traditional IP 
networks. The RFC 2828 [91] has described such attacks, and many studies have been 
focused on how to overcome them. In an active network, new attacks may be caused 
by user-specified active programs that are executed on the active nodes. Thus, it is 
necessary to build up a mechanism to prevent malicious active code from 
compromising the active nodes. The threats to an active node to be considered in 
TDSF are listed below. 
• Snooping, or passive eavesdropping. An attacker watches network traffic and 
records interesting data, such as passwords and keys. 
• Tampering. An attacker monitors network traffic and maliciously changes data in 
transit. 
• Spoofing. An attacker forges network data, so that he appears to come from a 
different network address. 
• Hijacking. Once a legitimate user authenticates, a spoofing attack can be used to 
hijack the connection. 
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• Capture and replay. Some attackers may intercept an active packet from an 
authenticated user and then attack the active node by repeatedly sending this 
packet to the node. 
• Unauthorised access to resources. The resources of a node are relatively limited, 
thus they may be accessed only by privileged active programs. 
5.3.2 Node Security Model 
The node security model, shown in Figure 5.1, is depicted in several layers, which are 
represented by a number of abstract sets. The set 'Node Resources' includes the CPU 
cycles, the memory and register, and the network channel, etc. The set 'Node 
Environment' consists of the configurations, the local files and the running states (e.g., 
the routing table). These two sets must be accessed through the set 'NodeOS API 
(Application Programming Interface)', which implements whole or part of the CPU 
instructions. The CPU instructions are hardware dependent, and hence they are 
beyond the scope of the node security model. 
ACM (Packet) 
Application Layer 
EE Layer EE API Security Components 
NodeOS API NodeOS Layer 
Node Resources Node Environment 
Figure 5.1 Node Security Model 
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The set 'EE API' implements a wrapper for the set 'NodeOS API'. However, the 
expression and the functions of the EE are limited for the sake of node security. A 
function is an independent EE routine that performs a given function. The expression 
indicates the syntax of the programming language specified by the EE. The functions 
and the expression together are called the APis. 
The set 'EE API' cannot operate on the set 'Node Resource' and the set 'Node 
Environment' directly. Instead, it must call the set 'NodeOS API', and then the set 
'NodeOS API' accesses its lower sets. The set 'EE API' also isolates the set 'ACM' 
from the set 'NodeOS A PI'. 
The security components are built upon the EE layer. For example, the Privilege Level, 
which is an abstract set in the security framework, is defined on the EE APis rather 
than the NodeOS. Since the EE APis are public to the users and NodeOS-independent, 
the security components are NodeOS-independent. In this way, it is possible to avoid 
the complexity of the NodeOS and only focus on the upper layers. 
5.3.3 Trust Model 
A trust system has been proposed specifically for the security framework in this thesis. 
The trust system has some requirements. Firstly, it must be scalable for a large number 
of principals. The principals involved in the trust system are distributed all over the 
world, in different countries and different domains. The principals are referred not 
only to the users, but also the ACM issuers, the ACM testers, the authorities, the 
IF AN nodes and other entities that may be involved in the security framework. As the 
principals are distributed in a global range, the number of the principals may be very 
large and increase continuously. Therefore, the trust system must be scalable enough 
to manage the world-wide principals. Secondly, it must be a distributed model. As the 
Internet architecture is distributed in nature, the trust system should be distributed as 
well. Finally, it must be flexible for applications. The trust relationship of the 
principals should be easy to create and modify. 
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The trust model proposed in TDSF is shown in Figure 5 .2. This trust model is 
designed as a trust framework, which consists of many trust families. A trust family, 
shown in Figure 5.3, consists of a group of principals, which are organised as a tree 
based on their relationships. There is only one root principal in a trust family, from 
which other principals derive. The number of principals in a trust family is variable, 
and may range from one to thousands. The trust family is the basic unit that 
constitutes the trust system. 
The trust family has some properties. Firstly, each trust family has a unique 
identification, which is named a trust family bond. Each principal in a trust family 
holds the same trust family bond to claim that it belongs to the same trust family. 
Secondly, a branch of a trust family tree is still a trust family, even though the branch 
has only one principal. The root principal of the branch is the root principal of the new 
sub-family. The trust families with the same trust family bond derive from the same 
original trust family. The original trust family is the largest of those that has the same 
trust family bond. The original trust family and its sub-families are called a trust 
family group. The privilege levels a trust family group are able to compare with each 
other. Thirdly, the trust families may be overlapped such as TF3 and TF4 in Figure 5.2. 
This means that a principal may exist in more than one trust family group. 
Trust families are set up in a distributed way. Any principal has the right to create a 
trust family and serves as its root principal. Any principal intending to join this trust 
family has to register with a member of the trust family and become a child of that 
member. 
On each active node there is a trust family list specified by the local node 
administrator. Each entry of this list is a trust family including a trust family bond and 
a root principal. Generally, there would be some common trust families recommended 
by the public organisations since they are created by the well-known companies or 
organisations. In addition, each node may contain some private trust families such as a 
trust family created by the node administrator or the domain administrator. 
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5.3.4 Privilege Levels 
Authorisation is a core part ofthe node security services as it makes the final decision 
regarding whether the requests of the ACMs are allowed. However, it is a great 
challenge to map these requests to the node resources and services. It is not realistic 
for an active node to include a huge number of the principals in the authorisation 
policies as the combination of mappings from principals to the node resources may be 
numerous. Another problem is that it is impossible for an active node to know all the 
principals. 
To address these problems, an intermediate abstract layer between the principals and 
the node resources has been defined. The intermediate layer, named Privilege Level, 
divides the mapping from principals to node resources into two mappings: one maps 
the principals to the privilege levels, and the other one maps the node resources to the 
privilege levels. Privilege Level is defined in the two places: the active node and the 
Trust Family. On an active node, the node resources are mapped to a set of privilege 
levels in terms of the security concerns. In practice, these mappings are built on the 
EE layer rather than the NodeOS layer to simplify design. 
The Privilege Level defined in the Trust Family is shown in Figure 5.4. In a trust 
family, each principal holds a privilege level assigned by its parent principal. In each 
original trust family (distinguished from the sub-families), the root principal has the 
highest privilege level (level 0) by default. The parent principals are able to delegate 
their privilege levels to their child principals. The rule is that the delegated privilege 
levels are not higher than those of the parent principals. For example, in Figure 5.4, 
the principal PI with privilege level I delegates privilege level I to the principal P3 
(equal to PI), and delegates privilege level2 to the principal P4 (lower than PI). 
The privilege levels are only meaningful within their local defining range. For 
example, the privilege level of one principal can be compared with the privilege level 
of another principal that has the same trust family bond (i.e. in the same trust family 
group). However, the privilege levels in different trust family groups cannot be 
compared. In addition, the privilege levels in the trust families cannot be compared 
with those defined on the active nodes. 
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Figure 5.4 Privilege Level in a Trust Family 
In order to compare the privilege levels from different defining ranges, a trust-linking 
policy must be negotiated in terms of a trust· linking algorithm. The trust framework 
allows the trust families to negotiate some policies to link the privilege levels amongst 
these trust families. For example, in Figure 5.5, privilege level 3 in trust family A is 
relevant to privilege level I in trust family B based on the negotiation between the two 
trust families. This is called a trust link, which links the relevant privilege levels in 
different trust families. The two relevant privilege levels are called linking points in 
the linking policy. With the trust link, the privileges in trust family A and B are able to 
be compared. The privilege levels that are higher than the linking point in trust family 
A are higher than those that are lower than the linking point in the trust family B. 
Similarly, the privilege levels that are lower than the linking point in trust family A 
are lower than those that are higher than the linking point in the trust family B. For 
example, privilege level2 in trust family A is higher than privilege 2 in trust family B, 
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and privilege level 4 in trust family A is lower than privilege I in trust family B. 
However, privilege level 4 in trust family A and privilege level 5 in trust family B 
cannot be compared, as they are both under the linking point. To make them 
comparable, more trust links are needed in the linking policy. 
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In summary, Privilege Level achieves two goals for the security framework. One goal 
is that it simplifies the authorisation process. By using Privilege Level, the principals 
are mapped to the privilege levels on the active node, rather than the node resources. 
These maps are much more scalable and less complex than the maps directly from the 
principals to the node resources. Furthermore, the layered design offers an opportunity 
to isolate the authorisation policies from the NodeOS. The other goal is that it 
provides a way to relate the principals. Principals are able to compare with each other 
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in terms of their privilege levels. In this way, relationship can be built up among the 
principals. 
5.3.5 Trust Credit 
The Trust Credit is defined to measure the reputation or the contribution of a principal 
in a trust system. A principal's trust credit in a trust family is affected by its own 
actions in the trust activities. For example, an ACM issuer is able to gain trust credit 
points by issuing an ACM that have been securely run on some active nodes for a long 
period. Some positive feedbacks will be received from these active nodes. However, if 
some design flaws are found or running mistakes happen, some negative feedback will 
be given by the active nodes or other principals. In this way, a good ACM issuer will 
have a high trust credit score. 
The Trust Credit reflects reputation or contribution of a principal. Therefore, it can be 
used by authorities to grant privilege levels to the child principals. In design, the trust 
credit of a principal is in the charge of its authority. If a principal has a high trust 
credit score, it is qualified to gain a high privilege level from its authority. 
The mechanism of the Trust Credit is necessary for the dynamic distributed 
management of a trust system. An authority may set a mapping list that defines what 
trust credit score maps what privilege level. If a principal's trust credit score is 
increased and exceeds a setting trust credit score in the list, a new certificate with 
higher privilege level will be issued to the principal dynamically by the authority. In 
contrast, if a principal's trust credit goes down and is lower than a setting trust credit 
score, a certificate revocation list (CRL) will be issued by the authority to revoke the 
current certificate of this principal. Meanwhile, a new certificate with lower privilege 
level will be issued to this principal. 
From the above examples, it can be seen that the mechanism of Trust Credit provides 
a way to force the entities to behave properly in the trust activities. If an entity always 
acts properly, its trust credit score will rise gradually. However, if an entity do 
something wrong, it will lose trust credit points. Therefore, the entities involved in an 
active network have to utilise the network services in a proper way, so that they are 
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able to increase their trust credits. In other words, a member of a trust family is 
unlikely to be an attacker as an attacking action will decrease its reputation greatly. 
5.4 Components of TDSF 
5.4.1 Packet Integrity 
From the node security model described in Subsection 5.3.2, it can be seen that the 
active packets not only specify the ACM executed on the node, but also are the 
parameters and objects of the ACM. The active packets carry an ACM reference ID in 
their active header, from which the appropriate ACM is located, downloaded and 
executed. There may be some user-specified ACM parameters in the active packet 
header to indicate how to run the ACM. Therefore, the active packets must be 
protected to secure an active node. 
Any intermediate node in the active network may modify the contents of active 
packets, including both the header and the payload. It is possible that an intruder could 
intercept the packets, modify them, and then send them to the active nodes. Therefore, 
it is necessary to build up a mechanism to ensure that the packet transmission between 
the neighbouring nodes is safe. 
The integrity of active packets can be protected by hop-by-hop checks enforced on 
each active node to prevent packet traffic from corruption and spoofing. A hop-by-hop 
security model is shown in Figure 5.6. A session is a connecting state between two 
neighbouring nodes (or end host), represented by a session suite including a shared 
session key, the keyed-hash algorithm, and a one-time-use sequence number, etc. 
During the initiation of the connection a shared session key and a hash algorithm are 
negotiated. The integrity of the consequent communications will be protected by 
keyed-hash algorithms [69] using this key. That is, an authenticating digest of the 
packet is transmitted, computed using the shared session key and the keyed-hash 
algorithm. When the communication session is finished, the key will be discarded to 
avoid it being stolen or subject to massive key-computation attack. 
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To prevent packet duplicate-and-replay attack, a random sequence number is 
negotiated as well. The sender generates packets with monotonically increasing 
sequence number. In turn, the receiver only accepts packets that have a larger 
sequence number than previous packets. This hop-by-hop scheme does not provide 
confidentiality as the packets stay in the clear form. The exclusion of confidentiality is 
to avoid performance overhead. 
5.4.2 ACM Integrity and Authentication 
From the node security model it can be also seen that the ACM is the main source of 
the security threats. The active program running on the active node provides the users 
with great flexibility and convenience, meanwhile it leaves the attacker the same 
opportunities. Therefore, the integrity of the ACM must be protected to ensure that the 
downloaded ACM is correct and without tampering. 
The first aim of this component is to ensure that the downloaded ACM is the real one 
specified by the user, because an attacker may intercept an ACM and replace it with 
another ACM that has the same file name or ID. The second aim is to check whether 
the ACM is modified or damaged during transmission. Some bits of an ACM may be 
lost or changed when the ACM travels from one node to another. The third aim is to 
guarantee that the ACM comes from the correct issuer or tester. An attacker may 
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attack the active node with an ACM that is claimed by the attacker to be from a 
trusted issuer or tester. 
To address the first issue, the ACM and its reference ID must be bound in a secure 
way. A naming mechanism is needed to ensure that an ACM is solely mapped to its 
reference ID and the reference ID only maps the ACM. In TDSF, the hash value of an 
ACM is computed as its reference ID. The hash value of the ACM is re-calculated on 
the node where the ACM will be run, and compared with the reference ID in the 
active packet. If they are the same, the ACM is the original one. If not, the ACM has 
been changed and must be discarded. There is a potential problem in this process 
because the ACM reference ID in the active packet may be changed by an attacker, 
and an attacking ACM mapped to the modified ACM reference. Fortunately, this 
problem can be solved by the packet integrity checking process previously described. 
The naming mechanism of the hash mapping also solves the second problem. Any 
modification or damage to the ACM will lead to a changed hash value, and thus a 
break of the ACM integrity will be detected. Meanwhile, such a naming mechanism 
also prevents the collision of ACM names on the active nodes, as the hashing 
algorithm guarantees that the references of the different ACM are not same. 
However, one problem of this naming mechanism is that the hash value is 
meaningless because no information about what function the ACM performs is 
indicated. For example, the file name 'calculator.exe' indicates its function 
'calculation', but its hash value is not related to its function. In addition, the hash 
value changes whenever the ACM is upgraded. It is inconvenient for users that a new 
version of an ACM has a completely different name from its previous version. To 
solve this problem, more information is needed to describe an ACM, such as an ACM 
name. A name is used to represent the ACM where the meaning is important, e.g. on 
an end host, while a reference ID is used where name collision may happen, e.g. in a 
network. 
To solve the third problem, an ACM authentication mechanism has to be enforced. 
Along with the distribution of an ACM, a certificate signed by the issuer or other 
authority is distributed as well. The certificate binds the principal of the issuer, the 
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principal of the tester and the reference ID of the ACM. Therefore, the principals of 
the issuer and tester of the ACM can be extracted from the certificate. These 
principals will be used for authorisation decisions, which are described in the 
following subsections. 
5.4.3 Principal Authentication 
The goal of the authentication process is to ensure that the person in another end of the 
communication is the real one that he announces, i.e. it ensures the authenticity of 
identities in the communication. In the previous subsection, the ACM authentication 
process has been described, where the identifications of the ACM issuer and/or tester 
are retrieved and validated. In this subsection, another two authentications, node 
authentication and end user authentication, are described. 
Node authentication is used to verify the authenticity of a neighbouring node's 
identity. In TDSF, it is combined with the key agreement. The node authentication and 
the shared key agreement together construct the Authenticated Key Agreement 
Protocol (AKAP). AKAP is applied before a session between two neighbouring nodes, 
and hence the two nodes authenticate each other and negotiate a shared key for the 
consequent communications. Authentication and key agreement or exchange cannot 
be separated in a practical process. A protocol providing authentication without key 
agreement or exchange is susceptible to an attacker who waits until the authentication 
is complete and then takes over one end of the communication line. Key agreement or 
exchange should be linked to authentication so that a party has assurances that an 
exchanged key is in fact shared with the authenticated party, not an impostor. 
End user authentication is to ensure the authentic identity of an end user who initiated 
the active packets. As a result, the principal of the end user is retrieved and verified. 
As the ACM that will be run on a node is specified by the end user, the principal and 
credential of the end user is an important element to be considered in the authorisation 
process. 
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5.4.4 Access Authorisation 
The authorisation model on an active node is based on Privilege Levels. For 
convenience of description, 'Privilege Level' denotes the abstract set or the 
component, while 'privilege level' denotes an entry in the set. It is too complex for a 
task to map the Privilege Level to the node resources directly as this involves the 
NodeOS, which is a rather complex system. In practice, the Privilege Level is mapped 
to the EE A Pis (including both expression and functions) in terms of the security 
concerns. Thus, each ACM is resolved as a sequence of the expression and functions, 
which are mapped to a sequence of privilege levels. For example, the ACM for 
multicast may be resolved as operations such as duplicating the packet payload, 
looking up the routing table, sending packets, etc. Moreover, the operation of sending 
packets may be repeated several times dependent on the destinations. Each single 
operation is mapped to a privilege level, and repeat of an operation may lead to a 
higher privilege level. 
The mapping algorithm could be somewhat complex. The mappings are not a simple 
addition of each mapping from a single EE function to a privilege level, because the 
expression should be considered as well. For example, a function of sending a packet 
may be trivial for an active node. However, if the request is to repeat the function 
thousands of times, it could be a heavy cost for a node. 
As the EE APis are node-independent in design, the corresponding Privilege Level 
and the mapping are node-independent. Though the implementation of the EE is built 
upon the NodeOS (node-dependent), the EE APis are public to the users (node-
independent). Therefore, it is possible to define a public mapping algorithm between 
the EE APis and the Privilege Level. 
The authorisation model is shown in Figure 5.7. Before making the final decisions, 
some information required by the authorisation policies must be collected. Firstly, the 
principals related to the ACM (e.g. the user, the issuer and the tester) must be 
retrieved and authenticated. This has been described in previous subsections. Secondly, 
the privilege levels of the principals must be translated to those on the active node by 
the local linking policies. Because the privilege levels are only meaningful in the 
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defined range, the principal privilege levels cannot be regarded as a same level on the 
active node. For example, the privilege level2 of a principal in its trust family may be 
translated to the privilege level 5 on an active node. Thirdly, the requests of the ACM 
are parsed and mapped to the privilege levels in terms of the mapping policies that 
may be defined in public. The highest privilege level is regarded as the privilege level 
that requested by the ACM. 
ACM Privilege Levels 
of Principals 
(User & Tester) 
EE APis Node Linking Policies 
Required Privilege Node Privilege 
Level Levels 
~ / 
I 
Authorization 
I Policies 
~ 
Authorization 
Decisions 
Figure 5.7 Authorisation Model 
Finally, the algorithm for making the final decision (allow or deny) is described. In 
practice, two principals are considered: the issuer (or tester) and the user of the ACM. 
The issuer (or tester) guarantees that the ACM is safe in terms of the privilege level of 
the issuer (or tester). The user guarantees that he does not provide the ACM with 
illegal parameters to abuse the ACM and then compromise the active node. Therefore, 
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the privilege levels of both the issuer (or tester) and the user have to meet the 
requirement of the execution of the ACM. The issuer and the tester of the ACM may 
be the same entity in the situation that the issuer tests the ACM himself. The issuer 
may ask for an authority to test their ACMs, and the authority is then the tester of the 
ACMs. This may happen when an issuer does not have a privilege level higher enough 
to issue his own ACMs. 
5.5 Protocols of TDSF 
5.5.1 Authenticated Key Agreement Protocol 
5.5.1.1 Goals and Assumptions 
The key agreement problem is stated as follows: two entities wish to agree on keying 
information in secret over an open distributed network. Furthermore, the authenticated 
key agreement problem is that each party desires an assurance that no other party can 
possibly compute the keying information agreed. One goal of the Authenticated Key 
Agreement Protocol (AKAP) is to provide the neighbouring nodes with some 
assurance that they know each other's true identities (i.e. node authentication). 
Another goal is that the two parties negotiate a shared key known only to them (i.e. 
key agreement). In addition, this protocol should require a minimum number of 
communications, a small number of fields in each message or token, and a small 
number of cryptographic operations. 
Authentication and key exchange should be considered jointly rather than separately. 
A protocol providing authentication without key exchange is susceptible to an enemy 
who might wait until the authentication is complete and then take over one end of the 
communication line. Such an attack can be avoided by a following key exchange that 
is independent of authentication. The key exchange should be linked to authentication 
so that a party has assurances that an exchanged key is in fact shared with an 
authenticated party, but not an impostor. 
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It is assumed that the underlying cryptographic mechanisms are not vulnerable, and 
the attention is restricted to attacks on the protocols themselves. An attacker can see 
all the exchanged messages, can delete, alter, inject, and redirect the messages, can 
initiate communications with another party, and can reuse the messages from the past 
communications. The adversaries are assumed to have substantial computational 
resources. 
5.5.1.2 DH Algorithm 
The security of the exponential key agreement relies on the apparent intractability of 
the discrete logarithm problem [92]. The DH parameters p and g are the public values 
well-known by both parties involved in the DH protocol. The parameter p is a 
modulus, which is a large prime number of length of no less than 512 bits. The 
parameter g is a generator, which is generally a small prime number, e.g., 3 or 5. 
The two parties involved in the protocol exchange their DH public keys gx and gY, 
where x and y are the DH private keys of the two parties. The secret value k known 
only by the two parties is then computed using the peer's DH public key and its own 
DH private key, i.e. 
k = gxy mod p = (gx) Y mod p = (gYt mod p. 
Since only the DH public keys are exchanged in the messages, it is impossible for 
attackers to deduce the shared key from the messages. The point is that it is easy to 
compute the DH public key (e.g. gx) from the DH private key (e.g. x), which is a 
calculation of discrete exponentiation. However, it is extremely difficult to compute 
the DH private key from the DH public key, which falls into the discrete logarithm 
problem. Currently, mathematicians have not found a practical method to compute it 
efficiently. 
5.5.1.3 Protocol Description 
Generally there are two kinds of methods for key negotiation. One method is termed 
Key Exchange. A key is generated on one party and then passed onto the other party 
through a secure route. The other method is termed Key Agreement. The two parties 
exchange some public information, and the same key will be calculated based on this 
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exchange information and some private information. Key Exchange has some 
drawbacks. Only one party is involved in the key generation, and the other party just 
passively accept or deny the key. However, the generated key by one party may not 
satisfy the other party in some cases. Another important problem of Key Exchange is 
that an attacker may intercept the key when it is exchanged in the network. 
Key Agreement overcomes the shortcomings of Key Exchange. Both of the parties 
pay contribution to the key generation because the key is generated based on the 
information from both parties. The generated key never appears in the network traffic, 
thus impossible to be intercepted by others. 
AKAP falls into Key Agreement and provides both node authentication and key 
agreement. In this protocol, the neighboring nodes authenticate each other to ensure 
that they know each other's true identities. A shared key known only to them is then 
agreed. Some initial parameters are also negotiated such as the starting sequence 
number and the initial vector. The design of the AKAP utilises the Station-to-Station 
protocol [46], which is based on the Diffie-Hellman exchange for key establishment 
[80], and the public key signatures for authentication to avoid man-in-the-middle 
attacks. Any appropriate signature scheme may be used in this protocol, such as DSA 
[81] and RSA [82]. Currently, RSA is used in the implementation. 
Basically, the Station-to-Station protocol is a mutual authentication and key 
agreement protocol. In AKAP, only one-way authentication is required, i.e., on the 
node where the ACM is to be run. Traditionally, this protocol is applied in the 
communications between end stations (i.e. peer to peer). In TDSF, it is used between 
two active nodes or between an end station and an active node (i.e. hop to hop). 
The original description of the Station-to-Station protocol can be found in the paper 
[46]. However, it has been modified to meet the requirements of TDSF. For 
convenience of description, some notations are defined for the protocol. 
A Short for NodeA, one part involved in the protocol. 
B Short for NodeB, another part involved in the protocol. 
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{.} Braces indicate a hash function. { x, y} is the result when a hash function is 
applied to x con catenated with y. 
SA NodeA's private key for a signature scheme. SA (x) is NodeA's signature on x. 
SA {x} is NodeA's signature on the hashed version ofx. 
PA NodeA's public key for a signature scheme. PA {x} and PA (x) are NodeA's 
public key encryption function with and without hashing. 
CertA NodeA's certificate, containing NodeA's name (and possibly other 
information), its public key, and a trusted authority Ts signature over its 
information. CertA = (NodeA, PA, , Sr{ NodeA, PA, }). CertA binds the 
NodeA's name to its public key PA. IfNodeA sends its certificate to NodeB 
and provides evidence that it knows the private key SA corresponding to PA, 
then it has provided evidence to NodeB that it is in fact NodeA. 
EK(.) Encryption using a symmetric cryptosystem with key K. 
p Prime number used for Diffie-Hellman key exchange. 
g A primitive element used for Diffie-Hellman key exchange. 
x NodeA's DH private key. 
y NodeB's DH private key. 
The AKAP message exchanges are illustrated in Figure 5.8. The protocol begins with 
one party, NodeA, sending the Chaiienge Message to the other party, NodeB. There 
are two public Diffie-Heiiman parameters known to both of the parties: a prime 
number p and a primitive element g. NodeA has a DH private key x and a DH public 
key RA (i.e. gx mod p). The Chaiienge Message contains NodeA's DH public key RA.· 
Upon receiving the Challenge Message, NodeB uses its DH private key y and the 
NodeA's DH public key RA to compute the shared secret k, i.e. 
k = (gx)Y mod p = g'Y mod p. 
The shared key K is then computed through a hash function, i.e. 
K=Hash(k). 
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Challenge message 
Reply message 
Confirm message 
CertA = (NodeA, PA, Sr{ NodeA, PA }). 
CertB= (NodeB, PB, ST{ NodeB, PB }). 
K=!(Y 
Figure 5.8 Authenticated Key Agreement Protocol 
NodeA 
NodeB responds with its DH public key RB(i.e. gY mod p), its certificate CertB and a 
token that consists of its signature on the exponentials, and is encrypted with the 
shared key K using a suitable symmetric encryption algorithm E ( i.e., EK(Ss{gY, gx})). 
In the Reply Message, NodeB sends NodeA its certificate, from which NodeA can 
extract its authentic RSA public key. NodeA verifies authenticity by checking the 
signature of the trusted authority on NodeB's certificate. NodeA then computes the 
shared key K, decrypts the token using K, and verifies NodeB's signature using 
NodeB's RSA public key. NodeA sends NodeB its corresponding encrypted signature 
on the exponentials, EK(SA{J!,', gY}). 
Finally, NodeB verifies NodeA's encrypted signature using K and NodeA's RSA 
public key in a similar way. It should be noted that verification on NodeA is optional 
as only one-way authentication is required. 
- 91 -
5.5.1.4 Protocol Discussion 
AKAP is mainly based on the Station-to-Station protocol. However, Simon Blake-
Wilson et al. found that this protocol is susceptible to unknown key-share attacks [98]. 
Moreover, they gave some security analysis on the existing protocols that are based on 
the intractability of the DH problem, and presented a solution based on a formal 
model [96] [97]. Study of DH protocols is beyond the scope of the research work of 
this thesis. Instead, the security framework will adopt the latest mature protocols. 
5.5.2 ACM Authentication Protocol 
The ACM Authentication Protocol (ACMAP), based on the digital signature 
technology and the public key infrastructure, authenticates the identity of the issuer or 
the tester of an ACM, and verifies the integrity of the ACM. It is a one-way 
authentication as only the issuer or the tester of an ACM needs to be authenticated. 
To protect the integrity of an ACM, the issuer signs the ACM with his private key. 
The signature and the certificate will be provided along with the distribution of the 
ACM. An active node verifies the signature using the issuer's public key, which is 
bound with the issuer's identification in the certificate and signed by a certificate 
authority (CA), which is trusted by the active node. Success in verifying the signature 
indicates that the ACM is unmodified and the certificate along with the ACM belongs 
to the ACM issuer, i.e. the issuer of the ACM is authenticated at the same time. In the 
same way, the tester of the ACM can be authenticated as well. 
Generally, the privilege level of the tester is higher than that of the issuer. In the case 
that the issuer does not have an enough privilege level to issue an ACM (i.e. the 
privilege level requested by running the ACM is higher than the privilege level that 
the issuer has), an agent with a higher enough privilege level will be chosen as a tester 
to test the ACM and guarantee the quality of the ACM. Some well-known companies 
and organisations are the candidates for supplying such services. Thus, if the principal 
of a tester is provided, it may be no longer necessary to authenticate the issuer. 
The security of the ACMAP relies heavily on the condition that private keys of the 
members in the trust system are well protected and not be stolen. It is also assumed 
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that an attacker cannot be a member of the trust system. If a member tries to attack an 
active node deliberately with his real identity, his trust credit will decrease, or even 
worse he will be dismissed from the trust family. Therefore, it is unlikely that an 
attacker comes from a trusted trust family. 
An attacker may intercept an ACM, certificate and signature, and replace them with 
another ACM, certificate or signature. In this case, the checks on both integrity of the 
ACM and the identity of the issuer will not detect the problem. However, the ACM 
has been changed. It should be noted that this problem does not compromise an active 
node, but only affects the user's application. The goal of TDSF is to secure the active 
node rather than to protect the users. Therefore, it does not break the security 
framework. To address this problem, users can sign the ACM with their private keys. 
The double signature scheme ensures that an ACM is the real one specified by a user 
and issued by an issuer without any tampers by others. 
5.5.3 User Authentication Protocol 
The User Authentication Protocol (UAP) provides a way to authenticate the identity of 
an end user. Similar to ACMAP, UAP is based on the digital signature technology and 
the public key infrastructure, and a one-way authentication is involved. However, 
unlike ACMAP, the message to be signed in this protocol is not specified. The 
message to be signed is generated randomly by an active node to prevent ACM replay 
attacks. If the message is a fixed value, the signature over this message may be 
intercepted by an attacker in a communication, and the attacker is then able to 
personate this user by using this signature and the ACM in another communication. 
The UAP protocol is shown in Figure 5.9, where Node verifies the identity of User. 
Firstly, Node sends a Challenge message with a randomly generated value R to User. 
User then signs R (or hash value of R) with its private key, and replies both its 
certificate and the signature to Node. Upon receiving the Reply message, Node 
extracts User's public key from its certificate, and verifies the signature. If the 
verification of the signature succeeds, the entity communicating with Node must be 
User but not others. This is guaranteed by a CA who is trusted by both Node and User. 
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Challenge message 
CertV'SJR) 
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R: Random Value 
Certu: User's Certificate 
SJR): User's signature over R 
Figure 5.9 User Authentication Protocol 
Node 
In TDSF, UAP works together with the authorisation policies. In fact, the two parts 
cannot be separated from each other. If there is no UAP protocol, it is unknown which 
policies should be enforced. On the contrary, if there are no authorisation policies, 
running the UAP will be meaningless. 
5.6 Contributions of TDSF 
The methods of authentication, authorisation and encryption are not novel in the area 
of communications and networks. In the fields of active networks, some research 
groups have proposed their security solutions based on these mechanisms. For 
example, ANSA (17] proposed by the Active Network Security Group is based on 
authentication and authorisation, and has become a draft standard in the research area 
of the active network security. However, how to make use of these mechanisms in the 
active network is still not clarified, and more technical details about the application of 
these mechanisms need further study. The research work of this thesis has made some 
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contributions to apply these techniques to an active network security framework and 
implementation, which are discussed as follows. 
One contribution of TDSF is the node security model, upon which the security 
components are based. In the node security model, some abstract sets and the 
mappings among the sets are defined to depict the security issues on the active nodes. 
These sets represent the abstraction of the node software objects, such as node 
resources, environment, NodeOS APis, EE APis and ACMs. The mappings among 
these sets indicate the relationship of these sets. From the node security model, it can 
be seen that the ACMs and the active packets are the main sources of security threats. 
As a result, the security components are defined to address these threats. Therefore, 
the node security model is a powerful analysis tool for building up a security 
framework. 
Another contribution is the presentation of the ACM integrity and its solution, which 
is embodied as the ACMAP protocol. It is the first time to involve the user, the ACM 
issuer, the ACM tester and the certificate authority together in a trust system, and uses 
the authorised certificate to bind the principals and the ACM. It is believed that these 
principals should be considered together in the authorisation process, because not only 
the users have effects on the execution of an ACM, but the issuers (or testers) also 
affect the quality and the execution of an ACM. 
In addition, a trust model is presented specifically for the security framework. The 
trust framework consists of numbers of trust families. A trust family consists of a 
number of entities (or principals). This hierarchical trust model is scalable to maintain 
a large number of principals, hence suitable for a large distributed network such as 
Internet. The trust framework constructs the foundation of the security framework. As 
the Internet is a distributed network in nature, the trust framework and the security 
framework based on the Internet are also distributed architectures, where no central 
management is needed. For instance, when an active node authenticates a user 
principal, it does not need to query the authorities, as the user's certificate provides 
enough information for the authentication. 
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An abstract set, named Privilege Level, is defined to relate the principals in the trust 
system and simplify the authorisation process. Privilege Level connects the principals, 
the ACMs and the active nodes in an abstract way. Furthermore, this abstraction hides 
the details of the principals, the ACMs and the active nodes from each other. Based on 
Privilege Level, an authorisation model is presented. The principals and the requests 
are mapped in to a small number of privilege levels, and thus the authorisation 
policies are scalable and simplified. 
One important concept, Trust Credit, is defined in the trust system for dynamic trust 
management. The reputation and the contribution of a principal can be measured by its 
own actions in trust activities. Positive or negative feedback will be given from other 
principals, so the trust credit of a principal is increased or decreased, and its privilege 
level is then affected. Therefore, Trust Credit encourages proper behaviours in a trust 
system and provides a way to manage the trust relationship of principals dynamically. 
It is rather difficult, even for an expert, to design a flawless security protocol. 
Therefore, the current protocols proposed in TDSF may contain some design flaws. 
However, this work has emphasised the concepts and the functionality of the security 
framework, and hence designing a specific protocol is not a main objective. 
5.7 Summary 
In this chapter a trust-based distributed security framework (TDSF) is presented for 
active networks, particularly for the IF AN architecture, by using PKI, cryptography, 
authentication and authorisation. Some basic cryptographic knowledge is introduced 
to provide some background for the security framework. The objective and some 
assumptions of the framework are discussed. Some models, components and protocols 
are then described in detail. Finally, some contributions of this work are summarised. 
This security framework has been implemented and integrated into the IF AN VR. The 
implementation and the experimental results are described in the next chapter. 
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Chapter 6 Implementation and 
Experiments 
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6.1 IFAN Security Modules 
The IF AN security modules include AKAP (Authenticated Key Agreement Protocol), 
ACMAP (ACM Authentication Protocol), UAP (User Authentication Protocol) and 
AAC (Authorisation and Access Control), which have been introduced briefly in 
section 4.3.5. In this section, the implementation of these modules will be described in 
detail. The implementation of these modules utilises OpenSSL, a toolkit providing 
cryptographic functionality. 
6.1.1 OpenSSL 
The OpenSSL Project [93] is a collaborative effort to develop a robust, commercial-
grade, full-featured, open source toolkit. It implements the Secure Sockets Layer (SSL 
v2/v3) and Transport Layer Security (TLS vi) protocols as well as a full-strength 
general purpose cryptography library. The project is managed by a worldwide 
community of volunteers who use the Internet to communicate, plan, and develop the 
OpenSSL toolkit and the related documentations. OpenSSL has been widely applied 
and integrated into many popular operating systems, such as variants of GNU Unix. 
Examples of applications that utilise OpenSSL include Apache and MySQL. 
OpenSSL essentially contains two tools in one: a cryptography library and an SSL 
toolkit. The cryptographic library provides the most popular algorithms for symmetric 
key and public key cryptography, hash algorithms, message authentication codes, and 
digital signatures. It also provides a pseudorandom number generator, and supports for 
manipulating common certificate formats and managing key materials. The SSL 
toolkit provides an implementation of all versions of the SSL protocols [94] and TLS 
protocols [95]. 
Using the cryptographic algorithm in a secure and reliable manner is much more 
difficult than that most people believe. The cryptographic protocols are notoriously 
difficult to design properly. Implementation errors still commonly occur even when 
protocols are well designed. However, using OpenSSL the developers are able to 
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easily utilise the cryptographic algorithms without mistakes. In addition, developers 
are able to easily apply the SSL protocols to their applications without knowing the 
protocol details, as OpenSSL has encapsulated the SSL protocols and provides users 
with friendly APis (Application Programming Interfaces). 
OpenSSL is not only a library that is used by developers to implement support for 
strong cryptography in their programs, but also a tool that provides access to much of 
its functionality from the command line. The command-line tool makes it easy to 
perform common operations, such as computing the MD5 hash of a file's contents. 
Moreover, the command-line tool enables the user to access much of OpenSSL's 
higher-level functionality from shell scripts in Unix or batch files in Windows. 
Meanwhile, it provides a simple interface for languages that do not have native SSL 
bindings but can run shell commands. 
The implementation of TDSF (Trust-based Distributed Security Framework) utilises 
the cryptographic functions provided by OpenSSL, such as symmetric encryptions, 
public key algorithms, hash algorithms, message authentication code and digital 
signature. In addition, TDSF utilises the command-line of OpenSSL to build a simple 
Certificate Authority (CA) for the PKI (Public Key Infrastructure) implementation. 
6.1.2 AKAP 
The module AKAP implements the Authenticated Key Agreement Protocol, which 
has been described in section 5.5.1. However, the description of the protocol has been 
simplified for convenience. It is more complex in a real implementation. In addition to 
the shared key, some other parameters are also negotiated in the AKAP. For example, 
a random sequence number is agreed to counter message replay attacks, and an 
initialization vector (IV) is needed for some of the encryption functions. In the 
implementation, these values derive from the shared secret (k) through a hash function, 
such as MD5. This reduces the number of the values contained in the messages, and 
improves the efficiency of the protocol. 
In the module AKAP, a temporary DH private/public key pair is generated randomly 
from the original DH key pair for key agreement in each connection. The temporary 
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key pair is called the dynamic key pair, and the original one called the static key pair 
correspondingly. It is not secure to exchange the DH public keys directly in a DH key 
agreement protocol as the procedure is susceptible to forward secret attacks. An 
attacker might know the DH private key, and then be able to calculate the session 
secret by intercepting the exchanged DH public key in the protocol message. Not only 
will the session keys that are generated at that moment and in the future be calculated, 
but those in the past are also broken. To prevent such attacks, a temporary DH private 
key is used in the protocol every time and the exchanged temporary DH public key 
computed correspondingly. In this way, even if the current temporary DH private key 
is stolen, only the current session key is broken. However, the attacker cannot break 
the keys used in the past or compute the future sessions from the temporary keys. 
Currently, the implementation is sufficient for demonstrating the functions of the 
security framework. However, it may be not strong enough for a practical application. 
A flaw was found in the Station-to-Station protocol [98]. Some issues for 
implementing a secure DH key agreement protocol have been discussed by Jean-
Francois Raymond et al. [99]. In future versions of the IFAN VR, the AKAP could be 
refined to suit practical applications. 
6.1.3 ACMAP and UAP 
The module ACMAP (ACM Authentication Protocol) and the module UAP (User 
Authentication Protocol) implement the protocols with the same names respectively. 
In the module ACMAP, an IFAN node requires a certificate from the issuer or the 
tester of the ACM and a signature signed by the issuer or the tester over the ACM. 
Generally, these certificate and signature files would be distributed together with the 
IFAN application package. In the security implementation of the IFAN VR, these files 
are bound with the ACM, and downloaded to the IFAN node in the same way as the 
ACM. The IF AN node is then able to verify the signature by using the public key 
extracted from the certificate. 
The implementation of the module UAP is similar to the module ACMAP. The 
difference is that in the module UAP the message signed by the user is generated 
randomly by the IF AN node. Mutual communication between the IF AN node and the 
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user is needed, which is supported by the !FAN VR. When the module UAP is 
invoked, the IF AN node will query the user with a challenge packet including a 
random value. Upon the reception of the reply packet from the user, the !FAN node 
will check the user's signature over the provided random value by using the public 
key in the user's certificate. If the verification succeeds, it proves that the certificate 
belongs to the user and the user is the real entity described in the certificate. If the 
verification fails, the user may be not the entity as announced, and the connection 
must be terminated without further process. 
6.1.4 AAC 
The module AAC (Authorisation and Access Control) is the core part of the security 
framework in the IF AN VR. It determines whether the user has the correct privilege to 
run an ACM on an !FAN node. It is the most complex part in the security framework. 
There are many elements that can affect the authorisation decisions, such as the users, 
the issuers (or the testers), the ACMs, and the node configurations. As NodeOS-
independence is one of the design objectives, the module AAC is built at the EE 
(Execution Environment) layer rather than at the NodeOS layer. 
As the user AP!s of the EE are public and standardised, it is possible to define some 
rules to map the AP!s to some privilege levels in a public way. Not only can an !FAN 
node use the rules to map its EE AP!s to the privilege levels, but also the users are 
able to know what privilege levels their ACMs need. Because the numbers of both the 
EE AP!s and the privilege levels are limited, the mappings from the EE AP!s to the 
privilege levels should be finite in theory. In implementation, the mapping rules can 
be designed as a list consisting of two columns: EE AP!s and privilege levels. 
However, it may be not easy to map the EE AP!s to Privilege Levels on an !FAN node 
in a practical implementation. Currently, ACMs are implemented as executable files 
in the C language, and thus it is difficult to divide an ACM into functions and 
expressions. In the present implementation of AAC, ACMs are mapped directly to 
Privilege Levels. As there are only a few ACMs that have been implemented currently, 
such a mapping solution is sufficient. In future versions, a specific programming 
language may be used for ACMs, and the parsing of an ACM will be possible. 
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In addition to the above mapping rules, another mapping policy is also specified on a 
local IFAN node, which maps from a public privilege level to a node-local privilege 
level in terms of the local trust configurations. For example, if an IFAN user has a 
privilege level 4 in his trust family, and the root principal has a privilege level 0 
(highest level) in this trust family but may have a privilege level 3 on an local IFAN 
node in terms of the node configurations, the user's privilege level must be translated 
from the public one (level 4) to a local one (e.g. level 7) through some translating 
rules. The translating rules can be either public or private. It is convenient to use the 
public rules for the public users, so that they are able to estimate whether they have 
enough privilege levels if the IF AN nodes distribute their trust lists (i.e. node 
configuration). For instance, in the previous example if the user knows that the root 
principal has a privilege level 3 on a local node, he is able to calculate his node-local 
privilege level (level 7), and then judges whether he has a sufficient privilege level to 
run an ACM on the node. Furthermore, the public rules are easy for standardisation. In 
contrast, the private rules leave the IF AN node administrators more flexibility to 
define their own rules. 
Currently, the translating rules are implemented as a simple linear addition. For 
example, if a principal has a privilege level 4 in its trust family and the root principal 
of the trust family has a privilege level 3 on an IF AN node, the principal then has a 
privilege level 7 (i.e. 4 + 3) on the IFAN node. The rules could be more complex in a 
practical implementation. 
Based on the mapping rules, the translating rules and the local trust configurations, the 
authorisation decisions can be made. The process of AAC is shown in Figure 6.1. 
Firstly, an ACM to be run on an IF AN node is parsed and mapped to a required 
privilege level according to the mapping rules. Secondly, the public privilege levels of 
the user and the ACM issuer (or tester) are translated to the local-node privilege levels. 
Finally, these privileges are compared and the authorisation decisions made. 
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The authorisation procedure described above is based on a local-configured trust list, 
which contains all the trusted principals on an IFAN node. Generally, only the root 
principals of the trust families are required on the list. The privilege levels of the other 
principals can derive from those of the corresponding root principals using the 
translating rules. This method is scalable for a large number of principals. This type of 
list is named Common Trust List (CTL). Meanwhile, an IFAN node administrator 
may want to grant an IFAN user a privilege level directly. For instance, a temporary 
higher privilege level may be offered to a customer who does not have a sufficient 
privilege level. The list that contains such a specific configuration is named Specific 
Trust List (STL ). STL takes priority over CTL on an IF AN node. In other words, if an 
IF AN user's privilege level is given in a STL, the user's privilege level in the CTL 
will be ignored. 
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6.1.5 Enforcement of the Security Modules 
The security modules have been described in the previous sections. However, when 
these modules are invoked and how they work together has not been mentioned. The 
security processes in a connection are termed a security run. A security run starts with 
a connection request from the previous hop (either an IFAN node or an IFAN host). 
Firstly, the module AKAP is invoked to negotiate a shared session key and some other 
session parameters. The keys and the session parameters together are called a session 
suite. When the shared session key is agreed, the integrity of the following packets 
will be protected by a keyed hash algorithm. The sender will calculate a hash value 
over the whole packet to be sent by using the session key, and attach the hash value to 
the packet. The receiver then detaches the hash value, computes the hash value of the 
packet using the session key, and compares the new hash value with the old one. If the 
two hash values are the same, it indicates that the packet is unmodified. 
The module ACMAP is invoked upon reception of an ACM. The integrity of the 
ACM is verified by checking the issuer's signature above the ACM. Moreover, the 
principal of the issuer or tester of the ACM is retrieved and authenticated. After the 
module ACMAP, the module UAP is invoked, thereby the user's principal retrieved 
and authenticated. 
After the principal authentication, the principals are passed to the module AAC to 
make the authorisation decision. The privilege levels of the user and the issuer are 
translated to the local- node levels by using the translating rules and the local trust list. 
The privilege level requested by the ACM is parsed by using the mapping rules. 
Finally, the authorisation decision is made by comparing these privilege levels. 
If all the security checks pass, the ACM will be executed on the IFAN node. However, 
if any check fails, the user's request will be denied and the connection terminated 
without any further process. 
The security procedures are optional on an IF AN node. The node administrator can 
enable or disable the security operations of the node. Generally, the security 
operations are strongly recommended to protect the IF AN nodes. However, in the case 
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that the users are private and the IF AN nodes are in a private domain, the security 
operations can be disabled for higher performance. 
6.2 IFAN PKI Environments 
A simple PKI environment has been built for the !FAN VR. The PKI environment 
consists of a CA (Certificate Authority), a user and some !FAN nodes, establishing a 
mini-trust system. The environment has been built by using the OpenSSL command-
line tool and some other tools developed specifically for the !FAN VR. Although the 
PKI environment contains only a small number of entities, it is sufficient for the 
current IF AN test-bed. 
6.2.1 Setting up ROOTCA 
The trust system implemented in the current IF AN PKI environment includes only one 
trust family. ROOTCA is the root principal of the trust family. Other principals, such 
as users and !FAN nodes, are assigned by ROOTCA. The OpenSSL command-line 
tool provides all of the functionality required for setting up a minimal CA. The 
commands to set up ROOTCA are shown as follows. 
#mkdir rootca 
#mkdir certs private 
#chmod g-rwx, o-rwx private 
#echo '01' >serial 
#touch index.txt 
#openssl req -x509 -newkey rsa:1024 -out rootcert.pem -config rootca.cnf 
Firstly, a root directory must be chosen for all files of the CA to reside, including 
issued certificates and CRLs. Secondly, within the root directory, two subdirectories 
need to be created, 'certs' and 'private'. The subdirectory 'certs' will be used to keep 
copies of all certificates that are issued by the CA, and the subdirectory 'private' will 
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be used to keep a copy of ROOTCA's private key. The majority of the files used by 
the CA are visible to every one on the system. However, the CA' s private key should 
never be disclosed to anyone who is not authorised to issue a certificate or a CRL. 
Thirdly, three files should be created for the CA infrastructure. The first file is used to 
keep track of the last serial number that was used to issue a certificate. It is important 
that no two certificates ever be issued with the same serial number from the same CA. 
This file is named 'serial' and initialised to contain the number '01 in hex. The 
second file is a database that keeps track of all certificates issued by the CA. Since no 
certificate has been issued at the beginning, an empty file 'index.txt' is created. The 
third file to be created is the configuration file that will be used by the OpenSSL 
command-line tool to obtain information about how to issue certificates. An OpenSSL 
configuration file is organised in sections. Each section contains a set of keys, and 
each key has an associated value. An example of the configuration files is shown in 
Appendix A. 
Finally, before certificates can be issued by ROOTCA, a root certificate needs to be 
created to sign other certificates. As no other entities have rights to sign the root 
certificate, ROOTCA has to sign it by itself. The contents of the file 'rootca.cnf are 
given in Appendix A.l. 
6.2.2 Issuing Certificates 
An example of issuing a certificate to User1 is shown as follows. 
#openssl req -newkey rsa:1024 -nodes -out userlreq.pem -config userlreq.cnf 
#openssl ea -in userlreq.pem -config rootca.cnf 
#cp Ol.pem userlcert.pem 
Firstly, a certificate request is needed by the CA. The command to generate a 
certificate request is similar to the command used to create the self-signed root 
certificate except that some extra parameters need to be specified. Two files are 
generated from this command: 'user1req.pem' and 'user1key.pem'. The former 
contains the certificate request, and the latter contains the private key that matches the 
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public key embedded in the certificate request. As a part of the process a new key pair 
is also generated. The configuration file 'userlreq.cnf specifies the information 
required by the certificate such as user I s distinguished name. The full content of the 
file is given in Appendix A.2. 
With a certificate request in hand, the CA is able to issue a certificate. The new 
certificate is written to the directory that is specified in the configuration file with the 
'new_certs_dir' key. It is written in the PEM format and assigned a filename 
consisting of the certificate's serial number and an extension of' .pem'. For example, 
if the certificate is the first one issued by the CA, a certificate file 'OJ.pem' will be 
found in the subdirectory 'certs'. Meanwhile, some information will be added to the 
file 'index.txt', and the serial number to the file 'serial'. Finally, for convenience, the 
filename of the certificate is renamed to a meaningful name. 
6.2.3 Generating DH Parameters and Keys 
The AKAP protocol requires some DH parameters and DH private/public keys. An 
example of generating DH parameters and keys is shown below. 
#openssl dhparam -5 1024 -out dh1024.pem 
#./gendhkeys <db para file name> <dh pubkey file name> <dh prikey file name> 
OpenSSL provides a command to generate DH parameters, but does not provide a 
command to generate DH private/public keys. Therefore, a command tool 
'gendhkeys' has been developed specifically for the IF AN PKI environment. 
6.3 Experiments Overview 
Some experiments on an !FAN application, Active Compressed FTP, were performed. 
The goal of the experiments is not to estimate the performance of the IF AN VR itself, 
though some results showed its performance on the !FAN test-bed. Instead, the main 
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goal is to measure the performance overhead caused by the addition of the security 
services. 
In the experiments, delay and throughput of the IF AN network were measured by 
using the IFAN application, Active Compressed FTP, in conditions when security 
services were applied or not applied. The results were then compared to measure the 
performance overhead caused by the security services. 
6.3.1 Delay and Throughput 
A wide variety of metrics have been used to categorise network performance, such as 
delay, throughput, loss and jitter. In the experiments, only two metrics, delay and 
throughput, were measured. One-way delay of a packet is the time that it takes for a 
packet to traverse a particular network path. Round-trip time is the time taken for a 
packet to reach the destination and return to the source point. Delay is a significant 
parameter for interactive networking applications. For example, in an application of 
human-to-human audio, such as Microsoft Netmeeting, a round-trip delay should not 
be long to make a comfortable conversation. Here only the one-way delay was 
calculated for each IF AN packet. The term 'packet delay' specifies one-way delay in 
the remainder of this thesis. In addition, the connection delay is defined as the time 
that it takes for a connection to be established. 
The throughput of a network is the amount of data that are transferred from one place 
to another in a specified time. Data transfer rates for networks are measured in terms 
of throughput. Typically, throughputs are measured in kbps, Mbps and Gbps. In the 
experiments here, the throughput was calculated by dividing the size of the transferred 
file by the total transmission time including the connection time and all packet 
transmission time. 
6.3.2 Time Synchronisation 
Time must be synchronised between the source host and the destination host to 
measure delay and throughput of an IF AN network in the experiments. Two steps 
were taken in the experiments to gain fine time synchronisation. The first step utilised 
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NTP (Network Time Protocol) to synchronise the time on the source host with that of 
the destination host. An NTP server was run on the destination host, and an NTP 
client was run on the source host. NTP has been supported by Redhat Linux, thus it is 
simple to synchronise time by using a Linux shell command, as given below. 
# ntpdate <dest-ip> 
In the second step, a program, Timediff, was utilised to calculate the time difference 
between the source host and the destination host. One reason for this further check is 
that the synchronisation result from the NTP application may not be precise enough 
for the experiments. Another reason is that it was observed that the time on both the 
source host and the destination host shifted continuously, and the time gap between 
the two hosts became bigger and bigger. With Timediff, the time gap could be 
calculated precisely for each experiment. 
Timediff was developed specifically for the experiments. The assumption is that the 
travel time for the two traffic directions is the same. This assumption is reasonable as 
the two directions of traffic pass the same routers and there was no traffic other than 
IF AN packets in the experiments. Moreover, the packet sizes in the two directions are 
the same. Timediff consists of two programs: one is a server part, named 'tds', and the 
other is a client part, named 'tdc'. The theory ofTimediffis described as follows. 
The time gap (Tct) between HostA (client) and HostB (server), where 'tdc' and 'tds' 
are run respectively, is 
Tct=Tb-Ta 
where T a and T b are the local time of HostA and HostB respectively. In the process 
that HostA sends a packet to HostB, the receiving time on HostB (T b) is calculated as 
(1) 
where Tal is the starting time on HostA and T1 is the travel time of the packet or one-
way delay of the packet. HostB then sends back a same-size packet to HostA. With 
the assumption that the processing time on HostB is trivial, the time that HostA 
receives the packet (T a2) is 
(2) 
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With equation (I) and (2), the time gap (Td) can be calculated as 
Td = Tb- (Tat+ Ta2) I 2 (3) 
It was observed that the error of the NTP application was up to 50 ms, which is too 
large for the calculation of the delay time. In addition, the shift of the time gap 
between the source host and the destination host was about 71 ns per second, 
assuming that the shift changes in a linear way. These errors were minimised by the 
application of Timediff. Linear model is the simplest to study the variable states. 
Many complex models can be changed to linear models in some conditions. The 
experimental results showed that the time changed roughly in a linear way within a 
short period (several minutes), which is applicable in the experiments. 
Based on the observation, the time gaps need to be adjusted for each packet 
transmission. Timediff was performed before each experiment to get the time gap. The 
shifting rate (S1) can be calculated as 
S, = (Tc12- Tdt) I (Tz- Tt) 
where Tdt and Tc12 are two measured time gaps, and T1 and Tz are the time when Td1 
and T c12 are measured. The future time gaps (T dJ) could be calculated as 
Td3 = Tdt + S, * (T3- T,). 
6.4 Experiments on the Simple Test-bed 
6.4.1 Hardware and Software Environment 
The IFAN test-bed consists of a number of PCs that are connected by I 00110 Mbps 
Ethemet (Figure 6.2). The PE333 (Pentium 333 MHz) and the PE200 (Pentium 200 
MHz) computers function as two IFAN routers, on which the Linux OS and the IFAN 
VR are running. The AMD 1000 (AMD I GHz) and the P4 (Pentium 4, 1.8 GHz) 
computers act as end hosts, where either Linux or Windows is running. The operating 
system in use is dependent on the implementation of the IF AN application, as some 
IF AN applications are implemented on Linux, and some implemented on Windows. 
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Figure 6.2 !FAN Test-bed 
The specifications of the computers in the IF AN test-bed are shown in Table 6.1. It 
can be seen that the hardware of the computers are much lower than current home-use 
computers. As the main goal of the test-bed is to test and demonstrate the functions of 
the IF AN VR, instead of measuring its performance, these computers are sufficient at 
present. The IF AN test-bed is suitable for the experiments here because the results 
were not compared to those from other systems. 
6.4.2 Experiment Description 
The experiments were based on the Active Compressed FTP, with a modification such 
that a timestamp was recorded when each packet was sent by the source host and a 
corresponding timestamp recorded when the packet arrived at the destination host. In 
addition, the timestamp pair for creating the connection was recorded as well. As a 
result, a series of timestamp pairs were recorded for each experiment. The 
performance metrics were obtained based on these timestamps. 
Three performance metrics were measured in the experiments. The first one was 
connection delay, which is the time needed to establish a connection between the 
source and destination hosts. The route list propagation and the ACM downloading 
occur in this phase, and authentication and authorisation are applied as well, if the 
security services are switched-on. The second metric was one-way packet delay (or 
packet delay in short), which is the time taken for an IF AN packet to travel from the 
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source host to the destination host. Execution of the ACM occurs in this phase, and 
some security checks (e.g. packet integrity check) may occur if the security services 
are switched-on. The third metric was throughput, which measures the overall file 
transfer rate in the experiments. 
Table 6.1 Computer Specifications in the Test-bed 
P4 
CPU Intel Pentium 4, !.800Hz 
RAM DDR512MB 
Network Card 2 PC! 10/100 network card 
os WindowsXP 
AMDlOOO 
CPU AMD Duron I GHz 
RAM SDRAMPC133 512MB 
Network Card 2 PC! I 0/100 network card 
os Redhat Linux 9.0 
PE333 
CPU Intel Pentium 11 333MHz 
RAM SDRAM PC lOO 320MB 
Network Card 2 PC! I 0/100 network card 
os Redhat Linux 9.0 
PE200 
CPU Intel Pentium 11 200MHz 
RAM EDO 128MB 
Network Card 2 !SA I OM network card 
os Redhat Linux 9.0 
In the experiments, some conditions were set to find out how these conditions may 
affect the performance results (Table 6.2). The first condition was the packet size (or 
payload size). Four payload sizes were tested: 512, 256, 128 and 64 bytes. The second 
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condition was the number of packets, which is determined by the size of the file to be 
transferred. Five sizes of files were used in the experiments, which were I KB, SKB, 
20KB, IOOKB and 1MB. The last condition was the application of the security 
services on the above conditions. There were 16 experiments with different conditions. 
Each experiment was repeated three times to reduce errors in a single experiment. 
Table 6.2 Experiment Conditions 
No. Payload Size File Size (KB) Security Applied 
(Bytes) 
I 512 I No 
2 512 5 No 
3 512 20 No 
4 512 100 No 
5 512 1024 No 
6 512 I Yes 
7 512 5 Yes 
8 512 20 Yes 
9 512 100 Yes 
10 512 1024 Yes 
11 256 20 No 
12 256 20 Yes 
13 128 20 No 
14 128 20 Yes 
15 64 20 No 
16 64 20 Yes 
6.4.3 Results and conclusions 
6.4.3.1 Connection Delay 
With the same file size of 20 KB, the connection delay was measured for the different 
payload sizes from 64 bytes to 512 bytes (Figure 6.3A). Without security applied, the 
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connection delay was about I second no matter what payload size was tested. When 
security was applied, the delay was increased significantly. This is because more 
security operations are involved when the security was switched on, such as key 
agreement, authentication and authorisation. However, the connection delay was not 
changed with the payload sizes. This indicates that the payload size does not affect the 
connecting phase as no payload is transmitted in this phase. 
The connection delay was also measured for different file sizes from I KB to I MB 
when the payload size (512 bytes) was used. The results are shown in Figure 6.3B. It 
can be clearly seen that the connection delay hardly changed with the file size, which 
infers that the file transmission has not started. Similarly, the delay was increased by 
60% when security services were applied. 
Therefore, the results showed that connection delay is increased significantly when the 
security services are applied, and not affected by either the payload size or the file size. 
6.4.3.2 Packet Delay 
The packet delay was measured under similar conditions as previously described. The 
results are shown in Figure 6.4. The packet delay ranged from 74.4 to 75.6 seconds 
when no security was applied. There was no significant change when the payload size 
was increased (Figure 6.4A). After the security services were applied, the packet delay 
was increased by only 2 seconds (2.9%). This indicates that the security services do 
not affect the packet delay significantly. This could be because the operations of the 
integrity checks (i.e. HMAC functions) are very lightweight compared to the ACM 
execution. In theory, the data size involved in the operation of the integrity check and 
ACM execution will increase when the payload size increases, therefore the 
processing time may be elongated. However, the experimental results showed that the 
data size hardly affects the packet delay. This indicates that the processing time of 
integrity check (HMAC functions) and ACM (compress and decompress functions) is 
not significantly affected by a small range of change in data size (e.g. from 64 to 512 
Bytes). 
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Figure 6.3 Connection Delay for Different Payload Sizes (F ile Size = 20KB) (A) and 
Different Fil e Size (Payload S ize = 512 Bytes) (B). 
The delay time for different cond itions is marked in the figu re. Each experiment was repeated for 
three times and the va lue is the mean of three measurements. The standard deviation of each 
experiment is shown as a positive error bar. The experimental results without security are shown in 
blue, and those with security services applied shown in red. 
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Figure 6.4 Packet Delay for Different Payload ize (File Size = 20KB) (A) and 
DifTerenL File ize (Payload Size = 512 Bytes) (B). 
The delay time for different conditions is marked in the figure. Each experiment was repeated for 
three times and the marked value is the mean of three measurements. The standard deviation of 
each experiment is shown as a positive error bar. The experimental results without security are 
shown in blue. and those with security services applied shown in red. 
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The packet delay was a lso tested when different file sizes were applied. The packet 
delay did not change when the file size was increased from 5KB to I MB (Figure 
6.48). The reason may be that the fi le size on ly affects the packet number, but each 
single packet has a fixed-size payload for different file sizes. When security was 
applied, the packet de lay was increased by about 2 seconds (2.2%). 
In summary, the packet delay is hard ly affected by the payload size and the file size. 
Moreover, the packet delay is s lightly increased when the security services are applied. 
6.4.3.3 Throughput 
For definition , throughput is the amount of transmitted data in a unit time (i nclud ing 
both the connection time and the packet transmission time). For simplicity, it is 
assumed that the packets are transmitted in a sequential way, i.e. a packet transmission 
starts after the previous one arrives. The total packet delay is the sum of each packet 
delay (PO) . Therefore, the total transmission time (TT) is the addition of the 
connection de lay (CD) and all packet delays (n * PO), i.e. 
TT=CO + n *PO (4) 
The transmitted data are defined as the total file size (FS), which is the sum of the 
pay load sizes, i.e. 
FS = n * PS (5) 
Therefore, the throughput was calculated as 
TP = FS I TT = (n * PS) I (CD+ n *PO) (6) 
The throughput results for all conditions are shown in Figure 6.5. It can be clearly 
seen that the throughput increased with the payload size when no security was applied. 
The previous results showed that the connection delay and single packet delay 
changed very little w ith the payload sizes (See Figure 6.3A and 6.4A). When the file 
size was fixed, the increase in pay load size (PS) resu lted in a decrease i.n the number 
of packets (n) (equation (5)), which reduced the transmission time (equation (4)). As a 
result, the throughput will increase with the payload size (equation (6)). 
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Figure 6.5 Throughput for Different Pay load Size (File Size = 20KB) (A) and 
Different Fil e Size (Payload Size = 512 Bytes) (B). 
The delay time for different conditions is marked in the figure. Each experiment was repeated for 
three times and the marked va lue is the mean of three measurements. The standard devia tion of 
each experiment is shown as a positive error bar. T he experimental results without security are 
shown in blue, and those with security serv ices applied shown in red. 
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A similar result was observed when security was applied, though the throughput was 
slightly lower than that when no security was appl ied. The reason fo r the lower 
throughput with security services is that the connection delay and the packet delay 
increased with the addition of the security services. 
Interestingly, with increase in payload size, the throughput reduction upon the 
application of security service becomes bigger (5%, 8%, 11% and 18%). Assuming 
that TP I and TP2 are the throughputs with securi ty and without security, respectively, 
the fo llowing equations can be obtained. 
TP I = (n * PS) I (CD I + n * PD I) 
TP2 = (n * PS) I (CD2 + n * PD2) 
Therefore, 
TP2 I TP I = (CD I + n * PD I) I (CD2 + n * PD2) (7) 
From the previous resul ts, the increase in connection delay (CD) is much more 
significant than the increase for a single packet delay in the case of security 
(CD2/CD I = 1.6, PD21PD I = 1.02). The connection de lay (CD I and C02) pay more 
contribution to the transmission time with decrease in packet number (resulting from 
increase in payload size). As a result, the throughput ratio (TP2/TP I) becomes smaller 
correspondingly. In theory, the minimum value of (TP21TPI) is (CD IICD2) when n is 
zero, which is 0.67 (maximum reduction 33%). 
Similarly, the throughput also increased when the fi le size increased (Figure 6.5 8). 
With the increase in the file size, the packet number increases as well due to the fi xed 
payload size (5 12 Bytes). From the equation (6), the weight of connection delay (CD) 
will become smaller with the increase in the packet number. In theory, the connection 
delay can be ignored when the packet number approaches infinite, and the throughput 
will approach its maximum (PSIPD) = 0.5 I 0.075 = 6.7 KB/s. However, because the 
packet transmiss ions are not serialised in the real environment, the actual value is 
bigger than the theoretic maximum va lue. Jn this experiment, the throughput increased 
with the tile size and reached to maximum 8.78 KBis when a I MB file was transferred. 
The same phenomenon occurred when security was applied. 
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On the contrary, with increase of the tile s ize, the throughput reduction in the case of 
security decreased (37%, 30%, 18%, 7% and 2%). According to equation (7), the 
weight of connection de lay (CD) becomes smaller due to increase in packet number. 
In theory, when the file size approaches infinite, i.e. the packet number becomes 
infinite, the weight of the connection delay in throughput will be ignored, and onl y 
packet delay pays contribution, i.e. 
TP2 I TP I = P 0 I I PD2 (n ~ eo) 
Therefore, the minimum reduction is 2.2% (See Figure 6.48). The decreased amount 
of the throughput when the biggest file (I MB) was transmitted is 2.5%, very close to 
the minimum value in theory. 
In summary, the throughput when the security is applied is lower than that when no 
security is applied. Throughput increases with increase in packet payload size and fi le 
size. 
6.5 Experiments on the Complex Test-bed 
6.5.1 Experiment Description 
To simulate a real Internet env ironment, a more complex test-bed was built, which 
involved more IF AN routers. The experiments are similar to those in previous section 
with the exception that the changing conditions were the network bandwidth and the 
number of the IF AN routers. The bandwidth was set at different values to simu late 
different Internet connections. The specifications of the new added computers are 
shown in Table 6.3. 
The conditions of the experiments are shown in Table 6.4. There were 14 experiments 
with di fferent conditions, and each experiment was repeated fi ve times. The first 
condition was the number of the IF AN routers, which was changed from 4 to 2. The 
second condition was the bandwidth of the network. Five bandwidths were tested: I 0 
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Kbps, 40 Kbps, 200 Kbps, I Mbps and 8 Mbps. The last condition was whether the 
security serv ice was applied. The file size (20 KB) and payload size (5 12 bits) in these 
experiments were fixed . 
Table 6.3 Specificatio ns ofNew Added Computers 
AMD2500 
CPU AMD Athron 2500+ 
RAM DDR 1GB 
Network PCI I 0/ 1 00 network card 
Card 
os Redhat Linux Fedora 
AMD1600 
CPU AMD Duron 1600 
RAM DDR512MB 
Network 2 PCI I 0/100 network card 
Card 
os Redhat Linux Fedora 
ACER 
CPU lntel Pentium M processor 760 2.0GHz 
RAM DDR IGB 
Network PCI I 0/100 network card 
Card 
os Windows XP 
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Table 6.4 Experiment Conditions 
No. Router Number Bandwidth (bps) Security Applied 
I 4 IOK No 
2 4 IOK Yes 
3 4 40K No 
4 4 40K Yes 
5 4 200K No 
6 4 200K Yes 
7 4 IM No 
8 4 IM Yes 
9 4 8M No 
10 4 8M Yes 
11 3 8M No 
12 3 8M Yes 
13 2 8M No 
14 2 8M Yes 
6.5.2 Results and conclusions 
6.5.2.1 Change of Bandwidth 
The test-bed for these experiments is shown in Figure 6.6. There were four IF AN 
routers in this test-bed, where the bandwidth of AMD 1600, PE200 and AMDl 000 was 
fixed at 8Mbps, and the bandwidth of PE333 was varied from 20 Kbps to 8 Mbps. The 
connection bandwidth between AM D2500 and ACER was determined by the lowest 
bandwidth of an intermediate node. Therefore, the end-to-end bandw idth varied from 
20 Kbps to 8 Mbps. For the Active Compressed FTP, the ACM will be run on two 
IFAN ro uters closest to the end hosts, i.e. AMD 1600 and AMD I 000, and security 
services also occur on the two routers. 
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AMD1600 PE200 PE333 
Figure 6.6 Test-bed with fou r IF A Routers 
The connection delay for different bandwidths is shown in Figure 6.7 A. T he 
experimental result showed that wi th the increase of the bandwidth of the connection, 
the connection delay decreased significantly. This indicates that the bandwidth of the 
connection affects the connection delay greatly due to down load of the ACM and 
other fi les in the connection phase. The connection delay was increased very little 
when security was applied for all bandwidths. Compared to long connection de lay, the 
delay by the additional security can be ignored. 
It should be noted that the connection dela y results in th is experiment is different from 
those in Figure 6.3, where connection delay was affected by securi ty serv ices 
significant ly. The reason is that the hardware of the two IF AN routers that run the 
ACM in this ex periment was much higher than those in that test-bed (F igure 6.2). T his 
ind icates that if the hardware of the IF AN routers becomes higher, the security effect 
on the connection delay will decrease greatly. 
T he packet delay for different bandwidths is shown in Figure 6.7B. The results 
showed that with increase of the connection bandwidth, the packet delay decreased 
dramatically. When the bandwidth exceeded 200 Kbps, the packet delay remained at 
0.03 1 s. This indicates that for low bandwidths the packet delay is affected by the 
bandwidth greatly. When the bandwidth becomes high enough, it is not the bottle neck 
any more. Instead, the processing capacity of the IF AN routers becomes the bottle 
neck. The packet delay changed very little when securi ty was app lied, w hich indicates 
that the packet delay was hardl y affected by the securi ty services 
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Figure 6.7 Connection Delay (A), Packet Delay (B) and Throughput (C) for Different 
Bandwidths. 
The connection delay, packet delay and th roughput for d ifferent bandwidth conditions are marked 
in the figure. Each experiment was repeated for five times and the marked value is the mean of 
five measurements. The standard deviation of each experiment is shown as a positive error bar. 
The experimental results without security are shown in blue, and those w ith security serv ices 
applied shown in red. 
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The throughput in different bandwidths is shown in Figure 6.7C. The results showed 
that with increase in the connection bandwidth , the throughput increased significantly. 
This is because both connection delay and packet delay decreased when bandwidth 
increased. According to equation (6) in section 6.4.3.3, the throughput increased 
correspondingly. As both connection delay and packet delay were hard ly changed by 
the security services, the throughput was not affected either. 
In summary, the connection delay, the packet delay and the throughput are all affected 
greatly by the connection bandwidth. An exception is that the packet delay does not 
decrease any more when the bandwidth exceeds a specific value as the bottle neck 
changes to the processing capacity of the IFAN routers. ln addition, security services 
have little effect on the three parameters, which indicates tha t the additional security 
services wo uld not affect the performance of the IF A routers. 
6.5.2.2 Change in Number of Routers 
To test the effect of the number of routers, the above parameters were measured on the 
test-beds with three and two lF AN routers (Figure 6.8). The bandwidth was set at 8 
Mbps for al l routers. 
The connection delay fo r different numbers of routers is shown in Figure 6.9A. The 
results showed that with increase in the number of the routers, the connection delay 
increased about 30% - 40% for each additiona l router. When security was applied, the 
connection delays increased further. However, the increase level became smaller with 
the addition of more IFAN routers (33%, 2 1%, and -0.6%, for 2 , 3, 4 routers 
respective ly). 
Connection delay (CD) can be divided into two parts: processing time on the routers 
(T r), which is determined by the processing capacity of the router hardware, and the 
packet exchange time (T E), which is determ ined by the network bandwidth and delay, 
then 
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A. 
AMD1600 AMD1000 
B. 
AMD1600 PE333 AMD1000 
Figure 6.8 Test-bed with two fFAN Routers (A) and three IF AN Routers (B) 
Therefore, the connection delay increased by security services is 
(C0 2 - CO l) I CD 1 = (Tr2 + TE2) I (Tr, + TE,) -1 (8) 
The processing time on routers (Tp1 and T p2) does not change with the number of 
routers as these operations are only dependent on the local router. The packet 
exchange time with security (T E2) is proportional to that without security (T El) no 
matter how many routers are involved. i.e. 
TE2 = cl * TE1 
where c I is a constant coefficient. This is because the additiona l routers have the same 
effect on a single packet exchange in both conditions with security and without 
security . Hence, the equation (8) can be transformed into 
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Figure 6.9 Connection Delay (A), Packet Delay (B) and Throughput (C) for Different 
Number of Routers. 
The connection delay, packet delay and throughput for different conditions are marked in the 
figure. Each experiment was repeated for five times and the marked value is the mean value oftive 
measurements. The standard deviation of each experiment is shown as a positive error bar. The 
experimental results without securi ty are shown in blue, and those with security services appl ied 
are shown in red. 
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(C02- COl ) I COl = c2 I (Tr1 + TE1) + c3 = c2 I COl +c3 (9) 
where c2 = T r2 - c I * T r1 , and c3 = c I -I. Both c2 and c3 are constant. 
Therefore, according to equation (9), the increase percentage in connection delay by 
security services is inversely proportional to the corresponding connection delay 
without securi ty service. Because the connection delay without security services 
increases with the number of the routers, the delay increase by security becomes 
smaller. It should be noted that the result for the condi tion with fo ur routers without 
security applied had a relative ly large variation, thus it is difficult to estimate how 
much the security services affec t the connection delay in this condition. 
The packet de lay for different number of routers is shown in Figure 6.9B. The results 
showed that there was no signifi cant change in the packet delay with increase of the 
number of the routers. This indicates that a single packet delay is hard ly affected by 
the number of lF AN routers. This result does not confl ict with the previous resu lts as 
the packet exchange time (T E) in the connection delay includes many packet 
exchanges. In add ition, the security services had very little effect on the packet delay. 
As the packet delay was very short compared to the noise in the test-bed, the results 
had relatively large variation. 
The throughput decreased with the increase of the number of routers (F igure 6.9C), as 
the transmission time increased with the number of routers. The security services 
si ightly decreased the throughput ( I 0%, 8.8% and 1.4% for 2, 3 and 4 routers, 
respectively). As described in section 6.4.3.3, the ratio TP2/TP I is much dependent on 
COI/C0 2 (equation (7)). As CD1/C0 2 decreased with the number of routers, the 
change in throughput upon securi ty applications (TP21TP1 ) increased correspondingly. 
In summary, with increase in the number of TFAN routers, the packet delay remai ned 
stable, but the connection delay sign ificantly increased, resulting in decrease in the 
overall throughput. In addition, with increase of the number of IF AN routers, the 
reduced performance caused by the security services becomes smaller. 
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6.6 Performance of the Security Modules 
6.6.1 Experiment Description 
The goa l of the experiments in this section was to measure the time spent by each 
security module on an IFAN node including AKAP, integrity of the authentication 
messages, ACMAP, UAP, AAC, integrity of data packets. The time spent on ACM 
was also measured as a benchmark. The performance was measured for the different 
hardware environments. 
The test-bed is shown in Figure 6. I 0. The IF AN router RI was PE200 in all the 
experiments, and R2 varied in each experiment (PE333, AMD I 000 or AMD I 600). 
The specifications of these computers have been shown in Table 6.1 and 6.3 in 
previous sections. The computers used as fF AN routers are given in the order of 
process ing capacity from low to high as PE200 < PE333 < AMDl OOO < AMD1600. 
The conditions of the experiments are shown in Table 6.5. 
IDJ IDJ IDJ IDJ 
1- ~0:1 r ~tDI 
AMD2500 R1 (PE200) 
Figure 6.10 Test-bed for Measuring Security Modu les 
The £FAN VR main program ' ifand' was modified for these experiments. Some time 
stamps were printed out at the start po int and the end point of each module, and thus 
the time spent by the modules was calculated by subtracting the start time from the 
end time. Since the processing time for timestamp retrieva l and printing is trivial, 
compared to that spent on the modules, the timing operations would not affect the 
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measurement. Moreover, the results were only compared within the same experiment, 
and therefore, the timing operations for each module could be counteracted. 
Table 6.5 Experiment Conditions 
No. Rl R2 
I PE200 PE3 33 
2 PE200 AMD IOOO 
3 PE200 AMDI600 
6.6.2 Results and conclusions 
6.6.2.1 The Running Time of Security Modules for Rl 
Time spent by the security modules on RI (P£200) under different R2 conditions is 
shown in Figure 6.11. The ACM, which performed either compression or 
decompress ion, was chosen as a benchmark for time comparison. The results showed 
that the modules of KAP, ACMAP and UAP took much longer to run than other 
security modules, and the longest time occurred on KAP. The time spent on runn ing 
the modules of integrity checks (lnt and Datalnt) and AAC were triv ial. The reason is 
that the public key algorithms (e.g., DH and RSA) are involved in KAP, ACMAP and 
UAP operations, and they are notoriously slow compared to symmetric algorithms 
(e.g. DES and HMAC) that are included in integri ty checks. 
The operating ti me for each module had little change when the hardware conditions 
on R2 changed. This indicates that the module operation is only dependent on the 
local node, but independent of other nodes in the connection path. 
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6.6.2.2 The Running Time of Security Modules for R2 
The time spent on running each security modu le on the router R2 (PE333, AMD I 000 
or AMD 1600) is shown in Figure 6.12. The execution of the modules on R2 showed a 
similar pattern as seen on RI that KAP, ACMAP and UAP took much longer to run 
than other modules. In addition, it can be seen that the running time fo r each module is 
significantly affected by the specification of local router. When the router changed to 
a faster computer (e.g. from PE333 to AMD 1600), the module running time was much 
shorter. 
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Figure 6.11 Module Running Time for PE200 under Different R2 Conditions. 
The time spent by each module on RI (PE200) under different R2 conditions is marked in the 
figure. The value is the mean of five measurements, and the standard deviat ion of each experiment 
shown as a positive error bar. The results for di fferent R2 conditions are shown as colored 
co lumns with PE333 in blue, AMDIOOO in red and AMD1 600 in yellow. 
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Figure 6.12 Module Running Time fo r Router R2 (PE333, AMD I 000 and 
AMDI 600). 
The time spent by each module on PE333, AMD IOOO or AMDI600 is shown in the figure, where 
RI was fixed as PE200. The value is the mean o f five measurements, and the standard deviation is 
shown as a positive error bar. The experiments on PE333 were shown in blue, those on AMD I 000 
in red, and those on AMD I600 in yellow. 
In summary, among the security modules, AKAP, ACMAP and UAP take much 
longer to run than other security modules including Integrity and AAC. The time spent 
on integrity check and AAC is very short and can be ignored. The running time for 
securi ty services is only dependent on the local !FAN node. The higher the 
specification of the node, the shorter the time is taken to run the security modules. 
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6. 7 Analysis and Optimisation 
In this thesis, the performance of the IF AN network has not been directly considered 
although it has been suggested in some results. These results are only used to compare 
the performance overhead caused by the security serv ices. 
Connection delay and packet delay are independent performance metrics. Both 
connection delay and packet delay are not affected by either file size or payload size. 
In addition, with the increase of the bandwidth, both connection delay and packet 
delay decrease significantly. Finally, with increase in the number of routers, the 
connection delay increases, but the packet delay changes very little. 
Throughput is dependent on the connection delay, the packet delay and the fi le size. 
With increase in payload size, file size or bandwidth, throughput improves 
significantly. With increase in the number of the routers, throughput decreases slightly. 
Therefore, throughput can be improved by increasing number of packets, payload size 
or bandwidth. 
The security services have more significant effect on connection delay than packet 
delay due to the operations of key agreement and authentication in connection phase. 
These operations take long time to run. However, with increment in process ing 
capacity of the routers, the connection delay that is caused by security services 
decreases greatly. This indicates that the effect of security services can be reduced 
dramatically by using high performance routers. 
In the data transmission phase, the HMAC function is performed on each IF AN node 
to ensure the packet integrity. This operation is much faster than public key operations, 
and hence has almost I ittle effect on packet delay. Therefore, the packet delay that is 
caused by security services can be ignored in performance ana lysis. 
The throughput reduction upon securi ty services is mainly due to the increase in the 
connection delay. However, if an application lasts a long time, the connecting time 
will count for little part in the whole transmission time. Therefore, to obtain a high 
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throughput, a user should transmit packets through a session contin uously for a long 
time. 
Because the connection delay is the most significant factor in the three performance 
metrics, another way to obtain high performance is to reduce the connection delay. As 
the file downloading, such as ACM, certificates and signatures, occurs in th is phase, 
the fi le caching on the !FA nodes could shorten the connection delay. Figure 6. 13 
shows the results from an experiment that compares the connection delay with fi le 
down loading and without file downloading. lt can be seen that under the conditions 
with or without securi ty services, the connection delay reduced dramatically when 
there is no file download. 
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Figure 6.13 Connection Delay for Fi le Caching. 
The connection delay under the conditions with file caching and without fi le caching is shown in 
the figure, where payload size is 512 Bytes and fi le size is 20 KB . Each experiment was repeated 
for three times and the marked value is the mean of three measurements. The standard deviation of 
each experiment is shown as a positive error bar. The experimental results without security are 
shown in blue, and those with security services applied shown in red. 
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Another optimising method to improve the performance is to refine the design of the 
securi ty protocols. Firstly, the packet exchange should be reduced to min imum as it is 
the most expensive operation in terms of time. Secondly, the usage of expensive 
cryptographic operations (e.g. public key algorithm) should be reduced to minimum. 
Finally, the packet format needs to be well designed to reduce the packet size and to 
be easily processed. 
It shou ld be noted that the non-secure traffic may suffer poorer performance if the 
router is optimised for the secure traffic. General ly, a router is a concurrent system, 
which processes many connections simultaneously. Non-secure connections are 
usua lly for anonymous users, who have minimal privilege levels. Some optimisations 
may lead to more consumption of node resources by privileged users, which means 
anonymous users can consume less resources. As a resu lt, the performance of the non-
secure traffic may become poor. 
6.8 Summary 
In this chapter, the implementation of the security modules is described, including 
AKAP (Authenticated Key Agreement Protocol), ACMAP (ACM Authentication 
Protocol), UA P (User Authentication Protoco l) and AAC(Authorisation and Access 
Contro l), which are based on the cryptograph ic libraries of the OpenSSL project. 
Furthermore, the PKI environment in the !FAN network is described in detail. Some 
OpenSSL command-line tools and dedicated too ls are utilised to create and maintain 
the environment, which consists of a CA, some users and some IF AN nodes. 
Some experiments have been performed using the application of Active Compressed 
FTP on some IF AN test-beds. The effect of security services on the performance 
overhead was tested by measuring connection delay, packet delay and throughput. T he 
experimental results indicated that the connection delay is a main performance issue. 
Caching ACMs and other downloaded files on !FA nodes could be a so lution to 
solve th is problem. 
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Chapter 7 Conclusions and 
Further Discussion 
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7.1 Thesis Conclusions 
Active networks are a promising Internet a rchitecture for the near future. Compared to 
the JP networks, active networks provide users with more flexibi lity by allowing them 
to execute user-specified programs on the Internet nodes (or routers). In active 
networks, new protocols and network serv ices a re much easier to deploy without the 
long time consuming standard isation, thereby accelerating the pace of the Internet 
evo lution. In nature, active networks are a distributed computing system s ince each 
node in such networks has a capacity of computation for user-specified applications. 
Therefore, the computation of an Internet appl ication may spread into the network 
nodes. Th is reduces the computing burdens of the end hosts and also possibly 
simplifies the Internet applications on the end hosts, as the main functions may have 
been transferred into the network nodes. 
Many researchers have showed interest in active networks, and many active network 
arch itectures have been proposed so far. Typ ical examples are A TS (Active Node 
Transfer System) [4], Smatt Packets [5], SwitchWare [6] , ALAN (Application Leve l 
Active Network) [11 ], Phoenix [12), ASP (Active Signalling Protocol) [1 3) and 
ABone [1 4] , etc. (See Chapter 2 for details). However, a lthough these architectures 
show benefi cia l features and demonstrated the concepts of the active networks, none 
of them has been applied into practical use. One of the most important reasons is that 
it is not rea listic to replace the current JP networks with a complete ly new active 
ne twork at present. 
The !FAN (Internet Friendly Active Network) architecture [ 16] was presented to 
add ress the compatibil ity issue with the ex isting lP architecture. Instead of discarding 
the trad itional JP arch itecture, the fF AN archi tecture has extended the JP architecture 
and the IF AN services work as extens ions to the existing lP services. Therefore, it is 
easier to deploy the IF AN services into JP networks. fn addition, the existing network 
dev ices (or hardware) can be util ised by IF AN networks so that the investments of the 
fnternet users can be protected. 
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The IFAN VR has enriched the IFAN architecture and is a practical software 
framework for the IFAN implementation. 
The J FAN Virtual Router ( IF AN VR) presented in this thesis is a practical 
implementation of the I FAN architecture. It is a software framework for IF A 
networks, which consists of not only the active router so ftware running on the IF AN 
nodes, but a lso IF AN applications run ning on the end hosts. The node software of the 
IFA VR is implemen ted on the Linux platform, consisting of modu les such as ACM, 
CSM, UDPD, TCPD, FTPD and security modules, etc. The implementation of the 
IFAN VR is based on the TCP/JP protoco l suites, and hence can be integrated into JP 
networks seamlessly. The presentation of the IFA VR has enriched the IF AN 
architecture in the fo llowing aspects. 
More specifications of the IF A architecture have been proposed in the work here. 
For example, two kinds of !FAN packet format were defi ned for the IFAN TCP 
packets and the IFAN UDP packets. Some IFAN protocols have been proposed to 
support the !FAN services, such as the Ro ute Searching Protocol, the Time Stamp 
Protocol and the security protocols. Furthermore, some IFAN applications have been 
developed, such as Timestamp and Active Compressed FTP. Jn the orig inal JF AN 
proposa l [ 16], these deta iled spec ifications were not addressed. 
A new type of active program, Common Service Module (CSM), has been defined in 
add ition to the original one, which is named ACM in the TFAN YR. In the original 
work, the active programs were designed to be downloaded from somewhere outside 
the IF AN node. However, it is not effic ient to down load a ll the active programs from 
other places. Instead, it shou ld be allowed that some sta ndard ised active programs 
reside on the IFAN node so that the downloading time is saved and the security 
operations may be simplifi ed. 
Only one-way communication was proposed in the previous des ign, and no re liabil ity 
is guaranteed. The reason is that the prev ious design is only based on a virtual UDP 
layer for IFA traffic, which is connectionless in nature. As a resu lt, some important 
services and protocols cannot be deployed, such as the security serv ices and protocols. 
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In the IF AN VR, a rel iable mutual communication is suppotted, based on the TCP 
protocol. 
In the original design, the routing services were entirely provided by the IP 
architecture. However, a dedicated routing algorithm may be desired for the IF AN 
arch itecture. For instance, if congestion occurs somewhere on an lP routing path, an 
alternative route should be fou nd by using an IFAN routing algorithm. The Route 
Searching Protocol presented in the thesis has made a basic effort on it. A more 
specific and practical routing method is expected in the further work. 
The !FA VR demonstrates the concepts of the !FAN architecture, and also provides 
researchers, developers and users with a framework of the IF AN implementation. 
Although the current implementation is sti ll simple and the implemented IF AN 
applications are not rich yet, it is not difficult to enhance the node services and 
develop new applications due to the extensibility of the framework. The IF AN VR is 
believed to have made a great progress m the IF AN research work. The most 
important contribution of the IFAN VR is that a security framework has been 
presented for IFA and implemented into the !FAN VR, which is discussed in detai l 
as following. 
T he security framework, TDSF, presented in this thesis is suitable for a large and 
dist r ibuted networ k, especially for the IF AN network. 
Security is an essential issue in active networks. The active nodes are much more 
susceptible to attacks than traditional lP nodes because the user-specified programs 
are allowed to execute on the active node. A malicious active program may threaten 
the active nodes and lead to serious security problems. 
In this thesis, a trust-based security framework (TDSF) is presented for a di stributed 
network, particularly for the IFA networks. This security framework has been 
implemented and integrated into the IF AN VR. The aim of the securi ty framework in 
the IF AN networks is to protect an !FAN node from being cracked by some untrusted 
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ACMs. TDSF is based on a trust system, utilising cryptography, authentication, 
authorisation and PKI. 
Some novel models are proposed to describe the security framework, such as the node 
security model, the trust model, the abstraction of Privilege Level and Trust Credit, 
and the authorisation model. Some security protocols are described such as AKAP, 
UAP and ACMAP. Deploying a trust infrastructure and enforcing the security 
modules, the IF AN VR is able to prevent the untrusted ACMs from threatening the 
IFAN nodes. 
Authentication and Authorisation are not novel methods in the area of active network 
security. For example, these methods were utilised in SANE [8] and ANSA [ 17]. 
However, the infrastructure of authentication and authorisation was not mentioned in 
other research. This issue has been addressed in TDSF. A novel trust system is 
proposed in detail in the framework, where all the entities involved in the IFAN 
networks are organised by using the Trust Family. The trust system is scalable as the 
Trust Family is designed as a hierarchy structure and connected as trust web. 
Therefore, it is suitable for a network involving a large number of entities such as 
Internet. Furthermore, it is a distributed system as there is no central management in 
such a system. In fact, each trust family might be a self-organised mini-trust system. 
One important abstraction introduced in TDSF is Privilege Level, which is the basis of 
the authorisation model. The Privilege Level provides an IF AN node with a scalable 
way to authorise the users' requests. Moreover, it is possible to create a relation 
between the principals in different trust families by using the privilege levels and 
some linking algorithms. Therefore, Privilege Level is an essential property in the 
trust system. 
Another important concept, Trust Credit, is defined in the trust system for dynamic 
trust management. The reputation and the contribution of a principal can be measured 
by its own actions in trust activities. Positive or negative feedback will be given from 
other principals, so that the trust credit of a principal is increased or decreased, and its 
privilege level then affected. Therefore, Trust Credit encourages proper behaviours in 
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a trust system and provides a way to manage the trust relationship of principals 
dynamically. 
Compared to other security architecture in active networks, TDSF is more suitable for 
a large distributed network, such as the IF AN network. The IF AN networks are 
distributed in nature since they are deployed based on the existing JP networks, which 
are distributed. Each node in the lP networks is a potential IF AN node in the future. 
Since the design of TDSF is independent of a specific NodeOS, it is easy to deploy 
TDSF to a target system without many modifications. 
The implementation of TDSF on the IFAN VR demonstrates feasibility of 
deploying TDSF. 
TDSF has been implemented and integrated into the IF AN VR. The implementation 
ofTDSF is NodeOS-independent because most of the modules are built above the EE 
layer. Therefore, the security services can be easily deployed into the IF AN VR. The 
security modules implemented on the !FAN VR include AKAP, ACMAP, UAP, AAC 
and hop-by-hop integrity checking. In addition, a PKI environment has been 
implemented by using OpenSSL command-line tools. 
Some experiments have been performed by using the IF AN application, Active 
Compressed FTP, on some !FAN test-beds. The performance overhead caused by the 
security services were measured in connection delay, packet delay and throughput. 
The experimental results showed that the security services had more effect on the 
connection delay than the packet delay. Since connection delay only occur once in a 
session, i.e. in the connecting phase, it will not affect the rest transmissions. For 
applications that last a long period, the weight of the connection delay is small, and 
thus the cost of the connection delay decreases and the throughput increases. In 
addition, the results showed that with the increase in processing capacity of routers, 
the connection delay increased by security services was reduced significantly. 
Therefore, on a high performance router, the performance overhead caused by the 
security services is very trivial. 
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To obtain a higher performance, the file caching scheme is proposed as a candidate 
solution. From the experimental results, the connection time was reduced significantly 
when caching the ACM and other downloaded files on the !FAN nodes. 
7.2 Further Discussion 
The main objective of the IF AN architecture is to utilise the existing devices of the IP 
networks. However, in a long-term view, the !FAN may be a transitional architecture 
from an IP network to a pure active network. Being compatible with the IP 
architecture is possibly not a problem any more in the future. At that time, the IF AN 
will lose its original meaning, but still has the common features of the active networks, 
and its implementation will evolve to adapt to the further requirements. 
The IF AN VR demonstrates the IF AN architecture, including the components, the 
protocols and the applications. However, development of the !FAN VR framework is 
only the first step towards a practical IFAN implementation. To date the studies on 
IF AN are at the early stages. The current implantation is still very simple and crude 
for practical use. For instance, the current packet processor does not support multi-
threads, i.e. only one packet is processed at one time. Moreover, only IPv4 is 
supported and IPv6 may be involved in future versions. In order to make the 
implementation more practical much more work needs to be done. 
Currently, TDSF is not so concrete yet for a practical implementation. For example, a 
practical trust-linking algorithm for different Privilege Level sets has not been 
proposed, and the mapping methods from the EE APis to the privilege levels have not 
been clarified. Moreover, the description of the PKI is still simple. The current PKI 
implementation contains only one CA and a few entities. Finally, as this work has 
emphasised the design of the security framework rather than a single protocol inside, 
the protocols described here mainly demonstrate the functionality and may contain 
some design flaws. 
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Active network security involves many aspects. It can be classified into network 
security and node security. TDSF falls into the area of node security, and the network 
security issues are not addressed. In addition, some attacks are not protected by TDSF. 
For example, if an ACM developed by a trusted entity has a design fault, it may 
compromise the !FAN node. However, this breaks the assumptions that the ACMs 
produced by the trusted entities are safe. In this case, other security mechanisms must 
be applied to secure the active node. 
Authentication and authorisation only can solve a part of the security problems, and it 
is relatively slow to perform such operations. Therefore, it should be combined with 
other security mechanisms to improve the framework. One possible method relies on 
the security of the packet language, such as Java, Caml, PLAN and SNAP. This 
method provides more efficiency by restricting the functionality and expressions of 
the packet language. Another candidate is the secure NodeOS. A resource monitor can 
be set for management of the node resources. If some abnormal usages of the node 
resources are detected, a security action in the NodeOS will be followed to solve the 
problems. 
In addition to security, the trust system and the mechanisms of authentication and 
authorisation also provide the active network with other desirable features such as 
QoS (Quality of Service). Basically, the lP network is a even system, where users are 
anonymous to the network node and able to utilise the network services evenly. The 
reason is that the process of each packet, typically storing and forwarding, is very 
trivial in computation. Therefore, it is usually unnecessary to restrict the process of the 
packets on an lP node. However, the active network is an uneven system in nature due 
to the relatively limited computing capacity and other resources on each node 
compared to the considerable computing requirements from the active users. Although 
the technology of computer hardware evolves rapidly, it will never keep up with the 
massively increasing requirements from the Internet users. If no restriction is applied 
to the execution of the active programs, the resources of an active node are easily 
exhausted. In order to solve this problem, an active node must enforce restrictions on 
the active programs to be run, and reserve enough resources for the privileged active 
programs. This issue can be classified as a QoS problem in the active networks. The 
users of the active networks should present their identifications when requesting to run 
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their active programs. Anonymous users are still allowed, but they have the lowest 
privilege, and are only permitted to run some basic active functions. Similar to the 
security framework, the trust system is ideal for organising the network entities or 
principals for QoS. Moreover, the mechanisms of authentication and authorisation can 
be used to check the privilege level of an active program. 
An opposite issue to security in the active network is performance. In general, the 
security operations always involve some heavyweight computations such as 
cryptographic computations. It seems impossible to gain the best security and the best 
performance at the same time. Therefore, based on the requirements, the two issues 
need to be balanced to obtain the optimal effect. For example, performance is more 
important on the backbone routers, while security is more important on some private 
routers. In the current security framework, the performance was not treated as a first-
class issue. Although some optimisations are given for the implementation, the 
performance still suffers from the public key operations. In the future, more efforts 
should be focused on optimising performance for the security implementation. 
7.3 Future Work 
The future work for IF AN is outlined as follows. 
• A dedicated NodeOS is desired for IF AN router software framework. 
• More IF AN applications are desired. 
• A secure and portable packet language is required for IF AN active programs. 
• A large IFAN network test-bed is desired. 
The current IFAN NodeOS utilises the Linux implementation. However, Linux is a 
general purpose operating system, which has too many redundant processes and 
functions. Therefore, performance of the IF AN router is affected greatly. In addition, 
AN Working Group has proposed a NodeOS specification for active networks [40], 
which describes a standard for designing APis of a NodeOS. IFAN should follow this 
specification to design its own NodeOS. 
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The evolution of IF AN depends heavily upon the potential applications. The more are 
the IFAN applications envisioned, the more the IFAN network is possible to be widely 
deployed. To date only a few IFAN applications have been proposed. Therefore, more 
applications are desired to demonstrate more complex and useful functionality of 
active networks. 
Currently, a compiled binary code is used temporarily for active program transmission 
in a research and test environment. However, the binary code is OS-dependent, thus 
not portable in a network environment, which consists of routers with different OS 
platform. Therefore, a NodeOS-independent packet language should be developed in 
the future work. In addition, security issues should be addressed by such a language. 
Finally, a larger IF AN test-bed is desired to simulate a more practical network 
environment. In a large network, the scalable issues can be estimated and tested. 
Moreover, the performance and security are able to be further simulated. 
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Appendix 
A. OpenSSL Configuration Files 
A.l rootca.cnf 
[ea] 
default ea = rootca 
[rootca] 
dir =./ 
certificate = $dir/rootcert.pem 
database = $dir/index.txt 
new_ certs _ dir = $dir/certs 
private_key = $dir/private/rootcakey.pem 
serial = $dir/serial 
default_ crt _days 
default_ days 
default md 
=365 
=365 
=md5 
policy = rootca_policy 
x509 _extensions = certificate_ extensions 
[rootca _policy] 
commonName =supplied 
stateOrProvinceName = supplied 
country Name =supplied 
emai!Address = supplied 
organizationName =supplied 
[certificate_ extensions] 
basicConstraints = CA:true 
[req] 
= 1024 default_ bits 
default_ keyfile 
default md 
= ./private/rootcakey.pem 
=md5 
prompt =no 
distinguished_ name = root_ ea_ distinguished_ name 
x509 _extensions = root ea extensions 
- 159-
[root_ ea_ distinguished_ name] 
eommonName =ROOT CA 
stateOrProvinceName = LBORO 
eountryName = UK 
emai!Address = rootea@lboro.eom 
organizationName =ROOT CERTIFICATE AUTHORITY 
[root_ ea_ extensions] 
basicConstraints = CA:true 
[usr_eert] 
basicConstraints = CA:false 
A.2 userlreq.cnf 
[req] 
= 1024 default bits 
default_ keyfile 
default md 
= ./private/userlkey.pem 
=md5 
prompt =no 
distinguished_ name = user_ distinguished_ name 
x509 extensions = user extensions 
[user_ distinguished_ name] 
commonName =USER! 
stateOrProvinceName = LBORO 
country Name = UK 
emai!Address = user I @lboro.eom 
organizationName = LU 
[user_ extensions] 
basieConstraints = CA:false 
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