Abstract: A limited number of studies have tried to apply behavioral models to freight policy analysis, but due to the lack of data, most have not produced satisfactory results. Many decision-makers are unwilling to participate in surveys that inquire about their shipping decisions, since such information is an important part of their business strategies, and understandably, they fear jeopardizing their competitive edge by participating. This results in generally poor participation rates for freight surveys and makes them very expensive in many cases. However, recent empirical findings suggest that the linkage between non-response rates and non-response biases is often nonexistent. This paper examines a non-response bias analysis in an online establishment survey that was conducted to obtain data for the on-going development of behavioral microsimulation freight model. The survey method, design, and challenges in obtaining the shipping information from the companies are also discussed in this study.
Introduction
The increase in the volume of freight flows within the United States has almost doubled the rate of population growth over the past three decades (Transportation Research Board 2008) . According to the most recent nationwide commodity flow survey (CFS), over 13 billion tons of goods, valued at nearly $12 trillion, were moved in the US in 2007 (Bureau of Transportation Statistics 2008) . Although freight shipment behaviors are becoming more efficient and complex, the development of freight demand models are far behind the advancements occurring in the real world (Hensher and Figliozzi 2007) . In passenger travel modeling, activity-based models are developed to capture the role of individuals as the primary decision makers, so they can account for the changes in travel behavior (e.g., trip chaining, carpooling, etc.). A limited number of studies have tried to apply the activity-based approach to freight transportation modeling, but due to the lack of data, most have not produced acceptable results (Hensher and Figliozzi 2007) .
Freight surveys tend to have poor participation rates that make them very expensive. Many decision-makers are unwilling to participate in surveys that inquire about their shipping decisions, since such information is an important part of their business strategies, and understandably, they fear jeopardizing their competitive edge by participating. Melnyka et al. (2012) , for instance, analyzed response rate in 464 survey-based supply chain studies, from 1998 to 2002. While the minimum response rate in a study published in the European Journal of Information Systems was reported as 3%, a paper in the Information Systems Research reported a response rate of 7% (Melnyka et al. 2012 ). There is not a clear "acceptable" response rates for such surveys, as it highly depends on a diverse range of factors such as type and number of questions, incentives, survey format, delivery method, and followups. Establishment surveys tend to have low response rates, as they usually collect sensitive information and target top management officials in a company with a relatively high value of time. Melnyka et al. (2012) , in line with several other researchers (Sivo et al. 2006) , brought up the issue of declining response rates and a need for researchers to have techniques available to make up for this decline. Current economic downturn is expected to even worsen the situation, particularly in business establishment surveys (Melnyka et al. 2012) . The dearth of disaggregated survey data are a major hindrance to the development of tools to analyze freight-related policies.
This study shares author's experiences in a cost-efficient establishment survey, as part of an extensive effort to develop a national-level behavioral microsimulation freight model. The overall picture of the modeling framework and data requirements was discussed elsewhere (Samimi et al. 2010 ). An online survey was conducted in April and May 2009 to address data gaps in the modeling framework. As described in Samimi et al. (2010) , the online survey described in this paper, when used in combination with the public freight data sources, allowed for the development of a behavioral microsimulation freight model. This study discusses: the survey method, design, and challenges in obtaining the shipping information from the companies and also a descriptive statistical analysis of the data. As noted, business establishment surveys often result in low response rates. This requires a careful examination of the response patterns, and if necessary, a special treatment of the obtained data before any analysis. Data quality has been traditionally quantified by response rate, however, more advanced methods need to be investigated to determine the presence of a systematic response to a survey. Even a high response rate does not guarantee a more representative sample (Hite 1998) . In fact, low response rate does not introduce bias when respondent and non-respondent characteristics are not significantly different (Krosnick 1999; Dillman 1991) . On the other hand, if a survey is conducted in a way that a group of recipients with specific characteristics are more likely to participate, collected data will obviously be biased, even if the response rate is acceptable (Heckman 1979) . A non-response bias analysis is therefore performed in this study to pave the way for future statistical analysis.
Background
Freight transport is a complex subject to study, since many entities are involved in the shipping process. Therefore, obtaining a comprehensive understanding of the behaviors associated with the transport of freight is not an easy task and requires collaboration among different disciplines. A fundamental and crucial part of each and every freight study is obtaining reliable data through surveys, either conducted before or during the study. In the freight research communities, there have been considerable efforts to develop an effective survey methodology, but those efforts have not produced satisfactory results (Lawson et al. 2002) . In particular, the low response rate, which can diminish the credibility of the results, has been the major obstacle. On the other hand, survey limitations are inversely related to the survey cost and obtaining a high rate of response in freight surveys is very costly, even if achievable. In a NCHRP Synthesis report (Transportation Research Board 2011) approximate costs of recent freight transportation surveys are compared, according to which, 73% of the freight surveys cost less than half a million dollars, 15% cost between 0.5 and 1 million dollars, and three cases are reported to cost more than 1 but less than 5 million dollars. There are three major types of freight surveys, namely: roadside survey, vehicle owner survey, and establishment survey (McCabe 2007) . The strengths and limitations of each technique are briefly discussed below.
Establishment survey is the primary method used in freight studies and may target shipper, carrier, or receiver of shipments (Allen and Browne 2008) . Although this method is more costly than others in terms of dollar per response (Chow 2004) , it can provide more valuable information about shipments than other methods. For example, information on commodity flow to and from the establishments could be obtained at different times of the year. However, often, only limited information can be collected about the shipping process itself such as delivery route, time taken to load or unload, etc, because the respondents may not be involved in actual shipment activities. The Commodity Flow Survey (CFS) is the main data source for freight shipment activities of domestic establishments in a diverse range of industry types (Bureau of Transportation Statistics 2008) . However, information is not released at the disaggregate level due to the sensitivity of the data collected. Therefore, currently, CFS can be used only as a baseline for a large-scale freight movement study in the US, and in the studies that require more detailed analysis, a supplementary survey must be conducted. Establishment freight surveys vary in both geographical and business coverage. For instance, Holguín-Veras et al. (2006) looked into the shipping behavior of the restaurant sector in Manhattan with respect to four policies that were designed to encourage off-peak deliveries. The survey questionnaire was designed based on 17 interviews with business executives, and was distributed to 600 restaurant owners, from which 68 completed questionnaires were obtained. Another establishment survey was conducted in the New Orleans metropolitan area in the year 2005, providing information from 170 establishments (Parsons and Cleckley 2006) . Although they focused on a wide range of businesses, most of the recipients (around 75%) were from the service sector. A fairly large freight survey in the Netherlands also targeted more than 10 000 establishments, from which 1529 completed questionnaires with a response rate of 15% were obtained (Iding et al. 2002) . The primary goal of this survey was to make a freight trip generation model that takes into account the industry types. This was a large-scale survey reaching 5000 firms in Randstad, the densely populated western part of the Netherlands, and additional 5000 in other parts of the country. The sample was selected based on the activity and size of the establishments. A recent freight survey was also conducted in the Peel region of Ontario, Canada, which was enhanced by a GPS vehicle survey (McCabe et al. 2008 ). The primary survey had a response rate of 25%, and the GPS survey had a 26% rate of return. This is, however, a very satisfactory rate of response for surveys of this type. The GPS data provided very unique and valuable information about trucks routing, which could be used together with the establishment information to make behavioral urban freight models. Although this survey has the information for 597 establishments, only 86 drivers provided input to the GPS survey.
Roadside surveys, on the other hand, are less common and more difficult to conduct, since it usually requires close collaboration with police or other law enforcement agencies to intercept vehicles for interview (Allen and Browne 2008) . This method can provide reliable information on topics that drivers are likely to be aware of, such as origin, destination, commodity type, vehicle type, tonnage and size of the shipment. However, the drivers do not necessarily know about characteristics of the shipper or recipient (e.g., industry types, number of employees), or shipping cost. In a comprehensive freight survey study, Oregon Department of Transportation sponsored a project to evaluate the efficiency of mail and fax surveys and roadside interviews (Jessep et al. 2004 ). Mail and fax surveys were carried out along with roadside interviews at three different venues, namely Interstate Highways, port, and warehouse-distribution centre. The performances of these data collection methods were compared for six different data categories. Acquired data were mainly on the shipping process, and did not include establishment information. Interviews at a port or a warehouse-distribution centre were found to be more successful than those conducted at the Interstate Highways, while mail and fax survey methods were generally less effective. Arguably the most extensive roadside survey effort in North America, the National Roadside Survey of Canada, was conducted at 148 survey sites and interviewed 36 242 truckers in a 7 d period (Transport Canada 1999). However, in general, the roadside survey method is becoming less attractive, mainly due to the cost and need for traffic interruption (Allen and Browne 2008) .
Another freight survey method is to obtain information from truck drivers or owners. Although vehicle owners are easier to reach through vehicle registration information, truck drivers are the right person to be surveyed in some cases because they may be able to provide more comprehensive information about the shipment. Vehicle Inventory and Use Survey (VIUS) has been conducted in the US since 1963. A stratified sample of approximately 136 000 truck registrations was randomly drawn from 255 geographic-by-truck strata. Although a specific analysis on potential sampling biases was not conducted, an average response rate of 76% in the U.S. was obtained. The primary goal of VIUS was to collect a national and state-level data on truck activities (U.S. Census Bureau 2008 ). This type of survey is commonly used as a sup-plement to the establishment survey (Hunt et al. 2006; McCabe et al. 2008 ) to provide some information on trip pattern, loading and unloading activity, etc. There have been many other freight survey efforts, especially in Europe, which are not discussed in this short review. Allen and Browne (2008) , however, provide a fairly complete review of more than 160 urban freight surveys from around the world.
Understandably, government officials publish the data only at an aggregate level, which is inadequate for developing robust behavioral models, or formulating local policies and plans in many cases. In the US, comprehensive national level surveys that provide disaggregate shipping information have never been made available to the public, including the researchers. Obtaining a realistic picture of national freight movements requires a very large-scale freight survey with broad industry type coverage. To minimize the cost, such effort should focus on filling the data gaps in the public data and avoid duplication. The following section elaborates on a national freight survey effort that was designed to complement the public freight data for the purpose of developing a behavioral freight model.
Revealed preference survey
Freight data are such a valuable piece of information that some firms are in the business of collecting and analyzing it. Freight survey is always challenging because, as mentioned earlier, the target population is reluctant to participate, and also the information to be collected often include complex decisions that may be hierarchical and (or) interdependent. In addition, each contact is made under a severe time constraint, since the respondents are typically surveyed while they are on the job. Thus, the survey structure and methodology are particularly crucial in carrying out successful freight surveys.
For this study, three survey methods were initially considered, namely, mail-in mail-out, telephone interview, and web-based. Since this survey targets a vast number of business establishments across the US, in person interviews were not considered. Mail-in mail-out survey typically requires phone calls to the recipients, which can be costly. After evaluating the expected response rates, costs, and convenience factors of each approach, the web-based method was selected. Although a group of well-trained telephone interviewers could obtain a high response rate, web-based method could be generally performed in a more cost-effective manner and could take advantage of a variety of audio and visual stimuli to enhance the survey questions. Access to the Internet is an issue for using the web-based technique for household surveys, but for businesses, it can be assumed that they all have Internet access. Furthermore, web-based surveys can be completed at anytime of the day by shipping managers who tend to be very busy during office hours. Since web-based surveys, while more economical than the telephone survey, tend to result in a low response rate that could make the results fallible, some information must be obtained from non-participants to assess the presence and the severity of the non-response bias (Heckman 1979 ). This will be discussed in more detail in the following section of this paper.
Survey development
The main objective of this survey was to facilitate the development of a behavioral microsimulation of freight flow that covers the lower 48 states (Samimi et al. 2012) . Specifically, information on the modal selection process had to be collected since such information was not available (Samimi et al. 2011 ). An initial review of the freight demand modeling studies, in addition to interviews with experts in the academia and industry sectors were undertaken before and during the questionnaire design. Five basic factors were found to have a significant impact on the freight mode choice: accessibility, reliability, cost, haul time, and flexibility. A preliminary version of the survey was designed and later refined according to the inputs obtained from experts in the field of freight transportation and web-based surveys.
The survey had three major sections: relevant characteristics of the establishment, information on five recent shipments, and contact information. Table 1 summarizes the key questions in each section of the survey. A pilot survey was carried out in January and February 2009. The pilot was sent to around 1200 randomly selected business establishments and was followed by three follow-up emails, resulting in a 1.0% participation rate. Although the response rate of 1.0% was anticipated for this survey, some improvements in the final version of the survey caused a 20% increase in the response rate.
A marketing company was hired to send recruiting emails on behalf of our research team to randomly selected firms in the US. The responsibilities of the marketing company were to provide a list of shipping managers or a person with the knowledge of the shipping process in different industries; send an invitation email with an embedded link to the survey on our behalf, which was already designed by our team; send the reminders to the same population; and provide a follow-up report when the survey was finished. The survey cost was 40 thousand dollars, in addition to the administration costs. This results in an average of 40 USD per shipment. This is significantly less than our estimate for a paperbased survey, considering data entry and data cleaning costs that are considerable in this type of survey.
The main survey was carried out in April and May of 2009 followed by three email reminders that were sent 2, 7, and 14 days after the primary email contact, respectively. Figure 1 presents the trend of receiving completed questionnaires over time. In total, 316 establishments participated in the survey providing information on 881 shipments across the country.
The follow-up report contained some basic information about the firms in the sampling frame, including participant's name, phone number, address, company name, industry classification, and employment size of the establishment. Also, this report distinguished the persons who had opened the email and persons who had clicked on the survey link. According to this report, over 4000 of the initial emails, which totaled more than 30 000, bounced back. This made the number of successful email deliveries 25 997. However, some emails, even though they did not bounce back, were filtered in the spam folder of the recipients. The report revealed that, of the 25 997 establishments contacted, a total of 4544 recipients had successfully opened the emails. Around 9.3% of those actually clicked on the survey link, but not all of them filled out the survey. To investigate the effect of the spam filters, we randomly selected firms from the sampling frame that was provided by the marketing company that carried out the recruiting, and contacted them by phone and asked whether they had received the email in their mail box or not. Roughly 40 persons were successfully contacted, of which less than half actually received the email.
Descriptive analysis
Once the survey was completed, the answers were downloaded from the survey host site and cleaned. Respondents from a diverse range of industry type participated in this survey. In terms of the geographical coverage, however, the survey collected inputs from all the States except for Alaska, North Dakota, Utah, and Wyoming. On the other hand, Illinois, Wisconsin, Montana, New Mexico, Nevada, New Hampshire, Pennsylvania, and Nebraska had the highest participation rate. Since different industry groups were invited to participate in the survey, information of a diverse range of commodities was obtained. Mixed freight has the highest share of 20%, while coal and minerals have a share of only 1% (Fig. 2) . With the data coverage over a wide variety of commodity types, the demand model will be able to account for commodity heterogeneity, which is an essential issue particularly for a behavioral model. Also, a rich dataset should cover a wide spectrum of shippers in terms of size. Fifty two percent of the participants were from a company with an employee size of between 50 and 1000, while 34% reported an employee size of less than 49, and the rest were large firms with more than 1000 employees. Table 2 shows the dollar value and weight of commodities that are shipped by each mode of transportation. This table also compares the figures from this survey against the 2002 Commodity Flow Survey (U.S. Department of Transportation 2006). Share of rail and truck are reasonably close in terms of value and weight of transported commodities. However, air and water modes of transportation are somewhat skewed in this survey and should be properly addressed in any analysis. Weighting the shipments in a way that a decent match with the CFS mode shares could be obtained between aggregate shares of each mode is a simple solution. However, for the ultimate objective of this study, which is the development of the behavioral model, the data on air and water modes are not as critical as those for truck, rail, and intermodal, because the mode choice for those two modes can be predicted rather accurately based on the value and type of commodity being shipped.
Non-response bias analysis
Statistical analyses on a nonrandom sample can lead to questionable conclusions and poor policies. If a survey is designed in a way that a group of population with specific characteristics is more likely to be included in the sampling frame or participate, collected data will obviously be biased and all the modeling results will be open to discussion. The latter type of selection bias, which is caused by a nonrandom pattern in participating in the survey, is often referred to as non-response bias. Several approaches are adopted in the literature to detect a potential selection bias in a survey, including comparison with identified parameters of the population, subjective estimates, and wave analysis. Linear regression analysis has also been used to analyze non-response pattern (Baker and Laird 1988) . Hudson et al. (2004) , for instance, conducted a telephone pre-survey to compare any potential self-selection bias in mail and Internet surveys. They found Internet surveys to have a lower response rate and a lower level of selection bias compared to mail surveys. Ad hoc methods and simple statistical tests are commonly used for detecting a selection bias, and more advanced econometric based models are not implemented widely. This is primarily due to an inherent complexity in the modeling procedure of non-response. Heckman (1979) proposed a two-step correction method to detect and address this issue. In the first step, the probability of responding to the survey should be modeled, resulting in a dichotomous logit or probit model. The estimated parameters are then used to generate an additional explanatory variable, which should be added to the final model in the second step. In fact, Heckman accounted for non-randomly selected samples as a form of omitted-variables bias.
There is always a concern in business establishment surveys that size, location, or industry type of the firms affects the probability of participation. This section of the paper investigates such trends in our survey and presents binary models that can be implemented in the second step of the Heckman correction method in future statistical analyses. However, probability of participation is defined as the chance of clicking on the survey link. Number of employees was used to approximate establishment size, which turned out to be insignificant in all the models. However, industry type and location of the establishment had significant effect on probability of participation. This correlation was somewhat minor and revealed after testing different grouping criteria for industry type and location of the establishments. Industry type was defined in four categories based on Standard Industrial Classification (SIC) codes (Table 3) . Geographical location of each firm was also defined by a 4-category variable, using the state in which the establishment is located (Table 3) . A diverse range of hypotheses about a significant association between participation rate and location, size, and type of industries were tested. None of the hypothesized grouping turned out to have a meaningful effect on response behavior. To make the explanatory variables significant, however, they were categorized based on the observed response rate. For instance, states in which the sample had a low rate of response were clustered into one category, although no clear logic was found in this grouping scheme of the states. This is, arguably, attributed to a non-systematic response behavior. In other words, a clear clustering logic should be found, should a systematic response to the survey happen. Even when the clustering was made based on the observed response rate, the explanatory power of the model was less than 5%. This, again, shows the absence of a systematic response.
Location, establishment size, and industry type of the recipients were inputted to Limdep Econometric Software (Greene 2002) to estimate the probability of participation in the survey with logit and probit models. Newey and McFadden (1994) have more details on discrete choice models. Final models are reported in Table 4 , with standard t-values in the parentheses below each coefficient. Except for employment size, which does not have any significant correlation with probability of participation, all other coefficients are statistically significant with a 99% confidence interval. Neyman-Pearson tests (Wald, Likelihood Ratio, and Lagrange Multiplier) were also performed to see whether or not each model has a statistically significant explanatory power (Greene 2002) . Coefficient estimates and some model fit measures are summarized in Table 4 . Model 1 estimates probability of participation among 4544 recipients, who had opened the email. However, the second set of models (Model 2) estimates such probability for the entire population. A brief comparison between the first and second sets of models does not show large fluctuations in coefficients of similar variables. Nonetheless, the first set of models has a superior overall fit, which was expected. This is because the first set of models are predicting a rare event with almost 9.3% chance of occurrence, while the other set has only a chance of 1.6%.
The next stage is to choose between the logit and probit models. According to most standard econometric textbooks, there is not a robust theoretical reason for preferring logit over probit or viceversa (Gujarati 2003) . However, very different probabilities could be estimated by two binary choice models when modeling a rare event (Gujarati 2003) . In our case, Model 1 and 2 are predicting rare events with only a 9.3% and 1.6% chance of responding to the survey, respectively. Thus, the choice of which model to use could have a fundamental impact on the predicted probabilities and eventually on the final models and policies. Silva (2001) has developed an econometric procedure by which researchers can choose between a variety of discrete choice models including probit and logit. In this procedure, a combination of the competing models is defined in the form of an artificial variable, z(). This variable should be calculated by eq. [1] and then added to the basic model to re-estimate the coefficients. If this variable does not have a significant coefficient, the basic model will be preferred. In this case, logit model is set as the basic model, and z() is calculated for three different values of , according to Silva's suggestion.
[1]
In the equation above, p l and p p are predicted probabilities by logit (basic model) and probit models, respectively; p l is the derivative of the logistic function in the logit model with respect to its utility function. An over-rejection trend of the null hypothesis was revealed in a simulation analysis, which leads to a slight modification. Silva (2001) suggested a weighted version of z, computed as in eq.
[2].
[2] z
As presented in Table 5 , both weighted and non-weighted tests rejected the null hypothesis with a more than 99% confidence interval, for all levels of . Thus the logit model is preferred to the probit. This model is suggested to be used in the first stage of Heckman correction for any further modeling effort on the surveyed data. In the second stage, however, a transformation of these predicted probabilities should be added to each model as an extra explanatory variable to correct for this slight bias. 
Lessons learned
At first, the survey may seem unsuccessful in terms of response rate. However, this is common in establishment surveys, particularly if conducted through the web. As noted earlier, Melnyka et al. (2012) showed that response rates in similar surveys have reached to around 3% and this is still a declining trend. In the current study, approximately 7% of the persons who opened the recruiting email filled out the questionnaire. Also, the analysis of non-response bias, discussed in the next section, is promising. Furthermore, following lessons could be enlightening for future establishment surveys:
• Some critical characteristics, such as location, size, and industry type must be known for all the businesses in the sampling frame to conduct the selection bias analysis. Otherwise collected data could be useless. Fortunately, such information can be obtained from various commercial sources.
• Companies have to trust the survey team; otherwise they will not share their business information. Dillman (2007) has discussed several steps that can be taken to increase the questionnaire recipient's trust. Sponsorship by a legitimate authority is a way to encourage people to participate. This was in line with our experience as well. According to the reviews that we received from some experts after the pilot, logo of a university research centre was removed and a better response rate was obtained in the main survey.
• Spammed emails could be a very critical issue, when conducting an online survey. A rough estimate of the number of spammed emails should be obtained in the pilot to make sure massive spamming problem will not occur in the main survey. There are agencies specialized in telemarketing that have email and phone numbers of some companies. Although lists of phone numbers could be purchased, email addresses are not usually for sale. Since emails are sent directly by the marketing agency, the research team has to make sure that emails are delivered to the recipients' email box. Therefore, delivery of the emails is suggested to be checked, preferably, on the phone in a pilot study.
• Survey questions must be reviewed by experts, before and after the pilot. Categorical choices on the type of industry, commodity, number of employees, annual turnover, etc promote the respondents to answer a question, since the exact figures will not be revealed. In some cases, aggregation level could be left up to the respondents, by providing some options. This was practiced in this survey, when asking about the firm's location and giving two choices of zip code and city.
Conclusion
In this paper, the development and the implementation of an online national freight survey with a low level of response were discussed. This was introduced as an affordable supplement to public freight data sources in the US, to pave the way for future freight demand analysis. While not without its own issues and caveats, web-based survey should be considered as a viable option for collecting necessary data especially when the available re- 8, 9, 10, 12, 21, 29, 31, 43, 44, 53, 60, 61, 62, 63, 64, 76, 82, 83, 84, 86, 89 II 7, 13, 15, 16, 17, 20, 23, 25, 26, 32, 33, 37, 38, 41, 47, 48, 49, 50, 51, 52, 54, 55, 56, 65, 72, 73, 78, 79, 81 III 22, 24, 27, 28, 30, 34, 35, 36, 39, 45, 46, 57, 58, 59, 70, 80, 87 IV 1, 2, 14, 40, 42, 67, 75 sources are limited but there is a dire need to develop a freight demand model. In total, 316 establishments participated in the survey providing information on 881 shipments across the US. Although online surveys are less costly than the other methods, their low response rate has to be carefully addressed. Recent findings illustrate cases in which there is no linkage between response rate and nonresponse bias (Groves 2006) . This, however, mandates additional care for nonrandom selection bias. The first stage of the Heckman correction was applied in this study to detect any potential nonresponse bias. Although very slight bias was found in the surveyed data, a logit model was suggested to address that in future modeling effort. Industry type and location of the establishment were found to have a slight correlation with the probability of responding to the survey, but establishment size was not found to have such association. Two-stage Heckman correction method has a robust statistical basis and is very easy to implement, making it popular in applied econometric problems. Online freight surveys could benefit from this method, since such surveys with a relatively high response rate are so costly that many MPOs and local officials may not afford it. Lessons learned in this survey were also discussed along with specific data needs that must be taken into account before the survey to perform the Heckman correction method.
The primary limitation of the survey was the problem of spammed emails. This can result in a fairly low rate of response, which could be mitigated in future studies. In fact, a better communication should be made with the firms to boost the response rate, even though it may increase the cost of the survey. This could provide opportunities for collecting other information such as vehicle route, stop location and duration, etc that are essential for freight planning as well. Having a limited number of firms' characteristics for non-response bias analysis, was another limitation of this study. Credit score and annual turnover of the firms could provide insightful information as well.
