In a multicenter study, the overall relationship between diet and cancer risk can be broken down into: [a] within-center relationships, which reflect the relationships at the individual level in each of the centers, and [b] a between-center relationship, which captures the association between exposure and disease risk at the aggregate level. In this work, we propose the use of a Bayesian multilevel model that takes into account the within-and between-center levels of evidence, using information at the individual and aggregate level. Correction for measurement error is performed in order to correct for systematic between-center measurement error in dietary exposure, and for attenuation biases in relative risk estimates within centers. The estimation of the parameters is carried out in a Bayesian framework using Gibbs sampling. The model entails a measurement, an exposure, and a disease component. Within the European Prospective Investigation into Cancer and Nutrition (EPIC) the association between lipid intake, assessed through dietary questionnaire and 24-hour dietary recall, and breast cancer incidence was evaluated. This analysis involved 21,534 women and 334 incident breast cancer cases from the EPIC calibration study. In this study, total energy intake was positively associated to breast cancer incidence at the aggregate level, while no effect was observed for fat. At the individual level, height was positively related to breast cancer incidence, while a weaker association was observed for fat. The use of multilevel models, which constitute a very powerful approach to estimating individual vs. aggregate levels of evidence should be considered in multicenter studies.
Introduction
In nutritional epidemiology, measurements of intakes of foods and/or nutrients contain a sizeable portion of random and systematic measurement errors [1] . It has been recognized that the relationship between diet and disease outcome produces biased estimates of associations, if measurement errors are not accounted for [2] . In addition, when the effects of different dietary factors are evaluated, measurement errors can bias the association of interest in any direction, depending on the particular error structure between measured exposures [3, 4] , so that measurement error is likely to mask several examined relationships between diet and cancer incidence.
One solution to minimize the effect of measurement errors in dietary measurements is to increase the true overall heterogeneity of the dietary exposures studied, combining data from multiple studies conducted in populations with different dietary habits [5, 6] . This was the rationale of the European Prospective Investigation into Cancer and Nutrition (EPIC), a multicenter cohort study on diet and cancer conducted in 10 Western European countries [7] , where populations differing both in their dietary characteristics and disease rates are investigated to evaluate the relationship between diet and the risk of chronic diseases, particularly cancer [8] . In the EPIC study, the association between dietary exposures and disease risk can be assessed at (a) the individual level (within-center), by relating individual dietary intake measurements to disease outcome, and at (b) the group level (betweencenter), by comparing average dietary intakes with cohort specific incidence rates.
In a multicenter study, if within-and between-center estimates of exposure-disease relationships are similar, they corroborate each other and may be combined into a single overall summary estimate of relative risk [9, 10] , as β pooled =β BÎ CC +β W (1 −ÎCC), where the parameters express the ecological (B) and individual (W) association between exposure and disease, andÎCC is an estimate of the intraclass correlation coefficient, which expresses the amount of between-center variability of exposure compared to the total.
In a multicenter study the aggregate and the individual level associations can be es-timated simultaneously [11] . A valuable solution for analyzing clustered data is to follow Bayesian integral approximation techniques, and the popular Markov chain Monte Carlo (MCMC) approach [12] , which allows estimates of all model parameters of interest to be obtained. In this way the joint distribution of model parameters can be calculated as the limiting distribution of a specially constructed Markov chain. Samples from this distribution are obtained using simulation techniques such as Gibbs sampling [13] .
Gibbs sampling is a popular approach for constructing an appropriate Markov chain by successively sampling from the joint conditional distributions. Theory shows that the full conditional distributions uniquely determine the joint distribution so that the limiting distribution of a Gibbs sampling approach is the joint distribution of interest [14] .
In the present work the use of Bayesian estimation is described to evaluate the individual and the aggregate component of the association between lipid and energy intakes and the risk of breast cancer in the EPIC study.
Statistical Methods
Hierarchical modelling is a widely used approach to build complex models, by specifying a series of more simple conditional distributions. This is done by formulating the problems in terms of conditional independence models. In this way, models are generally characterized by the expression of a marginal model through a sequence of conditional models [15] . Using conditional independence assumptions, each variable in the model is related conditionally to only a few other variables. Complex problems are broken down into modular, possibly hierarchical components which have a relatively simple structure.
In extension to the seminal work of Clayton [16] and Richardson & Gilks [17] on measurement errors in a Bayesian framework, let i = 1, ..., n k denote study subjects in center k, k = 1, ..., K, and assume that
• Y ik is a disease outcome indicator for individual i in center k;
• X ik is a vector of true unknown habitual dietary intakes;
• µ xk is the a vector of true population means of habitual dietary intake in center k;
• Z ik is a vector of covariates measured without error.
• m zk is the vector of population means of variables measured without error in center k.
While some risk factors, Z ik , are measured without error, true dietary intake, X ik , is unknown. The Bayesian model is specified through three structural components, which entail the formulation of a disease, a measurement error and an exposure model [17] .
The Disease Model
In this study, the effect of energy (E) and lipid (L) intakes on breast cancer incidence was evaluated. In the context of community intervention trials, Gail et al. [18] suggest the possibility of allowing the odds ratio to depend upon the center, i.e.,
where µ xk = µ xk,E , µ xk,L , and Multilevel models allow the within-and between-center associations to be simultaneously evaluated [19, 20, 21] . The terms γ's are random parameters which express deviation from fixed effects and capture heterogeneity across centers, for which it is assumed that
The Measurement Error Model
Two types of dietary intake assessments were collected in EPIC:
[i] for all study participants, a food frequency questionnaire (Q), or modified dietary history questionnaire for the assessment of individuals' habitual, long-term intake levels [22] ; and [ii] a single highly standardized 24-hour recall (24-HDR) of actual food consumption during the previous day for a large representative sub-sample of the entire EPIC cohort [23] .
In the case of two dietary exposures, the measurement error model for questionnaire measurement is defined as
with Q ik = Q ik,E , Q ik,L . Dietary questionnaire measurements are assumed to be linearly related to true intake. The coefficients α 1 and α D,W express constant and proportional scaling biases [6] , whereas the residual terms model the random part of measurement errors and are assumed to be uncorrelated with true intake level X ik [2] . In analogy with model (1), the λ's are random parameters which model heterogeneity across centers, while the parameters α C model the effect of confounders in the relation between questionnaire and true intake measurements. It is further assumed that
The 24-HDR measurements, R ik , measure actual food consumption during the previous day.
These assessments are more work-intensive and costly, and they are assumed to provide reference measurements of intake, being modelled as
This model assumes that measurement errors in R ik are totally random.
Correlated errors
The measurement error model in (2) and (3), for questionnaire and reference measurements respectively, assume that errors in the R and Q measurements are uncorrelated. In practice, this assumption may not be fully met, and some positive correlation between errors may occur, reflecting subjects tendencies to under-or over-report intake when different dietary assessment methods are used [4, 9, 10, 24] . In this work, two measurement error models have been considered, where:
(a) errors in Q and R measurements, ik and ν ik , are assumed to be independent with covariances matrices Σ and Σ ν ;
(b) ik and ν ik have a joint covariance matrix Σ ν (i.e. assuming conditional dependence between Q ik and R ik given (X ik , µ xk , Z ik , µ zk ) = (X, Z). This condition is indicated in the text as dependence of Q ik |X ik and R ik |X ik ).
The Exposure Model
For true intake variability, in order to capture variation between-subjects within-center, as well as variation within-center, it assumed that
Prior Distributions
The following prior distributions were assumed for the model parameters: Bayesian estimation of parameters aims at determining the posterior distribution of the parameters given the data. To obtain the marginal posterior distribution of model parameters the joint posterior distribution must be treated. In this work, Bayesian estimation was carried out with Gibbs sampling [13, 25] , which generates samples from the joint posterior distribution of all parameters, given the data.
The joint distribution of all the variables involved in the problem can be written as the product of all the model conditionals and the prior distributions of model parameters, and it is detailed in Appendix 2.
Validation of results
The estimation of the error correlation terms leads to identifiability problems in a classical frequentist setting. In the absence of additional "objective" measurements, like, for example, recovery biomarkers [26] , whose errors can be assumed to be independent of errors in self-reported measurements, standard approaches customarily assume that the errors between Q and R are uncorrelated.
In this work, a simulation study has been performed to evaluate the ability of the Bayesian models to estimate model parameters. For this purpose, using parameters estimated applying models (a) and (b) to actual data, two simulated EPIC data-sets were generated. The distributions of questionnaire and recall measurements were generated using relationships (2) and (3) 
The EPIC Data
In this work the relationship between total energy and lipid intakes and the incidence of breast cancer in the EPIC study was evaluated. A total of 21,534 subjects from the calibration sample, for whom both Q and R measurements were available, were included. Once the model had converged, parameters estimates in the disease model were linearly rescaled to express a change in breast cancer risk for a 5% and 15% increase in total energy and fat intake respectively. In the EPIC population, a 15% increase in total fat (12 g/day = 108 Kcal/day) corresponds roughly to a 5% increase in total energy.
Results from the Bayesian model were compared to a more traditional approach, involving a two-step procedure. In extension of the calibration methodology introduced by Rosner [27] , a random effects linear calibration model [28] was first used to compute predicted values of intake for all study participants. The regression calibration was carried out using the MIXED procedure of SAS software [29] . Parameter estimates were obtained by restricted maximum likelihood estimation. Then, a fixed effects logistic disease model, adjusted by the same list of confounding factors as in (1) (1), (2) and (3) were randomly generated according to Normal distributions. Similarly, initial values for X ik values were randomly generated according to a standardized multivariate normal distribution. A total of 45,000 iterations were obtained after a burn-in of 30,000.
Results
The center-specific sample sizes, number of breast cancer incident cases, the total and average Person-years (PY), and the average age are reported in Table 1 . The French centers
and Copenhagen provided the highest number of cancer cases, as a result of relatively long follow-up time (France), relatively aged participants (Copenhagen), and large sample size.
Standard Approach: Regression Calibration
In Table 2 observed and calibrated log-odds ratios are presented. The association between breast cancer incidence and dietary exposure assessed through Q measurements was negative for energy and positive for lipids. After calibration, the same relationships were stronger for both energy and lipid intakes. Height was positively and significantly associated to cancer incidence.
Validation study and Convergence Check
Results of the validation study for the conditional independence (a) and dependence (b) models are presented in Table 3 , using simulated data assuming conditional independence.
Parameter estimates based on posterior distributions of simulated data were overall com-patible with parameter values based on actual data, particularly for variance estimates.
It is noteworthy thatΣ ν 12 andΣ ν 34 were close to zero, in line with the assumption of conditional independence, where no correlation between errors in Q and R measurements were assumed.
Model diagnostics showed that parameters attained convergence, although the chains showed large autocorrelation. After thinning (thin=5), less autocorrelation was observed but summary statistics of model parameters were virtually unchanged. The history plots suggest that, although individual chains did not mix well, the three chains overlap, thus indicating that the process is not too sensitive to starting values. The prior and posterior distributions ofΣ 11 showed an appreciable degree of updating during the analysis.
Bayesian conditional independence model
Means and associated 95% credible intervals of total (Σ) and between-center (Σ x ) variancecovariance matrices of true intakes estimated assuming conditional independence between Q ik |X ik and R ik |X ik are presented in Table 4 . The estimated correlation coefficient between true lipids and energy intake is 0.845. The estimated within-centre variance components are 0.155 and 0.247, for energy and lipids respectively. After removing the variability due to measurement errors, model-based ICC values were higher than the observed quantities.
Means and associated 95% credible intervals of the error variance-covariance matrix for R ik (Σ ν ) and Q ik (Σ ) measurements were shown in Table 5 . High values of error correlations between energy and lipids were estimated, for both R (0.853) and Q (0.926) measurements. Table 6 shows the means and associated 95% credible intervals for fixed and random effects in the EPIC measurement and disease models. To improve interpretability, square roots of variance components are reported.
The results of the disease model showed a strong relationship between energy intake and 
Bayesian conditional dependence model
While the values of between-centre variability in Table 8 were very similar to values in table 5, the predicted within-centre variances were 0.018 for energy and 0.164 for lipids in Table   7 . Individual level true correlation estimate between energy and lipids were equal to 0.604.
The correlation between errors in Q ik and R ik (Table 8) were equal to 0.287 and 0.173, for energy and lipids respectively.
When assuming a non-null error correlation between questionnaire and 24-HDR measurements, results were rather similar to findings of conditional independence (table 9) , with the exception of energy intake at the individual level, which was mildly positively associated to breast cancer risk (0.075 95%CI: -0.185,0.342).
Discussion
In multi-center cohort studies, relationships between exposure and disease risk can be studied at two, complementary levels: within-and between-center. In the context of the EPIC study, a Bayesian approach has been implemented to evaluate the relationship between diet and cancer using evidence at the individual and aggregate level, while correcting for measurement errors in dietary exposure.
The approach developed in this work consisted of three main components, (i) a disease,
(ii) a measurement, and (iii) an exposure model. This latter is particularly important, as it has been suggested that regression parameters in the disease model are rather sensitive to the specification of the parametric shape of the prior distribution of exposure [32] . Dealing simultaneously with the three components can be complex as it is necessary to treat the joint distribution of all quantities involved in the models, thus introducing serious statistical challenges [33] . Although it is very difficult to specify joint multivariate structures for complicated measuring processes, it may be much easier to factor such joint distributions into a series of conditional models, linked together in a hierarchical framework.
The model developed in this study had a natural application in the evaluation of the association between fat and energy and breast cancer incidence at the individual level was complemented by the evidence at the aggregate level, using information from 17 EPIC centers. Group-level energy was found to be positively associated with breast cancer incidence, while at the individual level the association was protective, although not statistically significant. Lipid intake was found to increase the risk of breast cancer at the individual level. However, these results were not able to reproduce the positive associations observed between fat and breast cancer mortality [34] at the aggregate level.
The inclusion of confounding factors might explain the discrepancy with a pure ecological analysis, together with the possibility that information from 17 centres only was too limited for inference at the aggregate level. Further research is needed within the EPIC study to evaluate whether intakes of specific types of fat are associated with the risk of breast cancer.
The possibility of estimating true variability of exposure in a Bayesian framework was evaluated. In a standard approach, regression calibration allows the parameters of the disease model to be corrected for measurement errors [27] . Regression calibration produces a shrunken distribution of predicted values, whose variability does not reflect the variance of true intake, but only the variance predicted by questionnaire measurements. In EPIC, where only one replicate of R measurements is available, no estimate of the true variation of dietary exposure can be obtained using regression calibration [28] .
The results of this study show that, once the variability attributed to random and systematic measurement error have been removed, the estimated within-centre variance of energy and lipids intake exposure has consistently diminished, for both conditional independence and dependence models.
The validation of study results provide robust evidence on the performance of the Bayesian model to accurately estimate parameters. However, the shrinking of true variability estimated in the exposure model is surprising, particularly for energy intake in the conditional dependence model. The within-centre component of total energy intake in the log scale were 0.015 and 0.002, for conditional independence and dependence model respectively. In the OPEN study, using doubly labelled water (DLW), the variance of true intake was estimated to be equal to 0.026 in women [35] . Within the Womens Health Initiative (WHI) study, energy intake was objectively determined using information from activity-related energy expenditure, resting metabolic rate and thermic effect of food in 102 postmenopausal women [36] . A value of the standard deviation of energy intake equal to 357 kcal was reported, while in our study the same values, after exponential transformation, were 224 and 74 kcal, for the two different models considered. Although part of these differences could be attributed to within-person systematic error not properly accounted in DLW and accelerometer measurements in the OPEN and WHI studies, the results of our work warn for caution, and further research is needed to evaluate the accuracy of the model, particularly the exposure component.
In this work, non-informative prior distributions were employed throughout, because the ability of the Bayesian model to provide accurate parameter estimates was evaluated.
However, for future applications, evidence from informative studies could be incorporated into the model. In addition, evidence from the OPEN study suggests that 24-HDR measurements contain systematic component of measurement errors [35] . An interesting feature of Bayesian inference is that in some sense it 'works' whether or not one has parameter identifiability, and the mechanics of forming a posterior distribution and obtaining parameter estimates from the distribution can be carried out equally well in non-identifiable situations [37] . The performance of Bayesian inferences in nonidentifiable models has received little attention in the literature [38, 39, 40] . In some measurement error scenarios, Bayesian inference from a nonidentifiable model can be worthwhile, since the extent of non-identifiability is often modest when the available prior information is sufficiently good.
The perceived dilemma would be that assuming conditional independence of the two instruments given the true exposure is a strong assumption that is likely to be violated, but that relaxing this assumption would lead to a nonidentified, and therefore unusable model. In fact, however, the information content in a posterior distribution arising from a nonidentified model is highly problem-specific. In the present situation the actual-data and validation results both indicate that the data can be rather informative about the extent of correlation between R and Q given X. It is plausible to believe that some of this information can be derived from the disease component of the model. Hence it seems preferable to not assume the error correlation is zero a priori.
In many measurement error scenarios, additional knowledge or additional data are needed to gain identifiability. Some knowledge is needed about how measurement errors affect the observed quantities, i.e. how Q and R are distributed, given X. When dealing with dietary intakes, the evaluation of the measurement errors structure customarily makes use of different types of assessment methods that combine information from self-reported assessments (dietary questionnaires, 24-HDRs, diaries etc.), with more objective measurements (biochemical markers) to estimate true absolute intake [10, 35] . Due to logistic and financial limitations, the latter, however, are generally not available in large epidemiological investigations.
The EPIC study offers an ideal design to explore the use of advanced statistical techniques, because information on disease outcomes, as well as on different types of dietary measurements is available. Bayesian statistics offer the unique possibility to handle very difficult problems by providing tools to break down a complex structure into simpler components. This feature is doubly appealing because it allows all the components involved to become informative.
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Appendix 1
The 
Appendix 2
The following definitions are made for the disease model
= allows fixed effect covariates;
Similarly, for the measurement error model, in a scenario without adjustment factors Z ik ,
= covariates for random effects
The term ∆ ik is an indicator variable to express the presence of R ik measurements (1=sub-ject in the calibration sample, 0=otherwise).
The joint distribution of all the variables involved in the model where conditional independence between Q ij |X ij and R ij |X ij was assumed, reads, except for constants of proportionality, as:
One single expression for Σ ν replaces terms for Σ and Σ ν in a model where conditional dependence between Q ij |X ij and R ij |X ij is assumed.
[ 
, and log-odds ratio (βs) obtained using actual data (model (a)) and simulated data (models (a) and (b)). 
