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Chapter 1
Blue Light Photoreceptors
1.1 Biological Photoreceptors
The Earth’s surface has been exposed to the solar radiation during the
course of evolution. Living organisms have therefore found ways to
adapt themselves by developing molecular machineries, enabling them
to detect, respond to and in some cases even use the absorbed photon
of light as a source of energy for their metabolism. A perfect example
is the cyanobacteria family of prokaryotes with their sensory proteins
which allow them to respond to the UV and/or visible range of the so-
lar spectrum. The photosensory/photoregulatory parts of such domains
are responsible for the light detection, whereas the signal transduction,
a precursor step for the final cellular response, involves output domains
(see Fig. 1.1)[1, 2]. The photosensory domains/proteins, being one center
Light
Sensory Domain Output Domain Cellular Response
signal
formation
signal
transduction
of attention in the Graduate College GRK-640 (Sensory photoreceptors in
natural and artificial systems), can be divided into six important families[3]
(see Fig. 1.1). The rhodopsin[4], Phytochrome[5] and Xanthopsins[6] fam-
ilies have different chromophores, and undergo isomerization of the chro-
mophore as part of their light perception cascade. The second category of
the regulatory domains are the blue light photoreceptors: Light-Oxygen-
Voltage (LOV) domains[7, 8], Cryptochromes (CRY)[9] and Blue-Light-
Using-Flavin (BLUF)[10] domains, all having flavin as their active chro-
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mophore, but differing in the signaling state formation.
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Figure 1.1: Different families of photoreceptors
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In this project, the photophysics of an artificial photoreceptor of cryp-
tochrome type and the signaling state formation in BLUF domain proteins
were studied. These two blue light photoreceptors will be briefly intro-
duced in the following sections.
1.2 Cryptochromes (CRY)
Being the oldest member of the blue light photoreceptor family, Cryp-
tochrome has been found in prokaryote (Cyanobacteria), low and higher
eukaryote such as plants (Arabidopsis) and insects (Drosophila)[11]. Syn-
chronization of the circadian clock in animals, seed germination and pig-
ment accumulation in plants are some of the functions (cellular response)
which has been associated with these sensory domains.
The crystal structure of Cry-3[12], a cryptochrome found in Arabidop-
sis Thaliana, shown in Fig.1.2(a), reveals the light-harvesting antenna,
Methenyltetrahydrofolate (MTHF), and the catalytic cofactor, Flavin Ade-
nine Dinucleotide (FAD), both being non-covalently bound to protein. A
similar situation is encountered in the evolutionary related photolyase pro-
teins, which are responsible for photo-reactivation/repair of UV-induced
damages of pyrimidine bases in DNA. The so called cyclobutane pyrim-
idine dimers (CPD) are formed in a [2π + 2π] cycloaddition of adjacent
(a) Cryptochrome (CRY) (b) Photolyase
Figure 1.2: Crystal structure of Cry-3[12], where the flavin (redox mediator) and the
MTHF (antenna) are highlighted. Crystal structure of photolyase bound to DNA after
CPD repair[13]. The two thymine bases are shown in orange.
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Figure 1.3: UV-induced Formation and repair of the CPD lesion.[15].
pyrimidine bases, mainly Thymines (<TT> )[14] (see Fig. 1.3), upon UV
exposure.
The photolyase and cryptochrome proteins are structurally similar but no
common biological function is known to this date. Only recently it was
found that cryptochrome may have photolyase activity for single stranded
DNA containing CPD, hence stressing the strong link between these two
protein families[16]. Although the mechanism with which cryptochromes
transform the absorbed photon of (blue) light into the desired biological
signal is not fully known, but based on structural similarity with the pho-
tolyase, it is assumed that the signaling state formation cascade in the two
proteins involves similar initial photochemical steps.
In photolyase the repair mechanism is triggered by light which is ab-
sorbed by an antenna pigment such as 8-hydroxy-5-deazaflavin (8-HDF)
(deazaflavin class of photolyase) orMethenyltetrahydrofolate (MTHF) (fo-
late class)[17]. The absorbed energy is then transferred to the second chro-
mophore, namely the reduced flavin coenzyme (FADH−) which finally acts
as an electron donor to the CPD thereby initiating the repair process[18].
The MTHF or 8-HDF chromophores are not necessarily needed for the
repair process, but due to their much higher extinction coefficient and
absorption at higher wavelengths can increase the repair rate by 1-2 or-
ders of magnitude at dim light conditions[19]. The FADH− chromophore
on the other hand, is absolutely essential for both DNA-binding, a pro-
cess which can also occur in the dark[20], and the light-dependent repair
process itself[21].
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1.3 CRY-type Artificial Photoreceptor
The cryptochrome andphotolyase proteins have proved to be very efficient
in their function, hence attempts have been made to learn from the inter-
actions between their functional units (i.e. their chromophores. The goal
is to synthesize an artificial photoreceptor which can eventually be tailored
for a given application. Prof. Daub and coworkers have been quite ac-
tive in this field and as part of the Graduate College GRK-640 synthesized
and studied a molecular arrangement, schematically shown in Fig.1.4(a),
aimedatmimicking the function of the cryptochrome/photolyase blue light
photoreceptor[22].
The chromophores were chosen in such away, that their intramolecular in-
teractions, i.e. charge transfer and energy transfer, resemble those found in
the cryptochrome/photolyase. First of all an efficient light-harvesting an-
tenna is required, for which the pyrene molecule, due to its high extinction
coefficient at 340nm and emission peak at 380-400nm, was chosen. This
subunit corresponds to the MTHF-moiety in cryptochrome and its emis-
sion indeed covers the absorption band of flavin[23]. The isoalloxazine
core of FAD in cryptochrome/photolyase was used as the redox mediator
in the whole system and finally a phenothiazine moiety was chosen to be
the electron donor.
These three dyes are covalently bound together, using linking moieties,
forming a pyrene-flavin-phenothiazine triad as shown in Fig.1.4(b). This
arrangement togetherwith thephenothiazine-flavin, phenothiazine-pyrene
and pyrene-flavin dyads were synthesized1 and further investigated via
fluorescence measurements[24, 25, 26, 27], spectroelectrochemistry experi-
ments[28, 29, 30] and quantum chemical (semi-empirical) calculations[31,
32].
We decided to investigate the electron donor-acceptor subunit, i.e. the
phenothiazine-flavin dyad, of this molecular arrangement depicted in
Fig. 1.5. Spectroelectrochemical measurements indicate the formation of
radical cation and anions[30] which is a sign for photo-induced electron
transfer in such donor-acceptor systems. A further indication for such a
process is provided by time-resolved fluorescence measurements[30, 24]
where low quantum yield and fluorescence quenching were detected.
Quantum chemical calculations, performed as part of this project, deal
with the photophysics of such a dyad and were aimed at explaining the
experimental results by employing ab initio methods, such as TD-DFT
1Roman Procha´zka, Dissertation, 2004, University of Regensburg
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(a) The scheme of a CRY-type artificial photoreceptor.
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Figure 1.4: A molecular system aimed at mimicking the function of cryptochrome
(adapted from Ref. [22]
and TD-CC2. These methods are used to pick out those low lying ex-
cited states which of special interest. Apart from geometry relaxation
(vibrational cooling) which is expected to occur spontaneously upon light
absorption, competing radiative (fluorescence, phosphoresence) and non-
radiative (intersystem crossing, conical intersections between ground and
excited states) decay processes also play a role[33].
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Figure 1.5: phenothiazine-pyrene-flavin molecule
In this special system, the locally excited (LE) state of flavin and the phe-
nothiazine e→ flavin charge transfer (CT) state, have been shown to play
an important role. Using the above mentioned quantum chemical meth-
ods, we propose a mechanism for the underlying photoinduced cascade
of events in this dyad which also explains the experimental results (see
chapter 3). Here the charge transfer, due to its low oscillator strength,
is not directly populated via excitation. A conical intersection between
the initially populated LE state and the CT state, is responsible for the
deactivation of the former and leads to the experimentally observed low
fluorescence quantum yield.
A conical intersection mediated photoinduced electron transfer does not
seem to be a rare thing in nature and we have observed a similar situation
in the signaling state formation of BLUF domains which will be described
further below.
1.4 BLUF Domains
In the second part of the project, we studied a biological photoreceptor
family, namely the Blue Light Using FAD (BLUF) domain[10]. This do-
main was first discovered in AppA[36], a multi-domain protein from the
phototropic bacterium Rhodobacter sphaeroides. The N-terminus domain
of AppA was later found to regulate photosynthetic gene expression by
sensing blue light and/or redox conditions and interacting with a second
(repressor) protein PpsR[37, 38, 39]. Another example for a BLUF domain
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with a biologically known function is photo-activated adenylyl cyclase
(PAC) from Euglena gracilis which is involved in the blue-light dependent
control of enzyme activity[40].
The underlyingmechanism of the photo-induced signaling state formation
in BLUF domains has been a topic under discussion ever since the crystal
and NMR structures were published in the years 2005-06 (see Tab.1.1).
Table 1.1: Crystal/NMR structures resolved and published to this date.
Name Tll0078 AppA BlrB AppA 5-125 AppA C20-S Slr1694
Exp. Method X-ray X-ray X-ray NMR X-ray X-ray
Resolution (Å) 2.00 2.30 1.90 - 2.30 1.80
Release Date 7.6.’05 28.6.’05 24.7.’05 7.12.’05 6.9.’06 19.12.’06
PDB code 1X0P 1YRX 2BYC 2BUN 2IYG 2HFN
In all known natural photoreceptors (Fig. 1.1), the signal generation is ac-
companied by a change in the structure of the corresponding sensory do-
main and BLUF proteins are no exception. In contrary to, say Rhodopsins,
Figure 1.6: Crystal structure of BlrB BLUF domain[34]. The flavin chromophore (or-
ange) together with the highly conserved residues are also shown. Of great importance
for the photocylce are the Tyr-9, Gln-51, Asn-33 and Met-94 residues. The Trp-94 residue
(not strictly conserved, therefore not shown) has been proposed to swap its position with
the Met-92 moiety[35]. See text for further detail.
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(a) Dark state (b) Light state
Figure 1.7: Crystal structure of LOV2 domain from the phototropin photoreceptor in
the dark[41] and light/signaling [41] states
the non-covalently bound flavin chromophore is clearly unable to undergo
any cis-trans isomerization. The anticipated structure change must there-
fore involve flavin andmore importantly its neighboring highly conserved
residues (shown in Fig. 1.6). In the case of LOV domains, another class
of blue light photoreceptors, a photo-adduct (the so called cys-adduct)
with a distinct stable structure and spectroscopical signatures is formed
(cf. Ref [42] and references therein). The signaling state formation cascade
involves an intersystem crossing process between the initially populated
long living singlet excited state and the first triplet excited state. The flavin
neighboring and highly conserved cystein residue (in LOV domains) re-
acts with the chromophore in the triplet state leading to the cys-adduct
(see Fig. 1.7). This initiates the change in the protein conformation and
subsequently leads to the biological signal formation and its associated
cellular response like phototropism[43].
In the case of BLUF domains however the situation is completely different
to that in LOV domains and no covalent bond between flavin and any
of the neighboring residues is formed2. The characteristic signatures for
the signaling state structure and its formation in BLUF domains are the
2Recently, Suzuki et. al. mutated the highly conserved ILE66 residue of a BLUF
domain (cf. Fig. 1.6) with a cystein amino acid. From the structural point of view the
ILE-66 residue corresponds more or less to the Cys residue in LOV domains as they are
both positioned on top of the flavin in direct contact with the N5 and C4a atoms (compare
with Fig. 1.7). Interestingly theywere able to show that such amutation in a BLUFdomain
lead to similar cys-adduct as found in LOV domains[44].
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following (see Ref.[45] and references therein):
(i) A red-shift of ca. 10nm in the S0-S1 absorption band which corre-
sponds to a local excitation within the flavin chromophore.
(ii) A red-shift of ca. 10 wave numbers in the IR band around 1700 cm−1
which has been attributed to the stretch mode of the C4=O4 bond of
flavin.
(iii) Appearance of a transient IR absorption-band around 1666 cm−1.
This mode is only observed in the light-adapted form of the BLUF
domain and thereafter suggested to be a marker for the signaling
state conformation[46].
(iv) The rate for the signaling→dark state transition (the dark state recov-
ery rate) is in the order of some minutes. Compared with the much
faster rate for the signaling state formation (c.f. Fig. 1.8), we are faced
with a subtle photo-induced change in the structure of flavin’s neigh-
borhood. These changes can be reversed, in the absence of light, via
thermal processes, which obviously occur on a much longer time
scale.
Figure 1.8: The photocycle of BLUF domains shown schematically
By employing a QM/MM scheme to study both ground and excited state
conformations of BLUF domain’s active site, we have tried to investigate
the following issues and come up with a possible mechanism:
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• The orientation of the glutamine (Gln-51) residue. This has been the
matter of debate and should be clarified with the help of accurate
calculations. Unfortunately, the crystal structures published to this
date (Tab.1.1) do not deliver any clear picture, the reason being that
the amide (NH2) and carbonyl (C=O) groups of the Gln-51 can not be
resolved in the presently available structures. Hence, in combination
with different possible orientations for the neighboring Tyr-9 residue,
we are faced with three choices for the hydrogen bonding network
as shown in Fig. 1.9.
N
N
N
N O
O
R
HH3C
H3C
O
H
Protein
NO
Protein
H
H
N
N
N
N O
O
R
HH3C
H3C
O
H
Protein
N
N
N
N O
O
R
HH3C
H3C
O
Protein
N
O
Protein
H
HH
ON
H
Protein
H
Figure 1.9: Possible orientations of the Gln-51 and Tyr-9 residues towards the flavin
chromophore.
• Photoinduced Processes: A charge transfer (CT) state is proposed to
be involved in the photochemistry of BLUF domains. Thereafter it is
desirable to gain adequate knowledge about the energetic position of
such excited states. Since the flavin moiety is expected to be locally
excited (LE state) after light exposure, there must be a way of activat-
ing the charge transfer (CT) state3. In the case of phenothiazine-flavin
dyad, a conical intersection between the two LE and CT states was
found to be the key step, hence explaining the experimental result. In
a direct comparisonwith the case of BLUF domainswe can assign the
role of an electron-acceptor to flavin and an electron-donor to the Tyr9
(phenothiazine in the dyad molecule) and therefore assume/propose
the similar photophysics as shown for the dyad system.
Furthermore by calculating the vertical excitation energies, we can
consider/rule out other electron donors in BLUF-domains, e.g. the
Trp-92. To this end, it is crucial that (i) Tyr-9, Gln-51 are treated
quantummechanically (→QM-region), (ii) the remaining residues of
the proteins are also included in the calculation (as point charges
→MM-region).
3Charge transfer states usually have very low oscillator strengths (→absorption coef-
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Figure 1.10: Different mechanisms proposed for the signaling state formation in BLUF
domains
ficient) and are therefore not directly accessible via photoexcitation
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• A short-lived flavin radical (presumably in combination with a Tyr9-
radical) has been identified experimentally. The formation of such
biradical species will be looked at in more detail in the context of
the QM/MM calculations presented in this work. One of the key
questions which can also be answered is the radical recombination
process. Experimentally, a rather short lifetime for this process is
measured/estimated and one would expect a fast pathway for the
latter process.
Several pathways for the formation and recombination of the men-
tioned Tyr•-FAD• have been suggested in the literature (see Fig. 1.10).
These include the rotation of the Gln-51 in its amine form by Gau-
den et. al.(see Fig. 1.10(a)) or in its imidic form by Domratcheva et.
al.(see Fig. 1.10(b)). Meech et. al. also suggested the isomeriza-
tion of the Gln-51 moiety (see Fig. 1.10(c)). In contrast to the first
two groups these authors proposed that the Gln-51 moiety may not
be rotated during the signaling state formation. For the dark state
structure however, they suggest a Trp-in conformation (see below).
In the results section, we show that a direct pathway for the radical
recombination is in a good agreement with the experimental results
available.
• One further issue regarding the dark and signaling states of BLUF
domains is the role of the (not strictly conserved) Trp-92 moiety. In
some of the published structures, one finds this residue to swap its
position with the highly conservedMet-94 residue in the flavin bind-
ingpocket (see Fig. 1.11). A switch between the twoTrp-in andMet-in
conformations, which most probably influences the interaction of the
BLUF domain with the output domain (e.g. AppA→PpsR[39], has
been suggested to be the main biological signal[35]. Possible stabi-
lization of the signaling state due this switch is also studied and will
be presented.
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Figure 1.11: Superposition of the Met-in structure (blue) from BlrB[34] (in green) with
the Trp-in structure (red) of AppA[49] (in magenta) BLUF domains. The Trp-Met switch
is accompanied by the change in the conformation which can be clearly seen from the
twist caused in the protein backbone in the vicinity of the these residues.
Chapter 2
QM/MMmethodes
2.1 Concept
Biopolymers such as proteins or DNA are typical systems of interest when
we study important biological processes. These entangled long chains of
covalently bound nucleic or amino acids, in combination with their native
water environment, create a rather complex system consisting of many
thousands of atoms.
Quantum Mechanics (QM)
Of course it is desirable to treat all these atoms with the laws of quantum
mechanics (QM). This means defining a wave function Ψ as a function of
time (t), electron (r) and nuclear (R) coordinates, from which any property
can be extracted after solving the time-dependent Schro¨dinger equation:
H Ψ(r,R, t) = i
∂
∂t
Ψ(r,R, t)
For a time-independent Hamilton operators, this equation is written in the
form,
H Ψ(r,R) = ET Ψ(r,R) (2.1)
with ET being the total energy of the system. H is the total Hamilton
operator consisting of kinetic and potential energy terms for the electrons
and nuclei of the system:
H = Tn + Te + Vne + Vee + Vnn (2.2)
17
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The first two terms, Tn and Te, represent the kinetic energy of the nuclei
and electrons respectively. The Vnn, Vee and Vne terms correspond to the
nucleus-nucleus, electron-electron (both repulsive) and electron-nuclei (at-
tractive) interactions respectively. We may extract an electronic Hamilton
operator, He, by subtracting the kinetic energy of the nuclei from H:
He = Te + Vne + Vee + Vnn → H = Tn +He (2.3)
We now assume, that we have the full set of solutions, ψi(r,R) (i =
1, 2, 3, . . . ,∞), to the electronic Schro¨dinger equation:
He(R) ψi(r,R) = ǫi(R) ψi(r,R) (2.4)
This allows us to write the exactwave function,Ψ(r,R), as an expansion of
the eigenfunctions, ψi(r,R), of the electronic Hamilton operator He (see for
example Ref.[50]):
Ψ(r,R) =
∞∑
i=1
χni(R) ψi(r,R) (2.5)
Here, the expansion coefficients, χni(R), are functions of the nuclear coor-
dinates only. By plugging this ansatz in the time-independent Schro¨dinger
equation, Eq.(2.1), we obtain1:
∞∑
i=1
(∇2n +He) χni ψi = ET
∞∑
i=1
χni ψi
∞∑
i=1
∇2n χni ψi +
∞∑
i=1
χniHe ψi = ET
∞∑
i=1
χni ψi
∞∑
i=1
∇2n χni ψi +
∞∑
i=1
ǫi χni ψi = ET
∞∑
i=1
χni ψi
1the explicit form of the kinetic energy operator,
Tn =
Nn∑
a
−
1
2Ma
∇2a
has been redefined, as ∇2n for simplicity.
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We can now use the orthonormality condition for the eigenfunction He
operator2 to obtain[50]
∞∑
i=1
{
2〈ψ j|∇n|ψi〉(∇nχni) + 〈ψ j|∇2n|ψi〉χni
}
+ ∇2nχnj + ǫ jχnj = ETχnj
The terms in the curly bracket are called the first- and second-order non-
adiabatic coupling elements. They represent the coupling between dif-
ferent electronic states and become important for those processes which
involve more than one electronic state, e.g. in the case of conical intersec-
tions3.
Usually we use the adiabatic approximation, where only one electronic
state is considered and all coupling terms are neglected. This means that
only the i = j terms survive. For a spatially non-degenerate wave function,
the diagonal first-order non-adiabatic coupling element is zero[50]:
〈ψi(r,R)|∇n|ψi(r,R)〉 = 0 (2.7)
This allows us to rewrite the Eq.(2.1), for a given set of nuclear coordinates
R, in the form:
(Tn + ǫ j(R) +U(R)) χni = ETχni with U(R) = 〈ψi(r,R)|∇2n|ψi(r,R)〉 (2.8)
In the Born-Oppenheimer approximation, we even neglect the diagonal cor-
rection term, U(R), and as a result the motion of nuclei and electrons are
fully decoupled. For every nuclear configuration R, we solve the electronic
Scharo¨dinger equation to obtain the electronic energy contribution, ǫ j(R).
The latter plays the role of a potential energy for the nuclear Scho¨dinger
equation,
(Tn + ǫ j(R)) χ(R) = ET χ(R) (2.9)
2In bra-ket notation this can be written as:∫
dr ψ∗i (r,R) ψ j(r,R) = 〈 ψi(r,R) | ψ j(r,R) 〉 = δi j (2.6)
3This occurs when two states of the same symmetry cross. A conical intersection seam
is defined as the region, defined by a set of structures, where the potential energy surfaces
of the two crossing states meet. This degeneracy can be lifted along two directions,
namely the gradient difference vector and the gradient of the interstate coupling vector of
the two states. Geometry optimization in the subspace spanned by all degrees of freedom
except those mentioned (→ n-2, where n is the total number of degrees of freedom), leads
to a 2-dimensional double-cone shaped PES. The point where the two cones intersect is
thereafter a n-2 ’funnel’ where two states are energetically degenerate. For more details
see Refs.[51, 52] and references therein.
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For a given electronic state, j, we allow the nuclei to move on a potential
energy surface (PES). Thermally driven reactions for example occur on the
electronic ground state PES, whereas in photochemical reactions both elec-
tronic ground and excited states are involved.
The advantage of using quantummechanics (QM) overmolecularmechan-
ics (MM) (see below), is that those electronic processes, which are of high
interest in chemistry and biology, such as bond formation, bond breaking,
electronic excitations, charge transfer, energy transfer, etc, are essentially
included in the quantum description of matter.
Furthermore any molecular property can be calculated by considering the
first, second and higher oder derivatives of the energy with respect to per-
turbations like external electric or magnetic field4. We are often interested
in the derivative of the energy with respect to nuclear coordinates, usu-
ally referred to as gradient, which is used for locating minimum energy
structures on the PES. These are stable molecular configurations and can
be interpreted as reactant and possible product(s) of a chemical reaction.
In addition, we can find saddle point(s) on the PES which correspond to
the transition state structure(s) of such a chemical reaction.
Of special interest in the context of performing geometry optimization is
the use of analytical gradients, which were first introduced by Pulay (see
Ref. [53]). This method, which relies on the assumption that the PES is
analytical (hence expandable in a Taylor series of nuclear displacements
∆R), is implemented in most of the quantum chemical codes and allows
for very efficient geometry optimization procedures.
In the QM description, the level of accuracy at which molecular properties
and chemical reactions/processes are described strongly depends on the
wave function ansatz used to solve the electronic Schro¨dinger equation.
For rather small molecules, the wave function ansatz can be systematically
improved and we can afford calculations with chemical accuracy5. For a
single conformation of a ’medium size’ protein/DNA however, it is not yet
feasible to solve the Schro¨dinger equation at a satisfactory level, let alone
scanning the potential energy surface.
Molecular Mechanics (MM)
If we are only interested in the different conformations (e.g. possible orien-
tations of amino acids in a given protein) and not in the electronic changes
4A nice overview is provided in Chapter 10 of Ref. [50]
5i.e. typical accuracy of a chemical experiment: 1 kcal/mol for relative energies and
reaction barriers and 1% error for geometrical parameters
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within our bio-system, we may treat all atoms with Molecular Mechanics
(MM). Here, every atom is characterized by a set of parameters such as
(partial) charge and van der Waals (vdW) radius. Electrons do not enter
theMM treatment explicitly, whichmeans that the last mentioned parame-
ters have to be determined/optimized in such away that the corresponding
non-bonding electrostatic and van derWaals interactions are described ad-
equately. Since the electrons are also responsible for bonding, additional
parameters such as bond, angle, and torsion force constants are also nec-
essary to account for the integrity and connectivity of the bio-system.
We have replaced the (QM) wave function ψ(r;R) with a set of (MM) force-
field parameters, hence we must redefine the potential energy surface
accordingly. The corresponding MM-PES is defined by the MM energy
which reads:6
EMM =
∑
A,B
{
ǫAB
[(
σAB
rAB
)6
−
(
σAB
rAB
)12]
+ 14πǫ0
qAqB
rAB
}
+
∑
bonds
kb (d − d0)2 +
∑
angles
kθ (θ − θ0)2 +
∑
torsions
kφ[1 + cos(nφ + δ)]
(2.10)
This energy expression allows us to compute the (MM) energy for large
systems, say biological macromolecules like DNA or protein, at a very low
computational cost. Having an initial structure of a protein, we can use
the energy expression above to find the nearest localminimum on theMM-
PES. Ideally one would like to find the energetically lowest minimum, i.e.
the global minimum, but this is an impossible task for large systems like
proteins. Force fields are therefore used to scan some parts of the PES and
sample a set of local minima or an ensemble of structures. Properties of the
system under study can be then extracted from ensemble averages7.
There are several techniques which can be used for sampling (see Ref. [55]
and references therein). The choice of the method strongly depends on the
type of force field being employed and the size of the system (or number
of degrees of freedom involved). Systematic search methods, which allow
6For the terms in curly brackets, the summation runs over non-bonded pairs. σAB and
ǫAB are the vdW parameters and rAB is the non-bonded distance. q is the atomic partial
charge. d0, θ0, φ0 are values for the equilibrium bond distances, angles and torsions
respectively. For a more detailed description of these terms and parameters see Ref.[54]
and references therein.
7Ensembles are characterized by the parameters which have been kept fixed during
the simulation. These include number of particles N, energy E, volume V, temperature
T, pressure P and chemical potential µ. Depending on the combination of fixed parame-
ters we can create Canonical, Micro-canonical, Isothermal-isobaric and Grand-canonical
simulations.
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for the complete scan of the PES, are only feasible for very small molecules.
Instead one can use random searchmethods likeMonte-Carlo (MC),where
the occurrence of the conformation produced (randomly) by the algorithm,
at temperature T, is proportional to its Boltzmann factor, exp(− ∆E
kBT
)[55].
Another way to sample the conformation space is to add dynamical effects
to the system. This can be done by applying Newton’s (→molecular dy-
namics simulation, MD) or Langevin’s (→stochastic dynamics simulation,
SD) equations to the motion of the atoms. By integrating these equations
over time, we obtain a sequence of structures, the so called trajectory, which
results from the propagation of the initial structure on the PES.
In MD (or SD) simulations the size of the integration time step has to be
short enough to capture the vibration of the fastest particle in the system,
e.g. hydrogen atoms. Therefore a time step of 1 fs is used in classical
MD simulations. By fixing the hydrogen atoms, e.g. by using the SHAKE
algorithm[56], it is nowadays possible to extend the time step and per-
form longer simulations. Although we are still unable to scan the whole
conformation space, but if the duration of simulation, i.e. the number of
integration steps, is long/high enough, it is possible to collect structures
which aremore or less representative for at least some part of conformation
space8.
Quantum Mechanics/Molecular Mechanics (QM/MM)
The whole concept of the Quantum Mechanics / Molecular Mechanics
(QM/MM) scheme, initiated by the work of Warshel and Levitt[58], is
based on combining the advantages of both QM and MM treatments of
matter. Within this approach we can afford to study relatively larger
systems and at the same time havemade a compromise between feasibility
and accuracy[59, 60, 61, 62, 63].
The basic idea is to separate the system into a QM and a MM section. The
QM part, or the inner region I (see Fig. 2.1), contains those atoms which
will be handled with quantum mechanics (i.e. using a wave function). It
is evident that this region should contain the active center of a chemical
reaction. The second part, the outer region O, consists of those atoms
which are to be treated classically (via predefined parameters). Since we
may have to cut through covalent bonds in defining a QM region, we
8A further method is the simulated annealing[57]. Here we start a MD (or MC)
simulation at very high temperatures which allows us to scan all of the conformation
space. The temperature is gradually reduced, hence trapping the structure in aminimum.
In order to find the global minimum, one would have to reduce the temperature infinitely
slowly. This on the other hand implies an infinitely long simulation which is practically
impossible.
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Figure 2.1: Schematic view of a large molecular system which can be divided in to QM,
MM and Link regions.
usually introduce a third region, the so called link region L. This is used to
cap the broken bonds and its treatment strongly depends on the QM/MM
scheme being employed.
There are two main QM/MM schemes, namely additive and subtractive,
which differ in the way that the energy expression for the total energy
of the system, E T
QM/MM, is defined. In the subtractive scheme, the total
QM/MM energy is defined as
E TQM/MM = E
I+O
MM − E
I+L
MM + E
I+L
QM (2.11)
In order to compute this energy, we first calculate the MM energy of the
whole system (without any link region!). The MM and QM energies of
the inner and link regions are then calculated respectively and plugged
into the Eq.(2.11). The method is rather simple to implement as there
are no modifications to the QM and MM codes required and there is no
explicit QM-MM coupling term to be calculated9. A disadvantage of the
subtractive scheme is that the non-bonding interactions between the inner
and the outer region are treated at theMM level (first term of Eq.(2.11)). For
example the electrostatic interactions, which change dramatically during
a chemical reaction (for both thermal and photochemical reactions), can
not be described by the fixed partial charges of the inner and outer atoms.
Furthermore the QM charge density is not polarized by the MM/outer
region10. More sophisticated subtractive schemes such as IMOMO[64] or
ONIOM[65], have been suggested by Morokuma and coworkers. These
schemes include additional QM-MM coupling terms and partially solve
the last mentioned problems.
9QM-MM coupling terms represent the interaction between the atoms in the QM and
MM regions.
10The outer region does not enter the third term of Eq.(2.11).
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In the additive QM/MM scheme the total QM/MM energy of the entire
system is written in the form
E TQM/MM = E
O
MM + E
I+L
QM + E
I,O
QM−MM
(2.12)
Here, E O
MM
is the MM energy of the outer region and E I+L
QM
, the QM energy
of the inner and link regions. The third term, E I,O
QM−MM
, is the QM-MM
coupling term and represents the interactions between the inner and outer
atoms11. These include QM-MM electrostatic, QM-MM van derWaals and
QM-MM bonding terms.
The electrostatic coupling can be defined at different levels of theory. In a
mechanical embeddingwe treat the electrostatic interactions at theMMlevel
which corresponds to the subtractive scheme. In an electrostatic embedding,
the QM energy is calculated in the presence of the (MM) point charges
which enter the Hamiltonian as one-electron terms:
HˆelQM−MM = −
∑
i
∈QM
∑
A
∈MM
qA
|ri − RA|
+
∑
α
∈QM
∑
A
∈MM
qAZα
|Rα − RM|
(2.13)
where qA and RA are the charge and position of the MM atoms. ri is the
electron coordinate and the summation runs over all electrons. Zα and Rα
the nuclear charge and position of a QM atom.
The advantage of such a scheme is that the QM region is polarized by the
MM region12. Furthermore the MM energy of the inner region will not
be calculated, hence no force field parameters for the atoms of the inner
region are required.
Another option is to use a polarized embedding which involves polarizable
force fields. Here we employ flexible MM point charges which can be
influenced/polarized by the QM charge density[59].
The QM-MM van der Waals interactions, due to their short-range nature,
are not as problematic as the electrostatic ones. Although every inner atom
is in vdW interaction with all outer atoms, but only the close inner-outer
pairs exhibit significant energy contribution. The Lennard-Jones potential,
as seen Eq.(2.10), is typically used to calculate the QM-MM vdW coupling
which corresponds to a pureMM treatment of this interaction. One should
say that we are still facing the problem of changing vdW interactions dur-
ing a chemical reaction. But the errors caused in such treatment can be
11Note that here, in contrast to the subtractive scheme, the QM-MM coupling is explic-
itly included in the energy expression.
12This leads to over-polarization of the QM region of MM boundary atoms if we were
to cut through a covalent bond. Possible solutions are discussed in Ref.[59].
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reduced by expanding the QM region and thereafter lowering the number
of ’sensitive’ QM atomswhich are in vdW interactionwith the outer region
atoms. Possible ways of introducing a link region and the treatment of its
electrostatic/vdW/bonding interactions with the QM region is illustrated
in Ref. [59] and will not be discussed here. In addition, a valuable survey
of biomolecular QM/MM studies can be found in Ref. [59].
A detailed coverage of the different aspects in quantum chemical calcula-
tions, molecular dynamics simulations and QM/MM calculations has been
avoided here as there are enough good reviews and books on these topics.
The remainder of this chapter is meant to provide a short tutorial, based on
personal experience gained as part of the PhD project, which might help
beginners set up and perform similar QM/MM calculations.
2.2 Preparation of QM/MM input structures
It is recommended to use an experimentally determined structure as an
starting point for the QM/MM calculations. The main reason is that a
global optimization of the structure of a biomolecular system such as
DNA or protein is very a demanding task13. One has to bear in mind
that an experimentally determined structure represents only one possible
conformation which may have been strongly influenced/dominated by the
conditions imposed by the experiment (e.g. pH, temperature, pressure,
chemical additives, etc). In other words, we may regard this structure as a
single point on the PES under certain experimental conditions14.
In order to probe other regions of the conformation space, with the hope
of finding other stable conformations/local minima, barriers need to be
overcome. These barriers can be surmounted by introducing and conse-
quently raising the kinetic energy of the system during the simulation. The
ensemble of structures obtained from a simulation can be used to select
input structures for the QM/MM calculations.
In this project, wehaveperformedMDsimulations at constant temperature
and volume conditions (→ NVT) which yield canonical ensembles. In the
following, steps taken to create such an ensemble, as employed to study
13Having a sequence of amino acids, one can try to follow the folding pathway of the
corresponding protein by performing molecular dynamics simulations. We can assume
that theprocess of foldingoccurswithin 1µs - 0.1 s[55]. Thenumber ofMDsteps, assuming
that we know the folding pathway in advance!!, is in the order of 109-1014 and requires
enormous computer resources and months of simulation.
14to be more exact it is a local minimum in which the system has been trapped.
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BLUF domain proteins are outlined. The MM-code CHARMM[66, 67, 68,
69, 70] was used in this study since an MM-interface for CHARMM pa-
rameters, DL POLY[71], is already implemented in the QM/MM interface
ChemShell[72]. Helpful commands used in the CHARMMandChemShell
packages are printed in TYPEWRITER and SANS-SERIF formats, respec-
tively.
1. Initial structure: If the initial geometry of the protein (or DNA) is to
be extracted from an x-ray diffraction experiment, hydrogen atoms
are not resolved and these have to be added manually. MM codes
like CHARMM have built-in modules for this purpose(HBUILD).
An important issue to mention at this stage is the protonation state
of amino acids whenworking with crystal structures of proteins. De-
pending on the quality of the experimentally resolved structure, one
may have to change the protonation state of certain amino acids15.
The change of protonation can be carried out using the built-in mod-
ules of the corresponding MM codes (PATCH).
A further aspect to keep in mind is that the whole system should
preferably be kept electrostatically neutral16.This avoids ’dragging’
an unnecessary total non-zero charge in the MM part of the QM/MM
calculations, which is problematic if the QM region and the amino
acid with the ’unbalanced’ charge happen to be too close to each
other.
2. Solvent constraint: Solvent molecules (in most cases water) should
be added to the structure. A box or sphere (depending on the
boundary conditions which are to be imposed), containing solvent
molecules are superimposed on the initial bio structure17. Those
water molecules which are either strongly overlapping with, or too
close to the protein atoms, are removed. In the case of a DNA chain,
counter ions (K+ or Na+) should also be added. If a water box is used
for solvation, periodic boundary conditions should be enforced, so
that no water molecule is allowed to ’escape’ the system during the
15If there are no clear hints for a different protonation state than stated in the pub-
lished structure, one can also consider all possible H-bonding networks and minimizing
the energy of their corresponding structures. The protonation state in the most sta-
ble conformation should be then used in the simulations. Additionally, programs like
PROPKA (http://propka.ki.ku.dk/ drogers) or WHATIF (http://swift.cmbi.kun.nl/whatif)
can be used to predict the pKA values.
16This can be done by appropriate protonation of residues in the close neighborhood of
the charged amino acids.
17For this purpose, the water clusters in the box or sphere should be pre-optimized.
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simulation. As for the water sphere which was employed in this
study, a harmonic potential is imposed on all atoms on the surface of
the sphere18. Note that this constraint should be applied throughout
the MM calculations and it may only be lifted at the QM/MM stage
where the MM atoms, specially those at the system boundary which
should ideally be far from the QM region/atoms, are not expected to
change their positions dramatically.
3. Force Field parameters: After adding the complementary atoms
(hydrogen, cations, solvent molecules, etc), force field parameters
have to be assigned. Special care has to be taken when dealing
with substrate-protein interaction, which is a typical case studied by
QM/MM calculations. Although force field parameters are available
for amino or nucleic acids[66, 67], this is not always the case for the
substrate. There are two possible solutions to the problem.
(i) The parameters may have to be determined. Here it is absolutely
crucial to obtain the parameters in the same manner as they were
determined for the amino or nucleic acids19.
(ii) The parameters can also be ’reconstructed’ from those available
by analogy. For a given atom in the substrate, we consider its bond-
ing partners or its connectivity (and possibly its charge). Having the
’chemical environment’ of the chosen substrate atom in mind, we
shall then have to find an atom type from the list of atom types al-
ready defined by the force field (e.g. parameters/atom types assigned
to amino acids or nucleic acids), which matches our desired speci-
fications. As an example, the parameters used for the isoalloxazine
part of the flavin-mono-nucleotide in the QM/MM study of BLUF
domains, is presented here (Fig 2.2 and Tab. 2.1).
4. Initial geometry optimization (MM level): Once the structure and
the parameters are available, an initial geometry optimization should
be carried out. Hereby the biomolecule-solvent complex is allowed
to find its nearest minimum energy conformation. This step removes
any bad contacts within the biomolecule induced by the experiment
(e.g. crystallization). In addition any unfavorable interaction be-
tween the solvent molecule (and perhaps counter ions when study-
ing DNA) and the biomolecule can be removed. In the case of BLUF
18The MMFP option of CHARMM is rather useful for this purpose.
19Detailed information how the CHARMM force field parameters are obtained can be
found in Ref.[66].
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Figure 2.2: The atom names of the FAD chromophore.
Name Type δq Res. Name Type δq Res.
N1 NN3 -0.66 CYT C1’ CN8 -0.18 Rib
C2 CN1 0.52 CYT H1’ HN8 0.09 Rib
O2 ON1 -0.49 CYT H1” HN8 0.09 Rib
N3 NN2 -0.46 URA C2’ CN7 0.14 Rib
H3 HN2 0.36 URA H2’ HN7 0.09 Rib
C4 CN1 0.53 URA O2’ OH1 -0.66 Rib
O4 ON1 -0.48 URA HO2’ H 0.43 Rib
C4A CN2 0.36 GUA C3’ CN7 0.14 Rib
N5 NN3 -0.66 GUA H3’ HN7 0.09 Rib
C5A CN2 0.36 GUA O3’ OH1 -0.66 Rib
C6 CN3 -0.115 PHE HO3’ H 0.43 Rib
H6 HN3 0.115 PHE C4’ CN7 0.14 Rib
C7 CN3 0.00 PHE H4’ HN7 0.09 Rib
C7M CN9 -0.27 ALA O4’ OH1 -0.66 Rib
H71 HN9 0.09 ALA HO4’ H 0.43 Rib
H72 HN9 0.09 ALA C5’ CN8 -0.08 Rib
H73 HN9 0.09 ALA H5’ HN8 0.09 Rib
C8 CN3 0.00 PHE H5” HN8 0.09 Rib
C8M CN9 -0.27 ALA O5’ ON2 -0.62 Rib
H81 HN9 0.09 ALA P P 1.50 Rib
H82 HN9 0.09 ALA O1P ON3 -0.68 Rib
H83 HN9 0.09 ALA O2P ON4 -0.82 Rib
C9 CN3 -0.115 PHE O3P ON3 -0.82 Rib
H9 HN3 0.115 PHE H3T HN4 0.34 Rib
C9A CN2 0.36 GUA
N10 NN2 -0.05 ADE
C10 CN2 0.31 GUA
Table 2.1: The CHARMMparameters constructed for the (FMN)where the atomnames,
types and partial charges δq are given. The origins of the assigned types and charges are
also given (abbreviated names for the nucleic and amino acids, GUA = Guanine, ALA =
Alanine, Rib = ribityl side chain in nucleic acids, etc.). Usually, for a given atom type, the
choice of partial charge in unique. For the special case of FAD however we had to modify
some of the partial charges slightly (e.g. N5-atom). The reason is that all the partial
charges defined for a residuemust add up to the total charge assigned to that residue and
the default partial charges do not fulfill this condition automatically. This modification
should be rather safe, as long as the atomswith suchmodified partial charges are not inH-
bonding interaction (for QM/MM calculations, where the flavin and its closest neighbors
are treated quantum mechanically, this change should not make much difference).
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domains, this initial geometry optimization was separated into dif-
ferent stages:
(i) All atoms expect hydrogens were kept fixed. This allows for the
adaptation of these lightest particles to the heavier atoms to which
they are attached during the protonation step.
(ii) The substrate, here being flavin, was then allowed to relax its
structure to the structure of the protein.
(iii) Now the geometry of the whole system can be relaxed. Option-
ally, the protein backbone atoms can be constrained and then allowed
to relax in second step.
5. Heating and equilibration (MM level): As mentioned earlier, in or-
der to find other conformations it is necessary to perturb the system
from its initial conditions and allow it to propagate in the conforma-
tion space by assigning momenta/velocities to all atoms. The kinetic
energy of the system, Ekin, is distributed among all atoms and is
related to their assigned velocities vi(t) via the relation
Ekin(t) =
∑
i
1
2
mi v
2
i (t) =
1
2
N kBT(t) (2.14)
This relation can be used to define the temperature, T, for a system
with N degrees of freedom. This temperature can be raised/lowered
at any time during the simulation by rescaling the velocities of the
particles accordingly. To begin with we can set the temperature to
50K (FIRSTT) and raise it gradually (TEMINC) at certain time intervals
(IHTFRQ) until the final (room) temperature is reached (FINALT).
The backbone of protein/DNA should not be allowed to change its
conformation drastically during the course of heating as this may
lead to unrealistic structures. In order to avoid such effects, con-
straints can be applied to the backbone atoms by keeping them in a
harmonic potential with a high force constant (CONS HARM). The back-
bone constraints may be gradually lifted once the temperature has
reached the desired level. At this last stage, the structure has been
adapted to the room temperature conditions (equilibration) before
we start with the actual ensemble production MD-stage.
There is an important issue which has to be addressed before going
to the next step. There is a high probability that the water box/sphere
which has been used to solvate the biomolecule is deformed dur-
ing the equilibration run. Cavities can be created by the backbone
and/or the residues as a result of the conformational changes. If these
cavities are of hydrophilic nature (i.e. with high hydrogen bonding
CHAPTER 2. QM/MMMETHODES 30
capability), then water molecules fill these empty spaces, leading to
the deformation of the solvent box/sphere. It is therefore recom-
mended to re-solvate the biomolecule by superimposing the present
structure with the initial water box/sphere and remove the overlap-
ping water molecules. One should then repeat the whole procedure
from the heating/equilibration stage. This cycle should be repeated
until no (or at least only few) water molecules are necessary for the
re-solvation process.
6. MDSimulation/Production Run: In the production stage of the MD
simulation we allow the system to evolve with time. For a canonical
ensemble we need to keep the volume and the temperature con-
stant. The volume is controlled by the harmonic potential imposed
on the water molecules on the border of the solvent sphere as de-
scribed previously. In addition a thermal bath is introduced in the
simulation which can regulate the temperature via thermal coupling
(TCOUpling)20 . The allowed deviation from FINALT can be specified
using the TWINDH and TWINDL commands.
The issue usually raised here is the duration of the MD production
run. Of course the longer the simulation, the higher the chance
of sampling structures which are uncorrelated with those already
present in the trajectory. In QM/MM calculations, we are usually
interested in the chemical processes which occur in the inner/QM
region. We therefore prefer to sample structures which either differ
in the conformation of the inner region or in the interaction between
the inner and outer regions. Finally we have to pick out structures
from the trajectory which are then used for the QM/MM input calcu-
lations21
7. Final minimization (MM level): After choosing a set of structures
from the MD run, a further and final geometry optimization, at the
force field level of theory, is necessary. The reason is that these
structures are only snapshots taken from the trajectory and do not
represent a minimum energy geometry.
Furthermore huge savings can be made on the CPU time during the
QM/MM geometry optimization. We assume that those MM atoms
far enough from the QM region are not affected by the QM region
20For example the excess energy, leading to temperatures higher than FINALT, is ab-
sorbed by the bath.)
21There are severalways for choosing the structures. These include systematic stratified
sampling, random stratified sampling and coarse grained sampling[50].
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in the QM/MM calculations and are therefore subject to pure MM
interactions. We can further assume that a rather large number of
MM energy and gradient steps are needed (say 2000) to optimize
the geometry of this specific part of total system. If the structure
obtained from theMDrun is useddirectly in theQM/MMcalculation,
one would have to carry out at least the same number of QM/MM
energy and gradient steps. Considering that the QM step is the most
expensive part of a QM/MM calculation, it is therefore not desired to
perform 2000 QM/MM steps which can otherwise be avoided by just
pre-optimizing the structure at the MM level of theory.
2.3 ChemShell interface
TheChemShell package[72, 73] provides an environment for the communi-
cation between different QM andMM codes during a QM/MM calculation
(see Fig. 2.3). Based on the Tcl interpreter[74], it is possible to transfer
or translate (changing the format of the output/input data) the necessary
data such as coordinates, energy values, QM- and MM-gradient vectors,
point charge field and force field parameters from one code to another.
It also contains helpful built-in modules which can be used to setup and
perform QM/MM calculations. These include adding link atoms (capping
hydrogen), calculation of QM-MM coupling terms, enforcing constraints
on bond length, bond angle, dihedral angles, etc. One of the most impor-
tant features is the ability to perform geometry optimizations.
In this project, the ChemShell interface was used to carry out single point
QM/MM energy calculations and QM/MM geometry optimization with
andwithout restraints. Slightmodificationsweremade to theTURBOMOLE-
interface such that geometry optimizations of excited states at the TD-DFT
level of theory could be carried out22.
2.4 QM/MMGeometry optimization setup
ChemShell provides several optimizer modules, which depending on the
size of the system and type of structure search (e.g. minimum energy or
saddle points) can be used. For large systems with expensive QM-steps,
the HDLCO-ptmodule is recommended. For this purpose a set of residues
(not to be mixed with the usual definition of a residue in a protein/DNA)
22the ChemShell script was mainly forced to read excited state energy and gradient
instead of the corresponding values of the ground state.
CHAPTER 2. QM/MMMETHODES 32
Figure 2.3: Communication between different parts of QM and MM calculations pro-
vided by ChemShell. QM and MM codes for which an interface is currently avail-
able include: GAMES-UK, MNDO04, MOPAC, TURBOMOLE, Gaussian, MOLPRO,
Orca, NWChem, DL-POLY, CHARMM, GROMOS and GULP. For more information see
www.chemshell.org
is defined by reading the Cartesian coordinates of the system23. Within
each residue, delocalized internal coordinates[75] are defined and used for
the optimization procedure. ChemShell also carries out the transformation
between Cartesian and delocalized internal coordinates.
In practice, it is not necessary to optimize the geometry of the whole
system and one may define a region (containing QM, Link andMM atoms)
around the chemically active part for which the geometry optimization
should be carried out. In the case of BLUF domains for example, we took
all protein residues andwatermoleculeswhich lie within a sphere of about
25Åaround the flavin chromophore. In order to declare those atoms which
should be optimized, the keyword active atoms is used. For atoms which
should be kept fixed, the keyword frozen is used instead. The QM region
(i.e. list of QM atoms) is defined by the keyword qm region (for the choice
23once the keyword residues is set, ChemShell will use the connectivity and define the
required residues automatically
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of QM region and termination, see further below).
The convergence criteria can be set manually (see ChemShell manual), but
the default settings (HDLC: Gradient-RMS 0.3E− 03, Cartesian: Gradient-
RMS 0.3E − 03) is sufficient in most cases.
Figure 2.4: The cycle used in QM/MM geometry optimization calculations.
2.5 Choice of QM region
The choice of QM atoms (→QM region) is a further issue which has to be
dealt with great care. Those atoms being directly involved in a chemical
reaction, hence undergoing significant changes in their electronic state,
should be the main part of a QM region. For example if an electronic
excitation of charge transfer character is studied, both electron-donor and
electron-acceptormolecules/residues should be included in theQM region.
These changes will certainly have influence on the neighboring atoms,
which should ideally be described at the QM level too. One may also
consider adding those residues to the QM region which interact with the
chemical region of interest via hydrogen bonding. In the case of strong
electrostatic interactions, e.g. between counter ion and ribose in the case
of DNA, it is recommended to include both sides in the QM region.
Another important aspect is the termination of a QM region, or in simple
words the question of how and where to cut a QM region. First of all
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Figure 2.5: Point charges defined for the ILE residue in CHARMM. The residue is divided
into different groups (shown in squares). In each group the point charges of the atoms
are chosen such that the net charge is a rational number. Total charge of the residue is the
sum of all these net charges.
one should avoid cutting through a polar (e.g. C-O or C-N) bond, or an
aromatic system (e.g. benzene ring), instead ’innocent’ unpolar C-C bond
should be broken. One should alsoverify that nonet charge is being created
on the MM side. In CHARMM for example the point charges of the atoms
in each residues is distributed in small groups of net zero charge (Fig. 2.5)
and it is recommended not to disturb these charge groups. The dangling
bonds in the QM region should now be capped. A popular approach is to
use the so called link atoms which are mostly hydrogen[76].
2.6 Choice of QM theory: Ground state
In principle there is a wide range of methods for describing the electronic
groundstate and theyareusually categorized into semi-empiricalmethods,
electron-density based methods (mainly Density Functional Theory/DFT)
and wave function based methods. A nice overview of all these methods
can be found in Ref. [50].
The main challenge is to provide a correct description of non-bonding in-
teractions which govern biologically relevant system such asDNA, protein
and evenwater. These electrostatic (e.g. ionic, hydrogen bonding, induced
electrostatic) anddispersive (stacking interaction) interactions however are
not fully covered by all of the above mentioned QM methods.
Density functional theory[77], due to its much lower computational cost
compared with wave function based approaches (post-HF [78]), has be-
come a very popular method for both gas-phase QM and QM/MMground
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state calculations. Unfortunately the mostly used functionals of DFT
(mainly B3LYP) are known to have problems describingweak/non-bonded
interactions (see Ref.[79] and references therein). Indeed the performance
of DFT is not so bad when it comes to predicting hydrogen bonding
strength (→H-bond length). But this in fact is due to a cancellation of
errors. The latter however is not capable of producing tolerable results for
long range van derWaals dispersive interactions24. Attempts made to cure
this problem of DFT has been discussed in a recent review by Cˇerny´ and
Hobza[83].
An alternative way would be to use pure ab initio methods[78] such as
Møller-Plesset perturbation theory (MP) and Coupled Cluster (CC) theory,
which show improvements with respect to Hartree-Fock (HF) ansatz in all
aspects as they include systematic electron correlation25. Singles and Dou-
bles coupled cluster theorywith perturbative treatment of triple excitations
(CCSD(T)), if extended basis sets are employed, is a sufficiently accurate
way to compute interaction energies and hence suitable for benchmarking
purposes[88]. Møller-Plesset perturbation theory of second order (MP2),
the cheapest ab initio method which includes electron correlation, tends
to overestimate dispersion energy. An empirically corrected form of MP2
has been proposed by S. Grimme, where the correlation energy contribu-
tion of an electron pair with parallel spin scales differently from that of a
pair with anti-parallel spin[89]. The so called spin-component-scaled MP2
(SCS-MP2) method, which is no longer an ab initio method, yields results
which are in most cases26 comparable with those obtained from the much
more expensive CCSD(T) method[91].
In contrast to DFT methods where the computational cost of energy and
gradient calculations is not a big issue, we usually face rather time consum-
ing calculation steps in the case of high levelwave-function basedmethods.
Of course this ismainly due to the fact that post-HFwave functions include
24There are new functionals developed (see for example Ref. [80]) which are meant
to cure this problem. Grimme suggested to combine the DFT description with an ex-
plicit R−6 term[81] which describes the interatomic dispersive interaction. Morgado et.
al.have compared the results obtained with DFT-D with those from high level ab initio
calculations[82].
25Thesemethods are all valid for single reference cases, i.e. no biradical, charge transfer
or transition state is involved. Otherwise multi-reference variation of these methods, like
CASSCF, CASPT2, MR-CI or MR-CC, should be used[84, 85, 86, 87].
26A recent study by Bachorz et. al.[90] has shown that the SCS-MP2 approach is not
suitable for cases where the hydrogen bonding and π− π stacking are competing against
each other. SCS-MP2 reduces the interaction energyof both stacked andhydrogen bonded
dimers. This is an improvement for the stacked dimer, but not for the hydrogen-bonded
dimer
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more than just one slater determinant (→many-electron-configurations).
Moreover, if the canonical, and thus delocalized, HF molecular-orbitals
are used to span the configuration space, we end up with an unfavorable
scaling behavior of these methods with respect to the number of atoms
present in the system.
One of the promising solutions to this problem is to use local (HF) molec-
ular orbitals (MOs), obtained by a unitary transformation of the conven-
tional/standard canonical MOs[92]. The argument here is that dynamic
correlation effects, missing in the HF approximation, are short-range ef-
fects (for non-metallic systems) and the computational cost for treating
them should therefore grow asymptotically only linearly with the size of
the system[93]. By exploiting this feature, one can now perform local MP2
(LMP2)[94], CCSD (LCCD)[95] and CCSD(T) (LCCSD(T))[96], single point
energy calculations27 for which the computational effort grows linearly
with the size of the molecular system. Another advantage of using local
correlation methods is that they are almost free of the basis set superpo-
sition error (BSSE) and as a result no counterpoise correction to eliminate
the error is required[98].
Although geometry optimization at the CCSD or CCSD(T) (and their lo-
cal versions) is not yet possible, efficient MP2 and Local-MP2 gradients
are already implemented in some of the currently available QM-codes.
Perhaps the best choice for geometry optimization is the DF-SCS-LMP2
method[99], which has the advantages of density fitting28, local and SCS
approaches[88].
2.7 Choice of QM theory: Excited state
There are several ab initio approaches available for treating excited states.
Due to size and number of the molecules which play a role in a biochem-
ical process however, most of the accurate methods are not applicable. In
this project two different methods, namely Time-Dependent Density Func-
tional Theory (TD-DFT)[103, 104] and time dependent second-order approximate
coupled cluster singles and doubles model (TD-CC2)[105, 106], were used to
perform excited state calculations.
In both of thesemethods, linear response theory is used to obtain excitation
27see Ref. [97] for a case study, where the barrier of an enzymatic reaction was deter-
mined with local method.
28A further saving on CPU time (mainly for calculating repulsive two electron inte-
grals) can be made with the help of the density fitting (DF) or resolution of identity (RI)
approximation. For further details see Refs. [100, 101, 102] and references therein.
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energies. Response methods in general can be used to obtain molecular
properties of a system under static or time-dependent perturbations. The
advantage of such a formalism is that the excitation energies and the cor-
responding properties of the excited states are obtained indirectly as a
property of the electronic ground state and no direct reference to the ex-
cited state (and its wave function) is needed. For example it can be shown
that electronic excitation energies are the poles of the frequency dependent
ground state polarizability, which is the linear response of the dipole mo-
ment of the system subject to external electric field. The oscillator strengths
of the corresponding excitations are the residues of the frequency depen-
dent polarizability.
Although TD-DFT is computationally much more favorable that TD-CC2,
it has its limitations. One of the commonprocesses encountered in photobi-
ology is the photo-induced charge transfer (CT) and it is well documented
that TD-DFT is not reliable in this respect (see Ref. [107] and references
therein). Compared with the valence excited states, the vertical excita-
tion energies obtained for CT states are underestimated. This is caused
by the self-interaction error in DFT, which becomes dominant if local-xc
functionals (LDA,BP86,BLYP) are used. By adding fractions of exact HF-
exchange[108] (→B3LYP or BHLYP functionals), it is possible to improve
the CT excitation energies. The TD-DFT optimized geometries of the CT
excited states are less affected by the self-interaction error[109] and there-
fore reliable.
The TD-CC2 approach, based on linear response coupled cluster (LR-CC)
theory[110], delivers vertical excitation energieswhich are typically correct
within 0.3eV[111, 106]29.
The strategy which we have employed throughout this project is now
briefly described. We are mostly interested in the reaction path on the
charge transfer excited state30. This reaction path can be defined by n con-
straints (e.g. fixedvalues for the internal coordinates suchasbonds/stretches,
angles/bends, dihedral angles/torsions and their linear combination(s)),
which are imposed on the structure of the molecule during the course of
the geometry optimization. By relaxing the geometry in all directions, ex-
cept those definedby the constraints, we reduce themotion of ourmolecule
29This is only true for excited state which are dominated by single excitations from the
reference determinant[112]. A recent work by Schreiber et. al. compares the CASPT2,
CC2, CCSD and CC3 methods for vertical excitations based on benchmark calculations
carried out on a set of medium sized organic molecules[113].
30In flavin basedphotoreceptors studied here,we have shown that a conical intersection
between the locally excited state of flavin and the charge transfer state, is responsible for
the activation of the latter[114, 45]. See chapters 3 and 4 for more details.
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on the multi-dimensional PES down to a (lower) n-dimensional surface.
The cheap TD-DFT method, due to its rather reliable excited state geome-
tries (even for the CT state as mentioned above), can be used for this
purpose. The reaction path obtained here, although having the a more or
less ”correct topology”, is energetically underestimated. In order account
for this error, we perform vertical excitation calculation at the TD-CC2
level for every TD-DFT relaxed structure on the reaction path. We this ap-
proach, we can identify structures on the CC2-based CT potential energy
surface without having to perform excited state geometry optimization at
the rather expensive CC2 level.
Chapter 3
Phenothiazine-Flavin Dyad
3.1 Introduction
With the aim of mimicking the function of a blue-light photoreceptor of
cryptochrome type, a molecular arrangement of covalently linked pyrene,
isoalloxazine and phenothiazine dye units (see Fig. 1.4(b)) was synthe-
sised byDaub and coworkers[22]. Pyrene acts as an antenna, isoalloxazine
(flavin) as an electron acceptor/redox mediator and phenothiazine is the
electron donor of the system. The role of phenothiazine as an electron
donor has been studied before[115]. Flavin-related dyes have been under
investigation in the context of redox-enzyme mimetic[116, 117] or mod-
elling natural photosynthesis[118]. In general similar types of molecular
systems have been looked at over the years with the aim of improving
our understanding of the electron transfer processes as well as developing
molecular devices such as optical switches[119, 120, 121, 122, 123] or com-
ponents for organic emitting diodes (OLEDs)[115, 124].
In the present work we are interested in the phenothiazine-phenyl-iso-
alloxazine dyad which is the donor-acceptor part of the proposed arrange-
ment (see compound 3 in Ref[22]). Spectroelectrochemistry measurements
carried out on this dyad[30] show the formation of a radical cation with
the oxidation localised at phenothiazine and a radical anion with the re-
duction at the isoalloxazine subunit. Fluorescence measurements on this
dyad show an extremely low fluorescence quantum yield (ΦF = 0.0005)
upon excitation in the long wavelength band (463 nm = 2.68 eV), an indi-
cation for an efficient fluorescence quenching of the isoalloxazine moiety.
In the time-resolved fluorescence measurements published by Schneider
et .al.[30] the short living component could not be resolved and only a long
living component of 6 ns was reported.
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More recent time-resolved measurements[24] determine a bi-exponential
decay with a fast component of 600 fs and a slow component of 4.5 ns. A
semi-empirical AM1 study on these dyads and triads has been reported
before by Clark and coworkers [30, 31, 32]. Furthermore, the excited states
of flavin and related molecules (uracil, isolumazine and lumiflavin) have
been studied by Neiss et.al [125, 126] whereas for phenothiazine and its
derivatives there are to our best knowledge only semi-empirical, DFT and
HF calculations of the ground state available in the literature [127, 128, 129].
Here we present the results of an ab initio study on the excited states of
the phenothiazine-phenyl-isoalloxazine dyad, which was slightly simpli-
fied for our calculations (vide infra). We have employed a combination of
Time-Dependent Density Functional Theory (TD-DFT)[130, 131, 132, 109]
on the one hand to optimise excited state geometries, and Coupled Cluster
(CC2) Linear Response Theory[133, 134, 135, 105] to obtain reasonably ac-
curate excitation energies. The underlying assumption is that equilibrium
structures are much less affected than excitation energies by the notorious
self-interaction problem of DFT for Charge Transfer (CT) states. Our cal-
culations reveal a conical intersection between a Locally Excited (LE) and
a (CT) state, which we assume to be the origin of the short lifetime and
fluorescence quenching observed in the experiments mentioned above.
The fact that conical intersections[136, 137, 138] are important for the pho-
tochemistry of organicmolecules is nothing new and has been investigated
over the years in different systems in combination with various ab initio
methods[139, 140, 141, 142, 143, 144, 145]. Conical intersections of excited
states with the ground state provide highly efficient deactivation chan-
nel/funnels for the radiationless decay of these excited states. Nature thus
exploits conical intersections of this type to stabilise vital biomolecules
such as DNA against photo-degradation[146]. Theoretical and experimen-
tal investigations carried out on 2-aminopyridine dimers[147] mimicking
Watson-Crick base pairs in DNA show a proton transfer step connecting
the locally excited and charge transfer states with the ground state through
two conical intersections[147, 148]. The short lifetime of the excited state
(65±10ps) observed [147] in this system reveals the importance of such fast
radiationless decay mechanisms which protect the living organism from
the UV part of the sunlight. Similar situations are also encountered in
studies on guanine-cytosine base-pairs[149, 150], 9H-Adenine isomer[151]
and salicylic acid[152].
Furthermore conical intersections between two excited states may deter-
mine the photophysical behaviour of manymolecules. One frequently dis-
cussed example of this type is 4-(Dimethylamino)benzonitrile (DMABN)
which has been studied extensively both experimentally and theoretically
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Figure 3.1: phenothiazine-phenyl-Isoalloxazine dyad.
(cf. Ref [153] and references therein). A CI between two excited states of
different character, an LE and a CT state is responsible for the dual fluo-
rescence of this molecule. A similar situation is encountered in the present
study for the phenothiazine-phenyl-isoalloxazine dyad, though no fluo-
rescence out of the CT state is observed here, due to the low transition
strength of that state.
3.2 Computational details
The molecule investigated in the present study is depicted in Fig.3.1 and
comprises 53 atoms (172 valence electrons), 36 of which are second row
elements. Considering furthermore, that 153 degrees of freedom are to
be relaxed in the geometry optimisations of ground and excited states, the
system is quite large compared to othermolecules which to our knowledge
have been studied previously at the same level of theory. Hence a point to
bare in mind at this stage is the limited feasibility of a detailed and accu-
rate study on the excited state structures of this system. With the currently
available codes we can only make qualitative predictions on the processes
taking place. All TD-DFT and canonical CC2 calculations were carried
out using the TURBOMOLE program suite[154]. Except stated explicitely
otherwise the SVP basis set (split valence plus one set of polarisation func-
tions) [155] together with the corresponding auxiliary basis [156] has been
used. Ground and excited state geometries were optimised at the DFT and
the TD-DFT level, respectively, using the BP functional[157]. Only minor
changes (less than 1 pm) were observed in the equilibrium geometries on
going to the B3-LYP[158] hybrid functional instead.
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TD-DFT is of course very attractive due to its low computational cost
(compared with correlated ab initio methods for excited states)[159], an
important prerequisite for the treatment of extended molecular systems.
However, it is well known that TD-DFT (with presently available lo-
cal functionals) grossly underestimates excitation energies of CT states
[148, 160, 161, 162, 163]. This error is directly related to the electronic
self-interaction inherent in DFT [164, 165]. Since TD-DFT does not exhibit
the physically correct 1/R asymptotic behaviour (R denotes the distance
between the separated charges) the size of the error in the excitation en-
ergies depends strongly on R [161, 166]. For some cases (with relatively
modest donor-acceptor separations) the use of a hybrid functional like B3-
LYP,which partially brings back nonlocal exchange, alleviates this problem
[167]. Yet in the present phenothiazine-phenyl-isoalloxazine dyad with a
donor-acceptor separation of R ≈ 10.8Å, B3-LYP still delivers a qualita-
tively wrong physical picture with the CT excitation energies underesti-
mated by more than 1.5 eV (vide infra). On the other hand, properties of
excited states, such as minimum-energy geometries are much less affected
by self-interaction [132, 109, 167].
An apparently reasonable compromise for studies on extended molecular
systems such as the present one, would therefore be to combine TD-DFT
geometrieswith correlated ab initio single-point energy calculations at these
geometries. That is to compute ab initio potential energy surfaces along a
certain subset of relevant coordinates, and relaxing the remaining degree
of freedom at the level of TD-DFT.
In the present study we have employed Coupled Cluster Linear Response
theory to calculate the required ab initio single-point excitation energies.
Due to the size of the dyad only the simplest coupled cluster model, i.e.,
CC2 [105], could be afforded. In CC2 doubles substitutions are treated
to first order in the fluctuation potential (just as in second order Møller-
Plesset perturbation theory (MP2)) while singles substitutions are treated
to all orders. CC2 is rather robust for excited states dominated by single
excitations. It provides a qualitatively correct physical picture and the er-
rors in the excitation energies usually do not exceed 0.3 eV. For the present
study we employed the efficient implementation of Ha¨ttig and Weigend
[168] available in TURBOMOLE, which is based on the Density-Fitting
(DF) approximation for two-electron repulsion integrals (what they call the
Resolution of the Identity (RI) approximation). For a recent comparison of
TD-DFT and CC2 excitation energies we refer to Ref.[169]. Furthermore
transition strengths and dipole moments of the excited states were com-
puted at the CC2 level [170] for some points. The computational cost of the
CC2 linear response method based on Density-Fitting scales asO(N5) with
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the molecular size N in a canonical implementation. This makes calcula-
tions onmolecules of this size or even bigger ones very costly, in particular
for properties of excited states. Therefore, geometry optimisations at the
level of CC2 are presently restricted to molecules of considerably smaller
size [152, 171].
Presently, a new CC2 Linear Response method based on localised orbitals
with a more favourable scaling of the computational cost is under devel-
opment in our group. This Local CC2 (LCC2) response method [106, 172],
implemented in the present development version of the MOLPRO pack-
age [173], has been used to study the effect of the solvent on the vertical
excitation energies of the LE and CT states. For these local calculations the
cc-pVDZ basis [174] together with the related fitting basis [175] was used.
The pair list for the GS amplitudes included all pairs with interorbital
distances not exceeding 10 Bohr, while the GS domains were determined
according to a Boughton-Pulay criterion of 0.985. Pair lists and domains of
the individual excited states, i.e., the related amplitudes response, were de-
termined based on an analysis of an initial CIS (Configuration Interaction
Singles) wavefunction, as described in detail in Ref.[106]. For this purpose
the criterion for ”important orbital” selection was set to κe = 0.995, while
the related pair list included all pairs of important orbitals and pairs of
all other orbitals up to an interorbital distance of 10 bohr. This is a rather
conservative specification of the pair list, as shown in Ref.[106].
3.3 Results and Discussion
3.3.1 At the ground state geometry
The CC2 linear response calculations at the DFT optimised ground state
equilibrium geometry reveal that the first excited state S1 is of π→ π∗ type
(HOMO-2→ LUMO) and primarily localised on the isoalloxazine subunit
(plots of the relevant orbitals are given in Fig. 3.2). It has the highest oscil-
lator strength1 ( f = 0.242) within the five lowest calculated excited states
of the dyad (cf. Table 3.1).
In the following we will synonymously use the notation LE state (locally
excited state) for this S1 state. The S2 state again is primarily localised
on the isoalloxazine subunit, however has an almost negligible oscillator
strength. The S3 state is the charge transfer state, dominated by theHOMO
1The oscillator strength between states m and n is defined as fmn ∝ ν˜max |µmn|2, with
µmn = 〈Ψm|µ|Ψn〉 denoting the corresponding transition dipole moment and ν˜max the
energy of the peak of the absorption band in wave numbers [33]
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→LUMOπ→ π∗ orbital substitutionwith negative charge transfered from
phenothiazine to isoalloxazine. It has consequently an appreciably higher
dipole moment than the other states but its oscillator strength is again very
small ( f = 0.01).
Since the minimum-energy geometry of the CT state surface is markedly
different from the ground state equilibriumgeometry (vide infra) the related
Franck-Condon factors are presumed to be small, as well. The next state
has some CT character too, involving the phenothiazine and the bridging
phenyl group (dominated by the HOMO→ LUMO+1 orbital substitution,
see Fig.3.2), although its dipolemoment calculated at theDFT/B3-LYP level
is not significantly larger than that of the LE state. Wewill denote this state
in the following as PCT (partial charge transfer) state. The fifth state finally
is again localised on the isoalloxazine subunit and has n→ π∗ character.
Table 3.1: TD-DFT and CC2 vertical excitation energies (in eV, ordered according to
the CC2 values), calculated at the DFT optimised ground state equilibrium geometry.
Ground- and excited-state dipole moments (in Debye), as well as the related oscillator
strengths ( f ) in length representation are also given.
TD-DFT-BP TD-DFT-B3LYP
Character E(eV)(f) |~µ(ex)| E(eV)(f) |~µ(ex)|
S0 9.136 8.973
LE π→ π∗ 2.683 (0.079) 11.669 3.029 ( 0.189) 13.018
LE π→ π∗ 2.457 (0.001) 16.185 3.154 ( 0.000) 15.126
CT π→ π∗ 0.953 (0.002) 45.466 1.834 ( 0.002) 46.034
PCT π→ π∗ 2.569 (0.131) 27.265 3.130 ( 0.154) 15.240
LE n→ π∗ 2.037 (0.001) 24.233 3.001 ( 0.001) 4.778
CC2
Character E(eV)(f) |~µ(ex)| µx µy µz
S0 8.366 6.81 4.63 -1.35
LE π→ π∗ 3.233 ( 0.242) 11.263 7.43 8.30 -1.62
LE π→ π∗ 3.416 ( 0.004) 15.286 5.16 14.25 -1.96
CT π→ π∗ 3.530 ( 0.010) 32.708 6.17 32.05 -2.09
PCT π→ π∗ 3.679 ( 0.202) 11.595 5.50 10.19 -0.54
LE n→ π∗ 3.701 ( 0.020) 10.082 0.48 9.86 -2.06
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Figure 3.2: Hartree-Fock orbitals (calculated at the ground state geometry), which are
relevant for the LE, CT, and PCT excitations (see text). The corresponding Kohn-Sham
orbitals are very similar. The orientation of the molecule is such that the isoalloxazine
subunit lies in the x-y plane.
3.3.2 At the CT minimum-energy geometry
The formation of the charge separated species (D+-A−) observed in the
experiments [30] leads us to the hypothesis that the ”dark” CT state (with
low oscillator strength) is responsible for the fluorescence quenching of
the LE state. Since the CT state lies energetically above the LE state at
the ground state equilibrium geometry and below the LE state at the CT
minimum energy geometry, it can be anticipated that a conical intersection
between these two states exists.
In contrast to the CC2 calculation TD-DFT provides an entirely different
physical picture. Here, the ”dark” CT state lies far below the ”bright” LE
state (by 1.2–1.7 eV). Depending on the functional the excitation energy
for the CT state is 2.5 eV (BP) and 1.6 eV (B3-LYP) smaller than the corre-
sponding CC2 value, clear indications of large self-interaction errors, also
for the B3-LYP functional. For the PCT state the deviations between DFT
and CC2 are a bit smaller, -1.11 eV and -0.35 eV for the BP and the B3-LYP
functional, respectively, reflecting the shorter distance between donor and
acceptor. The TD-DFT and CC2 dipole moments are quite similar for the
locally excited states, but again differ considerably for the CT state, a fur-
ther sign of a severe self-interaction problem in TD-DFT.
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Table 3.2: TD-DFT and CC2 vertical excitation energies (in eV, ordered according to the
CC2 values), calculated at the DFT optimised CT-state minimum-energy geometry. The
excited-state dipole moments (in Debye), as well as the related oscillator strengths ( f ) in
length representation are also given.
TD-DFT-BP TD-DFT-B3LYP
Character E(eV) (f) |~µ(ex)| E(eV) (f) |~µ(ex)|
CT π→ π∗ 0.671 (0.001) 42.892 1.365 (0.000) 45.715
LE π→ π∗ 2.729 (0.074) 10.507 3.000 (0.146) 11.865
LE π→ π∗ 2.493 (0.002) 20.854 2.915 (0.000) 9.192
LE n→ π∗ 1.986 (0.001) 7.051 2.817 (0.004) 31.645
PCT π→ π∗ 2.540 (0.116) 17.379 3.071 (0.079) 12.975
CC2
Character E(eV)(f) |~µ(ex)| µx µy µz
LE π→ π∗ 2.956 (0.000) 46.844 22,87 126.98 -2.26
LE π→ π∗ 3.114 (0.190) 11.170 8.35 7.40 -0.44
CT π→ π∗ 3.421 (0.001) 8.863 2.13 8.50 -1.34
PCT π→ π∗ 3.487 (0.001) 6.043 2.37 5.43 -1.20
LE n→ π∗ 3.518 (0.102) 10.766 7.18 8.02 0.29
Since the CT state is energetically well separated from all other states at the
level of TD-DFT it was readily possible to determine its minimum-energy
geometry by relaxing all degrees of freedom. On going from the ground
state to the CT minimum energy geometry significant structural changes
do occur, as is shown in Tab. 3.3: the dihedral angles θ1 and θ2 (cf. Fig.3.1)
within the phenothiazine subunit change by ∆θ1 = −29.9° and ∆θ2 =
−27.4°, respectively, with the phenothiazine becoming virtually planar
in the CT state, while torsional angles between the individual subunits
alter by ∆α = −14.9° (phenyl-phenothiazine) and ∆β = −8.6° (phenyl-
isoalloxazine).
Table 3.3: Dihedral angles (torsions) between phenothiazine and phenyl(α), isoallox-
azine and phenyl(β), and those responsible for the (non-)planarity of phenothiazine (θ1
and θ2). For definition of these angles see Fig. 3.1
torsion S0 LE (∆) CI (∆) CT (∆)
α -33.4 -27.6 (5.8) -38.8(-5.4) -48.3 (-14.9)
β 95.2 94.1 (-1.1) 90.0 (-5.2) 86.6 (-8.6)
θ1 28.7 34.0 (5.3) 21.2 (-7.5) -1.2 (-29.9)
θ2 26.8 27.5 (0.7) 16.9 (-9.9) -0.6 (-27.4)
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The related changes in the bond distances are compiled in Tab. 3.4. We
observe elongations of all C-N and C=O bonds and contractions of all C-C
bonds of the isoalloxazine shown in Table. 3.4. The C21-N29 double bond
lengthening by nearly 9 pm appears to be by far the most energetic bond
(this bond is also important for the Cysteinyl-flavin addition reactions, as
shown in the model study by Neiss et .al.[125]), followed by the two C21-
C27 and C21-C22 single bonds, which both become shorter by 4.1pm. The
contractions of the C4-S8 and the C3-N31 single bonds in phenothiazine
lead to the planarity of this subsystem which is reached at the CT-min
structure.
All these bond contractions shown in Tab. 3.4 can already qualitatively
be predicted based on the simple orbital picture given in Fig.3.2. It is
evident by comparing Tables 3.1 and 3.2 that the energetical order of the
LE and CT states (computed at the level of CC2 linear response theory)
is interchanged with the CT state now lying below the LE state. This is
indicative for the presence of a conical intersection (CI) between these
two states. TD-DFT, on the other hand, does not show anything alike,
drawing an entirely different picture of the photophysics of the system.
Furthermore in contrast to CC2, there is no increase in the dipole moment
of the CT state at the TD-DFT level as can be seen in Tables 3.1 and 3.2.
Table 3.4: Bond distances which differ from their ground state geometry (∆) by more
than 3 pm at any of the three CT-min, LE-min or CI geometries. For the numbering of the
atoms see Fig. 3.1.
bond distance loc. S0 LE-min (∆) CI (∆) CT-min (∆)
C21-N29 iso. 1.294 1.362 (6.8) 1.341 (4.7) 1.380 (8.6)
N26-C27 iso. 1.381 1.412 (3.1) 1.406 (2.5) 1.418 (3.7)
C22-N35 iso. 1.298 1.327 (2.9) 1.320 (2.2) 1.332 (3.4)
C36-O37 iso. 1.210 1.235 (2.5) 1.230 (2.0) 1.239 (2.9)
C21-C22 iso. 1.469 1.436 (-3.3) 1.445 (-2.4) 1.428 (-4.1)
C21-C27 iso. 1.505 1.472 (-3.3) 1.481 (-2.4) 1.464 (-4.1)
C 3-N31 pht. 1.399 1.378 (-2.1) 1.383 (-1.6) 1.368 (-3.1)
C 4-S 8 pht. 1.784 1.756 (-2.8) 1.763 (-2.1) 1.742 (-4.2)
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3.3.3 At the conical intersection structure
In order to map the low-energy region of the conical intersection seam
between the LE and CT states we choose to explore the CT surface, which
is well separated from all other states at the TD-DFT level and therefore
much easier to treat when it comes to geometry optimisations. Of course,
a more natural choice would have been to follow the LE state, however
geometry optimisations of that state turned out to be difficult due to mix-
ing with other states. Note that the strongly absorbing LE state at TD-DFT
level is not the S1 or S2, but rather the S8 or S5 state, depending on the
functional in use, which, in addition, are surrounded by weak ππ∗ artifact
states of TD-DFT, the latter occurring at much higher energy at the CC2
level. As a consequence, TD-DFT geometry optimisations of the LE state
are hampered by root flipping, which leads to severe convergence prob-
lems.
A 3D-subspace V within the space of all nuclear degrees of freedom was
then defined, spanned by three fixed linear combinations of bond distances
(stretch), bond angles (bend), and dihedral angles (torsion), respectively
(for technical reasons, mixed linear combinations between bond angles
and e.g. dihedral angles could not be used). To specify these three fixed
linear combinations the TD-DFT gradient of the CT state surface at the GS
minimum energy structure was projected onto the subspaces of the bond
distances, the bond angles, and the dihedral angles, respectively. The re-
sulting three projections of the gradient so obtained specify the basis of our
subspace V, the 3N − 9 remaining coordinates are determined such that
they form the orthogonal complement to V. About hundred geometries
interpolating between the ground state equilibrium and the CTminimum-
energy structure withinVwere then generated by relaxing all coordinates
in the orthogonal complement toV. Note that both the ground state equi-
librium structure (by construction) as well as the CT minimum-energy
structure lie within V (since the coordinates of the orthogonal comple-
ment are relaxed on the CT surface). For all these points CC2 excitation
energies of the CT and LE state then were computed generating two sur-
faces (depicted in Fig. 3.3(a)), fromwhich the conical intersection seam and
its lowest energy point were deduced.
In the following we shall refer to the geometry of the minimum of the CI
seam as the ”CI” geometry. It is evident from Table 3.3 that the phenoth-
iazine at the CI geometry still is non-planar (the θ-angles are well above
zero!). The other two twist angles joining the subunits lie in between their
values at the GS and the CT minimum, and the same applies also to the
bond lengths compiled in Table 3.4.
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Figure 3.3: LE and CT surfaces within the 2D subspace of V containing the CT-min
and CI structures (bend angle is set to 4°). The ground state minimum geometry has
a bend angle of 0° and does not lie within this 2D subspace, hence the projection of the
Franck-Condon point onto this subspace, indicated by ”FC”, is given instead (a). The
effect of the relative stabilisation of the CT state in the acetonitrile solvent cluster (by 0.068
eV, vide infra) on the location of the CI seam is demonstrated in (b) by simply shifting the
CT surface relative to the LE surface to lower energies by this amount (cf. Table 3.5).
3.3.4 At the ”LE-minimum energy” geometry
The ”LE-minimum energy” geometry does not lie withinV, since the nu-
clear degrees of freedom in the orthogonal complement to V are relaxed
for the CT and not the LE state. Hence the actual LE-minimum lies ener-
getically a bit below its projection onto theV subspace. Nevertheless, we
denote the projection of the LE-minimum onto V as the ”LE-minimum”
for the following discussion.
Considering Fig. 3.3(a) one can conclude that (i) there exists a conical in-
tersection seam in the low-energy region of the CT and LE surfaces, (ii) the
downhill path from the Franck-Condon (FC) point on the LE surface to the
LE-minimum does not lead directly through the conical intersection seam,
(iii) the LE-minimum and the CT-minimum are separated by a compara-
tively low barrier of less than 1 kcal/mol, perhaps somewhat larger taking
into account that we only consider the LE-minimum projected onto theV
subspace.
Hence, the question to what extend the CI seam is responsible for fast
transfer of the population from the bright LE state to the dark CT state
can not conclusively be answered from this picture. However, one has
to realize that this is the situation in the gas phase, while all experimental
measurements so far have been performed in solution. It is anticipated that
solvent effects dramatically stabilise the CT state (due to its large dipole
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moment) relative to the LE state, primarily due to dipole-dipole interac-
tions for polar molecules, but also due to inductive interactions in less
polar solvent environments. As a result, the conical intersection seam is
expected to be shifted in position towards the Frank-Condon point on the
LE surface.
Since the two surfaces are quite close already at the FC point a relevant
question to be answered is if due to solvent effects the CT surface now
moves below the LE surface at the GS minimum structure, such that the CI
seam now is above the FC point, becoming irrelevant for the subsequent
photophysical processes. In order to describe solvation effects, computa-
tionally rather inexpensive continuum model approaches are frequently
employed. However, the results from continuum model calculations may
sensitively depend on the specification of the molecular cavities, i.e., the
radii of the spheres used for their construction. In particular, spheres used
for atoms in ions or zwitterions should be specified differently from those
of atoms in neutral molecules [176].
In order to avoid anyarbitrariness causedbydifferent specifications of such
spheres for the LE and CT states we performed instead calculations for a
solvent cluster including the dyad solute surrounded by 20 acetonitrile
solvent molecules. Such an approach is of course much more expensive
and became only feasible recently by virtue of recent advances in local
correlation methods [106].
3.3.5 Solvent Effects
Local CC2 excitation energies for the LE and the CT states were calculated
for the dyad in the GS minimum geometry within a cluster of 20 acetoni-
trile solvent molecules. The geometry of the solvent cluster was generated
according to the following three steps: (i) The dyad plus eight nearest ace-
tonitrile molecules were optimised at the DFT level, in order to relax the
dyad in the presence of a few solvated molecules. (ii) The dyad structure
so obtainedwas solvatedwith 480 acetonitrile molecules, the structure and
positions of these solvent molecules then optimised by using the classical
force field implemented in the MOLOC program [177, 178]. The structure
of the dyad solute molecule was kept frozen in this process. (iii) All solvent
molecules within a radius of 9 Å from the midpoints of each chromophore
(i.e. the midpoints of the middle rings in isoalloxazine and phenothiazine,
respectively) were selected and included in the subsequent local CC2 cal-
culations.
The resulting solvent cluster shown in Fig. 3.4 comprises 20 acetonitrile
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Figure 3.4: Solvent cluster consistingof thedyad (solute) and 20 acetonitrile
(solvent) molecules
solvent molecules. This cluster of course reflects just one particular low-
energy configuration of the heterogeneous solvent environment. However,
in order to answer our rather qualitative question about the order of the
two states in the presence of a solvent environment we think that this is a
viable approach. The corresponding local CC2 calculations are still rather
expensive and belong, to our knowledge, to the largest excited state calcu-
lations performed so far at a level beyond TD-DFT. The TD-DFT and LCC2
results obtained for this solvent cluster are compiled in Table 3.5.
It is noteworthy that the CISmethod is not able to find an excited state with
dominant charge transfer character. Our calculations show that none of
the states with a reasonable HOMO-LUMO singles contribution (essential
for considering the corresponding excited state as the CT state) in their
excitation vector exhibit a sufficiently large excited state dipole moment.
This holds true for the isolated dyad, as well as for the dyad solvent clus-
ter. Nevertheless, the domains provided by the CIS wavefunction for the
subsequent LCC2 treatment are sufficient to pick up and properly describe
the CT state (this was already found to be the case in Ref. [106]).
As can be seen from Table 3.5 the solvent environment shifts the excitation
energy of the LE state from 3.160 eV to 2.798 eV. A further shift of 0.13
eV to the red is observed on going from the cc-pVDZ to the bigger aug-
cc-pVDZ basis (isolated dyad). Taking this into account we end up at an
excitation energy of 2.67 eV for the LE← S0 excitation in the solvent cluster,
which is not too far from the red onset of the LE absorption band at 2.53
eV, measured by Schneider et .al.[30]. The omission of the side chain and
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methyl group has only a minor effect on the excitation energies, as already
shown before [106]. The excitation energy for the CT state, on the other
hand, is shifted from 3.550 eV to 3.120 eV, leading to a net stabilisation
of the CT state relative to the LE state of 0.068 eV, which is far from the
value required to switch the order of the states at this geometry (note that
we have taken the most polar solvent used in the experiment). Neverthe-
less, already a constant shift of the CT surface relative to the LE surface
by -0.068 eV is sufficient to remove the original barrier between the LE-
and CT-minima entirely such that the CI seam now comes into play, as is
shown in Fig. 3.3(b).
One can further anticipate that close to the CTminimum,where the solvent
molecules are allowed to re-orient according to the bigger dipole of the CT
state, the stabilisation of the CT- relative to the LE state ismuch higher than
this constant offset of 0.068 eV. Therefore, the CI-seam moves much closer
to the FC point than Fig. 3.3(b) is suggesting. We can conclude from our
LCC2 calculations on the solvent cluster, that (i) the CI seam remains in
the low-energy area of the LE and CT surfaces, particularly below the FC
point and hence plays an important role in transferring population from
the bright LE to the dark CT state, and (ii) that the solvent environment
plays an important role for the efficiency of the population transfer via
the conical intersection. It is of course anticipated that close to the CT
minimum, where the solvent molecules are allowed to re-orient accord-
ing to the bigger dipole of the CT state, the situation is entirely different,
substantially stabilising the CT state relative to the LE state, as already
stated above. We can conclude from our LCC2 calculations on the solvent
cluster, that (i) the CI seam remains in the low-energy area of the LE and
CT surfaces, particularly below the FC point and hence plays an important
role in transferring population from the bright LE to the dark CT state, and
(ii) that the solvent environment plays an important role for the efficiency
of the population transfer via the conical intersection.
It is worth mentioning that the TD-DFT calculations, on the other hand,
predict a relative stabilisation of the LE state relative of to the CT state by
0.141 eV (even though the dipole moment of the CT state is even larger
than that predicted by CC2), thus quite the opposite to the LCC2 calcula-
tions and also quite contrary to what one would expect from physics. This
again illustrates the problems TD-DFT has in describing CT situations.
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Table 3.5: Excitation energies (eV), oscillator strengths (length representation) and
excited state dipole moments (debye) for the dyad and the dyad solvent cluster (dyad
plus 20 acetonitrile molecules). For the local CC2 calculation only the excitation energies
are given. ∆LE and ∆CT are the solvatochromic shifts (eV) obtained as the differences of
the excitation energies in the gas phase and the solvent cluster environment.
TDDFT-B3LYP LCC2
structure state E(eV) f |~µ(ex)| E(eV)
dyad LE 3.029 0.189 13.018 3.160
dyad+20 ACN LE 2.807 0.1715 28.11 2.798
dyad CT 1.834 0.002 46.034 3.550
dyad+20 ACN CT 1.753 0.0068 54.52 3.120
∆ LE -0.222 -0.362
∆ CT -0.081 -0.430
∆CT-∆LE 0.141 -0.068
3.4 Conclusions
In this work the photophysics of the phenothiazine-phenyl-isoalloxazine
dyad synthesised and characterised recently by Daub and coworkers were
investigated by using a combination of TD-DFT and Coupled Cluster Re-
sponse Theory (CC2 model). We have located a conical intersection seam
in the low-energy region of the potential energy surfaces of a bright locally
excited (LE) and a dark charge-transfer (CT) state. The question, if this
conical intersection seam leads to fast transfer of the population from the
excited LE to the dark CT state remains inconclusive for the molecule in
the gas phase. However, for the solvated dyad, the CT state is expected
to be strongly stabilised by the solvent environment relative to the LE
state with much smaller dipole moment. In order to show that the sol-
vent environment is not yet shifting the conical intersection seam outside
of the low-energy region, i.e., above the FC point, we performed local CC2
calculations on a solvent cluster involving the dyad plus 20 additional ace-
tonitrile molecules.
Based on these calculations we propose that for the solvated dyad fast
population transfer indeed occurs from the bright LE to the dark CT state
via the conical intersection seam, which hence is responsible for the ob-
served fast fluorescence quenching and low quantum yield observed in
the experiments.
Chapter 4
BLUF DOMAINS
4.1 Introduction
The first BLUFdomain, which is the subject of this study, was discovered in
a flavoprotein AppA, a transcriptional anti-repressor from the purple pho-
tosynthetic bacterium Rhodobacter sphaeroides and was shown to control
photosynthesis gene expression depending on blue-light and/or oxygen
conditions[39]. Since then several BLUF signaling domains have been
found in prokaryotic and eukaryotic microorganisms all having common
spectroscopic features for their signaling state (see below), althoughhaving
different physiological functions such as photophobic response in photo-
activated adenylyl cyclase (PAC) of Euglena gracilis[40].
Apart from large conformational changes which lead to the biological
signal, an interesting and so far not fully understood aspect of such a
receptor domain is the extent and nature of the slight and yet profound
conformational changes in the FAD chromophore and its neighborhood
upon blue-light illumination. In the case of BLUF domains the absorp-
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Figure 4.1: Isoalloxazine ring of FMN
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tion spectra of the photoinduced (signaling) state is only 10nm red shifted
compared to the dark adapted (receptor) state[39] stressing the fact that
the chromophore itself does not change its conformation as such. This
indeed is the common feature of all BLUF domains known to this date as
is evident from the extensive spectroscopy measurements carried out on
AppA[179, 180, 181, 182, 183], BlrB[34, 184], Slr1694[185, 186, 187, 188] and
Tll0078[189, 190, 191] so far. The signaling state which remains stable for
minutes[39], is formed within 1ns[47, 192] after photo-excitation without
an intermediate which is stable at room temperature. The hydrogen bond-
ing network associated with this orientation proves to be crucial for the
signaling state formation. FTIR and Raman Spectroscopy measurements
carried out on the dark- and light-adapted states AppA[193], Slr1694[187]
and Tll0078[191] show a 10cm−1 red-shift in the stretch mode assigned to
the C4=O4 carbonyl group of Flavin-Mono-Nucleotide (FMN, see Fig.4.1).
This result is interpreted as the formation of a stronger hydrogen bond at
O4 position of the flavin chromophore in the signaling state.
A conclusive mechanism for the signaling state formation in BLUF do-
mains is complicated by the fact that there is no unique crystal structure
available for neither the dark, nor the signaling state. There is some am-
biguity regarding the position and/or orientation of the Gln-51, Trp-92
and Met-94 with respect to the flavin moiety. (cf Fig.4.2, the numbering
throughout this paper is taken from the crystal structure of BlrB[34]).
(a) Met-in/Trp-out conform. BlrB[34] (b) Met-out/Trp-in conform. AppA[49]
Figure 4.2: Environment of Flavin cofactor (FMN) in the different Met-in/Trp-out
and Met-out/Trp-in conformations as found in the x-ray structures of BLUF domains.
The terms Met-in and Trp-in are used in the following for the conformations shown in
Fig. 4.2(a) and Fig. 4.2(b) respectively.
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An electron transfer process from Tyr-9 to FMN has been proposed to be
responsible for the fluorescence quenching of the flavin moiety[194, 180,
195, 196, 191, 197, 188]. Amechanism postulated by Gauden et. al.involves
a light-driven electron and proton transfer from Tyr to FAD followed by
a hydrogen bonding network rearrangement in AppA[183] and Slr1694
mainly due to the rotation of Gln[47]. Recently Domratcheva and cowork-
ers postulated the possibility of Gln rotation during the lifetime of biradical
state of the system[48] which is then followed by biradical recombination
leading to the tautomeric form of Gln-51. The possibility of tautomeriza-
tion was proposed earlier by the FT-IR study of Stellinget. al.on AppA[46].
The latter group has detected a transient infra-red absorption band at
1666cm−1, only present in the signaling state, which was assigned to the
carbonyl stretch of Gln-51.
In this study we present a plausible mechanism for the formation of the
signaling state after the initial photo-excitation based on extensive Quan-
tum mechanics/Molecular Mechanics calculations (for a recent review see
Ref.[59]) with appropriate QM methods describing ground- and electron-
ically excited states. In these calculations the FMN chromophore, along
with its nearest neighboring amino acids, were treated quantum mechan-
ically (QM part), while the remaining protein environment was treated at
the level of a classical force field (MM part). The effect of the MM environ-
ment enters the QM Hamiltonian at the level of distributed point charges.
There is strong evidence, that after photo-excitation of a Locally Excited
(LE) state the Tyr9-FMN Charge Transfer (CT) state is populated via a con-
ical intersection. Our calculations show that the downhill path on this CT
surface then leads via a further conical intersection with the closed shell
ground state to the biradical species (Tyr•-Flavin•), hence confirming the
experimental results from the theoretical perspective.
Furthermore, possible channels for the recombination of the biradical are
explored. The barrier for the process involving rotation of the Gln-51 in
the presence of Tyr•and Flavin•is compared to the barrier for rotation-free
direct radical recombination to Gln-Oxygen (see Fig. 4.8). The latter pos-
sibility has not been considered so far, yet it is demonstrated in this work
that it is more compatible with the short lifetimes observed in spectroscopy
measurements than alternative recombination mechanisms.
Finally, the controversial role of Met-94 and Trp-92 residues (see Fig. 4.2)
for the signal transduction is investigated. Assuming that the signaling
state (to which the observed 10nm red-shift in absorption spectrum is as-
signed) is generated by tautomerization of the Gln moiety[46, 48], which
is also one of the conclusions of the present work, the influence of protein
conformations, differing in the position of Met-94 and Trp-92 residues, on
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the relative stability of Gln-tautomer are considered. Calculations were
carried out on the two Met-in (or Trp-out) and Met-out (or Trp-in) confor-
mations, for which the terminology Met-in and Trp-in (see Fig. 4.2(a) and
4.2(b)) will be used throughout this paper. Based on the results obtained
we conjecture that the Trp-in form corresponds to the final signaling state
of BLUF domains.
4.2 Computational Details
The monomer A of the crystal structure of BlrB[34] (PDB code: 1BYC) was
used to setup the Quantum Mechanics/Molecular Mechanics (QM/MM)
calculation. A pre-equilibrated water droplet (radius 20Å) containing
5187 water molecules was used to solvate this initial structure. The
droplet boundary of 2.5Åwas constrained with a quartic force of 0.2 [24
kcal/mol/A2] using the Miscellaneous Mean-Field Potential (MMFP). All
bonds to hydrogen atoms were held by SHAKE[56]. For FAD we used
the parameters available from CHARMM27 nucleic and amino acids[66,
67, 68, 69, 70](see Supporting Information). The system was heated from
50K to 300K using a 1fs time step and 10 K temperature increase for every
25th time step during which the backbone was constrained in a harmonic
potential. This constraint was then lifted gradually and the system was
thereafter allowed to relax at 300K over 500000 time steps (≡500ps). Sim-
ulations showed a large mobility of Tyr-9 next to Gln-51 and FAD (see
Results for further details).
We found a buried pocket between Tyr-9 and Ser-11, which may be tran-
siently occupied by a water molecule (denoted as WAT, see Fig. 4.3) not
observed in the X-ray structure analysis. Simulations with this additional
buried water molecule stabilized the conformation of Tyr-9 in the same
orientation as observed in the reference structure 1BYC. The input geome-
tries for the QM/MM calculations were prepared by selecting representa-
tive structures from the Molecular Dynamics (MD) run and minimizing
the selected structure using the force field.
The QM region naturally comprises FMN as the main chromophore and
Tyr-9 since a Charge Transfer (CT) process from Tyr-9 to FMN appears to
play an essential role in the mechanism of the photo-cycle. Additionally,
Gln-51 as a further key player, His-73 (protonated at NE, see Fig.4.2(a)), the
WATmolecule and its neighboring Ser-11 were also included in the QM re-
gion (see Fig. 4.2(a)). The His-73 moiety, being rather close to FMN, might
also be directly involved in the relevant excited states, or at least signifi-
cantly interact with FMN and Tyr-9 and therefore influence the energetic
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position of the CT state. Additionally, for calculating harmonic vibrational
frequency and vertical excitation energy calculations at the proposed dark,
intermediate and signaling state structures, the above mentioned QM re-
gionwas augmented byAsn-33 andTrp-92. In order to explore the possible
different pathways for biradical recombination a somewhat reduced QM
region was employed, consisting of only FMN, Tyr-9, and Gln-51.
To study the possibility of Gln-51 tautomerization (imidate form of Gln-
51) and the orientation exchange of the Trp-92 and the Met-94 residues
(leading to the Trp-in and Met-in conformations respectively) additional
QM/MM calculation based on protein model systems were carried out. To
this end the wild-type BLUF-FAD complex and the imidate were created
on the basis of the X-ray structure of 1BYC. Due to the lack of any reliable
Charmmparameters for the imidate tautomer of Gln-51 these models were
initially minimized by using the force field MAB as implemented in the
MOLOC program[177, 178]. Thereafter, MD simulations of 10ps were per-
formed. An H-bond weight of 1.78 was applied, which corresponds to the
H-bond strength parameterized for describing the intramolecular H-bond
enthalpy rather than for the intermolecular ligand binding H-bond free
energy (default in MAB).
Furthermore, a second set of structures with a different orientation of the
loop before β5 was generated. This loop includes the Trp 92 and Met 94
units. In the X-ray structure 1BYC the residue Met94 is oriented towards
Gln-51 next to FAD and Asn-33 while Trp-92 is exposed to the solvent (see
Fig.4.2(a)). The second conformation with Trp-94 pointing in and Met-92
pointing outwards towards the solvent was created by adopting the rel-
evant environment of the X-ray structure 1YRX of the BLUF-domain of
AppA and 2HFN (chain D) of Slr1694 (see Fig.4.2(b)).
The QM/MM interface ChemShell[72] was used throughout in this study.
The QM/MM coupling was calculated using the charge-shift scheme and
link atoms[72]. For theMM part of the QM/MM calculations the DL POLY
molecular dynamics package[71] (with CHARMM force field parameters)
was applied. The HDLCopt optimizer[198] implemented in ChemShell
was employed for the QM/MM geometry optimizations, which has to be
supplied with the incremental energy and the incremental nuclear energy
gradient of the QM part.
Geometry optimizations on the potential energy surface of the electronic
ground state were carried out at the level of Density Functional Theory
(DFT) employing the B3LYP [158] hybrid functional, and, for purpose of
verification, also at the level of Local-Møller-Plesset perturbation theory of
second order (LMP2)[199]. For these energy functionals efficient analytic
energy gradients are available.
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Geometry optimizations on the potential energy surfaces of the electron-
ically excited states, i.e., the charge-transfer surface, (due to the lack of
alternatives for extended systems of this size), were performed at the level
of Time-DependentDFT (TD-DFT) response theory, applying the analytical
TD-DFT energy gradient program of Furche et. al.[109]. For that purpose
the ChemShell interface had to be modified accordingly. It is well known
that TD-DFT grossly underestimates excitation energies of CT states (cf.
Ref. [114] and references therein). This problem is directly related to the
electronic self-interaction inherent in DFT[164, 165] and and can partly
be alleviated by employing hybrid functionals with a larger fraction of
Hartree-Fock exchange. The B3LYP functional (and naturally even more
so the BP functional) turned out to dramatically underestimate the excita-
tion energies of all kinds of CT states of the system (cf. Table 4.1), which
in turn would mix with the locally excited state of interest. Therefore,
instead of B3LYP the BHLYP functional [200] with a larger fraction of exact
Hartree-Fock exchange was employed for the TD-DFT excited state geom-
etry optimizations.
For individual TD-DFT optimized geometries the related excitation ener-
gies were also computed at the level of Time-dependent Coupled Cluster
response theory, utilizing the CC2 model [105, 168]. This strategy of com-
bining TD-DFT optimized geometries with CC2 response single point ex-
citation energy calculations was successfully employed by us recently in a
study on the photophysics of a phenothiazine-phenyl-isoalloxazine dyad,
where an electron transfer process from phenothiazine to isoalloxazine is
activated upon locally exciting the flavin chromophore [114]. The elec-
tronic ground state calculations on the neutral biradical along the different
possible pathways of biradical recombination were carried out at the level
of spin-unrestricted DFT. Here, in order to save computational resources,
the B3LYP functional and the SVP basis set were used, which should do
for that purpose.
For the (TD)-DFT and CC2 calculations, we used the TURBOMOLE[154]
program package using the def-TZVP[201] and cc-pVDZ basis sets respec-
tively. TheLocal-MP2 calculationswereperformedwith theMOLPRO[173]
program employing the aug-cc-pVDZ[202] basis set.
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4.3 Results and Discussion
4.3.1 Search for a representative structure
The first X-ray crystal structure of the dimer of the N-terminal AppA 17-
133 BLUF-domain was determined by Anderson et. al.[49] and exhibits
an α + β sandwich with the FAD aromatic moiety bound in between the
two long helices of a ferredoxin like fold. The dimer interface however is
distorted by detergent molecules.
The NMR solution structure of AppA BLUF domain was determined by
Grinstead et. al.[203] and shows essentially the same dimer structure as
in the X-ray crystal structure, despite the fact, that the orientation of the
key Gln-51 residue and a C-terminal loop containing Trp-92 near flavin is
not resolved. The structure of the light induced signaling state of AppA
BLUF domain is currently not known, but upon irradiation some residues
show changes in the NMR-chemical shifts, most of them located near or
in the C-terminal region[204]. This dynamic behavior found in the NMR
solution structure suggests that the C-terminal part of the BLUF domain is
involved in the signaling and may sample different conformations.
Jung et al. also reported a crystal structure of mutated AppA 1-124 C20S
BLUF domain in the dark state[35]. This structure shows a different orien-
tation of the C-terminal stretch with a Met residue oriented towards Gln
(see Fig. 4.2(a)) and the Trp-residue pointing out to the solvent. Similar ori-
entations for the Trp andMet residues are observed in the crystal structures
of BlrB[34], Tll0078[189] and Slr1694[185]1. In the following wewill denote
such conformations as Met-in, whereas for the crystal structure proposed
by Anderson et. al.[49] the term Trp-inwill be used (see Fig. 4.2(b)).
The orientation of the Gln-51 moiety in the dark state has also been the
subject of some debate. In theMet-in crystal structures the amide group of
Gln-51 acts as a hydrogen bond donor to the FMN-N5 whereas the C=O
group is the acceptor of a hydrogen bond from Tyr-9-OH (see Fig. 4.2(a)).
In the Trp-in structures, on the other hand, the carbonyl group of Gln-51
is rotated about the CG-CD bond by 180° as shown in Fig. 4.2(b). As a
structural basis for our theoretical study we adopted the high resolution
dark state structure of the well characterized BlrB BLUF protein solved by
Jung et. al.[34].
Of primary interest in the present context are the photo-induced processes
involved in the formation of the signaling state, taking place in the active
1Only in one monomer (D) of Slr1694 we find the Trp-92 inside the protein and next
to Gln-51, however there seems to be no H-bond interaction between these two residues
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site of the BLUF domains in the vicinity of FMN cofactor. Since this active
part of the protein shows a strong conformational similarity for all struc-
turally known BLUF domains and furthermore the structural rearrange-
ments are small on going from the dark/receptor to the light/signaling state
(as apparent from the small 10nm shift in absorption spectrum) it appears
to be sufficient to consider one representative structure.
In our initial MD simulations a significant instability in the orientation of
the Tyr-9 moiety relative to the flavin cofactor was observed (cf. Fig. 4.3).
The Tyr-9 residue appears to switch between two distinct orientations (col-
ored red and magenta in Fig. 4.3). This switching motion is modulating
the interaction of the environment with the FMN chromophore.
Figure 4.3: The crystal structure of BlrB, shown in black, is superimposed on three
configurations obtained from molecule dynamics simulations. The conformation shown
in green corresponds to the case where an additional water molecule is placed within
the cavity found near the Y9 residue. In the conformation shown in red, the Tyr-9
residue is severely dislocated relative to the crystal structure, while the conformation
displayed in magenta coincides closely with the experimentally resolved structure. The
MD simulations predict the magenta conformation as energetically more favorable than
the red form.
The energetic position of the CT state is anticipated to be very sensitive to
the environment, certainly much more so than the LE state carrying the
oscillator strength. Therefore the relative energetic position of LE and CT
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state, a key property for the conjectured mechanism, is expected to differ
appreciably for the two orientations of Tyr-9. However, only one of the
two orientations is in good agreement with all published crystal structures
to this date for the BLUF domains, in the other conformation the TYR ring
is severely dislocated relative to the crystal structure.
Asalreadypointedout in theprevious sectionanadditionalwatermolecule
(WAT) was placed into the cavity of the crystal structure between the Tyr-
9, His-73 and Ser-11. This was motivated by the fact that the isotropic
displacement (B-factor) of the phenyl ring of Tyr-9 is asymmetric and the
atoms CD1 and CE1 (shown in Fig. 4.2(a)) oriented towards Ser-11 show a
higher mobility. The MD run performed for the BlrB BLUF domain in the
presence of WAT, which is primarily interacting with the Tyr-9, exhibits a
much more stable orientation of this amino acid leading to conformations
in close agreement with the known crystal structures.
Two different types of H-bond interactions between WAT and Tyr-9 were
observed, where in both casesWAT acts as the H-bond donor and the Tyr-9
ring or the Tyr-9 oxygen atom as the corresponding acceptor. We employ
the notation Y9-π and Y9-OH for these two orientations, respectively (see
Fig. 4.5(a) and 4.5(b)).
The orientation of the Gln-51 is a further issue: in the crystal structure of
BlrB the orientation of Gln-51 is such that the carbonyl group of Gln-51
and the OH group of Tyr-9 form a H-bond. The label Q51-Oǫ (the Oǫ and
Nǫ atoms of Gln are shown in Fig. 4.4) is used in the following to denote
such an orientation, thereby emphasizing the role of C=O as the H-bond
acceptor in this alignment.
NO NO
H
H H H
NO
H H
NO
H
HH
H
amide (s-Z)-E (s-Z)-Z (s-E)-Z (s-E)-E
"E-form" "Z-form"
NεOε
Figure 4.4: Different tautomer/isomers of Gln, nomenclature taken from ref. [205]
The MD simulations do not reveal any tendency for an orientation of Gln-
51 different toQ51-Oǫ. This actually also holds true for MD simulations in
absence of WAT. This is not unexpected due to the rigidity of the environ-
ment around Gln-51 which prevents a rotation of Gln-51 even for the case
of a much more fluxional Tyr-9 orientation, i.e., without WAT. Neverthe-
less, orientations of Gln-51 different to Q51-Oǫ are frequently discussed in
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the literature[49, 204, 203, 47]. Therefore, alternative orientations of Gln-51,
generated by systematic rotation of the amide group of this residue were
studied in the context of this work. Our attempts to find aminimum struc-
ture which would correspond to a 180° flipped Gln-51 residue (as shown
in Fig. 4.2(b)) failed. Instead a rather stable arrangement was found where
the Gln-carbonyl group is pointing away from the Tyr-9 residue which
corresponds to a rotation of roughly 90° about the CG-CD bond of Gln-51.
The former still acts as H-bond donor, namely to the Gln-Nǫ (see Figures
4.5(c) and 4.5(d)). For these possible conformations the notation Q51-Nǫ is
used in the following.
The four geometries displayed in Fig. 4.5 represent the four possible orien-
tations of WAT and Gln-51 relative to the Tyr-9 residue, respectively. The
orientations of all the other amino acids in the vicinity of flavin, which are
highly conserved in various BLUF domains, remain very similar to those
of the crystal structure during theMD simulation runs. After equilibration
the four individual geometries of Fig. 4.5were optimized by using the force
field in order to get good starting geometries for the subsequent QM/MM
optimizations.
4.3.2 Ground state QM/MM: Determination of the most
stable dark state structure
The QM/MM geometry optimizations were carried out by applying LMP2
or DFT-B3LYP for the QMpart in combination with Charmm force field for
the MM part (vide infra). The results are compiled in Table 4.1. The most
stable geometry clearly corresponds to the Y9-π/Q51-Oǫ arrangement. The
alternative Y9-π/Q51-Nǫ structure with the Gln-51 carbonyl group being
rotated by ≈ 90° relative to the experimental crystal structure of BlrB, is
about 3.5 kcal/mol (LMP2) or 2.3 kcal/mol (DFT-B3LYP) less stable and
most likely not a viable candidate for the dark state structure. Further-
more, a preference for WAT to form an H-bond to the Tyr-9 Ring (Y9-π
structures) rather than to the oxygen atom of Tyr-9 (Y9-OH structures) is
observed. Such hydrogen bonds also occur in the electronic ground state
of 2-Naphthol clustered with two water molecules[206]. Based on these
results we postulate that Y9-π/Q51-Oǫ indeed represents the dark state (re-
ceptor state) structure from which photo-induced processes are triggered.
Consequently, all further calculations presented here use Y9-π/Q51-Oǫ as
their starting point.
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(a) Y9-π/Q51-Oǫ (b) Y9-OH/Q51-Oǫ
(c) Y9-π/Q51-Nǫ (d) Y9-OH/Q51-Nǫ
Figure 4.5: Comparison of the ground state structures obtained by MDminimizations.
The water molecule (WAT) is a H-bond donor to the ring (Y9-π) or to oxygen atom (Y9-
OH) of the Tyr-9 amino acid. The Gln-51 (Q51) is the H-bond acceptor, either through the
carbonyl group (Q51-Oǫ) or the amine group (Q51-Nǫ).
Table 4.1: Relative ground state energies (in kcal/mol) of the QM/MM minimum en-
ergy structures obtained by LMP2/Charmm and DFT-B3LYP/Charmm, respectively. The
QM/MM ground state energy of the Y9-π/Q51-Oǫ structure is taken as reference.
structure LMP2/Charmm B3LYP/Charmm
Y9-π/Q51-Oǫ 0.00 0.00
Y9-OH/Q51-Oǫ 3.65 10.84
Y9-π/Q51-Nǫ 3.54 2.25
Y9-OH/Q51-Nǫ 9.13 16.81
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4.3.3 Choice of QMmethod for the excited states
Vertical excitation energies and oscillator strengths for the relevant LE and
CT states were calculated with TD-DFT and CC2 response theory at the
Y9-π/Q51-Oǫ DFT-B3LYP geometry. The resulting values are compiled in
Table 4.2. Related differential densities between ground and excited state
densities were also computedwith TD-DFT/BHLYP, and plotted in Fig. 4.6.
Table 4.2: Vertical excitation energies (in eV) calculated at the TD-DFT and CC2 levels
of theory for the dark structure (Y9-π/Q51-Oǫ). The oscillator strengths, f, are shown in
parenthesis.
Character BP B3LYP BHLYP CC2
LE(FMN) 2.48(0.110) 2.81(0.179) 3.29(0.269) 2.99(0.249)
CT(Y9→FMN) 0.88(0.000) 1.86(0.000) 3.17 (0.001) 3.59(0.000)
For reasons outlined in the section II. we consider TD-DFT results calcu-
lated with the BP or B3LYP functionals as entirely un-trustworthy. The
largest oscillator strength of 0.269 (TD-DFT/BHLYP) and 0.249 (CC2) was
obtained for the LE state of flavin, which must correspond to the experi-
mentally measured absorption bands around 450 nm (2.75 eV).
It is evident from Fig. 4.6 that the differential density of the LE excitation
is entirely localized on the isoalloxazine subunit. CC2 response is overes-
timating the experimental value for the excitation energy by about 0.25 eV,
as expected for this method/basis, while TD-DFT/BHLYP is overestimat-
ing it by 0.3 eV. The lowest CT state involves transfer of an electron from
Tyr-9 to FMN, as is evident from Fig. 4.6. According to the CC2 reference
calculations, it lies energetically above the LE state for the Y9-π/Q51-Oǫ
geometry and carries virtually no oscillator strength.
This is very similar to the situation encountered in aphenothiazine-phenyl-
isoalloxazinedyad studiedbyuspreviously, where theCTstate responsible
for fluorescence quenching is populated via the LE state through a conical
intersection [114]. For the present system we hence postulate an analo-
gous mechanism to populate the CT state which is corresponding here to a
zwitterionic biradical involving the partially positively charged Tyr-9 and
the partially negatively charged isoalloxazine subunits, respectively. This
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(a) Differential electron density of LE state (b) Differential electron density of CT state
Figure 4.6: Difference in ground- and excited electron densities upon excitation. Yellow
andmagenta regions represent regionswith loss and gain of electron density, respectively.
All the graphics presented here has been prepared by the VMD package[207]
hypothesis is supported experimentally by the low fluorescence quan-
tum yield and the short lifetime of the excited FMN measured in BLUF
domains[182, 184, 188, 183, 47].
The TD-DFT/BHLYP method does not provide the correct ordering of LE
and CT state, and is therefore not able to predict or locate such a conical
intersection (in contrast to CC2 response). On the other hand, the TD-
DFT/BHLYP excitation energy of the CT state is not nearly as low and
wrong as it is for the other two functionals. More importantly, the char-
acter and oscillator strength of the LE state provided by TD-DFT/BHLYP
closely resembles that provided by CC2 for all relevant geometries, which
turns out not to be the case for the other two functionals. Therefore,
TD-DFT/BHLYP was used for all excited state geometry optimizations in-
cluding those on the CT surface.
4.3.4 Charge transfer QM/MM: Biradical formation mech-
anism
By exploring the CT surface in the vicinity of the Y9-π/Q51-Oǫ ground
state minimum geometry it turned out that along the coordinate of proton
transfer from Tyr-9 to Gln-51, labeled as P1 in Fig. 4.7,the total energy of
the CT state is decreasing steeply. A sequence of constrained geometry
optimizations along this pathway was then performed. The difference of
the distance between H and the oxygen atoms of Tyr-9 and Gln-51, re-
spectively, (denoted by ∆1, cf. Fig. 4.7) was defined as the constraint. All
other degrees of freedom were fully relaxed. On going from the geometry
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Figure 4.7: Y9•-Q51-FMN• Biradical formation path
corresponding to ∆1 = −0.5 (proton still on the side of Tyr-9 ≈ Y9•+-Q51-
FMN•− structure) to that corresponding to ∆1 = +1 (proton transferred
to Gln-51 ≈ Y9•-Q51+-FMN•− structure) the CT state drops in energy by
6 kcal/mol (total QM/MM energy of the CT state). The excitation energy
alone decreases at the same time from 0.99 to 0.1 eV (TD-DFT, BHLYP) or
from 1.41 to 0.31 eV (CC2). This is a clear indication that after the pos-
tulated population of the CT state (via LE by conical intersection) the CT
state relaxation proceeds via proton transfer (P1) from Tyr-9 to Gln-51. A
full geometry optimization (without constraints) on the CT state surface
starting from Y9-π/Q51-Oǫ directly leads to a structure where the proton
is fully transferred to Gln-51, implying that this proton transfer proceeds
without any barrier in between.
An efficient and accurate way to locate the extremal points on the conical
intersection seam requires analytical gradients of the individual excited
states and their non-adiabatic coupling vector (cf. see Ref [52] and refer-
ences therein). For the current system the analytical energy gradients at
the CC2 level of theory are clearly too expensive. An alternative strategy
used previously for the phenothiazine-phenyl-isoalloxazine dyad[114] in-
volves a combination of TD-DFT geometry optimization and CC2 single
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point calculations. Using this approachminimum energy structures on the
conical intersection seam can be roughly determined. However this is a
rather tedious procedure requiring a very large number of calculations and
we have therefore decided not to pursue this issue in the present work.
Nevertheless there is strong evidence that the conical intersection indeed
exists: Comparing the Y9-π/Q51-Oǫ and ∆1=-0.5 structures, the sole ap-
preciable structural change in the flavin binding pocket is the slight dis-
placement of the Tyr-9 proton. One may therefore consider the ∆1=-0.5
structure to be very close to the Frank-Condon (Y9-π/Q51-Oǫ) structure.
Yet the charge transfer excitation energy has dropped dramatically, from
3.59 eV (dark) to 0.99 eV (∆1=-0.5) and is energetically already below the
LE state at the latter geometry. This implies that the Frank-Condon point
is located rather close to the conical intersection seam between these two
states.
In the process of the first proton transfer (P1), the distance between FMN-
N5 and the closest hydrogen of the Gln-51 amino group is shrinking from
2.15Å at the Frank-Condon point (Y9-π/Q51-Oǫ) to 1.83Å at the ∆1 = +1
geometry. This indicates that the next consecutive step in the relaxation
process on the CT surface is a second proton transfer from the Gln-51
amino group to FMN-N5, labeled as P2 in Fig. 4.7, leading to the Y9•-Q51-
FMN• biradical where the charge separation induced by photo excitation
i.e., the zwitterionic character, is equalized (cf. Fig.4.7).
At the Y9•-Q51+-FMN•− geometry the CT excitation energy is already very
low, 0.1 eV ( TD-DFT, BHLYP) or 0.31 eV (CC2) and it continues to decrease
along the second proton transfer coordinate (P2) in such a manner that a
second conical intersection seam between CT and ground state surface is
crossed. The closed-shell DFT-BHLYP ground state becomes variationally
instable after a certain point along the coordinate is passed and the birad-
ical is taking over the role of the electronic ground state. Time-dependent
response methods like TD-DFT or coupled cluster response theory rely on
a closed-shell reference wavefunction for the ground state, hence any con-
ical intersection between the electronic ground state and an excited state
cannot be dealt with (instead, multi-reference methods with appropriate
active spaces would have to be utilized, which however are very cumber-
some to use in such extended systems). Hence, no attempt was made to
exactly locate the point where the proton transfer pathway dissects the
conical intersection seam.
The final Y9•-Q51-FMN•biradical form was generated by placing the sec-
ond proton (of Gln-51) at distance of ≈ 1Å and fully relaxing this structure
thereafter by employing spin-unrestricted DFT/B3LYP. Of course the re-
sulting wavefunction describing the biradical is no longer a pure singlet
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state, at the Y9•-Q51-FMN•geometry an eigenvalue of S2 of 1.05 was ob-
tained, as anticipated for a biradical described by a spin-unrestricted single
determinant.
These results all indicate that the CT state, once activated via conical in-
tersection with the LE state, opens a downhill channel within which the
first and second proton transfer process (from Tyr-9 to FMN, via Gln-51)
occur without any barrier and finally lead to the formation of the neutral
biradical Y9•-Q51-FMN• species. As is evident from Fig. 4.7 the process
of generating the neutral biradical Y9•-Q51-FMN• species involves the
tautomeriztion of the Gln-51 to the imidic form (amide → s-E-E , nomen-
clature taken from ref. [205]. See Fig.4.4) without rotation.
4.3.5 Open-shell QM/MM: Biradical recombination path
Biradical recombination via Gln-51 rotation:
According to the experiments, the Y9•-Q51-FMN• biradical form has a life-
time of 65ps[47] after which the biradical recombination step is completed.
Any proposed process which leads to the loss of the biradical signal must
therefore be compatible with a lifetime of this order of magnitude. In order
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to examine the possibility of Gln-rotation as suggested by Domratcheva
et. al.[48], we carried out a series of constrained geometry optimizations of
the neutral biradical state along the rotation angle about the C-C bond of
Gln-51 (see Fig. 4.8). These calculations were again performed by applying
spin unrestricted DFT with the B3LYP functional.
Our results indicate that, depending on the direction of rotation, a barrier
of 13-15 Kcal/mol has be to be surmounted. This high barrier implies a
lifetime of the Y9•-Q51-FMN• biradical form of several ms instead of the
65ps imposed by the experiment. In our view, twomajor factors contribute
to this barrier, which is by far too high to be overcome within nanoseconds
upon excitation:
(i) There is a strong H-bond, namely Tyr9-O•/Gln51-OH and a weak in-
teraction between Met-94-S and Gln-51-NH2 which needs to be cleaved
during the process of rotation.
(ii) There are four amino acids around the Gln51 residue, namely Leu-42,
Ile-53, Ile-67 and Met-94, which are highly conserved and block rotation
of Gln-51 via steric hindrance. For the complete conservation pattern of
the BLUF family see the supporting information. Moreover, there are ad-
ditional rotations required (about the NH double and OH single bonds of
Gln-51) in order to get the particular geometry, which, according to Dom-
ratcheva et. al., is finally enabling biradical recombination. Appreciating
all this, it appears as unlikely that the radical recombination proceeds via
rotation of Gln-51.
Biradical recombination without Gln-51 rotation:
An alternative to the rotation of Gln-51 is the formation of the imidic form
of Gln-51 (s-Z-E form). We postulate that the hydrogen atom on FMN-N5
is transferred to the Gln-51 oxygen directly. Our calculations predict a
barrier of about 3 Kcal/mol for such a process (Fig. 4.8) which involves
the isomerization (s-E-E →s-Z-E, these isomers are shown in Fig.4.4) of
Gln-51. This barrier indeed matches nicely with the experimental life-
time of 65ps of the biradical state (vide supra). Moreover, a much smaller
distortion in the conformation of the protein as a whole, namely a small
change in the alignment of the hydrogen donor/acceptor groups (i.e. from
FMN-N5/Q51-Nǫ to FMN-N5/Q51-Oǫ) is sufficient to allow this step for
taking place. Comparing the aforementioned barriers we conjecture that
the rotation of the Gln-51 moiety is not a competitive step and therefore
unlikely to be of relevance for the mechanism of signaling state formation.
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4.3.6 Path to the Signaling State
As pointed out in the introduction the redshift of the IR absorption band
assigned to the stretch mode of the C4=O4 bond is anticipated to be caused
by the formation of a new hydrogen bond at the O4 position of FMN. Such
a hydrogen bond was postulated to be formed after the rotation of the
Gl-51 residue [193, 208, 48, 47, 209, 39]. So far we have shown that the
structure with Gln-51 in its s-Z-E form, denoted as Q51-E , which is im-
mediately reached upon recombination does not involve any rotation of
Gln-51. In the geometry Q51-E , however, no new H-bond to FMN-O4 can
be formed. Therefore, alternative imidic forms of Gln-51 were considered,
for which such a H-bond is possible. Due to the high barrier of Gln-51
rotation a viable alternative is the Z-form of Gln-51 (see Fig. 4.4). The latter
conserves the H-bond between its OH group and FMN-N5, which is also
present in the Q51-E geometry.
QM/MMgeometry optimizations (employing the very sameQM/MMspec-
ifications as before) on conformations containing the E- and Z-forms of the
Gln-51moiety reveal that the E-form ofGln-51 is preferred over the Z-form,
in spite of the additional H-bond. It appears that the Z-form of Gln-51 is
destabilized by the neighboring Met-92 due to repulsion between the sul-
phur atom of Met-92 and the lone pair of the NH group of Gln-51.
At first glance it may seem as if the Q51-E structure contradicts experimen-
tal findings, since the expected H-bonding interaction is missing. There is
however evidence for a fast transforming intermediate in AppA, BlrB[35]
and Tll0078[190], which can be only trapped at low temperatures. The
measured shift of the LE band in the UV/VIS spectrum for this interme-
diate amounts to about half of that measured for the final signaling state.
Fukushima et. al., for example, report about a 5nm red-shifted interme-
diate for the BLUF domain of Tll0078[190]. These authors conclude that
further conformational changes in the protein environment in the vicinity
of FMN are necessary to arrive at the signaling state with its characteristic
10nm red-shift feature. Similar conclusion was made by Jung et. al.for
intermediates detected in AppA and BlrB BLUF domains[35].
Taking into account that biradical formation (via the proton transfers pro-
cess drivenby theCT state) and the subsequent fastbiradical recombination
steps studied in the present work involve movement of only light hydro-
gen atoms/protons and therefore are feasible in crystalline structures or
low temperatures, we assign the Q51-E structure to the observed interme-
diate on the path towards the final signaling structure.
As mentioned in the introduction the position/orientation of the Trp-92
residue with respect to FMN is not well-defined in both dark and signaling
CHAPTER 4. BLUF DOMAINS 72
state conformations. One may therefore assume that this residue maywell
be involved in the aforementioned conformational changes upon receptor
↔ signaling state transitions. In the FT-IR study carried out by Masuda
et. al.[210] the mutation of the Trp-92 residue in AppA BLUF-domain was
shown to weaken the hydrogen bonding network around FMN-O4, al-
though the overall dark→light red-shift for the C4=O4 IR-mode was not
affected. Additionally, this mutation lead to a dramatic increase in the rate
of thermal relaxation towards the dark state[210]. The presence of Trp-92
in BLUF domains therfore seems to stabilize the signaling state conforma-
tion. Hence it is of interest to compare the E- and Z-forms of the Gln-51
moiety for a Trp-in conformation.
Unfortunately, there is no crystal structure available for a possible Trp-in
conformation of the BLUF-domain of BlrB. Based on Trp-in conformations
published for AppA[49] and Slr1694[185] we made a model system for a
possible Trp-in conformation for BlrB, which then was used as the starting
structure for further QM/MM calculations (see section II. for details about
the preparation of this model system). In contrast to the Met-in case, the
Z-form of Gln-51 now is more stable than the E-form for the Trp-in model
of the protein. This result now also provides an explanation for the much
faster dark state recovery of the Trp-92 mutant, since the additional sta-
bilization of the H-bond network around FMN-O4, caused by the latter
residue, is missing in the mutant. The Trp-in conformation with Gln-51 in
its (s-Z)-Z form is denoted as Q51-Z .
The transition from the Met-in Q51-E to the Trp-in Q51-Z geometry in-
volves a further isomerization step (s-Z-E→s-Z-Z cf. Fig 4.4, or E→Z for
short) of the Gln-51, which corresponds to inversion of the N-H bond. An
alternative would be the thermal back reaction to the original dark state
conformation via s-Z-E→amide tautomerization. In order to estimate the
barriers for the mentioned tautomerization and isomerization processes,
gas-phase calculations (DFT/B3LYP employing the TZVP basis) for the
Gln-51 model systems (as shown in Fig. 4.4) were performed. A barrier
of about 33 kcal/mol for the imidic (s-Z-E)→ amine tautomerization was
obtained whereas for the E→ Z isomerization step the barrier is about 28
kcal/mol. Additional water molecules, which enable a concerted proton
transfer, reduce the barrier further to 22 kcal/mol as additional test calcu-
lations have shown.
Having three representative QM/MM optimized structures, dark, Q51-E ,
and Q51-Z in hand, the next step is to include the Asn-33 and Trp-92
residues in the QM-region. Experimentally, these have been shown to
influence both UV/VIS spectra and IR-spectra as well as the signaling
→dark state transition rate, as mentioned earlier. Therefore they need to
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(a) DARK (b) Q51-E
(c) Q51-Z
Figure 4.9: Optimized ground state QM/MM structures for the dark, Q51-E and Q51-
Z conformations
be included at the more accurate QM level for the vertical excitation and
vibrational frequency QM/MM calculations (see below). For the dark and
Q51-E geometries the initial QM region (set A) was augmented by Asn-33
(set B). For the Q51-Z geometry set A was augmented by Asn-33 and Trp-
92 (set C), respectively. The following observations, made by comparing
the QM/MMoptimized structures shown in Fig. 4.9, are complementary to
the further QM/MM results discussed in subsections G. and H. which deal
with the vertical excitation energy and vibrational frequency calculations
performed for the mentioned three structures.
It is for example evident that the rather weak NH2-N5 H-bond at the dark
geometry, is replaced by a stronger OH-N5 H-bond (at the Q51-E geome-
try) after the direct biradical recombination process discussed above. On
going from the Q51-E to the Q51-Z structure the length of this OH-N5 H-
bond between FMN and Gln-51 remains virtually constant. Recalling that
the electron density of the LE state increases considerably at N5 position
of flavin (see Fig. 4.6(a)), this former observation is a clear indication that
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the H-bond at N5 position, which we expect to be partially responsible for
the slight red-shift of the band related to the LE state, as observed in the
UV/VIS spectrum, is not disturbed by even the rather large conformational
change of the Trp-Met flip. This is in agreement with the flash-photolysis
experiment carried out by Gaudenet. al.[211] where the authors paper con-
clude that the red-shifted absorption band of the signaling state appearing
after less than 10ns after initial excitation of the dark structure, does not
change thereafter within the observed time range of 10 ns to some ms.
Another strong H-bonding interaction between Asn-33 and FMN-O4 is
formed during the signaling state formation as can be seen by comparing
the dark andQ51-Z (our proposed dark and signaling state) conformations
(Asn-33 H/FMN-O4 distance: 2.46Å vs. 2.16Å, see Fig. 4.9(a) and 4.9(c)).
This is in linewith crystal structures solved for BLUFdomains correspond-
ing to Trp-in conformations. Considering the slight increase in the electron
density at the FMN-O4 position after excitation to the LE state, the stronger
H-bond formed between FMN-O4 and Asn-33 could be of importance for
inducing the red-shift observed in the UV/VIS absorption spectrum. In fact
Asn-33 mutated BLUF domains show only half of the mentioned red-shift
as that observed for the wild type[189] which is in agreement with the role
proposed here for this residue.
This strengthened hydrogen bonding interaction between FMN-O4 and
Asn-33 could also be the main reason for the red-shift in the IR vibra-
tional C4=O4 stretch mode of FMN. There is a second H-bond between
the Z-tautomer of Gln-51 and FMN-O4, only found after inversion of the
N-H bond (discussed above), yet one expects the stronger H-bond (Asn-
33/FMN-O4, Fig. 4.9(c)) to be the hydrogen bond formed during the sig-
naling state formation hence causing the red-shift in the C4=O4 stretch
mode.
4.3.7 Vertical excitation energies: comparison of dark, Q51-
E and Q51-Z structures
Vertical excitation energies at the dark, Q51-E , and Q51-Z geometries
were computed by applying both TD-DFT (using the B3LYP and BHLYP
functionals) and CC2 response theory. It has been stated already above
that we do not consider the TD-DFT (B3LYP) values as reliable, certainly
not for the CT state, they are just given here for comparison. The QM/MM
regions were specified as the sets A, B, and C, respectively and the results
so obtained are compiled in Table4.3.
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Locally excited state (FMN→FMN*):
No substantial differences in the excitation energies of the LE state are ap-
parent between the individual geometries. Red-shifts of 0.07 eV (9.8nm)
and 0.1 eV (15.0nm) between the excitation energies of the dark and Q51-
Z geometries were obtained at the level of CC2 response theory for the
QM regions A and B/C, respectively. This is basically in agreement with
experiment since all known BLUF domains do not feature any substantial
spectral shift of the LE absorption band between dark and signaling state.
The good agreement of our values above with the experimental red-shift
of 10nm must be considered as fortuitous.
A shift of about 0.1 eV is a subtle feature and beyond the accuracy of the
present approach, not so much because of the underlying quantum chemi-
cal method, i.e., CC2 response theory, but because of the MM environment
based on far-reaching point charges. Test calculations, performed in the
context of the present work, reveal, that modifications of charges quite
far from the FMN chromophore still have an appreciable influence on the
excitation energies. Moreover, the vertical excitation energies given in
Table4.3 represent just oneminimized configuration, whereas an ensemble
average of excitation energies would be needed for a direct comparison
with experiment (cf. e.g. Ref [212]).
Due to these reasons we cannot claim to really pick up the measured
red-shift of 10nm with the methodology utilized here. However, our cal-
culations clearly show a significant increase in the electron density at the
N5 position on going from the ground to he LE excited state (see Fig.4.6).
Table 4.3: TD-DFT and CC2 response vertical excitation energies (in eV) calculated at
QM/MM optimized dark, Q51-E , and Q51-Z structures. LE and CT represent the local
excitationwithin FMN and the charge transfer excitation fromTyr-9 to FMN, respectively.
Oscillator strengths are show in parenthesis. QM set A is the default specification for
the QM region of our QM/MM calculations. For the calculations involving the QM
sets B (A+Asn-33) and C(A+Asn33+Trp92) the related ground state geometries were
re-optimized accordingly.(see text)
TDDFT-B3LYP TDDFT-BHLYP CC2
Struc. set LE CT LE CT LE CT
Dark A 2.81(0.179) 1.860(0.000) 3.290(0.269) 3.170(0.001) 2.992 3.596
Q51-E A 2.900(0.108) 1.833(0.000) 3.300(0.249) 3.240(0.000) 2.996 3.656
Q51-Z A 2.699(0.037) 0.947(0.000) 3.175(0.176) 2.366(0.000) 2.923 2.732
Dark B 2.872(0.100) 1.645(0.000) 3.338(0.286) 3.167(0.000) 3.031 3.627
Q51-E B 2.900(0.108) 1.833(0.000) 3.356(0.295) 3.310(0.000) 3.047 3.695
Q51-Z C 2.736(0.074) 1.105(0.000) 3.182(0.238) 2.528(0.000) 2.924 2.873
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Based on this fact one may anticipate that the experimentally observed
10nm shift is related to changes in the H-bonds involving this atom of
FMN.
Charge transfer state (Tyr-9→FMN):
The TD-DFT values exhibit a substantial drop in the energy of the CT state
on going from the dark to the Q51-Z geometry. However, the CT state
energies are considerably underestimated (particularly so for the B3LYP
functional for reasons mentioned above) such that the gap between the LE
and the CT states at the Q51-Z geometry becomes rather large. Further-
more, no conical intersection is predicted by TD-DFT. We conclude that
TD-DFT alone is not able to provide a qualitatively correct picture of the
photophysical behavior of the BLUF domain. CC2 response, on the other
hand, certainly provides a qualitatively correct picture of the energetics of
the low-lying LE and CT states in BLUF domains.
According to Table 4.3 CC2 response yields a decrease in the energy of the
CT state by almost 0.9 eV on going from the dark to the Q51-Z geometry.
For the dark geometry the CT state is energetically above the LE state with
a gap of 0.6 eV, while for the Q51-Z geometry the CT state is 0.2 eV below
the LE state. Evidently, the CT state is much more stable in the Q51-Z than
in the dark geometry. It is tempting to assume that also the Frank-Condon
point of the signaling state (Q51-Z geometry) is located close to a conical
intersection seam between the LE and the CT surfaces and as a result pop-
ulating the CT state via the LE state upon photo-excitation. Consequently,
the CT state would be also instrumental for the photocylce initiated by the
photo-excitation of the signaling state of the BLUF domain (vide infra).
Zirak et. al.have obsevered a lower fluorescence efficiency and a shortened
fluorescence lifetime in the signaling state (compared with dark/receptor
state) of BlrB[184],AppA[182] and Slr1694[188] BLUF domains. These data
support our hypothesis of the above mentioned conical intersection near
the Q51-Z geometry efficiently populating the CT state. Additionally, the
ultra-fast transient absorption spectroscopy measurements by Gauden et.
al.[209] indicate a much faster photocylce in the light-adapted form of the
AppA BLUF domain. In fact, no FMN anionic semi-quinone (FMN•−) was
observed in this work and the authors report on the formation of flavin
neutral semi-quinone within some ps after photo-excitation, followed by
ground state recovery (relaxation down to the signaling state conforma-
tion) after 60ps.
The Q51-Z geometry may explain a much faster photocylce by faster pro-
ton transfer steps due to stronger hydrogen bonds. The relatively weak
H-bond between FMN-N5 and NH2 of Gln-51 in the dark state is replaced
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in the Q51-Z geometry by a stronger H-bond involving the hydroxy group
of the Z-tautomer of Gln-51, which is more acidic, in the signaling state.
Upon activation of the CT state in the Q51-Z conformation it is more prob-
able that a concerted proton transfer from Tyr-9/OH to Gln-51/Oǫ and from
Gln-51/OH to FMN-N5 takes place. This assumption can be justified by
the fact that such a concerted proton transfer step, in contrast to the case
of dark state, is mediated via a single atom, namely the Oǫ of Gln-51.
One may assume further that such a concerted motion would occur even
faster than the P1+P2 proton transfer steps discussed for the dark struc-
ture, hence explaining the difficulty Gaudenet. al.had observing the FMN
anionic semi-quinone (FMN•−)[209]. After this biradical formation the
NH group of Gln-51 is still within in a (somewhat weak) hydrogen bond-
ing network involving the FMN-O4 and Trp-92. The orientation of the NH
group prevents it from acting as aH acceptor, since the lone pair of the Gln-
nitrogen (Nǫ) atom, pointing towards Trp-92, is already involved in a H-
bonding interaction with the latter. For the radical recombination process
to occur, the hydrogen atom at N5 is transferred back to Tyr-9 OH (again)
via a possibly concerted hydrogen atom transfer in the opposite direction
to that inducing the biradical in the first place, i.e. FMN-N5→Gln-51 Oǫ
and Gln-51 Oǫ →Tyr-9 OH. This last mentioned mechanism is probably
more compatible with experimental observations since other biradical re-
combination paths may well involve larger conformational changes (on a
longer timescale) such as the rotation of Gln-51 or the dislocation of Tyr-9,
etc.
There is a further charge transfer state, namely Trp-92 →FMN, which is
of some importance. At the Q51-Z geometry where the distance between
FMN and Trp-92 is substantially decreased relative to theMet-in dark state
structure it constitutes the lowest electronically excited state with a CC2
vertical excitation energy of 2.618 eV. The corresponding value for the Tyr-9
→FMNCT state amounts to 2.873 eV (cf. Table 4.3). TD-DFT excitation en-
ergies for the Trp-92→FMN CT state amount to 2.17 eV (BHLYP) and 0.84
(B3LYP), again significantly underestimating the CC2 value (in particular
for the latter functional). The oscillator strength of this CT state, calculated
both at the level of TD-DFT and CC2, is essentially zero. Consequently,
direct population via photo-excitation is not possible and the LE state has
to be involved (possibly via conical intersection). Since the Tyr-9→FMN
charge transfer state is energetically closer to the LE state (actually rather
close, cf. Table 4.3), one can anticipate that the Tyr-9 moiety still is the
primary electron donor in the signaling state of BLUF domains and the
Trp-92 most probably is playing a secondary role. Interestingly, Gaudenet.
al.[183] suggested the possibility of a competition between the two CT pro-
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cesses discussed here. The photo cycle of BLUF domains in the signaling
state is subject of further research in our group.
4.3.8 QM/MM vibrational frequency calculation
Apart from the calculations of vertical excitation energies discussed above,
also QM/MM harmonic vibrational frequencies in the electronic ground
state were computed at the three geometries dark, Q51-E , and Q51-Z ,
respectively. The resulting values for the C4=O4 stretch mode are given in
Table4.4. The biradical recombination process outlined in our study leads
to the Q51-E geometry (Gln-51 in imidic form), for which no substantial
strengthening of the H-bond network involving FMN-O4 is taking place.
The calculated shift of the FMN C4=O4 stretch mode relative to the dark
geometry therefore is rather small (cf. Table4.4).
Table 4.4: Stretch and bend mode frequencies (in cm−1) for the dark, Q51-E and Q51-
Z structures calculated at the B3LYP/MM level of theory. a the C4=O4 and C2=O2 stretch
modes couple rather strongly with the N3-H3 mode. b the C=O mode in Gln-51 couples
strongly with the NH2 bend coordinate at the dark state geometry.
Struc. FMNmodes Gln-51 modes
(set) C4=O4a C2=O2a N1-C10 C4a-N5 C=Ob/C=N NH2-bend
dark (B) 1797.8 1745.3 1590.7 1656.9 1716.3 1653.4
Q51-E (B) 1795.2 1736.7 1600.4 1662.6 1760.3 -
Q51-Z (C) 1791.0 1737.3 1597.9 1656.3 1773.4 -
At the first sight this appears to be in contradiction with the experiments
measuring a red-shift of about 10 cm−1 of the FMNC4=O4 stretch mode on
going from the dark to the signaling state of the BLUF domain. However,
a recent FT-IR study by Stellinget. al.on AppA BLUF domains[46] reveals
that this shift does not appear in the first 2ns after photo-excitation of the
dark-adapted structure, whereas the biradical recombination is reported
to be completed within 2-3ns in the AppA[211] and Slr1694[47] BLUF
domains.
This implies that the strengthening of theH-bondnetwork involving FMN-
O4 at the O4 position and the formation of the intermediate arrived at
after biradical recombination (the Q51-E geometry proposed here) are two
separate steps occurring at different times in the photo-cycles, i.e., the
strengthening of the H-bond network occurs later than the formation of
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the Q51-E geometry. Yet this is in excellent agreement with our frequency
calculations, where the final Q51-Z geometry, i.e., our postulated signaling
state geometry, exhibits basically the experimentally observed shift (7cm−1
vs. 10cm−1 reported in Ref. [46]). We note in passing that for the alternative
mechanism involving rotation of the Gln-51moiety a much larger shift
of 40cm−1 was computed for the corresponding final signaling state[48].
Further stretch and bend modes calculated in the context of present work
are shown in table Table4.4. The C2=O2 stretch mode, also showing a red
shift upon transition to the signaling state, is lower than that of C4=O4
which is in line with experimental observations[181, 46].
A further agreement with experiment is the rather high contribution of the
FMN N3-H3 stretch coordinates to both of these carbonyl modes[181, 46].
The C=O and C=N modes of Gln-51, also shown in Table4.4, include
contributions from the NH2 bend coordinates of this residue. The mode
found at 1653 cm−1 is assigned to the bend mode of Gln-51 which also
couples with the C=O stretch coordinate of the latter residue. This mode
is however not present in the Q51-E and Q51-Z structures, where the Gln-
51 side chain is in its imidic form. More accurate QM/MM calculations
at a higher level of theory (e.g. MP2) are necessary for a more robust
assignment of these modes to the experimental ones.
4.4 Conclusions
Extensive QM/MM calculations were performed, applying also high-level
ab initio methods like Coupled Cluster (CC2) response theory in order
to lay out the reaction path leading from the dark state to the signaling
state structure after initial photoexcitation of the former. A Tyr-9→FMN
charge transfer state is populated via conical intersection after triggering
an electronically local excited state of the FMN subunit. The latter has,
in contrast to the charge transfer state, a rather large oscillator strength.
Populating charge transfer states, which usually have only low oscillator
strength, via conical intersection appears to be a common way to achieve
photoinduced charge transfer, at least for systems based on flavin.
The reaction cascade thenproceedsdownhill on the charge transfer surface,
inducing two proton transfer steps, and finally leads via a second conical
intersection to a non-zwitterionic ground state biradical. These two proton
transfer steps transform the Gln-51 moiety, the key player in this whole
mechanism, to its imidic tautomer. Biradical recombination, a further step
in the cascade, then transforms this tautomer to the E-isomer (E-form). A
subsequent second isomerization, triggered by the exchange of the Met-94
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and Trp-92 residues in its vicinity further stabilizes the imidic form of Gln-
51 (Z-form). Accompanied by this flip is a spatial dislocation of the Asn-33
residue, moving closer to the FMN chromophore. It turns out to be this
effect that is mainly responsible for the experimentally observed red-shift
in the flavin C4=O4 stretch frequency.
The thermal back-reaction from the long living signaling state involves
the back-tautomerization of Gln-51. The related barrier is estimated to be
ratherhigh, particularly so, if the imidic tautomer is stabilized in theZ-form
after the interchange of Met-94 and Trp-92 . We assume that this Met-94 vs.
Trp-92 flip actually is the trigger for the large conformational change of the
protein transmitting the signal to the biological environment. In its dark
state and under aerobic conditions, AppA binds to Purple bacteria photo
system Regulator (PpsR), a transcription factor, hence forming a complex
which is not able to bind to DNA and therefore initiates gene expression.
The oligomerisation state of AppA changes in its light-induced signaling
state[213] but the mechanism of PpsR release, leading to gene expression
inhibition, is not fully known. The proposed mechanism also provides a
hint for the role of the strictly conserved Met-94 residue next to Gln-51.
Methionine is the only amino acid which can only act as an H-acceptor,
hence it forms an attractive interaction with Gln-NH2 but is repulsive
towards the proposed Gln-Z isomer.
None of the reaction steps presented here do involve any rotation of the
Gln-51 sidechain. Rotation of Gln-51 was previously postulated by others
to play a key role in the mechanism, but the present study shows that
the barriers of rotation are considerably higher than those of direct proton
transfer as conjectured here. Interestingly, the mechanism implies only
photoisomerization of the protein environment but not of the FMN itself.
The FMN chromophore just plays the role of an antenna and mediator for
the tautomerization and subsequent isomerization of Gln-51. This, to our
knowledge, is unique for biological photoreceptors.
Chapter 5
2’-Oxoethyl Flavin Revisited
One of the projects of the Graduate College, pursued by Prof. B. Ko¨nig
(Department of Organic Chemistry, University of Regensburg) and his
coworker Dr. J. Svoboda, was to find an alternative to the rather compli-
catedand tediousKuhn-Synthesis[214] offlavin andflavin-basedmolecules.
The main idea is to use commercially available riboflavin (1) and use it as
a starting material. An intermediate in this alternative synthesis, formed
after oxidative degradation of riboflavin, is the 2’-Oxoethyl flavin (2) (see
Fig. 5.1)
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Figure 5.1: Oxidative degradation of riboflavin (1) to 2’-oxoethyl flavin (2)
and numbering scheme; conditions: periodic acid, sulphuric acid, water,
r. t., 49 %. For more experimental detail see Ref.[215]
It turned out however that the hydrated gem-diol form (4) is predominantly
preferred over the 2-Oxoethyl flavin (2) (see Fig. 5.2). This behaviour is a
rather unusual for an aldehyde.
For comparison, a similar experiment was carried out with the structurally
related 2-phenylpropionic aldehyde 5 (Fig. 5.3). Again, an intensity in-
crease of the gem-diol 6 signals at the expense of the signals for aldehyde 5
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Figure 5.2: Equilibrium hydration of 2’-oxoethyl flavin (2).
was observed, but in this case, the mixture equilibrated at 45:55 (gem-
diol 6:aldehyde 5) ratio which corresponds to an equilibrium constant of
0.8, as expected for aldehydes in general[215].
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Figure 5.3: Equilibrium hydration of 2-phenylpropionic aldehyde (5).
In collaboration with the group of Prof. Ko¨nig, we have performed local
MP2 (LMP2) calculations for the molecules involved in the hydration re-
actions shown in Fig. 5.2 and Fig. 5.3.
The aim of these calculations was to understand the rather unusall be-
haviour of 2’-oxoethyl flavin (2). Of special interest here is to estimate the
strength of the hydrogen bond formed between the hydroxy group and the
N1 atom of flavin in the gem-diol (4) molecule. Such a H-bonding interac-
tion (missing in the gem-diol (6) system) is expected to be main cause for
the stability of the gem-diol (4) compared with the 2’-oxoethyl flavin (2).
Geometry optimisations of 2’-oxoethyl flavin (2) and its gem-diol formwere
carried out with the efficient analytic LMP2 energy gradient method[199]
using the aug-cc-PVDZ AO basis set of Dunning [202]. Single point en-
ergy calculations at these geometries were performed employing the more
extended aug-cc-PVTZ and aug-cc-PVQZ sets, respectively, which were
used to extrapolate the correlation energy at the basis set limit (two-point
extrapolation formula, Ref. [216]).
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(a) (b) (c)
Figure 5.4: The hydrogen bond at theN1 position of flavin(a) comparedwith that found
in water dimer (b) and water-ammonia (b) complexes as obtainbed by performing LMP2
calculation with the aug-cc-pVDZ basis set (see text for further details)
Analogous calculations were also performed for 2-phenylpropionic alde-
hyde and its gem-diol form to have, as a reference system, an aldehyde
with “normal” chemical behaviour1
For the gem-diol form 4 of 2’-oxoethyl flavin molecule the calculations pre-
dict the formation of an intramolecular hydrogen bond between one of
the hydroxy groups of the diol and the nitrogen atom in position 1 of the
flavin skeleton. The length of this hydrogen bond is comparatively short,
i.e., 1.96 Å vs. 2.05 and 2.07 Å for the water dimer and the water ammonia
complex, respectively, calculated at the same level of theory (Fig. 5.4).
In order to assess the strength of this hydrogen bond additional constrained
geometry optimisations were performed for a sequence of different C-1’–C-
2’–OH dihedral angles (see Fig. 5.5). A barrier height of 8.34 kcal/mol at
1The ab initio calculations were performedwith the local MP2method as implemented
in the M [173] program package, employing the density fitting approximation for
the electron repulsion integrals [217, 199]. The augmented correlation consistent AObasis
sets aug-cc-pVXZ of Dunning [174, 202] were used (X = D for geometry optimizations,
X = T,Q for single point energies), along with the related fitting basis sets optimized for
DF-MP2 [175].
For the Hartree-Fock energy and the related component of the LMP2 gradient the JK-
fitting basis sets of Weigend [101] related to the cc-pV(X+1)Z AO basis, respectively,
were employed. Local orbitals were generated according to the Pipek-Mezey localization
scheme [218]. Pair domains were constructed with the Boughton-Pulay procedure [219]
using a completeness criterion of 0.98. The BP domains then were extended by all next
nearest neighbour centres. The occupied orbital pair list remained un-truncated in all
calculations.
The density functional calculations were carried out by using the T application
package [220].
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the basis set limitwas so obtained for the rotation about this dihedral angle.
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Figure 5.5: The LMP2 energy profile along the torsion angle C-1’–C-2’–OH in gem-diol
which leads to the breaking of the hydrogen bond formed at the N1 position.
Due to the absence of sterical hindrance this barrier height appears to
be a reasonable estimate for the strength of the intramolecular hydrogen
bond, which is substantially stronger than the hydrogen bond of the water
dimer (4.94 kcal/mol) or even of the water-ammonia dimer (6.48 kcal/mol).
For the electronic contribution to the hydration reaction energy of 2’-oxo-
ethyl flavin (2) a value of −47.2 kcal/mol (extrapolated to the basis set limit,
−46.8 kcal/mol for the aug-cc-pVQZ basis alone) was obtained. This is−5.5
kcal/mol more than for the reference system, again reflecting the enhanced
stability of the former due to intramolecular hydrogen bond formation.
Based on these electronic reaction energies, the related free energy dif-
ferences at room temperature were assessed using harmonic vibrational
frequencies calculated at the level of density functional theory (B3-LYP
hybrid functional, TZVP basis set [221]).
The free energy differences for the hydration reactions so obtained amount
to −38.2 kcal/mol and −26.9 kcal/mol for 2’-oxoethyl flavin (2) and 2-
phenylpropionic aldehyde (5), respectively. Due to the underlying ap-
proximation of an ideal solution these two values certainly have to be
taken with care. However, the error imposed by this model is likely to
cancel to a large extent in the difference between these two free energy
differences, which amounts to −11.3 kcal/mol.
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Thus we can infer from these free energy calculations that (i) the free re-
action energies are smaller (absolute value) than the corresponding pure
electronic reaction energies, and (ii) zero-point energy corrections andfinite
temperature entropic effects disfavour the gem-diol form to lesser extent
for 2’-oxoethyl flavin (2) than for 2-phenylpropionic aldehyde (5) as the
reference system (see Fig. 5.6).
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Figure 5.6: Comparison of the electronic and free energy contributions to the hydration
calculated at the LMP2 level for both flavin and 2-phenylpropionic systems.
To summarise, we conclude from our calculations and experimental find-
ings, that the intramolecular hydrogen bond occurring in the gem-diol
form 4 of 2’-oxoethyl flavin (2) leads to a stabilisation of the diol over the
aldehyde to such an extent that the aldehyde form 2 can barely be observed
by the spectrometric methods applied in this work.
Chapter 6
Summary
In this project an artificial photoreceptor of cryptochrome type, pheno-
thiazine-pyrene-flavin dyad (PF-dyad), and a family of biological photore-
ceptors, the BLUF domain proteins, were studied using ab initio calcula-
tions. The covalently unbound flavin chromophore, in its oxidized form,
is sensitive to the blue and near UV part of solar spectrum and plays a key
role in the photochemistry and photophysics of both systems.
Experimental data for the PF-dyad indicate both low fluorescence quan-
tum yield and formation of charged-separated (phenothiazine+-flavin−)
species upon photoexcitation. These findings seem to be connected as
photo-induced charge transfer processes are known to cause fluorescence
quenching in donor-acceptor system. In the case of the PF-dyad , the ini-
tial excitation leads to the population of the locally excited state (LE) of
flavin which has a high oscillator strength. The charge transfer (CT) state
however has a low oscillator strength and therefore not directly activated
via photon absorption. Our calculations show that a conical intersection
between the two LE and CT states is indeed responsible for the activation
of the latter, hence explaining the above mentioned experimental findings.
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A series of constrained geometry optimizations on the CT state surface of
the PF-dyad have been carried out at the TD-DFT level of theory. It is well
documented that TD-DFT yields erroneous and untrustworthy results for
the excitation energies of CT states, hence a more reliable method, namely
CC2, was applied to correct for this shortcoming.
The environment of a donor-acceptor system may have strong influence
on the energetic position of the conical intersection seam. Depending on
the nature of the solvent which surrounds the molecule and those states
which are involved in its photochemistry, the lowest energy region of the
conical intersection seam can either be stabilized, as observed in our case
study (solvent = acetonitrile), or even destabilized.
For a correct description of photo-induced processes therefore it is cru-
cial to include the environment explicitly in the calculations. A popular
method used these days is the hybrid QM/MM approach, where the ac-
tive center of a (photo-)chemical reaction is treated with laws of quantum
mechanics, while the remaining part of the system is described via molec-
ular mechanics. Such an approach was used in this project to study the
signaling state formation in the BLUF domain family of biological pho-
toreceptors. Having all the experimentally known data on BLUF domains
in mind, we tried to answer some of the open questions by setting up and
performing QM/MM calculations.
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The main finding of this QM/MM study is that in contrast to all other
families of known biological photoreceptors, where the chromophore ei-
ther undergoes isomerization (e.g. rhodopsin) or photo-adduct formation
(e.g. LOV domain), in BLUF domains a flavin-neighboring and highly-
conserved amino acid, glutamine, is in fact isomerized into its imidic form.
The imidic isomer is further stabilized by the interchange of the two me-
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thionine and tryptophane residues within the flavin binding pocket. The
transition to the dark state structure (i.e. dark state recovery) can only
occur thermally since the protein is locked in its light-induced state. This
stable and long-living conformation opens the way for the subsequent sig-
nal transduction process.
Photo-induced electron transfer is an important part of the mechanisms
studied in this project. Cryptochrome and BLUF proteins, belonging to
the naturally found photoreceptors, make use of this process in their sig-
naling state formation cascade and the flavin chromophore, well known
for its catalytic functions, plays the key role. Nature has found ways to en-
hance such capabilities by ”tuning” the environment of the flavin in such a
way that (i) an electron donor, e.g. the highly conserved tyrosine in the case
of BLUF domains, is placed in the vicinity of the chromophore (electron
acceptor), and (ii) the low energy region of the conical intersection between
the LE and CT states is energetically accessible. Once these two conditions
are fulfilled, the photo-induced charge transfer process initiates a whole
cascade of events which finally lead to the desired cellular response.
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