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ABSTRACT 
Curved Arrhenius plots have been observed before in diffusion 
work on a number of systems. The mathematical attributions of 
diffusion constants to a high and a low temperature process were 
always cumbersome and often arbitrary. A curved Arrhenius plot has 
now also been observed for uranium diffusion in stoichiometric uranium 
monocarbide, UC. For an optimal evaluation, either two separate or the 
sum of two exponentials were fitted to the experimental data. For the 
latter case, an iterative procedure showed that the standard deviation a 
is rather insensitive to considerable variations in slopes and intercepts. 
Acceptable results are obtained, however, with a minimization of a 
while varying one or two of the parameters steps and adjusting the 
remaining parameters. 
The resulting equation for the diffusion of U in UC is D = 6.9 exp 
(—141.000/RT) + 3.6 X 10-'· exp (—84.500/RT) cm- sec-'. These 
results are discussed on basis of the present knowledge of nontrivial 
curved Arrhenius diagrams (so far observed mainly for metals, alkali 
and silver halides). Different possible mechanisms are discussed. As 
plausible reason for the curvature, a single vacancy mechanism is 
suggested at low temperatures, whereas a divacancy mechanism is said 
to dominate at temperatures near the melting point (2085 - 2545"C). 
The present knowledge on carbides does, however, not suffice to 
definitely exclude other alternatives. As most probable alternative, the 
effect of impurities by providing impurity-vacancy interactions is 
suggested. 
Finally, the evaluation procedure wras applied to curved Arrhenius-
plots on other systems that were reported in the literature. 
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1. Introduction 
In moet diffusion studies, diffusion coefficients are given 
as function of terni 
Arrhenius relation 
emperature,Τ (in K), using the conventional 
D « D o exp (­ΔΗ/RT) (1) 
with R s gas constant, where both the activation enthalpy of 
diffusion, ΔΗ, and the pre­exponential factor, D , are.assumed 
to be temperature independent. Hence, the data are fitted to a 
straight line in a plot of log D versus 1/T. 
Such a treatment, however, is not always justified. There 
are both trivial reasons for deviations from straight lines 
which can be excluded by proper choice of the experimental 
conditions; and inherent causes for a curvature in the Arrhenius 
diagram. These latter include i) a temperature dependence of 
AH itself or ii) the contribution of more than one intrinsic 
mechanism to volume diffusion. 
. .­■■.';.:■ ■Ì:-<. V­ · , ■ '■ -, "> '■:■·, ·:·ΐ, 'Í '"·.' '"­''' '■ ; 
Most of the present knowledge of these phenomena is restricted 
to metals, (see review in ref. (1)). The available data and 
estimates indicate that the temperature dependences of both 
formation and migration energies of single vacancies in close­
packed metals are quite small, and that rather noticeable con­
tributions of divacancies to the overall volume diffusion may 
exist at high temperatures· Hence, the resulting experimental 
diffusion coefficient, D , would be given by 
D « ™ " °Λ 1 βχΡ (­ AHj/RD+D _ exp (­ΔΗ./RT) (2) 
where the indices 2 and 1 stand for the diffusion constants of 
single and divacancies, respectively. Divacancy contributions 
to self diffusion have further been demonstrated or postulated 
in alkali halides. 
a) footnote : The trivial reasons are deviations from volume 
diffusion due to contributions at low temperatures of 
fast diffusion paths as dislocation lines and/or 
grain boundaries etc., or the existence of phase 
changes within the investigated temperature range. 
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Very pronounced curvatures in the Arrhenius plots have 
also been observed for βelf­diffusion and impurity diffu­
sion in some bcc metals (which are referred to as "anomalous" 
bcc metals). Despite a tremendous amount of work performed 
on these metals in the past few years, no unique interpre­
tation for their diffusion behavior can be given yet. 
Part of the difficulty is due to proposed values of D .,, 
D , ΔΗ , and AH not being sufficiently uniquely defined O f ζ χ ζ 
since the fit of two exponentials to the diffusion data is 
often difficult due to experimental uncertainties and the 
fact that the curvature,though being pronounced)is observed 
over an essential part of the accessible temperature range. 
Sometimes, such a fit is not meaningful at all (e.g. for ¡f­U) 
due to the limited temperature range which can be (or happened 
to be) covered in the experimental investigation. 
Such difficulties would be expected to be even more severe 
for ceramic high temperature materials. Since the temperature 
of intersection (or "knee temperature") in the Arrhenius 
diagram is usually quit· near to the melting point, such 
studies should be extended to very high temperatures. 
In the following, data on uranium self­diffusion in practi­
cally stoichiometric uranium monocarbide, UC, are presented 
for a broad temperature range. Previous measurements in this 
system (e.g.2) vere performed up to 1900 °C and were fitted 
to a straight line in the Arrhenius diagram. In the present 
study; the temperature range is extended up to the melting 
point, and a curvature of the Arrhenius plot is evident. 
This result is discussed in the light of the present 
knowledge on curved Arrhenius diagrams in various solids. 
2. Experimental 
Arc cast UC of nearly stoichiometric composition was received 
from NUKEM, Hanau. Chemical analyses for determining C/U 
ratios are known to be internally consistent within each 
laboratory, whereas systematic deviations occur between 
different laboratories. The analysis of NUKEM yielded 
4.81 % C, whereas a series of analyses in the Transuranium 
gave values 
7 -
of 4.75 +. 0.02 % C. Therefore, the material was probably 
as near to stoichiometry (4.80 % C) as one can at present 
obtain within the U-C system, and was certainly within 
the range UC^ Q O - Q 1· Analyses were also performed following 
diffusion anneals since the carbon content in UC tends to 
increase during prolonged annealing due to preferential eva-
poration of U-metal (e.g. 3). However, the annealing times 
were in all cases short enough to not yield a noticeable 
increase in the C-content. The latter remained always within 
the range 4.75 to 4.8l %. 
The oxygen content was always at the lower limit of detection 
( 100-200 ppm), independent of annealing treatments, and there-
fore probably predominantly present as oxide layers which are 
known to form on UC (4). Metallic impurities were 4120 ppm. 
For diffusion anneals, pellets of 10 mm 0 and 5 mm height 
were polished on one face. U-233 was chosen as tracer and 
deposited by evaporation. Anneals were carried out between 
l400 and 2545 °C in a high frequence furnace (5)· Two spe-
cimens were always annealed in a sandwich -type arrangement 
with the two coated side.s facing one another to minimize 
disturbing effects of evaporation or chemical attack. Tem-
peratures were measured with a calibrated optical pyrometer. 
Following the diffusion anneal?, the pellets could always be 
separated (though with some difficulties at the highest tem-
peratures). However, some peak migration was observed at 
high temperatures, as described previously by one of the 
authors (5,6) (see also below). 
The method of tfL-energy degradation (7,8) was employed for 
determining diffusion profiles. In this method, (7Í -spectros­
copy using conventional surface-barrier detectors and 
multi-channel analysers serves to measure energy profiles. 
These are converted to depth profiles using known values 
(6) of the energy loss of the di-particles, dE/dx. Diffu­
sion coefficients are then deduced from the concentration vs. 
depth curves in the usual way. 
3· Results 
Two typical diffusion profiles are shown in Fig. 1. Following 
the diffusion anneals, the original line energy spectrum 
(t=0) of the U­233 tracer is extended towards lower energies 
indicating diffusion of the tracer atoms into the bulk (see 
Fig. 1, left part). These extended energy spectra can be con­
verted to the desired concentration­depth profiles with the 
aid of the known energy­depth relation deduced from measure­
ments (6) of dE/dx of the Λ­particles of U­233 in UC. Accor­
ding to the relevant "thin layer·· solution of the diffusion 
equation 
C ( x , t ) » (M/v/irBT) exp ( - x 2 / 4 D t ) 
(with C β concentration of tracer at depth, x, and annealing 
time, t; M = total amount of tracer at the surface, χ «e O, 
and at t « 0; D s diffusion coefficient). 
2 a plot of log C vs χ should give a straight line from the 
slope of which D can be determined. 
Fig. 1 (right part) shows that such straight lines are indeed 
observed. The small deviations at larger diffusion distances 
indicate some contribution of fast diffusion paths, e.g. grain 
boundary diffusion, which, however, was small as would be 
expected from ceramographic examinations of the diffusion 
specimens. These showed négligeable porosity and a big grain size 
(up to mm size). A more detailed analysis of grain boundary 
diffusion in UC will be given later (5). 
At higher temperatures, a peak shift as already described in 
ref. 6 was frequently noted. This was due to some evaporation 
of the diffusion couples but it was thought to not essentially 
influence the measured D­values. Again, a more extensive account 
of the phenomenon will be given elsewhere (5). 
A total of 28 experiments was performed in this way, the 
investigated temperature range being 1480­2545 °C.The resulting 
diffusion coefficients are shown in an Arrhenius diagram in 
Fig. 2. They are in addition given in Table I in order to faci­
litate comparison with the computations given below,where 
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Fig. 1. Extension of Λ-energy spectra of the initial thin 
tracer layer of U-233 (t=0), on annealing for 25 min 
at 2220°C (left part). The spectra of the two speci­
mens of the diffusion couple are shown as full or 
dashed line, respectively. The peak has migrated into 
one of the specimens by about 1.5 urn. The second pellet 
shows therefore a smaller tracer concentration. The 
mirror image at the original energy of its spectrum 
complements the spectrum of the first pellet to 
a complete Gaussian. This is demonstrated in the 
right part of the figure by the predominantly straight 
lines obtained from the two sides of the completed 
peak in a plot of log c vs (depth) . 
Similar results were obtained at all temperatures. 
reference is made to the numbers of the experiments as 
shown in the last column of Table I. Relevant data points 
of Lindner, Riemer and Scherff (2) are shown with numbers 
in brackets in Table I and as open circles in Fig. 2; these 
were included into the computations since both the experi­
mental techniques and the material used were practically 
identical in ref. (2) and in the present investigation. 
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Table I : Diffusion Coefficients for Diffusion of 
U in UC 
Typical result of an interative computer calculation 
where, at the start, the first experimental points are attri­
buted to the high temperature process, and the last ex­
perimental points to the low temperature process. The 
calculated D-values for these processes are labelled D-l 
and D-2, whereas D stands for the measured coefficients. 
The values marked with a star have been omitted in some of 
the calculations (see below). 
TEMP 1000/T LOG(D) D-l D-2 
2545. 
2525. 
2400. 
2400. 
2330. 
2220. 
2200. 
2200. 
2160. 
2100. 
2000. 
1970. 
1900. 
1890. 
1850. 
1800. 
1800. 
1790. 
1790. 
1780. 
1780, 
1758. 
1700. 
1700. 
1680. 
1680. 
1650. 
1640. 
1495, 
1480. 
1480, 
1480, 
1400, 
, 0. 
, 0. 
► 0. 
1 0. 
1 0. 
I 0. 
1 0. 
' 0. 
> 0. 
. 0. 
, 0. 
, 0. 
1 0. 
' 0. 
I 0. 
. 0. 
» 0. 
1 0, 
1 0, 
, 0, 
> 0, 
. 0, 
ι 0, 
, 0, 
> 0, 
» 0, 
> 0, 
1 0, 
» 0, 
» 0, 
• 0, 
> 0, 
. 0, 
.3548 
.3573 
.3740 
.3740 
.3841 
.4010 
.4043 
4043 
.4109 
4213 
.4399 
.4458 
.4601 
.4622 
.4709 
4823 
.4823 
.4846 
.4846 
»4870 
»4870 
»4923 
»5068 
»5068 
»5119 
.5119 
»5199 
.5226 
»5655 
,5704 
»5704 
»5704 
»5976 
0, 
0. 
0, 
0, 
0. 
0. 
0, 
0. 
0. 
0, 
0, 
0, 
0, 
0, 
0. 
0, 
0, 
0, 
0, 
0. 
0, 
0, 
0, 
0, 
0, 
0 
0, 
0, 
0, 
0, 
0, 
0, 
0, 
.9200E­10 
.8300E­10 
»27Q0E­10 
.2000E­10 
.2000E­10 
»7300E­11 
»3200E­11 
»2800E­11 
.2200E­11 
»1600E­11 
»3600E­12 
.3400E­12 
»2800E­12 
.2300E­12 
.6800E­13 
»7500E­13 
.4000E­13 
.7400E­13 
.4800E­13 
.7100E­13 
»4400E­13 
»1100E­12 
.3000E­13 
»1500E­13 
»1200E­13 
»5300E­14 
»1200E­13 
»3800E­14 
.1800E­14 
»1800E­14 
.1000E­14 
.5200E­15 
»560ÓE­15 
­10, 
­10, 
­10, 
­10, 
­10. 
­11, 
­11, 
­11, 
­11, 
­11, 
­12, 
­12, 
­12, 
­12, 
­13, 
­13, 
­13, 
­13, 
­13, 
­13 
­13, 
­12, 
­13, 
­13, 
­13, 
­14, 
­13, 
­14, 
­14, 
­14, 
­15, 
­15, 
­15, 
»03633 
,08104 
»56876 
.69910 
.69910 
,13681 
»49499 
.55298 
.65772 
,79602 
»44385 
,46867 
.55299 
»63842 
.16765 
.12510 
.39810 
.13092 
.31892 
.14890 
.35671 
.95876 
,52304 
.82408 
.92099 
.27590 
.92099 
.42039 
.74491 
.74491 
.00018 
.28416 
.25200 
0.8320E­10 
0#6949E­10 
0.2122E­10 
0.2122E­10 
0.1039E­10 
0.3120E­11 
0.2478E­11 
0.2478E­11 
0.1546E­11 
0.7394E­12 
0#1983E­12 
0.1306E­12 
0.4713E­13 
0.4052E­13 
0.2184E­13 
0.9751E­14 
0.9751E­14 
0.8260E­14 
0.8260E­14 
0#6986E­14 
0.6986E­14 
0.4803E­14 
0.1719E­14 
0.1719E­14 
0.1189E­14 
0.1189E­14 
0#6749E­15 
0.5564E­15 
0.2654E­16 
0.1882E­16 
0.1882E­16 
0.1882E­16 
0.2716E­17 
0.9798E­11 
0.8807E­11 
0.4361E­H 
0·4361Ε­11 
0.2857E­11 
0.1400E­11 
0.1222E­11 
0.1222E­11 
0.9242E­12 
0.5970E­12 
0.2738E­12 
0.2137E­12 
0.1168E­12 
0.1068E­12 
0.7410E­13 
0.4596E­13 
0.4596E­13 
0.4165E­13 
0·4165Ε­13 
0.3772E­13 
0.3772E­13 
0.3021E­13 
0.1644E­13 
0.1644E­13 
0.1321E­13 
0.1321E­13 
0.9447E­14 
0.8426E­14 
0.1389E­14 
0êll33E­14 
0.1133E­14 
0.1133E­14 
0.3600E­15 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
(13) 
14 
15* 
16 
17* 
18 
19 
20 
2 1 , (22)* 
23 
24 
25 
26 * 
(27) 
28 * 
(29) 
30 
31 
32 * 
(33) 
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Typical experimental errors include an inaccuracy of about 
+ 5°C (T^2000°C) to + 10°C (T> 2000°C) in temperature mea­
surements, and uncertainties in D of about 10 % in the inter­
mediate temperature range (1600°CST^2200°C) whereas both 
at low temperatures (shallow depth profiles, the depth re­
solution of the measurements being limited to about + 250 Ä) 
and high temperatures (short diffusion times due to the fast 
diffusion), the errors increase to about 20 %. 
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Fig. 2 : Arrhenius plot of the diffusion of U­233 in 
stoichiometric UC. Data points of Lindner et 
al. (2) are included as open circles. 
Fig. 2 shows clearly a curvature in the Arrhenius plot with 
a decrease in slope below about 2100°C. The evaluation of 
Fig. 2 with both a fit with the sum of two exponentials 
(equ. (2)) and the assumption of two independent processes 
represented by two straight lines is given in the following 
Section 4. 
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4. Evaluation of the non-linear Arrhenius plot. 
1. The simplest fit was obtained by arranging the data points 
according to descending temperatures, and fitting a straight 
line, by the standard least square fitting procedure, through 
the logarithm of the diffusion coefficients versus the 
inverted temperatures, of a lower and higher section of the 
sequence of data points. Attributing points 1 through 9 
(Table I) to the high temperature process only, and points 
11 through 33 to the low temperature process only, yields 
the result : 
high temperature process : ΔΕ = 130.2 +_ 9·3 kcal/mole 
" " log Do = 0.08 + 0.78 
low temperature process Δ Η « 91·3 +, 5-1 kcal/mole 
log Do - - 3.59 + 0.57 
temperature of intersection : 2050°C. 
This interpretation should be physically correct for the 
case where the two independent processes do not occur 
simultaneously, e.g. if some phase transition occurs around 
the temperature of intersection. 
When both processes do occur simultaneously in the entire 
range of temperatures studied, however, this procedure will 
necessarily yield only a crude approximation, except for the 
extreme case of negligible contribution of the low tempe­
rature process to the high temperature section, and vice versa. 
The fitting of the sum of two exponentials to the experimental 
data was attempted in two independent ways : 
2. As a first attempt, an iterative fitting procedure was 
tried. The data points were arranged in order of descending 
temperature. From this sequence, a high and a low temperature 
section were taken, initially without overlap. In each section, 
a straight line was fitted through the logarithm of the 
difference between the measured diffusion coefficients and 
the calculated contribution from the other process versus the 
13 -
inverted temperatures*.The fitting was applied alternatively 
to either section, until the process converged. The result 
was then used as a starting approximation for a new series 
of iterations, in which both the high and the low temperature 
section were incremented by one data point each, i.e. the next 
lower or higher point, respectively. 
When applied to a synthetic set of data points, (i.e. the 
calculated sum of two exponentials with known parameters) the 
input parameters could be retrieved with high precision. 
When applied to real experimental data, however, the result 
depended on the choice, which data points were attributed 
to which section. No asymptotic approach towards some final 
value appeared with increasing overlap. 
As a measure for the quality of the fit, the standard deviation 
was computed as : 
r n f D. Ί2 τ 1/2 
where D. stands for each of the η measured diffusion coef­
ficients, and A. and B. are the calculated contributions of 
the high and the low temperature process, respectively, 
at the same temperature as the corresponding D.. 
With data subjected to experimental errors,d turned out to be 
rather insensitive to considerable variations in slopes and 
intercepts. This means, that a change in one of the parameters 
could be largely compensated by an adjustment of the 
remaining parameters. Such an insensitivity of d has also 
been observed by other authors (29). Although a selection of 
the best fit seemed possible by searching for a minimum in d, 
the result obtained failed to be convincing. There was no 
guarantee, that the results of the set of iterations comprised 
the best fit possible (see also Figs. 5-9)· 
Fig. 3 shows a plot of the calculated low and high temperature 
contribution to the Arrhenius Diagram. 
* All data points were assumed to have the same relative accuracy. 
The loss in accuracy on forming the differences was accounted 
for by weights inversely proportional to the square of the 
relative error. 
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15 ­
3. Therefore, it was attempted to minimize <5 by varying 
slopes and intercepts in small steps around the best values 
obtained so far. This, however, required long calculations. 
Better results were obtained by variation of one or two 
parameters in larger steps. Variation of one of the slopes, 
e.g. Δ Hp in steps of 1 kcal/mole and adjusting AH. and. 
both intercepts in order to minimize d yielded results such 
as shown in Fig. 4. Adjustment is done by the method of 
"conjugated gradients" (30). This yields the envelope for 
possible fits ("one­dimensional scan"). 
Figs. 5 ­ 9 show the slopes, intercepts, and calculated inter­
section temperatures, as a function of the resulting <5 , 
obtained in this way from the 30 best data points. Part of 
the results of iterative fits are plotted as 'X' in the same 
figs. 
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Variation of both slopes AE^ and ÅE in 1 kcal/mole steps and 
adjustment of the intercepts in order to minimize d yielded 
results such as shown in Figs. 9­14 ("two­dimensional scans") 
Removing 3 more diffusion coefficients (those which deviated 
by more than 2c* from the computed curves) did not change the 
results appreciably, though C decreased from about 0.14 to 
about 0.11. Table II summarizes the best fits for 30 and 27 
data points. For the latter case, Table III gives an indication 
of the variation in the parameters with very small changes 
in tf . 
Table II 
Calculated diffusion constants for a minimum in the standard 
deviation and for 27 and 30 experimental points. 
30 points 
27 points 
suggested 
data 
ΔΚΛ Δ Η 2 
(kcal/mole) 
140.8+12 
141.0+10 
141+10 
84.5+6 
82.8+4 
84.0+5 
loß Do,l 
0.83+10 
0.85+0.8 
0.84+0.9 
1 0β ΰο,2 
-4.39+0.8 
-4.52+0.7 
-4.45+0.8 
T. inters. 
2083+4-0 
2094+35 
2085+40 
0.1580 
0.1552 
0.1524­
0.1496­
0.1468-
0.1440­
χ ι 
II I I 
ΤΙ„ 
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Table III 
Calculated fits for the 27 best experimental data points 
ordered according to increasing standard 
d 
0.118043 
0.118044 
0.118044 
0.118047 
0.118050 
0.118051 
0.118055 
0.118061 
0.118068 
0.118068 
0.118077 
0.11Θ085 
0.118086 
0.118099 
0.118106 
0.118127 
0.118127 
0.118131 
0.118145 
0.118160 
0.118161 
0.118192 0.118201 
0.118223 
0.118227 
0.118227 
0.118247 
0.118265 
0.118301 
0.118306 
0.118328 
0.118350 
0.118361 
0.118361 
0.118397 
0.118429 
0.118446 
0.118446 
0.118498 
0.118504 
0.118544 
0.118551 
0.118579 
0.118586 
0.118607 
0.118665 
ΔΗ2 
82.8 
83.0 
83.0 
82.6 
83.2 
82.5 
82.4 
83.4 
82.2 
83.5 
83.6 
82.0 
82.0 
83.8 
81.8 
84.0 
84.0 
81.6 
81.5 
81.4 
84.2 81.2 84.4 
84.5 
81.0 
81.0 
84.6 
80.8 
84.8 
80.6 
80.5 
80.4 
85.0 
85.0 
80.2 
85.2 
80.0 
80.0 
79.8 
85.4 
B5.5 
79.6 
79.5 
85.6 
79.4 
79.2 
deviation. 
ΔΗα 
140.94 
141.42 
141.41 
140.33 
141.90 
140.23 
139.98 
142.39 
139.52 
142.63 
142.88 
139.0.7 
139.01 
143.38 
138.61 
143.88 
143.88 
138.17 
137.95 
137.73 
144.37 137.30 144.90 
145.15 
136.86 
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145.42 
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135.82 
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135.20 
147.02 
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134.80 
134.40 
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147.80 
134.01 
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148.03 
133.63 
133.25 
1 θ* D0.2 
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-4.50 
-4.50 
-4.55 
-4.47 
-4.56 
-4.57 
-4.45 
-4.59 
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r4.38 
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5· Discussion 
Before discussing possible reasons for the observed curvature 
of the Arrhenius plot in uranium self-diffusion in UC, we 
want to briefly summarize the present knowledge on non-trivial 
curved Arrhenius plots in various classes of substances. Trivial 
reasons (see footnote in Introduction ) will not be considered 
nor will all of the original literature references be given. 
Rather an illustrative selection of typical cases will be pre-
sented. 
5.1 Summary of Literature Data on Curved Arrhenius Plots 
5.1.1. Alkali Halides 
The NaCl-type alkali halides are isotructural with UC and will 
therefore be considered first. In addition, as UC, they consist 
of two sublattices with different and distinct diffusion pro-
perties (though these differences are more pronounced for U and 
C diffusion in UC than they are for cation and anion diffusion 
in alkali halides). 
A pronounced curvature in the Arrhenius diagrams for anion 
diffusion was noted for various alkali halides (see Table IV, 
a and b and summary in ref. (9))> Anion diffusion via divacancies 
(or vacancy pairs) could in some cases be proven to be the 
cause for the curvature by performing diffusion runs on doped 
specimens. Alkali halides heavily doped with a divalent impurity, 
2+ e.g. Ba , have a greatly decreased concentration of single anion 
vacancies. Therefore, and since the concentration of vacancy 
pairs is independent of impurity concentration (10), the diffu-
sion via vacancy pairs can be studied selectively. Such measure-
ments showed that the divacancy contribution to self diffusion 
was more important in causing non-linear Arrhenius plots than 
the alternative possibility of Coulomb interactions which must 
exist between vacancies because of their effective charge (e.g.11) 
and which were shown to lead to a slight upward curvature of 
the Arrhenius plot (by 10 to 20 % at T ). In contrast, a typical 
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increase due to divacancies is ^ 100 %, 
The mobility of the vacancy pair is due to a kind of tumbling 
motion involving mixed sequences of anion and cation jumps 
with frequencies V­ and V.; though its mobility contributes 
to both anion and cation diffusion, these will not necessarily 
proceed at the same rate. Rather, the ratio of anion to cation 
diffusion by vacancy pairs is given (12) by 
D£/Di. ­ *' f« (i/0')/f (0') 
Ρ Ρ Ρ Ρ 
where A stands for anion, C for cation, and ρ for pairs, and 
0' is the ratio of the anion jump frequency to that of the 
cation jump frequency into the vacancy pair, 0 » ο / 1Λ ; 
t (l/ø') and f (0 ) are the correlation factors for anion 
Ρ Ρ 
and cation diffusion via pairs, respectively. 
The function f(0 ) has been calculated for NaCl. Therefore, if A C D and D can be measured separately, the ratio of the jump 
frequencies can be obtained. Por NaCl, D was measured on doped 
C 
samples and D was obtained by subtracting the diffusion coeffi­
cient calculated from the cation drift mobility in an electric 
field (~D for single vacancies, since divacancies are neutral 
and are therefore not affected by an electric field) from the 
C C D obtained in tracer diffusion studies (D = D v + D ). Ρ 
In the NaCl­type alkali halides, the anions are less mobile 
than the cations; the latter, at least in NaCl itself (12), 
have also the higher diffusion coefficient for vacancy pair diffusion, 
i.e. the jump rate of cations into vacancy pairs exceeds the 
jump rate of anions. The opposite seems to be true for the 
CsCl­type alkali halides. In CsCl, the anions are more mobile, 
both via single vacancies and via pairs (13), and, so far, a 
noticeable mobility of cations via divacancies could not be 
observed in CsCl. 
5.1.2. Silver Halides 
In silver halides, curved Arrhenius plots were observed in 
some investigations of both self­ and impurity diffusion (e.g. 14,15). 
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In order to determine the contributing diffusion mechanisms, 
additional experiments were performed on 
- pressure dependence of D 
- isotope effect (correlation factor) 
- concentration dependence of D (for impurity diffusion) 
In brief, the predominant mechanisms could be proven to be a 
single vacancy mechanism (e.g. Mn in AgBr) or one or two types 
of intersticialcy mechanism,i.e. a mobility where an Interstial 
pushes a lattice atom into another interstitial site and jumps 
into the vacancy created is this way. Such a mechanism can 
proceed in a collinear or a non-collinear way, depending on tem-
perature, and thus give rise to a curved Arrhenius plot. 
5*1*3· fee Metals 
In the close packed metals of the fee (and hep) structures, 
self-diffusion processes show the following features 
a) the Arrhenius plot is straight up to near the melting point, 
i.e. one diffusion mechanism dominates and both A H and D 
o 
are independent of temperature 
b) the activation enthalpy, A H, is approximately 34.T cal/mol·, 
O ear 
and D is near to unity (range 0.05 to 5 cm sec"1) 
c) the data are consistent with a single vacancy diffusion 
mechanism. 
Near to the melting point, however, slight deviations from 
the Arrhenius law can be detected in high precision measurements, 
and these can be attributed to divacancy contributions (and possibly 
a very minor temperature dependence of AH). Seeger (1.16) has 
developped a method for evaluating such small deviations. He 
int roduced five adjustable parameters (D «t D _i AH,; AH_i 
^ o.l' 0.2 1 2 
and Á, a coefficient for the possible temperature dependence 
of the AH's). Since not all five parameters can be determined 
independently, he suggested to determine functional relationships 
between the five parameters, hoping that further information 
(e.g. measurements of the isotope effect or of the pressure 
dependence of diffusion) may reduce the indeterminacy contained 
in these functional relationships. Such an evaluation leads to 
consistent results for the well known metals Ni,Cu, Pt, and Au 
which are included in Tables IV, a and b. Obviously, the divacancy 
contributions in fee metals are small as compared with other 
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materials showing different diffusion mechanisms and hence 
curved or composite Arrhenius plots. This is confirmed by 
the fact that the temperature;of intersection of the two processes 
would be at or above the melting point (see Table IVb). 
5.1.4. "Anomalous" bcc Metals 
Some of the bcc metals are called anomalous since diffusion 
in these metals does not follow the "normal" behavior known 
from fee and hep structures*. These include i) V and Cr, and 
ii) ß­Ti, ß­Zr, ß­Hf, and ¿f­U. During the last 10 years, a 
vast amount of experimental results and speculative inter­
pretations has been accumulated. A conference was devoted to 
the topic (17) And recent critical review has been given by 
Peterson (l8). In the following, we will briefly discuss the 
two types of behavior observed with the "anomalous" bcc metals. 
i) For V and Cr, the Arrhenius plots seem to be best represented 
by two straight lines. For the low temperature region, D and 
¿H correspond roughly to what would be expected for a normal 
metal. Above a critical temperature, Τ , unusually high values 
of D (ίο' to 10 cm sec" J and Δ Η are observed. For V, Τ * 1700°K o c 
or «0.8 Τ (see also Table IV). The abrupt change in diffusion m 
properties at Τ suggests a change in the physical properties 
of these metals which, however, at present has not been identi­
fied. A crystallograph!c phase change is unprobable but the 
possibility of an electronic transition (electron transfer 
between the 3d and k s states (l8)) cannot be excluded. Peart 
and Askill (19) suggested, based on semiempirical arguments, 
a single vacancy-divacancy transition at Τ , without, however, 
explaining the sharp break which was observed instead of the 
gentle curvature that would normally be expected for such a 
transition, according to equ. (2). Such a feature is rather 
observed in the second group of metals. 
* Footnote t "Normal" bcc metals include at present Li, Na, K, 
Fe, Nb, Mo, Ta, and W and show temperature independent 
values of D and Δ H with a normal range of 0.1 to 
2 -I o 10 cm sec for D and AH's that follow the melting o 
point rule (i.e. AH «34 Tmcal/mole). With more 
diffusion studies being performed this classification 
of the bcc metals may, however, change in future. 
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Table IVa: Diffusion constants for self­diffusion in substances 
showing curved Arrhenius diagrams. 
Substance 
UC 
UC 
UC1.07 
KBr 
KCl 
Na Br 
NaCl(c) 
LiF(c) 
NaF 
Ni 
Cu 
Pt 
Au 
V 
Cr 
ß­Ti 
ß­Zr 
ß­Hf 
1 O « D0,l 
0.8 
0.1 
3*0 
4.5 
3*9 
3*0 
5*6 
4.6 
0.3 
0.7 
0.7 
­ 0.2 
3*4 
4.0 
­ 0.7 
­ 0.5 
AHt 
(eV) 
6.1 
5*7 
7*5 
2.6 
2.7 
2.6 
3*0 
3*1 
3*24 
2.60 
3*97 
2*37 
4.7 
6.0 
2.4 
2.6 
2.4(d) 
1.9(d) 
l o g D0r2 
­ 4.N 
­ 3*6 
­ 3*4 
1.6 
1.7 
0.8 
1.3 
­ 0.3 
­ 0.7 
­ 0.8 
­ 1.4 
­ 0.4 
0.1 
­ 2.8 
­ 2.9 
­ 2.9 
­ 2.8 
ΔΗ 2 
(eV) 
3.7 
4.0 
4.6 
2.0 
2.1 
2.0 
2.0 
2.1 
2.7 
2.83 
2.09 
2.87 
1*76 
3*2 
3*5 
1*5 
1.6 
1*7 
1.2 
ref. 
a) 
p.s. b) p.s. 
A 
BC 
D 
E 
F­H 
I 
i,J 
K,L 
M 
Ν 
0 
Ρ 
Ρ 
Ρ 
Ρ 
Ρ 
Ρ 
Index "1" = for high temperature part; 
Index "2" = for low temperature part) 
p.e. » present study; a) o fitted with the sum of 2 exponentials; 
b) fitted with 2 straight lines; c) « average of slightly differing 
results from different references; d) calculated with the assumption 
of D, 0,1 
Λ o 2 ­1 s 0.2 cm sec 
Table IVb: Relations for diffusion constants for self­diffusion in substances 
showing curved Arrhenius diagrams. 
S u b s t a n c e 
uc a ) 
ucb ) 
U C 1 . 0 7 
KBr 
KCl 
NaBr 
NaCl 
L i F 
NaP 
N i 
Cu 
P t 
Au 
ν 
Cr 
Β-Ti 
ß-Zr 
ß - H f d ) 
)f­ud> 
■ ■ 
Τ m 
(°K) 
28 20 
2820 
2820 
1002 
1048 
1027 
1073 
1142 
1260 
1725 
1355 
2041 
1335 
2 ΐ 6 θ 
2160 
1947 
2124 
2420 
1404 
103ΔΗ.,/Τ 1 m 
(eV/°K) 
2 . 2 
2 . 0 
2 . 7 
2 . 6 
2 . 5 
-
2 . 4 
2 . 6 
2 . 4 
1 . 8 8 
1 . 9 2 
1 . 9 4 
1 . 7 8 
2 . 2 
2 . 8 
1 . 2 
1 . 2 
1 . 0 
1 . 4 
1 0 3 Δ Η . / Τ 
(eV/°K) 
1 . 3 
1 . 4 
1 . 6 
2 . 0 
2 . 0 
2 . 0 
1 . 9 
1 . 8 
2 . 1 
1 . 6 4 
1 . 5 4 
1 . 4 1 
1 . 3 2 
1 . 5 
1 . 6 
0 . 8 
0 . 8 
0 . 7 
0 . 9 
Δ Η 2 
1 . 6 
1 . 4 
1 . 6 
1 . 3 
1 . 3 
-
1 . 3 
1 . 4 
1 . 2 
1 .15 
1 . 2 4 
1 . 3 8 
1 .35 
1 . 5 
1 . 7 
1 . 6 
1 . 6 
( 1 . 4 ) 
( 1 . 6 ) 
l o g D j 1 · 
- 1 0 . o 
- 1 0 . 0 
- 1 0 . 5 
- 8 . 5 
- 9 . 0 
-
- 8 . 3 
- 7 . 6 
- 7 . 7 
- 8 . 6 5 
- 8 . 9 
- 9 . 0 
- 9 . 1 
- 7 . 5 
- 9 . 9 
- 6 . 9 
- 6 . 7 
( - 5 - 7 ) 
( - 5 . 6 ) 
l o g D 2 T m 
- 1 0 . 9 
- 1 0 . 7 
- 1 1 . 6 
-
- 8 . 4 
- 8 . 2 
- 8 . 5 
- 8 . 0 
-
- 8 . 5 
- 8 . 5 
- 7 . 8 
- 8 . 0 
- 7 - 9 
- 8 . 2 
- 6 . 7 
- 6 . 4 
- 6 . 4 
- 7 . 1 
DO ι 
l o g p 
U 0 , 2 
5 - 2 
3 . 7 
6 . 4 
-
2 . 3 
-
2 . 2 
4 . 3 
-
0 . 6 
1 . 4 
1 . 5 
1 . 2 
3 . 8 
4 . 1 
2 . 1 
2 . 4 
( 2 . 2 ) 
( 2 . 1 ) 
T c 
(°K) 
2350 
2300 
2320 
-
> T n 
-
>T 
1000 
aooo 
>T m 
>T m 
>T m 
> T » 
1700 
1970 
1620 
1720 
f>2260) 
OI32O) 
Τ / Τ c m 
0 . 8 3 
O.82 
O.82 
-
> 1 
-
> 1 
0 . 8 6 
¿ 0 . 8 0 
> 1 
> 1 
>1 
>1 
0 . 7 9 
0 . 9 0 
0 . 8 3 
0 . 8 0 
>o.93 
> 0 . 9 2 
T e = melting point (from Handbook of Chemistry and Physics, 51st ed., Chemical Rubber Co, I970) 
D "»= diffusion coefficient extrapolated to the melting point 
Tc = temperature of intersection of high and low temperature 
all other remarks and references as in Table IVa 
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Comments to Tables IV a,b 
The data collected in Tables IVa and b represent partly 
original data (if one reference only was available), partly 
averaged values (if different references were available), 
and partly typical values selected from critical review 
articles. Citing all of the extensive original literature, 
especially for the metals, would be beyond the scope of 
the present discussion. Due to the scatter in experimental 
results (see e.g. refs. (Q,R) for the scatter for Cr), a few 
of the listed values for a givan material are internally 
inconsistent (e.g. those for D m and T for Cr). In such 
cases, data were selected with emphasis on convincingly 
proven features rather than on numerical extrapolations 
of reported D and Δ Η values. 
The typical scatter of the 4H's is of the order of ±5%, of 
the D 's of a factor of 10, except for the results for fee 
metals which are more accurate. Therefore, the A H's etc. 
for the fee metals are given with two decimals. Typical un­
certainties in log DTm will be __ 0.5, in Tc/Tm about + 0.05. 
The data for alkali halides refer to the self­diffusion of 
the anions, the data for UC are for uranium diffusion. 
References to Tables IV a,b 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
Ν 
0 
Ρ 
Q 
R 
H.J. HIRSCH and H.L. SCHERFF, J. Nucl.Mat.45_ (1973) 123 
D.T.DAWSON and L.W. BARR, Proc. Brit. Ceram. Soc. __ (1967)171 
J. ROLFE, Can.J. Phys. 42 (1964)2195 
R.G. FULLER, Phys. Rev. l4_2 (1966)524 
H.W. SCHAMP and E. KATZ, Phys.Rev. 94 (1954)828 
N. LAURENCE, Phys. Rev. 120 (I960)57 
L.W. BARR, J.A. MORRISON, and P.A. Schroeder, J.appi. 
Phys. __6 (1965)624 
M. CHEMLA,Compt.Rend 234(1952)260, and Ann.Phys._l (1956)959 
Hj. MATZKE, J. Phys.Chem. Solids J__2 (1971)437 
C F . BAUER and D.H. WHITMORE, phvs. stat. sol. _37 (1970)585 
A. SEEGER, G. SCHOTTKY, and D.SCHUMACHER , phys. stat. sol. 11 
(1965)363 
A.SEEGER and D. SCHUMACHER , Mat.Sei.Eng.2 (1967)31 
H.MEHRER and A. SEEGER, phys. stat. sol. ¿5 (1969)313 
D.SCHUMACHER , A. SEEGER, and O. HÄRLIN, phys.stat.sol. 
25 (1968)359 
A.SEEGER and H. MEHRER, phys. stat. sol. 29 (1968)231 
R.F. PEART and J. ASKILL, phys.stat.sol. 2¿ (1967)263 
J. ASKILL and D.H. TOMLIN, Phil. Mag. J_l 71965)467 
G.B. FEDOROV, F.I. ZHOMOV.and E.A. SMIRNOV, Met. Metalloved. 
Chist. Metal. 7 (1968)128. 
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ii) The group of ß­Ti, ß­Zr, ß­Hf, and V­U shows continuously 
curved Arrhenius plots. At low temperatures, the D0's are of 
the order of 10 cm sec and the ¿H's are about 4θ % smaller 
than would be expected by the melting point rule. Extensive 
data on impurity diffusion in j­­U and ß­Ti (summarized in refs. 
(17­19)) show the same features as self­diffusion (i.e. D 4 s» 1 _ o g _ i °* * 
and D _* 10 J cm sec and ΔΗ./Δ H„ ­ 1.8 + 0.1). 
O · 2 χ 2 — 
Attempts have been made to fit the results to the sum of two 
exponential terms. However, some of the calculated values of 
D Λί D _, AH and ΔΗ are not unique due to experimental 
0,1 0.2 1 2 
uncertainties and limited temperature regions for the experi­
ments. The values of D „ and Δ Η. (shown in Table IV) would 
o,l 1 
be compatible with expectations for "normal" diffusion in metals, 
and therefore extensive interpretations were suggested to ex­
plain and identify the low temperature contribution to D. These 
included 
a) grain boundary diffusion which, however, could be excluded 
with the aid of autoradiography and exact analyses of the 
penetration profiles. 
b) diffusion along dislocations was shown to be unlikely the 
only cause for the curvature since otherwise too high a 
dislocation density would have to be postulated. 
c) any effects of phase changes which occur with these metals 
between room temperature and the diffusion temperature was 
shown (20) to be at most small since samples that were pre-
annealed at high temperatures for a long time and coated 
with the tracer at the diffusion temperature showed the sam· 
D as did normal specimens, i.e. those coated at room tempe­
rature (see, however, also f))· 
d) Kidson (21) and later Le Claire (22) proposed that the curva­
ture of the Arrhenius plot could be due to a strong attrac­
tion between vacancies and an impurity in the metal. They 
showed that the curvature in ß-Zr could be accounted for 
by a low concentration of oxygen atoms in the 10 5 range. 
However, such a mechanism was not supported experi-
mentally , at least for Ti and oxygen as impurity, since 
diffusion in ß-Ti was shown to be identical in high vacuum 
and in ultra high vacuum. 
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e) Peart and Askill (19)t based on semi­empirical relatione, 
suggested*in analogy to Cr and V, a vacancy­divacancy 
mechanism plus a certain contribution of dislocation 
short­circuits also for the group ii) metals. Seeger and 
co­workers (1), on the other hand, pointed out that in 
contrast to fee metals, divacancies in the bcc structure need 
a more elaborate treatment, since in the bcc structure 
there are no lattice sites that are nearest neighbours 
to both sites of a pair of adjacent sites. This implies 
that divacancies probably dissociate while moving, that 
the correlation factor for divacancy diffusion is tem­
perature dependent, etc.. Seeger et al. confirmed the 
noticeable divacancy contribution in V, and found minor 
indications of a divacancy mechanism also in the "normal" 
bcc metals Na, Nb, and Ta. 
f) Seeger (1) suggested also that the low temperature part of 
the Arrhenius plot might reflect a strong temperature 
dependence of D 0 and Δ Η since the properties (configu­
o f ¿ ¿ 
rations and mobilities) of the vacancies might be 
affected by the nearness of the phase transition tem­
perature. 
g) There is also the possibility (e.g. 23) that the curvature 
might be due to a contribution of both nearest­neighbor 
[ 111] as well as next­nearest­neighbor [100] single va­
cancy jumps* These two types of jumps could have different 
ΔΗ's, and such jumps would appear to be more likely for 
bcc metals than for fee metals. This suggestion, however, 
as some of the above ones, fails to explain why the 
strongly curved Arrhenius plots are observed in some 
bcc metals only, 
h) Finally, Peterson (18) pointed out that possibly, in 
analogy to the system Ag/AgBr, a single vacancy ­
interstitialcy model might be operative with D _ and ΔΗ 
representing the interstitialcy mechanism. 
In summary, despite the tremendous effort spent on investigating 
diffusion processes in bcc metals, the mechanism of diffusion is 
still very much an open question, and a distinction between va­
cancy, divacancy. and interstitialcy mechanism cannot safely be 
made at present. 
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5.2. Properties of Point Defects in UC 
In addition to diffusion studies, measurements of the elec­
trical resistivity of quenched or irradiated specimens are a 
common tool to investigate properties of point defects. 
The formation energy of a defect can thus be obtained 
separately from its migration energy. The former is deduced 
from the temperature dependence of the quenched-in extra 
resistivity (which is proportional to the number of frozen-in 
defects), and the latter can be calculated from thè recovery 
of the electrical resistivity upon subsequent annealing. 
Diffusion studies yield usually the sum of these two terms. 
A draw-back of such an indirect type of measurement of 
resistivity changes lies in the fact that even if a recovery 
peak is well established, its attribution to a given defect 
remains frequently a matter of speculation, unless, by analogy 
to other systems or measurements, a special defect can be 
attributed unambiguously. Such other measurements might be 
diffusion studies, where by the choice of the tracer one 
knows what one is dealing wi1h . Consequently, a combination 
of the results of both types of studies would be expected 
to yield confirmatory insights. Therefore, such a combination 
will be attempted here. 
The most recent investigations of quenched, nearly stoichiometric 
UC have been reported by Schule et al. (25, 26). By quenching 
from lower temperatures, 600 to 1070°C, they observed a defect 
with a formation energy of 1.0 __ 0.1 eV, and a migration energy 
of roughly 1.45 __ 0.3 eV (annealing peak between 300 and 
400°C). The latter value was said to agree with the 1.63 eV 
deduced from a study (27) of plastic flow and which was attri­
buted to the migration energy of vacancies*. 
In this type of study, the migration energy is determined with 
a smaller accuracy than the formation energy. Since the sum 
of the two values of 1.0 and 1.4-5 eV roughly equals reported ¿H's 
* Note, however, that it is difficult to envisage the implied 
mechanism given the fact that, if at all, the defects with 
the lower mobility (hence in this case uranium vacancies) 
should be rate-determining. 
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for carbon diffusion (see Table V), the observed defects 
were assumed to be carbon vacancies. 
By extending the temperature range of quenching to 1600°C, 
a new recovery stage above 400 C appeared indicating that 
another defect had been frozen-in. For this defect, a 
formation energy of 1.7 +. 0.3 eV and a migration energy 
roughly in the range of 1.8 to 2.7 eV(possible average 2.2 eV) 
were determined. Here again, the second of these values is 
much less accurate. Since the sum of 1.7 and 2.2 eV equals 
published values of uranium diffusion (see Table V), the 
observed defects were suggested to be uranium vacancies. 
These values were supported by a re-interpretation of previous 
quenching data (24, 25). Following neutron irradiation (28, 
31 - 34), three more recovery peaks (at 150, 500, and 800°C) 
are observed. Their interpretation seems less clear; the 
first peak could be due to (uranium ?) interstitials, since 
interstial atoms have been reported to migrate in UC at and 
near room temperature (36). A consistent picture for all features 
observed so far is, however, still missing. 
These results, together with the deductions of Section 5.1» will 
be used to discuss possible mechanisms that might explain 
the observed curvature in the Arrhenius diagram for uranium 
diffusion in UC. 
5*3* Possible Divacancy Contribution to Uranium Self-Diffusion 
in UC 
It is tempting to attribute the curvature in the Arrhenius-
plot to a predominant single vacancy mechanism at low tem­
peratures, and a predominant divacancy mechanism at high 
temperatures. A number of arguments in favor for this 
mechanism can be cited based on the existing knowledge sum­
marized in the two preceding sections. 
These arguments include 
a) Divacancies contribute appreciably to self-diffusion in 
the isostructural 
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alkali halides. As shown in Table IV b, both the ratio's of 
Δ Η,/ Δ Η ? (of about 1.4 __ 0.2) and the relative temperatures 
of intersection of the high and the low temperature process 
éO.8 Τ ) are similar for these two classes of materials, m 
b) The present value of ΔΗρ for the low temperature process 
of 3·7 eV is in good agreement with the sum of 1.7 and 
2.2 eV, values which have been reported (see Section 5*2) 
for the formation and migration energies of single uranium 
vacancies, respectively, in studies of electrical resistivity 
using quenched samples. 
c) This value of 3*7 eV for AE~ follows reasonably well the 
melting point rule for single vacancy diffusion (in normal 
metals), i.e. Δ Η * 34 Τ cal/mole. (The present ¿ Η , can 
UC be represented by ¿H« » 30 Τ cal/mole) 
d) It is in addition reasonable with regard to a further βπΐτ 
pirical rule (44)relating self diffusion with rare gas 
diffusion. The latter can normally be measured quite 
accurately since it is usually not perturbed by impurities 
or imperfections. According to this rule,(^H » (0.86 __ 
0.10) Δ Hseif diff)1 a Δ Η i n t h e r a n S e o f 5.8 to 4.8 eV would 
be expected, which is not too far from the reported value 
(though the latter appears to be on the low side). 
All this reasoning is in favor^a divacancy diffusion mechanism 
at high temperatures. If such a mechanism is really operative, 
it should have a Δ Η given by 
ΔΗ2' . 2 Í H J S ΔΗ^ ­ Β2­
where ΔΗ­η^ » ΔΗ, with 2Μ standing for divacancies and 
D for diffusion. Similarly, l\r stands for single vacancies, 
F for the formation and M for the migration term, and Β 
for the binding energy of divacancies. In the present case, 
1 \f and with ΔΗρ, = 1.7 eV (see Section 5*2.), we would have 
6.1 eV = 3­4 eV + ( ΔΕ** ­ Β2ϋ"). 
The binding energy of divacancies is usually quite small. Β 
is known for metals (e.g. Ni, Pt, and Au) where it varies 
between 0.1 to 0.3 eV. Therefore, the migration energy of the 
34 
divacancy would be 
Δ Η - 3 eV 
M " * eV 
hence it would be slightly bigger than the reported range 1 ν for ΔΗ^, of up to 2.8 eV (see Section 5*2.). In metals, 
normally the reverse is true. Moreover, the properties of 
carbides are sufficiently different from those of metals to avoid 
stressing any analogy too far. 
There are, however, arguments that seem to be less compatible 
with the single vacancy-divacancy mechanism. These include 
a) The D for the low temperature process (D , « 3.6 χ 
-5 2 -IN ' 
10 ^ cm sec ) is very low. "Normal" values for a single 
vacancy mechanism center around 10 — cm sec"" . 
b) Accordingly, the D for the high temperature process 2 —1 Ν (D , » 6.9 cm sec ) is much smaller than most literature 
0,1 
values for divacancies. It rather coincides with the 
expectation for a single vacancy mechanism. 
A final decision on the suggested divacancy mechanism could 
in principle be made once additional independent experimental evi­
dence becomes available. Such evidence could be 
i) measurement of the isotope effect. Such measurements, 
however, seem unfeasible for UC due to the small mass 
differences between the available uranium tracer isotopes 
and the high temperatures needed, 
ii) measurement of the pressure dependence of D. This again 
would not be thought to be promising for a ceramic and 
experimental temperatures in excess of 2000°C. 
Therefore, a final decision would probably have to wait until 
more knowledge on mass transport processes in carbides is 
available. At present, the single vacancy-divacancy mechanism 
seems to be favored. Other possible alternatives are discussed 
in the following section. 
6. Conclusions and Summary 
The decomposition of a curved Arrhenius diagram is a difficult 
task. Previous authors (29) have stated that if the analysis 
is to be precise, one of the exponents should be at least twice 
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the other. Even for such a favorable case, a computer fitting 
shows that the parameters can still vary considerably, even 
if the standard deviation has (or appears to have) reached 
a minimum. 
Table V 
Relevant self-diffusion studies in near stoichiometric UC 
T r a c e r 
U 
U 
U 
U 
C 
C 
C 
C 
C 
C 
C / U r a t i o 
1.006 
0.973 
D.96-1.04 
1.0 
1.004 
0 .98 
D.98-1.01 
3 .96-1 .00 
D.96-1.00 
1.0 
ΔΗ (eV) 
3.9 
3 .0 
* 3.5 
3.7 
2 . 7 
3.9 
2.7 
3 . 6 - 4 . 1 
2 . 2 - 2 . 3 
2 . 8 
l o g Do 
-3.7 
- 5 . 2 
- 4 . 1 
- 4 . 4 
0 .2 
1.5 
- 1 . 0 
-
-
- 0 . 5 
T-range (°C) 
1400-1900 
1600-2100 
1600-2000 
1400-2085 
I3OO-I7OO 
145O-I800 
9OO-I5OO 
I5OO-I9OO 
II5O-I5OO 
II85-235O 
r e f 
2 
2 
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p . s . 
41 
41 
42 
38 
38 
43 
p.s. = present study 
The results on U-diffusion of refs. (38-41) were omitted since 
they yield values which are by far too high. A discussion 
of these data will be given elsewhere (5). 
In the prejsent study, a procedure was therefore developped 
which is thought to yield reliable data, at least in not 
too unfavorable cases (essential scatter of the experimental 
data points and/or similar values of ΔΕ* and ΔΗρ). With 
iterative fits, probable sets of -H,., 4Hp, D , and D 2 
are calculated. Subsequently, one or two of the parameters are 
stepwise varied around the probable result, and the remaining 
parameters are adjusted in order to minimize the standard 
deviation. This yields an envelope for possible fits from 
which the most probable set of the four parameters can be 
selected. 
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This procedure yielded the following results for the observed 
curved Arrhenius plot for uranium diffusion in stoichiometric 
UC 
2 ­1 at high temperatures ΔΗ, = 6.1 eV and D , = 6.9 cm sec 
χ "i1 ­ 5 2 ­ 1 
at low temperatures Δ Η = 3«7 eV and D, ? = 3·6 χ 10 yci s ec 
A fit of two straight lines to the curved Arrhenius plot 
resulted in the set of values 
ΔΗ\ = 5.7 eV and DQ χ = 1.2 cm2 sec"1 ¿E~ ­ 4.0 eV and D ' ­ 2.5 x 10~ 4 cm2sec_1 2 O ,¿ 
The latter fit would be physically meaningful, if a phase 
changes would occur at the intersection temperature. The 
presently accepted phase diagram of the U­C system (e.g. 3)» 
however, predicts a range of solid solubility between UC_ Q 
ο υ*^ 
and UC. ^ at 2000 C. Therefore, the former fit with the 
sum of two exponentials seems to be the only realistic one. 
Arguments in favor of a predominant divacancy mechanism above 
2085°C and a predominant single vacancy mechanism below 
this temperature have been given in Section 5·3· Possible 
alternatives to this mechanism; i.e. a single vacancy mechanism 
above 2085 C and a second mechanism at lower temperatures,.will 
be discussed in the following. For the low temperature process, 
­ grain boundary diffusion can safely be discarded on basis 
of autoradiography. In addition, most diffusion specimens 
consisted of a few grains only. 
­ fast diffusion along dislocations as only cause would neces­
sitate a dislocation density which would be unlikely high 
for a ceramic 
­ effects of impurities seem to be the most likely alternative 
to a diavacancy­vacancy mechanism. Both oxygen which is 
known to exist as U(C,0)­phases, as well as metallic 
impurities (V, but also Fe, Cr, Ni) could cause the observed 
curvature in the Arrhenius­diagram due to strong attractions 
between vacancies and impurities. Experiments on very pure 
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UC, or a thorough study on the effect of the above impurities 
on uranium self-diffusion could settle this question. Al­
ternative means would be to measure the isotope effect and 
the effect of pressure on uranium self-diffusion. 
A further reason for a curved Arrhenius diagram would be 
a temperature dependence of A H. This possibility, however; is 
unlikely since any temperature dependences of AH's postulated 
in diffusion work so far were at the most very small. An increase 
in Δ H of nearly 70 % at the melting point, as observed here 
for UC, would certainly not be expected for a temperature 
dependent AH. 
The low temperature part observed here compares favorably 
with reliable literature data (see Table ). None of the 
literature studies was extended to high enough temperatures 
to observe the curvature in the Arrhenius plot. The high 
temperature part reported here has therefore no analog in 
literature. 
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Appendix 
In the following Appendix, typical literature results on 
curved Arrhenius plots will be reanalyzed using the present 
computer programs (see Section 4). The data are due to 
1) H.J. Hirsch and H.L. Scherff, J.Nucl.Mat.45_ (1973)123: 
Uranium Diffusion in hyperstoichiometric uranium mono­
carbide , u c 0 7 
2) D.K. Dawson and L.W. Barr, Proc.Brit.Ceram.Soc.<_ (1967)171 
Diffusion of Br in KBr. 
3) J.F. Murdock, T.S.Lundy, and E.E.Stansbury, Acta Met.12 
(1964)1033: Diffusion of Ti and V in Ti. 
These examples represent high accuracy results with a scatter 
that is less than average. It is therefore instructive to 
realize that nevertheless essential changes in the calculated 
diffusion parameters can be obtained if an - on first sight 
apparently small-increase in the standard deviation <S of 
10 -3 is allowed. Such an increase in O" can cause maximum 
changes between the calculated highest and lowest values of 
Δ Η. and ΔΗρ as follows 
U/UC 1.07 Br/KBr 
Ti/Ti 
V/Ti 
maximum 
ΔΕΛ 
7 
6 
>20 
12 
change in % 
ΔΗ2 
8 
6 
>30 
80 
The data and the calculated fits are discussed in more detail 
in the following. 
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1) Uranium diffusion in U C Q„ by Hirsch and Scherf f 
These data were selected because of their relevance to the 
present study. The authors suggest that two independent 
processes occur above and below 2050 C due to crossing the 
phase boundary between a two-phase region (UC + UCp 
for T< 2050°C) and a single phase region (UC1+x for T>2050°C). 
They suggest further that the phase diagram of the U-C 
system be revised, since the previously accepted phase 
diagram indicates this boundary to be at essentially lower 
temperatures of » 1800 C They nevertheless give also 
an evaluation in terms of the sum of two exponentials. 
Fig. 15 shows that the data should be well suitable for 
evaluation since the low and high temperature parts are 
essentially different with a ratio in slope of about a 
factor of 2. 
Fig. 15 
Computer output of an 
iterative fit. The 
Arrhenius diagram contains 
the experimental points 
marked with "D", and the 
calculated low and high 
temperature processes as 
"A" and "B"Respectively. 
The calculated fit is 
shown in asterisks. 
40 45 
IOVT(K) 
5.0 
42 -
0.092· 
0.078 
0.064-
0.050- I t I 
160 184 208 232 
ΔΗ-, (kcal/mole) 
Fig. 16 
Plot of Δ E^ 
versus cf for a 
"one-dimensional 
scan'! The symbols X 
stand for iterative 
fits. 
0.092 
o.osa; 
Δ Η , (kcal/mole) 
Fig. 17 
As above, but 
for Δ H0 
Further calculated fits are given in Table VI. The best fit 
was obtained with the following set of data 
present 
values 
authors' 
values 
ΔΚΛ ΛΕ2 
(kcal/mole) 
204.9 91.7 
200 90 
log D0>1 
5.5 
log D B 0,2 
-4.9 
T· +. inters. 
(°C) 
2093 
­ 43 ­
Table VI 
Calculated fits to the data of Hirsch and Scherff ordered 
according to increasing standard deviation. 
c 
0.05774 0.05788 
0.05801 0.05809 0.05815 0.05835 0.05836 0.05841 
0.05843 0.05844 0.05847 0.05848 
0.05850 0.05852 0.05858 0.05858 
0.05862 0.05863 0.05866 0.05872 0.05876 0.05877 
0.05878 0.05881 . 0.05883 0.05885 0.05887 0.05891 0.05896 0.05900 0.05900 0.05901 0.05901 0.05902 0.05904 0.05908 0.05908 0.05909 0.05909 0.05910 0.05914 0.05917 0.05921 0.05927 
0.05930 0.05932 0.05936 0.05939 0.05940 0.05944 0.05964 0.05968 0.05975 0.05986 0.05993 0.06021 0.06021 0.06038 0.06099 0.06106 
ΔΗ2 
B:tï 94.05 94.30 94.32 90.60 91.60 92.28 95.02 91.45 92.19 90.42 92.88 92.83 93.28 93.28 93.42 93.40 95.63 95.75 91.68 92.36 90.95 92.88 93.06 94.41 89.95 94.33 94.89 90.72 89.83 95.04 94.19 94.77 90.64 96.34 94.91 91.18 94.64 91.19 94.82 91.70 91.63 92.19 95.79 
92.33 92.08 95.64 95.62 92.21 93.39 93.65 93.82 93.33 93.47 97.08 97.08 96.79 95.84 90.09 
ΔΗ1 
204.85 205.58 
205.76 205.84 205.87 200.42 201.21 201.75 206.06 200.69 201.42 199.65 
202.19 202.04 202.49 202.47 202.71 202.64 206.17 206.19 199.68 200.46 198.80 201.08 201.42 203.63 197.61 203.29 203.89 198.23 197.22 204.01 202.72 203.47 197.80 206.29 203.55 198.19 202.99 198.41 203.18 198.54 198.57 198.88 204.62 199.03 198.73 204.02 203.97 198.80 199.76 199.83 199.94 199.14 199.19 205.9"/ 205.98 204.es 201.44 191.59 
1οε Do,2 
:»:?! ­4.66 ­4.63 ­4.63 ­5.02 ­4.92 ­4.84 ­4.55 ­4.93 ­4.86 ­5.04 ­4.78 ­4.79 ­4.74 ­4.74 ­4.72 ­4.73 ­4.49 ­4.48 ­4.91 ­4.84 ­4.99 ­4.78 ­4.76 ­4.62 ­5.09 ­4.63 ­4.57 ­5.01 ­5.11 
­4.55 ­4.64 ­4.58 ­5.02 ­4.42 ­4.57 ­4.96 ­4.60 ­4.96 ­4.58 ­4.91 ­4.92 ­4.86 ­4.48 ­4.84 ­4.87 ­4.49 ­4.49 ­4.86 ­4.73 ­4.70 ­4.69 ­4.74 ­4.72 ­4.34 ­4.34 ­4.37 ­4.47 ­5.09 
log D „ & o,l 
5. 5 4 5.59 
5.60 5.61 
5.61 5.16 
5.22 5.26 5.62 5.18 5.24 
5.09 5.30 5.29 
5.32 5.32 5.34 5.34 5.63 5.63 5.09 5.15 5.01 5.20 5.23 5.42 
4.91 5.39 5.44 
4.97 4.88 5.45 5.34 5.40 4.93 5.64 5.41 4.96 5.36 4.98 5.38 4.99 4.99 5.02 5.50 5.03 5.00 5.45 5.44 5.01 5.09 5.09 5.10 5.03 5.04 5.61 5.61 5.51 5.22 4.39 
T. inters 
209 3 2101 
2104 2105 2105 2082 2587 2091 
2109 2086 2090 2080 2094 2093 2096 2096 2097 2097 2111 2111 2085 2089 2081 2092 2094 2102 2075· 2102 2104 2078 2074 2105 2100 2103 2078 2114. 2104 2080 2102 2081 2103 2083 2083 2086 2109 2087 2085 2108 2107 2086 2092 2093 2094 2090 2091 2118 2118 2115 2106 ! 2066 
­ 44 
2. Bromine diffusion in KBr by Dawson and Barr 
These data were selected because of the clear separation of 
high and low temperature part and because of the accuracy 
of the results (see also Fig. 18). The authors suggest a 
vacancy mechanism of diffusion at high temperatures and 
a fast diffusion along dislocations at low temperatures. 
Due to the nature of the data, the minima in the one­
dimensional fits are very pronounced for all 5 quantities 
(^Hr ¿H2, log DQ 1 log DQ 2, and T i n t e r s ; see also 
Figs. 19, 20). The best fit was obtained with the following 
set of data 
present values 
authors ' values 
4H1 ΔΕ2 
(kcal/mole) 
70.5 36.0 
60.0 34.3 
log D 0 ? 1 
6.5 
3­5 
log D 0 i 2 
­ 1 . 9 
­ 2 . 5 
T · 4. 
i n t e r s 
600 °C 
520 °C 
-9-
α en ° -n-
-16-
\ : ! 
\ I ! 
A l I VM i 
VK i 
1\ i ¡Λ ι 
I '­ \ i 
_ _.. ! "i Vi i X i \ i\ ­ ­l ' LΧ­ι '■' \ ·. 
ι '·· 
Br-KBr 
Fig. 18 
Computer output 
of an iterative fit 
The Arrhenius dia­
gram contains the 
experimental points 
marked with "D", 
and the calculated 
low and high tem­
perature processes 
as and "B", 
10 12 14 „ 16 
10/T(°K) 
18 20 
respectively. The 
calculated fit is 
shown in asterisks. 
­ 45 
0.050· — 
0.045-
0.040· 
d­
0.035-
0.030-
Br/KBr 
0.025 6b ' 65 70 75 
Δ Η, (kcal/mole) 
80 85 
Fig. 19 : Plot of Δ Η versus tf for a "one­dimensional 
scan"for the data of Dawson and Barr on Br­
diffusion in KBr. 
U . U 3 U ­
0.045­
0.040­
Ö-
0.035­
0.030­
0.025­
2 
-
-
3 30.8 
-
-
■ 
33.6 
._ _-" ï 
36.4 
Br/KBr 
-
-
■ 
-
39.2 42 
4H2(kcal/mole) 
F i g . 20 : As above, bu t f o r Δ Η . 
2 
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3. Diffusion of V and Ti in Ti "by Murdock, Lundy, and Stansbury 
These data were selected as typical for the anomalous behaviour 
of bcc metals, and because results were obtained over an 
extended temperature range thus yielding a clear definition 
of the low and the high temperature processes (see Figs. 21, 
22 and Section 5.1.4 for possible interpretations). Due to 
the ratio of ¿Η./4Η ? being less than that in the above two 
cases, the minima in one­dimensional fits (see Figs. 23­26) 
are less well defined, especially for Δ Η.. A consistent best 
fit could nevertheless be obtained, which was in particular 
due to the high accuracy of the data, the extended temperature 
range, and the number of data points reported. If one or more 
of these features are lacking, a consistent fit is very dif­
ficult to be achieved or may not be achievable at all. 
5.5 6.75 8.10 
IOVT(K) 
925 10.'5 
Fig. 21 
Computer output of an 
iterative fit. The 
Arrhenius diagram contains 
the experimental points 
marked with "D", and the 
calculated low and high 
temperature processes 
as "A" and "Β", res­
pectively. The calculated 
fit is shown in asterisks. 
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Fig. 22 : Computer output of an iterative fit. The Arrhenius 
diagram contains the experimental points marked with 
"D", and the calculated low and high temperature 
processes as "A" and "B", respectively. The calculated 
fit is shown in asterisks. 
Further calculated fits are given in Tabue s VII and VIII. The 
best fits were obtained with the following sets of data 
present values 
Ti 
authors' values 
present values 
V 
authors values 
ΔΗ1 ΛΗ 2 
(kcal/mole) 
56.2 29.8 
60.0 31.2 
50.0 24.4 
57-2 32.2 
l o g Do,i 
- 0.4 
0.0 
-0.7 
0.1 
l0S D0,2 
- 3.7 
- 3.4 
- 5.1 
- 3.5 
T· 4. 
inters 
(°C) 
1446 
1550 
1005 
1230 
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0.033­
0.031­
0.029­
ö · 
0.027­
0.025­
0.023­U 
i t ι ι : 
­
M 
"» 
"­. 
"""­, 
t I I I I 
D , 5 50 
I I 
Τ ι ­ Τ ι 
­
I 
55 60 
­
­
­
­
­
65 
AH versus σ1 
Fig. 23 
Plot of 
for a "one­dimensional 
scan"for Ti diffusion 
in Ti. The symbols X 
stand for iterative 
fits. 
ΔΗ·| (kcd/mole) 
t [ 
! I 176 21.2 248 28 A 
Δ H2 (kcal/mole) 
32 
F i g . 24 
As above , bu t f o r Δ Hp. 
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1 
0.0316-
­
0.0284-
Ö 
0.0252-
ηηοοπ-
Η 
XX 
Η 
XX 
Η 
Η 
Η 
Η XX 
Χ 
Η 
Η 
Χ 
Η 
Η 
Η 
Η 
Η 
Χ 
XX 
-4Η ΗΗ 
ΗΗΗΗ 
τ 
XX 
Η 
Η 
ΗΜ 
Μ 
ΗΗ 
ΗΧΧ 
ΗΜ 
Η 
Ι 
χ 
XX 
χ 
Μ 
Χ ΧΗ 
ΗΜ 
Η 
Η 
Η 
Μ 
XX XX 
Μ Η Η Η 
i 
1 Ι 1 
χ 
Χ XX 
χ 
Χ 
χ 
XI
 I
I 
Ι Χ
 X
I 
*χ
 
Ι 
Η 
Η 
Η 
4M 
i 
V-T¡ 
¿5 ! ! 53 51 
ΔΗ<| (kcal/mole) 
69 
Fig. 25 
Plot of Λ Η versus d 
for a "one­dimensional 
scan"for V diffusion in 
Ti. The symbols X stand 
for iterative fits. 
UUJ4>0-
0.0316-
6 ■ 
0.0284-
* 
0.0252-
nn??rv 
| Ι ι 
Η 
" 
„ 
" 
V-Ti 
— I 1 1 ·■ 1 
H K I I 
H RI 
Χ 
HM HH ï 
ι 
K XX M 
H M 
MH H 
• 4 
1 1 
XX 
X 
X M 
XX X H 
X 
M 
HH 
i, "
i 
t I I I I I , 16 2U 
Δΐ-ykcal/mole) 
32 ώ 
F i g . 26 
As above , bu t f o r ΔΗρ. 
50 
Table VII 
Calculated fits for the data of Murdock, Lundy, and 
Stansbury on Ti diffusion in Ti, ordered according to 
increasing standard deviation. 
d 
0.023973 
0.023974 0.023974 0.023976 0.023977 0.023980 0.023981 0.023986 0.023987 0.023994 0.023995 0.024004 0.024004 0.024015 0.024016 0.024027 0.024030 0.024041 0.024046 0.024056 0.024065 0.024072 0.024085 0.024090 0.024108 0.024109 0.024129 0.024133 0.024160 0.024190 0.024222 0.024257 0.024294 0.024334 0.024377 0.024422 0.024471 0.024523 0.024577 0.024635 0.024696 0.024760 0.024828 0.024900 0.024975 0.025054 0.025137 0.025224 0.025315 0.02 5411 0.025512 0.025617 0.025728 0.025843 0.025964 0.026091 0.026224 0.026363 0.0265C9 0.026662 
ΔΗ1 
56.25 
56.00 56.50 55.75 56.75 55.50 57.00 55.25 57.25 55.00 57.50 54.75 57.75 58.00 54.50 58.25 54.25 58.50 54.00 58.75 53.75 59.00 53.50 59.25 ' 53.25 59.50 59.75 53.00 52.75 52.50 52.25 52.00 51.75 51.50 51.25 51.00 50.75 50.50 50.25 50.00 49.75 49.50 49.25 49.00 48.75 48.50 48.25 48.00 47.75 47.50 47.25 47.00 46.75 46.50 46.25 46.00 45.75 45.50 45.25 45.00 
ΔΗ 2 
29.75 
29.67 29.81 29.61 29.87 29.55 29.93 29.47 29.99 29.41 30.04 29.34 30.10 30.15 29.27 30.21 29.20 30.26 29.12 30.31 29.03 30.36 28.96 30.41 28.88 30.46 30.50 28.79 28.71 28.62 28.52 28.41 23.33 28.24 28.11 28.03 27.91 27.78 27.70 27.58 27.44 27.33 27.18 27.06 26.92 26.78 26.61 26.46 26.31 26.16 25.96 25.80 25.59 25.43 25.23 25.02 24.80 24.58 24.33 24.11 
loe Do.i 
-0.35 
-0.37 -0.32 -0.40 -0.29 -0.43 -0.26 -0.46 -0.24 -0.49 -0.21 -0.51 -0.18 -0.15 -0.54 -0.13 -0.57 -0.10 -0.60 -0.07 -0.62 -0.04 -0.65 -0.01 -0.68 0.01 0.04 -0.70 -0.73 -0.76 -0.79 -0.81 -0.84 -0.87 -0.89 -0.92 -0.95 -0.98 -1.00' -1.03 -1.06 -1.08 -1.11 -1.14 -1.17 -1.19 -1.22 -1.25 -1.27 -1.30 -1.33 -1.35 -1.38 -1.41 -1.44 -1.46 -1.49 -1.52 -1.54 -1.57 
loe Do.2 
-3.72 
-3.73 -3.71 -3.74 -3.69 -3.75 -3.68 -3.77 -3.67 -3.78 -3.66 -3.80 -3.65 -3.64 -3.81 -3.63 -3.82 -3.62 -3.84 -3.61 -3.86 -3.60 -3.87 -3.59 -3.38 -3.58 -3.58 -3.90 -3.92 -3.93 -3.95 -3.98 -3.99 -4.01 -4.03 -4.0 5 -4.07 -4.10 -4.12 -4.14 -4.17 -4.19 -4.22 -4.24 -4.2 7 -4.30 -4.33 -4.3 6 -4.39 -4.42 -4.46 -4.49 -4.54 -4.5 7 -4.61 -4.65 -4.70 -4.74 -4.79 -4.84 
Τ- 4. 
inters 1446 
1441 1450 1437 1454 1433 1458 1428 1461 1424 146 5 1419 1469 14 72 1414 1475 1409 1479 1404 1482 1398 1485 1393 1488 1388 1491 1494 1382 1377 1371 1364 1357 1352 1346 1338 1332 1325 1317 1311 1304 1296 1288 1280 1272 1264 1256 1247 1238 1230 1221 1211 1203 1193 1184 1175 1165 1155 1145 1135 1125 
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Table VIII 
Calculated fits for the data of Murdock, Lundy, and 
Stansbury on V diffusion in Ti, ordered according to 
increasing standard deviation. 
<r 
0.022305 
0.022306 0.022323 0.022325 0.022358 0.022362 0.022404 0.022426 0.022462 0.022518 0.022529 0.022606 0.022642 0.022690 0.022781 0.022802 0.022878 0.022980 0.023003 0.023086 0.023197 0.023248 0.023311 0.023428 0.023548 0.023550 0.023670 0.023794 0.023899 0.023919 0.024047 0.024175 0.024304 0.024318 0.024435 0.024566 0.024698 0.024803 0.024830 0.024962 0.025095 0.025228 0.025361 0.025369 0.025494 0.025627 0.025760 0.025893 0.026022 0.026025 0.026158 0.026290 0.026421 0.026553 0.026684 0.026784 0.026815 0.026945 0.027075 0.027204 0.027333 0.027461 0.027589 
ΔΗ1 
50.00 
50.25 49.75 50.50 50.75 49.50 51.00 49.25 51.25 49.00 51.50 51.75 48.75 52.00 52.25 48.50 52.50 52.75 48.25 53.00 53.25 48.00 53.50 53.75 54.00 47.75 54.25 54.50 47.50 54.75 55.00 55.25 55.50 47.25 55.75 56.00 56.25 47.00 56.50 56.75 57.00 57.25 57.50 46.75 57.75 58.00 58.25 58.50 46.50 58.75 59.00 59.25 59.50 59.75 60.00 46.25 60.25 60.50 60.75 61.00 61.25 61.50 61.75' 
ΔΕ2 
24.37 
24.99 23.78 25.54 26.05 23.16 26.54 22.47 26.99 21.74 27.42 27.85 20.95 28.24 28.62 20.13 28.98 29.32 19.20 29.64 29.95 18.31 30.25 30.54 30.81 17.04 31.07 31.32 16.21 31.56 31.79 32.02 32.23 14.89 32.44 32.63 32.82 13.82 33.01 33.19 33.36 33.52 33.68 12.29 33.84 33.98 34.13 34.27 10.68 34.40 34.54 34.66 34.79 34.91 35.02 8.64 35.14 35.24 35.35 35.45 35.56 35.65 35.75 
l 0S D0,1 
-0.67 
-0.64 -0.70 -0.61 -0.58 -0.73 -0.56 -0.76 -0.53 -0.79 -0.50 -0.47 -0.82 -0.44 
-0.42 -0.85 -0.39 -0.36 -0.88 -0.33 -0.31 -0.91 -0.28 -0.25 -0.23 -0.94 -0.20 -0.17 -0.97 -0.14 -0.12 -0.09 -0.06 -1.00 -0.04 -0.01 0.02 -1.03 0.04 0.07 0.10 0.12 0.15 -1.06 0.18 0.21 0.23 0.26 -1.09 0.29 0.31 0.34 0.37 0.39 0.42 -1.13 0.45 0.48 0.50 0.53 0.56 0.58 0.61 
l o g Do,2 
-5.05 
-4.93 -5.17 -4.8 2 -4.7 2 -5.29 -4.6 3 -5.43 -4.5 4 -5.57 -4.45 -4.37 -5.72 -4.29 -4.2 2 -5.89 -4.15 -4.08 -6.07 -4.01 -3.95 -6.24 -3.89 -3.84 -3.79 -6.49 -3.73 -3.68 -6.65 -3.64 -3.59 -3.55 -3.^1 -6.91 -3.47 -3.43 -3.39 -7.12 -3.36 -3.32 -3.29 -3.26 -3.23 -7.41 -3.20 -3.17 -3.14 -3.11 
-7,73 -3.09 -3.06 -3.04 -3.01 -2.99 -2.97 -8.12 -2.95 -2.92 -2.90 -2.88 -2.8 7 -2.8 5 -2.8 3 
τ. ,. inters 
1005 
1014 997 1023 1032 989 1041 981 1050 973 1059 1068 965 1077 1087 958 1096 1105 950 1114 1123 943 1133 1142 1151 936 1160 1169 930 1178 1186 1195 1204 924 1212 1221 1229 918 1237 1245 1253 1261 1268 912 1276 1283 1291 1298 907 1305 1312 1318 1325 1332 133« 902 1344 135C 1356 1362 1368 1373 1379 
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