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Introduction and Motivation  
 
In my humble opinion, and I remark that it is only my opinion, “Science” is a discipline that 
can be carried out in two possible ways. The first one consists in improving current existing 
technologies in different areas, such as to maximizing efficiency in production plants, reducing 
wastes and energetic costs, developing drugs to treat diseases or in general, anything that 
potentially improves the quality of life of the society. I understand this way of doing research as 
“Engineering” because it focuses on obtaining a profitable final result, which can be directly 
applied by industries or individuals affecting the way people lives. Usually, what I call 
“Engineering” is known as “Applied Science” but, to avoid possible confusions, I personally prefer 
to use a different term instead of adding adjectives to an existing word to modify its meaning. The 
second way of doing research is what I call simply “Science” and consist in trying to understand 
the world that surrounds us. It aims at answering questions to strange phenomena that are not yet 
understood, even if the answer will not necessarily benefit the society in the short term. However, 
all the understanding and discoveries made in the process of finding that answers are (and indeed 
were in the past) the basis of new technologies that nowadays we cannot even imagine. This kind 
of research is commonly known as “Fundamental Science” and, although its importance is more 
subtle than “Engineering”, the social development is not possible without it. 
Every thesis ever written has a motivation focused on “Science”, “Engineering” or both, the 
present one is not an exception. The main motivation of this doctoral thesis is to study two 
processes of industrial interest: (i) the gas separation problem in post-combustion power plants, 
which can permit reducing the emissions of greenhouse gases and other pollutants to the 
atmosphere; and (ii) the enhanced recovery of oil in petroleum reservoirs, a field that intends to 
reduce the extraction costs of the main energy source of the world. However, many different 
methods and models were employed to tackle these challenges, in part driven by the thirst of 
answering questions and learning imposed to me by the discipline I call “Science”. 
Disregarding the results obtained in this period of time, the development of a doctoral thesis 
has as an additional outcome the training of the future doctor. After these years of doing research 
I realized that my way of thinking has changed radically. Broadly speaking I have become more 
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rational, logic, organized and capable of splitting overwhelming challenges into small problems 
that can be assessed more easily. Moreover, I have become more confident and more critic with 
myself, which helped me to discover my weaknesses and strengths. These new skills are currently 
helping me (as well as they help all other researchers) to improve as a scientist and as a human 
being. 
 
1.1 Outline of the Doctoral Thesis 
 
The two main topics treated in this doctoral thesis (i.e., the gas capture and the enhanced oil 
recovery) have one point in common: the use of computational methods to derive the different 
properties of interest once the system has reached the phase equilibrium. For this reason, this 
chapter contains a short introduction on how modeling and computational calculations are playing 
an important role in industry. Then, in Chapter 2, a general overview of all the methods used 
throughout this doctoral thesis and the theory behind them is compiled. 
The different methods described allow treating systems with different sizes and simulate 
different time scales. The order in which the methods are explained in Chapter 2 is related to the 
system size and simulation time they can handle; thus, it goes from methods that can be applied to 
small systems and short time scales, and it ends with thermodynamic fluid theories, which can be 
understood as macroscopic systems at equilibrium. In other words, Chapter 2 starts with Density 
Functional Theory (DFT) in Section 2.1, which is used to obtain energetic interactions with the 
accuracy of quantum mechanics. The section is divided in the basis of DFT, the exchange and 
correlation functionals, periodic vs. non-periodic calculations and calculation of thermodynamic 
properties in Sections 2.1.1 to 2.1.4, respectively. Then, Section 2.2, explains how to obtain 
macroscopic properties from molecular simulations. The section is divided into a brief comparison 
among atomistic, united atom and coarse-grained force fields (Section 2.2.1) and the basics of 
Molecular Dynamics (MD), Monte Carlo methods (MC) and techniques to increase their efficiency 
(from Section 2.2.2 to Section 2.2.4, respectively). Finally, two last models based on 
thermodynamic fluid theories are defined in Section 2.3. The Section 2.3.1 explains the basis of 
equations of state based on Statistical Association Fluid Theory (SAFT), and concludes at Section 
2.3.2 with a short overview of COnductor-like Screening MOdel for Realistic Solvents (COSMO-
RS). 
The first topic of this doctoral thesis (i.e., the gas separation) is treated in Chapter 3. Three 
different kinds of materials to capture CO2 are studied aiming at separating carbon dioxide from a 
post-combustion gas mixture to store it for further utilization. First, different zeolites from the 
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Faujasite family are studied with a combination of DFT and MC methods to assess the separation 
of CO2 from a flue gas formed by a ternary mixture of CO2, N2 and O2 (Section 3.2). Then, a DFT 
study of CO2, N2 and SO2 adsorption onto Mg-MOF-74 coupled to a Langmuir isotherm model is 
presented in Section 3.3. Finally, absorption of CO2 and SO2 onto three different phosphonium-
based Ionic Liquids (ILs) is addressed using SAFT and COSMO-RS models. 
The second topic (i.e., the enhanced oil recovery) is extended through Chapter 4 and Chapter 
5. Specifically, Section 4.2 describes a set of compounds proposed to model the different fractions 
of oil, according to the Saturate/Aromatic/Resin/Asphaltene (SARA) model. Then, two different 
properties related to wettability (i.e., the oil/water interfacial tension and the oil/water/rock contact 
angle) are analyzed under different environmental conditions and model oil mixtures in Section 
4.3 and Section 4.4. On the other hand, in Chapter 5 the effect of surfactants is considered along 
with the evaluation of the so-called salt/surfactant synergistic effect to reduce the interfacial 
tension. The final part of this doctoral thesis contains Chapter 6, with a summary of the main 
conclusions compiled altogether, and Chapter 7, listing the publications achieved during the 
working period. 
 
1.2 Brief History of Computational Science 
 
Before the rise of computers, theoreticians applied the theories developed to predict properties 
of model systems (i.e., ideal gas law, harmonic oscillator, etc.). Despite these theories provided 
exact solutions for ideal models, they only gave approximate results for real systems. This 
paradigm changed after the Second World War with the apparition of computers, that were used 
for the first time to cope with the hard mathematical requirements of developing nuclear weapons 
in the Manhattan Project. Fortunately, in the early 1950s computers became available for 
nonmilitary use, which was the beginning of the computer simulation discipline.1,2  
Computer science allowed the researching community to employ theories with no analytical 
solutions to predict properties of real systems. Two of the fields related to this doctoral thesis were 
enormously benefitted from computation: (i) theoretical chemistry and (ii) the theory of dense 
fluids. The former was able to predict the electronic structure and exact energy of the simplest 
existing two-particle system (i.e., the hydrogen atom) using the basis of quantum mechanics (i.e., 
the Schrödinger equation).3 However, an exact solution of the Schrödinger equation for more 
complex systems does not exists, but it could be solved numerically after 1930 with the works 
pioneered by Hartree,4 Slater 5 and Fock,6 who developed the Self-Consistent Field (SCF) method. 
On the other hand, very few analytical theories were available in the field of dense fluids. The 
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numerical models available treated liquids as a set of macroscopic droplets, but the calculation of 
the solution was too tedious to perform it by hand. One of the first molecular simulations were 
performed by Metropolis et al., in 1953,7 where a set of Lennard-Jones particles were evolved 
stochastically through the currently known "Metropolis Monte Carlo" algorithm. From that 
moment, molecular simulations were performed to describe properties of liquids through Monte 
Carlo and Molecular Dynamics techniques as described in the works of Alder et al.,8 who studied 
the assembly of hard spheres, Gibson et al.,9 who simulated radiation damage on crystalline Cu, 
or Rahman,10 who performed the first molecular dynamics simulations of a real argon fluid. 
These computational methods provided a deeper understanding of the experiments that were 
carried out in the last years; thus, the electronic structure of complex species and the molecular 
interaction between different particles were information that could be derived from these 
calculations. Molecular simulations coupled to statistical mechanics also provided a route to 
predict properties of matter at any set of pressure and temperature conditions. Despite there might 
be situations where these properties are easier to obtain from experimental measurements (e.g., the 
melting point of water), the capability of simulations to work equally under any condition allows 
to easily predict these properties when experimental measurements are extremely expensive, or 
simply impossible. On the other hand, these simulations also allow to predict properties of 
materials that have not yet been synthesized.
The applicability of computer science was encompassed by a substantial increase of computer 
power as predicted by the Moore's Law curve. Thanks to this increase, more complex systems 
could be treated in reasonable amounts of time, allowing companies to incorporate simulations in 
the research and development divisions. Some of the more important applications of applied 
computer science include: (i) the field of biocatalysis, which is key in the pharmaceutical 
industry;11,12 (ii) the biomedical field, that is closely related to biocatalysis for drug development,13 
along with the studies on organic membranes;14 (iii) the field of materials that is based on 
understanding and developing new structures for several applications like energy (e.g., for batteries 
15 or solar cells 16), enhanced electronic devices (e.g., based on graphene 17 or other magnetic 
materials 18) or gas capture and separation (e.g., microporous materials for CO2 capture) 19; (iv) 
the field of green chemistry, that tries to improve the available technologies to capture different 
pollutants or remove them from wastewater; (v) the fields of catalysis and photocatalysis, both 
homogeneus 20 and heterogeneous,21 which are of great interest to improve the efficiency of 
chemical production plants;22 and (vi) the field of phase equilibrium based on describing the 
thermodynamic equilibria of multiple phases in contact at different conditions of pressure and 
temperature, which is the basis of phase diagrams and of many modeling processes in industry.23,24 
Many of these topics currently employ quantum chemistry calculations to understand interactions 
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at a molecular level or to obtain electronic-based processes. However, for large systems, molecular 
simulations are commonly employed, such as in the fields of phase equilibria, gas capture or 
biomedical fields. The use of computational methods has increased enough to even develop 
multiscale methods that permit the application of expensive quantum chemistry calculations in 
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The aim of this chapter is to give a general overview of the different methods used in this 
doctoral thesis. The techniques employed in this work range from quantum-based methods (i.e., 
DFT), which are suitable to treat systems with only a few atoms, going through different molecular 
simulations, that are able to deal with the evolution of thousands of interacting molecules, to 
thermodynamic equilibrium theories (e.g., SAFT), which intend to reproduce thermophysical 
properties of pure fluids and their mixtures at equilibrium.  
Quantum-based methods explicitly represent all the electrons and orbitals of the system, which 
make them suitable to reproduce properties that depend on the electronic distribution. These 
calculations are known as ab initio because they solve the Schrödinger equation without needing 
previous information to be carried out. This fact makes them completely predictive at a high 
computational cost. The main limitation of quantum-based methods is that they can treat relatively 
small systems and dynamics at very short time scales. An important part of this doctoral thesis is 
based on achieving dynamical equilibrium for complex systems, which is hardly attainable by this 
method, so only static ab initio calculations were performed to obtain useful information that can 
be included in other models to predict phase equilibria. 
Contrarily, the representation of the system can be simplified by disregarding the electrons and 
modeling molecules as atoms bonded to each other by a set of springs. Intermolecular electrostatic 
interactions are then substituted by classical point charges located onto the atoms laying under a 
Coulomb potential. These assumptions increase several orders of magnitude the calculation speed, 
but they require a good fitting of some parameters to accurately reproduce molecular properties 
(e.g., the bond spring constants or the atomic charges). The fitting can be done to mimic the ab 
initio potential energy surface or a reliable set of experimental data, and if done accurately, it can 
be used to study the evolution of extended systems via molecular simulations. Within these 
techniques two different approaches to achieve equilibrium can be highlighted: (i) the dynamic 
approach, that evolves the system in time integrating the Newton’s equations of motion until 
equilibrium conditions are met, or (ii) the Monte Carlo approach, which samples the 
configurational space to ignore time and directly achieve the equilibrium state. 
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Finally, thermodynamic fluid theories are tools capable of predicting thermophysical and 
phase equilibria properties of pure fluids and their mixtures but losing much molecular information 
obtainable by ab initio or molecular simulation techniques. The assumptions and simplifications 
made in these models usually require previous fittings to extensive experimental data at different 
conditions of pressure and temperature. However, they give thermodynamic information that can 
be used to predict the behavior of a system directly at equilibrium by solely solving iteratively a 
set of equations. 
The combination of methods that work at different scales of time and length enriches this 
doctoral thesis because it intends to combine DFT calculations to understand the basic interactions 
between molecules and surfaces, to later connect it to larger scale methods that can predict 
macroscopic effects. This strategy was followed specifically in Chapter 3 with gas separation 
processes. On the other hand, collective properties such as pressure, density, molecular self-
assembly or interfacial tension required to simulate a large set of molecules. Those kinds of 
systems are treated solely with molecular simulations as described in Chapter 4 and Chapter 5. 
 
2.1 Density Functional Theory 
 
The basis of any non-relativistic ab initio method is to solve the Schrödinger equation (eq. 
2.1),1 which uses the Hamiltonian operator (!") to obtain the energy of a system (#) from the so-
called wavefunction ($).2,3 The wavefunction completely determines the state of the system and 
depends on the coordinates of all nuclei (ℛ = ()*⃗ ,, )*⃗ ., … , )*⃗ 01,2,,2.,… ,201)) and electrons 
(3 = (4⃗,, 4⃗., … , 4⃗05, 6,, 6., … ,605)). Notice that the variables ℛ and 3 contain the three spatial 
coordinates (i.e., )*⃗ 7 and 4⃗7) and the spin coordinates (i.e., 27 and 67) of the 89 nuclei and 8: 
electrons of the system. On the other hand, the Hamiltonian is defined as the sum of kinetic (;") 
and potential (<") energy operators as it can be seen in eq. 2.2.  
 
!"$(ℛ,3) = E$(ℛ,3) 2.1 
!" = ;"9 + ;": + <"99 + <"9: + <":: 2.2 
 
where ;"9 and ;": are the kinetic energy of nuclei and electrons, respectively, <"99 and <":: refer to 
the potential energy due to the repulsion of the nuclei and electrons, respectively, and	<"9: is the 
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nuclei-electron interaction potential. Ab initio calculations are usually carried out under the Born-
Oppenheimer approximation,4 which assumes that the velocity of nuclei is much slower than that 
of the electrons. This implies that electrons adapt almost instantly to any nuclear motion and allows 
the factorization of the wavefunction onto its electronic and nuclear counterparts (i.e., $(ℛ,3) =
$:,ℛ(3)$9(ℛ)). After the factorization, the electronic wavefunction depends explicitly on the 
coordinates of all electrons (3) and parametrically on the nuclear coordinates (ℛ), whereas the 
nuclear wavefunction depends only on the coordinates of all nuclei (ℛ) moving under the mean-
field potential generated by the electrons. Then, an electronic Hamiltonian (!":,ℛ) can be defined 
grouping all the terms that depend on the electrons: the kinetic energy of electrons (;":), the 
interaction potential between nuclei and electrons (<"9:) and the coulombic repulsion between 
electrons (<"::). The resolution of this electronic Schrödinger equation gives the electronic energy 
(#:,ℛ) of the system, which also depends parametrically on the position of the nuclei (eq. 2.3).  
 
!":,ℛ$:,ℛ(3) = @;": + <"9: + <"::A$:,ℛ(3) = #:,ℛ$:,ℛ(3) 2.3 
 
The Hamiltonian that gives the total energy of the system, also renamed as nuclear 
Hamiltonian (!"9), is written in terms of the electronic Hamiltonian (!":,ℛ), whose value (#:,ℛ) and 
has been solved in eq. 2.3, the potential energy repulsion (<"99), which is a constant for a given 
nuclear configuration (<99(ℛ)), and the kinetic energy of nuclei (;"9). In general, static electronic 
structure calculations within the Born-Oppenheimer approximation neglect the ;"9 term and 
combine the constant nuclear-nuclear potential repulsion with the electronic energy to yield the 
effective potential energy of a system with fixed nuclei (<(ℛ) = #:,ℛ + <99(ℛ)). This implies 
that the main focus of electronic structure calculations is the solution of the electronic Schrödinger 
equation (eq. 2.3). However, after solving the electronic problem, the motion of the nuclei can be 
included by applying the nuclear Hamiltonian (!"9 = ;"9 + <(ℛ)) to the nuclear wavefunction as 
seen in eq. 2.4. 
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2.1.1 The Basis of DFT 
 
As stated previously, the basis of ab initio methods is to solve the electronic Schrödinger 
equation using 48:-dimensional wavefunctions (i.e., 3 spatial and 1 spin coordinates per electron). 
The basis of DFT is also to obtain the electronic energy of the system (#:,ℛ) but using the electron 
density (D(4⃗)) instead of the wavefunction. In fact, the dimensionality of the problem is radically 
reduced when using D(4⃗) instead of $:,ℛ(3), because the electron density depends only on three 
spatial coordinates (4⃗) regardless on the number of electrons of the system, as opposed to the rapid 
scaling of the wavefunction. However, it is not practical a priori, because the electron density of 
8: indistinguishable electrons must be obtained from the wavefunction (eq. 2.5). 
 
D(4⃗,) = 8: E E E …E E F$:,ℛ(3)F
.
GH5I⃗H5GJI⃗JGK
L6,L4⃗.L6. …L4⃗05L605 2.5 
 
Notice, that as all electrons are indistinguishable in practice D(4⃗,) of eq. 2.5 can be written 
simply as D(4⃗). The use of the DFT formulation started with the two theorems of Hohenberg and 
Kohn (HK) 5: 
1st theorem: “Any observable of a stationary non-degenerate ground state can be calculated, 
exactly in theory, from the electron density of the ground state. In other words, any observable can 
be written as a functional of the electron density of the ground state”. 
2nd theorem: “The electron density of a non-degenerate ground state can be calculated, exactly 
in theory, determining the density that minimizes the energy of the ground state”. 
The 1st theorem specifies that the energy of the system can be calculated from the electron 
density as it can be seen in eq. 2.6, where the external potential (<:MB[D]) contains the one electron 
potential term, while the HK functional (PQR[D]) that contains the kinetic energy (;:[D]) and the 
two-electron potential (<::[D]) terms. On the other hand, the 2nd theorem determines that the 
electron density of the ground state can be obtained using the variational principle. 
 
#[D] = PQR[D] + ED(4⃗)	<:MB[D]	L4⃗ 2.6 
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Moreover, the terms grouped inside the HK functional are not well-determined, specially the 
kinetic energy of a system of N interacting electrons. A huge change in DFT came after Kohn and 
Sham,6 who proposed to solve eq. 2.6 of a reference system, where electrons do not interact, but 
that move under an external potential that resembles the electron density of the real system. In this 
ideal system, the known kinetic term of the non-interacting reference system (;S[D]), is separated 
from the rest of the unknown kinetic energy (;:[D] − ;S[D]). Similarly, the known coulomb 
potential term (<U[D]) is separated from the rest of the unknown two-electron repulsion term 
(<::[D] − <U[D]). The two unknown terms are grouped into the so-called exchange and correlation 
functional (#MV[D]), as shown in eq. 2.7, which must be approximated or parameterized. 
 
#:[D] = ;S[D] + <U[D] + #MV[D] + ED(4⃗)	<:MB[D]	L4⃗ 2.7 
 
2.1.2 The Exchange and Correlation Functionals  
 
Different approximations can be made for the exchange and correlation functional. The 
simplest one is the so called Local Density Approximation (LDA),7 which assumes that the density 
can be treated as a homogenous electron gas and locally, #MV[D] depends only on the electron 
density. This approximation has a well-defined analytic expression, but it is usually too simple to 
reproduce properties of real systems. For this reason, more complex expressions were developed 
including the gradient of the density (i.e., the Generalized Gradient Approximation or GGA, where 
#MV[D, ∇D]) or even the Laplacian of the density (i.e., the Meta-Generalized Gradient 
Approximation or meta-GGA, where #MV[D, ∇D, ∇.D]). Unfortunately, these expressions did not 
have a well-defined analytic expression and were fitted to experimental results. Within the GGA 
family, the most popular functionals are the Perdew and Wang functional (PW91),8 the Perdew-
Burke-Ernzerhof functional (PBE) 9 and its subsequent modifications to increase its usability (i.e., 
PBEsol 10 for solids or RPBE 11) in reproducing the gas adsorption energies on metal surfaces. On 
the other hand, meta-GGA formulations derived into functionals such as TPSS 12 or M06,13 which 
have increased accuracy in exchange of a larger parameterization and a higher computational cost. 
A different approach widely used to describe chemical bonding of molecules are the so-called 
hybrid functionals. They mix some non-local Fock exchange (i.e., from the original wavefunction 
formulation) into the DFT exchange and correlation functional. The two more popular hybrid 
functionals are PBE0,14,15 which treats the exchange as 25 % Fock / 75 % PBE, and B3LYP,16,17 
which uses a 20 % Fock / 80 % LDA exchange.  
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Another challenge of DFT calculations is the inclusion of dispersion corrections (#X) to the 
total energy.18 These are produced by long-ranged electron correlation effects and are key to 
reproduce phenomena that are not based on wavefunction overlapping. A common approach is to 
add an additional corrective term to the final DFT energy to account for the dispersion interactions. 
This term is calculated from an empirical equation fitted to experimental data. The most commonly 
used corrections are the well-known D2 and D3 Grimme corrections,19–21 for their simplicity and 
reliability. However, in the last years, non-empiric dispersion corrections are being included in 
some exchange and correlation functionals. The idea behind these methods is to compute the #X 
using only the electron density as input, expressing the dispersion energy as a functional of the 
density (#X[D]). Some of the most widely used functionals in this area is the vdW-DF family, 
initially developed by Langreth et al.22 
 
2.1.3 Periodic vs. Non-Periodic DFT calculations 
 
The wavefunction allows computing any property or observable of the system, either using a 
wavefunction formalism or a DFT formalism (i.e., as seen, the electron density is calculated from 
the wavefunction). The electronic wavefunction of a non-periodic system can be approximated 
with a polyelectronic function that accounts for the antisymmetry of the wavefunction with respect 
the permutation of two indistinguishable electrons. To simplify the notation, this polyelectronic 
function is expressed as a Slater determinant (eq. 2.8) and defines a single configuration of 8: 
electrons in 8: spinorbitals (Y, …Y05). Each spinorbital is a function of the spatial and spin 
coordinates of an electron, so they are constructed through the factorization of the spatial orbital 
(Z7(4⃗)) and the spin function ([7(6)) as shown in eq. 2.9, and finally, each spatial orbital is 






Y,(4⃗,, 6,) ⋯ Y,(4⃗05, 605)
⋮ ⋱ ⋮
Y05(4⃗,, 6,) ⋯ Y05(4⃗05, 605)
a 2.8 
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The f7] coefficients of the linear combination of basis functions in eq. 2.10 define the shape 
of the orbital, and they have to be optimized iteratively to obtain the “best” set of orbitals of the 
system. The “best” orbitals are the ones that allow building a wavefunction that resemble an 
electron density that minimizes the electronic energy of the system, according to the variational 
principle.3 
The basis of choice to build orbitals of non-periodic isolated molecules in the gas phase are the 
linear combination of gaussian functions (eq. 2.11) centered at each nucleus, where h] is a 
parameter that determines the width of the gaussian. Otherwise, if virtually infinite systems, such 
as bulk phases or solid surfaces need to be addressed, it is usually preferable to employ periodic 
basis functions such as plane waves (eq. 2.12). Each of these functions depends on the crystal wave 
vector (i*⃗ ]) and they have a spatial symmetry that makes them more suitable to reproduce extended 
periodic systems. However, a very large number of plane waves are needed to reproduce the core 
electrons due to their natural extended shape. For this reason, a set of parameterized functions 
called pseudopotentials are commonly used to include the effect of the core electrons and reduce 






*⃗ mI⃗ 2.12 
 
2.1.4 Calculation of Thermodynamic Properties from Ab initio Calculations 
 
The resolution of the electronic Schrödinger equation gives the effective energy of a system 
with fixed nuclei in a given set of atomic coordinates. Obviously, the gradient of the energy (i.e., 
obtained from its first derivatives) can be used to obtain the atomic coordinates that minimize the 
energy, finding the minimum of the potential energy surface (PES), also known as equilibrium 
geometry. In this minimum the hessian matrix of the energy (i.e., obtained from its second 
derivatives) is used to obtain the frequencies of the 3N normal modes of the system, where N is 
the number of atoms. The combination of this information with statistical thermodynamics can 
ultimately be used to obtain many interesting thermodynamic properties, such as the internal 
energy, the enthalpy, the entropy or the Gibbs free energy at different temperatures.  
According to statistical thermodynamics,24 the partition function (o) of a system with 8 
indistinguishable molecules can be used to obtain the thermodynamic functions of the ensemble, 
Chapter 2 - Theoretical Background 
 
14 
and can be usually factorized onto translational (pBIq9S), rotational (pICB) and vibrational (pr7l), 
electronic (p:) and nuclear (p9) partition functions as seen in eq. 2.13. The expressions of each 

































p: = ä:,ã +eä:,7	jkåç5,á/nàâ
7
 2.18 




In general, all the partition functions depend on the temperature (x). Specifically, the 
translational partition function (eq. 2.14) also depends on the mass of the molecule (v) and the 
available volume it has for moving (}). The terms iw and ℎ are the Boltzmann and the Plank 
constants, respectively. On the other hand, the rotational partition function for linear molecules 
(eq. 2.15) depends on the symmetry number (~I) and the moment of inertia (Ä). Alternatively, the 
three principal moments of inertia (i.e., ÄÉ, Äw, ÄU) have to be calculated for non-linear molecules 
to obtain the total rotational partition function (eq. 2.16). Then, the vibrational partition function 
in eq. 2.17, which uses the bottom of the potential energy curve as zero of energy, is the product 
of é contributions, being é each vibrational normal mode with a frequency è7. Finally, the electronic 
and nuclear partition functions (eq. 2.18 and eq. 2.19) depend on the degeneracy of the electronic 
and nuclear ground states (ä:,ã and ä9,ã), the degeneracy of all of their excited states (ä:,7 and ä9,7) 
and the energy difference between the ground and the éth excited state (Δ#:,7 and Δ#9,7). However, 
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in many molecules the excited energy levels are much higher in energy than iwx, which implies 
that p: and p9 become approximately ä:,ã and ä9,ã, respectively. 
From the partition functions different thermodynamic magnitudes can be obtained, such as the 
internal energy of a molecular gas or its entropy, both at temperature x. Both magnitudes depend 
on the number of particles of the system (i.e., the partition function depends on 8), but they have 
all been referred to molar values, which make 8 = 8É and 8Éiw = ). Specifically, the internal 
energy of the gas (eq. 2.20) is calculated by adding a thermal correction on the effective energy 
obtained from an electronic structure calculation (<(ℛ)), which can be approximated as the 
internal energy of a gas at 0 K (<(ℛ) ≈ <(0;)). Otherwise, the entropy is directly calculated from 
the partition functions (eq. 2.21). With respect the other thermodynamic quantities: the enthalpy 
of the system can be calculated simply adding the ì} term to the internal energy of the system (eq. 
2.22), which can be assumed to be )x for ideal gases, and the Gibbs free energy can be calculated 
by subtracting the term xî from the enthalpy (eq. 2.23). 
 




î(x) = ) õln s
pBIq9SpICBpr7lp:ú:V	j
8É




!(x) = <(x) + ì	} 2.22 
û(x) = !(x) − x	î(x) 2.23 
 
Although the equations from eq. 2.20 to eq. 2.23 allow to apparently calculate absolute 
thermodynamic magnitudes, most of them are meaningless on its own. The relevant magnitudes 
of interest are their difference between two states. Some examples are: the difference in Gibbs free 
energy between reactants and products of a gas phase chemical reaction, which determines if a 
reaction can occur spontaneously, or the difference in enthalpy between a molecule in gas phase 
or adsorbed, which allows to obtain the heat of adsorption.  
The method for calculating thermodynamic functions is valid for the former example (i.e., the 
reactants and products of a gas phase chemical reaction) because both reactants and products can 
translate, rotate and vibrate. This means that the total partition function can usually be 
approximated as a product of pBIq9SpICBpr7lp:p9, as explained. However, when a molecule is 
adsorbed onto a surface, it cannot translate nor rotate from its equilibrium geometry (i.e., its 
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rotational and translational modes become frustrated). For adsorbed molecules, these modes can 
be treated as vibrations, so the total partition function of an adsorbed species becomes pr7lp:p9. 
This assumption is known as the harmonic approximation and can be applied to chemisorptions 
and relatively strong physisorptions. Finally, the ì} term cannot be converted to )x when solids 
are involved, the state function of the solid should be used instead to find the value of ì}. 
Alternatively, the calculation of the ì} term in solid state can be avoided in many situations, 
because thermodynamic functions are calculated as differences between initial and final states. 
This fact means that if the solid is present in both the initial and final states the ì}ü79qú and ì}797B7qú 
will cancel each other. With these considerations the thermodynamic functions of adsorbed species 
can also be obtained solely from electronic structure calculations combined with statistical 
thermodynamics. 
 
2.2 Molecular Simulations  
 
Molecular simulations intend to connect the microscopic world of molecular interactions with 
the macroscopic world of collective properties (e.g., pressure, density or free energy) This 
connection is made through ensemble averages or time averages as described by classical statistical 
mechanics.24,25 According to statistical mechanics, any property (†) of a macroscopic system with 
M particles is a function of the microscopic state of the system, which in turn is defined by a set 
of microscopic variables. For example, the pressure (P) of the system depends on the position and 
momenta of all M particles, so P will be a function of 6M variables. These microscopic variables 
can also be regarded as a single point in a multidimensional space called “the phase space” (°), 
where the instantaneous value of P is a function of ° (i.e., ì(°)). Unfortunately, the simulation of 
a M particle system is generally impossible because M is in the order of 10.{ particles. For this 
reason, the target of molecular simulations is to sample the whole phase space through simulation 
of smaller N particle systems. 
The sampling can be equivalently carried out in two different manners depending on how 
different configurations in the phase space are generated. The first one is preparing a swarm of 
different configurations (i.e., an ensemble). Then, any property (†) can be calculated from an 
average of the instantaneous values of †(°) in all the ensemble, weighted by the probability of a 
system to be in each generated state (i.e., an ensemble average). The probability of a system to be 
found in a determined state (¢7) is related to the total energy of this state (#7) through the 
Boltzmann factor (jk£çá, with § = 1/iwx), where the denominator of eq. 2.24 is the sum of all 
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possible states that the system can be in (i.e., the partition function). This sampling is similar to the 
one employed in Monte Carlo simulations. Alternatively, the phase space can be sampled through 
time evolution of a single 8 particle system, considering that the evolution is designed to visit the 
same microscopic states as the ensemble average. Macroscopic properties are then obtained 
through averages of all visited states during the evolution. If the evolution of a system 
accomplishes visiting the whole available phase space, then the time average (〈†〉B7ß:) becomes 
equal to the ensemble average (〈†〉:9S:ßlú:) and to the macroscopic observable (†). This is 
known as the “ergodic hypothesis” and can be expressed mathematically through eq. 2.25 or 






† = 〈†〉:9S:ßlú: = e¢7	†(°7)
0©™©
7´,










Figure 2.1. Graphical representation of eq. 2.25, where the property † is obtained from the 
ensemble average of independent systems (〈†〉:9S:ßlú:) and from the time average of a single 
time evolved system (〈†〉B7ß:). 
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In eq. 2.25 the subscript é runs over the different independent systems used to calculate 
〈†〉:9S:ßlú: from é = 1,… ,8SÆS, and the variable ¨ recalls the different states of a single 
simulation visited through time evolution, in the range ¨ = 1,… , ü̈, that are used to calculate the 
value of 〈†〉B7ß:. Regardless of the method employed, it is recommended to obtain ideally an 
infinite number of configurations that sample the phase space. In practice, the number of states to 
average will be the maximum that the available computational resources permit. 
Notice that in both evolution schemes it is necessary to compute the energy of the system. In 
the case of performing ensemble averages is necessary to compute the energy to obtain the 
Boltzmann factor and the partition function for each state, whereas in the case of the time evolution 
scheme it is necessary to compute the energy to ensure that the evolution of the system samples 
states according to a Boltzmann distribution. In principle, the energy of the system can be obtained 
through any of the electronic structure calculations described in Section 2.1. However, molecular 
simulations require to calculate the energy of a large number of configurations to compute properly 
a macroscopic property. This task becomes rapidly unfeasible with such an expensive method. For 
this reason, the quantum representation of the system (i.e., nuclei surrounded by electron orbitals) 
is usually simplified to a set of classical point particles, all carrying a partial charge and bonded to 
each other through a set of springs (i.e., forming molecules). The Hamiltonian of the system does 
not need to treat the electrons anymore and is then reduced to a sum of intermolecular and 
intramolecular contributions to the total energy. These simplified contributions must be 
parameterized to be able to reproduce either experimental properties or quantum chemical 
structural/energetic data. The set of equations and parameters used in the Hamiltonian is commonly 
called a force field (FF). 
 
2.2.1 Atomistic, United Atom and Coarse-Grained Force Fields 
 
As denoted in the previous section, the calculation of the energy is key to predict any property 
of the system. Although it can be done by ab initio methods (e.g., in ab initio molecular dynamics), 
it is usually too expensive to effectively sample the phase space. For this reason, different 
simplifications on the molecular representation can be made depending on the property to be 
computed. The first step in the simplification scheme is to treat all atoms as charged spheres 
connected by springs to simulate bonds. This representation is known as atomistic molecular 
simulation or All-Atom (AA) approach. In this representation, the total energy is calculated as a 
sum of the intermolecular and intramolecular interactions of all atoms in the system (eq. 2.26). 
Intramolecular interactions are commonly split onto three categories depending on their 
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connectivity: (i) bonds (i.e., also known as 1-2 interactions), (ii) angles (i.e., or 1-3 interactions) or 
(iii) torsions (i.e., 1-4 interactions). In turn, torsions can be either described through dihedral 
torsions (i.e., four atoms connected consecutively, as the carbons of a butane molecule) or through 
an improper torsion (i.e., the out-of-plane angle of a structure of a central atom with three atoms 
connected to it, as the ammonia molecule). Intermolecular interactions can be described by any 
kind of function that reproduces the common long-range attractive and short-range repulsive 
behavior. This is commonly accomplished by a combination of a vdW and Coulomb functions to 
account for the dispersive and electrostatic interactions between different atoms. If needed, 
additional terms can be included in the intermolecular term to reproduce other physical 
phenomena, such as polarization or many-body intermolecular interactions (i.e., represented in  
eq. 2.26 with “…”). 
 










The terms of eq. 2.26 used in this doctoral thesis are described in the equations from eq. 2.27 
to eq. 2.31. <l9Ø and <q9∞ have been treated with quadratic functions, whose energy is minimum 
at the equilibrium angle (≥:ám¥) or distance (4:ám). Torsions usually have multiple minima, which 
have been reproduced with a periodic Fourier expansion according to eq. 2.29. The vdW 
interactions of any pair of atoms have been calculated via a LJ potential (<rØ± = <µ∂),26,27 as seen 
in eq. 2.30. Finally, the Coulomb potential (<U) is used to calculate the electrostatic interactions of 
each pair of atoms (eq. 2.31). Although the mostly used functions for modeling molecular fluids is 
the combination of Lennard-Jones (LJ) + Coulomb functions, other equations like the Buckingham 
potential 28 or the Embedded Atom Model (EAM) 29 are commonly seen in the literature to 
reproduce ionic or metal systems, respectively. Finally, intermolecular interactions are calculated 
for each pair of atoms whose motion is not already described by any of the intramolecular terms. 




























































where the  ;l, ;q, ;Ø,,	;Ø. and ;Ø{ are the bond, angle and the three dihedral force constants 
respectively, which are usually parameterized fitting some ab initio structural data. The parameter 
¬7] of the LJ potential represents the depth of the attractive potential well due to dispersion 
interactions, which is related to the interaction energy of the éƒ pair. On the other hand, the term 
~7] refers to the distance under which the potential becomes repulsive, which is related to the 
molecular diameter of species é and ƒ. Both parameters are usually obtained by fitting a large set 
of experimental properties, although they can also be fitted to ab initio pair interaction energy data. 
Finally, Coulomb interactions depend on the partial charges of the éƒ pair separated by a distance 
47]. This parameter can be fitted to experimental data along with the LJ potential or to quantum 
mechanical calculations of electronic distributions and occupancies.  
The atomistic molecular representation allows to reproduce systems with thousands of 
molecules and to sample millions of configurations of the phase space (i.e., either through 
ensemble averages or time averages). With this technique, one is able to describe collective 
properties of many fluids including effects such as hydrogen bonding or dipole-dipole interactions. 
However, there are many atoms in molecules that have very weak interactions with other molecules 
(e.g., the hydrogen atoms of organic CHx chains). A more efficient representation applicable in 
those cases is the so-called United-Atom (UA) approach, who groups the light weak-interacting 
hydrogen atoms with their central heavy carbon atom. Using this representation, the number of 
interacting pairs of an organic fluid is significantly reduced, increasing the computational 
efficiency (e.g., the hexane molecule has 6 carbon atoms and 14 hydrogen atoms in an AA 
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representation, whereas it only has 6 CHx groups when modeled as UA). All energy contributions 
can be calculated through the equations from eq. 2.26 to eq. 2.31, equivalently to the AA 
representation. 
If very large systems need to be treated, even a coarser representation can be done grouping 
some UA particles into large spherical beads. This molecular modeling is known as Coarse-
Grained (CG) and is specifically successful in non-polar molecules or in species where collective 
properties depend on very localized functional groups. However, many research laboratories are 
extending the functionality of CG models by obtaining parameters for many different fluids.30–32 
The number of beads needed to model a molecule can vary depending on the size of the bead. 
Usually, beads pack from 3 to 4 CHx groups together, known as 3-to-1 or 4-to-1 coarse-graining 
levels, respectively. Lower coarse-graining levels are allowed but are less computationally 
efficient and higher coarse-graining levels usually lose too much molecular information to be 
consistent with experimental data. Additionally, functional groups (e.g., amines, alcohols, 
carboxylic acids or ketones, among others) are also modeled by a single bead. Within this 
representation, the UA groups are so packed that the sum of partial charges within a group is 
usually zero, and the Coulombic interactions can be neglected. The problem is that the LJ function 
alone is rarely capable of reproducing the properties of real fluids, even after fitting to experimental 
data. For this reason, more flexibility has to be added into the pair potential function, to better fit 
the intermolecular interactions. Some examples of CG representations are the Martini FF,30 which 
uses a LJ potential and a shifted Coulomb potential to calculate the energy of the system, or the 
Shinoda, Devane and Klein (SDK) FF,31 which does not consider the Coulomb interactions and it 
changes the 12-6 scheme of the LJ potential to either a 12-4 or 9-6 potential to increase the 
flexibility of the potential function. A similar approach is followed with the Mie potential (i.e., 
also known as Generalized Lennard-Jones potential),33 where the exponents can be optimized to 





























Notice that the term before the ¬7] recovers the value of 4 when using the standard LJ exponents 
(i.e., ∆Iám = 12 and ∆qám = 6). Regarding intramolecular interactions, simple quadratic bond 
springs (eq. 2.27) are used to keep beads together and quadratic angles (eq. 2.28) are used if one 
needs to prevent overfolding of molecules. Higher order intramolecular interactions such as 
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torsions are generally neglected within this molecular model. A summary of the four 
representations explained in this section is compiled in Figure 2.2. 
Intermolecular pair potentials require all values of ¬7] and ~7] to be defined, which is a 
relatively large number of parameters if many different types of atoms are present in the simulation. 
To reduce the dimensionality and transferability of parameters, some mixing rules can be used to 
approximate adequate values of the pair-wise parameters (éƒ) from the atom-wise values (éé and 
ƒƒ). The most commonly used mixing rules are the so-called Lorentz-Berthelot,34 that approximate 
the pair-wise ¬7] and ~7] as a geometric and arithmetic mean of the éé and ƒƒ values, respectively 
(eq. 2.33 and eq. 2.34), without using any additional parameters. However, in situations where the 
average mixing is not capable of reproducing the properties of a fluid mixture, the crossed (éƒ) 
terms must be fitted. This is commonly done adding an additional dimensionless parameter (œ7]) 
on the mixing rules of ¬7]. Two examples are: the eq. 2.35, which is an extension of the Lorentz-
Berthelot mixing rules that includes the adjustable parameter for extra flexibility; or the mixing 
rule proposed by Lafitte et al.,35 where the difference in atomic radii (~) is also taken into account 
to obtain the value of ¬7] (eq. 2.36). Finally, in the case of the Mie potential, the repulsive (∆I) and 
attractive (∆q) exponents also have to be defined. However, since ∆I and ∆q are intimately related 
(i.e., as shown by Mejía et al.,36),  the latter is fixed to 6 and only ∆I is adjusted to tune the shape 
 
 
Figure 2.2. Some of the possible models usable in molecular simulations: from the finest 
possible quantum representation to the simplest Coarse-Grained structure. 
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of the potential energy curve. The mixing rules for the repulsive exponent are similar to the 
geometric mixing rule as it can be seen in eq. 2.37. 
 













∆7] − 3 = “(∆77 − 3)(∆]] − 3) 2.37 
 
Up to now, it is clear that to predict any macroscopic property in molecular simulations one 
needs to sample effectively the phase space. To do so, different configurations generated through 
a random ensemble or a time evolution have to be averaged. In the following subsections, the two 
different approaches to sample the phase space will be discussed: the molecular dynamics and the 
Monte Carlo simulations. 
 
2.2.2 Molecular Dynamics 
 
Molecular Dynamics (MD) samples the phase space by generating several configurations via 
time evolution of a relatively small 8 particle system through integration of the Newton’s 
equations of motion.37 Generally, the evolution of the position of a particle 4⃗7(¨) can be calculated 
from the Taylor expansion around a time ¨ (eq. 2.38). In this expansion, the first time derivative of 
the particle position has been substituted by its velocity (4̇⃗7 = ÷⃗7) and the second the derivative by 
its acceleration (4̈⃗7 = f⃗7), but explicitly written in terms of the force (f⃗7 = P⃗7/v7). Finally, the 
force is calculated from the gradient of the energy (i.e., P⃗7 = −ÿ*⃗ <7). However, the truncation of 
this expansion at low order derivatives (e.g., order two) induces a numerical error in long time 
evolutions that makes the simulation non-time reversible, so it would not resemble a real system 
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dynamics. For this reason, the election of an adequate algorithm to integrate the equations of 
motion is a key point in MD simulations.  
 








Ÿ	Δ¨{ + ⋯, 2.38 
 
A successful integrator should be if possible: (i) fast and require little memory, (ii) it should 
permit a long timestep (Δ¨), (iii) it should reproduce a classical trajectory as closely as possible, 
(iv) it should be time reversible, conserve energy, and (v) it should be simple and easy to program. 
Although no integrator meets all the previous conditions, one of the mostly used algorithms in MD 
is the so-called Verlet algorithm.38 This integrator is fast and simple, it is time reversible, it has a 
reasonable conservation of energy and a very low energy drift in long simulations, which makes it 
a good algorithm to integrate equations of motion. Verlet algorithm evolves the system without 
using the velocities of the particles. To do so, the Taylor expansions of 4⃗7(¨ + ∆¨) in eq. 2.38 and 
4⃗7(¨ − ∆¨) in eq. 2.39 are summed to give an expression that only depends on the positions and 
forces of all particles (eq. 2.40). The new position contains an error of the order Δ¨¤ after truncation 
of the Taylor expansion, represented by ‹(Δ¨¤) in eq. 2.40. Finally, even though the velocities are 
not needed to evolve the position of the particles in time, they are usually calculated when needed 
using eq. 2.41.  
 








Ÿ	Δ¨{ + ⋯, 2.39 
4⃗7(¨ + Δ¨) ≈ 24⃗7(¨) − 4⃗7(¨ − Δ¨) +
P⃗7(¨)
v7
Δ¨. + ‹(Δ¨¤) 2.40 
÷⃗7(¨) =




As stated at the beginning of this section, collective properties in molecular simulations can 
be calculated from the positions and velocities of the atoms. For example, according to the 
equipartition theorem, the temperature of a system (x) is related to its kinetic energy (;) as in eq. 
2.42. At the same time, the kinetic energy is calculated from the velocity of the particles composing 
the system (also eq. 2.42). This implies that the temperature in MD can be obtained from the 
velocity of all particles. Another property that can be obtained through MD is the pressure of the 
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system (ì). The pressure is expressed as a sum of an ideal term that depends on the velocities (i.e., 
a kinetic term), plus a correction that depends on the positions and the forces (i.e., the virial term). 
Notice that the kinetic term in eq. 2.43 is called ideal because it can be substituted by eq. 2.42 to 



















MD simulations are performed aiming at reproducing a determined ensemble. Generally, MD 
will evolve in time an isolated system resembling the microcanonical ensemble, that is at constant 
number of particles, volume and energy (i.e., NVE ensemble). However, the experiments where 
the magnitudes of interest are measured, are usually set up at constant pressure or temperature. For 
this reason, one can couple a virtual thermostat to the simulation, that will insert or subtract energy 
in the form of heat, to drag the system to thermal equilibrium at the desired temperature. Then, the 
temperature of this closed system is constant instead of the total energy, and the canonical 
ensemble is reproduced (i.e., NVT ensemble). Temperature is related to the velocity of the 
particles, as seen in eq. 2.42, so thermostats work adding or subtracting energy from the kinetic 
term. The simplest thermostats only rescale the velocities of the particles by a certain factor to 
change the temperature of the system, and despite they might be efficient to drag the system to the 
equilibrium temperature, they do not reproduce the thermal fluctuations of the canonical ensemble. 
On the other hand, the Nosé-Hoover (NH) 39–41 thermostat proves the NVT ensemble, making it 
the thermostat of choice in many MD simulations in the canonical ensemble. The idea behind the 
NH thermostat is to add an additional degree of freedom to the system with an associated “fictitious 
mass” (o) coupled to the equations of motion. This “fictitious mass” has units of energy·(time)2 
and its value is related to the coupling strength between the bath and the system. Within the NH 
formalism, the time evolution of the velocity includes an additional ·â÷7/o term, representing the 
coupling of the thermostat (eq. 2.44). The ·â value in that equation is known as friction coefficient 
and evolves in time according to the difference between the kinetic energy of the system 
(∑ v7÷7(¨).7 ) and the desired kinetic energy (‚iwxã), as described in eq. 2.45. In the latter 
equation, xã refers to the target equilibrium temperature and ‚ are the number of degrees of 
freedom of the system. It is important to mention that the “fictitious mass” of the thermostat is an 
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− ‚iwxã 2.45 
 
Similarly, if one wants to control the pressure in a simulation, a barostat can be added to change 
the volume of the system modifying the equations of motion accordingly. When both a barostat 
and a thermostat are both applied, the pressure and temperature of the system equilibrate to a 
constant value, resembling the isothermal-isobaric ensemble (i.e., NPT ensemble). There is an 
extension of the NH formalism applied to barostats based on coupling an extra degree of freedom 
representing a piston with an associated “fictitious weight” (2) coupled to the equations of 
motion.39,43–45 this “fictitious weight” also has units of energy·(time)2 and its value is related to the 
coupling strength between the piston and the system. Additionally, the barostat and the thermostat 
are coupled among each other to adequately reproduce the ensemble, so the equations of motion 

































where both the velocity and the position include the barostat coupling (·„/2) as an additional 
term. As previously stated, the thermostat is coupled to the barostat through the term ·„./2. At the 
same time, the barostat, which depends on the volume of the system (}), the pressure (ì) and the 
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target pressure (ìã), is coupled to the thermostat through the term ·â/o. Equivalently to the 
thermostat coupling, 2 is also an adjustable parameter that must be defined to prove the 
fluctuations of the isothermal-isobaric ensemble. It is worth mentioning that the pressure in NPT 
simulations is not calculated through eq. 2.43, because it needs to include the variation of the 
potential energy with the volume (ñ</ñ}) as an additional term due to the barostat as in eq. 2.50. 
Finally, the barostat is acting like a piston, so it changes the volume of the system as described by 


















Now that all of the necessary ingredients of a MD simulation are defined, the process to 
perform it can be revised. First, create a simulation box with a determined volume and fill it with 
a set of molecules, either placed in a symmetrical lattice or following a uniform random 
distribution. At this point, the equations to calculate the energy of the system have to be defined 
along with the parameters for each pair, bond, angle or torsion potential. If the system was created 
randomly it is probable that some particles overlap to each other, so a relaxation step (i.e., an 
energy minimization) will be mandatory prior to the simulation. Then, velocity is given to each 
paricle according to a Boltzmann distribution, a time step is defined, and an integrator is chosen 
(e.g., the velocity Verlet algorithm with 1 fs timestep). This set of steps are known as 
“Initialization” stage. 
The second phase of a MD simulation consists on letting the system reach the equilibrium state 
through time evolution (i.e., where all observables do not change in time). To that end, the energy 
and the forces of the system are calculated at each timestep to update the positions and velocities 
of the system according to the Verlet algorithm. This time evolution can be performed either 
conserving the total energy (i.e., reproducing an NVE microcanonical ensemble), adding a 
thermostat to keep the temperature constant (i.e., reproducing an NVT canonical ensemble), or 
adding both a barostat and a thermostat to control pressure and temperature (i.e., reproducing an 
NPT isothermic-isobaric ensemble). It is worth mentioning that other ensembles can be reproduced 
with MD (e.g., the NPH isoenthalpic-isobaric ensemble), but they will not be covered in this 
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doctoral thesis. This phase is called “Equilibration” stage and its time length will depend on the 
system to simulate. 
When all observables are converged, macroscopic properties can be calculated through time 
averages during the following stage of the time evolution. This phase is known as “Production” 
stage and it should be as long as possible to sample the whole phase space. Some magnitudes 
exhibit strong oscillations of their instantaneous values in molecular simulations, so it is strongly 
recommended to perform averages at different time blocks to monitor when the equilibration stage 
ends, and the production stage starts.  
 
2.2.3 Monte Carlo Simulations  
 
Monte Carlo (MC) simulations are based on generating a very large random set of 
configurations. Then, to obtain any observable, one has to perform ensemble averages of the 
instantaneous property value multiplied by the probability of the system to be in that configuration, 
according to a Boltzmann distribution (eq. 2.25). However, this practice is inappropriate because 
many configurations with high energy would be created. These configurations would have very 
low weight in the ensemble average due to their low probability, so computational time would be 
wasted accounting for them. For this reason, Metropolis et al.,46 proposed a method to generate 
random configurations with a probability that directly follows an adequate Boltzmann distribution 
for the desired ensemble. With this constraint, averaging all configurations would yield the correct 
ensemble average, because the probability to be in a determined state is accounted when creating 
each configuration.  
The Metropolis algorithm is based on building a single 8 particle system in a determined 
configuration. Then, a new state is proposed where the system “evolves” in the phase space 
changing the position of the particles a random small distance and in a random direction (i.e., also 
known as trial move). If the energy of this new proposed configuration is reduced, the process is 
accepted. On the other hand, if the energy of the new state is increased it can be randomly accepted 
or rejected according to the probability given by the Boltzmann factor. The probability of 
acceptance depends on the partition function, which in turn depends on the ensemble to simulate. 
A summary of the acceptance probabilities in the different ensembles are compiled in Table 2.1. 
The Metropolis algorithm allows the system to “evolve” in the phase space until it reaches the 
equilibrium by accepting all moves that reduce the energy and also generates a distribution of 
configurations according to the Boltzmann distribution when the system is at equilibrium. Notice 
that although MC methods generate a set of random configurations, the term “evolve” has been 
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used in quotes because this random walk follows a process similar to a MD simulation (i.e., a 
single N particle system is evolved to reach equilibrium, followed by the calculation of properties 
through an unweighted average of all configurations generated in the production phase).  
Temperature and pressure can also be controlled in MC simulations, but thermostats or 
barostats are not used like in MD. The temperature control in a MC NVT simulation is imposed in 
the probability of accepting or rejecting a MC move, which generates configurations of an adequate 
canonical ensemble at a determined temperature. Also, velocities are not defined in the random 
walk, so the temperature cannot be calculated through eq. 2.42. Otherwise, the pressure of the 
system still can be calculated through eq. 2.43 using the target temperature to calculate the ideal 
term. In a MC NPT simulation, the pressure is controlled treating the volume of the system as a 
coordinate that can be randomly changed in a trial move (i.e., equivalently to a particle move). 
This MC move can be accepted or rejected according to the Metropolis algorithm. 
The method of generating an ensemble of configurations in MC simulations allows to extend 
its application towards the evaluation of open systems such as in the Grand Canonical ensemble 
(i.e., µVT ensemble). This ensemble is similar to the NVT ensemble, where the volume and 
temperature of the system is kept constant, but it can exchange particles with an ideal gas reservoir 
at a determined chemical potential during the evolution. The number of particles of the system will 
change through insertions or eliminations until the chemical potential of the system equals that of 
the ideal reservoir; then, the system achieves phase equilibrium and the random walk resembles an 
Table 2.1. Metropolis acceptance probabilities on different ensembles along with the possible 
random trial moves allowed (i.e., with § = 1/iwx and ‰ = ℎ/_2uviwx). 
Ensemble Trial Move Acceptance Probability (¢9→9Ê,) 
Microcanonical 
(NVE) Trans / Rot  If: (Δ<9→9Ê, ≤ 0) → ¢ = 1  //  Else: → ¢ = 	0 
Canonical  
(NVT) 
Trans / Rot min∫1, jk£(Í1ÎKkÍ1)ø 
Isobaric-Isothermal 
(NPT) 
Trans / Rot  min∫1, jk£(Í1ÎKkÍ1)ø 






Trans / Rot  min∫1, jk£(Í1ÎKkÍ1)ø 
Particle Insertion min Ó1,
}
‰{(8 + 1) j
k£(ÔkÍ(0Ê,)ÊÍ(0)) 
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open µVT ensemble. The generation of configurations within this ensemble is hard to implement 
in MD, but it is straightforward in MC simulations after defining an adequate set of acceptance 
probabilities for the insertion or elimination of particles.  
A summary of all MC simulations in the ensembles defined in this section are compiled in 
Figure 2.3, along with their interactions with an ideal implicit reservoir. In the NVE ensemble the 
system cannot interact with its surroundings because it represents an isolated system, in the NVT 
ensemble the system can exchange energy in the form of heat with the reservoir, in the NPT 
ensemble it can also change its volume doing work against the pressure of the surroundings, and 
finally, in the µVT ensemble it can exchange energy in the form of heat and matter with the 
reservoir. 
Equivalently to MD, now that all the necessary ingredients of a MC simulation have been 
defined, the process to perform it can be revised. First, create a simulation box with a determined 
volume and fill it with a set of molecules, either placed in a symmetrical lattice or following a 
uniform random distribution. At this point, the equations to calculate the energy of the system have 
 
 
Figure 2.3. Scheme showing the different possible moves in MC simulations depending on the 
ensemble chosen along with their implicit reservoirs. 
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to be defined along with the parameters for each pair, bond, angle or torsion potential. In principle 
a relaxation step is not necessary (although recommendable) in MC because forces are not used in 
the random walk. If the energy of the system is reduced the trial move will be accepted and the 
system will relax by itself. The working ensemble must be chosen at this point to determine the 
different available moves in the random walk. The working conditions also have to be defined (i.e., 
temperature, pressure and/or chemical potential) to calculate the acceptance probabilities of the 
desired ensemble. All these steps encompass the “Initialization” stage. 
The second phase of a MC simulation is the “Equilibration” stage and it consists on letting the 
system reach the equilibrium state (i.e., where all observables do not change in time) through phase 
space evolution. To that end, a single MC move is randomly selected at each MC step from the list 
of available moves. The probability of each move being selected is defined by the user, along with 
the maximum system volume, particle translational distance or particle rotational angle that can 
change in a single MC move. If the maximum values for the MC moves are chosen very small, the 
trial moves will have a high probability of acceptance, but the system will evolve very slowly. 
Otherwise, if the maximum values are large, the system will evolve rapidly but the probability of 
acceptance will be low. Neither end allows efficient sampling of the phase space, so it is 
recommendable to select adequate values of these MC parameters, which depend on the simulated 
system, to optimize the sampling of the random walk. 
Finally, when all observables are converged, macroscopic properties can be calculated through 
ensemble averages during the following stage of the phase space evolution. This phase is known 
as “Production” stage and it should be as long as possible to sample the whole phase space. Recall 
that some magnitudes exhibit strong oscillations of their instantaneous values in molecular 
simulations, so it is strongly recommended to perform averages at different time blocks to monitor 
when the equilibration stage ends, and the production stage starts. 
 
2.2.4 Additional Aspects to Accelerate Molecular Simulations  
 
Generally, either MD or MC simulations are employed to predict collective properties of 
matter. To calculate any property from a molecular simulation it is required that the system samples 
a large phase space. This can be accomplished in two ways by the application of the ensemble 
definition and the ergodic hypothesis: (i) through the simulation of an infinitely large system during 
a short evolution, or (ii) by an infinitely long evolution of a small system. 
The best solution comes by evolving the largest possible system during the longest possible 
time, according to the available computational power. This makes molecular simulations very 
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costly, even when the calculation of the energy is accelerated with simplified molecular 
representations. However, there are a set of techniques commonly applied to MD and MC 
simulations that allow reducing this computational cost. These are: (i) the application of periodic 
boundary conditions (PBC), (ii) the truncation of pair wise interactions, (iii) the use of tail 
corrections or Ewald sums and (iv) the construction of neighbor lists.  
First, the application of PBCs is based on using the symmetry of the system to reduce the 
computational cost. It was already discussed in the DFT section that solids exhibit spatial 
symmetry, so they can be modeled in a small cell and use their periodicity to account for their 
long-range distribution. Bulk fluids behave similarly due to their long-range structural 
homogeneity, so one can virtually replicate the system in all directions of the space to mimic a 
system surrounded by an infinite bulk. All particles can interact with the virtual images, which 
permits the calculation of long-range pair potentials (Figure 2.4). When PBCs are applied, a 
molecule that crosses the boundaries of the box reappears at the opposite side, effectively removing 
the need of a wall that confines the system. With this technique macroscopic bulk properties can 
be simulated with relatively small systems because all molecules behave as in bulk phase. It is 
important to mention that the usage of PBCs can lead to spurious results when the system exhibits 
phenomena with a larger wavelength than the size of the box. For example, if a micelle with 50 Å 
of diameter has to be formed in a simulation, the box must be larger than 50 Å. However, if a cell 
 
 
Figure 2.4. Representation of a system surrounded by virtual images of itself (i.e., PBCs). The 
pair interaction cutoff distance along with the neighbor cutoff distance is also displayed in the 
figure. 
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with length 30 Å is built, the molecules will form some other spurious macrostructure (e.g., a 
bilayer) due to finite size effects.  
With PBCs the calculation of pair interactions becomes an infinite sum that considers all atoms 
in all periodic images. This makes the numerical calculation unpractical, so pair interactions are 
usually truncated at a certain cutoff radius (4VÚB) to limit the number of interactions to calculate. 
LJ interactions decay very rapidly at a rate of 4k√, making this potential almost to vanish at 10 Å, 
as it can be seen in Figure 2.5. On the other hand, the Coulomb interactions decay at a much slower 
rate (i.e., 4k,). Although this approximation is good enough for LJ, the truncation of the Coulomb 
potential neglects a significantly large portion of the interaction energy. So, an additional term 
must be added to account for the missing long-range tail of the energy. Also, as the pressure 
depends on the sum of the pair forces, the truncation of the energy also affects the pressure of the 
system. These issues gave rise to the development of long-range tail correction techniques for both 
the LJ and the Coulomb potentials. 
As beforementioned, the truncation of the LJ potential is a reasonably good approximation 
even at 4VÚB = 10 Å. However, the cost of adding an analytic tail correction is almost negligible 
and justifies the accounting of the small missing energy. Analytic tail corrections (eq. 2.52) can be 
applied to any rapidly converging function such as the LJ potential (i.e., decays faster than 4k{).47 
This equation depends on the pair potential chosen (<≤q7I(4)) and the number density of the 
simulated fluid (D). However, if this equation is applied to a Coulomb potential the integral 




Figure 2.5. Shape of the LJ (red) and the attractive Coulomb (green) potentials as a function of 
the intermolecular distance. A hypothetical cutoff radius (4VÚB) have been set at 10 Å to denote 
the loss of long-range interactions in the truncation of the Coulombic potential. 
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One of the first methods developed to account for the Coulomb energy (<U) with long-range 
interactions is known as the Ewald sum.48 This method transforms the poorly-converging sum of 
interacting point charges by a sum of two rapidly converging terms plus a correction (eq. 2.53). To 
do so, each particle with charge p7 is assumed to be surrounded by a gaussian charge distribution 
with charge −p7. This assumption generates a set of screened charges that are a rapidly converging 
direct sum (eq. 2.54). Then, one must subtract the screening charges from the direct sum to 
resemble the system of point charges. This is accounted in the second term of the Ewald method 
(eq. 2.55), which can be represented as a rapidly converging Fourier series. Finally, this 
implementation includes a spurious interaction between each point particle é with its own gaussian 
screening charge, that must be subtracted (eq. 2.56), 
 



















 (Self-correction) 2.56 
 
where, ˙ is the width of the gaussian screening charges and	i*⃗  is a vector in the Fourier space. The 
Ewald sum accounts for the long-range Coulomb energy scaling as ̋ (8./{), which is prohibitively 
expensive for large systems. To overcome this limitation, alternative algorithms similar to Ewald, 
but with better scaling and comparable results, were developed. The mostly used long-range 
Coulombic solver in this doctoral thesis is the so-called particle-particle/particle-mesh 
summation.49 This method is based on discretizing the screening charges in a grid and split the 
potential similarly to the Ewald sum. Then, the most expensive part of the calculation becomes the 
Fast Fourier Transform (FFT), which scales as ˝@8˛ˇä(8)A. The final technique used here to 
optimize molecular simulations is the construction of neighbor lists. When performing an energy 
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calculation of a system using a truncated potential, all pairs that are at a distance greater that 4VÚB 
will not contribute to the total energy. If the system to simulate is relatively large, an important 
part of the time during the energy calculation is wasted in determining if a pair of atoms is close 
enough to calculate its energy contribution or not. To that end, at the beginning of a simulation, a 
set of lists are built, containing all neighbors that are at a “reasonably close” distance to each atom. 
Building these neighbor lists is expensive because one needs to make a double loop over all N 
atoms in the simulation. Once the neighbor list is built, the system can be evolved without updating 
it during a relatively long time (e.g., 10-100 timesteps). Pair interactions are only calculated 
between atoms present in the corresponding neighbor lists instead of the full N particle loop, which 
radically increases the probability of a pair to be at 4 < 4VÚB. The atoms belonging to a neighbor 
list must be selected and updated carefully to prevent effects such as an approaching atom 
becoming at a distance 4 < 4VÚB without considering its interaction. This is usually accounted 
defining a second cutoff radius (49:7∞Ö), which must be larger than 4VÚB. Then, the neighbor lists 
are built considering all atoms within this second radius (see Figure 2.4). Using this technique, 
rapidly approaching atoms will enter the outer radius (i.e., where interactions are neglected) and 
will be included in the neighbor lists before entering the inner (4VÚB) cutoff radius (i.e., where 
interactions are calculated). 
 
2.3 Thermodynamic Fluid Theories  
 
Within this section, two different theories based on statistical thermodynamics and phase 
equilibria will be covered to obtain macroscopic properties of a system. First, molecular-based 
equations of state will be explained along with a short introduction throughout the evolution of 
these theories from the ideal gas law. Then, the main ideas behind the COSMO-RS model will be 
explained, which is an almost completely predictive tool to calculate solubilities on liquids based 
on ab initio calculations. 
An Equation of State (EoS) is a mathematical relationship that links the thermodynamic 
variables of a system. The simplest EoS is the ideal gas law, that represents a gas formed by a set 
of non-interacting particles. This equation is unable to capture the attractive and repulsive 
molecular interactions of a gas, so high density fluids (i.e., gases at high pressures or liquids) 
deviate significantly from the behavior predicted by this EoS. The ideal gas law can be written 
equivalently either relating ì, } and x, as it is commonly known (eq. 2.57), or through the 
Helmholtz free energy of the ideal gas (i.e., "7Ø:qú in eq. 2.58).24 The former equation is written in 
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terms of the number of gas mols (#) and ), which is the ideal gas constant, whereas the latter is 
expressed through the number of molecules (8), the Boltzmann constant (iw) and the De Broglie 
wavelength (Λ=	ℎ/_2uviwx). 
 
ì} = #)x 2.57 
"7Ø:qú = 8iwx Ïln ï
NΛ{
} ô − 1Ì 2.58 
 
A significant improvement to the ideal gas law was the development of the first cubic vdW 
EoS,50 which was not only the first expression to predict a vapor/liquid equilibria, but also settled 
the basis for fluid theories and the development of more sophisticated EoS. This relationship 
assumes that gases behave like hard spheres of diameter (~Q˜) under an attractive long-range 
potential of magnitude (f). Unlike the ideal gas law, the hard spheres (HS) model prevents 
overlapping of particles, which means that fluids have a determined excluded volume. Specifically, 
two particles cannot be closer to each other than their diameter, so the excluded volume of two 
colliding particles is assumed to be the half of a sphere with radius ~Q˜ (i.e., h = 2/3u~Q˜{ ). 
Finally, anaglogous to the ideal gas law, the vdW EoS can be written in terms of #, ), ì, } and x 
(eq. 2.59) or in terms of "öØ±,	8, iw, Λ, } and x (eq. 2.60), where the attractive, repulsive an ideal 
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fÌ& = "7Ø:qú + "I:≤ + "qBB 2.60 
 
The sum of the ideal and repulsive terms corresponds to the simple model of hard spheres (i.e., 
"7Ø:qú + "I:≤ = "Q˜). This model was successful due to its simplicity but overestimates the 
repulsion of molecules at high densities due to the HS repulsion, which yielded anomalously high 
predicted pressures of high-density fluids. That issue could be tackled improving the HS repulsion 
model, as done by Carnahan and Staring in eq. 2.61 when developing their CSvdW EoS (i.e., where 
' = h/4}).51 A different improvement to the vdW model is the inclusion of a temperature 
dependent parameter (6(x)) in the attractive term such as in the Peng-Robinson EoS (eq. 2.62).52 
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This term, known as acentric factor is useful for accounting for the non-sphericity of the molecules, 
improving the modeling of chains such as hydrocarbons. These kinds of modifications drove the 
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2.3.1 SAFT Equations of State  
 
Although cubic equations of state are very accurate and valuable tools, they represent 
molecules as spheres moving under an attractive mean field. This representation has several 
limitations to describe the behavior of more complex fluids, such as chains or molecules with 
strong directional interactions. Even though these issues are usually overcome by fitting additional 
parameters that add flexibility to the EoS (e.g., temperature dependent parameters such as the 
acentric factor in the Peng-Robinson equation), they are not related to an explicit intermolecular 
potential, which limits the transferability and predictability of these methods. For this reason, a 
family of molecular-based EoS were developed through the Wertheim’s 1st order thermodynamic 
perturbation theory (TPT1) 53–56 that considers strong directional interactions (e.g., hydrogen 
bonds) and formation of chains as perturbations of the Helmholtz energy of the system. This family 
of equations, known as the Statistical Association Fluid Theory (SAFT),57,58 model molecules as a 
set of beads connected in the form of chains, that interact via a molecular-based intermolecular 
potential. This model also includes a term known as “association” to account for strong directional 
interactions. Notice that the molecular model used in SAFT EoS is almost equivalent to the CG 
representation used in molecular simulations, so the parameters used within this framework have 
a direct microscopical connection.  
As TPT1 theory is based on energy perturbations, SAFT EoS is generally built in terms of the 
Helmholtz energy of the system (eq. 2.63), where "7Ø:qú contains the ideal gas term specified in 
eq. 2.58,	"ßC9C refers to the reference energy of an independent set of interacting spheres (i.e., 
similar to "I:≤ + "qBB in vdW EoS), "VÖq79S accounts for the energy perturbation due to having 
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the independent spheres bonded in chains of length v, and "qSSCV is the energy perturbation used 
to include the strong associative interactions. A visual representation of eq. 2.63 can be seen in 
Figure 2.6. 
 
" = "7Ø:qú + "ßC9C + "VÖq79S + "qSSCV 2.63 
 
The different SAFT-based EoS developed from that framework differ mainly on the reference 
fluid and the intermolecular potential for dispersion interactions. For example, the reference fluid 
is usually selected as the set of independent beads described by "ßC9C, but the framework of the 
perturbed chain PC-SAFT EoS 59 uses as a reference a set of hard chains (i.e., where the term 
"VÖq79S becomes implicit in the reference term). On the other hand, the first SAFT equations used 
a HS model to account for the attractive and repulsive interactions, which were further developed 
to accommodate molecular potentials such as LJ (eq. 2.30) or Mie (eq. 2.32). Some examples of 
these EoSs are the SAFT-LJ,60 soft-SAFT 61 (i.e., that use a LJ potential), the variable range SAFT-
VR,62,63 (i.e., that started to use a Mie potential after the work of Laffite et al.35,64) and the SAFT-
g-Mie EoS.65  
Specifically, the soft-SAFT EoS has been used in this doctoral thesis, whose monomer term 
(eq. 2.64) is based on a LJ fluid, as initially proposed by Müller et al.,66 and Kraska et al.,60 and 
later modified by Blas et al.,61 under the name of soft-SAFT. This term comes from an expansion 
with three parameters (i.e., fn, hn and ûn) that are fitted to molecular simulation data of the LJ 
fluid and also depends on the reference density of a LJ fluid (DI:ü). The density of the fluid depends 
on the potential, so "ßC9C is also a function of the LJ parameters (i.e., ~ and ¬) and the length of 
the monomer chains (v). Alternatively, according to the vdW one-fluid theory,67 the "ßC9C term 
 
 
Figure 2.6. Representation of the four energy terms in SAFT-based EoS. The grey beads denote 
molecular segments, the dotted lines represent intermolecular interactions and the red and blue 
dots model two different associative sites in the SAFT framework. 
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for mixtures can be approximated to the Helmholtz free energy of a hypothetically pure LJ pseudo-
compound with the same thermodynamic properties as the mixture. This pseudo-compound has 
parameters vM, ~M and ¬M, which can be obtained by a combination of all the explicit v7, ~7] and 
¬7] values as shown in eq. 2.65, eq. 2.66 and eq. 2.67, respectively. These combinations depend on 
the composition of the mixture, as reflected by the molar fractions of each species (i.e., (7 and (]). 
Finally, the crossed ~7] and ¬7] terms have been obtained using the mixing rules presented in  
eq. 2.34 and eq. 2.35, respectively. 
 

























The other terms (i.e., "7Ø:qú, "VÖq79S and "qSSCV) are formally equivalent in all other versions 
of SAFT and their extension to fluid mixtures are collected in eq. 2.68, eq. 2.69 and eq. 2.71, 
respectively. In general, all terms depend on the molar fraction of each component in the mixture 
((7). Then, "VÖq79S depends on both the length of each bead chain (v7) and the radial distribution 
functions (ä77) obtained from the intermolecular potential. On the other hand, to calculate "qSSCV 
one has to define an association scheme for each species, which implies the specification of the 
total number of association sites (*7) and the type of each site (˙). After this definition, the 
association term depends mainly on the fraction of molecules not bonded to sites type ˙ (+¸,7), 
which can be calculated with eq. 2.71 within the soft-SAFT framework. Notice that this expression 
includes two additional adjustable parameters related to the strength (¬¸£,7]Qw ) and volume (;¸£,7]Qw ) 
of the site-site (˙§) associative interactions. To clarify the definition of the association scheme, 
take a liquid alcohol as an example. The O and H atoms of this fluid can interact via hydrogen 
bonding. To reproduce this behavior within soft-SAFT, two associative sites are defined (*7 = 2): 
one representing the oxygen atom (i.e., type 1) and the other to model the hydrogen atom (i.e., type 
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2). Within this association scheme there is a maximum of three possible associations (i.e., O-O, H-
H and O-H). To prevent O-O and H-H associations, the strength for those interactions are set to 
zero and the O-H parameters are fitted to reproduce the hydrogen bonding behavior. Finally, as eq. 
2.71 refers to a fluid mixture, the crossed éƒ parameters for the strength and volume of association 
have also to be mixed from the pure éé and ƒƒ parameters. The strength of association (eq. 2.72) 
has been mixed by using the common Lorentz-Berthelot combination rules. However, as the 
volume of association has units of Å3 (i.e., instead of Å) the ;¸£,77Qw  values are cubic rooted, averaged 
and cubed back again to obtain the mixed volume of association (eq. 2.73).  
 
"7Ø:qú = 8iwx fi e Ï(7 ln ï
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To conclude, to calculate the properties of fluids with the soft-SAFT EoS one usually has to 
define between three and five parameters per species, depending on their molecular description. 
The interaction between different monomers depends on the intermolecular potential, which at the 
same time depends on the LJ parameters (i.e., ~77 and ¬77). In the soft-SAFT description, these 
monomers are connected to each other forming chains of a certain length (v7), that is also defined 
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beforehand. Additionally, if the fluid exhibits any kind of directional interactions (e.g., hydrogen 
bonding or dipole/dipole interactions) an associative scheme with two additional parameters must 
be included, to account for the strength (¬¸£,77Qw ) and the volume (;¸£,77Qw ) of association. Finally, the 
crossed parameters in mixtures are completed with mixing rules. 
As a special case, soft-SAFT EoS included an additional term to eq. 2.63 to account for 
quadrupole-quadrupole interactions ("≤CúqI) as described in the work of Stell et al.68 This term 
depends on the quadrupole moment of the molecule (o) and the fraction of beads ((≤) in a chain 
that contains the quadrupole. This term is only used, in the soft-SAFT EoS, to include the 
quadrupole-quadrupole interactions of some gas molecules, while dipolar interactions are taken 
into account as directional associative bondings. 
Once the Helmholtz energy of the system is obtained, the macroscopic properties can be 
obtained through the thermodynamic derivatives shown in the equations from eq. 2.74 to eq. 2.78. 
Finally, equilibrium conditions for phase equilibria can be obtained by solving a set of equations 
(i.e., one per each phase), where the equality of the pressure, the Gibbs free energy and the 












û = " + ì} 2.77 
! = û + xî 2.78 
 
2.3.2 COSMO-RS  
 
COnductor-like Screening MOdel for Realistic Solvents (COSMO-RS) is a quantum-based 
method, coupled to equilibrium thermodynamics that is capable of predicting the chemical 
potential of a liquid phase.69–71 Once the chemical potential is obtained, one can calculate infinite 
dilution activity coefficients and phase equilibrium data, such as vapor pressures and solubilities 
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using classical thermodynamics. In theory, COSMO-RS has some adjustable parameters in its 
equations, but they were adjusted for general purpose liquids by Klamt et al.71 So, in practice, 
COSMO-RS only depends on information derived from quantum-based methods and does not need 
to fit any specific parameter prior to the calculation. The initial step of a COSMO-RS calculation 
is a DFT geometry optimization using the so-called COSMO solvation model. Implicit solvation 
models approximate the presence of a solvent by means of a dielectric constant. This simple, yet 
effective model is widely used in quantum calculations, selecting the adequate dielectric constant 
value to represent the solvent of interest. 
On the other hand, COSMO is a polarizable continuum model where a molecule is fitted in a cavity 
of an ideal conductor solvent. The surface of the cavity is discretized into a relatively fine grid of 
points, each one called a “segment”, where the electrostatic potential is computed from the electron 
density (e.g., from a DFT calculation). Then, the screening charge density (i.e., represented by ~, 
do not confuse with ~Q˜, the HS diameter, or ~7], the distance at which the LJ potential becomes 
repulsive) at the surface of the cavity is obtained when the electrostatic potential at the segments 
induced by the polarizable continuum and the molecule becomes zero. This convergence criterion 
comes from the boundary conditions of an ideal conductor and, it is calculated in practice through 
an iterative process, where the polarizable model affects the electron density, and at the same time 
the electron density affects the polarizable model. At this point, the screening charges can be used 
to obtain the chemical potential of the solvent (6S(~)) through eq. 2.79, which has been derived 





The value of 6S(~) depends on the temperature, the distribution of screening charges at the 
surface of the cavity (i.e., 7S(~), also known as ~-profile and calculated via a DFT calculation), 
the energy of two interacting segments (#79B(~, ~;)) and the chemical potential (6S(~;)). The latter 
represents the cost in free energy required to release a segment from other contacts to allow it to 
interact with a determined segment. Finally, as the chemical potential is at both sides of the 
equation, it must be solved iteratively until convergence. All aforementioned parameters of 
COSMO-RS are located in the energy between a pair of interacting segments (#79B(~, ~;)), but as 
they were fitted for general purpose liquids, eq. 2.79 in practice only depends on the ~-profile 
calculated through DFT.  
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After the calculation of the ~-profiles and chemical potentials of two different species, the 
chemical potential of a mixture can be calculated integrating the ~-profile of the solute through eq. 
2.80. The term 6S,VCßl<  is the so-called “combinatorial chemical potential”, which describes the 
solute (+) and solvent (=) size dependence of the chemical potential. Using eq. 2.79 and 2.80, 
COSMO-RS is capable of providing the chemical potential of an arbitrary solute in an arbitrary 
liquid solvent as a function of temperature and concentration only using as information the ~-
profiles obtained from quantum chemistry calculations. 
 
6S< = 6S,VCßl< +E7<(~)6S(~)	L~ 2.80 
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Gas Capture and Separation for Post-Combustion 
Processes 
 
Since the industrial revolution in the second half of the XVIII century, there has been a steady 
increase of CO2 emissions from anthropogenical sources.1,2 These emissions were generated, at 
the time, through the burning of coal to power production and transport vehicles, which pushed the 
economy of the occidental society. From that moment, the combustion of fossil fuels became a 
common source of energy and it is even currently used today worldwide, especially in China, 
United States and Europe.3 Fortunately, many scientific studies found that CO2 emissions were 
causing an important greenhouse effect steadily increasing the average Earth temperature by 1 ºC 
in the last 100 years.4,5 Additionally, the growing amount of CO2 in the air can solve in water, 
increasing the acidity of oceans and affect its flora and fauna.6,7 To prevent irreversible 
environmental effects, governments set up objectives and proposed measures to reduce CO2 
emissions, favoring renewable energy sources.8 Since 2006, there has been a significant reduction 
in CO2 emissions in Europe, for both countries in (EU-28) and out the European Union, and United 
States up to 2015. Unfortunately, even with this reduction, the total amount of globally emitted 
CO2 has increased due to contribution from Asiatic countries, specially China (Figure 3.1).  
In the slow-paced adaptation process of industries from fossil fuels to renewable energies, it 
is required to develop cost-efficient technologies capable of preventing CO2 release to the 
atmosphere. The capture of CO2 is also beneficial because there are several industrial applications 
where this gas is needed (e.g., it can be used in the synthesis of methanol,9 methane,10 bicarbonate11 
or formaldehyde,12 among others; added to food as an acidity regulator; used in carbonated water 
and sodas, combined with water to produce fire extinguishers, and in supercritical conditions it 
becomes a very good solvent for lipophilic compounds, currently applied to remove caffeine from 
coffee 13 or to extract oil in enhanced oil recovery processes,14 among others). For all these reasons, 
there is a large interest in capturing and separating CO2 either from air (i.e., to reduce atmospheric 
CO2 content) or from industrial flue gases (i.e., to prevent increasing CO2 emissions and reuse it 
for any of the beforementioned applications).  




Figure 3.1. Annual CO2 emissions by world region, from the XVIII century (i.e., before the 
industrial revolution) to 2017.3 
 
 
3.1 Introduction to Industrial Post-Combustion Gas Separation 
 
A common industrial post-combustion gas separation scheme can be seen in Figure 3.2, where 
a fuel/air mixture is burnt to produce energy. A perfect combustion from pure hydrocarbons would 
give CO2, H2O and the excess N2 from air. However, fossil fuels are enormous mixtures of 
compounds, many of them containing organic nitrogen and sulphur, among others. These 
compounds may yield in the combustion process sulphur oxides (i.e., SOx) and nitrogen oxides 
(i.e., NxOy) in addition to CO2 and H2O, which are toxic or environmentally unfriendly species.15,16 
Fortunately, some fossil fuels are pre-treated to reduce their sulphur content up to 10 ppm (e.g., 
gasoline).17 However, in general the mixture after the combustion contains many gas species that 
must be separated to obtain pure CO2 for use and commercialization. In this process, water is 
removed from the flue gas mixture in a previous drying unit through condensation. Then, a 
consecutive stage is performed to separate CO2 and all the contaminant species to store them for 
further use or elimination. The remaining N2 and O2 from the combustion process are harmless 
species that can be released again to the atmosphere. 
There are several technologies that can be used nowadays to capture CO2, being absorption 
with aqueous amine solutions the most widely implemented in industry.18 This technology is 
dominant because it is a cheap solvent who is proven to effectively absorb CO2 under ambient 
conditions. However, the gas must be recovered through solvent evaporation, which also 
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regenerates the absorbent, but it consumes a relatively high amount of energy. A part of the 
previously generated energy during the combustion is usually taken to regenerate the 
adsorption/absorption material, which reduces the efficiency of the power plant when regeneration 
is an expensive step of the process. Additionally, amines are relatively volatile compounds who 
have an adverse environmental impact and present corrosive issues.19–21 For these reasons, 
alternatives to aqueous amines have been studied by the scientific community to capture CO2 in a 
more sustainable, efficient and economical way. 
Several alternative technologies are available for CO2 capture, as they are compiled in Figure 
3.3. This thesis focuses on studying gas separation by absorption in non-amine solvents and 
adsorption in microporous materials. Membrane, biological and cryogenical technologies are also 
worth mentioning because they are also good alternatives for CO2 capture, but there is a tradeoff 
between permeability and selectivity,22 whereas absorption and adsorption technologies do not 
suffer from this issue.  
The capture through adsorption in microporous materials has been studied using two different 
adsorbent materials: Zeolites and Metal Organic Frameworks (MOFs). The former are 
aluminosilicates, usually hydrated, with a very large surface area and general molecular formula 
["]$/&
&' 	[)*+,]-[./+,]$ · 12,+. Due to their porosity, these materials present different types of 
pores and channels, and the different molecular arrangements give rise to a huge amount of 
different Zeolite families.23 Gas molecules inside Zeolites are restrained in the pores and can be 
separated either by size (i.e., through molecular sieving) or through selective adsorption upon their 
structure.24 These materials excel at gas separation not only due to their good uptake and selectivity 
but also for their good thermal stability. Specifically, a study of CO2 capture and separation with 
Zeolites is described in Section 3.2. 
 
Figure 3.2. Simplified process for CO2 capture and separation of a post-combustion flue gas. 
Notice that the separation stage can contain many steps to capture different gas components at 
each step.  
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On the other hand, MOFs are another group of porous materials based on networks of metal 
cations connected through organic linkers and with a general molecular formula ["]&'[3]&/$$4 . 
They share many features with Zeolites but some MOFs, specially the so-called Mg-MOF-74, are 
better suited for CO2 separation at a cost of a lower thermal and chemical stability.25 Both materials 
exhibit improvements with respect amine absorption because they have a lower regeneration cost, 
very low environmental impact and they can be tuned during the synthesis to be optimized for 
specific purposes. However, the adsorption on these materials can be hampered by poisoning with 
other polar gases, which can interact strongly with the cations and block the adsorption sites. For 
this reason, it is important to include a preliminary separation step to remove some of these 
contaminants from flue gas mixtures. In this sense, a study of gas adsorption on the Mg-MOF-74, 
considering possible SO2 poisoning, is detailed in Section 3.3. 
Regarding capture by absorption, the gas separation using ionic liquids (ILs) as alternative 
solvents with good affinity for CO2 has been studied. ILs are organic salts that remain liquid at 
ambient conditions and have relatively strong interactions with gas molecules due to the charges 
of both the cation and the anion. They generally have good physicochemical properties for 
industrial applications such as low vapor pressure, high stability, low corrosivity and non-
flammability.26–28 However, the uptake of ILs is usually low when compared to amines. The 
advantage of ILs is that they are formed by a cation/anion pair and any member can be exchanged 
to modify the properties of the fluid and optimize it for a determined application. Specifically, in 
this thesis, the absorption of CO2 in three different phosphonium-based ILs is assessed, as it is 
compiled in Section 3.4.  
To separate CO2 from a flue gas, ideally one has to use a material that can selectively capture 
this gas under operative conditions. When the material is saturated, a desorption step must be 
carried out to recover the CO2, regenerating the material in the process to use it in further separation 
 
Figure 3.3. Summary of the different carbon capture technologies industrially available. 
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cycles. The capture/desorption cycles can be performed through a temperature swing process  
(i.e., capturing gas at low temperatures and heating to recover the CO2), a pressure swing process 
(i.e., capturing gas at high pressures and releasing it at atmospheric conditions) or through a 
vacuum swing process (i.e., capturing gas at atmospheric pressure and recovering it at lower 
pressures). Different technologies for CO2 capturing might require using different conditions or 
employing a determined swing process to optimize the capture and separation of CO2. 
To optimize the gas separation with a determined technology, one has to take under 
consideration the selectivity of the material to capture this gas. A high CO2 selectivity is desirable 
because it implies that the technology is capturing almost only the desired gas, and it will be almost 
pure when released in the desorption step. Selectivity ()5/6) must be defined against other 
components (e.g., selectivity of CO2 with respect N2) and can be estimated from pure component 
adsorption/absorption isotherms through the relationship of Henry’s coefficients (i.e., 25 and 26 
in eq. 3.1). However, this estimation does not include competition between sites and can only be 
applied at low pressures. Alternatively, molecular simulations can be employed to calculate the 
selectivity of the material in mixtures (eq. 3.2), finding the ratio of molar fractions of component 
A with respect B captured by the material (15∗/16∗ ) scaled by the ratio of molar fractions of these 
















Apart from the selectivity it is important to evaluate the total uptake (@5∗) and the working 
capacity of the material (AB5).29 The former is the total amount of gas that can be captured by the 
material at a determined pressure and temperature expressed as the quantity captured (i.e., either 
in moles or mass) per kilogram of adsorbent. The latter is defined as the amount of gas that can be 
recovered in a capture/recovery cycle (eq. 3.3), and it depends on the swing process used along 
with the pressure and the temperature conditions employed in the cycle (Figure. 3.4). 
 
AB5 = @5
∗(C&<D, F&<D) − @5
∗(C<HD, F<HD) 3.3 
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Finally, it is important to evaluate the isosteric heat of adsorption (IDJ) in microporous 
materials, which is defined as the heat released when a molecule is adsorbed (i.e., the negative of 
the differential enthalpy of adsorption IDJ = −Δ2&<D). This magnitude depends on the 
temperature, the surface coverage and the affinity of the gas molecule towards the surface. The 
dependence on the surface coverage reveals how the lateral interactions among adsorbed gas 
molecules affect the adsorption capability of the material or even unveils the presence of different 
adsorption sites with different affinities and isosteric heats. On the other hand, when the capture is 
performed with liquid solvents, a comparable magnitude is the differential enthalpy of dissolution 
(Δ2<;D), which gives similar information as Δ2&<D but in liquid phase. Both magnitudes can be 
obtained from the temperature dependence of the adsorption/absorption isotherms, in a relatively 
small temperature window, using the Clausius-Clapeyron equation (eq. 3.4). In fact, this is the 
commonly used method by experimentalists to obtain enthalpies of absorption/adsorption, which 
can be converted to IDJ if required. Notice that the partial derivative is calculated at constant 
composition: either at constant coverage for solid adsorbents (L) or at constant molar fraction for 
liquid solvents (1). Alternatively, the isosteric heat of adsorption can also be calculated through 




Figure 3.4. Graphical representation of the working capacity in two different swing processes. 
The blue and red curves represent adsorption/absorption isotherms at low and high temperatures, 
respectively. 
 
















〈Y&<D × @〉 − 〈Y&<D〉〈@〉
〈@,〉 − 〈@〉,
+ 〈Y:〉 + ]6F 3.5 
 
where, Y&<D is the internal energy of a system with N adsorbed molecules, Y: is the internal energy 
of a single isolated gas molecule and the brackets denote a Grand Canonical ensemble average. 
Finally, the isosteric heat of adsorption can also be obtained from the derivative of the integral 
enthalpy of adsorption (Δ^_`2&<D) with respect the surface coverage at constant temperature  










The benefit of modeling the gas adsorption into microporous materials or the gas absorption 
in liquid solvents is threefold; first, it allows to determine the main interactions and driving forces 
that favors gas capture at the molecular level. This fact helps to understand the system behavior 
and develop some “rules of thumb” to predict which materials could be promising just by their 
molecular structure. Additionally, the modeling also allows to obtain the adsorption/absorption 
isotherms of any possible material, either synthesized or not, to perform a screening of the best 
capture technologies and best working conditions. Finally, the cost of performing a simulation in 
any material at any pressure/temperature condition or gas mixture is relatively low because it only 
requires the electricity for computers to perform calculations. On the other hand, experiments 
usually require expensive equipment, materials or reactants and a properly set up lab to work. For 
this reason, the following chapter compiles different computational methods for studying CO2 
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3.2 CO2 Separation in Faujasites
 
Zeolites are a set of microporous aluminosilicate materials formed by [SiO2] and [AlO2]- units 
connected tetrahedrally, forming large pores.31 Notice that Al tetrahedrons have a net negative 
charge that must be compensated with alkali or alkali earth cations (i.e., usually Na+ or Ca2+) 
commonly known as extra-framework cations, which affects the properties of Zeolites.32,33 
Additionally, other species with tetrahedral coordination, such as [GeO2] or [GaO2]-, can also be 
found in the framework as substitutions of the beforementioned units, also changing the properties 
of the Zeolite.34–36  
Zeolites are minerals first discovered by Cronsted in 1765, who found Stilbite after heating 
this unknown material and observing it released a large amount of steam.33,37 The term zeolite, 
which means “boiling stone”, were assigned to this family of minerals after that event. The large 
pores of Zeolites are naturally formed by the presence of fluids (e.g., generally gases, like steam) 
within the melted minerals before crystallization. For this reason, Zeolites can be naturally found 
in areas of high volcanic activity.38–40 After this discovery, Zeolites started to be synthesized 
throughout hydrothermal processes, being Levynite the first completely synthetic structure 
obtained by St. Claire Deville.41 
Although many Zeolites have very similar molecular formulas, the synthetic process may yield 
significantly different structures. These structures are classified with a three letter name by the 
International Zeolite Association (IZA), based on the different building units they contain and how 
they are connected to form the different pores.23 Currently, more than 230 different Zeolite 
frameworks have been assigned by the association,42 evidencing the high interest of the community 
in these materials. Zeolites can be used in many different applications depending on their 
framework and their amount of extra-framework cations nested in the structure (i.e., the number 
of [AlO2]- units or, equivalently, their Si/Al ratio). Cations are very polar sites that can interact 
strongly with polar gas molecules such as CO2 or H2O, which makes Al-rich Zeolites good 
candidates for gas capture and separation or even heterogeneous catalysis.43,44 However, their high 
activity comes at the price of a lower chemical stability and with the risk of becoming easily 
poisoned.45 Other Zeolites with low amount of Al (i.e., with a few number of extra-framework 
cations) have lower polarity, becoming more chemically stable, and turning the surface more 
selective towards adsorption of non-polar organic molecules. This property makes Al-poor 
Zeolites good candidates for treating wastewater 46,47 or to be used as inert molecular sieves.48 
This part of the thesis focuses on modeling the Faujasite (FAU) framework for gas separation, 
because it was experimentally observed to be a promising material for capturing CO2.49–51 The 
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Faujasite framework is formed by a set of 24-tetrahedron structures known as sodalite cages (sod) 
connected among each other through double-six-rings (d6r). This structure generates large cavities 
in different directions with a very large surface area for gas adsorption as it can be seen in  
Figure 3.5. The extra-framework cations nested in the structure (i.e., shown in Figure 3.6) can be 
found near the [AlO2]- units and in the open cavities or inside the sodalite cages. It is worth noticing 
that stable structures must accomplish the Lowenstein’s rule,52 which states that there cannot be 
two [AlO2]- tetrahedrons connected to each other. This fact implies that in the structures with 
maximum Al content, [AlO2]- units must be separated by at least one [SiO2] tetrahedron, forming 
a network of Al-O-Si-O-Al-O-Si. According to the Löwenstein’s rule, the possible Si/Al ratios that 
can be found in a Zeolitic framework range from Si/Al = ∞ to Si/Al = 1. 
 
3.2.1 DFT Adsorption of CO2, N2 and O2 in Faujasites  
 
The affinity of Faujasite structures for different flue gas components (i.e., CO2, N2 and O2) has 
been assessed through periodic DFT calculations performed with the Vienna Ab initio Simulation 
Package (VASP) 53,54. The GGA functional of Perdew, Burke and Ernzerhof (PBE) 55 has been 
chosen adding the dispersion correction through the empirical D2 method of Grimme.56,57 The 
plane wave basis has been expanded up to a cutoff energy of 600 eV and only the Γ-point has been 
used to represent the reciprocal space due to the large size of the Faujasite primitive unit cell. The 
primitive unit cell (Figure 3.6) is a rhombohedral box with cell parameter e = f = g =17.30 Å 
and cell angles h = i = j = 60º. The totally silicated structure contains a total of 48 [SiO2] units, 
whereas more aluminated Faujasites have some of the Si atoms substituted by Al/Na+ pairs.  
 
 
Figure 3.5. Faujasite atomic structure shown in the direction of the pores, along with a simplified 
representation of the main building units of the FAU framework: the sodalite cages (sod) 
tetrahedrally connected throughout the hexagonal double 6-rings (d6r). 
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Two structures of Faujasite have been modeled with different Si/Al ratio. First, a totally 
silicated Faujasite with molecular formula [SiO2]n, which does not have any [AlO2]- units and thus, 
no extra-framework cations (i.e., an infinite Si/Al ratio). Second, a Faujasite with three [SiO2] units 
substituted by [AlO2]-, giving a structure with Si/Al = 15 (i.e., uniformly distributed and accounting 
for the Löwenstein’s rule) accompanied by the corresponding Na+ as extra-framework cations, 
initially located near the Al ions. Both structures have been minimized by means of DFT, and the 
Na+ cations of the second structure have moved into the centers of the hexagonal rings that connect 
the large pores with the sodalite cages (Figure 3.6). This distribution is in agreement with previous 
works that stated that extra-framework cations prefer to be located in these positions up to  
Si/Al = 5.58  
Gas adsorption energies (eq. 3.7) have first been studied in the totally silicated structure after 
minimizing the Faujasite at the PBE level. This magnitude (Δk;&<D) gives an idea of the strength in 
which a gas molecule adsorbs onto a solid structure, and it is obtained as the energy difference 
between a system with a gas molecule adsorbed in the framework (k;
:&D/&<DTUlH$J), the individual 
isolated gas molecule (k;
:&D) and the adsorbent material (k&<DTUlH$J). In this structure, the three 
gas molecules can adsorb on the walls of the large pores, which is the region that contains the most 
easily accessible adsorption sites for gas molecules that flow through the microporous structure. 
All gas molecules can absorb on both the Si atoms or the O atoms of the Faujasite walls, presenting 
equivalent adsorption energies for both sites. The calculated energies in this structure, including 
the zero-point energy are compiled in Table 3.1, and their values are -16.6 kJ·mol-1 for CO2,  
-9.6 kJ·mol-1 for N2 and -8.3 kJ·mol-1 for O2. An alternative favorable adsorption site is located 
inside the sodalite cages, which has higher interaction energies, such as -33.9 kJ·mol-1 for CO2,  
-27.0 kJ·mol-1 for N2 and -21.4 kJ·mol-1 for O2. The sodalite cage sites are connected to the main 
 
Figure 3.6. Primitive unit cell view of the (100) direction of two Faujasite structures: a 
completely silicated FAU (left) and a cell with three [AlO2]-/Na+ pairs (center). A representation 
of the Faujasite framework with three [AlO2]-/Na+ pairs with Na+ in the favored positions is also 
displayed for clarity (right). 
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channels through a hexagonal ring that gas molecules need to cross before accessing the sodalite 
cage. The diffusion from the main pores to the soldalite cage has also been studied with DFT 
calculations, finding energy barriers higher than 150 kJ·mol-1 for all the studied species. This result 
suggests that gas molecules will need a significant amount of energy to get into the sodalite cages, 
effectively preventing adsorption onto the most favorable sites. In general, the totally silicated 
Faujasite has higher adsorption energies for CO2 than for the other components of post-combustion 
flows, but the differences do not seem to be large enough to selectively separate CO2 from the 




-TnHo/&<DTUlH$J − k&<DTUlH$J − k;
-TnHo 3.7 
 
On the other hand, the addition of some [AlO2]- units and extra-framework cations makes new 
adsorption sites to appear. The adsorption energies of the three gas molecules on top of the Na+ 
cation are enhanced to -34.7 kJ·mol-1, -11.8 kJ·mol-1 and -12.5 kJ·mol-1, respectively. Despite all 
adsorption energies are increased by the addition of Na+, the surface gains much more affinity for 
CO2 than for the other gas molecules, increasing the selectivity of the material towards CO2 
separation. Additionally, the Na+ cations preferentially occupy the hexagonal rings that connect 
the sodalite cage with the main pores. In this structure the diffusion of gas molecules inside the 
sodalite cages is blocked by the presence of Na+ cations, so gas molecules are unable to enter inside 
the sodalite cages. 
From DFT calculations one can conclude that both N2 and O2 have very similar behavior when 
adsorbing into a Faujasite structure, either with or without extra-framework Na+ cations. Also, 
their interaction energies are very similar when adsorbing on both the Faujasite wall and in a Na+ 
cation. On the other hand, CO2 exhibits higher interaction energies than O2 and N2 in both sites. 
Table 3.1. CO2, N2 and O2 adsorption energies on the pore walls, on top of the Na+ cations and 
within the sodalite cage, along with the diffusion energy barrier that connects the main pores 
with the sodalite cages. All energies were calculated using the totally silicated Faujasite, except 
the adsorption energy on a Na+ cation, which was obtained from the structure with three Al/Na+ 
pairs. 
Adsorption energies and 
diffusion energy barriers  Δkpqr
&<D / kJ·mol-1 Δksr
&<D / kJ·mol-1 Δkqr
&<D / kJ·mol-1 
Pore walls -16.6 -9.6 -8.3 
Sodalite cages -33.9 -27.0 -21.4 
Na+ cations -34.7 -11.8 -12.5 
Pore-Sodalite Barrier 165.5 226.1 162.5 
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However, the adsorption of CO2 is highly favored by the presence of extra-framework cations 
increasing the selectivity of the material to capture this gas. 
 
3.2.2 CO2 Separation in Faujasites from GCMC Simulations (Pure Compounds) 
 
The DTF study of Faujasites is useful to get information such as the affinity of a surface for a 
gas or the energy needed to diffuse onto different regions of the microporous structure. However, 
other macroscopic or collective properties, such as the adsorption isotherms as a function of 
pressure, are not affordable solely by DFT calculations. For this reason, a second stage of the study 
involved Grand Canonical Monte Carlo (GCMC) simulations to predict adsorption isotherms of 
gases within Faujasite structures by means of LAMMPS code.59 To prevent finite size effects, the 
simulation cell was increased from the rhombohedral DFT model with 48 tetrahedral units to a 
conventional squared box with cell parameters e = f = g =24.26 Å, angles h = i = j = 90º and 
192 tetrahedrons (Figure 3.7). Finally, as the GCMC algorithm can insert molecules in random 
positions of the simulation cell based only on energy criteria, dummy atoms with a short-range 
repulsive potential have been inserted in the center of the sodalite cages to prevent them becoming 
occupied. This technique allows to simulate adequately the inability of gas molecules to diffuse 
into the sodalite cages. 
The effect of Na+ as an extra-framework cation is evaluated modeling a set of structures with 
different Si/Al ratio, from the totally silicated up to the maximum possible ratio of Si/Al = 1. These 
 
 
Figure 3.7. Conventional unit cell of Faujasite with some extra-framework Na+ cations. 
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structures were built exchanging random Si atoms in the framework per Al with the restriction of 
the Löwenstein’s rule. Na+ cations were added close to the Al atoms and relaxed through a NVT 
MC simulation. In this situation, the MC relaxation is preferable to MD because it samples the 
phase space without following the Newton’s equations of motion. This feature allows Na+ cations 
to change their position from one minimum to another in relatively low amount of time steps, 
helping them to abandon local stationary points and find the absolute minimum of the PES. 
The previously defined systems are too large to perform molecular simulations with DFT, so 
atomistic force fields based on a LJ + Coulomb potential are used instead. The Faujasite structure 
has been  modeled using the parameter set of Calero et al.,60,61 which is a transferable force field 
fitted to reproduce CO2 adsorption in Zeolites (Table 3.2). In this force field the structure of the 
Zeolite is considered to be rigid and its intramolecular interactions are neglected. For this reason, 
 
Table 3.2. Force field parameters used in this study to reproduce gas-gas and gas-Faujasite 
interactions obtained from Calero et al.60–62 The X in N2 and O2 parameters corresponds to the 
dummy atom located in the center of the bond. 
Species Atom t/]6 / K u / Å I / e- Bond length / Å 
CO2 C 29.933 2.745 0.652 
1.149 (C-O) 
O 85.671 3.017 -0.326 
N2 N 38.298 3.306 -0.405 
0.55 (N-X) 
X - - 0.810 
O2 O 53.023 3.045 -0.112 
0.60 (O-X) 
X - - 0.224 
Faujasite Si - - 0.786 
 
 Al - - 0.486 
 OZeo [Si-O-Si] - - -0.393 
 OZeo [Si-O-Al] - - -0.414 
 Na+ - - +0.384 
 OZeo – Y pair interactions Na+ – Y pair interactions 
Y t/]6 / K u / Å  t/]6 / K u / Å 
C (CO2) 37.595 3.511 362.292 3.320 
O (CO2) 78.980 3.237 200.831 2.758 
N (N2) 60.580 3.261 225.568 2.766 
O (O2) 65.189 3.129 241.284 2.060 
Na+ 23.000 3.400 - - 
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there are no atom-wise parameters for the Si, Al, O and Na+ species of the Faujasite and only pair-
wise parameters and partial charges are given.  
The parameters for other gas molecules, such as O2 and N2 are taken from other works of 
Calero et al.,62 who also developed compatible force fields to simulate adsorption of these species 
in Zeolitic materials. It is worth noticing that the force field accounts for the quadrupole moment 
of diatomic gas molecules adding a dummy atom (X) in the center of the bond that carries a positive 
partial charge. The three gas molecules are modeled as rigid bodies that can be translated, rotated 
or exchanged in the GCMC scheme. Additionally, Na+ cations are allowed to move during the 
simulation performing a single MC translation after each MC step on a gas molecule. The 
simulations were evolved for at least 107 MC steps to obtain a large amount of production steps in 
order to average the gas uptake in the Faujasite for each gas and pressure condition. 
To validate the force field, pure CO2, N2 and O2 adsorption isotherms were calculated in two 
of the most common Faujasite structures, where experimental data were available (Figure 3.8). 
The first structure is the totally silicated structure (i.e., also known as DAY), where Maurin et al.63 
reported experimental adsorption isotherms for CO2 at 300 K. The second is the so-called NaX 
(i.e., a Faujasite with Si/Al = 1.18), in which experimental adsorption isotherms from Dunne et 
al.,64 are available for CO2 at 306 K. In both structures, the force field is capable to reproduce 
accurately the uptake of CO2 at different pressures. Additionally, the force field was able to yield 
the gas adsorption isotherms for both N2 and O2 in good agreement with the experimental data at 
313 K.65 
After the validation of the force fields, pure adsorption isotherms have been calculated at a 
temperature of 313 K and pressures up to 50 atm (Figure 3.9). These values have been selected to 
mimic the common pressure and temperature conditions of a separation process in a post-
 
 
Figure 3.8. Pure gas adsorption isotherm validation in two of the most common Faujasites, the 
totally silicated structure (DAY) and the structure with Si/Al = 1.18 (NaX). GCMC simulations 
are shown in lines, while experimental data is depicted in dots. 
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combustion flue gas. In the results shown in Figure 3.9 one can see that Faujasites have the highest 
affinity for CO2, presenting the larger adsorption uptakes in contrast to N2 or O2 for any Si/Al ratio. 
It can also be seen that both N2 and O2 have a relatively similar behavior when adsorbing into 
Faujasites and none of them exhibits a significantly large adsorption uptake at pressures lower than 
10 atm. As previously concluded with DFT calculations, the presence of extra-framework cations 
enhances the adsorption of all gas molecules, but the effect is more noticeable with CO2. 
Otherwise, GCMC simulations also show that Na+ cations behave as a double-edged sword: on 
one side, they increase the affinity of the material to capture CO2, but on the other, they occupy 
some volume in the framework reducing the total available pore volume. This effect is reflected in 
the calculated adsorption isotherms, where Faujasites with more extra-framework cations (i.e., low 
Si/Al ratio) exhibit lower maximum CO2 uptakes at high pressures. 
The zero-coverage isosteric heats of adsorption for CO2 in all Faujasite structures have been 
calculated from the energy/particle fluctuations in the grand canonical ensemble (eq. 3.5). This 
magnitude gives information about the affinity of an adsorbate towards a substrate. From the 
information compiled in Figure 3.10 one can see that the DFT adsorption energy in the main 
 
Figure 3.9. Pure CO2, N2 and O2 adsorption isotherms in Faujasite structures with different Si/Al 
ratio. 
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channel wall is comparable to the zero-coverage IDJ of DAY. However, as more extra-framework 
cations are present in the material, the zero-coverage isosteric heat of adsorption increases up to a 
value comparable to the Na+ site interaction energy. This result is another proof that Na+ becomes 
a new adsorption site for CO2, where it can adsorb with enhanced affinity. 
With the currently analyzed results it seems that a higher amount of Na+ cations is beneficial 
for CO2 capture and separation. However, to economically optimize CO2 recovery, it is important 
to select the Si/Al ratio of the Faujasite that can recover the maximum amount of gas per 
adsorption/desorption cycle at the desired working conditions. This magnitude can be obtained by 
the working capacity (eq. 3.3). A reasonable set of pressures for an adsorption/desorption cycle in 
a pressure swing adsorption (PSA) process are: adsorption at 10 atm and desorption at 1 atm. Under 
these conditions DAY is capable of recovering a total of 3.35 mol of CO2 per kg and cycle (Table 
3.3). On the other hand, the structure with Si/Al = 7 has a higher uptake at both adsorption and 
desorption conditions, yielding a similar working capacity than the totally silicated Faujasite  
(i.e., 3.14 mol of CO2 per kg and cycle). The other structures with increased Al content  
(i.e., Si/Al = 3, Si/Al = 1.18 and Si/Al = 1) have lower working capacities, and are able to recover 
only 1.55, 0.54 and 0.43 mol of CO2 per kg and cycle, respectively. On the other hand, if a vacuum 
swing adsorption (VSA) process is used to capture and recover CO2, the adsorption pressure 
becomes 1 atm, and the desorption is performed at 0.1 atm. Under these particular conditions, DAY 
becomes very inefficient to recover CO2, presenting a working capacity of 0.29 mol of CO2 per kg 
 
Figure 3.10. Zero-coverage isosteric heats of adsorption for pure CO2 as a function of the Si/Al 
ratio at 313 K. DFT interaction energies in the walls of the main channels, obtained from DAY, 
and the Na+ sites, calculated from the Si/Al = 15 structure, are included in dashed lines for the 
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and cycle. Also, high Al content Faujasites (i.e., Si/Al = 1.18 and Si/Al = 1) have very high uptakes 
at the desorption conditions and are only capable of recovering 1.06 and 0.86 mol of CO2 per kg 
and cycle, respectively. However, medium Al content structures are better suited for this process, 
as it can be seen by the CO2 recovery accomplished by Si/Al = 7 and Si/Al = 3 (i.e., 2.07 and  
2.91 mol of CO2 per kg and cycle, respectively). To conclude, unless the desorption conditions are 
carried out under vacuum up to 0.01-0.001 atm, the recovery of CO2 with high Al content seems 
to be suboptimal.  
 
3.2.3 CO2 Separation in Faujasites from GCMC Simulations (Mixtures) 
 
The conclusions achieved up to now are only based on pure adsorption isotherms, zero-
coverage heats of adsorption or interaction energies. All of these magnitudes do not take into 
consideration the competition of different gas molecules towards the Faujasite sites. Fortunately, 
molecular simulations can help to evaluate the behavior of gas mixtures with the same effort that 
pure gases. A mixture containing a 15 % CO2, 80 % N2 and 5 % O2 (i.e., in % mol,mol) at 313 K 
has been employed to simulate the adsorption isotherms of a common post-combustion flue gas 
mixture. The results can be seen in Figure 3.11, where a comparison between mixture and pure gas 
isotherms along with the CO2 selectivities with respect N2 are displayed for all studied Faujasite 
structures. The CO2 uptake in mixtures is significantly lower than in pure isotherms due to the 
relatively low CO2 partial pressure in the flue gas compared to N2. In fact, DAY adsorbs almost 
the same amount of CO2 than N2, which suggests that this structure is not selective enough to 
effectively separate the CO2 from the flue gas. Additional extra-framework cations radically 
increase the selectivity of Faujasites towards CO2, increasing their uptake and reducing the amount 
of N2 adsorbed. The maximum selectivity is achieved for the Si/Al = 1 structure, which is two 
Table 3.3. Pure CO2 equilibrium adsorption uptakes predicted by GCMC in mol of CO2·kg-1 
Faujasite. The working capacities of each structure assuming a PSA or a VSA process at 313 K 









[10 atm/1 atm] 
VSA WC 
[1 atm/0.1 atm] 
DAY 0.03 0.32 3.67 3.35 0.29 
Si/Al = 7 0.43 2.50 5.64 3.14 2.07 
Si/Al = 3 1.61 4.52 6.07 1.55 2.91 
Si/Al = 1.18 (NaX) 3.74 4.80 5.34 0.54 1.06 
Si/Al = 1 4.01 4.87 5.30 0.43 0.86 
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orders of magnitude higher than the totally silicated structure. Notice that in all cases the adsorption 
of O2 is negligible due to its low partial pressure and the lack of Faujasite affinity for this gas. 
The CO2 working capacity in a mixture flue gas cannot be directly calculated solely from the 
mixture adsorption isotherms (eq. 3.3), because at the desorption step the Faujasite is not in 
equilibrium with a gas with 15 % CO2, 80 % N2 and 5 % O2. If the material is capable of selectively 
capturing CO2, a good approximation for the working capacity of mixtures would be to use the 
pure CO2 isotherm to obtain the uptake at the desorption step. This practice was already 
 
Figure 3.11. Ternary mixture adsorption isotherms at 313 K with 15 % CO2, 80 % N2 and 5 % 
O2 (solid lines) compared to the pure adsorption isotherms (dashed lines) of each gas on all the 
studied Faujasite structures. The CO2 selectivities with respect N2 in all structures are also 
displayed as a function of the pressure. 
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implemented by other authors.66–68 However, in some of the studied Faujasites the adsorbed gas is 
not pure enough to apply the previous approximation. To improve the method of calculating the 
working capacities, the pure CO2 adsorption isotherm was used but rescaling the uptake at the 
desorption step by the CO2 molar fraction at the adsorbed phase. This method yields the same 
working capacity as the pure isotherm method for cases where the selectivity of the material is 
very high, but it serves as an ideal approximation for situations with competing adsorbates.  
The CO2 working capacities in a mixture flue gas (Table 3.4) differ significantly of the 
previously calculated values for pure CO2. In fact, in the studied mixtures, the amount of 
recoverable CO2 is lesser than 0.8 mol CO2/kg of Faujasite regardless the swing adsorption process 
used. According to mixture calculations, the most suitable structures for CO2 recovery according 
to their working capacities are the Si/Al = 7 and Si/Al = 3 for PSA and VSA processes, 
respectively. Although this conclusion is equivalent to pure gas simulations, the study of mixtures 
also allows to obtain the CO2 purity of the desorbed gas (i.e., purity at the outlet). The CO2 purity 
can be obtained by the relationship between the working capacity and the sum of the working 
capacities for all the other components. If PSA and VSA are compared (Table 3.4), one can see 
that the CO2 purity obtained by the VSA process is significantly higher than with the PSA cycle. 
Additionally, high Al content favors a large purity at the outlet reaching values up to 64 % and  
92 % for the widely used NaX (i.e., Si/Al = 1.18) with PSA and VSA respectively. If both 
parameters (i.e., the working capacity and the purity at the outlet) are considered, one can see that 
although NaX is the most suitable structure in terms of purity, the Si/Al = 7 and the Si/Al = 3 
Faujasites offer higher working capacities at a cost of a small purity penalty. This fact makes these 
structures deserve more attention in industrial CO2 capture and separation processes.  
 
 
Table 3.4. CO2 working capacities (i.e., in mol of CO2·kg-1 Faujasite) and CO2 purity at the 
outlet (i.e., in %) for a PSA and a VSA cycles predicted by GCMC simulations at 313 K. 
Structure 
PSA WC 
[10 atm/1 atm] 
PSA Purity 
[10 atm/1 atm] 
VSA WC 
[1 atm/0.1 atm] 
VSA Purity 
[1 atm/0.1 atm] 
DAY 0.33 33 % 0.035 33 % 
Si/Al = 7 0.71 56 % 0.23 69 % 
Si/Al = 3 0.36 57 % 0.54 83 % 
Si/Al = 1.18 (NaX) 0.22 64 % 0.40 92 % 
Si/Al = 1 0.07 56 % 0.22 87 % 
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3.2.4 Summary and Conclusions 
 
In this section, the adsorption in different Faujasite structures of CO2, N2 and O2 was assessed. 
Two different computational methods (i.e., DFT and GCMC) were used to determine the 
adsorption properties of Faujasites at a molecular level. The results obtained from DFT were used 
to evaluate the affinity of the surface towards all gas molecules as well as characterizing the 
different adsorption sites. Also, the pore-sodalite diffusion barriers obtained suggest that gas 
molecules cannot enter the sodalite cages unless very high pressures are used. For this reason, 
sodalite cages were blocked in the GCMC simulations to limit de gas adsorption to the main pores. 
GCMC results are in good agreement with DFT, showing lower isosteric heats of adsorption in 
low Al content structures. In that materials, gas molecules can only adsorb on the pore walls, 
whereas in high Al content structures, gas molecules can adsorb onto the preferential extra-
framework cation sites, also presenting higher IDJ values 
It was seen that the Si/Al ratio has a strong influence in the adsorption properties because the 
extra-framework cations add additional adsorption sites with high CO2 preference at a cost of some 
available adsorption volume within the Faujasite. A lower Si/Al ratio (i.e., more extra-framework 
cations) increases the selectivity of the framework towards CO2 capture, also increasing the purity 
at the outlet. However, it can reduce the total working capacity because it prevents CO2 desorption 
in the recovery step. The combination of working capacities and purities modeled in a ternary 
mixture containing a typical post-combustion composition (i.e., 15 % CO2, 80 % N2 and 5 % O2) 
suggests that the most efficient studied structures for CO2 capture could be the Si/Al = 7 for PSA 
and the Si/Al = 3 for VSA. Both of these structures have a slightly lower purity than the widely 
used NaX, but the higher CO2 working capacities compensate this penalty and make them 
potentially better candidates for industrial CO2 recovery. 
 
3.3 CO2 Separation in Mg-MOF-74
 
Metal-Organic Frameworks (MOFs) are an alternative set of microporous materials with some 
common features with Zeolites. Generally, MOFs tend to have larger pore volumes and surface 
area than Zeolites, which is translated into higher adsorption capacities.69 However, their molecular 
nature reduces their mechanical and chemical stabilities.70 On the other hand, MOFs have a highly 
functionalizable structure, which opens the possibility of tuning these materials for a specific 
application.71 In that sense, computational studies on these kinds of systems become remarkably 
useful in material screening for specific applications. 
Section 3.3 – CO2 Separation in Mg-MOF-74 
 
69 
MOFs are structures of metal cations coordinated to organic linkers, where each linker is 
interacting with no less than two cations creating a three-dimensional net of L-M-L-M-L  
(i.e., where L and M correspond to linker and metal cation, respectively). The shape and size of 
the generated pores highly depends on the coordination number of the metal cation and the nature 
of the organic linkers.72,73 In general, stable MOF structures have highly coordinated metal cations, 
which facilitates the repair of structural defects and prevents decomposition. However, cations 
with low coordination numbers generate more opened structures, with larger pores and an overall 
higher activity. Similarly, short and rigid linkers confer to the framework high stability, whereas 
longer linkers offer higher porosities. Finally, notice that the bond between the metal cations and 
the linkers is a coordination bond, which means that if other external chemical species with high 
affinity for the metal were present, they could potentially be exchanged by the linkers. This 
exchange would produce several defects in the solid structure ultimately collapsing the material. 
For this reason, very polar molecules such as H2O are capable of decomposing several MOFs and 
they should be removed from the flue gas before CO2 capture.74 To minimize this effect, it is 
imperative that the interaction energies between the cations and the linkers are strong enough to 
prevent linker exchange.75 To conclude, the selection of an adequate MOF structure for a 
determined application is constrained to cation-linker pairs with strong coordination bonds and the 
tradeoff between activity and stability. 
The main feature that confers high CO2 capture capability to MOFs are their metal cations. 
Due to their natural porous structure metal cations are relatively unprotected and can interact with 
gas molecules flowing through the structure pores. Analogously to Zeolites, cations can interact 
strongly with polar species favoring the separation of gases by a coordinative adsorption onto the 
metal sites.76–78 In fact, some MOFs have shown higher adsorption uptakes and working capacities 
for CO2 than some Zeolites, such as the widely used NaX.79,80 However, the metal sites in MOFs 
have also very high affinities for other contaminant species found in post-combustion flue gas 
mixtures (e.g., SO2 or NOx among others). To explore the impact of contaminants onto the CO2 
capture and separation with MOFs, the adsorption properties of CO2, N2 and SO2 have been studied 
in the well-known Mg-MOF-74. The O2 molecule has not been considered because it had a similar 
behavior to N2, so the % of O2 is just treated as N2. 
Mg-MOF-74 (i.e., also known as CPO-27-Mg or Mg2(DOBDC)) is one of the most interesting 
MOFs for CO2 capture, having one of the best adsorption performances and with equilibrium 
uptakes higher than 8.0 mol·kg-1 of MOF at 298 K and 1 atm.81 The structure of Mg-MOF-74 is 
based on Mg2+ cations octahedrically coordinated to 2,5-dioxido-1,4-benzene-dicarboxilate linkers 
(DOBDC4-) forming large one dimensional hexagonal pores (Figure 3.12).82 




3.3.1 DFT Adsorption of CO2, N2 and SO2 in Mg-MOF-74 
 
The affinity of Mg-MOF-74 for different flue gas components (i.e., CO2, N2 and SO2) has been 
assessed through periodic DFT calculations performed with VASP.53,54 The vdW-DF2 functional 
83,84 has been used to evaluate the interaction energies between the three gas molecules and the 
MOF. This functional already includes the dispersion corrections in their exchange and correlation 
term, and was proven to be superior than the standard GGA+D2 functionals 55–57 when reproducing 
adsorption energies of gas molecules in Mg-MOF-74.85 The plane wave basis has been expanded 
up to a cutoff energy of 600 eV and only the Γ-point was used to represent the reciprocal space 
due to the large size of the MOF primitive unit cell. The conventional unit cell used (Figure 3.13) 
is a rhombohedral box with cell parameters e = f = 26.2 Å, g = 13.8 Å and cell angles  
h = i = j = 60º. This cell is large enough in all directions to prevent interactions of the adsorbed 
gas molecules with their periodic images. Finally, the unit cell has a total of 24 Mg2+ + 24 
DOBDC4- linkers, and each pore contains 12 Mg2+ + 12 DOBDC4- linker sites. 
Gas adsorption energies (eq. 3.7) in Mg-MOF-74 were obtained by minimizing the MOF 
structure at the vdW-DF2 level, and then absorbing the gas molecules onto different adsorption 
sites within the framework. All the framework atoms close to the adsorbed gas molecule (i.e., less 
than 7 Å to any gas atom) have been relaxed to accurately locate the adsorption minima in the DFT 
 
Figure 3.12. Mg-MOF-74 atomic structure shown in the direction of the pores along with a 
representation of the Mg2+ cations coordinated to some of the DOBDC4- linkers. 
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energy minimization. All minima have been characterized through vibrational frequency 
calculations. 
Two main adsorption sites have been found in Mg-MOF-74. For the three studied gas 
molecules, the Mg2+ cation is characterized as the main adsorption site, presenting interaction 
energies including zero-point energy (ZPE) of -46.1, -29.3 and -78.9 kJ·mol-1 for CO2, N2, and 
SO2, respectively. These results are in good agreement with other theoretical data that propose 
interaction energies in the order of -41.0/-44.9 kJ·mol-1 for CO2,76–78,86 -28.0/-28.5 kJ· mol-1 for N2 
76,77 and -62.0/-88.0 kJ· mol-1 for SO2.76,77,87 The interaction energies for all gas molecules in the 
metal site are larger than the adsorption energies in the extra-framework cations of Faujasite. This 
fact means that this structure should have higher CO2 affinity than any Faujasite structure studied 
in the previous section. Additionally, the interaction energy of CO2 is significantly higher than the 
adsorption energy of N2, which implies that Mg-MOF-74 should also be highly selective towards 
CO2 capture in a CO2/N2 mixture. These results also show that SO2 has a much stronger binding 
to the metal site than CO2, according to the poisonous nature of this contaminant species.88  
A secondary adsorption site is located in the halfway between two metal cations. In these sites, 
gas molecules adsorb interacting with the π rings of the DOBDC4- linkers and can also weakly 
interact with three different Mg2+ cations: two of them are the closest Mg2+ main sites and the third 
is a Mg2+ cation slightly shielded by the linkers. However, the closest moiety to the adsorbed gas 
 
Figure 3.13. Conventional unit cell view from the (100) direction of the Mg-MOF-74 structure 
used for the DFT study. 
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molecules are the DOBDC4- units, so this site will be referred as the linker site from now on. All 
of these adsorption sites are shown in Figure 3.14, where orange gas molecules represent CO2 
adsorbed onto the Mg2+ metal sites and blue molecules show CO2 adsorbed in the linker sites. The 
linkers interact weaklier with gas molecules, presenting adsorption energies of -29.5 kJ·mol-1 for 
CO2 and -36.6 kJ·mol-1 for SO2. Surprisingly, no adsorption site was located in this region for N2 
probably due to the weaker interactions between this species and the MOF. The difference between 
adsorption energies between CO2 and SO2 in this site is significantly lower, showing that the 
poisoning capabilities of SO2 should be carried out mainly in the metal sites. 
According to the symmetry of the system, and confirmed by DFT calculations, there are 12 
Mg2+ sites and 12 linker sites available per Mg-MOF-74 pore. This fact implies that a maximum 
of 24 molecules can be adsorbed simultaneously to form a monolayer of gas over the surface. 
Notice that, when molecules are adsorbed, the interactions with other gas molecules already 
attached to the framework can affect the adsorption properties due to gas-gas lateral interactions. 
For this reason, the effect of the coverage at the Mg2+ site has been analyzed by means of DFT. 
The coverage of the linker site has been neglected because the metal has a much stronger gas 
affinity, so it will become saturated before the secondary linker starts adsorbing molecules. In fact, 
other theoretical and experimental works revealed that molecules will mainly adsorb on Mg2+ sites 
 
 
Figure 3.14. Representation of a Mg-MOF-74 pore with two orange CO2 molecules adsorbed 
onto the main Mg2+ sites and two blue CO2 molecules adsorbed onto the secondary linker sites. 
The third weakly interacting Mg2+ of the linker site is pointed out in the structure and bonded to 
the blue CO2 molecules for clarity. A magnification of a segment of de cell is also displayed to 
better show the location of the adsorption minima. 
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until relatively large pressures,81,89,90 so the Mg-MOF-74 adsorption properties are well described 
with this approximation.  
The adsorption on the Mg2+ site at full Mg2+ coverage was calculated by adsorbing a gas 
molecule into a pore that already has 11 molecules adsorbed onto Mg2+ sites (eq. 3.8). The 
calculated adsorption energies, including ZPE, at these conditions are -45.6 kJ·mol-1 for CO2,  
-30.5 kJ·mol-1 for N2 and -83.8 kJ·mol-1 for SO2. The CO2/MOF and N2/MOF interactions are 
weakly affected by the presence of other gases, but SO2 adsorption is almost 4 kJ·mol-1 more stable 
due to its lateral interactions. On the other hand, the linker site interaction energies are calculated 
by adsorbing a gas molecule into a linker site in a framework with 12 gas molecules adsorbed onto 
the Mg2+ site (eq. 3.9). The results obtained are: -34.5 kJ·mol-1 for CO2 and -55.1 kJ·mol-1 for SO2. 
The interaction of CO2 with the linker is strengthened by 5 kJ·mol-1 with respect to the zero-
coverage values but the adsorption of SO2 in enhanced by almost 20 kJ·mol-1, showing a strong 
stabilizing effect due to lateral interactions induced by these species. It is noticeable that after full 
Mg2+ coverage the linker site for N2 becomes a minimum with an interaction energy of  
-15 kJ·mol-1. All of these results are compiled in Table 3.5. It is worth noticing that the affinity of 
the linker sites is significantly increased by the gas-gas lateral interactions, whereas the adsorption 
energies at the Mg2+ sites stay relatively unaffected. This difference is explained because the 
Mg2+/linker site distance is approximately 3.7 Å, which is significantly smaller than the Mg2+/Mg2+ 













In summary, according to the obtained results at zero-coverage, SO2 should selectively adsorb 
into the Mg2+ sites, preventing CO2 and N2 adsorption. In absence of SO2 the preferential 
 
Table 3.5. Gas/MOF adsorption energies calculated from DFT. The results at full-coverage are 
shown in parentheses below the data at zero-coverage. 
 CO2 N2 SO2 
 Mg2+ Linker Mg2+ Linker Mg2+ Linker 
mk;
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adsorption should be for CO2 because it has a significantly larger adsorption energy than N2. On 
the other hand, the linker sites should be disputed between CO2 and SO2 with a slight preference 
for the latter. However, if the gas-gas lateral interactions (i.e., the effect of coverage) are included, 
the adsorption of SO2 becomes highly enhanced, overcoming the CO2 adsorption even at the linker 
sites. This result implies that all sites on this structure have a very high potential of being poisoned 
by SO2.  
 
3.3.2 CO2 Separation in Mg-MOF-74 from DFT Calculations Enhanced with a Langmuir 
model (Pure Compounds) 
 
A complete study of Mg-MOF-74 includes the prediction of adsorption isotherms and other 
derived properties, such as the selectivity and the isosteric heats. As it was stated in the Faujasite 
section, such magnitudes cannot be obtained solely from DFT calculations. In these cases, GCMC 
simulations can be applied to obtain the adsorption of different gas mixtures at different conditions 
of pressure and temperature. However, GCMC simulations on extended systems such as Faujasites 
or MOFs require a specific force field, fitted ideally to reproduce experimental data. Unfortunately, 
the experimental information of SO2 adsorption on Mg-MOF-74 is scarce and cannot be used 
effectively to develop a force field capable of reproducing SO2/MOF interactions. For this reason, 
an alternative approach based on the combination of DFT calculations with a mean field Langmuir 
model is used to predict adsorption properties. The main advantage of the DFT/Langmuir model 
is that it can be used to calculate adsorption isotherms from DFT results, which does not need any 
specific fitting, making it an entirely predictive technique. 
The DFT/Langmuir model was recently applied by Sillar et al.,91 to study the adsorption of 
pure CO2 in Mg-MOF-74. In their work, a complex procedure to calculate the lateral interactions 
is employed, based on a combination of periodic DFT and highly accurate cluster models. The 
work here developed, uses the basis of the model of Sillar et al.,91 but simplifying the calculation 
of lateral interactions to study the adsorption of pure CO2, N2 and SO2, as well as their mixtures. 
The main idea of the DFT/Langmuir model to obtain the adsorption isotherm of a pure gas  
(*) on Mg-MOF-74 by solving the Langmuir isotherm equation (eq. 3.10). This expression relates 
the coverage of a gas species (L;) over a solid surface as a function of the pressure (C) at constant 
temperature. Here, the Langmuir equilibrium constant (|;) is proportional to the strength of the 
gas/MOF interactions and depends exponentially on the Gibbs free adsorption energy (Δ};&<D), as 
it can be seen in eq. 3.11. In summary, the prediction of adsorption isotherms within the 
DFT/Langmuir scheme is carried out through the following three steps: (i) calculate the Gibbs free 
Section 3.3 – CO2 Separation in Mg-MOF-74 
 
75 
energy of adsorption in a material, (ii) obtain the equilibrium constant through eq. 3.11 for a 
determined temperature (i.e., where C~ corresponds to the standard pressure of 1 atm) and finally, 














However, Langmuir made three assumptions in the derivation of the isotherm that makes  
eq. 3.10 to fail for non-ideal surfaces.92 First, it considered that all adsorption sites within a surface 
are equivalent; second, it neglected the lateral interactions between adsorbed gas molecules; and 
third, it assumed that each site can only hold a single gas molecule. The first and second 
assumptions do not apply to Mg-MOF-74 because it has two different adsorption sites,81 and lateral 
interactions have a noticeable effect in the adsorption energies, especially on the linker site. On the 
other hand, the third statement holds for low pressures, where multilayers are still not formed, as 
suggested by previous experimental and theoretical studies on MOFs.89,93,94 To improve the 
capability of the Langmuir isotherm in describing real systems, two modifications have been 
performed into eq. 3.10. First, two adsorption sites are accounted by using a dual-site Langmuir 
(DSL) isotherm model (eq. 3.12), where the adsorption at each site is described by a single 
Langmuir isotherm with its own equilibrium constant.95 Then, the total coverage can be obtained 
by the sum of the individual site coverages scaled by the site distribution (i.e., áà = @D/@JTJ, with 
) = M or L for the Mg2+ and the linker sites, respectively). It was already stated that Mg-MOF-74 
has a total of 12 Mg2+ and 12 linker sites per pore, so the site distribution is áx = á{ = 0.5. Finally, 
the effect of the coverage has been considered by making the Langmuir equilibrium constants to 
depend on the coverage. In practice, this is done through the calculation of the coverage dependent 
Gibbs free energies of adsorption at each site (i.e., the Δ};,à&<D with lateral interactions).95 The two 
modifications described are the basis of the DFT/dual-site Langmuir (DFT/DSL) model, and make 




















The underscore ) in eq. 3.13 refers to the site where a gas molecule * is adsorbed (i.e., either 
) = M or L for Mg2+ or linker). Analogously to the previous section, the effect of the linker 
coverage can be neglected at the pressures considered in this work, as suggested by the results of 
previous theoretical an experimental works.81,89,90 Within this approximation, the values of 
Δ};,à
&<D(L;) in our model depend only on the temperature, the nature of the adsorption site  
(i.e., Mg2+ or linker) and the coverage of Mg2+ sites. To evaluate the coverage dependence in 
Δ};,à
&<D(L;), a mean-field approximation is used,96,97  which effectively assumes that the Gibbs free 
energy of adsorption changes linearly with the surface coverage. This approximation is expressed 
in eq. 3.14, where the value of Δ};,à&<D(L;) changes linearly from the zero-coverage value (i.e., at 
L; ≈ 0) to the full Mg2+ coverage value (i.e., at L;,x = 1). In eq. 3.14, the ΔéΔ};,à&<Dè term 
corresponds to the difference between the adsorption Gibbs free energy at Mg2+ full-coverage and 
zero-coverage. Recall that the calculation of Δ};,à&<D can be carried out from DFT calculations 




&<D(L; ≈ 0) + L;,x	ΔéΔ};,à
&<Dè	 3.14 
 
Different thermodynamic magnitudes (i.e., ΔY;,à&<D, Δ2;,à&<D, FΔ);,à&<D and Δ};,à&<D), along with the 
equilibrium Langmuir constants, have been calculated for the three studied gas molecules in the 
previously characterized DFT adsorption minima at 298 K (Table 3.6). The obtained results show 
that the adsorption of both CO2 and SO2 on the Mg2+ sites of Mg-MOF-74 are spontaneous 
processes, whereas the adsorption of N2 is not. Also, the adsorption at the linkers has a positive or 
a very small Δ};,à&<D for all gases, which become more negative at high coverages due to gas-gas 
lateral interactions. 
The pure gas adsorption isotherms have been predicted with the DFT/DSL model up to a 
pressure of 1 atm by solving iteratively the equations eq. 3.12, eq. 3.13 and eq. 3.14 for each 
pressure at 298 K. It is worth noting that DFT/DFL model gives an upper bound of the total gas 
adsorption on Mg-MOF-74 due to the perfect crystal assumption. In experiments, some Mg2+ sites 
might be poisoned or blocked during the synthesis of Mg-MOF-74, which can result in a lower 
experimental adsorption uptake with respect to that of the perfect crystal. Additionally, defects on 
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the framework could also affect the site distribution, reducing the adsorption capacity of the MOF 
as noted by other authors.91,98,99 Specifically, Wu et al.,100 have proven that different gas adsorption 
uptakes can be obtained with different MOF synthetic procedures. For this reason, the adsorption 
isotherms obtained by this method correspond to the “perfect crystal”, so they need to be rescaled 
by a constant factor to account for the possible lack of experimental site availability. The factor 
was obtained scaling the DFT/DSL CO2 isotherms to match the experimental uptake value of  
8.24 mol·kg-1 from Dietzel et al.,101 and Mason et al.,81 which are both in good agreement among 
each other (data set 1). The majority of the reported experimental isotherms are in good agreement 
with data set 1, so the obtained scaling factor of 81 % is used in this work for all gases in  
Mg-MOF-74. Other experimental information relative to CO2 and N2 adsorption is available from 
the works of Wu et al.,100 (data set 2) and Queen et al.,89 (data set 3). The scaling factors on these 
data sets were also obtained to compare their experimental availabilities with the results of data  
set 1. From the data of Wu et al.,100 (data set 2) an experimental availability of a 93 % was obtained, 
whereas the data of Queen et al.,89 (data set 3) exhibits an availability of 86.5 %. To conclude, it 
seems that experimental results can have variations around a 10 % of the total uptake depending 
on how the MOF was synthesized.  
The predicted “perfect crystal” and “81 % availability” adsorption isotherms at 298 K for CO2, 
N2 and SO2 are shown from Figure 3.15a to Figure 3.15c comparing them with the experimental 
data sets 1 and 2. The “perfect crystal” model overestimates the total gas uptake for all gases within 
the framework, whereas the “81 % availability” isotherms of CO2 and N2 are in very good 
agreement with the experimental data set 1 up to a pressure of 1 atm. This result confirms that 
ignoring the effect of the linker coverage is a valid approximation for this pressure range. A 
Table 3.6. Gas/MOF thermodynamic adsorption functions (i.e, ΔY;,à&<D, Δ2;,à&<D, FΔ);,à&<D and 
Δ};,à
&<D) and Langmuir equilibrium constants (|;,à) calculated at 298 K. The results at full-coverage 
are shown in parentheses below the data at zero-coverage. 
 CO2 N2 SO2 
 Mg2+ Linker Mg2+ Linker Mg2+ Linker 
ΔY;,à
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comparison with the more sophisticated model of Sillar et al.,91,99 is also represented in Figure 
3.15a and Figure 3.15b, showing that even though the calculation of the lateral interactions is 
significantly simplified, the predicted adsorption isotherms are almost equivalent. To our 
knowledge, there are no reliable experimental information regarding SO2 adsorption in  
Mg-MOF-74, so the calculated adsorption isotherms could not be compared with any data set.  
From the compiled results one can see that Mg-MOF-74 has a significantly higher affinity for 
CO2 (i.e., yielding uptakes higher than 8.0 mol·kg-1 at 1 atm) than for N2 (i.e., which adsorbs less 
 
Figure 3.15. Pure CO2 (a), N2 (b) and SO2 (c) DFT/DSL predicted adsorption isotherms on Mg-
MOF-74. The red and blue solid lines represent the “perfect crystal” and the “81 % availability” 
structures, respectively. Experimental results from data set 1 81,101 (i.e., 81 % availability) and 
data set 2 100 (i.e., 93 % availability) are shown, along with DSL of Sillar et al.,91,99 for 
comparison. The predicted “81 % availability” pure CO2 (d), N2 (e) and SO2 (f) adsorption 
isotherms at different temperatures form 293 K to 373 K are represented in solid lines, while the 
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than 1.0 mol·kg-1 at 1 atm). Additionally, in the adsorption isotherm of CO2 two different regions 
can be identified: (i) the low-pressure region (i.e., from 0 to 0.2 atm), where the adsorption occurs 
mainly in the Mg2+ sites, and a higher-pressure region (i.e., from 0.2 to 1 atm), where Mg2+ sites 
are almost saturated and the adsorption starts taking place at the linker sites. A similar pattern can 
be seen in the SO2 isotherms, with a very steeped region at very low pressures that remarks the 
capability of Mg2+ sites to be poisoned by this species. On the other hand, N2 did not exhibit an 
adsorption site in the linker at zero-coverage, so its isotherm does not show a DSL pattern like the 
other gases. 
The “81 % availability” adsorption isotherms at different temperatures have also been 
calculated with DFT/DSL model (from Figure 3.15d to Figure 3.15f). The CO2 and N2 results have 
been compared with the extensive experimental data from Mason et al.,81 for temperatures ranging 
from 293 K to 373 K. In general, all the isotherms reduce their uptakes when increasing the 
temperature in a reasonably good agreement with the experimental reported isotherms. Notice that, 
at very high temperatures the harmonic approximation used to calculate the partition functions 
might not be applicable anymore. Without any approximations, gas molecules could have enough 
thermal energy to overcome the barriers of some frustrated rotational motions, turning them free 
rotations. In this situation the harmonic approximation could be overestimating the entropy loss 
upon adsorption and predicting more positive Δ};,à&<D, that is translated into lower equilibrium 
uptakes. To prevent this overestimation, some authors have considered that the lowest frequency 
mode should be treated as a 1D free rotation.91 In the present thesis, only the harmonic 
approximation has been considered for simplicity, so adsorption isotherms at higher temperatures 
might be underestimated. 
The calculated DFT values of Δ};,à&<D necessary to build the adsorption isotherms are collected 
in Table 3.7. The Gibbs free energy of adsorption becomes more positive with the increase of 
temperature reducing the spontaneity of the process in both the linker and the metal sites. 
According to the obtained results, the Δ};,à&<D of CO2 and N2 increase between 7 kJ·mol-1 and  
10 kJ·mol-1 when increasing the temperature from 293 K to 373 K, regardless of the adsorption 
site. On the other hand, SO2 shows an increase of approximately 15 kJ·mol-1 in the same 
temperature range. This fact implies that more entropy is lost when adsorbing SO2 than other gas 
molecules in Mg-MOF-74, so higher temperatures penalize more the Δ};,à&<D of SO2 than other 
gases. 
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To evaluate the capacity of Mg-MOF-74 in recovering CO2, its pure gas working capacities 
(AB) have been calculated assuming two different swing adsorption processes (Table 3.8). First, 
a VSA cycle with adsorption/desorption pressures of [1 atm/0.1 atm] is used, equivalent to the one 
employed in the study of Faujasites. Second, a TSA process is considered, which maintains the 
pressure constant to 1 atm throughout the entire cycle, adsorbs at a determined temperature (T) and 
desorbs at 373 K. A PSA cycle has not been considered in this study because adsorption isotherms 
were calculated up to 1 atm due to the approximations made in our DFT/DSL model. Regarding 
the VSA WC, Mg-MOF-74 yields significantly high values specially at intermediate temperatures 
(i.e., 333-353 K) that outperform Faujasites in this kind of cycle. On the other hand, the efficiency 
of the TSA process depends on the adsorption temperature, giving WC as high as  
5.17 mol CO2·kg-1 MOF when using 293 K/373 K as adsorption/desorption temperatures. 
The zero-coverage isosteric heat of adsorption, along with its variation with coverage, have 
been calculated for each gas through the coverage derivative of the enthalpies of adsorption 
calculated with DFT data (eq. 3.6). The integral m;$J2;&<D(L;) has been calculated by summing the 
contribution of the enthalpies of adsorption of both sites (i.e., Δ2;,x&<D(L;) and Δ2;,{&<D(L;)) in  
Mg-MOF-74, weighed by their respective coverage (eq. 3.15). The enthalpies of adsorption at each 
site depend on the surface coverage, so a mean-field approximation is also applied to determine 
the m;$J2;&<D(L;) value, through an expression equivalent to eq. 3.14 but using enthalpies instead 
of Gibbs free energies. 
Table 3.7. Gas/MOF Gibbs free energies of adsorption at different temperatures calculated from 
DFT for both the Mg2+ and the linker site. The results at full-coverage are shown in parentheses 
below the data at zero-coverage. 
Δ};,à
&<D / kJ·mol-1 CO2 N2 SO2 











































































The isosteric heats of adsorption have been calculated as a function of the coverage for the 
three studied gas molecules at 298 K to compare with the available experimental data sets  
(Figure 3.16).89,101 From the IDJ plots of all gases, three different regions can be identified: first, a 
low-coverage region (L; < 0.3), where the isosteric heat is governed by the adsorption at the Mg2+ 
sites, and its value is almost constant and similar to Δ2;,x&<D(L; ≈ 0). There is an exception for the 
case of SO2, in which the strong gas-gas lateral interactions strongly affect the adsorption 
properties, making the value of IDJ to increase with the coverage. Then, an intermediate coverage 
region (0.3 < L; < 0.7) where Mg2+ sites start to become saturated and the adsorption of gases is 
disputed between both sites. In this region, the isosteric heats of adsorption change smoothly from 
the value at the low-coverage region to the full-coverage heat of adsorption at the linker  
(i.e., Δ2;,{&<D(L; = 1)). Finally, in the high-coverage region (L; > 0.7), the Mg2+ sites are 
completely saturated and the isosteric heat of adsorption is mainly due to the linker sites. In this 
region the value of IDJ is constant in our model and equal to Δ2;,{&<D(L; = 1). 
The isosteric heats obtained by the DFT/DSL model reproduce the experimental IDJ values for 
CO2 at different coverages reasonably well, including the sigmoidal shape presented by the 
experimental data of Dietzel et al.,101 and Queen et al.89 The inflection point that determines the 
saturation of Mg2+ sites depends also on the MOF site availability, showing a shift to higher 
coverages in structures with higher availability. Experimental data of isosteric heats of adsorption 
for N2 at high pressure are generally not available due to its low affinity for these kinds of 
Table 3.8. Pure CO2 equilibrium adsorption uptakes DFT/DSL predicted in mol of CO2·kg-1 
MOF. The working capacities of each structure assuming a VSA or a TSA process are also 
shown in units of mol of CO2·kg-1 MOF recovered per cycle. The TSA WC is calculated by 
changing the adsorption temperature while keeping the desorption temperature constant at  
373 K. 






[1 atm/0.1 atm] 
TSA WC 1 atm 
[T/373 K] 
293  6.28 8.84 2.56 5.17 
313  4.59 7.63 3.04 3.96 
333  2.10 6.67 4.57 3.00 
353  0.84 5.49 4.65 1.82 
373  0.37 3.67 3.30 - 
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adsorbents. For this reason, an experimental zero-coverage IDJ value has been derived from the 
adsorption isotherms measured by Mason et al.,81 between 293 K and 313 K using data up to 	
L; = 0.1. The derived experimental value is equal to 23.5 kJ·mol-1, which is in relatively good 
agreement to the value of 28.1 kJ·mol-1 calculated via DFT/DSL. Finally, SO2 has very high 
isosteric heats, almost doubling the values of CO2 at any coverage. This fact suggests again that 
this gas would easily poison the Mg-MOF-74 in a gas mixture containing both CO2 and SO2. 
The calculated isosteric heats have shown that the Mg-MOF-74 has a great affinity for SO2 
adsorption, followed by CO2 and N2. However, it does not give a direct idea of the adsorption rates 
 
Figure 3.16. CO2, N2 and SO2 DFT/DSL isosteric heat of adsorption (qì`) in Mg-MOF-74 as a 
function of the coverage for the “perfect crystal” (red) and for the “81 % availability” model 
(blue). The experimental results from the data sets 1 101 and 3 89 are shown for comparison in 
black and white dots, respectively. 
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between the different species. To that end, the Henry’s coefficients can be obtained from the 
adsorption isotherms to quantify the gas/MOF affinity and derive an estimate for the selectivity of 
the material to adsorb a determined gas in an ideal mixture (eq. 3.1). The Henry’s coefficient (2;) 
can be obtained from the slope at the zero-pressure/composition region of the adsorption isotherm, 
where the Langmuir equation reduces to a linear expression (L; ≈ |;,x(L;)C). Additionally, the 
linker term can be neglected because at zero-coverage the adsorption is dominated by Mg2+ sites 
and the slope of the isotherm becomes equal to the Langmuir equilibrium constant for the metal 
sites without lateral interactions (2; = |;,x(L; ≈ 0)).  
The resulting Henry’s coefficients, and some selectivity values are compiled in Figure 3.17 as 
a function of temperature. As it was expected, the Henry’s coefficients for CO2 are large enough 
to selectively adsorb in Mg-MOF-74 if a binary mixture containing CO2 and N2 is used. However, 
they are not large enough to prevent poisoning from SO2, specially at low temperatures. 
Specifically, the studied material is selective enough to adsorb 110 times more CO2 than N2 at 293 
K according to the Henry’s coefficients ratio. However, Mg-MOF-74 will adsorb 2061 times more 
SO2 than CO2 at the same conditions. Even though the material becomes less selective when 
increasing temperature, the Mg-MOF-74 is still adsorbing 76 times more SO2 than CO2 at 373 K. 
This result suggests that the poisoning ability of SO2 is reduced with temperature, but it is still 
strong enough to make the separation of CO2 completely impractical by this material. Additionally, 
very high temperatures reduce the total uptake and working capacities of the framework making 
the material less effective in recovering CO2. However, higher temperatures also reduce the 
CO2/N2 selectivity of Mg-MOF-74, which adsorbs 26 times more CO2 than N2 at 373 K. To 
 
 
Figure 3.17. CO2, N2 and SO2 Henry’s coefficients in Mg-MOF-74 at different temperatures in 
the range 293-373 K. The selectivity of the material is displayed at 293 K and at 373 K to see 
the effect of temperature on this property. 
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conclude, even though a lower selectivity towards SO2 might slightly prevent poisoning, it is 
strongly recommended to remove SO2 from a post-combustion flue gas mixture before employing 
Mg-MOF-74 as the adsorbent material for CO2 capture and separation. 
 
3.3.3 CO2 Separation in Mg-MOF-74 from DFT Calculations Enhanced with a Langmuir 
model (Mixtures) 
 
Similarly to the study of Faujasites, the conclusions achieved up to now are only based on pure 
adsorption data, which does not take into consideration the effect of competition among different 
gas molecules towards the Mg-MOF-74 sites. In this regard, a multicomponent extension of the 
DFT/DSL model has been applied to model the CO2 capture phenomena in a flue gas containing 
CO2, N2 and SO2 (eq. 3.16). The extended eq. 3.16 gives the equilibrium coverage of the * species 
(L;) as a function of its molar faction at the gas phase (1î
:) and the total gas pressure (C) in the 
ternary mixture. As eq. 3.16 only gives the L; of a single component but depends on the coverage 
of all species, a set of equations (i.e., one per component) must be solved simultaneously in an 
iterative process to obtain the equilibrium adsorption of all species within the framework. Although 
the multicomponent DFT/DSL model implicitly considers the thermodynamic equilibrium 
competition among different species for each adsorption site, only pure component lateral 
interactions have been calculated. This means that some lateral interactions are missing in our 
model and might lead to small deviations in regions where two or more gases have simultaneous 
non-negligible adsorption. However, the results with the complete set of lateral interactions are not 
expected to be significantly different from the ones presented here due to the large difference in 















Different ternary mixtures have been modeled with a 15 % of CO2 and different amounts of 
SO2, from a few tenths ppm up to a 1 % (i.e., in molar percentages). The surplus has been 
considered to be N2, which varies from 85 % to 84 % depending on the concentration of SO2. This 
inlet composition has been selected aiming at reproducing the typical post-combustion flue gas 
mixture at 313 K.102 It has been assumed that the flue gas is dried before the adsorption step, so 
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the initial mixture does not contain water. Additionally, as O2 showed to behave similarly to N2 in 
previous studies, its % has been added to the N2 surplus.93,103  
Adsorption isotherms of three ternary mixtures are compiled in Figure 3.18 to show the 
behavior of CO2 adsorption with the explicit presence of SO2 impurities. In the first concentration 
(i.e., 0.005 % of SO2), the contaminant is too diluted to significantly affect CO2 adsorption in Mg-
MOF-74. In the second concentration (i.e., 0.02 % of SO2), the SO2 is capable of adsorbing onto 
several Mg2+ sites, strongly competing with CO2. Finally, in the third concentration (i.e., 0.1 % of 
SO2), the SO2 almost completely poisons the Mg-MOF-74 structure adsorbing only a marginal 
portion of CO2. In all the calculated isotherms, the amount of adsorbed N2 is negligible in front of 
the other two gases, showing the low selectivity of the material towards this gas. From the three 
 
 
Figure 3.18. DFT/DSL isotherms for the ternary mixture obtained with the “81 % availability” 
multicomponent dual-site Langmuir model at 313 K. Three different SO2 molar percentages are 
considered in gas mixtures, with 15 % of CO2 and N2 as the surplus. 
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previous plots one can conclude that Mg-MOF-74 can selectively adsorb CO2 at very low SO2 
partial pressure, but it exhibits a turning point at a certain % of SO2 where the contaminant adsorbs 
more selectively than CO2.  
Notice that, the turning point changes with the adsorption conditions. In Figure 3.19, the % of 
CO2 adsorbed onto Mg-MOF-74 at 1 atm is shown as a function of the % of SO2 at the inlet and 
the temperature. As N2 is practically not adsorbing in the framework, the % complementary to the 
adsorbed CO2 is approximately the % of SO2. According to the obtained results, low temperatures 
and moderate SO2 content at the inlet make the structure to adsorb almost only SO2. For example, 
at 293 K and at 0.01 % of SO2, only a 25 % of CO2 adsorbs in Mg-MOF-74. On the other hand, 
higher temperatures (i.e., 353 K) allow to adsorb a 75 % of CO2 at the same % of SO2. However, 
very high temperatures also reduce the CO2/N2 selectivity of the material, so to absorb a high 
percentage of CO2 (i.e., higher than 90 %) it is recommended to work at temperatures lower than 
333 K and an inlet SO2 concentration lower than 0.002 %. 
It was seen in the previous section how the working capacities of Faujasites were significantly 
reduced when modeling mixtures instead of pure CO2 gas. To evaluate the capacity of Mg-MOF-
74 to capture and separate CO2 from a post-combustion flue gas mixture, the working capacities 
and purities of the recovered gas are calculated from DFT/DSL isotherms. The same two different 
swing adsorption processes were considered in consistency to the analysis of pure compounds:  
(i) a VSA process at 313 K, with adsorption pressure of 1 atm and desorption pressure of 0.1 atm; 
and (ii) a TSA process at a pressure of 1 atm, with an adsorption/desorption temperature cycle 
performed at [313 K/373 K]. Additionally, a combined VTSA cycle is also analyzed, where the 
 
 
Figure 3.19. Amount of CO2 captured by Mg-MOF-74 in % at 1 atm as a function of temperature 
and SO2 content in the gas mixture, also in %. Red, green and blue regions show conditions of 
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adsorption is performed at 1 atm and 313 K and the desorption conditions are 0.1 atm and 373 K. 
The resulting working capacities as a function of the SO2 composition at the inlet are collected in 
Figure 3.20. 
The working capacity of Mg-MOF-74 in VSA is reduced to a value of 1.0 mol CO2·kg-1 of 
MOF at low SO2 content. This value is higher than the CO2 working capacity of NaX at equivalent 
conditions, which makes this material very competitive for CO2 separation. On the other hand, in 
the defined TSA cycle, working capacities up to 2.0 mol of CO2·kg-1 of MOF can be achieved. 
Finally, the combined VTSA process allows to recover 5.9 mol of CO2·kg-1 of MOF at each cycle. 
This amount is slightly lower than the ideal complete desorption (i.e., 6.4 mol of CO2·kg-1 of 
MOF), meaning that the VTSA process can recover almost all CO2 adsorbed in the framework. All 
of these working capacities are affected by contaminant concentration, being reduced almost to 
zero at SO2 inlet concentrations between 0.1 % and 1 %. The calculated working capacities show 
again that it is imperative to work in a very low SO2 concentration to prevent negative effects in 
the adsorption properties. Concentrations higher than 0.01 % of SO2 induce significant decreases 
in the effective CO2 working capacities regardless of the swing adsorption cycle chosen, making 
the recovery very inefficient. 
Apart from the working capacities, the purity of the recovered CO2 has also been analyzed as 
a function of the % of SO2 at the inlet. According to the results compiled in Figure 3.21, VTSA 
yields the highest CO2 purity at a very low % of SO2. This feature, along with the highest working 
capacity, makes VTSA the most efficient cycle for CO2 capture and separation. However, between 
0.02 % and 0.03 % of SO2 at the inlet, VTSA starts desorbing part of the captured contaminant, 
 
 
Figure 3.20. CO2 working capacities as a function of the % of SO2 at the inlet. The three swing 
adsorption processes considered are: VSA in green [1 atm/0.1 atm], TSA in red [313 K/373 K] 
and VTSA in blue [1 atm,313 K/0.1 atm,373 K], all compared to the ideal case of complete 
desorption in black. 
























 Chapter 3 – Gas Capture and Separation for Post-Combustion Processes 
 
88 
rapidly dropping the CO2 purity at the outlet. TSA is the second most efficient technique for CO2 
recovery, because it exhibits high WC and purity at the outlet (i.e., 90 %) at very low % of SO2 at 
the inlet. The purity of CO2 becomes reduced with SO2 content, but it only starts desorbing the 
contaminant at % of SO2 higher than 0.2 %. Finally, VSA yields the lowest WC and purity  
(i.e., 80 %) but SO2 does not desorb at any of the studied conditions. The VSA or TSA processes 
are not as efficient as VTSA for CO2 recovery, but as they do not release the contaminant as easily 
as VTSA they might be usable in inlet mixtures with more than 0.03 % of SO2. 
 
 
Figure 3.21. CO2, N2 and SO2 composition in the recovered gas mixture (i.e., at the outlet) as a 
function of the SO2 content at the inlet. Each plot shows a different swing adsorption cycle and 
their adsorption/desorption conditions. 
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3.3.4 Summary and Conclusions 
 
In this section, the adsorption of different ternary gas mixtures containing CO2, N2  
and SO2, in Mg-MOF-74 was assessed. Due to the low availability of high-quality force fields  
for SO2 adsorption in Mg-MOF-74, a mean field theory based on a double-site Langmuir  
isotherm was used along with DFT calculations to evaluate the impact of pollutants in CO2  
separation. The target of DFT calculations was to characterize the main adsorption sites of  
the framework, along with their affinities towards the different gas molecules, and  
calculate different thermodynamic functions of adsorption (e.g., enthalpy, entropy or Gibbs  
free energy of adsorption). Additionally, the values of ∆};,à&<D could be used to calculate  
the Langmuir equilibrium constants for the DFT/DSL model employed in this work.  
Adsorption isotherms are predicted with the DFT/DSL model in good agreement with the available  
experimental information, even considering the effect of lateral interactions with a simplified mean 
field model.  
With this study, it was seen that Mg-MOF-74 is a very competitive CO2 adsorbent  
material yielding high gas uptakes, working capacities and purities, even outperforming the  
widely used NaX Faujasite. However, SO2 has a very strong affinity for the Mg2+ metal  
sites saturating them completely at very low pressures. This effect makes SO2 to have a very  
strong influence on the adsorption properties of mixtures. Specifically, at moderate  
temperatures (i.e., from 313 K to 333 K) it is imperative to reduce the inlet concentration of  
SO2 under 0.002 % to selectively adsorb a 90 % of CO2 into Mg-MOF-74 at 1.0 atm.  
Higher concentrations poison the structure reducing the total amount of sites available for  
gas adsorption. This fact reduces the working capacity of the structure significantly, specially  
at % of SO2 higher than 0.01 %. Finally, the purity of the recovered CO2 depends on the  
swing adsorption process used. In general, VTSA is the most efficient technique to recover  
CO2, because it has the higher WC and purities. However, when the inlet concentration of SO2  
is larger than 0.02 % - 0.03 % the recovered gas becomes contaminated by SO2 and different  
cycles such as VSA or TSA become more appropriate for CO2 recovery. Even though  
alternative cycles can be applied, the results suggest that the % of SO2 at the inlet should be  
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3.4 CO2 Separation in Phosphonium-Based Ionic Liquids
 
In the previous sections, the CO2 capture and separation in post-combustion flue gases with 
microporous materials has been analyzed. However, the currently used separation technology is 
based on liquid absorbents, which means that many power plants have their facilities built around 
the usage of liquid solvents for CO2 capture. For this reason, the implementation of alternative 
liquid technologies is favored because they can be used in the currently implemented separation 
units. An interesting set of components for CO2 separation are Ionic Liquids (ILs), which are salts 
that remain liquid at a temperature below 100 ºC. ILs exhibit a set of advantages with respect the 
currently used amines, some of them are: low vapor pressure, high physicochemical stability, low 
corrosivity and non-flammability.26–28 These features prevent solvent evaporation issues or 
chemical degradation of the solvent, making the separation process less cumbersome. Even though 
the use of ILs is interesting for their stability, they are still not widely implemented because they 
usually have relatively low absorption capacities and high prices in comparison with amines.104 
As all salts, ILs are formed by a strongly interacting combination of a cation and an anion. In 
general, the cation is a large organic charged species whereas the anion is a smaller organic or 
inorganic moiety.105 Equivalently to the solid adsorbents, the charged species tend to favor the 
capture capabilities of the material (e.g., the extra-framework cations in Zeolites or the unprotected 
metal sites in MOFs). Due to the charged nature of ILs, both the cation and the anion contribute 
significantly to the gas/IL interactions. Additionally, cations or anions can be exchanged to modify 
the properties of ILs for specific tasks. Specifically, many recent studies were devoted to find the 
optimal cation/anion pair for CO2 capture and separation to substitute the current amine 
technology.106–110  
Modeling techniques are required in the study of ILs to perform thorough screening of the 
most suitable cation/anion pairs for a determined application. In fact, molecular-based EoSs based 
on thermodynamic fluid theories, such as SAFT,111,112 and more specifically the soft-SAFT EoS,30 
have been widely used to study the phase equilibria between different gases and ILs. Some of the 
most studied ILs with this theory are the imidazolium-based ILs (i.e., [Cnmim][X]) 113–117 and 
pyridinium-based ILs (i.e., [Cnpy][X] or [Cnmpy][X]) 118. Some members of these families showed 
good CO2 absorption capacities, especially when ILs contained fluorinated anions.119 In fact, 
within these sets of ILs it was seen that changing the cations had a relatively low impact on CO2 
capture, whereas changing the anions had a significant effect. Finally, it was shown experimentally 
that tetraalkylammonium and tetraalkylphosphonium-based ILs also have good CO2 absorption 
capacities.120–123 In that sense, some works were devoted to study with soft-SAFT EoS the 
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physicochemical properties of tetraalkylammonium-based ILs blended in deep-eutectic 
solvents,124,125 but not tetraalkylphosphonium ILs.  
The great success of SAFT-based EoS is due to the coarse-grained models used to define the 
interactions between different species. These models directly connect the thermodynamic fluid 
theories with molecular structures and functional groups, which makes all the adjustable 
parameters to have physical meaning in a molecular representation. This practice allows to 
successfully predict thermophysical properties of pure ILs and IL/gas mixtures. Additionally, the 
parameter/structure relation allows to transfer parameters from similar molecules, increasing the 
predictability of the model. An alternative tool to SAFT-based EoS to predict gas/liquid solubility 
is the COnductor Screening MOdel for Realistic Solvents (COSMO-RS).126,127 This method is 
capable of obtaining the chemical potential (i.e., either of pure species or species in solution) based 
on quantum chemical calculations combined with statistical thermodynamics. COSMO-RS is in 
practice a purely predictive method, ideal for solvent screening. In fact, this technique was 
previously applied to predict many liquid/liquid equilibria (LLE) and vapor/liquid equilibria (VLE) 
with reasonably good results, especially in the reproduction of Henry’s coefficients.128–130 
In this section, the capability of phosphonium-based ILs for gas adsorption and separation will 
be evaluated by using both soft-SAFT and COSMO-RS complementarily. Up to date, 
phosphonium-based ILs have been characterized by several authors using different EoSs, but not 
with soft-SAFT. Specifically, among the works of Ferreira et al.,131 Tomé et al.,132 Mozaffari et 
al.,133,134 and Hosseini et al.,135 pure IL properties were characterized using equations such as the 
Goharshadi-Morsali-Abbaspour EoS, the Sanched-Lacombe EoS, a modified version of the Song-
Mason EoS and the Vogel-Fulcher-Tamman correlation. Finally, Banerjee et al.,136 used COSMO-
RS to model some tetradecyltrihexylphosphonium-based ILs. On the other hand, the gas absorption 
on these ILs were assessed in the works of Carvalho et al.,123 Manic et al.,137 Ramdin et al.,138 
Camper et al.,121 Scovazzo et al.,139 who determined the CO2 absorption capacity by using either 
the Peng-Robinson EoS or the regular solution theory.  
In particular, three different ILs (Figure 3.22), formed by the tetradecyltrihexylphosphonium 
[P6,6,6,14]+ cation and (i) Chlorine [Cl]-, (ii) bis(trifluorosulfonyl)imide [NTf2]- and (iii) 
dicyanamide [DCA]- anions have been modeled to evaluate their CO2 absorption capacities and 
selectivity in front of SO2 as a pollutant. Since this is the first time these ILs are modelled with 
soft-SAFT EoS, COSMO-RS has been employed as a support tool to develop accurate and 
meaningful associative soft-SAFT schemes. To that end, the soft-SAFT parameters have been 
partially fitted to experimental data, and partially assigned via with DFT calculations. Then, the 
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two aforementioned methods have been simultaneously used to evaluate CO2 and SO2 solubilities, 
as well as the CO2 vs SO2 selectivity in the three ILs. 
 
3.4.1 Soft-SAFT EoS Modeling of ILs from DFT Information 
 
When using the soft-SAFT EoS, it is key to select a representative coarse-grained model 
capable of accurately describing the thermophysical properties of fluids. Both species (i.e., the 
cation and the anion) are modeled as a single component in the soft-SAFT framework to consider 
that the electrostatic interactions will always keep both moieties together. The three modeled 
compounds have a large cation with a long aliphatic chain (C14) and three shorter aliphatic chains 
(C6) all connected to a central phosphonium cation. Even though the cation is highly ramified, the 
three ILs were reproduced with a single non-ramified chain of coarse-grained beads. This 
approximation was successfully used in previous works where soft-SAFT EoS was employed to 
model tetraalkylammonium ILs.125  
Regarding the associative scheme, three different kinds of sites have been defined: (i) 
positively charged, (ii) negatively charged, and (iii) dual sites (i.e., [+], [−] and [±] respectively). 
In this definition, [+] sites can only interact with [−] sites but not with other [+] sites. Similarly, 
[−] sites can only interact with [+] sites. However, dual sites (i.e., [±]) can have simultaneously 
a positive and negative nature, so they can interact with any other kind of site, including other [±] 
sites. Dual sites represent regions where cations and anions are very close to each other, allowing 
any other associative molecule to either interact with the cation or the anion. According to that 
definition, all ILs have been considered to have a dual site, to represent the region where the cation 
and the anion bond to each other.115 Additional associative sites have been added based on the  
 
Figure 3.22. Molecular structure of the tetraalkylphosphonium cation and the three anions used 
in this work. 
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u-profiles obtained from ADF/COSMO-RS calculations.140,141 These profiles allow to identify the 
molecular regions with high electrostatic potential and their nature (i.e., positively charged or 
negatively charged), which can be translated into associative sites in the soft-SAFT framework. 
Recall, from Section 2.3.2 that the values of the u-profile correspond to the electrostatic potential 
that perfectly screens the electron density, so they are the opposite values of the electron density. 
In Figure 3.23 the calculated u-profiles for all species are shown. Regarding the cation, a 
positively charged region of the electron density is localized around the phosphorus atom. 
Similarly, [Cl]- also has a single spherical negatively charged region around its only atom. Then, 
the soft-SAFT model for [P6,6,6,14][Cl] contains only a unique dual site to represent the P-Cl 
interaction region. On the other hand, [DCA]- and [NTf2]- are symmetrical species with a central 
negatively charged nitrogen atom connected to two electronegative regions where the charge can 
delocalize (i.e., the CN groups in [DCA]- and the SO2 groups in [NTf2]-). In both cases, their soft-
SAFT models contain a dual site, to account for the cation/anion pair region, and two negatively 
charged sites to consider the associative interactions with the other two electronegative regions. 
The soft-SAFT EoS uses a LJ potential to account for intermolecular interactions. For this 
reason, each IL requires a fitted value of the segment diameter (u;;), the dispersion interaction 
parameter (t;;) and the length of the chain (ò;). Additionally, associative sites need two additional 
adjustable parameters to be modeled: the strength (tôö,;;õ6 ) and the volume (|ôö,;;õ6 ) of association, 
which adds to a total of five adjustable parameters per IL. To reduce the dimensionality of the 
fitting, the tôö,;;õ6  and |ôö,;;õ6  of all associative sites in a single IL have been considered equal and 
non-periodic DFT calculations have been performed to determine reasonable values for the 
associative sites. To that end, the cation/anion interaction energies (Δk) and equilibrium  
 
 
Figure 3.23. (a) Electrostatic potential distribution for the [P6,6,6,14]+ cation, which contains a 
single positively charged region (blue), and all anions, which show one or more negatively 
charged regions (red). Green regions represent the non-associative non-polar segments of the 
molecules. (b) σ-profiles of the four moieties modeled in this work. 
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distances (ù) among six different ILs (i.e., the three studied ILs and three references) have been 
calculated. The three references are compounds somehow similar to the three phosphonium-based 
ILs, which are already modeled by soft-SAFT EoS, so their associative parameters are already 
fitted and validated elsewhere.124,142 The associative strengths (tôö,;;õ6 ) for the three studied ILs have 
been obtained rescaling the reference values by the relative cation/anion interaction energies (Δk) 
calculated through DFT. Similarly, the volume of association (|ôö,;;õ6 ) has been derived rescaling 
the values of the references by the relative cation/anion equilibrium distances (ù). Finally, the 
obtained parameters have been rounded to be presented in the most common format of soft-SAFT 
EoS associative scheme. After obtaining reasonable values for tôö,;;õ6  and |ôö,;;õ6  the rest of the 
parameters (i.e., u;;,	t;; and ò;) have been fitted to reproduce pure IL density data at several 
pressures and temperatures to readjust the EoS to reproduce the correct intermolecular interactions. 
The [N6,6,6,14][Cl] IL was used as the reference compound to derive [P6,6,6,14][Cl] parameters.142 
Unfortunately, this is the only tetraalkylammonium compound already modeled with soft-SAFT 
EoS, so the references for the other compounds were chosen as the 1-n-butyl-3-methylimidazolium 
ILs with the same anion (i.e., [C4mim][NTf2] and [C4mim][DCA]).124 
All non-periodic DFT calculations have been performed with ADF modeling suite 141 and the 
B3LYP functional.143,144 These calculations do not include dispersion corrections for two reasons: 
(i) the associative strength is a purely coulombic effect, not a dispersive one, and  
(ii) García et al.145 showed that many DFT functionals were capable of describing the relative 
cation-anion interaction energies among different ILs without needing to consider dispersion 
corrections. The aug-cc-pVTZ, which is a relatively large basis set, has been used to minimize the 
effects of basis set superposition errors. And finally, the phosphonium and ammonium cations have 
been reduced to a cluster model that contains the central cation and four propyl chains  
(i.e., [P3,3,3,3]+ and [N3,3,3,3]+, respectively), to reduce the computational cost while keeping the 
steric hindrance of the environment around the cation-anion interacting region. All atoms in 
[C4mim]+ and all anions have been represented explicitly in the DFT calculations. 
Figure 3.24 contains the B3LYP/aug-cc-pVTZ equilibrium geometries of the six 
abovementioned ILs, and Table 3.9 compiles the cation/anion interaction energies and distances. 
First, the differences between [P3,3,3,3][Cl] and [N3,3,3,3][Cl] are very subtle. In both structures, the 
[Cl]- anion coordinates directly with the central heteroatom that carries the positive charge. 
[P3,3,3,3][Cl] exhibits an interaction energy of -87.0 kcal·mol-1 and an equilibrium distance of  
3.46 Å. On the other hand, [N3,3,3,3][Cl] has a slightly longer equilibrium distance (i.e., 3.63 Å) and 
an almost equivalent interaction energy (i.e., -86.4 kcal·mol-1). In this case, the reference 
associative values of the tetraalkylammonium chloride have been minimally rescaled from 




õ6 /]6 = 3384 K and |ôö,;;õ6  = 2100 Å3 to tôö,;;õ6 /]6 = 3500 K and |ôö,;;õ6  = 2000 Å3 to be 
consistent with the difference in relative interactions between [P3,3,3,3][Cl] and [N3,3,3,3][Cl].  
On the other hand, the anions interact with the CH atom between the two N of [C4mim]+, and 
their equilibrium geometries differ from the [P3,3,3,3][X] ILs due to the lower steric hindrance of 
the small cation. For example, [NTF2]- interacts with [C4mim]+ through its N atom, whereas it 
binds to the central P atom of [P3,3,3,3]+ through its SO2 groups. The difference between both cations 
is also reflected in the calculated DFT interaction energies, where phosphonium-based ILs exhibit 










Figure 3.24. Equilibrium geometries of the three [P3,3,3,3][X] ILs and their reference counterparts 
optimized via DFT. The distance between the cation/anion interaction regions is also depicted in 
each geometry. 
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∆k values 4.4 % and 6.4 % lower than [C4mim][NTf2] and [C4mim][DCA], respectively. Similarly 
to the first IL, the associative strengths have been rescaled according to the DFT relative difference: 
the value of tôö,;;õ6 /]6 = 3450 K for [C4mim][NTf2] reduces to tôö,;;õ6 /]6 = 3300 K for 
[P3,3,3,3][NTf2] and the value of tôö,;;õ6 /]6 = 3850 K for [C4mim][DCA] becomes  
tôö,;;
õ6 /]6 = 3600 K for [P3,3,3,3][DCA]. The equilibrium distances among the [P3,3,3,3][X] ILs is 
approximately a 20 % longer than in [C4mim][X] due to the difference in steric hindrances. To that 
end the volumes of association have been increased by a 20 % in consistency to the relative DFT 
equilibrium distances (i.e., the value of |ôö,;;õ6  = 2250 Å3 for [C4mim][NTf2] increases to  
|ôö,;;
õ6  = 2700 Å3 for [P3,3,3,3][NTf2] and the value of |ôö,;;õ6  = 2450 Å3 for [C4mim][DCA] increases 
to |ôö,;;õ6  = 3000 Å3 for [P3,3,3,3][DCA]).  
After deriving the associative values (i.e.,	tôö,;;õ6  and |ôö,;;õ6 ) of the three ILs, the ò;, u;; and t;; 
parameters have been fitted to reproduce their densities at different pressure and temperature 
conditions (i.e., from 303 K to 333 K and 2 atm to 650 atm). Although soft-SAFT EoS is usually 
adjusted to reproduce VLE curves, ILs present negligible vapor pressures, so only densities are 
available for the fitting. The experimentally measured densities (û) have been obtained from the 
work of Esperança et al.,122 and Tomé et al.,132 The fitted parameters for all the molecules 
considered in this work are compiled in Table 3.10. The order of the chain length parameter (ò;) 
obtained is directly proportional to the size of the anions, being [P6,6,6,14][NTf2] the largest modeled 
IL, followed by [P6,6,6,14][DCA] and finally, [P6,6,6,14][Cl]. On the other hand, the cation is large 
enough to yield very similar adjusted segment diameters (u;;) for the three ILs, so they have been 
fixed to the average value of 4.323 Å. Finally, the dispersive energies (t;;) also give very similar 
values in all the studied ILs, ranged as [P6,6,6,14][Cl]- > [P6,6,6,14][DCA]- > [P6,6,6,14][NTf2]-. These 
results show that anions modify noticeably the chain length and associative schemes of the 
modeled ILs, whereas the segment diameters and dispersive energies are almost entirely due to the 
Table 3.9. Cation/anion interaction energies (∆k) and equilibrium distances (ù) of the three 
phosphonium-based ILs along with the three references obtained through DFT calculations. The 














∆k / kcal·mol-1 -87.0 -86.4 -69.0 -72.2 -73.3 -78.3 
ù / Å 3.46 3.63 3.58, 4.60 3.01 4.05, 4.18 3.17, 3.57 
tôö,;;
õ6 /]6 / K 3500 3384 3300 3450 3600 3850 
|ôö,;;
õ6  / Å3 2000 2100 2700 2250 3000 2450 
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cation. When comparing the obtained parameters with other ILs already modeled with  
soft-SAFT,116–118,125,142 one can see that [P6,6,6,14][X] ILs generally exhibit larger values of ò; due 
to their longer chains. They also have larger values of u;;, because the effect on the ramifications 
around the central P atom was captured with an increase of the average segment diameter. And 
finally, they have lower t;; values because the cation has very long aliphatic chains, who weakly 
interact with other species.  
The parameters for gas molecules were obtained from previous soft-SAFT works.118 In this 
model CO2 does not bear any associative site, but its quadrupole is considered by adding an 
additional .üTn&U term to the soft-SAFT EoS. This term depends on the quadrupole moment of the 
molecule (†) that can be calculated through the experimental quadrupolar moment (†HVü) and the 
fraction of segments of the chain that contains the quadrupole (áü), such as: † = †HVüáü. On the 
other hand, the dipole moment of SO2 is modeled through two associative sites (i.e., a [+] and a 
[−] sites). According to the previous definition, [+] sites can interact with [−], and vice versa, 
creating dipole-dipole associations. Notice that SO2 sites can also interact with IL sites. The mixing 
rules for gas-IL associative energies and volumes follow the common Lorentz-Berthelot rules, as 
detailed in eq. 2.72 and eq. 2.73  
The combination of models and parameters obtained are able to fit very accurately the density 
at different pressures and temperatures (Figure 3.25), giving average absolute deviations (AAD%) 
lower than 0.05 % in all the modeled ILs. There are some P/T conditions where experimental data 
were not measured in the abovementioned works; in these situations, the results from soft-SAFT 
EoS complement it.  
Table 3.10. Soft-SAFT parameters for all species used in this thesis. The parameters of ILs are fitted 
to experimental density data at temperatures between 303 K and 333 K and pressures between 2 atm 
and 650 atm.122,132 The parameters of gas molecules are obtained from previous works.118  
 ò; u;; / Å t;;/]6 / K tôö,;;õ6 /]6 / K |ôö,;;õ6  / Å3 N of sites (1) 
[P6,6,6,14][Cl] 11.231 4.323 386.25 3500 2000 1+0 
[P6,6,6,14][NTf2] 13.773 4.323 369.39 3300 2700 1+2 
[P6,6,6,14][DCA] 11.836 4.323 379.86 3600 3000 1+2 
CO2 (2) 1.571 3.184 160.2 - - - 
SO2 2.444 2.861 228.3 1130 601 2 
1 The number of sites for ILs is separated into dual sites plus negative sites. SO2 is modeled with 
both a positive and a negative charged site to reproduce its dipole. 
2 Two additional parameters are used to account for the quadrupolar moment of CO2:  
†HVü = 4.4e-40 and áü = 1/3. 
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Three other pure IL properties have been calculated to validate the soft-SAFT models. First, 
the isothermal compressibilities (°b) have also been predicted from the variation of the density 
with pressure according to eq. 3.17. All the studied ILs, show reasonable agreement to 
experimental information (Figure 3.26), being [P6,6,6,14][NTf2] the compound with the highest °b 
followed by [P6,6,6,14][Cl] and [P6,6,6,14][DCA]. On the other hand, the thermal expansion 
coefficients (h¢) are obtained from the variation of the density with temperature as described in 
eq. 3.18.  
 
Figure 3.25. Predicted IL densities (ρ) at different pressures and temperatures. Solid lines 
represent soft-SAFT EoS calculations, whereas dots refer to available experimental data.122,132 
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Figure 3.26. Predicted isothermal compressibilities (κ•) and thermal expansion coefficients (αß) 
of the three pure ILs at different pressures and temperatures. Solid lines represent the soft-SAFT 
calculations, whereas dots refer to available experimental data.122,132 
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The soft-SAFT EoS predicts a weak temperature dependence for all studied ILs (Figure 3.26). 
Additionally, the obtained results are in good agreement with experimental information on 
[P6,6,6,14][Cl] and [P6,6,6,14][DCA].122,132 The calculated values of [P6,6,6,14][NTf2] present higher 
deviations from the experimental results of Esperança et al.122 In this case, soft-SAFT EoS only 
captures a qualitative higher h¢ value but not its temperature dependence. Additionally, higher 
values of h¢ are predicted to be at higher temperatures, whereas the experimental trend is the 
opposite. This behavior is also observed in other modeling works with associative fluids modeled 
by soft-SAFT EoS, where the temperature dependence in h¢ shows an inversion point at a certain 
pressure.146 This inversion is very sensitive to the chosen molecular parameters and, in some 
situations, it can be only qualitatively reproduced.  
Finally, the surface tensions (j) have been calculated throughout soft-SAFT EoS coupled to 
the density gradient theory (DGT).147,148 This theory applies an inhomogeneous corrective term to 
the local Helmholtz energy density e~(û) to obtain the energy of an inhomogeneous fluid. The 
correction assumes a planar interface and depends on the local density and the so-called influence 
parameter (g;î). If the temperature dependence on g;î is neglected, the surface tension within the 
soft-SAFT EoS/DGT framework can be written as a function of the chemical potential and 
















Influence parameters were fitted to the experimental values of Kilaru et al.,149 and the obtained 
values are collected in Table 3.11. Then, the temperature dependence on the surface tension for 
[P6,6,6,14][Cl], [P6,6,6,14][NTf2] and [P6,6,6,14][DCA] is shown in Figure 3.27, where it can be seen the 
accurate reproduction obtained by soft-SAFT/DGT, further validating the model. According to 
soft-SAFT results, all values lie close to each other around 33 mN·m-1 and 35 mN·m-1 at 300 K 
and decrease with temperature with a similar slope, being [P6,6,6,14][DCA] the IL with higher 
surface tension, followed by [P6,6,6,14][Cl] and finally, [P6,6,6,14][NTf2].  
 
Table 3.11. Temperature independent influence parameters g;î adjusted to calculate the surface 
tension of the three studied ILs. 
IL [P6,6,6,14][Cl] [P6,6,6,14][NTf2] [P6,6,6,14][DCA] 
g;î / J·m5·mol-2 8.998e-18 1.275e-17 1.000e-17 





3.4.2 Binary Absorption Isotherms from soft-SAFT EoS and COSMO-RS  
 
The previous results show that soft-SAFT EoS is capable of reproducing general 
thermophysical data of the three tetraakylphosphonium ILs. Then, the prediction of CO2 and SO2 
absorption isotherms is carried out by both, soft-SAFT EoS and COSMO-RS. The former does not 
only require experimental data to fit and validate pure IL parameters, but also need to fit gas/IL 
binary interaction parameters (i.e., ≤;î in eq. 2.35). On the other hand, the latter uses only the 
previously calculated u-profiles to predict binary solubility data.  
Six binary ≤;î values are necessary to reproduce the desired gas/IL interactions with  
soft-SAFT EoS (i.e., 2 gases in 3 ILs). To that end, experimental isotherms of CO2 in [P6,6,6,14][Cl], 
[P6,6,6,14][NTf2] and [P6,6,6,14][DCA] are used to fit three of them explicitly. The parameters  
obtained are ≤≥¥r,[¢µ,µ,µ,∂∑][≥n] = 0.940, ≤≥¥r,[¢µ,µ,µ,∂∑][∏bπr] = 0.932 and ≤≥¥r,[¢µ,µ,µ,∂∑][∫≥5] = 0.917, 
which are comparable to other ILs already modeled with soft-SAFT EoS  
(e.g., ≤≥¥r,[∏∑,∑,∑,∑][≥n] = 0.947 
125 or ≤≥¥r,[≥∑-;-][∏bπr] = 0.972 
142). Similarly, the three SO2/IL 
binary parameters are also required to study their absorption properties. Unfortunately, there  
are no available experimental absorption isotherms of this contaminant in any of the three  
studied ILs. For this reason, the ≤à¥r,[¢µ,µ,µ,∂∑][ª] parameters are derived from similar  
systems. Specifically, Ojeda et al.,125 studied the absorption of CO2 and SO2  
in tetraalkylammonium-based ILs and proposed values of ≤;î = 0.947 and ≤;î = 0.880 for  
both gases, respectively. As tetraalkylammonium and tetraalkylphosphonium-based ILs  
 
Figure 3.27. Predicted soft-SAFT surface tension (Solid lines) for the three ILs in comparison 
with available experimental data (dots) of Kilaru et al.149  
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have similar chemical structures, it is assumed that the ≤;î difference in changing the gas  
from CO2 to SO2 will not depend significantly on the IL. Within this approximation, all of  
the SO2/IL binary interaction parameters have been approximated by the relationship in  
eq. 3.20. Finally, an additional ≤≥¥r/à¥r = 1.065 parameter is used to account for the  
binary interaction of CO2 with SO2. The latter parameter is only used when modelling  
ternary mixtures containing CO2, SO2 and IL simultaneously, and has been obtained from  
the previous work of Llovell et al.117 All the parameters mentioned are compiled in  
Table 3.12. 
After obtaining the binary interaction parameters, the absorption isotherms are computed  
by both, soft-SAFT EoS and COSMO-RS (Figure 3.28). According to soft-SAFT,  
[P6,6,6,14][NTf2] exhibits the highest absorption uptake followed by [P6,6,6,14][Cl]  
and [P6,6,6,14][DCA]. This result is in agreement with previous works that state that [NTf2] is  
an anion that favors CO2 capture.150 Additionally, soft-SAFT EoS is also capable of  
reproducing the overall shape of the absorption isotherms with a single temperature  
independent binary interaction parameter. On the other hand, COSMO-RS does not seem to  
give such a good description of the absorption isotherms because all ILs yield similar uptakes  
in the studied pressure/temperature range. Additionally, COSMO-RS seems to overestimate  
the solubility of gases at high pressures, presenting higher saturation points for all ILs except  
for [P6,6,6,14][NTf2]. 
 
≤à¥r,[¢µ,µ,µ,∂∑][ª] = (0.947 / 0.880) ≤≥¥r,[¢µ,µ,µ,∂∑][ª] 3.20 
 
Figure 3.28 also contains a magnification of the low-pressure/composition region within  
each plot. Thanks to that magnification, it can be seen that in some cases soft-SAFT EoS is  
unable to reproduce the adequate temperature dependence on the low-pressure absorption 
 
Table 3.12. All binary interaction parameters used in this work. The gas/IL parameters have been 
explicitly fitted, while gas/gas ≤ are obtained from Llovell et al.117 
j species ≤≥¥r,î ≤à¥r,î 
[P6,6,6,14][Cl] 0.940 0.873 
[P6,6,6,14][NTf2] 0.932 0.866 
[P6,6,6,14][DCA] 0.917 0.852 
CO2 - 1.065 
SO2 1.065 - 
Section 3.4 – CO2 Separation in Phosphonium-Based Ionic Liquids 
 
103 
isotherms. In fact, the EoS was fitted to reproduce the properties of ILs in a wide range of  
pressures and temperatures, so it is capable of capturing the overall shape of the isotherm at  
the cost of larger deviations in the low-pressure region.  
On the other hand, COSMO-RS reproduces fairly well the correct shape and temperature 
dependence of the absorption isotherms in this region, without needing to fit any  
adjustable parameters. In some situations, COSMO-RS even yields better estimates for  
 
Figure 3.28. CO2 absorption isotherms calculated with soft-SAFT EoS (left) and COSMO-RS 
(right) in the three studied ILs. Experimental data are shown in dots,122,132 and the low-
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some absorption isotherms at low pressures than soft-SAFT EoS. Notice that soft-SAFT EoS  
could be fitted to reproduce low-pressure absorption isotherms and outperform COSMO-RS. 
However, the latter does not require any adjustable parameter to capture the  
low-pressure absorption properties (i.e., it only needs the sigma profile from a DFT calculation, 
and the general purpose fitted parameters already included in the model). This fact  
makes COSMO-RS a very appealing tool to work in a framework where soft-SAFT reproduces 
medium and high-pressure absorption data, whereas COSMO-RS provides low-pressure 
information.  
The absorption of SO2 in the three ILs is predicted by both methods and compiled in  
Figure 3.29. The strong dipole moment of SO2 interacts strongly with all ILs, giving significantly 
larger uptakes for this gas than for CO2. The soft-SAFT EoS predicts the highest SO2 absorption 
with [P6,6,6,14][NTf2] and [P6,6,6,14][Cl], followed by [P6,6,6,14][DCA]. On the other hand,  
COSMO-RS predicts similar SO2 absorptions for either [P6,6,6,14][Cl], [P6,6,6,14][DCA] and 
[P6,6,6,14][NTf2], Similarly to CO2, COSMO-RS seems to overestimate the SO2 absorption for all 
of the ILs at high pressures.  
When comparing the two gas solubilities, it can be seen that absorption isotherms exhibit  
an almost linear behavior up to uptakes close to a molar fraction of 1; = 0.3 - 0.4. For the case  
of CO2, the linear region holds until approximately 10 atm regardless of the IL, whereas SO2  
loses the linear regime at pressures close to 1 atm. This implies that SO2 has a much  
stronger absorption onto phosphonium-based ILs than CO2, which will not allow them  
to selectively capture CO2 unless the partial pressure of the pollutant is significantly  
small. A similar behavior was seen in the previous studies on Mg-MOF-74, where SO2 could  
easily poison the adsorbent, preventing it to capture CO2. It is worth noticing that, although  
ILs generally show lower absorption capacities than microporous materials, their regenerability  
is significantly higher. In fact, according to the calculated isotherms, CO2 can almost be  
completely released from the phosphonium-based ILs at atmospheric pressure. On the other  
hand, SO2 exhibits a significantly large uptake in all ILs at 1 atm but it can be released by  
heating the solvent from 303 K to 363 K. It is also recommended to create a mild vacuum  
(i.e., 0.1 atm) after capturing SO2, to regenerate the IL almost completely. This feature opens  
the possibility of using ILs for CO2 separation by either capturing CO2 or SO2, which is a  
hardly applicable practice with Mg-MOF-74 due to its inability to release the adsorbed  
SO2. 
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To evaluate the absorption affinity of both gas molecules into the three ILs, the enthalpy of 
dissolution (Δ2;<;D), the entropy of dissolution (Δ);<;D), and the Henry’s coefficients (2;) have been 
obtained. First, the Clausius-Clapeyron equation (eq. 3.4) has been used to calculate the enthalpy 
of dissolution of the two gases in all ILs. The effect of the uptake has been evaluated by the 
calculation of the Δ2;<;D at infinite dilution (i.e., 1; = 10-3) and at high gas concentration  
(i.e., 1; = 0.75) to compare with other CO2 capture technologies (Table 3.13). According to  
 
Figure 3.29. SO2 absorption isotherms calculated with soft-SAFT EoS (left) and COSMO-RS 
(right) in the three studied ILs. Experimental data are not available for these systems, so it is 
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soft-SAFT EoS, CO2 in all ILs has an infinitely diluted enthalpy of dissolution close to  
-10 kJ·mol-1, that increases to -12/-13 kJ·mol-1 at higher CO2 concentrations. Otherwise, SO2 has 
more negative Δ2;<;D values, presenting infinite dilution values close to -24 kJ·mol-1 for all ILs that 
almost do not change with concentration (i.e., it decreases from -24 kJ·mol-1 at 1; = 10-3 to  
-23 kJ·mol-1 at 1; = 0.75). Contrarily, COSMO-RS gives Δ2;<;D values close to -14 kJ·mol-1 for 
[P6,6,6,14][Cl] and [P6,6,6,14][NTf2] at 1; = 10-3, which are reduced to -12.5 kJ·mol-1 at 1; = 0.75. The 
COSMO-RS values obtained for CO2 in [P6,6,6,14][DCA] are in good agreement with soft-SAFT 
values at both infinite dilution and high gas concentration. Finally, COSMO-RS predicts SO2 
enthalpies of absorption around -19/-20 kJ·mol-1 at 1; = 10-3 that increase to -22/-23 kJ·mol-1 at  
1; = 0.75. Both, soft-SAFT and COSMO-RS are in good agreement among each other, especially 
in the high concentration regime (i.e., around 1 kJ·mol-1 difference), and slightly less in the infinite 
dilution region (i.e., around 4 kJ·mol-1).  
From the obtained results, one can see that the enthalpies of dissolution of CO2 in all ILs range 
from -10 kJ·mol-1 to -14 kJ·mol-1. These values are significantly lower (i.e., in absolute value) than 
the heats of adsorption of microporous materials such as Mg-MOF-74 (i.e., -44.7 kJ·mol-1) or 
Faujasites with low Si/Al ratio (i.e., -44.0 kJ·mol-1 for NaX). In fact, the obtained enthalpy is 
similar to the isosteric heat of the DAY Faujasite (i.e., -14.0 kJ·mol-1), which did not exhibit 
relevant interactions with CO2. Fortunately, the SO2 enthalpy of absorption in all ILs range from  
Table 3.13. Enthalpies and entropies of dissolution at low (1; = 10-3) and high (1; = 0.75) molar 
fractions of CO2 and SO2.	
 	  Δ2;<;D / kJ·mol-1	 Δ);<;D / J·(mol·K)-1	







Diluted -11.5 -24.4 -34.6 -73.6 
Concentrated -13.1 -23.0 -39.6 -69.4 
[P6,6,6,14][NTf2] 
Diluted -10.6 -23.9 -31.6 -71.0 
Concentrated -12.1 -23.0 -36.2 -68.4 
[P6,6,6,14][DCA] 
Diluted -10.7 -24.1 -32.2 -72.6 







Diluted -14.1 -18.6 -42.7 -56.0 
Concentrated -12.7 -22.7 -38.3 -68.6 
[P6,6,6,14][NTf2] 
Diluted -13.9 -19.7 -42.0 -59.4 
Concentrated -12.5 -22.1 -37.8 -66.6 
[P6,6,6,14][DCA] 
Diluted -11.5 -20.5 -34.8 -61.7 
Concentrated -12.6 -22.6 -37.9 -68.1 
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-20 kJ·mol-1 to -24 kJ·mol-1. If the Δ2;<;D of SO2 was significantly larger (e.g., between  
-52.8 kJ·mol-1 and -82.5 kJ·mol-1 obtained from the IDJ values of Figure 3.16 for Mg-MOF-74), 
the separation technology would become poisoned by SO2 preventing it to capture any additional 
gas. However, this interaction is relatively weak, which supports the possibility of desorbing SO2 
to recover the solvent. 
Similarly to Δ2;<;D, the entropy of dissolution can be calculated from the temperature 
dependence of the absorption isotherms (eq. 3.21). The obtained results at infinite dilution and 
high concentration are also compiled in Table 3.13. It can be seen again how soft-SAFT and 
COSMO-RS agree within 2 J·(mol·K) -1 in the high-concentration Δ);<;D values for [P6,6,6,14][Cl], 
[P6,6,6,14][NTf2] and [P6,6,6,14][DCA]. On the other hand, infinite dilution values agree for 
[P6,6,6,14][DCA] in less than 4 J·(mol·K) -1, whereas [P6,6,6,14][Cl] and [P6,6,6,14][NTf2] give higher 
deviations (i.e., 8-10 J·(mol·K) -1). The obtained results show that both gases lose entropy upon 
absorption, and SO2 loses almost the double than CO2. 
 
Δ);







The Henry’s coefficients have been obtained from the slope of the absorption isotherms at very 
low pressure for both methods (Table 3.14). When comparing the CO2/IL Henry’s coefficients 
predicted by soft-SAFT EoS and COSMO-RS, it can be seen that [P6,6,6,14][DCA] is well described 
regardless the method used. Also, the value of [P6,6,6,14][Cl] is slightly higher than the experimental 
 
Table 3.14. CO2/IL and SO2/IL Henry’s coefficients in the three studied ILs in comparison to the 
available experimental values for CO2 as a function of temperature. 
  2≥¥r
HVü × 10º / atm-1 2≥¥r × 10
º / atm-1 2à¥r × 10
º /atm-1 





 [P6,6,6,14][Cl] 33 ± 2 121 37 26 19 1000 400 204 
[P6,6,6,14][NTf2] 30 ± 6 151 49 32 24 1250 476 238 





S [P6,6,6,14][Cl] 33 ± 2 121 39 25 16 1000 500 286 
[P6,6,6,14][NTf2] 30 ± 6 151 36 23 14 588 270 161 
[P6,6,6,14][DCA] 34 ± 4 151 36 23 16 833 370 208 
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2≥¥r for both techniques. Notice also that [P6,6,6,14][NTf2] is significantly overestimated by soft-
SAFT EoS but not by COSMO-RS. It was previously seen how COSMO-RS provided a reasonably 
good description in the low-pressure absorption isotherms, and it is now seen again in the 
prediction of Henry’s coefficients. A comparison of the obtained CO2/IL Henry’s coefficients with 
other families of ILs studied in the bibliography, reveals that tetraalkylphosphonium ILs have large 
2≥¥r, which implies that these ILs have a significantly large affinity for CO2. Some examples to 
compare are [C4mim][PF6] 152 with a value of 2≥¥r × 10
º = 18 atm-1, [C4mim][BF4] 153 with a 
value of 2≥¥r × 10
º = 16 atm-1 or [C2mim][DCA] 154 with 2≥¥r × 10
º = 10 atm-1. In fact, some 
of the ILs with the highest CO2 affinity have Henry’s coefficients in the same order than the studied 
[P6,6,6,14][X] ILs. Some examples are [Cnmim][NTf2] 155,156 with n = 2, 4 and 6 that have values of 
2≥¥r × 10
º = 25 atm-1, 27 atm-1 and 29 atm-1, respectively. 
Regarding SO2, the values of 2à¥r are significantly higher than 2≥¥r, denoting its  
higher affinity towards the three ILs. The increase of temperature from 303 K to 333 K reduce  
the Henry’s coefficients of CO2 in all IL by approximately a 30-35 %, whereas in the case of  
SO2 they are reduced by a 55-60 %. Similarly, the values of 2≥¥r and 2à¥rare reduced by a  
45-60 % and a 70-80 % respectively, when increasing the temperature from 303 K to 363 K.  
High temperatures induce larger penalties in SO2 absorption than CO2 due to the higher Δ);<;D  
of SO2. This effect is also reflected in the selectivity values obtained from the ratio of  
Henry’s coefficients (Table 3.15). According to the results obtained, SO2 absorbs between 15  
and 25 times more than CO2 in the ILs at 303 K. The increase of temperature reduces the  
selectivity of the material towards SO2, dropping its selectivity a 55-60 % according to  
soft-SAFT EoS or a 30-40 % according to COSMO-RS. This favors CO2 capture, but  
 
Table 3.15. SO2/CO2 selectivity values obtained for the three studied ILs as a function of 
temperature.  
  )à¥r/≥¥r 





 [P6,6,6,14][Cl] 27.10 15.24 10.9 
[P6,6,6,14][NTf2] 25.75 14.67 9.93 





S [P6,6,6,14][Cl] 25.40 20.25 18.40 
[P6,6,6,14][NTf2] 16.53 11.92 11.21 
[P6,6,6,14][DCA] 23.17 16.37 13.13 
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the selectivity of all ILs towards SO2 is still between 10 and 20 times higher than CO2 at  
363 K. 
 
3.4.3 Ternary Absorption Isotherms from soft-SAFT EoS 
 
The selectivity of ILs towards CO2 and SO2 have been evaluated also in a ternary mixture to 
determine the effect of pressure and competition between both species. Ternary diagrams have 
been built at the temperature of 333 K and pressures between 1 atm and 40 atm to model common 
post-combustion conditions (Figure 3.30). It was previously shown by Llovell et al.,117 that soft-
SAFT is capable of reproducing the VLE of a binary mixture of CO2 and SO2, which validates the 
≤≥¥r/à¥r value. The results of Llovell et al., also shown that the VLE region of the gas mixture is 
located at pressures higher than 10 atm at 333 K. This is also seen in the calculated ternary 
diagrams, where the coexistence lines reach the binary CO2/SO2 mixture axis at pressures between 
10 atm and 20 atm for all ILs. From the coexistence lines, one can see that [P6,6,6,14][NTf2] is the 
IL with the largest liquid region (i.e., the area close to the IL axis), which means that it has the 
largest absorption capacity of the three ILs for a mixture of SO2/CO2 gas. Additionally, the 
coexistence line is positioned more to the right than the other ILs, denoting a higher CO2 capacity. 
Finally, [P6,6,6,14][Cl] and [P6,6,6,14][DCA] have a very similar behavior and slightly lower capacities 
than [P6,6,6,14][NTf2].  
Three different CO2/SO2 gas mixtures have been selected, with different compositions, to 
evaluate the CO2 and SO2 selectivity of the ILs at mixture conditions: first, a gas with a 99.9 % of 
CO2 and a 0.1 % of SO2, second, with a 90 % of CO2 and a 10 % of SO2, and third, an equimolar 
gas mixture (i.e., 50 % of CO2 and 50 % of SO2). The two former concentrations simulate flue 
gases with higher amounts of CO2 than SO2, which is the common case in flue gas mixtures, 
whereas the latter composition represents the hypothetical situation where both gases are at the 
same conditions.  
The selectivity values obtained by eq. 3.2 at low pressures (i.e., at 1 atm or 5 atm) are 
comparable to the ones obtained by the ratio of Henry’s coefficients and are compiled in Table 
3.16. Additionally, the IL selectivity is not strongly dependent on the CO2/SO2 ratio of the gas 
mixture. On the other hand, the increase of pressure up to 40 atm reduces the SO2 selectivity with 
respect CO2 by approximately a 25-30 %. However, all ILs are between 8 and 11 times more 
selective towards SO2 than for CO2 at 40 atm, which still prevents separation via CO2 capture. 
Otherwise, if separation is performed via SO2 capture, low pressures and temperatures should be  
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used to enhance the selectivity of the IL towards SO2. Also, the most SO2 selective IL  
(i.e., the [P6,6,6,14][Cl]) should be used to optimize the separation process by capturing the  
highest amount of SO2 possible. 
 
 
Figure 3.30. CO2/SO2/IL ternary absorption diagrams for all studied ILs of this work at 333 K 
predicted by soft-SAFT EoS. The coexistence VLE curves at a fixed temperature and pressure 
are represented in solid lines from 1 atm to 40 atm. Additionally, a qualitative ternary diagram 
is also included for better understanding of the phase equilibria regions. The dots correspond to 
liquid and vapor phases at 20 atm at equilibrium for three different flue gas compositions  
(i.e., 99.9 % / 0.1 %, 90 % / 10 % and 50 % / 50 % of CO2/SO2). 
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3.4.4 Summary and Conclusions  
 
In this part of the thesis two different thermodynamic fluid theories (i.e., soft-SAFT EoS and 
COSMO-RS) have been used to describe the thermophysical properties of three phosphonium-
based ILs and their CO2 and SO2 absorption capabilities. Accurate associative models for soft-
SAFT EoS have been derived from the combination of DFT interaction energies and 
ADF/COSMO u-profiles. It was shown that the selected coarse-grained models permitted a 
reasonably good reproduction of pure IL properties by soft-SAFT EoS, validating them 
accordingly.  
Binary absorption isotherms have been built with soft-SAFT EoS and COSMO-RS. The results 
obtained suggest that COSMO-RS is a suitable tool to reproduce the low-pressure/composition 
region of the absorption isotherms, obtaining good estimates for the Henry’s coefficients and 
selectivity values. Notice that COSMO-RS is, in practice, a predictive method and it does not 
require any previous experimental data to use it. On the other hand, soft-SAFT EoS is capable of 
reproducing the overall shape of the absorption isotherms significantly better than COSMO-RS 
but requires adjusting binary interaction parameters. Additionally, in this thesis, soft-SAFT EoS 
was fitted to reproduce the isotherms in a wide range of pressures with a single temperature 
independent binary interaction parameter, so the accurate description of the low-
Table 3.16. Selectivity of CO2 and SO2 in the tree ILs obtained from ternary diagrams. The 
results are obtained with soft-SAFT EoS at 333 K at different flue gas compositions and 
pressures.	
  )à¥r/≥¥r 












2 [P6,6,6,14][Cl] - 14.59 14.00 12.92 11.01 
[P6,6,6,14][NTf2] - 13.04 12.53 11.61 9.95 










2 [P6,6,6,14][Cl] 15.00 14.27 13.51 12.28 10.44 
[P6,6,6,14][NTf2] 13.41 12.83 11.20 11.16 9.54 










2 [P6,6,6,14][Cl] 14.71 13.36 12.27 11.09 - 
[P6,6,6,14][NTf2] 13.21 12.16 11.29 10.32 - 
[P6,6,6,14][DCA] 13.52 12.43 11.50 10.33 - 
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pressure/composition region can be compromised. For this reason, it seems that a good working 
procedure to obtain gas/IL absorption properties could be to use COSMO-RS at low pressures to 
predict Henry’s coefficients and use soft-SAFT EoS to obtain high-pressure absorption isotherms. 
The three studied solvents have a significantly high CO2 affinity in comparison to many other 
ILs, but their higher selectivity for SO2 hampers the CO2 capture and separation. If the 
concentration of SO2 in the flue gas mixture is very small, they can be used to capture CO2 at high 
pressures and entirely recover the solvent reducing the pressure to 1 atm. However, if the 
concentration of SO2 is large, it will absorb preferentially in any IL, recovering an impure CO2 
gas. In this situation it can be beneficial to separate the CO2 by capturing the pollutant with the 
most SO2 selective IL (i.e., [P6,6,6,14][Cl]). This practice can be carried out because SO2 is not 
interacting strong enough with the solvent to effectively poison it, making the recovery step 
feasible. If the post-combustion flue gas is treated with an IL at relatively low temperatures and 
atmospheric pressures, the mixture will have its SO2 stripped, letting only a CO2/N2/O2 mixture, 
which can be separated in a sequential step to recover CO2 in absence of SO2.  
 
3.5 Summary and General Conclusions
 
Three different materials were studied with computational models and methods to evaluate 
their suitability for CO2 capture and separation from post-combustion flue gases. In Section 3.2 a 
set of Zeolites of the Faujasite family were evaluated to separate CO2 from a flue gas, which also 
contained N2 and O2. To have a wide understanding of these kinds of systems two different 
techniques were applied: (i) DFT calculations to analyze the most fundamental interactions 
between gas molecules and the material and (ii) GCMC calculations to obtain collective properties 
such as equilibrium adsorption isotherms as a function of pressure and temperature.  
From DFT it was seen that there are three main adsorption sites in the Faujasite framework: 
the main pore walls, the sodalite cages and the extra-framework cations. Even though the sodalite 
cage is a relatively favorable site, as seen by its high interaction energies, the diffusion of gas 
molecules from the main pore to the sodalite cages is strongly hindered by large energy barriers, 
in practice limiting the adsorption to the main pores. In fact, the extra-framework cations are 
usually located at the entrances of sodalite cages potentially making the diffusion harder. On the 
other hand, the walls of the main pores are not very strongly interacting sites, as revealed by the 
low interaction energies for all gas molecules. Finally, the extra-framework cations have very 
localized charges that can strongly interact with polar gas molecules (i.e., either dipolar or 
quadrupolar), increasing their adsorption energies significantly. In the case of the studied 
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Faujasites, these are the most stable sites for CO2 adsorption. Other less polar gases, such as N2 
and O2 do not interact with cations as strongly as CO2, which allows a very selective separation. 
From GCMC simulations it was possible to build adsorption isotherms of pure CO2, N2, O2 
and a ternary gas mixture. The results obtained confirmed the DFT conclusions, showing isosteric 
heats in good agreement with the DFT interaction energies and higher adsorption for CO2 than for 
other gases. Also, the preferential adsorption upon the extra-framework cations allowed the 
structures to saturate at significantly lower pressures and to be more selective towards CO2 capture. 
However, from GCMC it was concluded that the increase of affinity comes at the cost of reducing 
the total adsorption volume and saturation uptake of the framework. For this reason, depending on 
the type of swing adsorption process selected for CO2 recovery it could be more efficient to use 
structures with different Si/Al ratio. For example, in a PSA at [10 atm/1 atm] of 
adsorption/desorption pressure, the structure that recovers higher amount of CO2 per kg and cycle 
is the Si/Al = 7, whereas if an VSA process with [1 atm/0.1 atm] of adsorption/desorption pressure, 
the most efficient structure would be the Si/Al = 3. Both structures yield similar purities compared 
to the reference NaX Faujasite, but with higher working capacities. 
After this study, in Section 3.3 the CO2 separation with Mg-MOF-74 from a mixture with N2 
and SO2 is evaluated. The O2 was no longer considered in the post-combustion flue gas mixtures 
because it behaved similarly to N2. To that end, the % of O2 was transferred to N2 to model the less 
polar fraction of the flue gas and SO2 was added in its place. In this section the CO2 adsorption 
capacity of Mg-MOF-74 was evaluated along with the negative effect produced by the presence of 
SO2 as a pollutant in the CO2/N2/SO2 flue gas.  
Similarly to the first study, DFT calculations were performed to understand the main 
fundamental interactions that allow Mg-MOF-74 to effectively capture CO2. From the results 
obtained, two main adsorption sites were located: (i) the metal site and (ii) the linker site. The 
interaction energies of gas molecules at the metal site are significantly strong for molecules of 
higher polarity, that is SO2 > CO2 > N2. In fact, CO2 exhibits even stronger adsorption energies 
into the Mg-MOF-74 metal sites than in the Faujasite extra-framework cations. However, it also 
has very strong adsorption for SO2 (i.e., almost doubling CO2), which can poison the metal sites 
preventing CO2 capture. The secondary site is a weak linker that, in principle, does not favor the 
adsorption of SO2 in front of CO2. The inclusion of gas-gas lateral interactions (i.e., the effect of 
the coverage) have a relatively weak effect in CO2 adsorption but it increases dramatically the 
adsorption of SO2 into the linker sites. 
The lack of accurate force fields to reproduce the SO2/MOF interactions forced to use a mean-
field thermodynamic fluid theory based on a dual-site Langmuir isotherm equation, where the 
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equilibrium constant was obtained by the combination of DFT calculations and statistical 
thermodynamics. This technique permitted the prediction of gas adsorption isotherms for pure 
CO2, N2, SO2 and several ternary gas mixtures with different SO2 content. As it was expected from 
DFT, SO2 is capable of saturating all Mg2+ metal sites at very low pressures, preventing any CO2 
adsorption. In fact, both the isosteric heats and Henry’s coefficients of pure SO2 in Mg-MOF-74 
point towards a large selectivity of the material towards SO2. The modeling of mixtures showed 
that at SO2 concentrations higher than 0.002 %, the purity of the adsorbed CO2 starts dropping due 
to SO2 adsorption. Fortunately, when SO2 adsorbs into the framework it cannot be easily desorbed, 
so the recovered CO2 still has a relatively high degree of purity and it has only a small fraction of 
N2. Notice that small amounts of SO2 can be handled depending on the swing adsorption cycle 
selected. In a VTSA (i.e., with [1 atm, 313 K/0.1 atm, 373 K] of adsorption/desorption pressure 
and temperature) the desorption step is very effective, recovering high amounts of CO2 but risking 
the desorption of SO2 that would contaminate the recovered mixture. Other cycles such as TSA 
(i.e., with [313 K/373 K] of adsorption/desorption temperature) or VSA (i.e., with [1 atm/0.1 atm] 
of adsorption/desorption pressure) have more mild regeneration steps, recovering less CO2 but 
allowing to work at higher SO2 content. However, it is important to eliminate the SO2 from the gas 
mixture because it has significant harmful effects on CO2 adsorption. 
A final CO2 separation technology was studied considering phosphonium-based ILs in Section 
3.4. The main advantage of ILs is that they are chemically stable liquid solvents that can be directly 
implemented as amine substitutes in the current separation by absorption. As SO2 is the main 
competitor for CO2 capture and separation, the gas mixture studied in this section only contained 
these two gases. Two different methods were applied simultaneously to study gas absorption in 
ILs (i.e., ADF/COSMO-RS and soft-SAFT EoS). First, DFT calculations with ADF/COSMO-RS 
were used as an aid to develop a representative coarse-grained model for soft-SAFT EoS. Then, 
absorption isotherms of pure CO2 and SO2 were obtained in a purely predictive way with COSMO-
RS. It was seen that COSMO-RS gives reasonable estimates of the absorption properties at the 
low-pressure/composition region without the need of fitting any parameter. Parallelly, soft-SAFT 
EoS was validated with pure IL thermophysical data and was then used to obtain pure CO2 and 
SO2 absorption isotherms for the three studied ILs. Only a single temperature independent 
parameter was enough to reproduce the overall shape of the absorption isotherms at the cost of a 
low-pressure/composition poorer description. To that end, COSMO-RS can be used to reproduce 
the low-pressure/composition region whereas soft-SAFT EoS can focus onto the absorption 
properties at higher pressures. 
The combined results obtained show that the studied ILs have relatively strong affinity for 
CO2, presenting high Henry’s coefficients comparable to some of the reference ILs for CO2 
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capture. The previously studied microporous materials exhibit higher affinity for polar gases than 
ILs. For example, the enthalpies of absorption in the three ILs are comparable to the interaction 
energies of the inefficient DAY Faujasite. At the light of these results, it seems a better option to 
use microporous materials instead of ILs to capture CO2. However, the three ILs have a higher 
affinity towards SO2 capture than CO2, which hampers the applicability of this technology. This 
conclusion is achieved from the calculated enthalpies of absorption, Henry’s coefficients, 
selectivity and absorption isotherms, where SO2 always surpasses CO2. Fortunately, the relatively 
weak gas/IL interactions are also reflected in an improved regenerability of the material, which 
potentially allows SO2 to be quantitatively desorbed from the liquid solvent. This feature opens the 
possibility of using ILs to separate CO2 by selective SO2 capture. Then, CO2 can be recovered in 
a future separation step while the IL can be regenerated desorbing the previously captured SO2. 
Compiling the results of the three studies, different CO2 separation setups can be proposed as 
a function of the nature of the flue gas mixture. Microporous materials excel in selective capture 
of CO2 via strong electrostatic interactions from their metal cations. However, they generally 
interact more strongly with dipolar molecules (e.g., SO2) than with molecules with quadrupolar 
moment (e.g., CO2). According to the obtained results, at very low % of SO2 microporous materials 
can still be used effectively. However, higher SO2 content totally poisons the structures and do not 
allow an effective CO2 separation. For these situations, ILs could be used to selectively capture 
SO2 and remove it from the flue gas. Then, a second separation stage could employ microporous 
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Oil/Water/Rock Wettability for Enhanced Oil 
Recovery 
 
According to the projections made by the Organization for Economic Cooperation and 
Development (OECD) and the International Energy Agency (IEA), the energy demand will be 
steadily increasing yearly by approximately a 1.6 % up to 2030.1,2 That increase has been 
successfully tackled by renewable and clean energy sources, even slightly reducing the demands 
of fossil fuels. However, the 2030 perspectives consider that fossil fuels will still be the source of 
the 80 % of the total energy produced in the near future. In fact, the highest demands are centered 
on the transport sector, where alternative energy sources (e.g., electric or hydrogen fuel cars) are 
still not widely implemented. To satisfy the high energy demand, fossil fuels still need to be 
extracted, while the energy generation efficiency is optimized. Specifically, the fossil fuels used to 
produce this 80 % of the energy can be divided into three main groups: (i) solid fuels (e.g., coal), 
which are still used in the 15-20 % of the total production, (ii) liquid fuels (e.g., petroleum), 
satisfying a 35-40 % of the energy demands, and (iii) gas fuels (e.g., propane, butane, etc.), who 
are responsible of the remaining 20-25 % needs. 
Both, gas and liquid fuels can be found in underground traps, either onshore or offshore, known 
as petroleum reservoirs. After the standard process of extraction, there is still a significantly large 
amount of crude oil that cannot be recovered, even with the best available technologies. For this 
reason, even though oil reservoirs are never entirely depleted, it is more economically viable to 
find new oil reservoirs than completing the exploitation of the already known ones. Unfortunately, 
the new reservoirs that are being discovered are located in hardly accessible regions,3 which require 
large economical investment to obtain the crude oil. For this reason, there is a large interest in 
improving the available technologies for oil recovery to make the extraction of currently known 
reservoirs economically viable. 
The work developed in this Chapter is part of a project carried out to understand the oil/water 
and oil/water/rock interfacial properties of different model crude oils in collaboration with the oil 
company REPSOL. The conclusions achieved during this part of the thesis can be mainly used to 
better understand the crude oil interfacial phenomena under different conditions.  
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4.1 Introduction to Oil Recovery 
 
Oil reservoirs are naturally created from a set of chemical reactions of organic matter in anoxic 
conditions through a long geological time.4 This organic matter, coming mostly from aquatic plants 
and dead animals, starts an oxygen driven decomposition at the floor of the sea. The fraction of 
matter that became buried before total decomposition becomes protected from oxygen by an earth 
layer. In fact, the oil reservoir precursor is a mud that contains inorganic matter, partially 
decomposed organic matter and water (i.e., also known as formation water). Throughout millions 
of years, Earth movements begin burring the sediment deeper underground, where temperature and 
pressure rise. At the first stages of the process, organic matter polymerizes onto a waxy and heavy 
compound known as kerogen. A cracking process starts when the kerogen is deeper enough to 
reach temperatures up to 90 ºC. During the cracking its bonds break homolitically creating radicals 
that undergo a series of chain reactions, yielding a final enormous mixture of organic compounds. 
The final mixture is currently known as crude oil, and it contains moieties with very different 
molecular weights and functional groups. Finally, for the oil to become trapped, there must be a 
thick impermeable layer of rock that seals the reservoir. These reservoirs can be relocated closer 
to the surface by earth movements and then drilled to produce crude oil. Recall that the precursor 
of crude oil was a mud, where organic matter was mixed with water and inorganic materials. This 
means that after the successive chemical reactions of the organic matter, the crude oil and the 
formation water, along with all the inorganic electrolytes in solution, are trapped in a matrix of 
microporous rocks. 
The crude oil, after all the successive reactions carried out during the timespan of its formation, 
has become a mixture of countless different species with different natures.5 In fact, the crude oil 
contains at the same time liquid, gaseous and solid organic compounds, which gives an idea of the 
range of different species present in a reservoir. Due its complex composition, the accurate 
determination of its individual components is almost an impossible task to the available 
technologies. Additionally, all analyses show similar chemical properties regardless of the crude 
oil. For this reason, two different systems were created to classify its fractions onto simplified 
pseudocompounds with similar properties.  
The first system is used in refineries and consists in separating the crude oil by boiling point 
ranges.6 At low temperature boiling points one can find light compounds such as liquified 
petroleum gases or short-chained hydrocarbons, commonly used as chemicals. Then, different 
kinds of fuels become separated at intermediate temperatures (i.e., petrol for vehicles, kerosene for 
planes or diesels). After that, waxes and lubricants or fuels for ships can be obtained from the high 
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temperature fraction of distillation. Finally, the remaining compounds that do not boil are used for 
asphalts. 
The second system classifies oil fractions by polarity difference, and it is known as SARA,7,8 
which stands for Saturate, Aromatic, Resin and Asphaltene. The first step of the SARA analysis 
consists on solving the crude oil in n-heptane, in which the insoluble part of the oil is separated 
and assigned to asphaltenes. Asphaltenes are a family of large molecules, with extended ! systems 
and a large number of heteroatoms. These features make asphaltenes to strongly attach to rocks 
and to aggregate among each other, which lowers its solubility and increase the viscosity of the 
crude oil. In fact, asphaltenes are one of the main issues in oil extraction due to its precipitation 
during recovery.9 The remaining separation was performed in the past via elution using different 
polarity solvents, but it is currently carried out by high pressure liquid chromatography (HPLC).10 
The fraction of saturates corresponds to non-polar hydrocarbons, either linear, ramified or cyclic. 
Aromatics refer to non-polar molecules with one or more aromatic rings, which can be fused or 
separated by hydrocarbon chains. Finally, resins are defined as the polar fraction of oil, and can 
contain either aliphatic or aromatic compounds with heteroatoms such as N, O or S in forms of 
acid, basic or neutral functional groups. A summary of the SARA fractionation scheme can be seen 
in Figure 4.1 and some examples of possible crude oil components that would fit in either saturates, 
aromatics, resins and asphaltenes can be seen in Figure 4.2.  
Two very different species are compiled in Figure 4.2 under the label of asphaltenes. In reality, 
their molecular formulas are unknown because asphaltene characterization is a very difficult task. 
In fact, there are several studies nowadays focused on determining the physicochemical properties 
of asphaltenes with the aim of shed light onto this topic.11–14 However, up to date, only partial 
information about the average aromaticity and functional groups present in the asphaltene mixture 
can be obtained. From that information two different models of asphaltenes were proposed:15,16 (i) 
the archipelago asphaltenes, which are defined as relatively small fused aromatic regions 
 
 
Figure 4.1. SARA fractionation scheme from a crude oil. 
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connected by hydrocarbon chains and (ii) the continental asphaltenes, that have a very large 
aromatic region in the center and some hydrocarbon chains / aliphatic rings connected to it. 
According to elemental analyses, asphaltenes usually contain heteroatoms in their structure, which 
gives them a certain polarity and makes them share some common features with resins. In fact, a 
simplified way of picturing asphaltenes is to consider them as resins large enough, that they start 
precipitating and can no longer boil in the distillation fractionation. So, even though in Figure 4.2 
there are asphaltene examples of these two models, the real structure of asphaltenes is not 
unequivocally defined. In fact, they can be formed by combinations of both archipelago and 
continental regions connected to each other. 
Apart from the difficulty in characterization, the recovery of crude oil from reservoirs is not a 
simple task. This process is commonly divided in three main stages (Figure 4.3).17,18 The first stage 
(i.e., primary recovery) consists on drilling the reservoir and let the crude oil to flow through the 
newly created production well by the natural high underground pressure. This method is capable 
of recovering between a 5 % and a 10 % of the total oil present in the reservoir. When the 
production of oil by the primary recovery is insufficient, the pressure at the reservoir is increased 
 
 
Figure 4.2. Examples of possible chemical compounds present in crude oil that could fit in each 
SARA fraction. 
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by injection of water or gas. This stage is known as secondary recovery and is usually carried out 
by pumping seawater in an injection well to drag the oil towards the production well (i.e., water-
flooding). Even though the pressure of the reservoir is maintained with water-flooding, only a  
25-30 % of the crude oil can be effectively recovered. The final stage is often referred to tertiary 
or enhanced oil recovery (EOR) stage. This term encompasses all the different techniques with 
higher operational cost that target specific properties to allow recovering roughly an additional  
30 % of oil. Some of these methods include, reduction of oil viscosity via thermal recovery,19 
solubilization via CO2 injection,20,21 increase of the injection water viscosity through addition of 
polymers,22 reduction of interfacial tension and change of wettability by the action of surfactants 
and nanofluids23–27 or modifying the salinity of the injection water to weaken the oil/rock 
interactions.28,29  
All of these techniques require a deep knowledge of both the different mechanisms behind and 
the physicochemical interactions that can occur at pore conditions. For this reason, this chapter 
focuses on understanding the most fundamental interactions among water, crude oil and different 
rocks, as well as how they are affected by the presence of additives. This comprehension can serve 
in future applications for chemical enhanced oil recovery (cEOR), which intends to modify specific 
molecular interactions by changing the chemical composition of the injection water. Specifically, 
 
Figure 4.3. Simplified structure crude oil trapped under an impermeable rock forming a 
petroleum reservoir. The injection and production wells are also shown as an example of the 
water-flooding extraction process. 
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cEOR tries to optimize two main properties: the oil/water interfacial tension (IFT) and the 
oil/water/rock contact angle (CA). 
The IFT is defined as the energy needed to create an interface by connecting two independent 
bulk phases. The term “IFT” is used when the connection is made through two liquid phases, 
whereas the term surface tension (ST) is employed when the interface is created between a liquid 
and its vapor at equilibrium. In an interfacial system, the molecules located at the interface feel 
attracted by its own bulk. These attractive interactions are known as cohesive forces and are 
responsible of contracting the system to the minimum interfacial area. For this reason, the creation 
of any interface (i.e., either liquid/vapor or liquid/liquid) requires overcoming the cohesion forces 
of the bulk phases. Apart from cohesion, interfacial molecules can also be attracted by the other 
bulk phase. These interactions are known as adhesive forces and fight against the cohesive forces 
to spread out the fluid, increasing the interfacial area. The resulting surface or interfacial tension 
(") comes from the balance between the cohesive and adhesive interactions (i.e., " ∝ $%&' − $)*').  
Notice that systems with high adhesive forces will have low " and a strong tendency to mix. 
On the other hand, systems with very strong cohesive forces yield high ", and they will rapidly 
separate into two phases. For this reason, aiming at increasing the solubility of oil in the injected 
water and increase production, cEOR focuses on study techniques that allow to reduce the IFT in 
the most effective and economical way. However, the IFT study at pore conditions is hard to carry 
out experimentally due to the high temperatures and pressures involved in the extraction of crude 
oil. Alternatively, these kinds of studies can be made via molecular simulations, which are capable 
of describing fluid interactions at a molecular level and working under any pressure of temperature 
range. 
The ST or IFT is a collective property that can also be calculated computationally, and 
similarly to their definitions, it can be obtained in two different manners: through the 
thermodynamic route of Gloor et al.,,30 which relates the IFT to the energy needed to increase the 
interfacial area, or through the mechanical route of Kirkwood et al.,,31,32 that quantifies the IFT 
according to the imbalance of forces at the interface. Despite their differences, both methods 
require to model two bulk phases in equilibrium connected by an interface via molecular 
simulations. Then, in the thermodynamic route, the system is perturbed at each timestep with an 
infinitesimal area increase, and an infinitesimal area decrease, at constant volume. The variation 
of the internal energy between the reference and the perturbed systems (i.e., +,- and +,. for the 
area increase and decrease, respectively) is used to calculate the variation of Helmholtz free energy 
(/) necessary to modify the interfacial area (0), which is the definition of IFT (eq. 4.1).  













Eln〈e.IJK/MN7〉 − ln〈e.IJP/MN7	〉Q4 4.1 
 
Otherwise, in the mechanical route, the components of the pressure tensor are computed during 
the time evolution of the system. At any position of the fluid bulk, the pressure tensor is diagonal, 
their values are equal and they correspond to the pressure of the system, which means that the 
forces are isotropic in all directions of the space. However, at the interface, there is an imbalance 
between the normal and tangential forces with respect to the plane of the interface. This anisotropy 
is also reflected in the pressure tensor and can be used to obtain the interfacial tension via eq. 4.2. 
The term R5 − R7 vanishes in bulk phases, so an integral over all the simulation cell can be 
performed to obtain the IFT of a system with N equivalent interfaces. The definition used here for 
the mechanical route requires to use a planar interface, the normal component of the pressure tensor 
is chosen as the z-direction by convention (i.e., R5 = RSS) and the tangential component is the 
average between the RTT and RUU components (i.e., R7 = (RTT + RUU)/2). A visual representation 
of the pressure tensor method can be seen in Figure 4.4 
 






(〈R5〉 − 〈R7〉)	 4.2 
 
The second key property for cEOR is the oil/water/rock CA. This magnitude quantifies the 
capacity of a fluid to wet a surface and is represented by a balance among the cohesive forces of 
all bulks and the oil/water, oil/rock and water/oil adhesive interactions, as expressed in the Young 
equation (eq. 4.3).33 Recall that in reservoirs, crude oil and formation water are trapped in matrixes 
of capillary rocks. This means that there are many non-negligible fluid/rock interactions that 
determine the behavior of petroleum during its recovery. If rocks interact more strongly with the 
organic compounds than with water the surface becomes oil wet, and the water-flooding is not 
capable of effectively displacing the crude oil to the production well. On the other hand, if rocks 
interact strongly with water, they become water wet, the oil easily detaches from the rock surface 
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The CA is explicitly defined as the angle that forms the interface of a fluid droplet (jk) with a 
solid surface (0) when putting them in contact, both embedded in a second fluid (jl). The first fluid 
is generally a liquid with a well-defined boundary (e.g., water or oil) and the embedding fluid can 
either be a liquid or a gas (e.g., air). The value of the CA is obtained by the tangent of the droplet 
at the triple jk/jm/0 contact point. When a fluid is not capable of wetting a surface, it becomes 
spherical and it yields a low CA (i.e., f < 90º), whereas wetting fluids spread over the surface 
giving large CA values (i.e., f > 90º) as it can be seen in Figure 4.5.  
The most common method of obtaining the CA of an oil/water/rock system is by direct 
molecular simulation.34–37 With this technique, a large simulation cell is built with a droplet placed 
on a solid surface embedded in a second fluid (e.g., an oil droplet placed on a reservoir rock 
surrounded by brine), and it is evolved to an equilibrium state. Then, the angle is obtained by fitting 
the average geometry of the droplet to a circle and obtaining its tangent at the triple point. 
Alternatively, after fitting the droplet profile into a circle, the ratio between the radius of the droplet 
(p) and the distance between the center and the surface (ℎ) also gives an estimate of the CA as 
 
Figure 4.4. Visual interpretation of the IFT calculated from the mechanical route of Kirkwood 
et al.,,31,32 with the z-axis located perpendicular to the planar interface. (a) The density profile 
of a system with two bulk phases (i.e., blue and black lines, respectively) connected by an 
interface limited by the red dotted line. (b) The value of 〈R5〉 − 〈R7〉 as a function of the  
z-coordinate, where the highlighted integral gives the value of ". (c) Schematization of the forces 
at different positions of the system. 
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shown in Figure 4.6. Notice that spherical fittings are good approximations in molecular 
simulations because the effect of gravity, which could flatten the droplet, is neglected. 
All properties in this part of the thesis have been calculated via MD simulations with classical 
force fields using the LAMMPS code.38 Intramolecular interactions (i.e., bonds, angles, etc.) have 
been treated with expressions equivalent to eq. 2.27, eq. 2.28 and eq. 2.29. On the other hand, 
intermolecular interactions are treated with the combination of a Lennard-Jones (LJ) + Coulomb 
potentials (i.e., eq. 2.30 and eq. 2.31). A spherical cutoff distance for intermolecular interactions 
of 14 Å has been selected and the neglected tail contribution for LJ interactions has been accounted 
through an analytic tail correction39, whereas the long-range coulomb interactions have been 
considered via the Particle-Particle/Particle-Mesh Ewald summation.40 Periodic boundary 
conditions (PBCs) have been imposed in the three directions of the space to prevent finite size 
effects created by the boundaries of the box. 
The simulation cells to calculate the IFTs have been built as rectangular boxes with  
`r = `s < `[. Half of the box has been filled with molecules relative to the water phase (i.e., from 
[ = 0 to [ = `[/2) and the other half with molecules relative to the oil phase (i.e., from [ = `[/2 
 
Figure 4.5. Representation of a wetting (left) and a non-wetting (right) droplet, along with their 





Figure 4.6. Calculation of the equilibrium CA of a droplet based on the relationship between its 
height and radius. 
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to [ = `[). The insertion of molecules is performed following a uniform random distribution of 
positions and orientations within the respective defined regions. In such configuration, two 
interfaces appear naturally in the simulation cell: the first is visible in [ = `[/2 and the second is 
in the border of the cell, which by PBCs is explicitly located at	[ = 0 and [ = `[ at the same time. 
Both are oil/water interfaces, which implies that there are two equivalent interfaces (b) in eq. 4.2. 
The length of the simulation cell (`[) is selected long enough to minimize the interactions between 
the two simulated interfaces, while `r and `s are virtually infinite due to PBCs. 
As abovementioned, the simulation cells for CA calculations have been constructed as 
rectangular boxes with `r ≈ `s < `[. The rock bulk molecular structures have been taken from 
crystallographic data and have been cut through the most stable faces according to experimental 
surface energy data. The width of the rock has been selected between 20 Å and 25 Å depending 
on the cell parameter of the bulk to ensure that the inner layers of the rock behave like the solid 
bulk. The solid structure has been placed on the [	 = 	0 position of the simulation cell and an 
equivalent inverted layer has been added at [ = `[/2 to delimit the wetting region. The length 
from [ = `[/2 to [ = `[ did not include any molecules and is added to prevent any species to 
interact with image surfaces in the z-direction due to PBCs. A semispherical region close to the 
surface at [ = 0 has been defined to contain the molecules relative to the oil phase, whereas the 
remaining space between the two layers (i.e., from [ = 0 to [ = `[/2 excluding the volumes 
occupied by the surfaces and the oil) has been filled with molecules relative to the water phase, 
both of them following a uniform random distribution in positions and orientations. The length of 
the simulation cell in the r and s direction and the distance between the two layers in [ = 0 and 
[ = `[/2 has been chosen large enough to prevent interactions between the droplet with its 
periodic images, and the droplet with the upper surface, respectively. Finally, the most outer layers 
of the rocks have been allowed to move during the simulation to reproduce the molecular vibrations 
of the solid surfaces, whereas the most inner solid layer has been fixed at its bulk geometry. A 
representation of the two kinds of simulation cells is shown in Figure 4.7.  
All simulations of this work have been conducted in five stages: (i) create the system by 
placing molecules in different regions as aforementioned, according to the desired property to 
calculate; (ii) perform an energy minimization to prevent molecular overlaps during the first steps 
of the MD simulation due to the random creation of molecules; (iii) heat the system to the working 
temperature in the NVT ensemble using a Langevin thermostat 41 during 20 ps followed by a  
100 ps of thermal equilibration with the Nosé-Hoover thermostat;42 (iv) bring the system to the 
working pressure by coupling a Berendsen barostat 43 only to the z-direction of the simulation cell 
during 500 ps (i.e., the z-direction was selected by convention to be the perpendicular to the 
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interfacial planes, so this barostat keeps the interfacial area constant during the entire simulation 
and updates the cell volume via modifying `[); and (v) change the Berendsen barostat by the  
Nosé-Hoover barostat 44 (i.e., still coupled to the z-direction) and evolve the system enough time 
so that the equilibration is over and the production stage is long enough to obtain the average of 
the properties of interest.  
 
4.2 The SARA Fractionation and Molecular Models 
 
This is the first time that the Applied Computational Chemistry & Molecular Modeling group 
under supervision of Prof. Ramón Sayós models this kind of interfacial systems and the 
computational resources at the beginning of the project were insufficient to yield results at the rate 
demanded by the company. To complete the calculations in the lowest possible time frame, 
relatively small simulation cells have been used at the beginning of the project and have been 
enlarged when more computational power was acquired. Additionally, the crude oil modeling is a 
rather complex goal that requires many approximations. For this reason, this study does not intend 
to reproduce quantitative results but seeks to qualitatively identify the behavior of crude oils under 
different pressure, temperature and salinity conditions. 
A real crude oil is a combination of an enormous number of organic molecules with very 
different properties. For this reason, it is a general practice to employ the SARA fractionation 
 
Figure 4.7. Sketches of the IFT (left) and CA (right) simulation cells used in this thesis. Blue 
represents water phase, grey represents oil phase and rocks are shown in brown. 
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method to characterize the oil into saturates, aromatics, resins and asphaltenes. The molecules 
belonging within each of these groups have similar moieties in their structure, which gives them 
common chemical properties. In this regard, it is a reasonable approximation to model each of the 
fractions with a single molecule that represents the average behavior of the complete group.  
In this thesis, each crude oil fraction has been simulated through one or two simple molecules 
with representative properties of its group. The interfacial properties of these model oil fractions 
are analyzed through MD simulations at different pressure/temperature conditions and the impact 
on the IFT/CA induced by each fraction of the model oil is evaluated at the molecular level. 
Although almost any compound can be modeled with MD, the selection of molecules to reproduce 
each crude oil fraction has been limited by experimental constraints, such as their commercial 
availability, toxicity and their possible experimental manipulation. The decision was driven by the 
possibility of obtaining comparable experiment/simulation results if similar molecules were 
selected in both parts of the project, because REPSOL disposed of adequate equipment to perform 
measurements of both: the oil/water IFT (i.e., through the pendant drop and spinning drop 
techniques)45 and the oil/water/rock CA. 
The saturated fraction is formed by linear or ramified hydrocarbons, usually at liquid phase. 
Saturates do not contain any kind of functional group, which make them a non-polar fraction. They 
also have a relatively low chemical reactivity because all the bonds are strong and have no 
acid/base character. The selected molecule to represent this fraction is dodecane (i.e., C12H26), 
which is a linear hydrocarbon with all of the beforementioned features. However, the selection of 
the hydrocarbon does not seem to be critical in determining the interfacial properties of crude oil 
because they exhibit similar oil/water interfacial tensions regardless of their molecular weight and 
structure.46  
On the other hand, the aromatic fraction is formed by molecules built with fused benzene rings. 
It is generally a fraction without heteroatoms but with some polarity given by the quadrupolar 
momenta of the !-ring electronic distribution. These compounds are usually found in liquid phase 
or in solution in a crude oil at pore conditions. However, many of these species have relatively 
high melting points (e.g., naphthalene 354 K,47 anthracene 490 K,47 chrysene 373 K 48 or coronene 
710 K,49 among others) and, unless dissolved on other organic compounds, they are solid at 
laboratory conditions. This fact forces to select the toluene molecule as the representative species 
of the aromatic fraction, which is a liquid that can be used experimentally as a pure compound at 
300 K and 1 atm.  
The resin fraction contains the group of polar compounds. Many molecules are present in this 
group, each of them with different heteroatoms responsible for their polarity. For example, species 
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with O atoms could contain acid groups (i.e., R-COOH), whereas other species can contain basic 
aromatic N atoms (e.g., pyridinium ring). For this reason, instead of using a single molecule to 
model the fraction, a part of the resins is reproduced with quinoline (i.e., to account for the 
aromatic/basic part of the fraction) and the other is modeled with 3-(3-ethylcyclopentyl) propanoic 
acid, also known as 3-naphthenic acid (i.e., to account for the aliphatic/acid part of the fraction). 
The acid corresponds to the typical structure of a naphthenic acid, which contains an aliphatic cycle 
and a carboxylic acid group connected via a saturated carbon chain. 
Finally, an adequate reproduction of the asphaltene fraction would require using several 
molecules with different shapes and functional groups (i.e., some archipelago and some continental 
regions with different distributions of O, N and S atoms). As asphaltenes are very large molecules, 
this practice rapidly becomes computationally prohibitive, so other researchers developed 
alternative “average” molecules based on chemical analysis of different crude oils. The obtained 
molecules are relatively small versions of asphaltenes that contain at the same time different 
heteroatoms in their structure to keep the computational cost at a reasonable level. Some of the 
most relevant works in the field were carried out by Boek et al.,,15 who developed the Quantum 
Molecular Representation (QMR) code to generate model asphaltene structures that can reasonably 
fit experimental chemical analyses of different crude oils. Up to two asphaltene structures are used 
to model the heaviest fraction of crude oils based on the molecules elucidated by the QMR code 
and published by Boek et al.,15 Both structures are derived from the same continental-type 
asphaltene: the first one, with an aromatic basic N and a thioether group, and the second one with 
an aromatic basic N, a thioether group and a COOH group. All the molecules used as 
representatives of the different SARA fractions are compiled in Figure 4.8. 
Notice that real crude oils are formed by molecules with many different functional groups, 
exposed to high pressures and temperatures at pore conditions, which is a favorable environment 
for chemical reactions to occur. However, the modeling of such a complex system is already 
challenging enough without considering that the chemical species are continuously reacting among 
each other. For this reason, all molecular models have been assumed to be non-reactive and only 
the physical interactions between all of the different crude oil fractions, the water, the solved 
electrolytes and the rocks have been considered. 
Within this modeling framework, the United-Atom (UA) molecular representation has been 
selected as the best compromise between accuracy and computational cost to model the oil phase. 
Intramolecular and intermolecular interactions of organic molecules have been calculated using 
the TraPPE-UA force field,50 because it was specifically fitted to reproduce phase equilibria of 
organic molecules and its quality in predicting surface tension was already tested by other 
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authors.51 Regarding the intramolecular interactions, TraPPE-UA considers bonds to be fixed at 
their equilibrium bond lengths, angles constrained by a quadratic potential (eq. 2.28) and dihedral 
angles restricted to follow a Fourier series expression (eq. 2.29) to allow the multiple torsion 
minima exhibited by hydrocarbons. To include the effect of bond vibration in the simulations, the 
equilibrium spring constants of AMBER force field 52 have been used in a quadratic expression 
(eq. 2.27), according to the recommendations of TraPPE-UA developers. 
The liquid density of dodecane, toluene, quinoline and 3-naphthenic acid at laboratory 
conditions have been calculated with MD using a 45 Å x 45 Å x 45 Å simulation cell filled with 
250 dodecane, 500 toluene, 450 quinoline or 300 3-naphthenic acid molecules. The initial number 
of molecules of each simulation cell correspond to the experimental pure densities of each 
compound at 300 K. The system is evolved in time up to 500 ps in an NPT simulation fixing the 
temperature and the pressure to 300 K and 1 atm, respectively. The results are compiled in  
Table 4.1, where one can see that the force field is capable of describing the densities of the pure 
compounds used to represent the maltene fraction, which partially serves as validation of the oil 
models. 
Additionally, different water models have been tested to select the most adequate force  
field to reproduce oil/water interactions. The validation has been carried out based on their ability 
to reproduce the available dodecane/water and toluene/water IFTs,46,53–55 (i.e., the only  
data available in the bibliography). From all the available water models for MD, four of them  
have been selected for validation: the three site (i) SPC,56 (ii) SPC/E 56 and (iii) TIP3P 57 models 
 
Figure 4.8. The six molecules used to represent the different SARA fractions in the studied 
model crude oils. 
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and the four site (iv) TIP4P 58 model. The four water force fields were developed as rigid  
models, so all bonds and angles have been constrained to their equilibrium geometry by  
means of the SHAKE algorithm.59 All of these force fields are relatively simple and have  
been successfully used by many researchers to reproduce general liquid water properties. 
The oil/water IFT calculations of each pure fluid have been carried out in a  
45 Å x 45 Å x 100 Å simulation box with 300 dodecane, 600 toluene, 500 quinoline or 350  
3-naphthenic acid molecules filling half of the simulation cell, and 3000 water molecules  
filling the rest of the box. The system has been evolved in time up to 10 ns in an NPT  
simulation fixing the temperature and the z-component of the pressure to 300 K and 1 atm, 
respectively. Finally, the IFT has been calculated using the mechanical route of Kirkwood et 
al.,31,32  
Although these models exhibit significant differences in the prediction of the pure water  
ST,64 the calculated oil/water IFTs lay all in a range of 5 mN·m-1 among each other, with a  
general trend of "7vwxw ≥ "<wz/{ > "7vw|w > "<wz . In fact, the four water models are in  
a reasonably good agreement with the experimental dodecane/water IFT (Table 4.2).46,53  
However, the model that better reproduces the toluene/water IFT is the three site SPC  
model.54,55 For this reason, even though SPC is one of the simplest water models available, it  
has been selected to reproduce the oil/water interfacial properties in this part of the  
thesis. 
Table 4.1. Experimental and calculated liquid densities at 300 K and 1 atm for all molecules 
representing the maltene fraction of the model crude oil. Asphaltenes are not simulated because 
they are not liquid at these conditions and no experimental information is available for 
validation. 
 Dodecane Toluene Quinoline 3-Naphthenic Acid 
}~	/ g·cm-3 0.75 0.84 1.02 0.91 
}ÄTÅ	/ g·cm-3    0.74 60    0.86 60    1.09 61      0.91-0.96 62,63 
 
 
Table 4.2. Experimental and calculated oil/water IFT (i.e., "ÄTÅ and "~, respectively) at 300 K 
and 1 atm of dodecane and toluene with four different water models. 
 "	/ mN·m-1 SPC SPC/E TIP3P TIP4P 
Dodecane "~ 48.4 54.6 49.2 54.1 
"ÄTÅ 51.0, 52.3 
46,53  
Toluene "~ 39.5 45.3 43.1 46.4 
"ÄTÅ 36.0, 36.1 
54,55 
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4.3 Model Oil/Water/Rock Interfacial Properties (Pure Compounds) 
 
After the adequate selection of oil/water models and force fields, this section focuses on 
computationally studying the oil/water and oil/water/rock interfacial properties of each model 
fraction of the crude oil individually, as well as their interaction with other additives such as salts. 
To that end, both the IFT and the CA have been calculated through MD simulations using the four 
average maltene molecules (i.e., dodecane, toluene, quinoline and 3-naphthenic acid), water and 
calcite as a support when needed. Although the majority of calculations have been carried out at 
room conditions (i.e., T = 300 K and P = 1 atm) to compare with the measurements performed in 
REPSOL laboratories, some higher temperatures, pressures and salinities have also been employed 
to simulate reservoir conditions. 
 
4.3.1 Oil/Water Interfacial Tensions  
 
The first part of this section involves the calculation of different oil/water IFTs. The simulation 
cell employed is equivalent to the one used in the previous force field validation stage and the 
obtained results for each fraction are compiled in Table 4.3, along with the measured experimental 
values provided by REPSOL.65 As it can be seen, dodecane/water interface has the highest IFT 
value among the four fractions, followed by toluene/water, quinoline/water and finally, the  
3-naphthenic acid/water. This ranking follows the inverse trend with respect the polarity of the 
compounds, being dodecane the least polar molecule, followed by toluene, quinoline and  
3-naphthenic acid. Notice that 3-naphthenic acid exhibits a relatively low IFT because its 
molecular structure resembles that of a pseudo-surfactant: a polar head containing a COOH group 
and a non-polar tail with a 5-membered aliphatic ring. 
The experimental data supplied by REPSOL 65 at the same conditions of pressure and 
temperature for the four model molecules are also shown in Table 4.3. As it can be seen, 
 
Table 4.3. Calculated oil/water IFT at 300 K and 1 atm of the four molecules chosen to represent 
the maltene fraction in comparison to the experimental data supplied by REPSOL 65 and other 
studies. Recall that the value of 7.0 mN·m-1 yielded by quinoline may be incorrect due to 
contamination. 
"	/ mN·m-1 Dodecane Toluene Quinoline 3-naphthenic acid 
"~ 48.4 39.5 25.5 17.6 
"ÄTÅ 50.0 - 53.0 65 35.0 - 37.0 65 7.0, 33.0 65 11.0 - 13.0 65 
"ÄTÅ 51.0, 52.3 
46,53  36.0, 36.1 54,55 - - 
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dodecane/water, toluene/water and 3-naphthenic acid/water experimental IFTs are in good 
agreement with the simulated IFTs. On the other hand, REPSOL supplied two different values for 
pure quinoline/water IFT: (i) a value of 33 mN·m-1, which is in reasonably good agreement with 
the simulated value and (ii) 7 mN·m-1, which is even lower than the 3-naphthenic acid/water value. 
Regarding the molecular structures of the four simulated compounds, it seems unprovable that a 
pure quinoline/water interface yields a lower IFT than the 3-naphthenic acid/water value, which 
has a pseudo-surfactant structure and can interact strongly with water via hydrogen bonding. In 
fact, according to the qualitative behaviour observed in MD simulations, the IFT of the 
quinoline/water interface should be between the toluene/water and 3-naphthenic acid/water values, 
which is in better agreement with the provided IFT value of 33 mN·m-1. For this reason, molecular 
simulations have been used to confirm that the value of 7 mN·m-1 is not reliable, and the IFT 
measurements with quinoline might be contaminated with other highly polar compounds. 
The dependence of the IFT with temperature and pressure has also been calculated via 
molecular simulations (Figure 4.9). Temperatures from 280 K to 360 K and pressures from 1 atm 
to 100 atm have been considered to model the systems from lab to pore conditions. The obtained 
results show that the IFT decreases with temperature at a different rate depending on the studied 
compound. Dodecane/water interface exhibits the largest decrease in IFT with temperature (i.e., 
8.6 mN·m-1 when increasing 80 K the temperature), followed by toluene/water (i.e., 6.8 mN·m-1), 
3-naphthenic acid/water (i.e., 5.8 mN·m-1) and finally quinoline/water (i.e., 1.7 mN·m-1), whose 
IFT has a weak temperature dependence. Otherwise, due to the low compressibility of liquids, the 
pressure dependence of the four components from 1 atm to 100 atm is practically negligible, 




Figure 4.9. (a) Variation of oil/water IFT with temperature from 280 K to 360 K with the 
pressure fixed at 1 atm. (b) Variation of oil/water IFT with pressure from 1 atm to 100 atm with 
the temperature fixed at 300 K.  
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The distribution of molecules along the z-direction of the simulation cell (z-distributions) have 
been calculated in all of the beforementioned calculations to characterize the oil/water interfaces 
at a molecular level. To that end, the cell has been divided in bins of 1 Å width along the z direction 
(i.e., `rÇÉÑ = `r, `sÇÉÑ = `s, `[ÇÉÑ = 1 Å) and the molecular position was averaged along the  
2 last ns of the simulation. Recall that the simulation cells were divided into two regions filled with 
the respective molecules of the oil phase (i.e., between z= 0 and [ = `[/2) and the water phase 
(i.e., between [ = `[/2 and [ = `[), so the interfaces were originally located at [ = `[/2 and  
[ = 0, the latter being equivalent to [ = `[ by PBCs. To better represent the two oil/water 
interfaces, the z-distributions have been displaced by `[/4 in the z-direction, which moves the 
interfaces initially located at [ = 0 and [ = `[/2 to [ = `[/4 and [ = 3`[/4, respectively. Then, 
the resulting distribution is shown as an oil bulk virtually surrounded by two water phases. An 
example of a z-distribution at 300 K and 1 atm for each of the studied liquid molecules is compiled 
in Figure 4.10. 
As it can be seen in the z-distributions, all bulk water and oil regions exhibit a flat pattern 
giving the density of the pure compounds shown previously in Table 4.1. Additionally, the water 
and oil phases have such low reciprocal solubilities that no water molecules are found in the oil 
 
 
Figure 4.10. Pure oil/water interfacial z-distributions for the four molecules used to reproduce 
the maltene fraction of crude oil at 300 K and 1 atm. 
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phase and vice versa. The exception is the 3-naphthenic acid system, which has some water 
molecules solved within the oil phase, denoted by the blue peaks centered at [ = 39 Å and  
[ = 57 Å. The presence of water in the oil phase combined with the strong tendency of carboxylate 
acids to form hydrogen bonds slightly disrupts the homogeneity of the density pattern along the  
z-direction. In fact, two maxima of the 3-naphthenic acid density are found close to the water 
peaks, which suggests that the acid could be interacting and accumulating around the solved water 
via hydrogen bonds. 
The width of the interface (ΔI) has also been analyzed from the z-distributions. To do so, the 
water phase bulk is assigned to the z-positions where the water density is constant, and the density 
of the oil phase is lower than 0.01 g/cm3. Similarly, the oil bulk is assigned to the region where the 
oil density is constant, and the density of water is lower than 0.01 g/cm3. Finally, the interface 
width is assumed to be the distance between the two bulk phases. According to the obtained results, 
this magnitude depends on the nature of the oil species and the temperature of the simulation. In 
that sense, the interfacial widths between 280 K and 360 K of the four oil/water systems has been 
calculated, giving values ranging from 6.8 Å to 8.0 Å for dodecane/water, from 7.7 Å to 9.1 Å for 
toluene/water, from 11.1 Å to 13.4 Å for quinoline/water and from 11.1 Å to 17.7 Å for  
3-naphthenic acid/water.  
The wider interfaces are also the ones with lower tension and vice versa, which is the expected 
trend because low IFTs usually tend to favor the mixing of the two phases in contact. In fact, from 
the obtained results a correlation can be built where the IFT is inversely proportional to the square 
of ΔI regardless of the species modeled (i.e., " = â/(Δä − ã)l). In Figure 4.11 the correlation 
between the calculated IFT with the interfacial widths obtained from the z-distributions can be 
seen. Five IFT vs. ΔI points are plotted for each species referring to five different temperatures 
(i.e., from 280 K to 360 K). 
To conclude, the four model crude oil molecules are insoluble in water, specially the most non-
polar fraction (i.e., dodecane and toluene), which have relatively high IFTs and stiff interfaces. On 
the other hand, the most polar fractions of oil are more water-like, so their oil/water interfaces are 
the most diffuse and they have the lowest IFT. In fact, some cEOR techniques try to activate the 
naphthenic acids of crude oil (i.e., the most polar fraction) to turn them onto “surfactant-like 
molecules”, which reduce the oil/water IFTs and significantly improve oil/water mixing and oil 
recovery.66,67 So, based only on oil/water IFT data, crude oils with higher resin content should be 
more easily recovered than oils with high content of non-polar compounds. 




4.3.2 Oil/Water/Rock Contact Angles  
 
In the previous section the most fundamental interactions between the different oil fractions 
and water have been evaluated. However, the interaction of these compounds with the porous rock 
is also key for the oil recovery process, which makes the understanding of the involved solid/liquid 
interfacial phenomena necessary. To that end, the CA of four nanodroplets, each of them 
containing a single pure oil component, immersed in water and placed on top of a crystalline 
CaCO3(101å4) surface have been calculated. This specific face has been selected because it has the 
lowest surface energy,68 so it should be the predominant face exposed in crystalline CaCO3.  
The calcite bulk unit cell has been obtained from X-ray crystallographic data,69 and then cut 
through the most stable (101å4) face. A slab containing 7 layers has been replicated in the r and s 
directions to reach `r ≈ `s ≈ 200 Å and located at `[ = 0 Å. Then, an inverted copy of the slab 
has been placed at `[ = 200 Å to limit the size of the simulation cell. To prevent interactions 
between the upper and lower slabs due to PBCs the `[ cell parameter has been set to 400 Å, so at 
the end both surfaces are separated either by 200 Å of water or vacuum. Finally, the region between 
both surfaces has been filled with an oil nanodroplet, which has been placed on top of the surface 
located at `[ = 0 Å, and the remaining free volume has been filled with water molecules. The 
number of oil and water molecules depend on each simulation but are in the order of 1.5-2.0·105 
water molecules and 1500-5000 oil molecules, scaling up to a total of 0.5-1.0 million atoms. 
 
Figure 4.11. Correlation between the calculated IFT vs. the interfacial widths obtained from the 
z-distributions. Each dot corresponds to an independent simulation at a different temperature 
(i.e., from 280 K to 360 K) and a pressure of 1 atm. Black, purple, green and red symbols refer 
to dodecane/water, toluene/water, quinoline/water and 3-naphtenic acid/water interfacial 
systems. Finally, the dashed black line correlates the data as " ∝ Δä.l.	
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Although MD simulations with UA force fields have a relatively fine molecular representation, 
the computational time required to equilibrate and calculate properties of such large systems limits 
the number of simulations that can be performed in the time frame of the project. In this situation, 
one would ideally use a coarser molecular representation (e.g., CG) to reduce the computational 
cost, but there are not many parameters that adequately capture the physics behind molecular solid 
surfaces yet. For this reason, the UA representation is still used with the atomistic force field of 
Xiao et al.,,70 to model the CaCO3 surface, which uses a LJ potential to account for the interatomic 
interactions of calcite. This approach favors the integration of the mineral force field with other 
water or organic FFs that also use the same function to calculate the van der Waals interactions. 
Additionally, it accelerates the simulations giving similar results due to the faster calculation of 
the LJ 12-6 terms, in contrast to the exponential Buckingham term found commonly in mineral 
force fields.71 
The CA simulations of pure oil components have been evolved in time during 5-10 ns, 
depending on the system, to ensure that the equilibration stage was over. The average geometry of 
the droplet has been monitored at each ns by averaging the molecular distributions in bins of 1 Å2 
of area along the r[ plane (i.e., `rÇÉÑ = 1 Å, `sÇÉÑ = `s, `[ÇÉÑ = 1 Å). The equilibrium CA has 
been calculated by fitting its average profile to a circle to obtain the radius and height of the droplet 
as shown in Figure 4.6. 
It is worth noticing that the Young equation (eq. 4.3), which relates the contact angle of a 
macroscopic droplet with the three interfacial tensions (i.e., ç/jk, ç/jl and jk/jl), is not exactly 
valid at the nanoscale. In fact, there is an evidence that the CA of nanodroplets placed on planar 
homogeneous surfaces exhibit deviations from the values predicted by Young equation.72–74 The 
reason is that the wetting of nanodroplets depends not only on the balance of IFTs but also on an 
additional term known as line tension, which is defined as the excess free energy per unit length 
of a three phase contact line. This line tension is negligible for macroscopic droplets but as the size 
of a nanodroplet decreases, the relative amount of molecules at the vicinity of the three-phase 
contact line increases, along with the line tension. To take this effect into consideration, the Young 
equation can be modified as in eq. 4.4, where the angle of a nanodroplet (f) becomes related to the 
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The calculated CAs for the four model oil fractions are compiled in Table 4.4. Additionally, 
the effect of the line tension has been evaluated in the abovementioned setup using dodecane and 
toluene nanodroplets containing between 1500 and 5000 oil molecules. According to the results 
obtained, 3-naphthenic acid strongly competes with water in interacting with the calcite surface, 
as shown by a CA around 80º. The CAs of 60º for quinoline, 40º-50º for toluene and 20º-30º for 
dodecane reveal weaker oil/rock interactions that can be easily overcome by the strong 
water/calcite adhesion forces. These results show that even though from the IFT information it 
seems that the presence of polar oil molecules should help to recover oil from a reservoir, the most 
polar molecules also attach strongly to the rock surface. This fact implies that unless the polar 
molecule is capable of significantly reducing the IFT of the oil mixture, the overall trend will be 
to increase the oil/water/rock CA and hamper oil production. 
Although the CAs of dodecane and toluene increase with the size of the droplet, thus denoting 
the effect of the line tension, the qualitative difference between the obtained results do not change. 
Additionally, the predicted CAs at a fixed size are already in agreement with the available 
experimental data regardless of the droplet size. On the other hand, the calculation of a 
macroscopic CA requires at least three or four calculations at different drop sizes, which rapidly 
becomes computationally prohibitive in the currently working framework. For this reason, instead 
of trying to reproduce the equilibrium CA of a macroscopic droplet, only nanodroplets with 
approximately 3000 oil molecules were used as shown in Figure 4.12 (i.e., the largest that could 
be simulated in a reasonable amount of time according to the available computational power) to 
qualitatively compare the obtained angles at equality of oil molecules. 
 
Table 4.4. Calculated oil/water/calcite CA at 300 K and 1 atm of the four molecules chosen to 
represent the maltene fraction at different nanodroplet sizes. The results are compared with 
experimentally measured macroscopic CAs of decane/water/calcite in ref 76 and 
toluene/water/calcite from REPSOL.65 
 Oil Molecules Droplet Radius / Å f / º fÄTÅ / º 
Dodecane 
1500 55.2 20.6 
21-38 76 
2000 59.5 23.8 
2500 64.0 25.7 
5000 81.5 36.4 
Toluene 
2000 46.5 40.9 
27-49 65 2500 49.3 40.4 
5000 57.5 48.0 
Quinoline 3000 55.0 63.8  
3-Naphthenic acid 3000 68.5 80.8  
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To analyze the functional groups involved in the oil/water/rock interactions, the Radial 
Distribution Functions (RDFs) of some relevant molecular segments with either Ca or O from 
CaCO3 have been computed. The results show that the O atoms of water strongly interact with the 
Ca2+ ions of calcite (Figure 4.13b), as it can be seen by the sharp peak around 2.5 Å, and similarly 
its H atoms interact with the negatively charged CO32- group via O-H hydrogen bonding (i.e., the 
narrow peak at 2 Å). Water/calcite interactions are favored because the dipole moment of water is 
capable of strongly interacting with the charges of the ionic surface. 
On the other hand, dodecane does not orient significantly towards the oil/rock interface  
(Figure 4.13c), due to its negligible dipole moment, which suggests that their mutual interaction is 
weak. For this reason, in the water/calcite vs. dodecane/calcite competition, water is capable of 
displacing dodecane from the surface and calcite becomes water wet. Similarly to dodecane, 
toluene does not show a strong orientation pattern with the surface because it lacks a strong polar 
moment (Figure 4.13d). The only noticeable interaction is a peak located at relatively lower 
distance involving aromatic carbon atoms and Ca2+ ion. This distribution suggests that toluene 
might be interacting slightly stronger than dodecane with the surface through the ! region, which 
is also reflected in the resulting CAs. 
Otherwise, both molecules used to represent the resin fraction are interacting strongly with the 
surface. Specifically, the partially negative N atom of quinoline confers it a significant dipole 
moment that points towards the Ca2+ ion of calcite, as it can be seen in the narrow peak at 2.5 Å 
(Figure 4.13e). Charge-dipole interactions are usually more intense than !-charge, so the aromatic 
rings of this molecule are not playing a role in its interaction with the surface and are positioned at 
a farther distance. Due to the stronger quinoline/calcite interactions water is not capable of 
displacing it as efficiently as dodecane or toluene and the CA of this species is higher than the 
other two.  
 
Figure 4.12. Final snapshot of the dodecane, toluene, quinoline and 3-naphthenic acid CA 
simulations on a calcite (101å4) surface embedded in water at 300 K and 1 atm. The vacuum 
above the upper layer is not represented in this figure and the droplets correspond to  
2500/3000 molecules in size according to Table 4.4. 
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Similarly, 3-naphthenic acid has a COOH group that gives a strong dipole moment to the 
molecule. The O atoms have a partial negative charge located on them due to their electronegativity 
with respect the carboxylate C and H, which both bear a partial positive charge. This electronic 
distribution makes H and O atoms to interact with the negatively charged CO32- and the positively 
charged Ca2+ ions of calcite, respectively (Figure 4.13f), whereas the organic non-polar part of the 
molecule is farther away, probably pointing towards the oil bulk (i.e., similarly to a surfactant 
behavior). This is the strongest interaction seen among the four compounds, which is also reflected 
on a significantly high CA value, denoting the difficulty of water to displace naphthenic acids from 
carbonate reservoirs. 
 
Figure 4.13. (a) Representation of the calcite (101å4) side view and (b-f) RDFs of some relevant 
molecular groups of water (b), dodecane (c), toluene (d), quinoline (e) and 3-naphthenic acid (f) 
with CaCO3 obtained from the CA simulations at 300 K and 1 atm. 
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To conclude, this section shows that although the information obtained by oil/water IFT 
calculations is important, it is also not enough because the oil/rock interactions are also key in 
understanding the oil recovery phenomenon. In fact, according to the IFT results it seems that polar 
components solved in oil should help in recovering crude oil from reservoirs, whereas CA 
simulations showed that they attach strongly to the oil/rock surface, preventing water to displace 
them effectively. Fortunately, CaCO3 is a very hydrophilic rock and water tends to displace any 
oil molecule on top of it except 3-naphthenic acid, which is capable of attaching to the surface via 
the H atom and the O atoms of the COOH group. 
 
4.3.3 Salinity Effects on Interfacial Tensions and Contact Angles 
 
Recall that during the formation process of a petroleum reservoir a highly concentrated brine 
is also trapped along with the crude oil. This fact opens another possible set of oil/brine and 
oil/brine/rock relevant interactions that may affect the oil recovery. For this reason, after evaluating 
the IFT of pure oil components with water, the effect of salinity has been assessed by adding 
different electrolytes to the water bulk. To that end, two different brines have been modeled using 
NaCl as a monovalent electrolyte and CaCl2 as a divalent salt. The IFT MD simulations have been 
performed at 300 K and at 1 atm exactly as in pure oil/water systems, but adding a total of 11, 54 
and 108 NaCl or CaCl2 units randomly distributed within the water bulk region to simulate brine 
concentrations of 0.2 mol·kg-1, 1.0 mol·kg-1 and 2.0 mol·kg-1, respectively. On the other hand, the 
total number of electrolytes added for the CA calculations range from 550 to 7000 depending on 
the amount of water and the salinity concentration modeled. NaCl has been modeled with the force 
field of Smith et al.,,77 whereas divalent cation parameters have been obtained from the work of 
Ȧqvist.78  
All ions interact strongly with water dipoles, which makes them more soluble in water rather 
than in any of the four model oils simulated. The presence of ions in the water phase increases the 
ionic strength of the solution, which in turn enhances its polarity, making the differences between 
the water and oil phases more noticeable. As expected, this effect is also reflected in an 
approximately linear increase of the oil/water IFTs when adding either NaCl or CaCl2  
(Figure 4.14), being the latter more prejudicial to oil recovery due to the stronger ionic strength. 
Finally, the effect of salts seems to be independent of the oil fraction, because either 
dodecane/water, toluene/water, quinoline/water and 3-naphthenic acid/water exhibit similar 
increases between 3 and 5 mN·m-1 when adding a maximum of 2.0 mol·kg-1 of NaCl and between 
7 and 9 mN·m-1 when adding the same amount of CaCl2. The predicted trend adequately agrees 
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with other experimental works on pure oil/water interfaces, which validates the results obtained. 
Some examples are the studies performed by Lima et al.,,79 who added 2.0 mol·kg-1 of NaCl to a 
cyclohexane/water interface to increase 3 mN·m-1 the IFT and also added 1.0 mol·kg-1 of CaCl2 to 
linearly increase the IFT to 3.5 mN·m-1 (i.e., that can be extrapolated to 7 mN·m-1 at a CaCl2 
concentration of 2.0 mol·kg-1). Or similarly, Aveyard et al.,,80 measured a linear increase of  
1.5 mN·m-1 per each 1.0 mol·kg-1 of NaCl in the decane/water IFT, whose extrapolated value of 
3.0 mN·m-1 at 2.0 mol·kg-1 of NaCl also agrees to the result of Lima et al.,79 
The z-distributions of the oil/water/salt (2.0 mol·kg-1) systems have also been computed and 
are displayed in Figure 4.15. In these plots the water phase has been centered (i.e., instead of the 
oil phase) to better analyze the behavior of the salt. Any of the four oil bulks are perturbed by the 
presence of salt, so they keep the pattern shown in the distributions of Figure 4.10. On the other 
hand, at equilibrium, the water phase contains the totality of the ions in solution homogeneously 
distributed along its bulk, but none of them is located close to the interface. This is explained 
because electrolytes are even more polar than water molecules, so oil/water interfaces should be 
less energetic than oil/electrolyte interfaces. 
 
Figure 4.14. Oil/water IFT increase produced by the presence of NaCl and CaCl2 as monovalent 
and divalent salts, respectively. The effect is evaluated for dodecane, toluene, quinoline and  
3-naphthenic acid at 300 K and 1 atm. 
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On the other hand, the behavior exhibited by the oil/brine/carbonate CAs measured 
experimentally is significantly scattered. In fact, some studies show that carbonates become more 
water wet when increasing salinity concentration, possibly because water can interact more 
favorably with the surface if the oil is not significantly affected by the presence of brine.81,82 
Alternatively, other studies found that carbonates turn more oil wet because ions may help the 
  
Figure 4.15. Oil/water/NaCl (2.0 mol·kg-1) and oil/water/CaCl2 (2.0 mol·kg-1) interfacial  
z-distributions for the four molecules used to reproduce the maltene fraction of crude oil. 
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polar fractions of oil to attach to CaCO3 and hamper oil recovery.83 For this reason, the saline effect 
on CA has also been analyzed via MD simulations. The interactions between salinity and the four 
oil components are very similar among each other, as seen by the IFT patterns of Figure 4.14, so 
the saline effect on the CA has not been replicated in all molecules and has only been studied with 
dodecane and NaCl. The obtained results show that the effect of the electrolytes seems to be 
slightly reducing the oil/water/rock CA, but the effect is not very significant (Table 4.5). Although 
the oil/water IFT is increasing by the presence of the salt, the water/calcite interactions become 
enhanced due to the increased polarity of the water phase. In this new system, the stronger 
water/calcite adhesion forces, that favors oil extraction, compete against the IFT increase that 
hampers it, concluding in a positive slight CA reduction. 
The compilation of results in this section show that salinity does not interact significantly with 
any of the four pure model oil components used in this work. In fact, the oil/water IFT is increased 
by approximately the same amount regardless of the system simulated and their molecular 
distributions are not significantly affected by salinity. Additionally, the CA of a dodecane droplet 
on top of a calcite surface is slightly reduced when adding electrolytes to water, which increase the 
polarity of the phase and enhance the water/calcite interactions without affecting oil/rock 
interactions. 
 
4.3.4 Summary and Conclusions 
 
To conclude, the selected force fields are capable of reproducing the oil/water IFT and CA in 
a reasonable agreement with the available experimental information, either published in the 
bibliography or supplied by REPSOL. The obtained results show that the interfaces of the most 
polar oil compounds (i.e., the most hydrophilic) have the lowest IFTs because they interact 
favorably with water, whereas the interfaces with the least polar compounds (i.e., the most 
hydrophobic) are highly energetic. Temperature reduces the IFT of all studied systems linearly, 
but the effect of pressure is negligible due to the incompressibility of liquids. It is also worth 
noticing that systems with high oil/water IFTs tend to minimize the oil/water contact, which is 
related to a thinner and stiffer interface, whereas a low oil/water IFT yield wider interfaces. 
Additionally, the most polar compounds also have a higher affinity for the oil/rock interface, which 
Table 4.5. Salinity effect on the CA of a 2500 dodecane nanodroplet on top of a calcite surface 
embedded in water at 300 K and 1 atm. 
 Pure water 0.2 m NaCl 2.0 m NaCl 
f / º 25.7 18.4 22.4 
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increases the CA as dodecane < toluene < quinoline < 3-naphthenic acid. Specifically,  
3-naphthenic acid attaches as a bidentate species to the calcite surface with the H atoms interacting 
with the CO32- groups of calcite via hydrogen bonding and the O atoms interacting with the Ca2+ 
ion. On the other hand, quinoline attaches as a monodentate species, only interacting with the Ca2+ 
ion via the dipole moment produced by the N atom. Finally, the interactions of toluene and 
dodecane with calcite are weaker as reflected by the lower CA. These results imply that, even 
though the most polar compounds are showing the lowest oil/water IFTs they attach strongly to 
the carbonate surface impeding the efficient oil recovery.  
Finally, the selected force fields are also shown to be capable of qualitatively reproduce the 
oil/water interfacial behavior without salt and when adding either NaCl or CaCl2. The latter species 
tend to solve onto polar liquids and flee from interfaces, so they accumulate at the water bulk, 
which increases the ionic strength and polarity of water. This fact makes oil to be much lesser polar 
than water, which should hamper the oil extraction because it reduces the oil/water affinity and 
strengthens their interfaces. As a result, the IFT of the liquid/liquid system is increased 
approximately the same amount regardless of the oil model used (i.e., 3-5 mN·m-1 with a  
2.0 mol·kg-1 of NaCl and 7-9 mN·m-1 with a 2.0 mol·kg-1 of CaCl2). On the other hand, the 
oil/water/rock CA is slightly reduced with the presence of salt, which suggests that the competition 
between the enhanced brine/rock and the weakened oil/brine interactions slightly balance the 
carbonate surface to water wet conditions, as shown by some published experimental results. 
 
4.4 Model Oil/Water/Rock Interfacial Properties (Mixtures) 
 
The study of pure model oil components is useful to understand the most fundamental 
interactions and affinities of each compound with water and different brines as well as the main 
driving forces that yield high or low IFTs and CAs. However, a closer representation of a real 
crude oil comes from modeling a mixture containing all of the proposed average molecules. 
Specifically, to analyze how changing the polarity of the oil phase affects the oil/water IFT and the 
oil/water/rock CA, different species have been combined to analyze the impact of each fraction 
one by one. In that sense, the work compiled in the following sections includes the IFT and CA 
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4.4.1 Oil/Water Interfacial Tensions 
 
The oil/water IFT of binary, ternary and quaternary mixtures of maltene molecules  
(i.e., dodecane, toluene, quinoline and 3-naphthenic acid) is analyzed in this section, followed by 
the modeling of complex mixtures containing all of the representative crude oil average molecules 
(i.e., including asphaltenes). The previous 45 Å x 45 Å x 100 Å simulation cell has become too 
small to model a statistically significant number of each oil component in mixtures. For this reason, 
the size of the oil region was almost doubled, keeping the length of the water phase constant, which 
forced to enlarge the simulation cells to 45 Å x 45 Å x 135 Å for the mixtures without asphaltenes 
and to 80 Å x 80 Å x 210 Å for the asphalted crude oil models. Additionally, the simulation time 
has been increased from 10 ns to 20-40 ns to ensure the equilibrium in the molecular distributions 
for mixtures without and with asphaltenes, respectively. 
 
(i) Organic binary mixtures 1: the dodecane/toluene and quinoline toluene model oils 
 
The first maltene oil mixtures of this part of the thesis have been selected with the aim to 
reproduce the experimental results that REPSOL measured at that moment. First, the binary 
dodecane/toluene and toluene/quinoline mixtures have been modeled through MD simulations at 
different concentrations to quantify the oil/water IFT variation from their pure state. Regarding the 
first mixture, the addition of toluene onto a dodecane matrix lowers the oil/water IFT from the pure 
dodecane/water to the pure toluene/water values (Figure 4.16a). The experimental results of 
REPSOL denote two different regions in the IFT vs. % toluene plot: (i) from 0 % to 30 % of toluene 
the oil/water IFT falls from approximately 50 mN·m-1 to 36 mN·m-1 and (ii) the oil/water IFT 
almost does not change when increasing toluene content from 30 % of toluene to 100 % toluene.  
Similarly, the addition of quinoline onto a toluene matrix reduces the oil/water IFT from the 
pure toluene/water to the pure quinoline/water values (Figure 4.16c). In this case, the experimental 
REPSOL values drop onto an abnormal value of 7 mN·m-1 for the pure quinoline/water interface, 
probably due to an unknown contamination, as previously explained. Qualitatively, the trend 
reproduced by REPSOL is commonly seen in other experimental works,84,85 where the oil/water 
IFT is significantly reduced when adding a low concentration of a more polar compound to the 
mixture. In fact, Kim et al.,,84 proposed an empiric expression to fit the IFT of an oil binary mixture 
with water from the IFT of the pure components, which describes an exponential decay from the 
highest to the lowest IFT. The steep slope at low concentrations is attributed to the diffusion of 
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polar oil species to the oil/water interface and is followed by a flatter pattern when the interface is 
almost saturated. 
Otherwise, the simulation results seem to reduce the oil/water IFT with concentration, with a 
lower slope than the experimentally measured dodecane/toluene and toluene/quinoline mixtures. 
Even though the oil/water IFT reduction is underestimated, the accumulation at the interface of the 
most polar oil components is correctly captured (i.e., toluene for the dodecane/toluene mixture and 
quinoline in the toluene quinoline/mixture). According to Figure 4.16b the concentration of toluene 
and dodecane is homogeneous in the bulk phase, but two toluene peaks appear at [ ≈ 20 Å and 
[ ≈ 115 Å. These peaks denote that dodecane is being pushed onto the bulk phase and toluene is 
accumulating at the oil/water interface because it has slightly higher polarity and stronger adhesive 
interactions with water. Similarly, as quinoline is much more polar than toluene due to the  
well-defined dipole moment given by the N atom, it is capable of accumulating at the oil/water 
interface (i.e., the quinoline accumulation peaks in [ ≈ 25 Å and [	 ≈ 115 Å of Figure 4.16d) and 
displace toluene to the oil bulk.  
 
 
Figure 4.16. Comparison between the experimentally measured and the MD calculated oil/water 
IFTs for (a) dodecane/toluene and (c) toluene/quinoline systems at different compositions of 
organic binary mixtures at 300 K and 1 atm. Also, z-distributions for all species of a simulation 
with (b) an 87 % of dodecane and 13 % of toluene and (d) a 67 % of toluene and 33 % of 
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(ii) Organic binary mixtures 2: the analysis of quinoline impurities 
 
At this point of the study, the large discrepancies between the experimental and simulated 
oil/water quinoline IFTs motivated to perform an analysis of the main possible contaminants 
present in the commercial quinoline acquired by REPSOL. According to a HPLC carried out to a 
quinoline sample (Table 4.6), it was observed that the many of the higher concentration impurities 
either had significant less polarity (i.e., naphthalene derivatives), or a quinoline-like structure  
(i.e., quinoxaline, dimethylquinoline). For this reason, two trace compounds that differed 
significantly from the quinoline structure (i.e., benzoisothiazole and methylbenzothiophene) were 
analyzed through MD simulations. The impact on the pure quinoline/water IFT induced by  
these impurities has been evaluated by modeling binary mixtures with a 95 % of quinoline and a  
5 % of contaminant. This concentration is significantly larger than in the HPLC analysis, but  
as previously seen in the dodecane/toluene mixture, MD simulations predict a weaker IFT  
decrease in the low concentration region. For this reason, a higher impurity concentration  
intends to magnify the effects to give a qualitative description of the behavior of both  
contaminants. 
The resulting oil/water IFT of the system with benzoisothiazole was reduced from  
25.5 mN·m-1 to 22.3 mN·m-1, whereas methylbenzothiphene could not affect the quinoline  
IFT and yielded 25.1 mN·m-1. The z-distributions of the impurities are compiled in Figure 4.17, 
where one can see that benzoisothiophene accumulates significantly at the oil/water interface, 
while methylbenzothiophene stays in the quinoline bulk. This result implies that the former  
is significantly more polar than quinoline and it is expected to affect the interfacial properties  
even at low concentrations. On the other hand, the latter is not an active compound because the 
sulphur atom is less polar than the nitrogen of quinoline. The conducted MD simulations allow to 
propose benzoisothiophene as a possible contaminant in the quinoline/water IFT, showing the 
capacity of simulations to predict useful information even though only qualitative trends  
are reproduced. 
 
Table 4.6. HPLC analysis carried out by REPSOL 65 of the main possible contaminants of 
commercial quinoline. 
Compound Retention time % Area Compound 
Retention 
time % Area 
Quinoxaline 10.819 0.004 methylbenzotiophene 11.889 0.025 
Benzoisothiazole 11.046 0.002 methylnaphthalene 12.001 1.744 
Quinoline 11.256 98.198 dimethylquinoline 14.204 0.010 




(iii) Organic ternary mixtures: the dodecane/toluene/3-naphthenic acid oil models 
 
Apart from the quinoline impurity analysis, the previous binary mixtures evaluate the 
interfacial impact of the saturate, aromatic and basic resin fractions. The effect of 3-naphthenic 
acid has been evaluated through some ternary oil models containing dodecane, toluene and  
3-naphthenic acid. In this mixture, the dodecane/toluene ratio is kept constant to the initial  
87 % dodecane / 13 % toluene and different amounts of 3-naphthenic acid are added onto the 
system. Specifically, the initial concentrations of the mixtures studied in this section using both 
experiments and MD simulations are compiled in Table 4.7. 
The experimental measurements shown in Figure 4.18a suggest that the 3-naphthenic acid 
accumulates at the oil/water interface, dropping the dodecane/toluene/water IFT significantly to 
the value of 20 mN·m-1 in the concentration range from 0 % to 10 %. Then, the slope of the IFT 
vs. acid concentration becomes flatter until achieving the value of pure 3-naphthenic acid. The 
same qualitative behavior is seen when modeling the mixture with MD, where the IFT vs. acid 
concentration decreases more rapidly at low acid composition due to the high interfacial activity 
of this species. In fact, the large polarity difference between 3-naphthenic acid and the 
dodecane/toluene matrix makes the former to migrate significantly to the oil/water interface 
(Figure 4.18b). 
 
Figure 4.17. Equilibrium z-distributions for all species in quinoline/water/impurities 
simulations at lab conditions (i.e., 300 K and 1 atm). The molecular structure of each impurity 
is shown above its distribution. 
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Notice, that the initial concentrations compiled in Table 4.7 do not coincide with the simulation 
concentrations of Figure 4.18a. The reason is that 3-naphthenic acid feels very attracted to water, 
which favors the migration of many acid molecules to the oil/water interface. When this happens, 
the bulk concentration of species at the end of the MD simulation becomes lower than the initial 
values. Then, to correctly evaluate the effect on the IFT, the concentration of all species has to be 
recalculated at the end of the simulation. This is a consequence of the finite size of the system 
modeled, which contains only a few amount of molecules at each bulk phase (i.e., in the order of 
102 molecules). This is generally not an issue in experiments because even a dilute solution has an 
order of 1020 molecules, which is an almost infinitely large molecule reservoir. So, if some 
molecules migrate from the bulk to the interface, the initial concentration almost does not change. 
For this reason, the simulation data in Figure 4.18a refer to the ternary mixtures labeled in 
Table 4.7 as 1, 2, 5, 6 and 7 but with the bulk concentration of 3-naphthenic acid recalculated 
Table 4.7. Initial composition (i.e., in % w,w) of the different ternary mixtures in which the 
oil/water IFT was either measured experimentally or calculated via MD simulations, both of 
them at laboratory conditions (i.e., 300 K and 1 atm). 
Ternary mixture Studied via Dodecane Toluene 3-Naphthenic acid 
1 MD and Exp. 87.0 % 13.0 % - 
2 MD and Exp. 86.1 % 12.9 % 1.0 % 
3 Exp. 85.3 % 12.7 % 2.0 % 
4 Exp. 85.3 % 12.7 % 5.0 % 
5 MD and Exp. 78.3 % 11.7 % 10.0 % 
6 MD 43.5 % 6.5 % 50.0 % 




Figure 4.18. (a) Comparison between the experimentally measured IFT and the simulation data 
for the different ternary mixtures as a function of 3-naphthenic acid concentration. (b) The  
z-distribution for all species of ternary mixture 5. All data shown are at 300 K and 1 atm. 
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according to each equilibrium configuration. Additionally, in Figure 4.18b the z-distribution of 
ternary mixture 5 is shown to exemplify the large interfacial accumulation of 3-naphthenic acid at 
the interface. In this case, there is a 10 % of initial acid bulk concentration, but when the system 
achieves the equilibrium state, the final bulk concentration becomes roughly a 4 %. It is important 
to remark that this effect is only seen when 3-naphthenic acid is present in the mixture and not in 
the previous dodecane/toluene and toluene/quinoline models. 
 
(iv) Organic quaternary mixtures: the equimolar model 
 
A final quaternary mixture has been modeled containing an equimolar composition of the four 
molecules studied up to now. The aim of this simulation is to characterize the nature of the interface 
in the presence of a complete maltene crude oil model. To that end, the same number of dodecane, 
toluene, quinoline and 3-naphthenic acid molecules have been initially added to the oil bulk and 
the system has been equilibrated at 300 K and 1 atm. The resulting oil/water IFT of the quaternary 
system becomes 23.6 mN·m-1, which is relatively close to the values of 25.5 mN·m-1 and  
17.6 mN·m-1 of the interfaces of pure polar fractions with water. This result suggests that all polar 
molecules are effectively occupying the interface, while dodecane and toluene are present only in 
the bulk phase. In fact, the z-distribution of this system at equilibrium (Figure 4.19a) shows that 
3-naphthenic acid migrates from the bulk phase and occupies a large amount of interfacial volume, 
almost preventing quinoline accumulation. 
 
 
Figure 4.19. (a) Calculated z-distributions for all species of the quaternary equimolar mixture 
at 300 K and 1 atm. (b) Comparison between the bulk and the interfacial composition (i.e., in % 
mol,mol) of each simulated species as a function of temperature. The dashed line corresponds 
to the input bulk composition (i.e., 25 %).	
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Apart from the equilibrium bulk concentration, the interfacial accumulation of all species has 
been calculated in these simulations. The interface has been defined as the regions where the  
3-naphthenic acid makes large peaks (i.e., located at [ = 20-40 Å, and [ = 100-120 Å in  
Figure 4.19a) and the bulk is selected as the whole volume between the interfaces with 
homogeneous density patterns (i.e., from [ = 40 Å to [ = 100 Å). The simulation results determine 
that the concentration at the interface of 3-naphthenic acid is slightly higher than 50 %, which is 
the double of the input concentration, followed by a 30 % for quinoline and 10 % for dodecane 
and toluene, respectively. The bulk concentrations of all species follow an inverse trend with 
respect the interfacial values, with 35 %, 32 %, 24 % and 9 % for dodecane, toluene, quinoline and 
3-naphthenic acid, respectively. Finally, the effect of temperature in the molecular distributions 
has been analyzed by performing five different simulations from 280 K to 360 K. The results are 
compiled in Figure 4.19b, where it can be seen that all concentrations at the bulk and at the interface 
oscillate around the same values regardless of the temperature. 
The oil/water IFT of a mixture is not an average of the pure oil/water IFTs weighted by their 
initial bulk concentration because some species have a strong tendency to accumulate at the 
interface, which reduces the IFT of the mixture. Otherwise, if the average is performed with the 
equilibrium concentration of species at the interface, the resulting IFT (")êÄ) correlates almost 
perfectly with the calculated value of the mixture from MD ("~). To denote this correlation, the 
pure oil/water IFT of the four maltene molecules and the equimolar quaternary mixture at different 
temperatures have been compiled in Table 4.8, along with the equilibrium interfacial concentration 
in % mol,mol and the interfacial averaged IFT (")êÄ). These results suggest that the IFT of an oil 
with water is only dependent on the species accumulated at the interface, and not on the bulk 
components. 
 
(v) Complex model oils: the mixtures with asphaltenes 
 
Up to this point the interfacial behavior of several oil models has been studied, by only 
considering the effect of the different maltene fractions. However, the presence of asphaltenes 
usually affects the interfacial and rheological properties of crude oils.86,87 Thus, in the following 
IFT simulations, asphaltenes have been included in the simulation cell aiming at qualitatively 
understanding and characterizing the interfacial behavior of this model fraction in different crude 
oil mixtures. Additionally, the asphaltene content (i.e., 10.8 % w,w) and the molecules used to 
represent the fraction have been selected to specifically mimic the chemical properties of the 
Carabobo crude oil, according to the experimental characterization performed by REPSOL.65 The 
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information regarding the Carabobo crude oil composition is strictly confidential, but it is known 
to be a heavy crude oil. For this reason, a set of model oils containing high amounts of asphaltenes 
have been selected to try to qualitatively predict the interfacial properties of average heavy crude 
oils with different polarity. 
The asphaltene fraction has been modeled using two different asphaltene molecules to match 
the chemical analysis carried out by REPSOL. The molecule used to represent the asphaltene  
1 was initially elucidated by Boek et al.,,15 and already accounts for some of the reported asphaltene 
features, so it is selected as an average asphaltene molecule in this thesis. The second molecule 
(i.e., asphaltene 2) is a modified version of asphaltene 1 with an additional COOH group to account 
for the contribution of oxygen heteroatoms in the average asphaltene fraction. Recall that 
asphaltenes are very large molecules, so the simulation cells have been increased from  
45 Å x 45 Å x 135 Å to 80 Å x 80 Å x 210 Å and the simulation time has been increased from  
20 ns to 40 ns to have relevant statistics of the oil phase. 
Four different model oils with the same total asphaltene content have been considered:  
(i) a low-polarity oil based on a dodecane/toluene mixture and a negligible amount of resins  
(i.e., 0.2 % of quinoline and 0.5 % of 3-naphthenic acid); (ii) the representative model of Carabobo 
Table 4.8. Calculated oil/water IFTs for the pure maltene molecules at different temperatures 
from 280 to 360 K and 1 atm (i.e., the data of Figure 4.9). Also, the calculated oil/water IFT 
("~) for the quaternary equimolar mixture and the interfacial averaged oil/water IFT (")êÄ) 
from pure components is shown along with the interfacial concentration of all species in the 
simulation for the same temperatures. 
  "~ / mN·m-1 








 280 50.1 41.1 25.3 20.7 
300 48.4 39.5 25.5 17.6 
320 47.0 37.3 25.5 16.4 
340 43.9 36.9 24.3 16.1 
360 41.3 34.4 23.6 14.4 
  Interfacial concentration / % mol,mol " / mN·m-1 










 280 3.6 % 9.2 % 28.5 % 58.7 % 22.6 24.9 
300 8.8 % 9.5 % 30.1 % 51.6 % 23.6 24.8 
320 5.8 % 10.9 % 34.5 % 48.8 % 21.2 23.6 
340 2.1 % 10.1 % 20.5 % 67.3 % 20.7 20.5 
360 3.6 % 11.0 % 24.8 % 60.6 % 20.0 19.8 
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crude oil, which has a high amount of resins and their correspondent acidity; (iii) a high-polarity 
oil with relatively high concentration of the resin average molecules; and (iv) a variation of the 
second model, where the asphaltenes are represented only by the molecule of Boek et al.,15 The 
compositions of these four model oils are listed in Table 4.9. 
The first model oil is very similar to the maltene dodecane/toluene system studied in Figure 
4.16a and Figure 4.16b. In fact, the dodecane/toluene ratio of model 1 lays between the already 
studied 50 %/50 % and the 25 %/75 % dodecane/toluene mixtures, which gave oil/water IFTs 
between 43 mN·m-1 and 41 mN·m-1 depending on the toluene content. According to the simulation 
results, the presence of asphaltenes is slightly reducing the equilibrium oil/water IFT of the maltene 
mixture (i.e., from 43-41 mN·m-1 to 40 mN·m-1). The difference in IFTs is not very significant, 
but as it can be seen in Figure 4.20a, it is the result of the asphaltene accumulation at both 
interfaces. This result suggests that the heteroatoms of asphaltenes confer them a higher polarity 
and a larger affinity than dodecane or toluene for the oil/water surface.  
Similarly, the second model exhibits an asphaltene interfacial accumulation (Figure 4.20b) but 
lower than model oil 1 due to the presence of quinoline, which competes for the interface and is 
capable of partially displacing some asphaltene molecules into the bulk phase. In this model, the 
few toluene molecules located at the interface have been completely expelled, and the resulting 
oil/water IFT of 31.6 mN·m-1 is mainly governed by the contributions of quinoline and both 
asphaltene molecules. Finally, the molecular interfacial distribution of model oil 2 is capable of 
reproducing an IFT in good agreement with the reported real crude oil/water IFT range  
(i.e., 15-30 mN·m-1).88–91 
The third model contains a high amount of both acid and basic fractions (i.e., 34 % of quinoline 
and 8.6 % of 3-naphthenic acid), which confer the highest polarity and the lowest oil/water IFT of 
the four model oils studied. The interfacial distribution of this oil (Figure 4.20c) reveals that  
3-naphthenic acid has migrated to the interface occupying it almost entirely. In fact, the well-
defined accumulation peaks of quinoline have partially disappeared and the more modest 
asphaltene surface activity becomes negligible. 
 
Table 4.9. Composition (i.e., in % w,w) and equilibrium IFTs of the four model oils simulated. 




1+2 "~ / mN·m
-1 
1 27.8 % 60.7 % 0.2 % 0.5 % 8.9 + 1.9 % 40.0 
2 17.2 % 37.5 % 34.0 % 0.5 % 8.9 + 1.9 % 31.6 
3 14.7 % 31.9 % 34.0 % 8.6 % 8.9 + 1.9 % 26.7 
4 17.2 % 37.5 % 33.6 % 0.9 % 10.8 + 0 % 31.6 
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Finally, the fourth model is very similar to the oil 2 but instead of using two asphaltene 
molecules, only the structure without COOH is considered, with the same total 10.8 % 
concentration. Although carboxylate groups are usually very surface active due to its high polarity 
and hydrogen bonding capability, removing the acid asphaltene does not change the equilibrium 
oil/water IFT. On the other hand, the z-distribution (Figure 4.20d) seems to yield a lower interfacial 
accumulation and a higher bulk concentration of asphaltenes in absence of COOH groups. 
To conclude, the polarity ranking of oil species within the simulation cell is  
3-naphthenic acid > quinoline ≈ asphaltene 2 > asphaltene 1 > toluene > dodecane. This trend is 
maintained in the oil/water interfacial accumulation, as well as in their ability to reduce the IFT. 
According to the systems modeled, the most interfacial-active species (i.e., 3-naphthenic acid) is 
still dominant in determining the oil/water IFT, pushing any other polar molecule (i.e., quinoline 
and both asphaltenes) to the bulk phase. 
Notice that the bulk concentration of asphaltenes shown in all model oils in Figure 4.20 is not 
very homogeneously distributed along the z-direction of the simulation cell. This pattern contrasts 
 
Figure 4.20. Equilibrium z-distributions of the four model oils studied at 300 K and 1 atm. The 
models exposed in Table 4.9 from 1 to 4 are ordered from a to d, respectively. The labels of the 
most diluted compounds have been omitted for clarity because they do not have a significant 
impact on the interfacial properties. 
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with the other smaller molecules (e.g., dodecane, water, etc.) and reveals the capacity of 
asphaltenes to agglomerate. Due to their molecular structure the agglomeration of asphaltenes is 
produced mainly via !-! interactions of their large aromatic centers.92,93 To evaluate their capacity 
to agglomerate, the distances between all the asphaltene aromatic centers of mass (CMar) have been 
computed at each timestep during the simulation. Then, each asphaltene molecule has been 
assigned to a cluster if its CMar is close to any other asphaltene CMar. The threshold distance to 
consider two asphaltene molecules agglomerated is chosen as 6.5 Å as determined by the CMar 
radial distribution function (RDF) shown in Figure 4.21a. This distribution suggests that the 
average distance between two asphaltene !-stacking regions is between 3.5 and 5 Å when forming 
a cluster, with a maximum of probability around 4 Å. This result is in good agreement with the 
values predicted by Carauta et al.,,94 and Boek et al.,,15 which determined the distance between 
aromatic cores of asphaltene molecules as 5 Å and 5-8 Å in pure toluene, respectively. 
Additionally, secondary and tertiary peaks appear at 8 Å and 12 Å, denoting the presence of at 
least asphaltene trimers and tetramers in the simulation. 
Clusters with different sizes have been defined according to the number of the asphaltene 
molecules they contain. Then, the distribution of asphaltene molecules in each cluster size has been 
calculated through the time average of the last 10 ns of simulation (i.e., from 30 to 40 ns). The 
analysis has been conducted in the two model oils with different asphaltene distribution  
(i.e., Model oil 2 and 4). The results obtained (Figure 4.21b) show that the majority of asphaltene 
molecules are forming similar agglomeration patterns regardless of their structure  
(i.e., tetramers/hexamers in model oil 2 and pentamers in model oil 4). The association obtained 
from experimental results indicate aggregation numbers of common asphaltenes between 4 and 
8,95,96 and other simulation studies predict a cluster size around 4 units in toluene solution.16 Both 
 
 
Figure 4.21. (a) RDF between asphaltene aromatic centers of mass and (b) aggregation 
distribution as a function of cluster size. 
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results are in good agreement with the here presented MD simulations further validating the 
asphaltene model and explaining the bulk inhomogeneity of asphaltenes in Figure 4.20. 
To conclude, in this section it was seen how the most polar fractions of oil are capable of 
migrating from the oil bulk to the interface to interact with water and reduce the oil/water IFT. If 
oil molecules are very interfacially active, they are capable of displacing other less active 
molecules to the bulk phase, reducing their contribution to the interfacial properties of the system. 
According to MD simulations the interfacial activity of the average oil molecules are ranged from 
3-naphthenic acid > quinoline ≈ asphaltene 2 > asphaltene 1 > toluene > dodecane, which is the 
same order of interfacial accumulation affinity. 
 
4.4.2 Oil/Water/Rock Contact Angles  
 
The analysis of model oils is also extended to the calculation of CA to improve the qualitative 
description provided by the pure oils section. Previously, it was seen that only 3-naphthenic acid 
attaches strongly to the surface, which yields a relatively high CA value, while the other three 
maltene average molecules interact with the surface in the order: quinoline > toluene > dodecane. 
Due to the high computational cost of CA simulations some of the previous models defined in 
Section 4.4.1 (i.e., specially the maltene mixtures) have not been considered in this work to be able 
to adequately model the more complex asphaltenic mixtures. Specifically, the only maltene 
mixture studied is the dodecane/toluene/3-naphthenic acid mixture (i.e., with an  
87/13 dodecane/toluene ratio and a 1 % of acid fraction) to evaluate the effect of the acidity in a 
simple model oil on a calcite surface. Then, the CA of model oils 1, 2 and 3 have been simulated 
to determine the capacity of complex crudes, with different acidity/basicity in the maltene matrix, 
to interact with the carbonate rock. Model oil 4 has been neglected because as seen in the IFT 
calculations, both asphaltenes with and without COOH groups behave similarly, so the results 
would be equivalent to Model oil 2. Finally, the CA of model oil 2 has been calculated also on top 
of a kaolinite surface (i.e., not modeled in Section 4.3.2) to address the difference between 
oil/water/carbonate and oil/water/clay interactions. 
The CA simulation of oil mixtures, similarly to the IFT calculations, ideally requires larger 
simulation cells (i.e., to have more oil molecules of each type) and longer simulation times (i.e., to 
ensure that all species migrate to the bulk phase or to the respective oil/water or oil/rock interfaces). 
The high computational cost of these calculations did not permit to increase the simulation cell 
size, which was already significantly large, and only the time evolution could be extended to  
10-20 ns. The additional simulation time allowed to see the formation of a water layer below the 
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oil droplet, which was previously unseen in pure compounds due to shorter simulation times. With 
this additional time, it is seen that the CA of oil droplets is stabilized around a constant value  
(i.e., as seen in pure compounds) and then, water slowly starts displacing the oil molecules attached 
to the surface until a thin water layer of approximately 5 Å is formed between the oil and the 
surface. According to the performed simulations, the formation of the layer has a characteristic 
time of 5-10 ns after the CA of the droplet achieved a constant value (Figure 4.22a), which is the 
reason why it was unseen in the shorter simulations of pure compounds (i.e., maximum of 10 ns). 
In the simulations where droplets are not directly in contact with the surface, the base line 
disappears and the height/radius ratio of the droplet can no longer be calculated, as well as the CA. 
However, Jiménez-Ángeles et al.,,34 realized that oil droplets are still attracted by the rock even 
when screened by a water layer. For this reason, they proposed to redefine the position of the base 
line to the highest z-position where the droplet still feels a significant oil/rock interaction. This 
interaction induces a distortion from the ideal spherical shape of the lower part of the droplet, 
which can be used to find the new base line from the droplet profiles. The CA has been determined 
by building block averages of the droplet density profile at each 1 ns to monitor the shape of the 
droplet through time. Then, from each density profile, the upper half (i.e., from [ = 40 Å to 
 [ = 76 Å in the example of Figure 4.22b) has been fitted to a circle with radius (égÉë). Next, the 
unfitted radius of the droplet (é*í&Å(ì)), which can be calculated at different z-positions is 
subtracted from the constant égÉë value to build Figure 4.22b. In the upper part of the droplet  
(i.e., from [ = 40 Å to [ = 76 Å) both radii are equal, which keeps the sphericity of the droplet, in 
part due to the fitting and in part because the surface does not interact with the oil at this distance. 
 
 
Figure 4.22. (a) Equilibration of the ternary mixture 2 CA on calcite embedded in water at  
300 K and 1 atm with time, along with snapshots that show the formation of the thin water layer 
under the droplet. (b) Difference between the radius of the average droplet profile obtained from 
the 9-10 ns time frame (é*í&Å(ì)) and the circular fit (égÉë) used to redefine the base line. The 
	[ = 0 Å corresponds to the position of the CaCO3 surface. 
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However, at z-positions closer to the surface (e.g., at 10 Å) the droplet becomes flatter and égÉë 
becomes smaller than é*í&Å. Finally, the new base line has been placed at the transition from 
spherical to non-spherical droplet, and the CA can be calculated from the height/radius ratio as 
usual. 
Specifically, the data shown in Figure 4.22 correspond to the equilibration of the maltene 
ternary mixture 2 (i.e., 86.1 % dodecane, 12.9 % toluene, 1.0 % 3-naphthenic acid) The calculated 
CA for this mixture is 34.3º, which is in between the 25.7º and the 40.4º obtained in pure dodecane 
and pure toluene, respectively. Even though the nanodroplet contains more than 85 % of dodecane, 
the CA is closer to the pure toluene value. The reason is that toluene migrates to the oil/rock 
interface to interact with CaCO3 displacing dodecane to the bulk phase. This fact makes the final 
CA to resemble the pure toluene value. Additionally, the CA is also increased by the presence of 
acid molecules, which migrates to the oil/rock interface to interact with their polar heads either 
with the water layer or the mineral surface. These accumulations can be seen in z-distributions 
depicted in Figure 4.23a, where a peak of both 3-naphthenic acid and toluene appear around  
[ = 10 Å of the CaCO3 surface. Notice that the oil species are not in contact with the rock, which 
 
 
Figure 4.23. Equilibrium z-distributions of (a) the ternary mixture 2 and model oils 1 (b), 2 (c) 
and 3 (d) over a calcite surface at 300 K and 1 atm. All complex model oils (b-d) contain the six 
average molecules to represent the four oil fractions, but molecules with very low concentration 
have been hidden for clarity purposes. 

















(a) Water layer width























































Chapter 4 – Oil/Water/Rock Wettability for Enhanced Oil Recovery 
 
172 
means that there is a water layer between the nanodroplet and the carbonate. The z-distributions 
depicted in Figure 4.23 have been constructed by averaging during 1 ns all molecules located in a 
cylindrical region from [ = 0 to [ = `[ crossing the center of the oil droplet. In this cylinder the 
molecules located close to [ = 0 are interacting with the oil/rock interface whereas higher values 
of [ refer to molecules in the bulk phase. 
Model oil 1 is a complex mixture with very low concentration of acid and base resins, which 
means that the mostly present species are dodecane, toluene and the mixture of asphaltenes. In this 
model both dodecane and toluene interact weakly with the surface, but the more polar asphaltenes 
are capable of migrating to the oil/rock interface as denoted by the large peak seen in Figure 4.23b. 
The presence of asphaltenes yields a CA of 34.2º similarly to the value of the maltene acid mixture, 
suggesting that a relatively high concentration of model asphaltenes have a similar effect than the 
1 % of 3-naphthenic acid. These simulations imply that the modeled asphaltenes are not 
significantly active to the interface, and although they can accumulate when mixed within a non-
polar oil matrix, the presence of any other polar species diminishes their interfacial activity. In fact, 
the z-distributions of model oil 2 (i.e., with low acid and high base concentrations) show that 
asphaltene accumulates in a second molecular layer, preceded by quinoline (Figure 4.23c). 
However, the obtained CA for this model is statistically equivalent to model oil 1 (i.e., 33.7º). 
Finally, the most polar oil model (i.e., with high acid and high base content) shows accumulation 
of both polar species at the interface, as denoted by the peaks at [ = 5-7 Å from the surface  
(Figure 4.23d). This model has the highest CA of all the model crude oils explored, with a value 
of 48.3º, which suggests that the acid fraction has the strongest impact in defining the oil/rock 
interactions. All the results mentioned here are compiled in Table 4.10. 
 
Table 4.10. Composition (i.e., in % w,w) of all model oils simulated along with their equilibrium 
CA on calcite and kaolinite surfaces (i.e., the latter in both the silicon and aluminum faces) 
embedded in pure water at 300 K and 1 atm. 





CA / º 
Maltene on 
CaCO3 
86.1 % 12.9 % - 1.0 % - 34.3 
1 on CaCO3 27.8 % 60.7 % 0.2 % 0.5 % 8.9 + 1.9 % 34.2 
2 on CaCO3 17.2 % 37.5 % 34.0 % 0.5 % 8.9 + 1.9 % 33.7 
3 on CaCO3 14.7 % 31.9 % 34.0 % 8.6 % 8.9 + 1.9 % 48.3 
2 on Si-Kao 17.2 % 37.5 % 34.0 % 0.5 % 8.9 + 1.9 % 95.0 
2 on Al-Kao 17.2 % 37.5 % 34.0 % 0.5 % 8.9 + 1.9 % 75.0 
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Apart from the study on carbonate rocks, model oil 2 has also been simulated on top of a clay 
surface to compare the relative affinities of both rocks for the crude oil. Kaolinite, with general 
molecular formula Si2Al2O5(OH)4, has been chosen as a model clay surface and its bulk structure 
has been obtained from crystallographic data, equivalently to CaCO3.97 Then, the bulk has been 
cut through the most stable (001) face, according to the available experimental data.97 The kaolinite 
(001) is a non-expansive layered aluminosilicate, whose layers are connected via hydrogen bonds. 
Each layer is formed by a silica tetrahedron and an alumina octahedron directly connected via 
covalent bonds to each other (Figure 4.24a), forming the structure Si-Al—Si-Al—Si-Al, and where 
the interlayer interactions are due to hydrogen bonds. According to this structure, the (001) cut is 
carried out breaking the hydrogen bonds and leading to two possible terminations: (i) the silicon 
termination (Si-Kao), which is known to be relatively hydrophobic, and (ii) the aluminum 
termination (Al-Kao), which is more hydrophilic.98 
The intermolecular and intramolecular interactions of kaolinite have been treated with the 
ClayFF force field developed by Cygan et al.,,99 which was specifically fitted to reproduce the 
structure and water/solid interfaces of hydrated minerals (i.e., specially clays). The water/clay 
interactions in both terminations have been addressed by building a three-layered slab of kaolinite 
(001) located in the center of a rectangular box with dimensions `r ≈ 	`s ≈ 25 Å and  
`[ = 100 Å. The slab is extended through the rs plane and the upper part of the simulation cell 
(i.e., [ > `[/2) exposes the Al-Kao termination, whereas the lower part (i.e., [ < `[/2) exhibits 
the Si-Kao termination. The whole simulation cell has been filled with water molecules and the 
system has been equilibrated at 300 K and 1 atm. The RDFs of water/kaolinite were computed 
between water oxygen atoms and the most external O atoms of either Al-Kao and Si-Kao. The 
 
 
Figure 4.24. (a) Molecular structure of two layers of kaolinite where the respective layers of 
tetrahedral silica connected to octahedral alumina can be seen. (b) RDFs of the most external O 
atoms of kaolinite with water in both terminations. 
















Oh (Al-Kao) - O (water)
O (Si-Kao) - O (water)
(a)
(b)
Chapter 4 – Oil/Water/Rock Wettability for Enhanced Oil Recovery 
 
174 
results are shown in Figure 4.24b, where it can be seen that water molecules orient at a closer 
distance to Al-Kao termination (i.e., around 2.7 Å) in contrast to Si-Kao (i.e., around 3.2 Å). This 
orientation agrees with the expected behavior since the Al-Kao termination is more hydrophilic 
than the Si-Kao termination. 
The CA of model oil 2 has been calculated in the Si-Kao and the Al-Kao terminations  
(Table 4.10). The equilibrium values obtained are significantly larger than those obtained  
for calcite, which suggest kaolinite is less hydrophilic than CaCO3 and exhibits an almost oil  
wet behavior. Specifically, the CA in the Al-Kao termination is lower than in Si-Kao (i.e., 75.0º 
and 95.0º, respectively) due to the higher hydrophilicity of the surface (i.e., less oil wet). This  
fact implies that the Al-Kao termination interacts more favorably with water than oil, whereas  
Si-Kao termination prefers the interaction with oil in front of water. The obtained results  
propose that a heavy crude oil trapped onto a calcite pore should be more easily recoverable  
than the same oil interacting within a kaolinite pore, especially if kaolinite exposes its Si-Kao 
surface. 
The z-distributions of all model crude oil molecules in both terminations have been computed 
at equilibrium equivalently to CaCO3 simulations. The results are compiled in Figure 4.25, where 
it can be seen a strong accumulation of quinoline at the oil/clay interface. Additionally, all other 
oil components also become ordered close to the kaolinite surface, as denoted by the peaks of all 
compounds at [ < 5 Å in both terminations. The most notable difference between the z-distributions 
on top of the Si-Kao and Al-Kao surfaces is that Si-Kao allows the asphaltene fraction to be in 
contact with the surface, whereas Al-Kao exhibits an interfacial depletion of this oil component. 
As a consequence, the model oil 2 on top of the Si-Kao surface achieves higher equilibrium CA. 
Finally, no water layer is created over this surface after the equilibration of the oil droplet. This is 
 
 
Figure 4.25. Equilibrium z-distributions of model oil 2 on top of a kaolinite surface in the Si-
Kao (a) and Al-Kao terminations (b). 3-Naphthenic acid is also part of the mixture in a very low 
concentration, so it has been hidden for clarity purposes.  
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due to the combination of a weaker water/kaolinite and a stronger oil/kaolinite set of interactions 
with respect the calcite surface, either in the Al-Kao or in the Si-Kao terminations, that do not 
allow water to displace oil effectively. 
To conclude, the CA of different model oils were analyzed on top of two different surfaces: 
(i) a calcite surface and (ii) the both terminations of a kaolinite surface. From the results obtained 
it has been concluded that the most polar components in oil mixtures not only migrate to the 
oil/water interface, but also to the surface of the rock, increasing the average oil/rock interaction 
strength and the CA. Additionally, the simulation times have been increased to give enough time 
for molecules to migrate and distribute adequately in these mixtures, allowing to see the formation 
of a water layer in calcite surfaces. This water layer (i.e., around 5 Å width) does not prevent the 
oil droplet to interact with the surface and starts forming after the CA achieves an equilibrium 
value. 
 
4.4.3 Salinity Effects on Interfacial Tensions and Contact Angles 
 
The salinity effect in pure oil components basically increases the oil/water IFT linearly and 
exhibits a little reduction on the oil/water/rock CA. However, different behaviors were seen 
experimentally when using simple models or real crude oils. Specifically, salinity increases the 
oil/water IFT of simple model oils, such as pure alkanes.79,80 However, measurements on real crude 
oils sometimes showed different behaviors, such as a reduction, a negligible effect100,101 or a 
decrease followed by an increase (i.e., non-monotonic trend) of the oil/water IFT.102,103 Similarly, 
electrolytes affect the oil/water/rock CA differently depending on the nature of the crude oil: 
sometimes turning the surface to water wet81,82 or oil wet behavior.83 
For this reason, both properties are reanalyzed in a set of different oils, starting with simpler 
maltene mixtures and ending with model oil 2. Specifically, the effect of salinity on the IFT is 
analyzed using three different maltene mixtures (i.e., all % are given in % w,w) at laboratory 
conditions: (i) the 87 % dodecane/13 % toluene mixture, (ii) the ternary maltene mixture 2, which 
contains a 1 % of 3-naphthenic acid and (iii) the equimolar quaternary mixture. The addition of 
either 2.0 mol·kg-1 of NaCl and 2.0 mol·kg-1 of CaCl2 increases the oil/water IFTs of any of the 
three systems by 3-4 mN·m-1 and 6-7 mN·m-1, respectively (Figure 4.26a-c). These increases are 
statistically equivalent to the oil/water IFT change induced by electrolytes in pure components and 
similar to the abovementioned experimental works that report an increase of the oil/water IFT with 
salinity.79,80 In fact, this result was expected because all of the different pure oil/water/salt systems 
exhibited the same IFT increase with salt molality concentration, which implies that the oil in 
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general does not interact significantly with salinity. Similarly, the inclusion of asphaltenes did not 
affect the usual trend of the oil/water IFT observed up to now (Figure 4.26d). In fact, the oil/water 
IFT of model oil 2 increases by 5.0 mN·m-1 and 5.5 mN·m-1 in presence of a 2.0 mol·kg-1 of NaCl 
or CaCl2, respectively. The difference between the IFT increase of both salts is less noticeable than 
in pure compounds or maltene mixtures, but the general qualitative trend of IFT CaCl2 > NaCl is 
still maintained.  
The equilibrium z-distributions of the four systems have also been analyzed in Figure 4.27. 
However, as the oil/salt interactions are relatively weak, the molecular distributions of the maltene 
oil mixtures (Figure 4.27a-f) with a 2.0 mol·kg-1 of salt and in pure water are very similar. The 
only remarkable difference is an enhanced accumulation of 3-naphthenic acid molecules to the 
oil/water interface, denoted by the higher acid peaks at [ ≈ 25 Å and [ ≈ 110 Å in Figure 4.27e 
and 4.27f with respect the system without salt. This fact suggests that salinity should be able to 
interact with polar components of oil to favor their migration to the oil/water interface. However, 
the migration is not strong enough to observe any reduction on the IFT. 
 
Figure 4.26. Variation of the simulated oil/water IFTs of three different maltene model oils  
(a-c) and model oil 2 (d) as a function of NaCl and CaCl2 molality at 300 K and 1 atm. 
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On the other hand, the system with asphaltenes (i.e., model oil 2 shown in Figure 4.27g-h) has 
a very low concentration of acid molecules, and they were already totally accumulated at the 
interface in absence of salt. This means that the addition of electrolytes is not affecting the 
 
Figure 4.27. Equilibrium z-distributions of the (a,b) 87 % dodecane/ 13 % toluene mixture,  
(c,d) maltene ternary mixture 2, (e,f) the equimolar mixture and (g,h) model oil 2 in presence of 
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molecular distribution of 3-naphthenic acid, resulting in z-distributions statistically equivalent to 
the systems without salt. The only exception is that in the presence of NaCl only a peak of 
interfacial accumulation of asphaltenes is located at the right interface (i.e., at [ ≈ 170 Å in  
Figure 4.27g), whereas CaCl2 seems to slightly push the asphaltenes back to the bulk (i.e., the same 
peak is significantly lower in Figure 4.27h). This distribution suggest that salinity hampers the 
ability of asphaltenes to migrate towards the oil/water interface, especially when divalent salts are 
used. 
Regarding the CA simulations, the saline effect with a 2.0 mol·kg-1 of NaCl has been evaluated 
in the maltene ternary mixture 2 on a calcite surface. In this simulation, both ions (i.e., Na+ and  
Cl-) diffuse into the water layer located under the oil droplet, as it can be seen by the accumulation 
peaks at [ < 5 Å in Figure 4.28. In this position, ions are capable of interacting with the most polar 
components of oil and attract them to the interface, which was previously seen in the IFT 
simulations of mixtures compiled in Figure 4.27e-f and now in Figure 4.28 (i.e., the 3-naphthenic 
acid peak is higher with NaCl than in pure water). The enhanced acid/calcite attraction induced by 
the salt is also reflected in an increase of the oil/water/rock CA with salt concentration as it can be 
seen in Table 4.11. 
Recall that in pure oil components the saline effect was enhancing calcite/water interactions 
without affecting the oil/rock behavior, which resulted in a slight reduction of the oil/water/rock 
CA. However, in this mixture the ions of salt can diffuse into the thin water layer below the droplet 
and increase the acid concentration close to the mineral surface, thus increasing the oil/rock 
interactions and ultimately, the CA. This mechanism could explain the reason why pure model oils 
behave differently with respect mixtures in the abovementioned experiments. 
 
  
Figure 4.28. Equilibrium z-distributions of the ternary maltene mixture 2 on top of a calcite 
surface surrounded by a 2.0 mol·kg-1 NaCl brine at 300 K and 1 atm. 
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On the other hand, the CA simulations of model oil 2 on top of the calcite surface reveal that 
the ions in solution promote the formation of the water layer, previously unseen in absence of salt 
(Figure 4.29a-b). However, this water layer does not favor the attachment of any oil component to 
the calcite surface due to the very low concentration of 3-naphthenic acid and the low salt/oil 
interactions with all other model fractions. This fact results in a reduction of the oil/water/rock CA 
by the presence of salt because water/calcite interactions become enhanced while oil/rock behavior 
is unchanged, equivalently to pure compounds behavior.  
Alternatively, the CA of model oil 2 has also been calculated on top of the Al termination of 
the kaolinite surface, for being the most hydrophilic face and the one with higher probability to 
Table 4.11. CA results at different NaCl or CaCl2 salinity concentration of the 
dodecane/toluene/3-naphthenic acid mixture and model oil 2 on calcite and kaolinite  
Al termination at 300 K and 1 atm. 
Model CAPure water / º CAl.>	ñ	óòôö / º CAl.>	ñ	ôòôöi / º 
Maltene on CaCO3 34.3 48.1 - 
Model oil 2 on CaCO3 33.7 29.9 16.6 




Figure 4.29. Equilibrium z-distributions of model oil 2 on top of calcite embedded in 2.0 mol·kg-
1 of NaCl (a) and CaCl2 brines (b), along with its counterparts in the Al-Kao surface with 2.0 
mol·kg-1 of NaCl (c) and CaCl2 brines (d). 
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form a water layer in the presence of 2.0 mol·kg-1 of salt. The resulting CA when adding NaCl or 
CaCl2 to the system remains completely unchanged with respect pure water denoting that salinity 
does not affect significantly the oil/water/rock interactions. In fact, oil and kaolinite interact 
strongly enough that the water layer cannot be formed, and no salt can diffuse under the droplet to 
enhance oil/clay interactions, as seen in the z-distributions that remain statistically unchanged with 
respect those of pure water (Figure 4.29c-d).  
 
4.4.4 Summary and Conclusions 
 
In this section, different model oils were simulated using representative molecules capable of 
accounting for the average properties of the four SARA fractions to evaluate the behavior of the 
IFT and CA in oil mixtures. From the results obtained in this part of the thesis it is concluded that 
when the polar fractions of oil are part of a mixture, they tend to migrate from the bulk to the 
interfaces effectively reducing the oil/water IFT and increasing the oil/water/rock CA. The 
interfacial accumulation of each species depends on the relative polarity of all of the present 
compounds, which means that a low-polarity molecule such as toluene can accumulate at the 
dodecane/toluene interfaces, whereas it cannot in presence of 3-naphthenic acid. The results 
obtained by the MD simulations carried out in this part of the thesis show that they are capable of 
qualitatively reproducing the IFT trends under many different water and oil environments, which 
can be used to identify the most interfacially active species. Finally, the modeled asphaltenes have 
an interfacial activity slightly lower than quinoline, which means that these asphaltene molecules 
do not contribute significantly to the oil/water IFT or the oil/water/rock CA in polar oil matrixes. 
Although one could think that the asphaltenes should accumulate at the interface because they have 
more functional groups than quinoline, their tendency to aggregate among each other hampers they 
capability of migrating and occupying the interfacial volume. 
As abovementioned, different model oils have different behaviors regarding both the oil/water 
IFT and oil/water/rock CA when interacting with electrolytes. These experimental results could 
suggest that there might be components in some real crude oils capable of interacting with salinity 
and revert its natural oil/water IFT increasing effect. However, a real crude oil is a combination of 
several different species, while the present study uses only a relatively small set to model many 
different behaviors. In fact, due to that limitation, the aim of this study was to describe, only in a 
qualitative way, the interfacial behavior of the different crude oil fractions when modeled 
simultaneously. For this reason, the model is only capable of reproducing the IFT increase with 
salinity concentration, and not the other mechanisms determined in the bibliography for some 
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heavy crude oils (i.e., the IFT decrease or the non-monotonic trend). Other molecules with stronger 
interfacial activity should be added, either in the asphaltene or in the resin fractions of the oil, to 
simulate them accordingly. Alternatively, the different possible chemical reactions occurring in a 
real crude oil could also be playing a role (e.g., an acid/base reaction involving the COOH groups 
of 3-naphthenic acid and asphaltene 2, which would increase their polarity). However, investing 
additional time in further increasing the complexity of the crude oil model was out of the scope in 
the frame of the time-sensitive project with REPSOL. 
Regarding CA simulations, different behaviors were seen depending on the composition of the 
model crude oil employed. Specifically, the increase of the simulation time required to equilibrate 
the system on calcite allowed to see the formation of a water layer of 5 Å width between the oil 
droplet and the surface. This water layer could be filled with ions in the brine solution and could 
attract the most polar fractions of oil to the calcite surface, increasing its CA (e.g., the 3-naphthenic 
acid of a dodecane/toluene/3-naphthenic acid mixture). However, if the oil does not have fractions 
with high polarity (e.g., the model oil 2) this attraction effect is negligible and the CA either 
remains unchanged or is reduced by enhanced water/rock interactions. This mechanism is capable 
of explaining why different oil/rock combinations interact differently with salinity. 
 
4.5 Summary and General Conclusions 
 
This chapter of the thesis was focused on studying the fundamental interactions of several 
model crude oils with water, different minerals and salts, to better comprehend the mechanisms 
under the oil recovery processes. To that end, a set of different molecules were selected to represent 
the average behavior of each oil fraction according to the SARA fractionation (i.e., dodecane for 
saturates, toluene for aromatics, quinoline for basic/aromatic resins, 3-naphthenic acid for 
acid/aliphatic resins and two similar continental asphaltene molecules for asphaltenes). First, the 
two interfacial properties of interest (i.e., the oil/water IFT and the oil/water/rock CA) were 
analyzed using pure oil components to evaluate the interfacial behavior of each fraction on its own. 
Then, different simple binary, ternary or quaternary oil mixtures were built to assess the interfacial 
properties of oils that combine different SARA fractions simultaneously. Finally, complex model 
oils containing all SARA fractions in different proportions were simulated to mimic as reliably as 
possible the behavior of real crude oils. 
Regarding the study of pure molecules, it was seen that the most polar components of oil can 
interact with water via electrostatic or hydrogen bond interactions that make the oil/water interface 
more stable. When these interactions are relevant the interfaces become wider (i.e., Δä 3-
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naphthenic acid/water > quinoline/water > toluene/water > dodecane/water) and the IFT becomes 
lower (i.e., IFT dodecane/water > toluene/water > quinoline/water > 3-naphthenic acid/water). In 
fact, there is a correlation where the IFT is inversely proportional to the square of the interfacial 
width. Increasing temperature reduces the oil/water IFT in all compounds, whereas pressure 
variations around 100 atm almost do not affect the resulting IFT. 
The understanding of water affinities of pure compounds is critical when modeling mixtures, 
because the most polar components of oil tend to migrate from the oil bulk to the oil/water interface 
and reduce the IFT. Specifically, the polar compounds accumulate at the interface relegating any 
other less polar molecules to the oil bulk, as seen with dodecane in the binary dodecane/toluene 
mixture, toluene in the toluene/quinoline mixture or all other compounds when 3-naphthenic acid 
is present. The molecules located at the interface are the ones that contribute to the oil/water IFT, 
regardless of the oil bulk, as specifically determined by MD simulations. The effect of model 
asphaltenes was also analyzed, but the average molecules selected did not seem to be very 
interfacially active, especially in the presence of other smaller polar molecules (e.g., quinoline or 
3-naphthenic acid). Additionally, the natural agglomeration of asphaltenes makes them to form 
clusters with 4 to 6 units that reduce their mobility and diminish their interfacial activity. 
From all of the compiled results regarding the oil/water IFT it seems that the inclusion of polar 
molecules, such as 3-naphthenic acid, to the oil matrix is beneficial to oil recovery because it 
reduces the oil/water IFT, but when including the effect of the mineral substrate these compounds 
tend to attach strongly to the rock preventing recovery. This conclusion was achieved by modeling 
different pure oil nanodroplets immersed in water on top of a CaCO3(101å4) surface. This particular 
surface is highly hydrophilic and has a water wet behavior when non-polar oils are placed on top 
of it. However, 3-naphthenic acid is capable of strongly interacting simultaneously with both the 
Ca2+ and CO32- ions of calcite, turning the surface almost oil wet. These results have been analyzed 
throughout CA simulations, where CA dodecane < toluene < quinoline < 3-naphthenic acid. 
In highly hydrophilic surfaces (e.g., calcite), a thin water layer of 5 Å width is formed below 
the oil droplets, whereas in less hydrophilic surfaces (e.g., kaolinite) the water layer is not 
necessarily formed. However, the addition of salinity to the medium increases the polarity of the 
water phase, which in turn favors its interactions with the ionic mineral surface. In this situation, 
salinity helps in promoting the formation of the water layer between the oil droplet and the surface. 
Then, the CA of the system is reduced due to stronger water/rock adhesion forces unless the oil 
contains highly polar compounds that can interact with the electrolytes located in the water layer, 
which can become attracted via electrostatic interactions and then reinforce the oil/rock 
interactions by proximity. All of these effects could not be seen in kaolinite, whose stronger 
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oil/rock interactions prevented the formation of any water layer, and thus the saline effect to the 
CA was negligible. 
On the other hand, the effect of salinity increased the oil/water IFT due to a higher polarity of 
brine with respect pure water, which increases the polarity difference between the water and oil 
phases. Even though a small attractive effect could be intuited in the z-distributions of mixtures 
containing high concentrations of 3-naphthenic acid, the salt interactions with the selected average 
molecules are not strong enough to provoke any noticeable effect on the oil/water IFT. 
Finally, this part of the work has shown how MD simulations can aid in the comprehension of 
complex problems like oil recovery, unveiling some of the phenomena occurring in oil reservoirs 
at a molecular level. Even though the obtained results not always provided accurate values of IFTs 
or CAs, the qualitative trends of these properties at different oil and water compositions were 
successfully reproduced, allowing to help in experimental misconceptions (e.g., the effect of 
quinoline impurities), the reproduction of the relative oil/water or oil/rock interactions or the 
explanation of the different saline effects on the CA of non-polar and polar oils. 
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Interaction of Surfactants with Oil/Water/Salt Systems 
for Enhanced Oil Recovery 
 
In Chapter 4 the behavior of oil, brine and rocks have been assessed to better understand some 
of the interfacial phenomena occurring during oil recovery processes. When the collaboration with 
the previously mentioned company was over, a new project was formulated within the oil recovery 
framework aiming at better understanding the interactions of surfactants at the oil/water interface 
(i.e., extended through Chapter 5). Surfactants (i.e., the usual term for “surface active agents”) are 
amphiphilic molecules, which consist of a non-polar hydrophobic segment called “tail group” or 
simply “tail” and a polar or ionic region called “head group” or simply “head”.1 The tail is usually 
built with a linear or ramified hydrocarbon chain, that interacts favorably with other non-polar 
phases (e.g., an oil). Otherwise, the head can be cationic, anionic, zwitterionic or non-ionic, all of 
which interact strongly with polar phases (e.g., water).2 
This dual affinity of surfactants makes them migrate to any interface (e.g., the oil/water 
interface) and orient their polar and non-polar parts to the respective polar and non-polar regions 
of the interface, respectively. Due to this orientation, each segment of the surfactant can interact 
with a bulk phase to increase its adhesive force, which reduce the IFT (i.e., ! ∝ #$%& − #()&).3–5 
Additionally, surfactants can also interact with the surface of the porous rock usually displacing 
the oil and favoring recovery. However, recall that the temperature, pressure and salinity 
conditions, as well as the oil characteristics, depend significantly on each reservoir, so surfactants 
may not be equally efficient in all petroleum reservoirs. For this reason, the understanding of all 
phenomena involving surfactant interactions at the molecular level is fundamental for the future 
design of better surfactants for cEOR. Specifically, at pore conditions, surfactants can interact with 
many different species (i.e., with water, many different electrolytes, the enormous amount of oil 
components and the porous rock), which makes the modeling and understanding of these kinds of 
systems very challenging. For this reason, in this part of the thesis the effect of the rock is 
completely removed, and only the effect of surfactants at the oil/brine IFT is evaluated. 
The different types of surfactants known are defined according to the type of head group they 
contain.1,6 First, the polar head of a cationic surfactant is usually formed by a quaternary 




ammonium group with the general formula NR,-. The positive charge of the head group is 
accompanied by a negative anion, such as Cl- or Br-. Similarly, anionic surfactants have a 
negatively charged head group based on carboxylates (COO0), sulphates (OSO20), sulphonates 
(SO20) or phosphates (OP(OH)O70), all of them paired with a positively charged counterion  
(e.g., Na+). Surfactants can also contain at the same time a positively charged and a negatively 
charged polar head groups (i.e., normally with a betaine functional group).7 These surfactants are 
known as zwitterionic surfactants and they have a cationic, anionic or almost non-ionic behavior 
depending on the pH of the solution. Finally, the non-ionic surfactants do not contain any charged 
species and their polar head groups are generally based on large regions of alcohol ethoxylates 
(i.e., −(OCH7CH7)8 − OH with no counterion). A summary with some examples of these kinds of 
surfactants can be seen in Figure 5.1. 
 
5.1 Introduction to the Salt/Surfactant Synergistic Effect 
 
Although the IFT of an oil/water system is reduced by effect of the surfactants, their 
application in EOR is usually expensive. For this reason, in the recent years, different alternative 
techniques to lower the oil/water IFT have been explored to obtain the lowest possible value and 
reduce the necessary surfactant concentration.8–10 For example, when the injection water is 
designed by mixing seawater with fresh water, which contains a low concentration of certain 
electrolytes, an improved recovery with respect standard waterflooding can be observed in certain 
reservoirs.11,12 Even though the recovery can be increased with this technique, the ultralow IFT 
values needed for efficient EOR cannot be achieved by solely tuning the water salinity. For this 
reason, the most common procedure is based on using combinations of surfactants with other 
additives that act synergistically to yield a lower IFT, which may allow to reduce the amount of 
surfactant used or directly increase the amount of produced oil. These additives can either be other 
 
 
Figure 5.1. Examples of four different types of surfactants classified according to their head 
groups. 




surfactants or non-surfactant species with high interfacial activity such as alcohols (i.e., also 
grouped under the name of co-surfactants). When the adequate concentration of surfactants and 
additives are combined, the IFT of the system can potentially achieve ultralow IFT values  
(i.e., 10-2 - 10-4 mN·m-1), which favors the formation and stabilization of oil/water 
microemulsions.13  
Another additive that can be used in surfactant cEOR are electrolytes. They are usually cheap 
compounds, and many of them are already found in the petroleum reservoir. Electrolytes are 
capable of strongly interacting with polar segments of molecules and change their microscopical 
arrangement, which affects the fluid properties (e.g., the dipoles of water orient towards the salt 
generating solvation shells around each ion, which modify the melting point, the boiling point, the 
density, the surface tension, the viscosity and the vapor pressure of the fluid 14–16). In particular, 
surfactants can be also affected by salinity modifying properties such as the Critical Micelle 
Concentration (CMC) or the IFT. These properties vary differently depending on the types of 
surfactants and salts that are combined, so it is important to understand the mechanisms underneath 
to predict how surfactants behave under a determined salinity environment. Notice that, even 
though no modifications are applied to injection water, petroleum reservoirs already contain a high 
concentration of electrolytes, so this specific salt/surfactant interaction will always be present at 
reservoir conditions, which increases the significance of its understanding. 
To illustrate the complexity of salt/surfactant interactions, consider that their CMC usually 
decrease when increasing salinity concentration,17,18 but Seredyuk et al.,19 showed a steady 
increase with zwitterionic gemini surfactants in NaBr. Similarly, the IFT variation also depends 
on the salt/surfactant combination, but many works showed that electrolytes can act synergistically 
with surfactants to reduce the oil/water dynamic and static IFT.20–33 This effect does not follow the 
usual experimental and computational trend observed, where many oil/water IFTs increase with 
salinity concentration.34–38 
The static oil/water IFT is the value measured at equilibrium, which requires the time of all 
species to diffuse either to the interface, to the oil bulk or to the water bulk (i.e., depending on the 
system it can take from minutes to hours or days). The static IFT of several systems exhibited 
lower values in presence of salinity, such as: zwitterionic surfactant mixtures with water and NaCl 
by Staszak et al.,32 cationic surfactants with water and potassium halides by Koelsch et al.,28 
anionic surfactants in monovalent and divalent brines by Fainerman et al.,24 among others.21–23,25,26 
Finally, some of these works specifically show that stronger IFT reduction effects are achieved at 
surfactant concentrations below the CMC.28,32,33 




On the other hand, the dynamic oil/water IFT is conformed by the whole set of IFT values 
measured during the equilibration process, and it can be beneficial in cEOR if the dynamic pattern 
achieves a minimum at lower IFT values than the static IFT. Some examples are the works of Liu 
et al.,30,31 where the dynamic IFT pattern of anionic surfactants and combinations of  
anionic/non-ionic surfactants were measured in the presence of salts. Their analysis showed that 
the IFT in absence of salinity changes smoothly with time, whereas divalent salts allow the system 
to achieve an ultralow IFT in the first minutes of measuring, after which the IFT increases again 
until it meets the static IFT value. Additionally, Witthayapanyanon et al.,33 measured a similar 
behavior with anionic surfactants and NaCl.  
Different mechanisms were proposed from the experimental evidences to explain both the 
dynamic and static IFT (Figure 5.2).30,31,39,40 Regarding dynamic IFT, it is proposed that the water 
solubility of a surfactant soluble in the two phases is reduced by addition of salts via a salting out 
effect. The surfactants then need to migrate from the water to the oil through the interface to be 
effectively dissolved. In the time when surfactants are crossing the interface, their interfacial 
accumulation increases, which produces a temporal reduction of the oil/water IFT.39 Otherwise, if 
the solubility of the surfactant in the non-polar phase is low they might only diffuse and stay at the 
interface, reducing the oil/water IFT at equilibrium (i.e., static IFT).40 Additionally, the electrolytes 
can also interact with the surfactants and screen the electrostatic interactions between different 
 
 
Figure 5.2. Visual representations of two possible mechanisms to explain the dynamic and static 
IFT reduction, respectively. 
 




head groups, which improves the packing of these species and allow additional molecules to fit at 
the interface.30,31 
In summary, the previous mechanisms used to explain the dynamic or static IFT reductions 
assume that the effect is due to an increase of the number of surfactants at the interface. This 
behavior is defined by the Gibbs isotherm (eq. 5.1), where the IFT (!) decreases linearly with the 
Gibbs interfacial excess concentration (i.e., Γ: called interfacial excess from now on) and ;: is the 
chemical potential of species < at a given temperature.41 To adequately apply eq. 5.1 an 
infinitesimal volume of interface located at a position = (i.e., called the Gibbs dividing surface) 
must be assumed, and the values of Γ: depend on the position of =. For this reason, the Gibbs 
dividing surface is conveniently located at the position where the Γ: of a reference component  
(i.e., water in this thesis) becomes zero. Then, all other Γ: are referred to that component (Γ:>) and 














where for diluted solutions the activity (K:) can be simply taken as the concentration. From the  
eq. 5.2 one can see that the interfacial excess can be positive if the IFT is reduced when increasing 
concentration or negative if the IFT increases instead. This fact implies that the higher amount of 
species accumulating at the interface (i.e., more surface active compounds) the lower the oil/water 
IFT. On the other hand, when species deplete from the interface to migrate to any bulk phase the 
IFT will increase. 
There are already some studies focused on performing MD simulations with some ionic 
surfactants and salts at the air/water and oil/water interfaces, which intend to give a molecular 
perspective of the intermolecular interactions that drive the salt/surfactant synergistic effect.42–44 
However, all of these works show how the ionic head groups of the surfactant (i.e., either positive 
or negative) are capable of exchanging their counterions with compatible divalent ions present in 
the brine solution (e.g., Na+ counterions are exchanged by a Ca2+). This exchange is favored 
because divalent charges can interact more strongly with charged surfactant head groups than the 
monovalent charges of a common counterion. According to the published results, the 
salt/surfactant interactions are capable of changing the molecular distributions of the surfactants at 




the interface but none of these works characterized the IFT reduction via molecular simulations. 
This fact implies that the IFT reduction due to the salt/surfactant synergistic effect cannot be 
directly related to the effects produced by the described ionic exchange. 
In this thesis, MD simulations of a specific interfacial system containing oil, water, salt and 
non-ionic surfactants have been prepared to better understand the mechanism involved in the IFT 
reduction due to salt/surfactant synergistic effect. In order to simplify the system, the oil phase has 
been modeled using only pure dodecane and the water phase is simulated with water molecules 
and either NaCl, CaCl2 or MgCl2 to evaluate the salt/surfactant synergistic effect on different 
brines. Finally, two non-ionic surfactants have been modeled in this part of the work. The first 
surfactant has a linear tail containing 12 CHR groups and a triethyleneglycol head group  
(i.e., CH2(CH7)SS − (OCH7CH7)2 − OH also known as C12E3). On the other hand, the second 
surfactant is a version of the first but with a ramified non-polar tail with the same molecular weight 
as the linear surfactant (i.e., (CH2(CH7)T)(CH2(CH7),) > CH − (OCH7CH7)2 − OH, or 
C6C5CE3). The election allows to evaluate the impact of the non-polar tail shape in the 
salt/surfactant synergistic effect. Alcohol ethoxylate surfactants do not bear a counterion, in 
contrast to other ionic compounds, so the ionic exchange observed by other works cannot be the 
driving force of any effect observed in the conducted MD simulations.  
Finally, recall that although the IFT reduction due to the salt/surfactant synergistic effect has 
direct application in EOR (i.e., a reduction of the IFT implies an increase of oil production), the 
real system involving a microporous rock with many different oil fractions, water and electrolytes 
has been simplified to give an explanation of the salt/surfactant mechanism only at the oil/water 
interface. In the real system, electrolytes can also interact with the rock activating other 
mechanisms that can potentially hamper the oil extraction. For example, depending on the rock 
matrix and oil composition, positively charged electrolytes can attach to the mineral surface 
attracting the negatively charged fractions of oil, and retaining the oil attached to the rock.45 This 
means that unless the IFT reduction shown by the salt/surfactant combination achieves 
significantly low values (e.g., ultralow IFT) other mechanisms can still compete to prevent oil 
recovery. However, the interactions of surfactants and salts are completely unavoidable in 
petroleum reservoirs, so their understanding can help to shed some light into the complex process 








5.2 Molecular Dynamics Simulations of Salt/Surfactant Interactions 
 
Oil/water/salt/surfactant systems have been modeled via MD simulations using LAMMPS 
code.46 The initial simulation cell (Figure 5.3) has been built as described in the IFT simulation 
setup of Section 4.1 (i.e., a rectangular box half filled with oil molecules and half filled with water 
molecules), with cell parameters VW = VX = 80 Å and VY = 210 Å). A surfactant concentration 
below the CMC has been modeled by adding a relatively low amount of surfactants directly into 
the oil/water interface, to represent an interfacial excess of Γ:C = 1.50 µmol·m-2 (i.e., or 
equivalently (Γ:C)0S	= 110 Å2·molecule-1). This concentration intends to reproduce the 
experiments that characterized some of the strong IFT reductions due to salt/surfactant synergistic 
effects.26,30–32 Finally, some electrolytes (i.e., either NaCl, CaCl2 or MgCl2) have been included in 
random positions of the water bulk. The rest of the simulation procedure has been carried out as 
specified in Section 4.1, evolving the system a total of 20 ns. The 10 last ns of simulations have 
been used to calculate the average of the equilibrium oil/water IFT and the last 2 ns have served to 
build properties related to molecular distributions. Finally, the IFT has been calculated via the 
pressure tensor method (eq. 4.2) of Kirkwood et al.47,48 
Notice that in this setup, no surfactant molecules can be found in any bulk because they are all 
initially located at the interface at a concentration below the CMC. During the whole simulation 
time all surfactants remain at the interface even in absence of salinity, so the surfactant migration 
mechanism proposed experimentally (Figure 5.2) cannot occur in these simulations. In particular, 
the study here conducted is helpful to characterize other synergistic mechanisms that depend 
 
 
Figure 5.3. Representation of the oil (gray)/water (blue)/salt (orange and green)/surfactant (red) 
system used in this part of the thesis. 




specifically on salt/surfactant interactions and molecular rearrangements, which also might play 
an important role in the IFT reduction. 
The interfacial excess of each simulated species has been obtained from the MD calculated 
density profile in the direction perpendicular to the interface (i.e., z-distributions) and the ideal 
density profile of a Gibbs interfacial system. The former has been obtained by dividing the 
simulation cell in bins with 1 Å width along the z-direction and averaging the position of all species 
within each bin during the last 2 ns of the simulation. On the other hand, the latter corresponds to 
the density distribution of the ideal Gibbs interfacial model (i.e., an interface with infinitesimal 
volume). To better understand the difference between these two density profiles at the oil/water 
interface, both of them have been depicted for a single species in Figure 5.4a as an example. The 
solid lines correspond to the MD z-distribution profile, whereas the dashed lines refer to the ideal 
Gibbs profile. Both density profiles converge to the Z̅\ value at the water bulk and to the Z̅% value 
at the oil bulk, which are the average densities of these species in their respective phases. However, 
the Gibbs profile makes an abrupt transition from Z̅\ to Z̅% at the = position (i.e., the red vertical 
line), while the transition obtained by the MD profile is smoother. Then, the interfacial excess of 
a single species < (i.e., normalized per unit area) can be calculated from the difference of the two 
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Figure 5.4. (a) Density profiles (i.e., z-distributions) representation of the ideal Gibbs interfacial 
systems (Z`:aab(Y)) and a more realistic interface (Z^_(Y)). (b) Density profiles of a species 
that depletes from / accumulates at the interface (brown/green) and a reference compound with 
ΓjC = 0 (blue). 
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The shape of the Gibbs density profile allows to change the ∫ Z:`:aab(Y)?Y
gh
gi
 integral of eq. 5.3 
for the area below two rectangles: one in the water phase (i.e., Z̅:	\ · |=C − V\|) and another in the 
oil phase (i.e., Z̅:	% · |V% − =C|), where the integration limits V\ and V% are, in practice, the center 
of the water and oil bulks respectively. Equivalently to eq. 5.2, the Gibbs dividing surface is 
conveniently chosen to be at the position where the Γ: of the reference component (i.e., water in 
this thesis) becomes zero. Then, all other interfacial excesses (Γ:>) are referred to the reference 
component by using the same Gibbs dividing surface (=C). 
Intermolecular and intramolecular interactions of organic species have been represented by 
means of the TraPPE-UA force field,49 which considers all bonds to be fixed at their equilibrium 
bond lengths. However, the AMBER force field spring constants have been used to permit all 
bonds to vibrate around its equilibrium position as suggested by TraPPE developers.50 This force 
field is specifically fitted to reproduce the liquid/vapor equilibrium of organic molecules and is 
already capable of capturing the correct surface and interfacial tension of hydrocarbons, as already 
seen elsewhere 49 and in Chapter 4 of this thesis. However, a validation stage has been carried out 
to verify the capability of the force field in reproducing the IFT/ST reduction with surfactant 
concentrations below the CMC. 
The ST of water at different C12E3 concentrations below the CMC has been selected as target 
property for surfactant force field validation. To ensure this validation is not affected by the water 
model, it is critical to select a water force field capable of reproducing the experimentally measured 
ST as closely as possible. This is usually not achievable with many three-point models, such as 
SPC 51 or TIP3P,52 so more sophisticated four-point force fields must be used.53 Specifically, the 
TIP4P/Ew,54 which was already shown to capture a reasonably good ST of water,53 has been 
employed to carry out the validation of the surfactant force field. The variation of the water ST 
(Δ!) with surfactant interfacial excess (Γmnopqrsq8s> ) is shown in Figure 5.5a in comparison with the 
experimental measurements of Lu et al.55 The excellent agreement between the experimental 
measurements and the simulation results verify that TraPPE-UA force field is adequate to 
reproduce the effect of surfactants at the interface.  
Although there are significant differences on the ST of water depending on water model used, 
this variation is less important when modeling an oil/water interface. In fact, in Chapter 4 it was 
seen that either SPC, SPC/E, TIP3P and TIP4P were all reasonable models to predict the oil/water 
IFT at laboratory conditions. However, the TIP4P models are computationally more expensive 
than SPC, SPC/E and TIP3P. For this reason, after using TIP4P/Ew to validate the surfactant force 
field, TIP3P was selected in this part of the thesis because it is a relatively cheap water model, that 




allows to simulate a relatively large system, and to reproduce better than any other three-point 
model the dodecane/water IFT (i.e., !Mtu2u = 50.0 mN·m-1, while the experimental results are  
51.0 mN·m-1 and 52.3 mN·m-1, all at 300 K and 1 atm 49,50). 
Finally, electrolytes are very polar compounds with strong coulombic interactions, which 
means that many of its properties depend on the electronic distribution around the ions. For this 
reason, their behavior is not easy to simulate with single point charge models, which incited many 
researchers to develop a large amount of force fields over the last years. To ensure that the obtained 
results are not subject to the selection of the electrolyte parameters, three different non-polarizable 
models were used and compared in this part of the thesis: (i) the force field from Smith and Dang 
(i.e., currently implemented in ClayFF)58, (ii) the force field from Ȧqvist (i.e., used in OPLS)  and 
the force field of Beglov and Roux (i.e., compiled in CHARMM)60. Finally, all crossed interactions 
have been calculated with the standard Lorentz-Berthelot mixing rules.61 The cutoff range for 
intermolecular interactions has been selected as 14 Å and the truncation error in the LJ potential 
has been coped with an analytic tail correction (eq. 2.52),62 whereas the long-range Coulomb 
potential has been treated with the PPPM method.63 
To evaluate the difference between the three force fields in reproducing the usual linear 
increase of the oil/water IFT either with NaCl, CaCl2 and MgCl2,34,38 three different systems were 
modeled, each with a single salt at a concentration of 2.0 mol·kg-1. The results with the three force 
fields are compiled in Figure 5.5b, where it can be seen that even though these force fields are not 
 
Figure 5.5. (a) Calculated water surface pressure variation as a function of the surfactant 
interfacial excess (red dots) at 300 K in comparison to the smoothed experimental measurements 
(black line) of Lu et al.55 (b) Dodecane/water IFT increase with 2.0 mol·kg-1 NaCl, CaCl2 and 
MgCl2 concentration with the three non-polarizable electrolyte force fields tested in this thesis 
at 300 K and 1 atm. The results are compared with the experimental results of Lima et al.,38 at 












































specifically fitted to reproduce the oil/water IFT variation with salinity concentration, the 
qualitative behavior is adequately captured by the three of them. However, in average ClayFF 
seems to more accurately reproduce the IFT increase than OPLS or CHARMM. Specifically, 
OPLS is slightly underestimating the dodecane/water/NaCl IFT increase effect but it reasonably 
reproduces the behavior for divalent ions, whereas CHARMM yields a good value for the 
dodecane/water/NaCl IFT but significantly underestimates the IFT increase produced by divalent 
ions.  
In the following sections, all of the salt/surfactant interactions have been calculated using the 
three abovementioned force fields obtaining qualitatively the same results, but with differences 
equivalent to the trends observed in the dodecane/water/salt IFTs (i.e., any effect shown by NaCl 
is weaker when modeled with OPLS than with the other force fields, as well as the effects on 
divalent salts are weaker when modeled with CHARMM than with the other force fields). For this 
reason, many data shown in the following sections correspond only to ClayFF force field and the 
rest of information calculated with OPLS or CHARMM has been omitted to simplify the 
discussion. 
 
5.2.1 Determination of the IFT Cooperative Reduction  
 
After the force field validation and evaluation, IFT calculations of oil/water/salt/surfactant 
systems were conducted to find the optimum salinity concentration capable of magnifying the IFT 
reduction due to salt/surfactant synergistic effect. To contextualize, some of abovementioned 
experimental salt/surfactant studies showed that higher salinity concentrations may enhance the 
static IFT reduction effect, sometimes even up to 2.0 mol·kg-1.26,30–32 However, there is usually a 
concentration limit where the cooperative effect is lost,64 which defines the optimum salinity 
concentration for the salt/surfactant synergistic effect. 
To find the optimum salinity for the modeled oil/water/surfactant systems, four different NaCl 
concentrations were used to explore (i) a reference system without salinity (i.e., 0 mol·kg-1), (ii) a 
low salinity (i.e., 0.5 mol·kg-1), (iii) an intermediate salinity (2.0 mol·kg-1) and (iv) a high salinity 
environment (6.0 mol·kg-1). To reduce the number of calculations of this preliminary screening, 
only the ramified surfactant was used along with ClayFF for being the force field that better 
reproduced the Δ! values of oil/water/salt systems. In absence of salt (Table 5.1), the surfactant 
occupies the oil/water interface throughout the whole simulation time (i.e. with the polar heads 
facing the water phase and the non-polar tails oriented towards the dodecane phase), which reduces 
the IFT from 50.0 mN·m-1 to 39.0 mN·m-1. After the addition of NaCl, the IFT is not increased 




equivalently to the system without surfactant (i.e., approximately 1.5 mN·m-1 per 1.0 mol·kg-1 of 
NaCl). This implies that all of these interfaces are showing a synergistic effect, but some of them 
are too weak to exhibit an absolute IFT reduction. Specifically, the salt/surfactant synergy is very 
weak at low and high salinities (i.e., the IFT is not reduced in either condition) and relatively strong 
at 2.0 mol·kg-1 of NaCl for the modeled system, achieving even negative Δ! values. This result 
implies that the optimum salinity concentration that maximizes the salt/surfactant synergistic effect 
should be around 2.0 mol·kg-1 of salt, which has been selected for the rest of the work. 
Following the same procedure, the oil/water IFT of all systems simulated in this part of the 
thesis have been calculated and compiled in Table 5.2, either without surfactant, with the linear 
surfactant (i.e., C12E3) or the ramified surfactant (i.e., (C6C5)CE3) and all the electrolytes/force 
field combinations. In absence of surfactant the addition of any salt increases the oil/water IFT 
regardless of the force field. However, when modeling the electrolytes with ClayFF, 
NaCl/surfactant interactions seem to be strong enough to be capable of reducing the oil/water IFT 
instead (i.e., Δγwqxy = -0.3 mN·m-1 and Δγwqxy = -3.5 mN·m-1 for the linear and ramified surfactant, 
respectively), whereas the divalent salts/surfactant interactions are not relevant enough to achieve 
a significant IFT reduction. The same qualitative conclusions are drawn from the CHARMM 
results, where NaCl/surfactant interactions exhibit zero or negative Δγ values  
(i.e., Δγwqxy = 0.1 mN·m-1 and Δγwqxy = -2.1 mN·m-1 for the linear and ramified surfactant, 
respectively), while divalent ions do not exhibit negative Δγ values. On the other hand, when the 
OPLS parameters are used, the NaCl/surfactant interactions are weaker than with the other force 
fields and the IFT reduction does not occur (i.e., Δγwqxy = 1.9 mN·m-1 and Δγwqxy = 1.0 mN·m-1 
for the linear and ramified surfactant, respectively). Finally, the cooperative interactions of the salt 
with the ramified surfactant seem stronger than with the linear surfactant, ranking the Δγ values in 
the order of Δγoqzjpj{| < Δγyj8{qo < Δγ8~	nopqrsq8s. 
To assess the impact of the water model on the obtained results, some additional calculations 
have been carried using the four-point TIP4P/Ew model instead of the three-point TIP3P. For this 
test, the linear surfactant (i.e., C12E3) has been selected along with the ClayFF parameters. Before 
adding any salt (i.e., only in the oil/water/surfactant system) the obtained IFT is 40.0 mN·m-1, 
which is almost equivalent to the 39.0 mN·m-1 predicted with TIP3P. However, when adding either 
Table 5.1. Equilibrium dodecane/water/surfactant/NaCl IFT at different NaCl concentrations, 
300 K and 1 atm. 
Surfactant !Ä%	Å(ÇÉ / 
mN·m-1 
0.5 mol·kg-1 / 
mN·m-1 
2.0 mol·kg-1 /  
mN·m-1 
6.0 mol·kg-1 /  
mN·m-1 
(C6C5)CE3 39.0 39.3 (0.3) 35.5 (-3.5) 41.4 (2.4) 
 




NaCl, CaCl2 or MgCl2 the IFT values dropped to 35.7 mN·m-1, 38.0 mN·m-1 and 38.6 mN·m-1, 
respectively. The results obtained with TIP4P/Ew propose stronger salt/surfactant interactions than 
with respect TIP3P in the form of IFT reductions (i.e., Δγwqxy = -4.3 mN·m-1,  
Δγxqxy7 = -2.0 mN·m-1 and ΔγÑÖxy7 = -1.4 mN·m
-1). Even though the IFT is reduced by the three 
salts when using TIP4P/Ew, the qualitative effects among the three salts are still equivalent to the 
results compiled in Table 5.2 (i.e., Δγwqxy > Δγxqxy7 > 	ΔγÑÖxy7). To summarize, regardless of 
the water or salt force fields selected, the strongest salt/surfactant effect is due to NaCl, followed 
by CaCl2 and finally MgCl2, which has the weakest effect of the three salts. For this reason, the 
TIP3P water model has been ultimately chosen for its computational efficiency and its adequate 
qualitative description of the oil/water/salt/surfactant interface. 
The IFT reduction found in these simulations is relatively weak, when compared to the needed 
IFTs for efficient cEOR. This might be due to several factors such as the selection of the 
salt/surfactant combination or concentrations as well as other mechanisms that are not possible in 
the simulation setup (i.e., the diffusion of additional surfactant molecules to the interface, as 
previously explained). Even with these limitations, the obtained results are still comparable to 
some of the experimental works that measure the oil/water IFT in presence of salts and surfactants. 
Al-Sahhaf et al.,21 studied the addition of electrolytes to systems with cationic and anionic 
surfactants finding IFT reductions of 2-3 mN·m-1, or Fainerman et al.,24 showed that NaCl reduced 
the oil/water/surfactant IFT between 5 mN·m-1 and 18 mN·m-1 depending on surfactant 
Table 5.2. Equilibrium IFT results for the dodecane/water/salt systems using the three different 
force fields for electrolytes at 2.0 mol·kg-1 and the two surfactants. The values in parentheses 
correspond to Δ! with respect the value without salt. All results correspond to 300 K and 1 atm. 










 Without surfactant 50.0 53.7 (3.7) 57.1 (7.1) 55.6 (5.6) 
C12E3 39.0 38.7 (-0.3) 45.4 (6.4) 43.4 (4.4) 
(C6C5)CE3 39.0 35.5 (-3.5) 43.6 (4.6) 43.7 (4.7) 
O
PL
S Without surfactant 50.0 51.9 (1.9) 57.2 (7.2) 54.6 (4.6) 
C12E3 39.0 40.9 (1.9) 43.1 (4.1) 44.0 (5.0) 






Without surfactant 50.0 53.1 (3.1) 52.5 (2.5) 52.5 (2.5) 
C12E3 39.0 39.1 (0.1) 43.0 (4.0) 41.7 (2.7) 
(C6C5)CE3 39.0 36.9 (-2.1) 41.4 (2.4) 41.0 (2.0) 
 




concentration. This effect was also experimentally seen in the combination of NaCl/non-ionic 
surfactants at the interface, as described by Bera et al.,22 achieving IFTs lower than 0.1 mN·m-1. 
To conclude, the MD simulations carried out in this chapter reveal that increasing the 
surfactant interfacial concentration by effect of salts is not the only way to reduce the IFT of a 
system, and other molecular rearrangements, orientations or specific microscopical interactions 
can also have a significant effect. In that sense, the following sections are focused on unraveling 
the different factors that involve salts and surfactants to affect the oil/water IFT besides the 
experimental mechanisms depicted in Figure 5.2. 
 
5.2.2 Perturbation of the Salt in the Presence of Surfactant 
 
According to the Gibbs isotherm equation (eq. 5.1 and eq. 5.2) the IFT of a system is reduced 
when species accumulate at the interface according to their interfacial excess. This magnitude can 
be either positive or negative when a compound accumulates at or depletes from the interface. To 
analyze the interfacial behavior of all species, the interfacial excess of salts and surfactants have 
been calculated by using eq. 5.3, where the integration limits are chosen at the center of each liquid 
phase. All surfactant molecules stay at the interface for the whole simulation time, so their densities 
at any bulk are equal to 0 (i.e., Z̅:\ = Z̅:% = 0), which makes Z:`:aab(Y) = 0 and the interfacial 
excess constant and equal to 1.50 µmol·m-2. 
The interfacial excess of salts at the oil/water interface in absence of surfactants is always 
negative, denoting an interfacial depletion, which justifies the increase of the IFT (Table 5.3). 
According to the MD simulations, there is a correlation between ions having a more negative 
interfacial excess and a larger increase of the IFT (e.g., when Na+ is modeled with ClayFF, 
CHARMM or OPLS it exhibits Γ:C values of -0.83, -0.54 and -0.38 µmol·m-2 and Δγ values of  
3.7, 3.1 and 1.9 mN·m-1, respectively). However, this correlation is not maintained when 
comparing two different salts (e.g., when using ClayFF force field, Ca2+ exhibits an interfacial 
excess of Γ:C = -0.45 µmol·m-2 and a Δγ = 7.1 mN·m-1, while Mg2+ has a Γ:C = -0.92 µmol·m-2 
and a	Δγ = 5.6 mN·m-1).  
Otherwise, when adding salts to a system with surfactants, in general, their interfacial excesses 
are increased as: no surfactant < C12E3 < (C6C5)CE3, which implies that electrolytes are capable of 
interacting with the surfactant polar head groups to slightly attract them to the interface. Regardless 
of the force field used, it is seen that the ramified surfactant is more effective in attracting 
electrolytes, and thus reducing the IFT, than the linear surfactant. Also, the ions of NaCl, who 




reduced the oil/water IFT, have a positive interfacial excess, suggesting an interfacial accumulation 
of this species. Divalent salts do not exhibit absolute positive Γ:C values, but in the presence of 
surfactants they are in general more positive than in absence of surfactants. This fact implies that 
all salts can interact with the surfactant head groups but their attraction ranges in the order of  
NaCl > CaCl2 > MgCl2. 
After finding different interfacial behavior of electrolytes in absence and presence of 
surfactants, the z-distributions of all studied systems have been calculated focusing on the 
description given by ClayFF force field. Specifically, Figure 5.6 contains the z-distribution of all 
species in the simulation cell when adding NaCl for the systems with and without surfactants. The 
density profiles of the three salts have been computed but only one of them is shown for simplicity. 
As one can see, either C12E3 and (C6C5)CE3 totally accumulate at the interface, and both dodecane 
and water have very similar behaviors in the three displayed distributions.  
On the other hand, before adding the surfactant, all salts deplete from the interface and stay at 
the water bulk, forming a distribution equivalent to the negative Γ:C previously seen in Figure 5.4b, 
which is consistent to the value calculated at Table 5.3. This effect can also be seen in Figure 5.6, 
but a magnification of the salt region has been applied and shown in Figure 5.7a for clarity, 
compiling this time also the systems containing CaCl2 (Figure 5.7d) and MgCl2 (Figure 5.7g). 
Additionally, from the density profiles it can be seen that all cations and anions are paired and the 
average local charge at any position of the box is equal to zero. However, the addition of NaCl to 
an oil/water/non-ionic surfactant system makes the ionic distribution to change significantly. First, 
Table 5.3. Gibbs interfacial excess concentration at the oil/water interface for all electrolytes at 
300 K and 1 atm using the three salt force fields.  
 Additives 
















 Without surfactant -0.83 -0.82 -0.45 -0.89 -0.92 -1.83 
C12E3 0.20 0.23 -0.29 -0.57 -0.89 -1.75 
(C6C5)CE3 0.22 0.29 -0.19 -0.46 -0.76 -1.51 
O
PL
S Without surfactant -0.38 -0.40 -0.85 -1.64 -0.99 -1.99 
C12E3 -0.51 -0.54 -0.17 -0.34 -0.61 -1.12 






Without surfactant -0.54 -0.51 -0.54 -1.12 -1.07 -2.11 
C12E3 0.25 0.31 -0.58 -1.19 -1.19 -2.40 
(C6C5)CE3 0.47 0.44 -0.66 -1.35 -0.93 -1.87 
 




the Na+ cation exhibits a positive Γ:C according to Table 5.3 and it is reflected with an interfacial 
accumulation pattern in the z-distributions of both the linear (Figure 5.7b) and the ramified  
(Figure 5.7c) surfactant. Then a second peak corresponding to Cl- is also formed, located 
approximately at 5 Å from the Na+ accumulation and closer to the water bulk. This suggests that 
Na+ seems to be capable of strongly interacting with the newly added surfactant head groups, which 
favor the migration of this electrolyte towards the interface.  
Otherwise, the Cl-/surfactant interactions seem to be significantly weaker and Cl- are only 
driven to the interface by the coulombic attraction of Na+. To conclude, the different intermolecular 
interactions between these ions at the interface induce the formation of an electric double layer, 
which polarizes the interface and affects the resulting oil/water IFT. Regarding divalent cations, 
the interfacial excess of salts in the presence of surfactant is also increased with respect the system 
without surfactants, as seen in Table 5.3. However, this increase is not relevant enough to 
effectively see the formation of the electric double layer, so all distributions (Figure 5.7d-i) keep 
the same negative Γ:C pattern equivalent to the system without surfactant. 
The attraction felt by cations due to surfactants also changes their molecular environment. In 
bulk, water molecules orient its dipoles towards the ions and coordinate with them forming 
coordination spheres (i.e., also known as solvation spheres). However, the interaction with 
surfactants bring cations (i.e., specially Na+) to the interface and its solvation sphere is modified. 
Specifically, some of the coordination waters of Na+ are lost and become substituted by Na+/head 
interactions. The coordination spheres of cations with water have been evaluated by comparing the 
water/cation radial distribution functions (RDFs) of electrolytes at the bulk region, and at the 
interface. To that end, the distance between each cation to the O atom of water (i.e., for being close 
to the center of mass) have been considered to build the pair-wise distribution. 
 
Figure 5.6. Equilibrium z-distributions of all species in the simulation box for the oil/water/NaCl 
systems (a) without surfactant, (b) with C12E3 and (c) with (C6C5)CE3 at 300 K and 1 atm 
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The interfacial cations have been chosen as all Na+, Ca2+ or Mg2+ located at less than 15 Å 
from the interface, while the rest are assigned as bulk cations. Before adding any surfactant  
(Figure 5.8a-b) the RDFs of cations do not change whether on bulk or at the interface, denoting 
that the solvation spheres are not perturbed. However, after adding either C12E3 (Figure 5.8c-d) or 
(C6C5)CE3 (Figure 5.8e-f), the first water/Na+ peak (i.e., the first solvation sphere) is reduced 
approximately a 30 % - 40 %. This implies that the Na+/head interactions are strong enough to 
break part of the cation solvation sphere. This effect is not seen with Ca2+ or Mg2+ because the 
water/cation interactions are significantly stronger than with Na+ due to their divalent charge, so 
the simulated surfactant is unable to break them. To illustrate the previous statement with some 
experimental results, Na+ has a relatively weak solvation sphere with a hydration enthalpy of 98 
kcal·mol-1.65 On the other hand, the divalent charge strengthens the water/cation interactions up to 
hydration enthalpies of 337 kcal·mol-1 and 459 kcal·mol-1 for Ca2+ and Mg2+, respectively.65 The 
different strength of the three solvation spheres follow the trend of interfacial activity, being Na+ 
the most active, followed by Ca2+ and finally Mg2+, which is the weakest interacting species.  
The obtained results in this section show that the oil/water IFT reduction induced by the 
salt/surfactant synergistic effect is not only due to the diffusion of additional surfactant molecules 
onto the interface, but to the accumulation of small ions that were initially depleting from the 
 
Figure 5.7. Magnification of the salt equilibrium z-distributions at 300 K and 1 atm for (a-c) 
NaCl, (d-f) CaCl2 and (g-i) MgCl2. The left column represents the systems without surfactant, 
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interface in absence of surfactants. Furthermore, the cations capable of strongly interacting with 
surfactants polarize the interface via the formation of an electric double layer, which can be 
affecting the resulting oil/water IFT. Precisely, the only salt that forms consistently an electric 
double layer is NaCl, which suggests that Na+ interacts more strongly with the surfactant head 
groups than the other divalent cations. Particularly, the surfactants are only capable of breaking 
the solvation spheres of Na+ (i.e., and not Ca2+ or Mg2+), because it has the weakest solvation 
sphere. And finally, the ramified surfactant is attracting cations more effectively than the linear 
surfactant, which was previously reflected by a larger IFT reduction and Γ:C. This implies that the 
non-polar tail must be also playing a role in the salt/surfactant synergistic effect.  
 
 
Figure 5.8. Evaluation of cation hydration spheres at 300 K and 1 atm through RDFs for the 
system without surfactant and the two systems with surfactants. The solid lines correspond to 
the solvation spheres of cations close to the interface, whereas the dashed/dotted lines refer to 

















































































5.2.3 Perturbation of the Surfactant in the Presence of Salt 
 
The previous section determines how salts may be perturbed by the presence of surfactants 
and modify their distribution, accumulating at the oil/water interface and forming an electric 
double layer. However, electrolytes are very polarizing species and can also affect the molecular 
arrangements of surfactants. In fact, this was already proposed by one of the experimental 
mechanisms shown in Figure 5.2, which assumed that ions could interact with the polar head 
groups to screen their electrostatic repulsion.30,31 In experiments this phenomenon leads to a better 
interfacial packing of the polar head groups, letting some free space that additional surfactants can 
occupy. Alternatively, the orientation of molecules at the interface can also affect the IFT, as seen 
in other works regarding liquid crystals.66,67 For this reason, to evaluate the effect that electrolytes 
produce in the surfactant orientation towards the interface the angular distribution of the head and 
tail groups with respect to the z-axis (i.e., the axis perpendicular to the interface) has been analyzed. 
Both surfactants have respectively 12 tail and 9 head UA groups. These molecules are 
significantly large and have many torsional angles, so they are not exactly linear species. For this 
reason, the orientational angle of the head and tail groups have been determined separately, as 
shown in Figure 5.9, to treat smaller moieties and minimize the error in the angular distributions. 
The angle of all surfactants have been monitored during the last 2 ns of simulation and averaged 
to create the distribution following the next steps: (i) obtain the coordinates of a surfactant head 
 
 
Figure 5.9. Intramolecular reference framework used to obtain the angles between the surfactant 
head groups and the perpendicular to the interface (ã&) and the tail groups with the z-axis (ãÉ) 
for both the linear and ramified surfactant.  




group, (ii) calculate the vector of the molecular axis that goes in the direction from the first oxygen 
atom (i.e., the closest to the tail group) to the terminal OH group, (iii) repeat the previous two steps 
for the tail group to obtain the vector that starts at the carbon atom connected to the first oxygen 
atom and end at the terminal CH3, (iv) obtain the desired angles from a dot product with the vector 
perpendicular to the interface, (v) repeat the process for all surfactants and time steps and  
(vi) normalize the distribution. As a special case, two different tail groups have been considered 
for the ramified surfactant (i.e., one for each ramification). Finally, to get information about the 
conformation of surfactants at the interface, the angle between the head and tail groups within each 
surfactant has also been computed. 
The results obtained for the linear and the ramified surfactant are compiled in Figure 5.10a-c 
and Figure 5.10d-f, respectively. In absence of salinity, both surfactants have a higher probability 
to orient their head groups (ã&) around 70º - 90º with respect to the perpendicular axis (i.e., almost 
parallel to the interface), as it can be seen in Figure 5.10a and Figure 5.10d. On the other hand, the 
tail (ãÉ) of C12E3 exhibits a similar uniform random distribution from 40º to 90º, denoting certain 
freedom of orientation (Figure 5.10b), whereas the tail groups of (C5C6)CE3 have a larger 
probability to be at 70º - 90º with respect to the interface. This means that the shorter tail groups 
 
 
Figure 5.10. Probability angular distributions for the linear (a-c) and the ramified (d-f) surfactant 
at 300 K and 1 atm in absence and presence of salt. ã& refers to the head group angle with respect 
to the interface perpendicular, ãÉ is the tail group angle with respect the same perpendicular, ã&É 
corresponds to the angle between the head and tail groups and ãÉÉ refers to the angle between 
the two tail groups of the ramified surfactant. 	
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of the ramified surfactant are spreading more through the interface and occupying more area than 
the single long tail of the linear surfactant. This effect can also be intuited in the z-distributions of 
Figure 5.6, where the surfactant distribution is wide for C12E3 and narrow for (C6C5)CE3. 
Otherwise, the angular distribution of surfactant heads with tail groups (ã&É)  for C12E3 exhibit 
a symmetrical pattern with a maximum probability between 60º and 120º (Figure 5.10c), where 
180º refers to completely linear. This result suggests that the two moieties of the surfactant are 
significantly bent among each other. Otherwise, the ramified surfactant exhibits a wider 
distribution than the linear surfactant, having the highest probabilities between 30º and 150º 
approximately (Figure 5.10f). Finally, the tail/tail (ãÉÉ) angular distribution of (C6C5)CE3 forms a 
clear maximum around 110º - 120º, which is the expected value of 120º observed in any  
triangular-like molecules similar to the ramified surfactant. All of the angular distributions shown 
in this thesis are relatively flat because the surfactant concentration employed is very low, which 
prevents surfactant molecules to be restricted by the presence of other surface-active species and 
permit them to orient freely at the interface. 
After adding salt to the oil/water/surfactant systems, the orientational peak around 70º - 90º of 
the head groups are increased, while the probability at angles below 50º becomes reduced  
(Figure 5.10a and Figure 5.10d). These new distributions suggest that electrolytes are capable of 
interacting with the surfactant head groups to make them become, in average, more planar towards 
the interface. This effect is observed with the three salts modeled but it is more intense with NaCl, 
followed by CaCl2 and finally MgCl2, who almost do not change the surfactant orientation. This 
follows the same trend previously observed in the other calculated properties, such as the IFT 
reduction the interfacial excess or the z-distributions.  
From the data compiled in Figure 5.10b and 5.10e, one can see that the orientation of the tail 
groups remains totally unchanged, regardless of the surfactant analyzed. However, since ã& is 
changing and ãÉ is not, the angle between head and tail groups in each surfactant is affected as 
seen in Figure 5.10c and Figure 5.10f. Specifically, the surfactants become in average more bent 
due to the presence of interfacial ions.  
If surfactants become more planar towards the interface, they occupy more interfacial area, 
which separates more effectively the oil phase from the water phase. To confirm that hypothesis, 
the average distance between oil and water phases have been evaluated through the dodecane/water 
RDF, and how it changes by addition of salt. All CHx groups in dodecane have been considered 
to build the pair-wise RDF against the O atoms of water. Additionally, all dodecane or water 
molecules that are further than 10 Å from the interface have not been considered, to focus only on 
the effects around the interfacial region. The results obtained show that in absence of surfactant, 




the dodecane/water average distance is not modified regardless of the salt used (Figure 5.11a). 
However, when either the linear (Figure 5.11b) or the ramified (Figure 5.11c) surfactants are 
present, the addition of NaCl generates a lower dodecane/water RDF. This suggests that both 
phases are slightly more separated due to the higher planarity of surfactants, confirming the 
previous hypothesis. Finally, since the CaCl2 is also capable of making the linear surfactants 
slightly more planar towards the interface (Figure 5.10a), it is also promoting the separation of the 
oil/water phases. 
Besides the change of orientation, surfactants also exhibit a modification of molecular 
environment due to the presence of the interfacial salt. This modifies only the coordination spheres 
of the surfactant head groups and not the tail groups, who are in contact with the dodecane phase 
and are relatively far away from water. The effects are comparable to surfactant orientations, where 
the head groups could be perturbed by salinity, but the tail distributions remained unchanged. 
Additional RDFs of surfactant head groups with water have been built to evaluate the ability of 
cations to affect the solvation sphere of surfactants. The three O atoms of the head group have been 




Figure 5.11. Dodecane/water RDFs at 300 K and 1 atm for species close to the interface in 
systems without surfactants or the two systems with surfactants. 
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The results compiled in Figure 5.12a-b reveal that in absence of salt, water molecules orient 
towards both surfactant head groups at a distance close to 2.75 Å, denoted by the large first peaks 
of the head/water RDF. The addition of CaCl2 or MgCl2 produce weak perturbations on the 
surfactant solvation sphere, but NaCl makes the head/water peak to almost completely disappear, 
which means that this salt is capable of significantly reducing the surfactant/water interactions. In 
fact, all of the missing water molecules close to the head groups have been substituted by Na+ 
cations as suggested by the large Na+/head peak in Figure 5.12c-d. Otherwise, the less interacting 
 
 
Figure 5.12. RDFs between surfactant head groups and different species present at the interface 
at 300 K and 1 atm, for the linear C12E3 and the ramified (C5C6)CE3 surfactants, in absence and 
presence of salt.  
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species (i.e., Ca2+ and Mg2+) only exhibit low peaks at their respective cation/head equilibrium 
distances, which are not enough to substitute the water solvation sphere of the head groups. 
Finally, salinity also affects the average distance between surfactant head groups, as proposed 
by the mechanisms showed in Figure 5.2.30,31 This is evidenced in Figure 5.12e-f, where the RDF 
between surfactant head groups is shown (i.e., the head/head RDF). The obtained results reveal 
that these particular surfactants arrange themselves at 2.65 Å among each other in absence of 
surfactant. Similarly to other properties, divalent cations do not affect this arrangement but NaCl 
is capable of displacing the first and the second peaks of the RDF to lower distances. This new 
distribution can be related to the enhanced packing that allows additional surfactant molecules to 
migrate to the interface in experimental setups.  
The results of this section confirm that the surfactant head groups can interact with electrolytes 
and change their interfacial arrangement, as proposed by the experimentally derived salt/surfactant 
mechanisms. Specifically, this interfacial modification is promoted by the coordination of the 
surfactant head groups with cations, both of them after losing their solvation spheres to bind more 
tightly. However, aside from the tighter packing of the head groups, surfactants also tend to 
become, in average, more planar towards the interface. The new orientation allows the surfactants 
to occupy the interface more effectively and thus reducing the amount of dodecane molecules close 
to water and vice versa, which may also help in producing a lower IFT. Finally, the ramified 
surfactant is more effective than the linear surfactant in reducing the oil/water IFT, probably 
because its shorter ramified tail is fully located at the interface, thus occupying more interfacial 
area than the linear surfactant. 
 
5.3 Summary and Conclusions 
 
The work compiled in Chapter 5 allows to achieve two main conclusions. First, it helps to 
validate from a molecular point of view some of the experimentally proposed mechanisms for the 
salt/surfactant synergistic effects to reduce the oil/water static IFT. To that end, MD simulations 
were conducted adding salts (i.e., NaCl, CaCl2 and MgCl2) and surfactants (i.e., the linear C12E3 
and the ramified (C5C6)CE3) onto a dodecane/water system to analyse how surfactants become 
perturbed by salts. However, the experimental setup contains a reservoir of surfactant molecules 
dissolved in the oil/water bulks, while the simulations does not. For this reason, aside from 
validating mechanisms, alternative molecular arrangements capable of reducing the oil/water IFT 
were also identified. Altogether, the unveiled interactions in Chapter 5 allow to better understand 
all the effects with respect the cooperative interaction of salts and surfactants at interfaces. 




In summary, the results obtained showed that surfactant head groups can interact with cations 
(i.e., especially with Na+) to partially break their hydration sphere. If the salt/surfactant interaction 
is strong enough, the cation can migrate to the interface and bind to the surfactant head groups by 
substituting almost all of their solvation waters. The new positive charges accumulated at the 
interface tend to attract the negatively charged anions, but as they do not interact favourably with 
the non-ionic head groups, they stay further away than cations. This behaviour effectively produces 
an electric double layer that polarizes the interface. After the migration of ions to the interface, the 
surfactants rearrange themselves through two different movements: (i) the surfactant head groups 
pack slightly tighter and (ii) they become, in average, more planar towards the interface. Overall, 
each surfactant molecule tends to occupy more interfacial area after the reorganization, which 
increase the effectivity of this species in covering the oil/water interface and reduce the IFT.  
Regarding the three salts, Na+ seems to be the electrolyte capable of interacting more strongly 
with the surfactant head groups because it has the weakest solvation sphere. For this reason, it can 
bind to the surfactants and promote the phenomena previously described. The Ca2+ and Mg2+ are 
also capable of interacting with the head groups but since their coulombic charge is screened by 
the water molecules of their solvation sphere the binding is significantly weaker and the IFT is not 
reduced as much as with Na+. Finally, the ramified surfactant has two shorter tail groups whereas 
the C12E3 only has a single long tail. According to the obtained results, the tails of the ramified 
surfactant seem to be more capable of occupying the interface, and thus producing a stronger 
salt/surfactant synergistic effect than the linear surfactant. 
Although this work has a significant value in unveiling the mechanisms of the salt/surfactant 
synergistic effect, the final IFT is only reduced by less than 5 mN·m-1. However, the strength of 
the salt/surfactant synergistic effect depends on the kinds of species used as well as their 
concentration. This means that other systems, or even the same system under different 
salt/surfactant concentrations might yield different IFT reductions. Even after all of the described 
effects in the studied system, the oil/water interface is unable to achieve the highly needed ultralow 
IFT to directly apply it to cEOR. However, it is expected that the knowledge obtained from this 
work can be used to better understand some of the mechanisms occurring at pore conditions and 
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In this thesis, different models and computational methods were employed to study two 
different topics of industrial interest: (i) the gas capture and separation via zeolites, MOFs and ILs, 
which was analyzed extensively throughout Chapter 3, and (ii) the most fundamental interactions 
between different model oils, water and rocks for oil recovery, which was discussed in Chapter 4. 
This topic was extended with the interaction of surfactants at the oil/water interface in Chapter 5. 
Each of the aforementioned chapters contain all the corresponding results and their own 
conclusions section that present the main ideas to be extracted from it. Therefore, the current 
chapter intends to present in an ordered and summarized manner the main conclusions extracted 
from Chapter 3 to Chapter 5. 
 
On the Gas Capture and Separation for Post-Combustion Processes 
 
• Five computational and theoretical techniques were used in this part of the thesis to 
evaluate the CO2 capture and separation capacity of different promising technologies. The 
insights obtained by them and the good comparison with published experimental results 
show the quality of each approach depending on the information that wants to be obtained. 
First, the DFT calculations are ideal to evaluate the main gas/material interactions. 
Second, GCMC simulations allow to predict adsorption isotherms by explicitly modelling 
a microporous material in contact with an ideal gas reservoir. Third, DFT/DSL model is 
a good alternative when the force fields needed for GCMC are not available and there is 
a deep knowledge on the surface behavior. Fourth, soft-SAFT EoS shows to be a reliable 
technique to predict gas/IL absorption isotherms via vapor/liquid equilibria calculations. 
Last, COSMO-RS is a promising tool to obtain similar absorption properties, especially 
in the infinitely diluted region, without needing previous experimental data to fit the 
model. 
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• Na+ cations are the most effective adsorption sites in Faujasites. So, additional 
extraframework cations (i.e., lower Si/Al ratio) increase the selectivity and affinity of the 
surface to capture CO2. The high CO2 affinity is driven by the electrostatic interactions of 
the positively charged cations (i.e., a Lewis acid) with the electron rich O atoms of the 
gas (i.e., a Lewis base). 
  
• However, the presence of additional cations in a Faujasite framework also reduces the 
total pore volume available for gas molecules to adsorb, which implies that the loading at 
the saturation point is reduced. For this reason, depending on the adsorption/desorption 
conditions imposed, Faujasites with intermediate Al content can be more optimal than the 
reference NaX for CO2 capture and separation in post-combustion flue gases  
 
• Mg-MOF-74 is also a good material for CO2 capture because it presents very high 
adsorption CO2 capacities combined with good selectivities for this gas. The high CO2 
affinity, similarly to Faujasites, is based on the electrostatic interactions between the 
cations and the electron rich O of the gas. Unfortunately, some pollutants such as SO2 
interact even stronger with the Mg2+ cations, poisoning the surface and hampering CO2 
capture and separation. Therefore, different adsorption/desorption conditions must be 
used to recover the purest CO2 possible in Mg-MOF-74 depending on the % of SO2 
present in the flue gas  
 
• An alternative technology for gas capture and separation is the application of ILs, which 
can be used directly as substitutes for amines in CO2 absorption. Specifically, the three 
studied phosphonium-based ILs present high absorption capacities, when compared to 
other widely used ILs, but they also interact strongly with SO2. 
 
• All the studied technologies are more selective to capture SO2 than CO2. Moreover, 
Faujasites and Mg-MOF-74 adsorb SO2 so strongly that they cannot be easily regenerated. 
Otherwise, all of the studied ILs have weaker interactions with the pollutant, which allows 
an effective regeneration of the material by heating. This permits to apply ILs either to 
capture CO2 in uncontaminated flue gases, or to strip the SO2 from the post-combustion 
mixture, which can be subsequently treated with a MOF, a zeolite or a second IL to 
separate the CO2.  
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On the Oil/Water/Rock Wettability for Enhanced Oil Recovery 
 
• The results obtained in this part of the thesis aim to better understand the behavior of 
different model oils when they are in contact with water, rocks and salts via molecular 
simulations. Within this framework, it is intended to shed some light onto the most 
fundamental interactions that are involved in oil recovery processes, to open the 
possibility of developing new techniques that take advantage of this knowledge to 
improve them. 
 
• The most polar components of oil can migrate from the bulk to the interface with water 
to interact with it via electrostatic interactions or hydrogen bonds. These kinds of 
interactions stabilize the oil/water interface, reducing its interfacial tension and increasing 
the interfacial width. Otherwise, the less polar compounds tend to flee from interfaces and 
become relegated at the oil bulk. 
 
• The same components that are active at the oil/water interface are also attracted by the 
polar surfaces of minerals, attaching the oil strongly to the rock and preventing a potential 
oil recovery. When the surface is very hydrophilic, such as the (101#4) calcite, a thin water 
layer is formed between the oil and the surface. Even with the presence of this water layer, 
the most polar components of oil can interact with the mineral increasing the effective 
oil/water/rock contact angle.  
 
• The selected asphaltene molecules modeled in the most complex oil mixtures do not have 
a significantly high interfacial activity. For this reason, when asphaltenes are within a 
non-polar naphthenic matrix they accumulate at the interfaces, while in the presence of 
resins their interfacial activity is significantly reduced. 
 
• The effect of electrolytes onto the oil/water interfacial tension shows a monotonical 
increase with salinity concentration because the interactions of all oil components with 
salt are relatively weak. However, the most polar species seem to be pulled towards the 
oil/water interface by effect of the electrostatic interactions. This is more notable in the 
contact angle calculations with calcite, where it is seen that the electrolytes located in the 
water layer between the oil and the mineral attract the acid species of oil, so they can 
interact with the surface, and ultimately increase the oil/water/rock contact angle. 
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On the Interaction of Surfactants with Oil/Water/Salt Systems for Enhanced 
Oil Recovery 
 
• The results compiled in this part of the thesis aim to give an alternative molecular point 
of view to the mechanisms proposed for explaining the salt/surfactant synergistic effect. 
With the MD simulations carried out, some of the experimentally proposed mechanisms 
could be observed, as well as additional molecular arrangements previously unpublished. 
 
• The cations of brine can interact with surfactants located at the oil/water interface and act 
in a synergistic way to reduce the interfacial tension. The previously proposed 
mechanisms assumed that the salts enhanced the effect of surfactants at the interface, but 
the MD simulations reveal that the interfacial activity of electrolytes is also promoted by 
effect of surfactants. 
 
• The tight interactions of surfactant head groups and cations substitute the hydration waters 
of both moieties, disrupting their solvation spheres. When this happens, the cations 
become attracted by the surfactant and increase their interfacial activity. However, as the 
attraction of the anions towards the interface is significantly weaker than the attraction of 
the cations, an electric double layer is formed close to the interface, strongly polarizing 
this region.  
 
• The surfactants also become perturbed by the presence of electrolytes by better packing 
their head groups and becoming, in average, more planar towards the interface. This 
change in conformation makes each surfactant molecule to occupy more interfacial area, 
which keeps the oil and water phases more isolated among each other, affecting the final 
oil/water interfacial tension.  
 
• Finally, a stronger salt/surfactant synergistic effect was seen when using a ramified 
surfactant instead of a linear surfactant. The reason is that the two shorter tails of the 
ramified surfactant are capable of better occupying the interface area in contrast to the 
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