The object of this paper is to show sufficient conditions of stochastic obaervability and controllability for nonlinear distributed parameter systems. The mathematical model considered here is first introduced in the form of nonlinear partial differential equations. The mathematical aspect of the existence and uniqueness of the solution is then developed. Precise definitions of both stochastic observability and controllability are given. Based on the definitions, several theorems are stated, giving sufficient conditions for stochastic observability and controllability in the framework of functional analysis. Finally, comparative discussions between observability and controllability are developed. Applications of the general theory presented here to a class of diffusion systems, including the derivation of concrete forms of sufficient conditions, are also given.
INTRODUCTION
Among the many topics of interest in modern control theory, concepts of controllability and observability are of fundamental importance because they may be interpreted as necessary and sometimes as sufficient conditions for the existence of a solution to system control problems. Recently, there has been considerable engineering interest in the development of controllability and observability criteria for distributed parameter systems modeled by a class of linear partial differential equations, based on a blending of functional analysis techniques or a direct method of obtaining the solution of system equations (Wang, 1964; Fattorini, 1966 Fattorini, , 1967 Goodson, 1970) . Many examples of distributed parameter systems exhibit various kinds of nonlinear characteristics and may operate in random environments. Our main concern in this paper is to answer the following three basic questions and to give sufficient conditions for the stochastic observability and controllability of nonlinear distributed parameter systems:
(1) Is it possible to construct a stable estimator which operates in the presence of random noise ? (2) Is it possible to evaluate the accuracy of the estimation in the presence of random noise ? (3) Is it possible to transfer any initial state to the desired state, in some stochastic sense, by applying appropriate control input ?
The system characteristics are formulated in terms of function space theory where the system state is considered to be an element of Le-space. The mathematical model of the nonlinear distributed parameter system considered is thus represented by the evolution equation in L2-space. For the application we have in mind, the time interval of control operation is always finite and the terminal time of control operation must be preassigned. Because of this and because we wish to unify a theory with a wide range of applications, the stochastic controllability will be defined by the conditional probability estimate of the L2-norm of the system state at the preassigned terminal time.
Section 2 describes the mathematical model considered here and the theoretical aspects of the definition of admissible control. Section 3 contains the definition and basic theorems giving sufficient conditions for stochastic controllability.
Section 4 discusses stochastic observability and includes theorems giving sufficient conditions for stochastic observability. Some indication is given in Section 5 of how the present theory relates to other controllability theory. Applications of the theory and sufficient conditions for stochastic controllability are shown in Section 6.
MATHEMATICAL ~V~ODEL OF DISTRIBUTED PARAMETER SYSTEMS
Let G be a bounded domain of the n-dimensional Euclidean space ~ and let G and ~G denote the closure and boundary of G, respectively. Furthermore, let T be the time interval ]to, tj[. Consider a stochastic nonlinear partial differential equation defined on G:
8u (t, x)/St = d(t, x; D~) u(t, x) dr h(t, x, u(t, "),fa(t, ") ) + O(t, x, u(t, ") )
with the initial condition,
643/34/4-6 and the boundary condition, , j = 1, 2, 3,..., d/2, (lc) where u(', ") is a scalar random field defined on T × (~. In (la), A(t, x: D~) is a linear partial differential operator on G of the form: (t, x,., ") is an operator-valued function on T × G representing the nonlinearity of a system. The function 0(., -, .) denotes the noise disturbance distributed on G (see Sunahara (1974) , for more details 
B~(t, x; D~) u(t, x) -= O, (t, x) e T × ~G
~ {u; u e 9ffo, A (t, x; D~)u ~ ~o , Bj(t, x; D~)u = O, x ~ 3G, i = 1, 2, .., d/2} (5) and ~q°(~ o , ~o) denote the totality of bounded linear operators from ~0 into ~0 . The function space ~o becomes the Hilbert space endowed with the inner product (-, ")a~ ° defined by <u, v) o _a_ f .(x) v(x) a., eG for u, v E ~o . The function space ~ is a dense of ~o and &o(Ygo, ~o) is a Banach space by ordinary operator norms.
Considering h (t, x, ", ") as a nonlinear operator h(t, ", ") in ~o , the mathematical model (1) is represented by an ordinary differential equation in ~o :
du(t)/dt = ACt ) u(t) + h(t, u(t), fa(t)) q-O(t, u(t)), t e T,
where d(t) is the restriction of d(t, x; D~) into ~. Although the differential equation (6) has no mathematical meaning with respect to the existence and uniqueness of the solution in the case where the correlation function between O(t) and O(s) is given by Dirac's delta functions, ~(t, s), this difficulty will be removed by introducing the concept of stochastic differentials in ~o (Curtain and Falb, 1970) .
Assuming that there exists an ~(~o , 3¢o)-valued function ~b(., -) on T X ~o such that 0(') satisfies the following stochastic integral in ~o (Sunahara, 1974; Curtain and Falb, 1970): f* O(s, u(s)) ds : ft q~(s, u(s)) dw(s),
to to then the solution process of (6) is given by the following stochastic evolution equation in ~0 (Curtain and Falb, 1971; Kato, 1961) 
to or, formally, we write Curtain and Falb (1970) and h (t, u ( t ) 
du(t) ~-A(t) u(t) dt + ft(t, u(t)) dt + q~(t, u(t)) dw(t),

) = h(t, u(t),fa(t)).
Hence the weak solution of the partial differential equation (1) is obtained in the L2-framcwork under the assumption that the stochastic evolution equation (8) has a unique solution. Thus, our attention is focused on Eq. (8). The following hypotheses and the definition of the class of admissible controls are required to assert the existence of the unique solution of Eq. (8).
(H-l) A(t) generates an evolution operator (Kato, 1961) , U(t, r) (t, -r ~ T) with the following properties:
(i) U(t, -r) is strongly continuous in t and % where r -~ t.
(ii) For any s, r, t f f T w h e r e s ~r ~t ,
u(t, ,) = m(t, ~) u(~, s)
and u(t, t) = x where I is an identity map.
(iii) For any s, t E T (s % t) and for some constant K t ,
li n(t) u(t, s)ll_~(~o,~O ~ K1/i t --s I,
where II " [1~ denotes the usual operator norm (Yoshida, 1968) .
(iv) For any S t ~ T (s ~ t), U(t,s) is strongly differentiable in t and 0
~-i U(t, s) = n(t) U(t, s).
(H-2) Both/~ and.~ are strongly continuous in t.
For any t ~ T and u, v ~ ~0 , the following relations hold where {ei, i = 0, 1, 2,...} denotes the complete orthonormal system in 3~ o corresponding to the covarianee operator W of the increment of w(t) (Curtain and Falb, 1971) .
The following definition gives the definition of admissible control in (1 a).
DEFINITION 2 (Definition of admissible control). The distributed control fa is called the admissible control if the following conditions are satisfied:
fa(t) is strongly measurable relative to 4 -(C-7) fa(t) is strongly continuous in t E T.
(C-8) As the function of the pair (t, u) ~ T × ~0 , fa is a Baire function satisfying the following conditions in ~0: The proof will be given in the Appendix.
STOCHASTIC CONTROLLABILITY FOR DISTRIBUTED PARAMETER SYSTEMS
Since it is impossible to transfer exactly the distributed parameter system state to the preassigned terminal state, if the system state can be transferred into a properly defined neighborhood of the terminal state, then the distributed parameter system under consideration is said to be stochastically controllable. Thus, the following definition may be easily understood. DEFINITION 3 (Stochastic controllability). An initial state u 0 of the nonlinear distributed parameter system (8) is said to be stochastically controllable in probability 1 --E with respect to a specified target neighborhood of utl with L2-norm 31/2, within the time interval [to, tl] , if there exists a control fa(t) such that the corresponding solution of Eq. (8) satisfies the conditional probability,
where 0 < E < 1. In the sequel, for convenience of discussion, we set ut t
= O. If ut~ ~ O, define v(t) = u(t) --u~s and consider v(t) as the new state variable. THEOREM 2 (Sufficient conditions of stochastic controllability). The initial state of the distributed parameter system (8) is stochastically controllable in probability 1 --~ with respect to a specified target neighborhood with L2-norm 81/~ within the time integral [to, tl] , if the following conditions are satisfied: (C-9) A nonnegative real functional V(t, u(t)) is defined within the time interval [t0, t l]. The functional V is continuously differentiable in t and twice Frdchet differentiable in ~o .
(c-lo) respectively:
The functional V satisfies the following initial and terminal conditions (Curtain and Falb, 1970; Piech, 1969) :
where *, ', and" are adjoint, first, and second Frdchet derivatives, respectively , and Proof. Using the differential rule for stochastic differentials in J~0 (Curtain and Falb, 1970) , it follows that
This implies that the functional V is nonnegative supermartingale and V follows the well-known inequality,
for any A > 0. From condition (C-10), we have Pr{ll u(ts)il~o >~ ~ I U(to) --Uo} ~< Pr{V(t s , u(ts)} >~ c 9 3 1U(to) -Uo}
The proof has been completed. Although Theorem 2 is available for a sufficiently wide class of dynamical systems, the following theorem is appropriate for practical use. Instead of Eq. (8), consider the system equation given by
du(t) = A(t) u(t) dt + g(t, u(t)) dt + C(t) f~(t) dt + ¢,(t, u(t)) dw(t), t e T, (20)
where C(t) is an ~cP(J~o, Y~o)-valued function on T, g(t, .) is a nonlinear operator in J~o, and @(t, u) is defined by
@(t, u) Ul ~= u<v(t), ul>~eo, t ~ T (21)
for some v(t) ~ ~o and for any u 1 ~ d~ o . (22) is invertible and satisfies the following initial condition_:
where ~(', ") denotes the evolution operator (Kato, 1961) A(.) + ~ I[ v(t) 
C(t) q(t) 4-g(t, u) = --R(t)u and
0-1(0 e(t) + n*(t) ~)-l(t) ~ O.
Proof. Let the distributed control signalfa(t ) be
fa(t) ~ --½C*(t) O-l(t) u(t) 4-q(t), t e T.
Define
V(t, u(t)) .~ (u(t), (Q-l(t) u(t)>jeo , t ~ T.
Then V satisfies condition (C-9). Noting that Q(t) satisfies d
d-t O(t) = A(t) O(t) + O(t) A*(t)
4-1] v(t)l]}eo tr[W] O(t) --C(t) C*(t), t ~ T,
it follows that In the first inequality, the following relation has been used: 
STOCHASTIC OBSERVABILITY FOR DISTRIBUTED PARAMETER SYSTEMS
Consider the distributed parameter system described by
&( t, x)
8t --A ( t , x ; Dx)u(t,x ) -}-g(t,x,u(t, .) 
with the initial data (lb) and the boundary condition (lc). Suppose that the system state u(t, x) and the observation process y(t, x) with the spatially distributed disturbance are square integrable in G at each time.
We consider the system 2~ 1 represented by the following equation in ~o :
& du(t) _ A(t) u(t) -~ g(t, u(t)), u(to) = u o (34) dt
dy(t) = H(t) u(t) dt + ~e(t) dw(t),
where both H(t) and W(t) are the ~¢(~o, Jdf0)-valued functions on T, respectively.
Let ~o be the function space defined by G ~ {v; v e ~o,/I v II~eo ~< c}, (36) where C is a known constant and u o ~ ~o-DEFINITION 4 (Definition of stochastic observability). The distributed parameter system Z 1 is said to be stochastically observable in probability 1 --with respect to a specified target neighborhood with L2-norm 31/2 in the time interval [to, t/I, if there exists a state estimate ~(t) E 3(fl o of the form (38) such that
where 1 > e > 0 . It should be noted that, for realizing approximately the u(t)-process, the following state estimate algorithm is assumed:
d:,(t) = A(t) ~(t) dt + g(t, :,(t)) dt
+ ½P(t) H*(t){dy(t) --H(t) :t(t) dt},
with the initial condition, ~/(to) = z/o e 5:o,
where ~(t) ~ ~0 is the state estimate and P(t) is an ~q°(Yfo, ~0)-valued function on T. Define the error process e(t) by e(t) z~ ~(t) --u(t). Then, from (34) and (38@ it follows that where de(t) = A(t) e(t) dt + G(t, e(t)) dt --½P(t) H*(t) H(t) e(t) dt --½P(t) H*(t) T(t) dw(t), G(t, e(t)) = k(t, a(t)) --k(t, u(t)).
(39)
THEOREM 4. (Stochastic observability). The distributed parameter system Z 1 is stochastically observable in probability 1 --e with respect to a specified target neighborhood with L2-norm 81/3 within the time interval [to, t:], if the following conditions are satisfied: (C-15) In the time interval T = [t o , t:], a nonnegative real functional V(t, e(t)) is defined and continuously differentiable in t ~ T and twice Frdchet differentiable in 3~ o . (C=16) The real functional V(t, e(t)) satisfies the following initial and terminal conditions, respectively, ¢br any e ~ ~o , (41) V(to , e) <~ fioiL e i~o ,
12
V(tr, e) > ~ il e ~l~ro,
where both flo and ~I are constants, respectively, such that 0 < 8e < PA~o.
There exists a linear bouhded and positive definite operator P(t) such (CqT) that, along the trajectory of Eq. (39), the following inequality holds: 
d V ~-(~V/~t) @ (A(t) e(t) @ G(t, e(t)) --½P(t) H*(t) H(t) e(t), V ' )~ o @ ½ tr[W*(t) H(t) P(t) WV"P(t) H*(t) T(t)] ~ --3JIV @ 34r2,
where M 1 and M 2 are real constants such that iV[ 1 ~ M 2 (M 2 ~ O) and tr[~/z*(t) H(t) P(t) WV"P(t) H*(t) T(t)] co A ~ Ai@i ' T*(t) H(t) P(t) V"P(t) H*(t) ~(t) ei)~o ,
Proof. Define
W(t, e(t)) = exp{Ml(t --to) } V(t, e(t)) @ exp{:V/2(t f --to) } --exp(J]//z(t --to) }. (47)
From condition (C-17), it is apparent that
~W ( t , e(t)) <~ O.
Using the differential rule for stochastic integrals in ~o • It follows that
where
Inequality (49) implies that W(t, e(t)) is nonnegative supermartingale and W(t, e(t)) follows the well-known inequality:
Pr{W ( 
and combining (50) with (51) and using (41) and (46), we have
The proof has thus been completed. Theorem 4 states that a set of sufficient conditions for stochastic observability may be obtained via the existence of the functional V(t, e(t)).
THEOREM 5. The distributed parameter system 2:1 is stochastically observable in probability 1 --• with respect to a specified target neighborhood with L2-norm ~1I~ within the time interval [to, t~] , if condition (C-18) and the following conditions are satisfied: (C-19) For the constants f30 and fls satisfying (C-18) , the linear operator Q(t) defined by (53) is invertible and satisfies the following initial condition:
Q(t) = U*(t~, t) lfi f l -ff' U*(s, ts) H*(s) H(s) U(s, tl) ds I U(t I , t)
where U (', ") denotes the evolution operator satisfying
8U(s, t)/St = --U(s, t) A(t), U(t, t) = I. (55) (C-20) For any ul, u 2 ~ ~o , the nonlinear operator h(', ") satisfies the following inequality: (h(t, ul) --h(t, uz) , Q(t)(u 1 -uz)}ae o
M1 -~-< u l -u~, Q ( t ) ( u l -u~)>~ o . (56) (C-21) In the time interval T = [t o , tl], there exists a constant M 2 such that sup tr[T*(t) H(t)Q-l(t) WH*(t) T(t)] ~ 4M 2 . (57) teT
Pro@ Define
V(t, e(t)) = (e(t), Q(t) e(t))Wo .
(58)
Letting P(t) =-Q-l(t), it follows that _~iV(t, e(t)) = @(t), (OQ(t)/et) e(t))a'eo + (e(t), H*(t) H(t) e(t))a¢o
+ 2(G(t, e(t)), Q(t) e(t))~eo
÷ ~ tr[IP*(t) H(t) Q-l(t) WH*(t) 7~(t)]. (59)
Noting that the linear operator Q(t) satisfies
OQ/8t = --A*(t)Q(t) -Q(t) A(t) + H*(t) H(t),
and taking into consideration condition (C-20) and (C-21), it follows that
Consequently, all conditions in Theorem 4 are satisfied. The stochastic observability condition (C-19) is similar to the stochastic controllability condition (C-13) in Theorem 3.
The relation between the stochastic observability and controllability conditions were obtained in (Sunahara, 1975) for a wide class of nonlinear lumped parameter systems described by the stochastic differential equation of It6 type. It is easy to verify that the conditions in Theorems 2 to 5 in this paper are reduced to those in (Sunahara, 1974) by changing the adjoints of linear operator used here for transpose of matrices.
REDUCTION TO DETERMINISTIC CONTROLLABILITY CONDITIONS
In this section, comparative discussions of the stochastic controllability with the deterministic one are developed. To do this, it is necessary to define the controllability in the deterministic sense.
DEFINITION 5 (Definition of deterministic controllability). The distributed parameter system described by (34), where g (t, u(t) 
) = C(t)fa(t),
The following theorem is an extension of the results by Kalman (1960) and Slemrod (1974) Qo ~ u(tz , r) 
is invertible, where U (', .) 
denotes the evolution operator generated by A(').
Since the proof is very simple, the description of the proof is omitted. For the deterministic controllability theory, some modified definitions, and their necessary and sufficient conditions have been explored (Fattorini, 1967; Triggiani, 1976) . In order to examine the influences of system nonlinearities and noise disturbance on controllability, the following theorem is stated.
THEOREM 7. The initial state of the distributed parameter system described by Eq. (20) is stochastically controllable, if, instead of condition (C-13') in the corollary, the following condition holds: (C-22) The corresponding deterministic system described by Eq. (34) to the stochastic system (20) is controllable within the time interval [to, tf] and the system (34) is time-invariant, i.e., A(t) = A, v(t) = v for t ~ T.
Proof. In the present case, it is apparent that (Phillips, 1954) 8(t, r) = 8(t --r) 
= exp{½ II v ll}co tr[W](t --~)} U(t --~r).
~o tr[W](tl --r)} U(t I --r) C(r) C*(r) U*(t I --r) × exp{½1 ] v II]¢o tr[W]{ts --r)} dr] ~(t[, to)u, ~;(t I , to) U~
This completes the proof.
From Theorem 7, in the stochastic controllability discussion, the relation between the multiplicity of the eigenvalue of d and the bounded operator C, which does not depend on t, can be derived easily. However, it should be noted that the control signal fd(t) is a feedback control. The results obtained in this section are summarized in Table I . Linear stochastic system Linear deterministic system described by Eq. (34)
(~-l(t)R(t) + R*(t)O-l(t) = 0
I~o O(t~, ~)c(~)c*(~)w*(#, ~)d~ > o QO A f9 U(tl ' r)C(r)C*(r)U*(tl, r)dr > 0
J t 0
fd(t) = --½C*(t)O-a(t)u(t) + q(t) fa(t) = --½C*(t)O-l(t)u(t) fa(t) = --C*(t) U*(tl, t) x Q71uo
6. EXAMPLES An application of Theorem 3 is illustrated by simple examples. We consider a linear diffusion system modeled by 8u(t, x) __ 82u(t, x) ~t ~x 2 with the initial data + Cfa (t, x) + O(t, x, u(t) 
where w(t) is the a~0-valued Wiener process with covariance operator W and
for any u 1 ~ ~o . In Eq. (66), C is a linear bounded operator defined by
for any u t e ~o . Let G be Green's function of the operator,
Then, G is given by
and the evolution operator ~(', ") is 1 U(t, r)(')(~) = fo ~(t, x, r, y)(')u dy. (t, x, ti , x') [f2 0(t, x', t, , Y) 
has an inverse and satisfies the initial condition for ]] u 0 Ii~o ( < oo) and the preassigned constants E and 3. 
O(t) ~(t, x) = o (a.e.). (80)
Hence, Q(t) has an inverse and for the initial state JI uo ila~ o and the constants and 8, we can select the @-1 such that !! Q(t)liar ° ~ ~o < e98e/ll Uo I]~ o • Suppose that
fa(t) = --½C*(t) O-~(t) u(t) ftl ~= Bn(t)} -1 = --½C(x)
× sin nrrx sin mryu(t, y) dy.
Thus, it is apparent that the system (66) is stochastically controllable. Hence, it may readily be concluded that the system (67) is stochastically controllable.
CONCLUSIONS
In the framework of functional analysis, definitions of the stochastic observability and controllability have been given. Several theorems were established which give sufficient conditions for the stochastic observability and controllability within the preassigned finite control interval.
In Table I , it is worthwhile to emphasize that
(1) In order to control the system state of nonlinear distributed parameter systems, the corresponding linear systems should be controllable.
(2) The control signal for nonlinear distributed parameter systems consists of two parts: One is the control signal for the corresponding linear systems and the other is to reflect the nonlinearity contained in the system to the control signal configuration.
(3) In order to assert the controllability of stochastic distributed parameter systems, the corresponding deterministic systems should be controllable with respect to every initial state and the control interval.
APPENDIX: PRoo~ oF THEOREM 1
Consider the integral equation in ~0 as
~(t) = u(t, to) Uo + f~ u(t, S) ~(s, V(S)) ds to + f t U(t, s) ¢(s, v(s)) aw(s), t ~ T. (84) t o
By hypotheses (H-I) and (H-2), both Bochner and stochastic integrals .in Eq. (84) are well defined for any 3~0-valued stochastic process satisfying conditions (C-l) to (C-5) . Using the continuity of operators U(', "), h (-, ") and following the same manner as described in (Doob, 1953) , it is easy to verify that Eq. (84) has a unique solution satisfying conditions (C-2) to (C-5). 
A(~) u~(s) a~ = U(t, ~) ~(s, ~(s)) d~ + U(t, ~) ~(s, ~(0) ,Zw(s) t o co --~)o f~(s, v(s)) ds -~)o Cp(s, v(s)) dw(s) ÷ 0(~), w.p.1 (88)
On the other hand, since Eqs. (84) and (85) Combining Eqs. (84) and (88) with (90), we have
+ £ 45(s, v(s)) dw(s) + u o = v(t), t e T, to
Thu~, we may conclude that Eq. (8) 
By the boundness of operator Aa(t ) for any A > 0 (Kato, 1961) , it may be proved that Eq. (92) where Ua(t , s) is a bounded evolutioa operator generated by A~(t) defined by (93). Equation ( (8) is uniquely determined by the initial data, as was to be proved.
Ua(t, s)(e(s, u(s)) --~(s, ua(s))) dw(s),
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