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Abstract
We investigate the stability of boundary layer solutions of the two-dimensional incom-
pressible Navier-Stokes equations. We consider shear flow solutions of Prandtl type :
uν(t, x, y) =
(
UE(t, y) + UBL(t,
y√
ν
) , 0
)
, 0 < ν ≪ 1 .
We show that if UBL is monotonic and concave in Y = y/
√
ν then uν is stable over some
time interval (0, T ), T independent of ν, under perturbations with Gevrey regularity in x and
Sobolev regularity in y. We improve in this way the classical stability results of Sammartino
and Caflisch [22, 23] in analytic class (both in x and y). Moreover, in the case where UBL
is steady and strictly concave, our Gevrey exponent for stability is optimal. The proof relies
on new and sharp resolvent estimates for the linearized Orr-Sommerfeld operator.
1 Introduction
One challenging mathematical problem from fluid mechanics is to understand the limit of
solutions uν of the incompressible Navier-Stokes equations:
∂tu
ν + uν · ∇uν +∇pν − ν∆uν = f , div uν = 0 in Ω , uν |∂Ω = 0 , (1.0.1)
when the parameter ν goes to zero, for domains Ω ⊂ Rd with boundaries. Indeed, as the Euler
solution u0 does not satisfy the Dirichlet condition, convergence of uν to u0 can not hold in
strong topology (say H1(Ω)). The obstacle to convergence is a concentration phenomenon
near the boundary, in the so-called boundary layer. The mathematical understanding of this
boundary layer is a difficult problem. The difficulty is emphasized by Kato’s criterion [11]:
roughly, it says that for smooth bounded domains Ω, the Leray solutions uν of Navier-Stokes
converge to a smooth solution u0 of Euler in L∞(0, T ;L2(Ω)) if and only if convergence holds
in L2(Ω) at time 0 and
ν
∫ T
0
∫
d(x,∂Ω)≤ν
|∇uν |2 → 0, ν → 0
that is the production of enstrophy in a layer of size ν near the boundary goes to zero with
ν. See [12] for refinements.
The most popular model for the boundary layer was introduced by Ludwig Prandtl in 1904,
and is inspired by the heat part of the Navier-Stokes equation. In the simple half-plane case
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Ω = R×R+ or Ω = T×R+, the Prandtl model corresponds to the following asymptotics for
uν :
uν(t, x, y) ≈ (UE , V E)(t, x, y) + (UBL,√νV BL)(t, x, y√
ν
)) , (1.0.2)
where u0 = (UE , V E) is the Euler solution, and (UBL, V BL) is a corrector localized near
the boundary, at typical scale
√
ν, allowing uν to satisfy the Dirichlet condition. After a few
manipulations, one obtains the so-called Prandtl equation on
UP (t, x, Y ) = UE(t, x, 0) + UBL(t, x, Y ) , V P (t, x, Y ) = ∂Y V
E(t, x, 0)Y + V BL(t, x, Y )
that is
∂tU
P + UP∂xU
P + V P∂Y U
P − ∂2Y UP = −∂xPE |y=0 ,
∂xU
P + ∂Y V
P = 0 ,
UP |Y=0 = V P |Y=0 = 0 , lim
Y→+∞
UP = UE |y=0 .
(1.0.3)
Notation PE refers to the Euler pressure field.
When trying to justify the Prandtl expansion (1.0.2), two difficulties are in order:
• Justifying the well-posedness of the reduced model (1.0.3), so as to construct the ex-
pansion.
• Justifying that it approximates well the Navier-Stokes solution over some reasonable
time scale, starting from close initial data. Note that the Prandtl expansion can almost
be seen as a solution of Navier-Stokes: up to the addition of lower amplitude corrections
in the expansion, the error source term can be made arbitrarily small. In that sense,
the validation of the boundary layer asymptotics can be seen as a stability problem for
a special class of solutions of Navier-Stokes.
As regards the local in time well-posedness theory for (1.0.3), the situation is by now rather
well-understood. Two important factors are the monotonicity of the initial data UP (0, x, Y )
with respect to Y , and its regularity with respect to x. In physical terms, the monotonicity
assumption prevents (at least for small time) the separation of the boundary layer. Hence:
• Under a monotonicity assumption in Y (plus other regularity requirements), local in
time existence of smooth (Ck) solutions was proved by Oleinik [21]. The proof is based
on a change of variables and unknowns called Crocco transform. Recently, the well-
posedness theory for Y -increasing data was revisited in the Eulerian form (1.0.3) and
Sobolev setting [1, 19].
• Without the monotonicity assumption, the situation is much less favorable. Existence of
local in time analytic solutions, for analytic initial data, was shown by Sammartino and
Caflisch in [22], see also [16, 14]. Article [4] by the first author and Dormy established
the ill-posedness of (1.0.3) in the Sobolev setting. More recently, local Gevrey well-
posedness for data with non-degenerate critical points was shown in [6]. We refer to
[5, 7, 13, 15] for more on the study of the Prandtl equation itself.
The present paper is devoted to the second issue, namely the stability of the Prandtl ex-
pansion within the Navier-Stokes evolution. Again, one may expect the stability/instability
to depend on the monotonicity properties of the boundary layer flow UP , and on the regu-
larity of the perturbations under consideration.
On the positive side, local in time convergence of the Prandtl asymptotics was achieved
in [23] in the analytic setting. Recently, the second author relaxed that result, treating the
case of Sobolev data with vorticity away from the boundary [18]. One can also mention the
works [17, 20], where convergence is shown to hold under low regularity, but under stringent
structural conditions on both the boundary layer solution and the perturbations.
The main point with analyticity is that perturbations with frequencies n in x, n ≫ 1,
decay like exp(−δn) for some δ > 0. This somehow eliminates any exponential instability
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of high frequencies. As soon as Sobolev perturbations are allowed, highly oscillatory pertur-
bations can destabilize the Prandtl expansion, and make the exact Navier-Stokes and the
boundary layer approximation diverge in very short time (typically a time tν going to zero
with ν). This kind of argument was first used by Grenier in article [8]. The focus of [8] is
put on Prandtl expansions of shear flow type, that read
uν(t, x, y) = (UE(t, y), 0) + (UBL(t,
y√
ν
), 0) , 0 < ν ≪ 1 .
More precisely, Grenier considers the special case where UE = 0 and UBL = UBL(t, Y )
solves the one-dimensional heat equation with Dirichlet condition. Through the change of
variable (τ,X, Y ) = (t, x, y)/
√
ν, the stability of the boundary layer expansion amounts to
the stability of (UBL(
√
ντ, Y ), 0) as a solution of the rescaled Navier-Stokes equation
∂τu+ u · ∇X,Y u+∇X,Y p−
√
ν∆X,Y u = 0 . (1.0.4)
In particular, if the initial shear flow (UBL(0, Y ), 0) is linearly unstable for the Euler equation,
it is likely that this instability persists for ν ≪ 1. Indeed, starting from such unstable shear
flows, it is shown in [8] that equation (1.0.4) admits solutions of the type
u(t, x, Y ) ≈ (UBL(√ντ, Y ), 0) + νNeiα(X−cτ)vν(Y )
where α ∈ R∗, α Im c > 0, , and N large enough. Back to the original variables, it yields a so-
lution that oscillates like exp(iαx/
√
ν) and separates from the Prandtl solution as exp(δt/
√
ν)
(over times of order t = O(
√
ν| ln ν|). This causes instability of these Prandtl expansions
in any Sobolev space. More precisely, the analysis of [8] exhibits perturbations with high
frequencies n = 1/
√
ν ≫ 1 that grow like e(Im c)nt. Thus, it tends to indicates that stability
over times of order 1 is only possible in the analytic setting: hence, the general convergence
result of Sammartino and Caflisch in analytic regularity is likely to be optimal.
Let us stress that, for the shear flow to be linearly unstable in the Euler equation, the
profile Y → UBL(0, Y ) must have an inflexion point: this is the famous Rayleigh criterion, cf
the discussion in [3]. In experiments or numerics, the appearance of an inflexion point often
goes along with a loss of monotonicity in Y , for which we have seen that strong instabilities
develop in the reduced Prandtl model itself, in link with boundary layer separation. From
this point of view, the instability result in [8] may appear less surprising.
Hence, a natural problem is the consideration of Prandtl approximations of shear flow
type, when UBL(0, Y ) is increasing and concave in Y . It corresponds to a type of data for
which the Prandtl system is well-posed, so that only the justification of the expansion has
to be investigated. Following the approach above, a key step is the linear stability analysis
of monotonic and concave shear flows for the rescaled Navier-Stokes equation (1.0.4). This
problem has of course a long history : we refer to [3] for an overview and a list of references. It
has been revisited in an accurate and rigorous way recently, in remarkable works by Grenier,
Guo and Nguyen [10, 9]. A main conclusion is that a shear flow which is linearly stable
for Euler may be linearly unstable for Navier-Stokes: viscosity has a destabilizing effect.
In particular, paper [9] studies the linearized Navier-Stokes equations around shear flows
that are steady, strictly concave, monotonic, analytic near Y = 0. They construct explicit
growing solutions in the form eiα(X−cτ)vν(Y ), where
α ∼ O(ν 18 ) , Im c ∼ O(ν 18 ).
More details will be given later on. Back to the original scales, we find that some perturba-
tions with frequency n ∼ O(ν− 38 ) in x are amplified by an exponential factor exp(δn2/3t) ∼
O(exp(δν− 14 )). Hence, contrary to the previous non-monotonic setting, stability of the
boundary layer over times t ∼ O(1) does not seem to require analyticity, but rather Gevrey
regularity (with exponent at most 3/2 for the case considered in [9]). The goal of the present
paper is to prove such Gevrey stability, in the nonlinear framework. Precise statements will
be given in the next section.
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2 Statement of the main result
Let UE = UE(t, y) and UP = UP (t, Y ) two scalar functions on R+ × R+, satisfying the
conditions
UE(t, 0) > 0, UP (t, 0) = 0 , lim
Y→+∞
UP (t, Y ) = UE(t, 0) for t ≥ 0 . (2.0.5)
Let
UBL(t, Y ) = UP (t, Y )− UE(t, 0) . (2.0.6)
Then, the shear flow
(
UE(t, y) + UBL(t, y/
√
ν)
)
e1 is of boundary layer type, and the goal
is to investigate its stability. Therefore, we write the Navier-Stokes equation (1.0.1) in
perturbative form:
uν(t, x, y) =
(
UE(t, y) + UBL(t,
y√
ν
)
)
e1 + u(t, x, y)
with {
∂tu+ Aν(t)u = −P
(
u · ∇u) , t > 0 ,
u|t=0 = a .
(2.0.7)
Here u = (u1(t, x, y), u2(t, x, y)), (x, y) ∈ Ω = T × R+ (2π-periodic in x), and P : L2(Ω)2 →
L2σ(Ω) is the Helmholtz-Leray projection, where
L2σ(Ω) = {f ∈ L2(Ω)2 | div f = 0 in Ω , f2 = 0 on y = 0}.
The linear operator Aν(t) is defined as
Aν(t)u = −νP∆u+ P
((
UE(t) + UBL(t)
)
∂xu+ u2∂y
(
UE(t) + UBL(t)
)
e1
)
, (2.0.8)
with the domain
D(Aν(t)) =W
2,2(Ω)2 ∩W 1,20 (Ω)2 ∩ L2σ(Ω)
and W 1,20 (Ω) = {f ∈ W 1,2(Ω) | f = 0 on y = 0}. Let us quote that to go from (1.0.1) to
(2.0.7), we implicitly assumed that
f(t, x, y) =
(
∂tU
BL(t,
y√
ν
)− ∂2Y UBL(t,
y√
ν
) + ∂tU
E(t, y)− ν∂2yUE(t, y)
)
e1
=
(
∂tU
P (t,
y√
ν
)− ∂2Y UP (t,
y√
ν
) + ∂tU
E(t, y)− ∂tUE(t, 0)− ν∂2yUE(t, y)
)
e1
Two cases deserve special attention. On one hand, if UE(t, y) = UE(y) + RE(t, y), where
UE is given and RE solves the heat equation
∂tRE − ν∂2yRE = ν∂2yUE , t > 0 , y > 0 , RE |y=0 = 0 , RE |t=0 = 0, (2.0.9)
and if moreover UP solves the heat equation
∂tU
P − ∂2Y UP = 0, t > 0 , Y > 0 , UP |Y=0 = 0 , lim
Y→+∞
UP = UE |y=0 , (2.0.10)
then the boundary layer expansion can be seen as an exact solution of the homogeneous
Navier-Stokes equation. On the other hand, when UP (T, Y ) = U(Y ) and UE(t, y) = UE(y)
are time independent, our stability issue connects to the long history of the stability of steady
shear flows [3].
As discussed in the introduction, the goal is to prove the stability of such Prandtl boundary
layer expansions within the Navier-Stokes evolution, under appropriate monotonicity and
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concavity conditions on UP . Such stability result will be achieved in a Gevrey framework.
Roughly, we will show that if a solution u of (2.0.7) is initially O(ν
3
2 ) in some space of
Gevrey regularity in x, L2 in y, it will remain so over a time interval (0, T ) independent of
ν. The Gevrey exponent that we obtain is better when we consider steady UP rather than
time dependent. In the case where UP is steady and strictly concave, our Gevrey exponent
is optimal, taking into account recent results of Grenier, Guo and Nguyen [9]. This will be
explained in Remark 5.3.
To state our main theorem, we need to introduce a few notations. Let
(Pnf)(y) = fn(y)einx , fn(y) = 1
2π
∫ 2π
0
f(x, y)e−inx dx , n ∈ Z , (2.0.11)
the projection on the Fourier mode n in x, n ∈ Z. We then introduce, for γ ∈ (0, 1], d ≥ 0,
and K > 0 the Banach space Xd,γ,K as
Xd,γ,K = {f ∈ L2σ(Ω) | ‖f‖Xd,γ,K = sup
n∈Z
(1 + |n|d)eKθγ,n‖Pnf‖L2(Ω) <∞} , (2.0.12)
θγ,n = |n|γ
(
1 + (1− γ) log(1 + |n|)) . (2.0.13)
Fields in this space have L2 regularity in y, and Gevrey regularity in x, of class s for any
s ≥ 1γ . When the boundary layer profile is monotonic and concave in Y , we will prove
stability on times of order 1 for initial perturbations that are O(νl) in Xd,γ,K for suitable
l ∈ (12 , 32 ) and γ ∈ (0, 1) (hence, below analytic regularity). The value of the exponent γ will
depend on the type of concavity that we impose. We distinguish between three settings.
Steady flow, weakly concave case. We consider here UE(t, y) = UE(y) and UP (t, Y ) =
U(Y ), with
‖U‖ :=
∑
k=0,1,2
sup
Y≥0
(1 + Y )k|∂kY U(Y )| < ∞ . (2.0.14)
Our assumptions are:
(i) U |Y=0 = 0 , lim
Y→∞
U = UE |y=0 , UE , U ∈ BC2(R+) and U satisfies (2.0.14),
(ii) For each σ ∈ (0, 1] there exists Mσ > 0 such that −Mσ∂2Y U ≥ (∂Y U)2 for Y ≥ σ .
(WC)
The item (ii) in (WC) implies −∂2Y U(Y ) ≥ 0 for all Y ≥ 0, and thus, it ensures the concave
shape of U . Moreover, it is necessary for (WC) that ∂Y U is nonnegative, and then, the
boundary condition U(0) = 0, U(∞) = UE(0) implies that UE(0) must be nonnegative.
That is, the condition (WC) automatically leads to
inf
Y≥0
∂Y U(Y ) ≥ 0 , UE(0) ≥ 0 .
Moreover, the following statements hold:
· if ∂Y U(Y0) = 0 for some Y0 ≥ 0 , then ∂Y U(Y ) = 0 for all Y ≥ Y0 ,
· UE(0) = 0 if and only if U(Y ) = 0 for all Y ≥ 0 . (2.0.15)
Since we are interested in the stability of the boundary layer, the case UE(0) = 0 is excluded
in this paper in order to have the nontrivial boundary layer profile U . Therefore, as stated
in (2.0.5), we always assume the positivity of UE(0), that is,
UE(0) > 0 . (2.0.16)
Then, from the statements (2.0.15) and the boundary condition on U , the condition U ′(0) > 0
is always satisfied.
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Remark 2.1 Let
V (Y ) = UE(
√
νY )− UE(0) + U(Y ) ,
which is the full boundary layer expansion expressed in variable Y . By (2.0.15) the deriva-
tive of the boundary layer, ∂Y U , must be strictly positive in the compact set D = {Y ≥
0 | U(Y ) ≤ 34UE(0)}. Thus we have
∂Y V (Y ) ≥ 1
2
min
Y ∈D
∂Y U(Y ) > 0 for Y ∈ D if ν is sufficiently small .
Then it is not difficult to see that (WC) implies the following integral condition:
There exists M ′ > 0 such that ‖Y
1
2 (∂Y U)
2
(V − λ)2 ‖L2 ≤M
′(Imλ)−
3
2 holds
for all λ ∈ {µ ∈ C | Reµ ≤ U
E(0)
2
, Imµ > 0} and for all ν ∈ (0, ν0] with 0 < ν0 ≪ 1 .
(IC)
The proof of (IC) is straightforward and omitted here.
Steady flow, strongly concave case. Here, we consider again the steady case, but assume
(i) U |Y=0 = 0 , lim
Y→∞
U = UE |y=0 , UE , U ∈ BC2(R+) and U satisfies (2.0.14),
(ii) There exists M > 0 such that −M∂2Y U ≥ (∂Y U)2 for Y ≥ 0 .
(SC)
The condition (ii) in (SC) implies strict concavity of the profile U up to the boundary Y = 0:
∂2Y U can not vanish even at Y = 0. This is the main difference with assumptions (WC),
which will allow us to push the analysis further.
Time dependent flow, weakly concave case. In this last setting, we fix T > 0 and
consider UE = UE(t, y) and UP = UP (t, Y ), t ∈ [0, T ]. Our assumptions are
(0) UP |Y=0 = 0 , lim
Y→∞
UP = UE |y=0 > 0 for t ∈ [0, T ] ,
(i) UE , UP ∈ BC([0, T ]× R+) ∩ L∞(0, T ;BC2(R+)) , and
sup
0<t<T
(
‖∂tUE(t)‖L∞(R+) + ‖∂tUP (t)‖L∞(R+)
+ ‖Y ∂t∂Y UP (t)‖L∞(R+) + ‖UP (t)‖
)
<∞ ,
Here ‖UP (t)‖ is defined as in (2.0.14).
(ii) For each σ ∈ (0, 1] there exists Mσ > 0 independent of t ∈ [0, T ] such that
−Mσ∂2Y UP ≥ (∂Y UP )2 for Y ≥ σ and t ∈ [0, T ] .
(WC-t)
We emphasize that the condition (WC-t) is always satisfied when UP is the solution to

∂tU
P − ∂2Y UP = 0 , t > 0 , Y > 0 ,
UP |Y=0 = 0 , lim
Y→∞
UP = UE |y=0 , t ≥ 0 ,
UP |t=0 = U .
(2.0.17)
with inf
0≤t≤T
UE |y=0 > 0, if the initial data U ∈ BC3(R+) satisfies (2.0.14) and Y ∂3Y U ∈
L∞(R+), compatibility conditions on Y = 0,∞, and (ii) of (SC). See the appendix for
details.
We are now ready to state our main result:
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Theorem 2.2 Assume that (WC-t) holds for some T > 0. For any γ ∈ [ 79 , 1), d > 92 −
7
2γ, and K > 0, there exist C, T,
′K ′ > 0 such that the following statement holds for any
sufficiently small ν > 0. If ‖a‖Xd,γ,K ≤ ν
1
2+β with β = 2(1−γ)γ then the system (2.0.7) admits
a unique solution u ∈ C([0, T ′];L2σ(Ω)) ∩ L2(0, T ′;W 1,20 (Ω)2) satisfying the estimate
sup
0<t≤T ′
(‖u(t)‖Xd,γ,K′ + (νt) 14 ‖u(t)‖L∞(Ω) + (νt) 12 ‖∇u(t)‖L2(Ω)) ≤ C‖a‖Xd,γ,K . (2.0.18)
If UE(t, y) = UE(y) and UP (t, Y ) = U(Y ) are steady and satisfy (WC) instead of (WC-t),
the result holds for any γ ∈ [ 57 , 1].
If UE(t, y) = UE(y) and UP (t, Y ) = U(Y ) are steady and satisfy (SC) instead of (WC-t),
the result holds for any γ ∈ [ 23 , 1].
Remark 2.3 (i) Since a ∈ L2σ(Ω) and the problem is a two-dimensional one, the unique
existence of global solutions to (2.0.7) in C([0,∞);L2σ(Ω))∩L2loc(0,∞;W 1,20 (Ω)2) is classical
for any ν > 0. The nontrivial part of Theorem 2.2 is the estimate (2.0.18), which is uniform
with respect to sufficiently small ν > 0.
(ii) Gevrey stability as in Theorem 2.2 can be obtained under the slightly weaker condition
−Mσ∂2Y U ≥ (∂Y U)4, rather than −Mσ∂2Y U ≥ (∂Y U)2 in (WC). However, under this weaker
condition the range of the exponent γ is confined to [ 45 , 1] in the case of time-dependent shear
flows, which is narrower than [ 79 , 1], and one also needs to take larger β for the size of initial
perturbations. Hence, in this paper we restrict ourselves to the case −Mσ∂2Y U ≥ (∂Y U)2,
which is still admissible in applications.
(iii) When the shear flow is steady as mentioned in the latter part of Theorem 2.2, one can in
fact obtain slightly stronger result than stated in Theorem 2.2. In particular, when the shear
flow is steady and (SC) holds, the exponent θγ,n in the definition of Xd,γ,K (see (2.0.13)) is
simply taken as |n|γ . Thus, in this case, by arguing as in the proof of Theorem 7.1, we have
the stability estimate like (2.0.18) for the initial data a satisfying
sup
n∈Z
(1 + |n|d)eK|n|
2
3 ‖Pna‖L2 ≤ ν
1
2+β
for large enough d, β > 0. Indeed, the logarithmic correction of θγ,n in (2.0.13) is needed for
the estimates of the evolution operator, stated in Theorem 6.1, rather than the estimates of
the semigroup; see Theorem 5.35.
Our result can be seen as improving the celebrated result of Sammartino and Caflisch,
dedicated to the stability of Prandtl expansions in analytic regularity, see [22, 23]. Note
nevertheless that article [22] treats general x-dependent boundary layer expansions, while
ours restricts to the case of shear flows. Extension of our result to arbitrary (meaning
x-dependent) expansions is a very interesting open problem.
To go from an analytic setting to a Gevrey setting requires new ideas, and of course the use
of the concavity of the boundary layer profile in Y . The heart of the proof is the resolvent
analysis in Section 5 for the linearized Navier-Stokes operator at a steady shear flow. This
analysis leads to a temporal growth estimate of the associated semigroup, that is compatible
with the stability in the Gevrey class. Concretely, for each Fourier mode in the x variable,
the resolvent problem is reduced to the analysis of the classical Orr-Sommerfeld equation.
This equations is solved and estimated through an iterative process, based on the alternate
resolution of the so-called Rayleigh and Airy equations. This Rayleigh-Airy iteration finds
its origin in the work of [9], about the linear instability of monotonic shear flows in the
Navier-Stokes equation. However, we stress that the approach in [9] is dedicated to a specific
regime of spectral parameter and Fourier frequency, for which the fundamental solutions of
the Rayleigh and Airy equations have quite explicit expressions. The specific regime of [9]
is enough to construct an unstable eigenfunction, but is far from sufficient here. In order to
estimate the evolution of the semigroup, we need to estimate the resolvent when the spectral
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parameter is in a whole sector of the complex plane, and for arbitrary frequencies. This
yields a much wider regime than the one where the approach of [9] can be applied. Hence,
our strategy to handle the Orr-Sommerfeld equation is very different, and based on energy
methods. It notably relies on the famous Rayleigh’s trick [3, page 131]. Remarkably enough,
at least for the class of shear flows satisfying (SC), our approach provides a fairly optimal
result on the spectral bound of the generator as well as the growth bound of the associated
semigroup.
Once the estimate for the semigroup is obtained, the proof of Theorem 7.1 in the case of
steady shear flows follows from Duhamel’s formula. In the time dependent case, one must
substitute to the growth bound on the semigroup a growth bound on the operator solution,
over some fixed time interval [0, T ]. Roughly, such estimate is derived by partitioning [0, T ]
into small subintervals [tl, tl+1], and freezing the time in the linearized operator over these
subintervals, that is replacing Aν(t) by Aν(tl). This allows to connect to the analysis of the
steady case. We do not manage to maintain the same Gevrey exponent in this process, which
explains the higher value of γ in the theorem in the time dependent case.
The outline of the paper is as follows. Next section presents the mode-by-mode (in Fourier
in x) reformulation of the problem. Section 4 collects standard estimates on the operator
solutions, at very low and very high frequencies. The main part of the paper is in Section
5: it is devoted to analysis of the linearized operator at steady shear flow and intermediate
frequencies. It contains an analysis of the resolvent operator through the Orr-Sommerfeld
formulation, and provides a growth bound on the associated semigroup. Section 6 is devoted
to the growth bound in the time dependent case, through the time stepping alluded to above.
Finally, the proof of Theorem 7.1 is achieved in 7.
3 Formulation of linearized problem in Fourier series
Since the shear flow in (2.0.8) is assumed to be x-independent, it is natural to study Aν(t)
on each Fourier mode with respect to the x variable. To this end, we use the projections Pn,
n ∈ Z given in (2.0.11). We define
Qm,lowf =
∑
|n|≤m−1
Pnf , Qm,highf =
∑
|n|≥m+1
Pnf . (3.0.19)
These are projections from L2(Ω)2 to L2(Ω)2, and the divergence free condition is preserved
under their actions. More precisely, we have
PnP = PPn , Qm,lowP = PQm,low , Qm,highP = PQm,high .
Hence, for each m1,m2 ∈ N with m1 ≤ m2 the space L2σ(Ω) is decomposed as
L2σ(Ω) = Qm1,lowL2σ(Ω) ⊕ Qm2,highL2σ(Ω) ⊕
(⊕m1≤|n|≤m2 PnL2σ(Ω)) . (3.0.20)
Moreover, since the shear flow is independent of x it is straightforward to see that for each
t ≥ 0,
PnAν(t) ⊂ Aν(t)Pn , Qm,lowAν(t) ⊂ Aν(t)Qm,low , Qm,highAν(t) ⊂ Aν(t)Qm,high ,
which leads to the diagonalization of Aν(t) such as
Aν(t) = Aν,m1,low(t) ⊕ Aν,m2,high(t) ⊕
(⊕m1≤|n|≤m2 Aν,n(t)) , (3.0.21)
where each operator in the right-hand side of (3.0.21) is naturally defined as the restriction
of Aν(t) on the invariant subspace described in the right-hand side of (3.0.20). Then, the
evolution operator {Tν(t, s)}t≥s≥0 generated by −Aν(t) is also diagonalized as
Tν(t, s) = Tν,m1,low(t, s) ⊕ Tν,m2,high(t, s) ⊕
(⊕m1≤|n|≤m2 Tν,n(t, s)) . (3.0.22)
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In Section 4 we first study the evolution operators Tν,m1,low and Tν,m2,high in the case
m1 = O(1) and m2 = O(ν− 34 ), where their temporal growth are well controlled by a simple
energy method for general shear flows. On the contrary, in the middle range of frequencies
m1 ≤ |n| ≤ m2, the problem becomes more complicated due to the underlying derivative
loss property of the equations, and the behavior of the evolution operator Tν,n(t, s) highly
depends on the structure of the shear flows. In Section 5 we discuss this problem under suit-
able monotonicity conditions and the assumption that the shear flows are time-independent.
The case of the time-dependent shear flows are studied in Section 6.
4 Linear evolution operator in low and high frequency
In this section we study the evolution operators defined in the previous section for the
low frequency part and the high frequency part. The low frequency part is Tν,m1,low with
m1 = O(1). In this case the derivative loss is negligible and the evolution of Tν,m1,low can
be estimated without difficulty for general time-dependent shear flows. For convenience we
introduce the rescaled variable Y = y√
ν
, which will be used for the boundary layer UP .
Proposition 4.1 If UE , UP ∈ L∞(0, t;BC1(R+)) and ‖Y ∂Y UP ‖L∞(0,t;L∞Y ) <∞, then
‖Tν,m1,low(t, s)f‖L2(Ω) ≤ e(t−s)C1(m1,t)‖f‖L2(Ω) , (4.0.23)
and
‖∇Tν,m1,low(t, s)f‖L2(Ω) ≤
C
ν
1
2 (t− s) 12
(
1 + (t− s)C2(m1, t)e(t−s)C1(m1,t)
)‖f‖L2(Ω) .
(4.0.24)
for all f ∈ Qm1,lowL2σ(Ω). Here C is a universal constant and
C1(m1, t) = ‖∂yUE‖L∞(0,t;L∞y ) + 2(m1 − 1)‖Y ∂Y UP ‖L∞(0,t;L∞Y ) ,
C2(m1, t) = C1(m1, t) +
(‖UE‖L∞(0,t;L∞y ) + ‖UP‖L∞(0,t;L∞Y ))(m1 − 1) .
Proof: It suffices to consider the case s = 0. Set vlow(t) = Tν,m1,low(t, 0)f for f ∈
Qm1,lowL2σ(Ω). Then, by the boundary condition and the divergence free condition, the
vertical component of vlow satisfies
‖y−1vlow,2(t, x)‖L2y ≤ 2‖∂yvlow,2(t, x)‖L2y = 2‖∂xvlow,1(t, x)‖L2y . (4.0.25)
Here we have used the Hardy inequality in the first inequality. Thus we have
|〈vlow,2∂y
(
UE − UE(0) + UP ), vlow,1〉L2 | ≤ (‖∂yUE‖L∞ + 2(m1 − 1)‖Y ∂Y UP ‖L∞Y )‖vlow‖2L2 .
Here 〈, 〉L2 denotes the inner product of L2(Ω) or L2(Ω)2. Hence we have
d
dt
‖vlow‖2L2 = −2ν‖∇vlow‖2L2 − 2Re〈vlow,2∂y
(
UE − UE(0) + UP ), vlow,1〉L2
≤ −2ν‖∇vlow‖2L2 + 2
(‖∂yUE‖L∞ + 2(m1 − 1)‖Y ∂Y UP ‖L∞
Y
)‖vlow‖2L2 ,
(4.0.26)
which gives (4.0.23) by the Gronwall inequality. To show the derivative estimate let us denote
by A the Stokes operator with the viscosity coefficient 1, i.e., A = −P∆, in L2σ(Ω). Then by
the Duhamel formula we have
vlow(t) = e
−νtAf
−
∫ t
0
e−ν(t−s)AP
((
UE + UBL(s,
·√
ν
)
)
∂xvlow(s) + vlow,2∂y
(
UE + UBL(s,
·√
ν
)
)
e1
)
ds
(4.0.27)
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It is well known that
‖∇e−νtAf‖L2(Ω) ≤
C
ν
1
2 t
1
2
‖f‖L2(Ω) , t > 0 .
Then we have from (4.0.25),
‖∇vlow(t)‖L2(Ω) ≤
C
ν
1
2 t
1
2
‖f‖L2(Ω)
+ C
∫ t
0
(‖UE(s)‖L∞ + ‖UBL(s)‖L∞)(m1 − 1) + C1(m1, s)
ν
1
2 (t− s) 12 ‖vlow(s)‖L2(Ω) ds .
Then (4.0.24) follows from (4.0.23). The proof is complete. 
Next we consider the high frequency part Tν,m2,high = ⊕|n|≥m2+1Tν,n, with m2 =
O(ν− 34 ). In this case the dissipation due to the viscosity works enough and the derivative
loss does not appear.
Proposition 4.2 Let UE, UP ∈ L∞(0, t;BC1(R+)) and ‖Y ∂Y UP ‖L∞(0,t;L∞Y ) < ∞. Then
there exists δ0 ∈ (0, 1) such that if |n| ≥ δ−10 ν−
3
4 then
‖Tν,n(t, s)f‖L2(Ω) ≤ e−
1
4 νn
2(t−s)‖f‖L2(Ω) , (4.0.28)
and
‖∇Tν,n(t, s)f‖L2(Ω) ≤
Ce−
1
4νn
2(t−s)
ν
1
2 (t− s) 12
(
1 + |n|(t− s)C2(t)
)‖f‖L2(Ω) , (4.0.29)
for all f ∈ PnL2σ(Ω) and t > s ≥ 0. Here C is a universal constant and C2(t) is given by
C2(t) = ‖UE‖L∞(0,t;BC1y) + ‖UP ‖L∞(0,t;L∞Y ) + ‖Y ∂Y UP ‖L∞(0,t;L∞Y ) .
Proof: Again it suffices to consider the case s = 0, and set vhigh(t) = Tν,n(t, 0)f for
f ∈ PnL2σ(Ω), where |n| ≥ δ−10 ν−
3
4 and δ0 will be determined later. The standard energy
method yields
d
dτ
‖vhigh‖2L2 = −2ν‖∇vhigh‖2L2 − 2Re〈vhigh,2∂y
(
UE − UE(0) + UP ), vhigh,1〉L2
≤ −ν‖∇vhigh‖2L2 − νn2‖vhigh‖2L2
+ 2
(‖∂yUE‖L∞ + ν− 12 ‖∂Y UP ‖L∞
t,Y
)‖vhigh‖2L2 . (4.0.30)
Thus, if we set
δ0 =
1
2(1 + ‖∂yUE‖L∞ + ‖∂Y UP ‖L∞
t,Y
)
1
2
, (4.0.31)
then (4.0.30) and the condition |n| ≥ δ−10 ν−
3
4 lead to
d
dτ
‖vhigh‖2L2 ≤ −ν‖∇vhigh‖2L2 −
νn2
2
‖vhigh‖2L2 . (4.0.32)
By the Gronwall inequality Est.(4.0.28) follows. The derivative estimate is proved as in the
proof of Proposition 4.1. Indeed, as in (4.0.27), we use the formula for f ∈ PnL2σ(Ω),
vhigh(t) = e
−νtAPnf
−
∫ t
0
e−ν(t−s)APnP
(
in
(
UE + UBL(s,
·√
ν
)
)
vhigh(s) + vhigh,2∂y
(
UE + UBL(s,
·√
ν
)
)
e1
)
ds
(4.0.33)
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It is not difficult to show
‖∇e−νtAPnf‖L2(Ω) ≤
C
ν
1
2 t
1
2
e−
1
2νn
2t‖f‖L2(Ω) ,
which implies, in virtue of the computation as in (4.0.25),
‖∇vhigh(t)‖L2(Ω) ≤
C
ν
1
2 t
1
2
e−
1
2νn
2t‖f‖L2(Ω)
+ CC2(t)|n|
∫ t
0
1
ν
1
2 (t− s) 12 e
− 12νn2(t−s)‖vhigh(s)‖L2(Ω) ds .
(4.0.34)
Since ‖vhigh(s)‖L2(Ω) ≤ e− 14νn2s‖f‖L2(Ω) holds, we have from (4.0.34),
‖∇vhigh(t)‖L2(Ω) ≤
C
ν
1
2 t
1
2
e−
1
2νn
2t‖f‖L2(Ω) +
CC2(t)|n|
ν
1
2
e−
1
2νn
2t
∫ t
0
e
1
4νn
2s
(t− s) 12 ds‖f‖L
2(Ω)
≤ C
ν
1
2 t
1
2
e−
1
2νn
2t‖f‖L2(Ω) +
C|n|t 12C2(t)
ν
1
2
e−
1
4νn
2t‖f‖L2(Ω) , (4.0.35)
which gives (4.0.29). The proof is complete. 
5 Linear evolution operator in middle frequency: the
case of time-independent shear flow
In the middle range of frequency O(1) ≤ |n| ≤ O(ν− 34 ) the simple energy method as in the
previous section does not provide useful estimates anymore, and we need more sophisticated
analysis by taking into account the structure of the shear flow. Since the time-dependence of
the shear flow could make the problem complicated, we first focus on the case when the shear
flow is independent of the time variable. That is, instead of Aν(t) in (2.0.8), we consider the
simplified operator
Aνu = −νP∆u+ P
(
V (
y√
ν
)∂xu+ u2∂y(V (
y√
ν
))e1
)
, (5.0.36)
with a given shear flow profile V = V (Y ), which is assumed to have the following form by
taking into account (2.0.5), (2.0.6), and (2.0.8):
V (Y ) = UE(
√
νY )− UE(0) + U(Y ) , U(0) = 0 , lim
Y→∞
U(Y ) = UE(0) . (5.0.37)
Here U is a given function satisfying the boundary condition as in (5.0.37), and further
conditions will be mentioned later.
As in (3.0.21), the operator Aν is diagonalized as the sum of the restrictions on each
Fourier mode n with respect to the x variable, denoted by Aν,n. Our aim is to estimate
the associated semigroup e−tAν,n with δ−10 ≤ |n| ≤ δ−10 ν−
3
4 , since the cases |n| ≤ δ−10 and
|n| ≥ δ−10 ν−
3
4 are already analyzed in Propositions 4.1 and 4.2. For this purpose it is
convenient to introduce the rescaled velocity
u(t, x, y) = v(τ,X, Y ) , (τ,X, Y ) = (
t√
ν
,
x√
ν
,
y√
ν
) . (5.0.38)
If u(t) = e−tAνa then v is the solution to

∂τv + V ∂Xv + v2∂Y V e1 −
√
ν∆X,Y v +∇X,Y q = 0 , τ > 0 , X ∈ R , Y > 0 ,
divX,Y v = 0 , τ ≥ 0 , X ∈ R , Y > 0 ,
v|Y=0 = 0 , v|τ=0 = a(ν) .
(5.0.39)
11
Note that the function v is 2π√
ν
-periodic in X , and a(ν)(X,Y ) = a(ν
1
2X, ν
1
2Y ). For simplicity
of notations we will often omit the symbols X,Y in the differential operators and write, for
example, ∆ instead of ∆X,Y . To obtain the estimate of solutions to (5.0.39) in large time
we study the associated resolvent problem for the operator
Lνv = −
√
νPν∆v + Pν
(
V ∂Xv + v2∂Y V e1
)
, v ∈ D(Lν) ,
D(Lν) = W
2,2(Ων)
2 ∩W 1,20 (Ων)2 ∩ L2σ(Ων) .
(5.0.40)
Here Ων = (ν
− 12T)×R+, ∆ = ∂2X + ∂2Y , and Pν : L2(Ων)2 → L2σ(Ων) is the Helmholtz-Leray
projection (we will write in the abbreviated style P if there is no risk of confusion). For each
fixed ν > 0 the Stokes operator−√νP∆ defines a nonnegative self-adjoint operator in L2σ(Ων)
and generates a bounded C0-analytic semigroup acting on L
2
σ(Ων). Since the function space
considered here is periodic in X and V is assumed to be bounded, the general perturbation
theory of sectorial operators implies that −Lν also generates a C0-analytic semigroup acting
on L2σ(Ων). When lim
Y→∞
V = 0 the perturbation term P
(
V ∂Xv+ v2∂Y V e1
)
of Lν becomes a
relatively compact perturbation of the Stokes operator −√νP∆, and then it is not difficult to
show that the difference between the spectrum of Lν and −
√
νP∆ consists only of discrete
eigenvalues of Lν with finite algebraic multiplicities. In particular, since the spectrum of√
νP∆ is always included in the nonpositive real axis, we have
σ(−Lν) ⊂ R− ∪ σdisc(−Lν) ,
where σ(−Lν) denotes the spectrum of −Lν , R− = {µ ≤ 0}, and σdisc(−Lν) denotes the set
of discrete eigenvlaues of −Lν with finite algebraic multiplicities. As an important conse-
quence, the study of the nontrivial spectrum of−Lν is reduced to the search of the eigenvalues
in this case. Our argument in this paper, however, works without any spatial decay of V
itself. Indeed, the a priori estimates of solutions to the resolvent problem in this section do
not depend on the spatial decay of V .
By the spectral mapping theorem for sectorial operators, the growth bound for the semi-
group e−τLν coincides with the spectral bound of −Lν , however, the information on the
distribution of the spectrum is not enough for our purpose: in order to solve the nonlinear
problem we need to establish the estimates of the operator norm of e−τLν in such a way as
the dependence on ν is explicit.
To fix the idea, as a natural counter part of (2.0.11), we introduce the projections
(P(ν)n f)(Y ) = fn(Y )ein√νX , fn(Y ) =
√
ν
2π
∫ 2π√
ν
0
f(X,Y )e−in
√
νX dX , n ∈ Z ,
(5.0.41)
and for m ∈ N,
Q(ν)m,lowf =
∑
|n|≤m−1
P(ν)n f , Q(ν)m,highf =
∑
|n|≥m+1
P(ν)n f .
By the same observation as in the previous section the operator Lν is diagonalized as follows.
For each m1,m2 ∈ N with m1 ≤ m2, we have
L2σ(Ων) = Qm1,lowL2σ(Ων) ⊕ Qm2,highL2σ(Ων) ⊕
(⊕m1≤|n|≤m2 PnL2σ(Ων)) . (5.0.42)
and
Lν = Lν,m1,low ⊕ Lν,m2,high ⊕
(⊕m1≤|n|≤m2 Lν,n) ,
e−τLν = e−τLν,m1,low ⊕ e−τLν,m2,high ⊕ (⊕m1≤|n|≤m2 e−τLν,n) . (5.0.43)
To obtain the estimate of the original semigroup e−tAν,n for δ−1 ≤ |n| ≤ δ−10 ν−
3
4 it suffices
to study the semigroup e−tLν,n for the same regime of n. Since the semigroup generated by
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a sectorial operator can be expressed in terms of the resolvent using the Dunford integral we
study the resolvent problem for the operator Lν,n in the next section. Due to the rescaling
(5.0.38) the difficulty appears in the analysis in large time, or equivalently, the analysis for
the resolvent parameter near the imaginary axis. On the other hand, there is no difficulty
in obtaining short-time estimates of e−τLν,n. Indeed, by taking into account the rescaling,
Proposition 4.1 implies the following estimate.
Proposition 5.1 It follows that
‖e−τLν,nf‖L2(Ων) ≤ eC1(n)ν
1
2 τ‖f‖L2(Ων) , τ > 0 , f ∈ PnL2σ(Ων) , (5.0.44)
where C1(n) = ‖∂yUE‖L∞(R+) + 2|n|‖Y ∂Y U‖L∞(R+).
The proof of Proposition 5.1 is straightforward from Proposition 4.1, so we omit the
details.
Remark 5.2 The estimate in Proposition 5.1 is not useful in large time, and one needs to
obtain a better growth exponent than C|n|ν 12 τ in order to achieve the inviscid limit in a
Gevrey class s with s > 1. The estimate in Proposition 5.1 will be used only in a short time
period, e.g., 0 < τ ≤ ν− 12 |n|−1.
5.1 Resolvent problem and Orr-Sommerfeld equations
In this subsection we consider the resolvent problem associated to the rescaled equations
(5.0.39), i.e.,{
µv + V ∂Xv + v2∂Y V e1 −
√
ν∆v +∇q = f , div v = 0 , Y > 0 ,
v = 0 , Y = 0 .
(5.1.1)
Here µ ∈ C is a resolvent parameter, and v, ∇q, and f are assumed to be 2π√
ν
-periodic in X .
Note that V is independent of X . The vorticity field of v is defined as ω = ∂Xv2−∂Y v1, and
we consider the stream function ψ, which is the solution to the Poisson equations −∆ψ = ω.
The direct computation leads to the equations for ψ as follows.
µ∆ψ + V ∂X∆ψ − ∂Xψ∂2Y V −
√
ν∆2ψ = −∂Xf2 + ∂Y f1 .
Let φ = φn, n ∈ Z \ {0}, be the n
√
ν Fourier mode of ψ, i.e., φ = e−in
√
νXP(ν)n ψ. The
equation for φ is then written as

i
n
(∂2Y − n2ν)2φ+ (V +
µ
in
√
ν
)(∂2Y − n2ν)φ − (∂2Y V )φ = −f2,n +
1
in
√
ν
∂Y f1,n , Y > 0 ,
φ = ∂Y φ = 0 , Y = 0 .
Note that the n
√
ν Fourier modes of v and ω, P(ν)n v and P(ν)n ω, are recovered from φ through
the formula
P(ν)n v = (∂Y φ ein
√
νX , −in√νφ ein
√
νX) , P(ν)n ω = (n2ν − ∂2Y )φ ein
√
νX . (5.1.2)
Thus, the estimates for P(ν)n v and P(ν)n ω are obtained from the analysis of the ordinary
differential equations for φ as above. In virtue of Propositions 4.1 and 4.2 it suffices to
consider the case
1
δ0
≤ |n| ≤ 1
δ0ν
3
4
,
where δ0 ∈ (0, 1) is the number in Proposition 4.2. More precisely, since V is now time-
independent it is taken as
δ0 =
1
2
(
1 + ‖∂yUE‖L∞ + ‖∂Y U‖L∞
) 1
2
. (5.1.3)
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Note that we may assume without loss of generality that n is positive (when n is negative it
suffices to consider the complex conjugate of the first equation). Then we set for n ∈ N,
α = n
√
ν , ǫ = − i
n
, c =
iµ
α
, h = −f2,n + 1
iα
∂Y f1,n . (5.1.4)
With these notation we obtain the Orr-Sommerfeld equations{
−ǫ(∂2Y − α2)2φ+ (V − c)(∂2Y − α2)φ− (∂2Y V )φ = h , Y > 0 ,
φ = ∂Y φ = 0 , Y = 0 .
(5.1.5)
Since δ−10 ≤ n ≤ δ−10 ν−
3
4 , the regime of parameters we need to study is
ν
1
2
δ0
≤ α ≤ 1
δ0ν
1
4
, δ0ν
3
4 ≤ |ǫ| = 1
n
≤ δ0 .
Moreover, we consider the case
Reµ = α Im c ≥ ν
1
2nγ
δ
(5.1.6)
for some γ ∈ [0, 1] and for sufficiently small but fixed δ ∈ (0, δ1], where the number δ1 ∈ (0, δ0]
will be determined later in Proposition 5.5.
Remark 5.3 (i) The value γ ∈ [0, 1] in (5.1.6) has a special importance in our analysis.
Indeed, it represents the order of derivative loss through the action of the semigroup e−tAν,n .
In order to achieve the nonlinear stability in the Gevrey class s with s > 1 we need to show
the resolvent estimate for the value γ strictly less than 1. In [9] the unstable eigenvalue is
found in the parameter regime
α ∼ O(ν 18 ) , Im c ∼ O(ν 18 ) , n = |ǫ|−1 ∼ O(ν− 38 ) . (5.1.7)
This implies that we can actually expect at most γ = 23 for the spatial frequency n ∼ O(ν−
3
8 ).
(ii) Since α = n
√
ν the condition (5.1.6) gives the lower bound
Im c ≥ n
γ−1
δ
. (5.1.8)
In particular, we have
Im c ≥ 1
δ
≫ 1 , if γ = 1 in (5.1.6) . (5.1.9)
The Orr-Sommerfeld equations (5.1.5) have to be analyzed in a wide regime of parameters
as mentioned above. In particular, the value α can be both small and large depending on
the location of the frequency n. To reduce the possible dependence on α of the equations it
is convenient to introduce the number
cǫ = c− ǫα2 . (5.1.10)
Note that
Im cǫ = Im c+
α2
n
, (5.1.11)
which is positive if Im c is positive. One can easily check that (5.1.5) is equivalent with the
modified form of the Orr-Sommerfeld equations as follows.{
−ǫ(∂2Y − α2)∂2Y φ+ (V − cǫ)(∂2Y − α2)φ − (∂2Y V )φ = h , Y > 0 ,
φ = ∂Y φ = 0 , Y = 0 .
(5.1.12)
Remark 5.4 Since Im c ≥ nγ−1δ by (5.1.8) and α
2
n = nν by the definition of α, we have
α2
n
≤ Im c if n2−γ ≤ 1
δν
. (5.1.13)
When γ ∈ [ 23 , 1] this condition is satisfied if n ≤ δ−10 ν−
3
4 .
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5.2 Resolvent estimate for general shear profile
We first consider the case of general shear profiles for some regime of parameters. In this
subsection the shear profile V is always assumed to take the form (5.0.37) with UE ∈
BC2(R+), and we also assume that
‖U‖ :=
∑
k=0,1,2
sup
Y≥0
(1 + Y )k|∂kY U(Y )| < ∞ . (5.2.1)
Let Im c > 0, which ensure Im cǫ > 0 due to (5.1.11). We consider the modified form
(5.1.12) of the Orr-Sommerfeld equations rather than (5.1.5). The argument below is based
on Rayleigh’s trick. Multiplying both sides of the first equation of (5.1.12) by (V − cǫ)−1φ¯
and integrating over (0,∞), we have
− ǫ
∫ ∞
0
∂2Y φ∂
2
Y
( φ¯
V − cǫ
)
+ α2∂Y φ∂Y
( φ¯
V − cǫ
)
dY
−
∫ ∞
0
|∂Y φ|2 + α2|φ|2 dY −
∫ ∞
0
∂2Y V
V − cǫ |φ|
2 dY =
∫ ∞
0
h
V − cǫ φ¯dY .
(5.2.2)
The first integration in the right-hand side of (5.2.2) is computed as
−ǫ
∫ ∞
0
1
V − cǫ
(|∂2Y φ|2 + α2|∂Y φ|2) dY − ǫR ,
where
R =
∫ ∞
0
∂2Y φ
(
2∂Y
( 1
V − cǫ
)
∂Y φ¯+ φ¯∂
2
Y
( 1
V − cǫ )
)
+ α2(∂Y φ) φ¯∂Y
( 1
V − cǫ
)
dY .
Recalling ǫ = − in and taking the real part of both sides of (5.2.2), we obtain
− Im cǫ
n
∫ ∞
0
1
|V − cǫ|2
(|∂2Y φ|2 + α2|∂Y φ|2) dY −
∫ ∞
0
|∂Y φ|2 + α2|φ|2 dY
− ImR
n
−
∫ ∞
0
∂2Y V
|V − cǫ|2 (V − Re cǫ)|φ|
2 dY = Re
∫ ∞
0
h
V − cǫ φ¯ dY .
(5.2.3)
It is straightforward to see
| ImR| ≤ Im cǫ
2
∫ ∞
0
1
|V − cǫ|2
(|∂2Y φ|2 + α2|∂Y φ|2) dY
+
1
2 Im cǫ
∫ ∞
0
|V − cǫ|2
(∣∣2∂Y ( 1
V − cǫ
)
∂Y φ¯+ φ¯∂
2
Y
( 1
V − cǫ )
∣∣2 + α2∣∣∂Y 1
V − cǫ
∣∣2|φ|2) dY
≤ Im cǫ
2
∫ ∞
0
1
|V − cǫ|2
(|∂2Y φ|2 + α2|∂Y φ|2) dY
+
1
2 Im cǫ
∫ ∞
0
12|∂Y V |2
|V − cǫ|2 |∂Y φ|
2 +
( 3|∂2Y V |2
|V − cǫ|2 +
12|∂Y V |4
|V − cǫ|4 + α
2 |∂Y V |2
|V − cǫ|2
)|φ|2 dY .
Here C is a universal constant. Hence we have from (5.2.3),
Im cǫ
2n
∫ ∞
0
1
|V − cǫ|2
(|∂2Y φ|2 + α2|∂Y φ|2) dY +
∫ ∞
0
|∂Y φ|2 + α2|φ|2 dY
≤ 6
n Im cǫ
∫ ∞
0
|∂Y V |2
|V − cǫ|2 |∂Y φ|
2 +
( |∂2Y V |2
|V − cǫ|2 +
|∂Y V |4
|V − cǫ|4 + α
2 |∂Y V |2
|V − cǫ|2
)|φ|2 dY
+
∫ ∞
0
|∂2Y V |
|V − cǫ| |φ|
2 dY − Re
∫ ∞
0
h
V − cǫ φ¯dY .
(5.2.4)
15
We note that the inequality (5.2.4) is valid for any weak solution φ ∈ H20 (R+) to (5.1.12)
(defined in a natural manner) since Im cǫ > 0. For some regime of parameters the inequality
(5.2.4) provides enough informations on the estimates of solutions. Indeed, the next proposi-
tion shows that the resolvent estimate is always available if |c| is large enough depending on
V . Let us recall that the inhomogeneous term h is related with f as in (5.1.4), and δ0 ∈ (0, 1)
is chosen as in (5.1.3). The weighted norm ‖U‖ is defined in (5.2.1).
Proposition 5.5 There exists δ1 ∈ (0, δ0] such that the following statement holds. Let
|c| ≥ δ−11 and n ∈ N. Assume that (5.1.6) holds for some γ ∈ [0, 1] and δ ∈ (0, δ1]. Then for
any f = (f1,n, f2,n) ∈ L2(R+)2 there exists a unique weak solution φ ∈ H20 (R+) to (5.1.12),
and φ satisfies
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C(1 + ‖U‖)
|µ| ‖f‖L2 , (5.2.5)
‖(∂2Y − α2)φ‖L2 ≤
C(1 + ‖U‖)
|µ| 12 ν 14 ‖f‖L
2 . (5.2.6)
Here δ1 depends only on ‖UE‖C2 and ‖U‖, while C ≥ 1 is a universal constant.
Remark 5.6 (i) By the standard elliptic regularity the solution φ also belongs to H3(R+).
(ii) Proposition 5.5 is valid also for the regime n ≥ δ−10 ν−
3
4 .
(iii) Proposition 5.5 shows that the case γ = 1 in (5.1.6) can be handled by the simple energy
method, and there are no unstable eigenvalues of −Lν,n such that Reµ ≥ O(nν 12 ) in general.
On the other hand, when there is an unstable eigenvalue for the Rayleigh equations with
some α > 0 it is likely that the Orr-Sommerfeld equations also possess an unstable eigenvalue
in the parameter regime α = O(1), Im c = O(1), and |ǫ| ≪ 1. From this point of view, by
considering the case n = O(ν− 12 ), the above elementary energy method actually provides a
fairly optimal result for unstable shear flows satisfying (5.2.1).
Proof of Proposition 5.5: (A priori estimates) Assume that |c| ≥ δ−11 , where δ1 ∈ (0, δ0]
is determined below. Since |µ| = α|c| and Im cǫ = Im c+ α2n ≥ Im c > 0, we have
|cǫ| ≥ |c| ≥ δ−11 .
If δ1 is taken as
δ1 =
1
32(1 + ‖UE‖C2 + ‖U‖)
, (5.2.7)
where ‖U‖ is defined in (5.2.1), then δ1 ∈ (0, δ0] and |c|2 ≤ |V − cǫ| ≤ 2|c| holds. Since the
lower bound n Im cǫ ≫ 1 is valid as stated in Remark 5.3, it is not difficult to see that the
right-hand side of (5.2.4) is bounded from above by
1
2
∫ ∞
0
|∂Y φ|2 + α2|φ|2 dY − Re
∫ ∞
0
h
V − cǫ φ¯dY .
For example, the term 1n Im cǫ
∫∞
0
|∂Y V |4
|V−cǫ|4 |φ|2 dY is estimated as
1
n Im cǫ
∫ ∞
0
|∂Y V |4
|V − cǫ|4 |φ|
2 dY ≤ 2
5δ41‖∂Y V ‖2L∞
n Im cǫ
∫ ∞
0
(
ν‖UE‖2C1 + ‖U‖2(1 + Y )−2
)|φ|2 dY
≪ α2‖φ‖2L2 + ‖∂Y φ‖2L2 .
Here we have used α = nν
1
2 and also used the Hardy inequality
‖ φ
Y
‖L2 ≤ 2‖∂Y φ‖L2 .
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The other terms are estimated in the similar manner, and the details are omitted here. By
the definition of h in (5.1.4) and (5.2.1) the last term is estimated as
− Re
∫ ∞
0
h
V − cǫ φ¯dY ≤
1
4
∫ ∞
0
|∂Y φ|2 + α2|φ|2 dY
+ C
(
‖ f
α(V − cǫ)‖
2
L2 + ‖U‖2‖
f
α(V − cǫ)2 ‖
2
L2 + ν‖UE‖2C1‖
f1,n
α2(V − cǫ)2 ‖
2
L2
) (5.2.8)
where C is a numerical constant. Note that the Hardy inequality is used again in the
derivation of (5.2.8). From |c|2 ≤ |V − cǫ| ≤ 2|c| and the identity |µ| = α|c| we have arrived
at
Im cǫ
2n
∫ ∞
0
1
|V − cǫ|2
(|∂2Y φ|2 + α2|∂Y φ|2) dY + 14
∫ ∞
0
|∂Y φ|2 + α2|φ|2 dY
≤ C(1 + ‖U‖2|µ|2 + ν‖U
E‖2C1
|µ|4
)‖f‖2L2 = C|µ|2 (1 + ‖U‖2 + ‖U
E‖2C1
n2|c|2
)‖f‖2L2
(5.2.9)
with a numerical constant C. By the assumption |c| ≥ δ−11 and the choice of δ1 in (5.2.7) we
have
‖UE‖C1
n|c| ≤ 1, which yields (5.2.5).
Next we multiply both sides of (5.1.5) by φ¯ and integrate over (0,∞), which leads to
−ǫ‖(∂2Y − α2)φ‖2L2 + 〈(V − c)(∂2Y − α2)φ, φ〉L2 − 〈(∂2Y V )φ, φ〉L2 = 〈h, φ〉L2 . (5.2.10)
Taking the imaginary part of (5.2.10), we have
1
n
‖(∂2Y − α2)φ‖2L2 + (Im c)
(‖∂Y φ‖2L2 + α2‖φ‖2L2)
= − Im〈(V − Re c)(∂2Y − α2)φ, φ〉L2 + Im〈h, φ〉L2
= − Im〈V ∂2Y φ, φ〉L2 + Im〈h, φ〉L2 .
(5.2.11)
It is straightforward to see from (5.2.5) and (5.2.1),
| Im〈V ∂2Y φ, φ〉L2 | ≤ ‖∂Y φ‖L2‖(∂Y V )φ‖L2
≤ C‖∂Y φ‖L2
(
ν
1
2 ‖UE‖C1‖φ‖L2 + ‖U‖‖∂Y φ‖L2
)
≤ C|µ|
(ν 12 ‖UE‖C1
α|µ| +
‖U‖
|µ|
)
(1 + ‖U‖)2‖f‖2L2 . (5.2.12)
Here we have also used the Hardy inequality and (5.2.5). By the definition of h and (5.2.5)
we also have
|〈h, φ〉L2 | ≤
C
α
‖f‖L2
(‖∂Y φ‖L2 + α‖φ‖L2) ≤ C
α|µ| (1 + ‖U‖)‖f‖
2
L2 . (5.2.13)
From (5.2.11), (5.2.12), and (5.2.13) we obtain by using the relation µ = −iαc = −inν 12 c,
‖(∂2Y − α2)φ‖2L2 ≤
Cn
|µ|
(ν 12 ‖UE‖C1
α|µ| +
‖U‖
|µ| +
1
α
)‖f‖2L2
≤ C|µ|
(‖UE‖C1
|µ| +
‖U‖
ν
1
2 |c| +
1
ν
1
2
)
(1 + ‖U‖)2‖f‖2L2
≤ C|µ|ν 12
(‖UE‖C1 + ‖U‖
|c| + 1
)
(1 + ‖U‖)2‖f‖2L2 .
By the assumption |c| ≥ δ−11 and the choice of δ1 in (5.2.7), we obtain (5.2.6).
(Uniqueness) The uniqueness of weak solutions in H20 (R+) is immediate from the a priori
estimates.
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(Existence) We first observe that the operator T = −ǫ(∂2Y −α2)2 − i Im c(∂2Y −α2) with the
domain H4(R+) ∩ H20 (R+) is always invertible in L2(R+) for Im c, α > 0. If Im c ≫ 1 the
operator mOS = T + (V − Re c)(∂2Y − α2) − (∂2Y V ) with the domain H4(R+) ∩H20 (R+) is
a small perturbation of T and is invertible by considering Neumann series; indeed, we can
write mOS =
(
I + (V − Re c)(∂2Y − α2)T−1
)
T and W = I + (V − Re c)(∂2Y − α2)T−1 is
bounded in L2(R+) and invertible if Im c is large enough, for we can show the bound
‖(V − Re c)(∂2Y − α2)T−1h‖L2 ≤
C(‖V ‖L∞ + |Re c|)
α(|ǫ| Im c) 12 ‖h‖L
2
with a universal constant C > 0, by a simple energy estimate. Hence the inverse of mOS is
given by T−1W−1 for sufficiently large Im c. We may assume that Im c ≫ δ−11 . Then, for
such Im c, approximating f ∈ L2(R+)2 by a sequence in W 1,2(R+)2, we obtain the unique
weak solution φ ∈ H20 (R+) to (5.1.12) for any f ∈ L2(R+)2. In particular, the solution φ
satisfies the a priori estimates (5.2.5) and (5.2.6). Then, in virtue of the method of continuity
using the a priori estimates (5.2.5) and (5.2.6), we obtain the weak solution φ to (5.1.12) for
any value of c satisfying |c| ≥ δ−11 . The proof is complete. 
Proposition 5.5 enables us to obtain the resolvent in the high temporal frequency, which
will be used in the latter section to obtain the estimate for the analytic semigroup generated
by −Lν,n.
Corollary 5.7 Let δ1 ∈ (0, 1) be the number in Proposition 5.5. Then there exist θ ∈ (π2 , π)
such that the set
Sν,n(θ) =
{
µ ∈ C ∣∣ | Imµ| ≥ (tan θ)Reµ+ δ−11 (α+ | tan θ|nγν 12 ) , |µ| ≥ δ−11 α} (5.2.14)
is included in the resolvent set of −Lν,n, and
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
C′
|µ| ‖f‖L2(Ων) , (5.2.15)
‖∇(µ+ Lν,n)−1f‖L2(Ων) ≤
C′
ν
1
4 |µ| 12 ‖f‖L2(Ων) , (5.2.16)
for all µ ∈ Sν,n(θ) and f ∈ P(ν)n L2σ(Ων). The numbers θ and C′ depend only on ‖UE‖C1 and
‖U‖ in (5.2.1).
Proof: Let n ∈ N. We observe that, since µ = −iαc, the condition of Proposition 5.5 is
satisfied if |µ| ≥ δ−11 α and Reµ = α Im c ≥ δ−11 nγν
1
2 . We first show that such µ belongs
to the resolvent set of −Lν,n in P(ν)n L2σ(Ων). To this end take any f = ein
√
νX(f1,n, f2,n) ∈
P(ν)n L2σ(Ων) (that is, (f1,n, f2,n) ∈ L2(R+)2 satisfies in
√
νf1,n + ∂Y f2,n = 0 in Y > 0 and
f2,n = 0 on Y = 0). By applying Proposition 5.5, let φ ∈ H20 (R+) be the unique weak solution
to (5.1.12), and thus, to (5.1.5), with h = −f2,n+ 1iα∂Y f1,n. Note that the solution φ obtained
in Proposition 5.5 belongs to H3(R+) by the elliptic regularity. Then the velocity v =
(∂Y φe
in
√
νX ,−in√νφein
√
νX) belongs to D(Lν,n) = H
2(Ων)
2 ∩H10 (Ων)2 ∩ P(ν)n L2σ(Ων) and
satisfies (5.1.1) for a suitable pressure q. In particular, µ+Lν,n is surjective in P(ν)n L2σ(Ων).
Moreover, in virtue of (5.2.5) and (5.2.6), the norms ‖v‖L2(Ων) and ‖∇v‖L2(Ων) are estimated
as in (5.2.15) and (5.2.16) by recalling the relations |ǫ| = n−1, α = nν 12 , and µ = −iαc, and
Im cǫ = Im c + nν. Next we suppose that v ∈ D(Lν,n) satisfies (µ + Lν,n)v = 0 then for
its stream function φ(Y )ein
√
νX , we see that φ solves the Orr-Sommerfeld equations (5.1.5)
with the source term h = 0. By the uniqueness proved in Proposition 5.5, we have φ = 0,
and thus, ω = ∂Xv2 − ∂Y v1 = 0. Then v is harmonic in Ων and vanishes on the boundary,
which implies v = 0 in Ων . Therefore, µ+ Lν,n is also injective, and thus, we conclude that
µ ∈ ρ(−Lν,n) in P(ν)n L2σ(Ων) if |µ| ≥ δ−11 α and Re(µ) ≥ δ−11 nγν
1
2 . Recall again that, for
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such µ, (5.2.5) implies
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
C(1 + ‖U‖)
|µ| ‖f‖L2(Ων) , f ∈ P
(ν)
n L
2
σ(Ων) ,
with the same C ≥ 1 as in (5.2.5). By considering the Neumann series the ball Brµ(µ) =
{λ ∈ C | |λ − µ| ≤ rµ} with rµ = |µ|2C(1+‖U‖) belongs to the resolvent set of −Lν,n, and we
have
‖(λ+ Lν,n)−1f‖L2(Ων) ≤
4C(1 + ‖U‖)
|µ| ‖f‖L2(Ων) ≤
8C(1 + ‖U‖)
|λ| ‖f‖L2(Ων) , λ ∈ Brµ(µ) .
This estimate corresponds to (5.2.15), and we will prove (5.2.16) later. So far, we have shown
that
∪µ∈Eν,nBrµ(µ) ⊂ ρ(−Lν,n) , Eν,n =
{
µ ∈ C | Reµ ≥ δ−11 nγν
1
2 , |µ| ≥ δ−11 α
}
(5.2.17)
Then it suffices to show that there exist θ ∈ (π2 , π) and ν0 ∈ (0, 1) satisfying
Sν,n(θ) ⊂ ∪µ∈Eν,nBrµ(µ) . (5.2.18)
But it is not difficult to see that θ = π2 + θ0 with θ0 ∈ (0, π2 ) satisfying tan θ0 = 12C(1+‖U‖)
meets our purpose.
Finally let us prove (5.2.16). It suffices to estimate the norm of (∂2Y − α2)φ. To this end
we go back to the identity (5.2.11) and also recall the estimates (5.2.12) and (5.2.13). Then
we have from ‖∂Y φ‖L2 + α‖φ‖L2 ≤ C|µ|−1‖f‖L2,
‖(∂2Y − α2)φ‖2L2 ≤ Cn
(
| Im c|(‖∂Y φ‖2L2 + α2‖φ‖2L2)+ 1|µ|2 ‖f‖2L2 + 1α|µ| ‖f‖2L2
)
≤ C|µ|
(n| Im c|
|µ| +
n
|µ| +
1
ν
1
2
)‖f‖2L2 . (5.2.19)
Here C depends only on ‖UE‖C1 and ‖U‖. Since |µ| = α|c| = nν 12 |c| and |c| ≥ δ−11 by the
assumption, the inequality (5.2.19) implies that
‖(∂2Y − α2)φ‖2L2 ≤
C
|µ|ν 12 ‖f‖
2
L2 ,
as desired. Thus (5.2.16) holds. The proof is complete. 
The next proposition shows that the solvability of (5.1.12) in the regime α Im cǫ ≫ 1.
Proposition 5.8 There exists δ2 ∈ (0, 1) such that if
α Im cǫ ≥ 1
δ2
, (5.2.20)
then for any f = (f1,n, f2,n) ∈ L2(R+)2 there exists a unique weak solution φ ∈ H20 (R+) to
(5.1.12), and φ satisfies the estimates
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
α Im cǫ
‖f‖L2 , (5.2.21)
‖(∂2Y − α2)φ‖L2 ≤
C
α(|ǫ| Im cǫ) 12
‖f‖L2 . (5.2.22)
Here δ2 depends only on ‖UE‖C1 and ‖U‖ in (5.2.1), while C is a universal constant.
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Remark 5.9 (i) By the standard elliptic regularity the solution φ also belongs to H3(R+).
(ii) Proposition 5.8 is valid also for n ≥ δ−10 ν−
3
4 . Note that, from Reµ = α Im c and α = nν
1
2 ,
the condition (5.2.20) is satisfied if
Reµ ≥ 1
δ2
.
Hence, under the assumption of Reµ ≥ δ−1ν 12nγ in (5.1.6) the condition (5.2.20) is always
satisfied if
nγ ≥ δ
δ2
ν−
1
2 . (5.2.23)
Proof of Proposition 5.8: We first establish the a priori estimates. Multiplying both sides
of (5.1.12) by φ¯ and integrating over (0,∞), we obtain
− ǫ(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2)+ 〈(V − cǫ)(∂2Y − α2)φ, φ〉L2 − 〈(∂2Y V )φ, φ〉L2
= −〈f2,n, φ〉L2 +
i
α
〈f1,n, ∂Y φ〉L2 .
(5.2.24)
Note that (5.2.24) can be derived from the standard definition of weak solutions to (5.1.12).
Then the imaginary part of (5.2.24) gives
1
n
(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2)+ Im cǫ(‖∂Y φ‖2L2 + α2‖φ‖2L2)
= − Im〈(V − Re c)(∂2Y − α2)φ, φ〉L2 + Im〈h, φ〉L2
= − Im〈V ∂2Y φ, φ〉L2 + Im〈h, φ〉L2 . (5.2.25)
For the first term of the right hand side of (5.2.25) we see
| Im〈V ∂2Y φ, φ〉L2 | ≤ ‖∂Y V ‖L∞‖∂Y φ‖L2‖φ‖L2
≤ Im cǫ
2
‖∂Y φ‖2L2 +
‖∂Y V ‖2L∞
2 Im cǫ
‖φ‖2L2 . (5.2.26)
Hence, if α Im cǫ ≥ ‖∂Y V ‖L∞ then
1
n
(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2)+ Im cǫ2
(‖∂Y φ‖2L2 + α2‖φ‖2L2) ≤ Im〈h, φ〉L2 .
Since the term Im〈h, φ〉L2 is estimated from above by Cα−1‖f‖L2
(‖∂Y φ‖L2 + α‖φ‖L2) we
finally obtain
1
n
(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2)+ (Im cǫ)(‖∂Y φ‖2L2 + α2‖φ‖2L2) ≤ Cα2 Im cǫ ‖f‖2L2 . (5.2.27)
Here C is a universal constant. Recalling Im cǫ = Im c +
α2
n , we thus obtain (5.2.21) and
(5.2.22) for any weak solution φ ∈ H20 (R+) to (5.1.12) with h = −f2,n + 1iα∂Y f1,n. The
uniqueness directly follows from this a priori estimates. As for the existence, we can use
the method of continuity based on the a priori estimates (5.2.21) and (5.2.22). Since the
argument is parallel to the existence part of the proof of Proposition 5.5, we omit the details
here. The proof is complete. 
By arguing as in Corollary 5.7, Proposition 5.8 yields the following result for the resolvent
problem. Recall that α Im cǫ = Reµ+ n
2ν
3
2 .
Corollary 5.10 Let δ2 ∈ (0, 1) be the number in Proposition 5.8. If Reµ + n2ν 32 ≥ δ−12
then µ ∈ ρ(−Lν,n), and
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
C
Reµ+ n2ν
3
2
‖f‖L2(Ων) , (5.2.28)
‖∇(µ+ Lν,n)−1f‖L2(Ων) ≤
C
ν
1
4 (Reµ+ n2ν
3
2 )
1
2
‖f‖L2(Ων) , (5.2.29)
for any f ∈ P(ν)n L2σ(Ων). Here C is a universal constant.
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Corollary 5.10 follows from Proposition 5.8 and the proof is just parallel to that of Corollary
5.7, so we omit the details here.
5.3 Resolvent estimate for special shear profiles
We study (5.1.5) for a special class of shear profiles such that the Rayleigh equations does not
admit unstable eigenvalues. Indeed, when there is an unstable eigenvalue for the Rayleigh
equations with some α > 0 it is likely that the unstable eigenvalue for (5.1.1) also exists in
the regime Reµ = O(1) > 0. In other words, for the Fourier modes n located in the middle
range
1
δ0
≤ n ≤ 1
δ0ν
3
4
(5.3.1)
the structure of the shear profile V should play a crucial role. The basic condition on V in
this subsection is either (WC) or (SC) introduced in Section 2, and the positivity of UE(0)
is also assumed as stated in (2.0.16). We also recall the integral condition (IC) in Section 2,
which is confirmed under the condition (WC).
In virtue of Proposition 5.5 we may focus only on the case |c| ≤ δ−11 in this subsection.
Before going into the details, it is worthwhile noting that, as a resolvent problem, the Orr-
Sommerfeld equations potentially possess three kinds of singularities:
(I) boundary layer singularity due to the condition |ǫ| ≪ 1,
(II) critical layer singularity due to the possible presence of the critical point for V (roughly
speaking, the point Yc such that V (Yc) = Re c holds),
(III) global singularity originated from the possible presence of the spectrum for the Rayleigh
operator.
The appearance of the singularity (I) is directly seen from the equations, and it is respon-
sible for the presence of the fast mode of the Orr-Sommerfeld equations in Section 5.3.5. The
singularity (II) appears both in the Rayleigh equations and in the Airy equations and it can
cause a difficulty for the local regularity of solutions near the critical point. The singularity
(III) has a different nature from (I) and (II), and we are forced to deal with this singularity
because of our purpose: in order to show the stability in a wider class of functions in Gevrey
spaces it is crucial to establish the resolvent estimate for the resolvent parameter µ as close as
the imaginary axis. In terms of the parameter cǫ this corresponds to the case 0 < Im cǫ ≪ 1.
However, even if the shear profile is stable for the Euler (Rayleigh) equations the imaginary
axis involves the spectrum of the Rayleigh operator. Hence, in general, the inverse of the
Rayleigh operator naturally possesses a singularity of the form (Im cǫ)
−k for some k > 0 near
Im cǫ = 0, reflecting the above fact. This singularity is nothing but (III), which is somewhat
independent of the local singularity as in (II), and it is more related to a global character of
the Rayleigh operator. Finding the optimal power k is an important but highly nontrivial
task. The best possible value is considered to be k = 1, and the analysis of the Rayleigh
equations by [9] indicates that this is indeed the case at least for some specific regime of
parameters. However, there seems to be no reasons why the singularity is controlled by the
order (Im cǫ)
−1 also in a wider regime of parameters, since the Rayleigh operator is not a
normal operator. Our analysis below provides at least the bound (Im cǫ)
−2 for the inverse
of the Rayleigh operator, but it is not clear whether this value is optimal or not in general.
5.3.1 Analysis of Rayleigh equations
In this subsection we consider the Rayleigh equations{
(V − cǫ)(∂2Y − α2)ϕ− (∂2Y V )ϕ = h , Y > 0 ,
ϕ = 0 , Y = 0 .
(5.3.2)
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Here h is assumed to be a given smooth function. Note that we drop the term−ǫ(∂2Y −α2)∂2Y ϕ
in (5.1.12), but keep the ǫ-dependence of the number cǫ in order to make the estimate as
sharp as possible.
The goal of this subsection is to prove the following proposition about the solvability of
(5.3.2) with the source term h of the form h = ∂Y
(
ψ∂Y V
)
for some ψ ∈ H10 (R+). Let us
recall that δ0 ∈ (0, 1) and δ1 ∈ (0, δ0] are the numbers in (5.1.3) and (5.2.7), respectively,
which depend only on ‖UE‖C2 and ‖U‖ in (5.2.1). Note that we always assume (5.3.1) in
Section 5.3.
Proposition 5.11 Let 0 < ν ≤ ν0, where ν0 ∈ (0, 1] is the number in (IC), and let |c| ≤ δ−11 .
Assume that (WC) holds. Then there exists δ′1 ∈ (0, δ1] such that the following statement
holds for all δ ∈ (0, δ′1] in (5.1.6): there exists a unique solution ϕ ∈ H10 (R+) ∩H2(R+) to
(5.3.2) with h = ∂Y
(
ψ∂Y V
)
satisfying the estimates
‖∂Y ϕ‖L2 + α‖ϕ‖L2 ≤
Cwc
(Im cǫ)
5
2
‖ψ‖L2 , (5.3.3)
‖(∂2Y − α2)ϕ‖L2 ≤ Cwc
( 1
(Im cǫ)
5
2
‖ψ‖L2 +
1
Im cǫ
‖∂Y ψ‖L2
)
. (5.3.4)
If (SC) holds then the above estimates can be replaced by
‖∂Y ϕ‖L2 + α‖ϕ‖L2 ≤
Csc
(Im cǫ)2
‖ψ‖L2 , (5.3.5)
‖(∂2Y − α2)ϕ‖L2 ≤ Csc
( 1
(Im cǫ)2
‖ψ‖L2 +
1
Im cǫ
‖∂Y ψ‖L2
)
. (5.3.6)
Here δ′1 depends only on ‖UE‖C2 and ‖U‖, Cwc depends only on ‖UE‖C2, ‖U‖, 1UE(0) , M ′ in
(IC), and Mσ in (WC) with σ = min{1, U
E(0)
4‖U‖ ,
UE(0)
8‖UE‖C1 }, while Csc depend only on ‖U
E‖C2 ,
‖U‖, and M in (SC).
Remark 5.12 In fact, Proposition 5.11 holds under the weaker condition −Mσ∂2Y U ≥
(∂Y U)
4 for Y ≥ σ, σ ∈ (0, 1], rather than −Mσ∂2Y U ≥ (∂Y U)2 in (WC).
In order to prove Proposition 5.11 we start from the following lemma which is obtained
from Rayleigh’s trick. For the moment we take the general source term h ∈ L2(R+).
Lemma 5.13 Let Im cǫ > 0 and V ∈ BC2(R+). Then any solution ϕ ∈ H10 (R+) ∩H2(R+)
to (5.3.2) satisfies∫ ∞
0
|∂Y ϕ|2 + α2|ϕ|2 dY +
∫ ∞
0
(V − Re c)∂2Y V
|V − cǫ|2 |ϕ|
2 dY = −Re
∫ ∞
0
h
V − cǫ ϕ¯dY , (5.3.7)
and
(Im cǫ)
∫ ∞
0
∂2Y V
|V − cǫ|2 |ϕ|
2 dY = − Im
∫ ∞
0
h
V − cǫ ϕ¯ dY . (5.3.8)
Proof: Multiplying both sides of (5.3.2) by (V − cǫ)−1ϕ¯, we obtain from the integration by
parts, ∫ ∞
0
|∂Y ϕ|2 + α2|ϕ|2 dY +
∫ ∞
0
∂2Y V
V − cǫ |ϕ|
2 dY = −
∫ ∞
0
h
V − cǫ ϕ¯dY . (5.3.9)
Then (5.3.7) and (5.3.8) follow from the real part and the imaginary part of (5.3.9), respec-
tively. The proof is complete. 
Lemma 5.13 is the key to obtain the global estimate for the Rayleigh solutions when U
is concave. The next lemma gives a fundamental existence result and a priori estimates of
solutions to (5.3.2) under the condition (WC).
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Lemma 5.14 Let |c| ≤ δ−11 , where δ1 ∈ (0, 1) is the number in Proposition 5.5. Assume that
(WC) holds. Then for any h ∈ L2(R+) there exists a unique solution ϕ ∈ H2(R+)∩H10 (R+)
to (5.3.2), and ϕ satisfies
‖∂Y ϕ‖2L2 + α2‖ϕ‖2L2 ≤ C
‖UE‖L∞ + |cǫ|
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣ , (5.3.10)
and
‖(∂2Y − α2)ϕ‖2L2 ≤ C
(‖∂2Y V ‖L∞
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣+ ‖ h
V − cǫ ‖
2
L2
)
. (5.3.11)
Here C is a universal constant.
Proof: (A priori estimates) Let ϕ ∈ H2(R+)∩H10 (R+) be any solution to (5.3.2). Recalling
(5.3.7), we first observe from (5.1.6) that
−
∫ ∞
0
ν(V − Re c)(∂2yUE)(ν
1
2Y )
|V − cǫ|2 |ϕ|
2 dY ≤ ν‖U
E‖C2
α2 Im cǫ
α2‖ϕ‖2L2 ≤
δ1‖UE‖C2
n1+γ
α2‖ϕ‖2L2
≤ 1
32
α2‖ϕ‖2L2 . (5.3.12)
Here we have used the choice of δ1 in (5.2.7). Thus our aim is now to obtain the upper bound
of − ∫∞
0
∂2Y Us(V−Re c)
|V−cǫ|2 |ϕ|2 dY , which is written as
−
∫ ∞
0
(V − Re c)∂2Y U
|V − cǫ|2 |ϕ|
2 dY = −
∫ ∞
0
(
UE(ν
1
2Y )− Re c)∂2Y U
|V − cǫ|2 |ϕ|
2 dY
−
∫ ∞
0
(
U(Y )− UE(0))∂2Y U
|V − cǫ|2 |ϕ|
2 dY
≤ −
∫ ∞
0
(
UE(ν
1
2Y )− Re c)∂2Y U
|V − cǫ|2 |ϕ|
2 dY . (5.3.13)
Here we have used the monotonicity of U and −∂2Y U ≥ 0. The last term of (5.3.13) is
estimated as, again from −∂2Y U ≥ 0,
−
∫ ∞
0
(
UE(ν
1
2Y )− Re c)∂2Y U
|V − cǫ|2 |ϕ|
2 dY ≤ (‖UE‖L∞ + |Re c|)
∫ ∞
0
−∂2Y U
|V − cǫ|2 |ϕ|
2 dY
= (‖UE‖L∞ + |Re c|)
∫ ∞
0
−∂2Y V + ν(∂2Y UE)(ν
1
2Y )
|V − cǫ|2 |ϕ|
2 dY
=
(‖UE‖L∞ + |Re c|)
Im cǫ
Im
∫ ∞
0
h
V − cǫ ϕ¯dY
+ ν(‖UE‖L∞ + |Re c|)
∫ ∞
0
(∂2Y U
E)(ν
1
2 Y )
|V − cǫ|2 |ϕ|
2 dY
≤ (‖U
E‖L∞ + |Re c|)
Im cǫ
Im
∫ ∞
0
h
V − cǫ ϕ¯dY
+
ν(‖UE‖L∞ + |Re c|) ‖UE‖C2
(α Im cǫ)2
α2‖ϕ‖2L2 .
(5.3.14)
From the condition on the parameters we have
ν(‖UE‖L∞ + |Re c|) ‖UE‖C2
(α Im cǫ)2
≤ ν(‖UE‖L∞ + |Re c|) ‖UE‖C2(
δ1
nγν
1
2
)2
=
δ21(‖UE‖L∞ + |Re c|) ‖UE‖C2
n2γ
≤ 1
32
. (5.3.15)
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Here we have used |c| ≤ δ−11 and the choice of δ1 in (5.2.7). Hence (5.3.10) follows. To show
(5.3.11) we observe
‖(∂2Y − α2)ϕ‖2L2 = ‖
∂2Y V
V − cǫϕ+
h
V − cǫ ‖
2
L2 ≤ 2
(‖ ∂2Y V
V − cǫϕ‖
2
L2 + ‖
h
V − cǫ ‖
2
L2
)
,
and then, by using |∂2Y V | ≤ −∂2Y U + ν‖UE‖C2 ≤ −∂2Y V + 2ν‖UE‖C2 and (5.3.8),
‖ ∂
2
Y V
V − cǫϕ‖
2
L2 ≤ ‖∂2Y V ‖L∞
∫ ∞
0
|∂2Y V |
|V − cǫ|2 |ϕ|
2 dY
≤ ‖∂2Y V ‖L∞
(∫ ∞
0
−∂2Y V
|V − cǫ|2 |ϕ|
2 dY +
2ν‖UE‖C2
(Im cǫ)2
‖ϕ‖2L2
)
= ‖∂2Y V ‖L∞
(
1
Im cǫ
Im〈 h
V − cǫ , ϕ〉L
2 +
2ν‖UE‖C2
(Im cǫ)2
‖ϕ‖2L2
)
. (5.3.16)
Thus we arrive at, from (5.3.10),
‖(∂2Y − α2)ϕ‖2L2
≤ 2
(‖∂2Y V ‖L∞
Im cǫ
Im〈 h
V − cǫ , ϕ〉L2 +
2ν‖UE‖C2‖∂2Y V ‖L∞
(α Im cǫ)2
α2‖ϕ‖2L2 + ‖
h
V − cǫ ‖
2
L2
)
≤ C
(‖∂2Y V ‖L∞
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣
+
δ21‖UE‖C2‖∂2Y V ‖L∞
n2γ
(‖UE‖L∞ + |Re c|
Im cǫ
+ 1
)∣∣〈 h
V − cǫ , ϕ〉L2
∣∣ + ‖ h
V − cǫ ‖
2
L2
)
≤ C
(‖∂2Y V ‖L∞
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣+ ‖ h
V − cǫ ‖
2
L2
)
.
Here we have used |cǫ| ≤ |c| + nν ≤ δ−11 + δ−10 ν
1
4 and the choice of δ0 and δ1 in (5.1.3),
(5.2.7).
(Uniqueness) The uniqueness of solutions in H2(R+)∩H10 (R+) is immediate from the a priori
estimates.
(Existence) As in Proposition 5.5, the proof is based on the method of continuity using the
a priori estimates. Thanks to the choice of δ1 in (5.2.7), exactly by the same argument as
in the proof of Proposition 5.5, we can show the unique existence of solutions to (5.3.2) in
H2(R+) ∩H10 (R+) at least when |c| ≥ (2δ1)−1. In particular, when (2δ1)−1 ≤ |c| ≤ δ−11 and
Im c > 0 the solution satisfies the estimates (5.3.10) and (5.3.11), which provides the a priori
estimates of ‖∂Y ϕ‖L2 + α‖ϕ‖L2 and ‖(∂2Y − α2)ϕ‖L2 . Then, one can construct the solution
ϕ ∈ H2(R+) ∩H10 (R+) to (5.3.2) for all c satisfying |c| ≤ δ−11 and Im c > 0 by the method
of continuity using the a priori estimates obtained from (5.3.10) and (5.3.11). The proof is
complete. 
Proposition 5.15 Under the assumptions of Lemma 5.14 if h = ∂Y g then
‖∂Y ϕ‖L2 + α‖ϕ‖L2 ≤ C
‖UE‖L∞ + |cǫ|
Im cǫ
(‖ g
V − cǫ ‖L
2 + ‖Y
1
2 ∂Y U g
(V − cǫ)2 ‖L
1
)
, (5.3.17)
and
‖(∂2Y − α2)ϕ‖L2 ≤ C
(‖UE‖C2 + ‖U‖+ |cǫ|
Im cǫ
(‖ g
V − cǫ ‖L
2 + ‖Y
1
2 ∂Y U g
(V − cǫ)2 ‖L
1
)
+ ‖ h
V − cǫ ‖L
2
)
.
(5.3.18)
Here C is a universal constant.
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Proof: From the integration by parts we have
∣∣〈 ∂Y g
V − cǫ , ϕ〉L
2
∣∣ = ∣∣− 〈 g
V − cǫ , ∂Y ϕ〉L
2 + 〈 ∂Y V g
(V − cǫ)2 , ϕ〉L
2
∣∣
≤ (‖ g
V − cǫ ‖L
2 + ‖Y
1
2 ∂Y U g
(V − cǫ)2 ‖L
1
)‖∂Y ϕ‖L2
+
ν
1
2 ‖UE‖C1
α Im cǫ
‖ g
V − cǫ ‖L
2 α‖ϕ‖L2 .
(5.3.19)
Note that
ν
1
2 ‖UE‖C1
α Im cǫ
≤ δ1
nγ
‖UE‖C1 ≤ 1
by the condition (5.1.6) and the choice of δ1 in (5.2.7). Then (5.3.17) follows from (5.3.10)
and (5.3.19). Next, (5.3.17) and (5.3.19) yield
∣∣〈 ∂Y g
V − cǫ , ϕ〉L
2
∣∣ ≤ C ‖UE‖L∞ + |cǫ|
Im cǫ
(‖ g
V − cǫ ‖L
2 + ‖Y
1
2 ∂Y U g
(V − cǫ)2 ‖L
1
)2
.
Thus (5.3.18) holds by applying (5.3.11). The proof is complete. 
Remark 5.16 Instead of (5.3.19), we can also compute as, from the Hardy inequality and
α Im cǫ ≥ δ−1nγ by (5.1.6),
∣∣〈 ∂Y g
V − cǫ , ϕ〉L
2
∣∣ ≤ ‖ g
V − cǫ ‖L
2‖∂Y ϕ‖L2 + |〈
∂Y V g
(V − cǫ)2 , ϕ〉L
2 |
≤ ‖ g
V − cǫ ‖L
2‖∂Y ϕ‖L2 + ν
1
2α−1‖UE‖C1‖
g
(V − cǫ)2 ‖L
2 α‖ϕ‖L2
+ 2‖ Y ∂Y U
(V − cǫ)2 g‖L
2‖∂Y ϕ‖L2
≤ ‖ g
V − cǫ ‖L
2‖∂Y ϕ‖L2 + δn−γ‖UE‖C1‖
g
V − cǫ ‖L
2 α‖ϕ‖L2
+ 2‖ Y ∂Y U
(V − cǫ)2 g‖L
2‖∂Y ϕ‖L2 .
Since δ ≤ δ1 and δ1 is taken as in (5.2.7), we obtain
∣∣〈 ∂Y g
V − cǫ , ϕ〉L
2
∣∣ ≤ C(‖ g
V − cǫ ‖L
2 + ‖ Y ∂Y U
(V − cǫ)2 g‖L
2
)(‖∂Y ϕ‖L2 + α‖ϕ‖L2) ,
where C is a universal constant. This implies from Lemma 5.14,
‖∂Y ϕ‖L2 + α‖ϕ‖L2 ≤ C
‖UE‖L∞ + |cǫ|
Im cǫ
(‖ g
V − cǫ ‖L2 + ‖
Y ∂Y U
(V − cǫ)2 g‖L2
)
, (5.3.20)
and
‖(∂2Y − α2)ϕ‖L2 ≤ C
(‖UE‖C2 + ‖U‖+ |cǫ|
Im cǫ
(‖ g
V − cǫ ‖L2 + ‖
Y ∂Y U
(V − cǫ)2 g‖L2
)
+ ‖ h
V − cǫ ‖L2
)
.
(5.3.21)
Here C is a universal constant.
The next lemma is useful to obtain a sharp estimate when the critical point Yc for U ,
i.e., U(Yc) = Re c, is away from the origin Y = 0.
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Lemma 5.17 Let 0 < ν ≤ 1 and |c| ≤ δ−11 . Assume that (WC) holds. Suppose in addition
that Re c > U
E(0)
2 . Then there exist σ ∈ (0, 1] and δ′1 ∈ (0, δ1] such that if δ ∈ (0, δ′1] in
(5.1.6) then any solution ϕ ∈ H2(R+) ∩H10 (R+) to (5.3.2) satisfies
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 +
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L2
∣∣
≤ C
(Im cǫ)2
((‖Y h‖L2({0≤Y≤σ})
δ1UE(0)
)2
+ ‖ h√−∂2Y U ‖
2
L2({Y≥σ})
)
.
(5.3.22)
Moreover, it follows that
‖∂Y ϕ‖L2 + α‖ϕ‖L2 ≤
C
δ1 Im cǫ
(‖Y h‖L2({0≤Y≤σ})
UE(0)
+ ‖ h√−∂2Y U ‖L2({Y≥σ})
)
, (5.3.23)
‖(∂2Y − α2)ϕ‖L2 ≤
C
δ
1
2
1 Im cǫ
(‖Y h‖L2({0≤Y≤σ})
δ1UE(0)
+ ‖ h√−∂2Y U ‖L2({Y≥σ})
)
+ C‖ h
V − cǫ ‖L
2 .
(5.3.24)
Here C is a universal constant, δ′1 depends only on ‖UE‖C2 and ‖U‖, while σ is chosen as
in (5.3.27) which depends only on ‖UE‖C1, UE(0), and ‖U‖.
Remark 5.18 (i) We will use Lemma 5.17 with h = (U
′)2
V−cǫψ in the Rayleigh-Airy iteration.
(ii) Even in the case the critical point is close to the origin we can show an estimate as in
Lemma 5.17: see Lemma 5.19 below.
Proof of Lemma 5.17: Recall that
| − ∂2Y U | = −∂2Y U ≤ −∂2Y V + ν‖UE‖C2 . (5.3.25)
Combining (5.3.25) with (5.3.8), we have
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 =
∫ ∞
0
|∂2Y U |
|V − cǫ|2 |ϕ|
2 dY
≤ 1
Im cǫ
(Im cǫ)
∫ ∞
0
−∂2Y V + ν‖UE‖C2
|V − cǫ|2 |ϕ|
2 dY
=
1
Im cǫ
Im〈 h
V − cǫ , ϕ〉L
2 + ν‖UE‖C2‖
ϕ
V − cǫ ‖
2
L2
≤ 1
Im cǫ
Im〈 h
V − cǫ , ϕ〉L
2 +
ν‖UE‖C2
(Im cǫ)2
‖ϕ‖2L2 . (5.3.26)
Let us estimate the first term in the right-hand side of (5.3.26). The condition (5.2.1) and
U(0) = 0 give the bound |U(Y )| ≤ ‖U‖ log(1 + Y ) for Y ≥ 0, and then, the condition
Re c > U
E(0)
2 > 0 implies that
|V (Y )− cǫ| ≥ |UE(ν 12Y )− UE(0) + U(Y )− Re c| ≥ Re c− ‖U‖ log(1 + Y )− ν 12Y ‖UE‖C1
≥ U
E(0)
2
− ‖U‖ log(1 + Y )− Y ‖UE‖C1 .
Set
σ = min{1, U
E(0)
4‖U‖ ,
UE(0)
8‖UE‖C1
} . (5.3.27)
Then we have
|V (Y )− cǫ| ≥ U
E(0)
8
, 0 ≤ Y ≤ σ ,
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which gives from the Hardy inequality
∣∣ ∫
0≤Y≤σ
h
V − cǫ ϕ¯dY
∣∣ ≤ 16
UE(0)
‖Y h‖L2({0≤Y≤σ})‖∂Y ϕ‖L2 . (5.3.28)
On the other hand, for the integral in the range Y ≥ σ we have
∣∣ ∫
Y≥σ
h
V − cǫ ϕ¯ dY
∣∣ = ∣∣ ∫
Y≥σ
h√
−∂2Y U
√
−∂2Y U
V − cǫ ϕ¯dY
∣∣
≤ ‖ h√−∂2Y U ‖L2({Y≥σ})‖
√
−∂2Y U
V − cǫ ϕ‖L
2 . (5.3.29)
Collecting (5.3.26), (5.3.28), and (5.3.29), we arrive at
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 ≤ I + II ,
where
I =
1
Im cǫ
‖ h√−∂2Y U ‖L2({Y≥σ})‖
√
−∂2Y U
V − cǫ ϕ‖L
2 ,
II =
16
UE(0) Im cǫ
‖Y h‖L2({0≤Y≤σ})‖∂Y ϕ‖L2 +
ν‖UE‖C2
(Im cǫ)2
‖ϕ‖2L2 .
(5.3.30)
First we consider the case I ≤ II. In this case we have
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 ≤ 2II , (5.3.31)
and we also have from (5.3.29) and (5.3.30),
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L2
∣∣ ≤ 2II . (5.3.32)
Then (5.3.10) and (5.3.32) imply
‖∂Y ϕ‖2L2 + α2‖φ‖2L2
≤ C ‖U
E‖L∞ + |cǫ|
Im cǫ
(‖Y h‖L2({0≤Y≤σ})
UE(0)
‖∂Y ϕ‖L2 +
ν‖UE‖C2
Im cǫ
‖ϕ‖2L2
)
≤ C ‖U
E‖L∞ + |cǫ|
UE(0) Im cǫ
‖Y h‖L2({0≤Y≤σ})‖∂Y ϕ‖L2 + C(‖UE‖L∞ + |cǫ|)‖UE‖C2 δ2α2‖φ‖2L2
Here C is a universal constant. Note that in the last line we have used the inequality
α Im cǫ ≥ δ−1ν 12nγ in (5.1.6). Since |cǫ| ≤ |c|+nν ≤ δ−11 + δ−10 ν
1
4 , if we take δ ∈ (0, δ1] small
enough so that
C(‖UE‖L∞ + δ−11 + δ−10 )‖UE‖C2 δ2 ≤
1
2
, (5.3.33)
we have
‖∂Y ϕ‖L2 + α‖φ‖L2 ≤ C
‖UE‖L∞ + |cǫ|
UE(0) Im cǫ
‖Y h‖L2({0≤Y≤σ}) (5.3.34)
in the case I ≤ II, where C is a universal constant. Then (5.3.31), (5.3.32), and (5.3.34)
lead to
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 +
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L2
∣∣ ≤ ( C
δ1UE(0) Im cǫ
)2‖Y h‖2L2({0≤Y≤σ}) . (5.3.35)
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Here we have used ‖UE‖L∞ + |cǫ|+1 ≤ δ−11 by the choice of δ1 in (5.2.7). Next we consider
the case II ≤ I. In this case we have
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 ≤ 2I ,
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣ ≤ 2I ,
which gives
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 +
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣ ≤ C
(Im cǫ)2
‖ h√−∂2Y U ‖
2
L2({Y≥σ}) . (5.3.36)
Here C is a universal constant. In particular, combining (5.3.36) with (5.3.35), we obtain
(5.3.22). The estimate (5.3.23) follows from (5.3.34) and (5.3.36) combined with (5.3.10).
The estimate (5.3.24) follows from (5.3.11) and (5.3.22). The proof is complete. 
Exactly in the same way as in the proof of Lemma 5.17 we have the following estimate
in the case the critical point Yc is close to the origin Y = 0.
Lemma 5.19 Let 0 < ν ≤ 1 and |c| ≤ δ−11 . Assume that (WC) holds. Then there exists
δ′1 ∈ (0, δ1] such that if δ ∈ (0, δ′1] in (5.1.6) then any solution ϕ ∈ H2(R+) ∩ H10 (R+) to
(5.3.2) satisfies
‖
√
−∂2Y U
V − cǫ ϕ‖
2
L2 +
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣ ≤ C
(Im cǫ)2
‖ h√−∂2Y U ‖
2
L2 , (5.3.37)
as long as ‖ h√−∂2
Y
U
‖L2 is bounded. Moreover, it follows that
‖∂Y ϕ‖L2 + α‖ϕ‖L2 ≤
C
δ
1
2
1 Im cǫ
‖ h√−∂2Y U ‖L2 , (5.3.38)
‖(∂2Y − α2)ϕ‖L2 ≤
C
δ
1
2
1 Im cǫ
‖ h√−∂2Y U ‖L2 + C‖
h
V − cǫ ‖L2 . (5.3.39)
Here δ′1 depends only on ‖UE‖C2 and ‖U‖, while C is a universal constant.
Proof: The proof is similar to the one for Lemma 5.17. The only difference is that, for the
first term in (5.3.26), we simply compute as
1
Im cǫ
∣∣〈 h
V − cǫ , ϕ〉L
2
∣∣ ≤ 1
Im cǫ
‖ h√−∂2Y U ‖L2‖
√
−∂2Y U
V − cǫ ϕ‖L
2 =: I ′ . (5.3.40)
Then it suffices to consider two cases as in the proof of Lemma 5.17: (i) I ′ ≤ ν‖UE‖C2(Im cǫ)2 ‖ϕ‖2L2,
(ii)
ν‖UE‖C2
(Im cǫ)2
‖ϕ‖2L2 ≤ I ′. In fact, the case (i) leads to ϕ = 0 under the smallness condition on
δ as in (5.3.33), and thus, it can not happen unless h = 0. The case (ii) gives the estimates
(5.3.37) - (5.3.39) by the same argument as in the proof of Lemma 5.17. The details are
omitted here. The proof is complete. 
Proof of Proposition 5.11: We decompose h as h = ∂Y (ψ∂Y V ) = ∂Y (ψ∂Y U
E(ν
1
2 ·)) +
∂Y (ψ∂Y U) =: h1 + h2. Let ϕj , j = 1, 2, be the solution to (5.3.2) with h = hj , respectively.
For ϕ1 we have from (5.3.20),
‖∂Y ϕ1‖L2 + α‖ϕ1‖L2 ≤
Cν
1
2
(Im cǫ)2
(1 +
1
α Im cǫ
)‖ψ‖L2 ,
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where C depends only on ‖UE‖C1 and ‖U‖C1. Then, from (5.1.6) for the lower bound of
α Im c, we have
‖∂Y ϕ1‖L2 + α‖ϕ1‖L2 ≤
C
(Im cǫ)2
‖ψ‖L2 .
Similarly, we see from (5.3.21),
‖(∂2Y − α2)ϕ1‖L2 ≤ C
( 1
(Im cǫ)2
‖ψ‖L2 +
1
Im cǫ
‖∂Y ψ‖L2
)
,
with C depends only on ‖UE‖C2 and ‖U‖C1. The details are omitted here. Next we estimate
ϕ2. First we consider the case Re c ≤ UE(0)/2. In this case we apply Proposition 5.15 and
obtain
‖∂Y ϕ2‖L2 + α‖ϕ2‖L2 ≤
C
Im cǫ
(‖∂Y U ψ
V − cǫ ‖L
2 + ‖Y
1
2 (∂Y U)
2ψ
(V − cǫ)2 ‖L
1
)
.
Then, using the condition (IC), we arrive at
‖∂Y ϕ2‖L2 + α‖ϕ2‖L2 ≤
C
Im cǫ
( 1
Im cǫ
‖ψ‖L2 +
1
(Im cǫ)
3
2
‖ψ‖L2
) ≤ C
(Im cǫ)
5
2
‖ψ‖L2 .
The estimate of ‖(∂2Y −α2)ϕ2‖L2 for the case Re c ≤ UE(0)/2 is proved in the similar manner
by using (5.3.18). The details are omitted here. In the case Re c ≥ UE(0)/2 > 0 we can
apply Lemma 5.17 with σ = σ0 > 0, where σ0 depends only on U
E and U for any sufficiently
small ν. To this end we write the term h2 = ∂Y (ψ∂Y U) as
h2 = (V − cǫ)∂Y
(ψ∂Y U
V − cǫ
)
+
ψ(∂Y U)
2
V − cǫ + ν
1
2 (∂yU
E)(ν
1
2 Y )
ψ∂Y U
V − cǫ
=: h2,1 + h2,2 + h2,3 .
The corresponding solutions to (5.3.2) are respectively denoted by φ2,j , j = 1, 2, 3, and thus,
ϕ2 =
∑3
j=1 ϕ2,j . By applying Lemma 5.14 the solution ϕ2,1 is estimated as
‖∂Y ϕ2,1‖L2 + α‖ϕ2,1‖L2 + ‖(∂2Y − α2)ϕ2,1‖L2 ≤ C
( 1
(Im cǫ)2
‖ψ‖L2 +
1
Im cǫ
‖∂Y ψ‖L2
)
.
On the other hand, Est. (5.3.23) together with the condition (WC) implies
‖∂Y ϕ2,2‖L2 + α‖ϕ2,2‖L2 + ‖(∂2Y − α2)ϕ2,2‖L2
≤ C
Im cǫ
(‖Y ψ(∂Y U)2
V − cǫ ‖L2({0≤Y≤
σ0
2 }) + ‖
ψ(∂Y U)
2
(V − cǫ)
√
−∂2Y U
‖L2({Y≥ σ02 })
)
≤ C
(Im cǫ)2
‖ψ‖L2 .
Here the lower bound −Mσ0/2∂2Y U ≥ (∂Y U)2 in (WC) is essentially used (in fact, the ar-
gument works under the weaker condition −Mσ0/2∂2Y U ≥ (∂Y U)4). The solution ϕ2,3 is
estimated by using Lemma 5.14, in virtue of the factor ν
1
2 . The details are omitted here,
since the similar calculation has been already done. Collecting the estimates of ϕ1 and ϕ2
above, we obtain (5.3.3) and (5.3.4). The estimates (5.3.5) and (5.3.6) under the condition
(SC) is proved in the similar manner. In this case we can simply use Lemma 5.19 for the
estimate of ϕ2, instead of Lemma 5.17, which especially improves the estimate in the case
Re c ≤ UE(0)/2. The details are omitted here. The proof is complete. 
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5.3.2 Analysis of Airy equations
In this subsection we consider the Airy equations{
−ǫ∂2Y ψ + (V − cǫ)ψ = h , Y > 0 ,
ψ = 0 , Y = 0 .
(5.3.41)
Proposition 5.20 For any h ∈ L2(R+) there is a unique solution ψ ∈ H2(R+) ∩ H10 (R+)
to (5.3.41), and ψ satisfies
‖ψ‖L2 ≤
1
Im cǫ
‖h‖L2 , (5.3.42)
‖∂Y ψ‖L2 ≤
( 1
4|ǫ| Im cǫ
) 1
2 ‖h‖L2 , (5.3.43)
‖∂2Y ψ‖L2 ≤ 2
( 1
|ǫ| +
‖∂Y V ‖L∞
|ǫ| 12 (Im cǫ) 32
)‖h‖L2 . (5.3.44)
Proof: It suffices to prove the a priori estimates. By taking the inner product for the first
equation of (5.3.41) with ψ we have
ǫ
∫ ∞
0
|∂Y ψ|2 dY +
∫ ∞
0
(V − cǫ)|ψ|2 dY =
∫ ∞
0
hψ¯ dY . (5.3.45)
Recalling that ǫ = − in , we take the imaginary part of (5.3.45), which yields
1
n
‖∂Y ψ‖2L2 + (Im cǫ)‖ψ‖2L2 = − Im 〈h, ψ〉L2 . (5.3.46)
Thus (5.3.42) holds by the Ho¨lder inequality and the Young inequality
|〈h, ψ〉L2 | ≤
1
4 Im cǫ
‖h‖2L2 + (Im cǫ)‖ψ‖2L2
for the estimate of ‖∂Y ψ‖L2 and |〈h, ψ〉L2 | ≤ 12 Im cǫ ‖h‖2L2 +
Im cǫ
2 ‖ψ‖2L2 for the estimate of
‖ψ‖L2. To show the estimate of ∂2Y ψ we multiply both sides of the first equation of (5.3.41)
by ∂2Y ψ¯ and then integrate over (0,∞), which gives
−ǫ‖∂2Y ψ‖2L2 + 〈V ψ, ∂2Y ψ〉L2 + cǫ‖∂Y ψ‖2L2 = 〈h, ∂2Y ψ〉L2 .
Taking the imaginary part of both sides of the above equation, we obtain from the integration
by parts,
1
n
‖∂2Y ψ‖2L2 + Im cǫ ‖∂Y ψ‖2L2 = Im〈(∂Y V )ψ, ∂Y ψ〉L2 + Im〈h, ∂2Y ψ〉L2
≤ ‖∂Y V ‖L∞‖ψ‖L2‖∂Y ψ‖L2 + Im〈h, ∂2Y ψ〉L2
=: I + II . (5.3.47)
If I ≤ II then (5.3.47) implies
1
n
‖∂2Y ψ‖2L2 ≤ 2II ≤ 2‖h‖L2‖∂2Y ψ‖L2 ,
which yields ‖∂2Y ψ‖L2 ≤ 2|ǫ|−1‖h‖L2. On the other hand, if II ≤ I then (5.3.47) gives
Im cǫ ‖∂Y ψ‖2L2 ≤ 2I = 2‖∂Y V ‖L∞‖ψ‖L2‖∂Y ψ‖L2 ,
and therefore, ‖∂Y ψ‖L2 ≤ 2‖∂Y V ‖L∞Im cǫ ‖ψ‖L2. Then, again from (5.3.47), we have
1
n
‖∂2Y ψ‖2L2 ≤ 2I ≤
4‖∂Y V ‖2L∞
Im cǫ
‖ψ‖2L2 ≤
4‖∂Y V ‖2L∞
(Im cǫ)3
‖h‖2L2 .
Collecting these, we obtain the estimate of ‖∂2Y ψ‖L2. The proof is complete. 
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5.3.3 Solutions to modified Orr-Sommerfeld equations with Dirichlet
boundary condition
The modified Orr-Sommerfeld operator is defined as
mOS(φ) = −ǫ(∂2Y − α2)∂2Y φ+ (V − cǫ)(∂2Y − α2)φ − (∂2Y V )φ . (5.3.48)
Then we consider the modified Orr-Sommerfeld equations in R+:{
mOS(φ) = h , Y > 0 ,
φ = 0 , Y = 0 .
(5.3.49)
Here h is a given smooth function. Note that the boundary condition on ∂Y φ is not imposed
for the moment. Our aim is to construct a function ΦmOS [h] solving (5.3.49), around the
Rayleigh mode ϕ(0) = ΦRay[h] constructed in Lemma 5.14. To this end set φ
(1) = φ− ϕ(0),
which should solve {
mOS(φ(1)) = ǫ(∂2Y − α2)∂2Y ϕ(0) , Y > 0 ,
φ(1) = 0 , Y = 0 .
(5.3.50)
Since the first equation of (5.3.50) is regarded as
(∂2Y − α2)
(− ǫ∂2Y + (V − cǫ))φ(1) − 2(∂Y V )∂Y φ(1) − 2(∂2Y V )φ(1) = ǫ(∂2Y − α2)∂2Y ϕ(0) ,
we set ψ(1) as the solution to{
−ǫ∂2Y ψ(1) + (V − cǫ)ψ(1) = ǫ∂2Y ϕ(0) , Y > 0 ,
ψ(1) = 0 , Y = 0 .
Then φ(1,1) = φ(1) − ψ(1) solves{
mOS(φ(1,1)) = h(1) , Y > 0 ,
φ(1,1) = 0 , Y = 0 .
where
h(1) = 2(∂Y V )∂Y ψ
(1) + 2(∂2Y V )ψ
(1) = 2∂Y
(
(∂Y V )ψ
(1)
)
.
Next we set
φ(2) = φ(1,1) − ϕ(1) , ϕ(1) = ΦRay[h(1)] .
and therefore φ(2) should solve{
mOS(φ(2)) = ǫ(∂2Y − α2)∂2Y ϕ(1) , Y > 0 ,
φ(2) = 0 , Y = 0 .
In analogy of the above argument the functions ψ(k), h(k), and ϕ(k) are inductively defined
as follows: ψ(k) is the solution to{
−ǫ∂2Y ψ(k) + (V − cǫ)ψ(k) = ǫ∂2Y ϕ(k−1) , Y > 0 ,
ψ(k) = 0 , Y = 0 .
(5.3.51)
while h(k) and ϕ(k) are defined as
h(k) = 2∂Y
(
(∂Y V )ψ
(k)
)
, ϕ(k) = ΦRay [h
(k)] . (5.3.52)
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Our goal is to show the convergence of the sums
∞∑
k=1
ψ(k) ,
∞∑
k=1
ϕ(k) . (5.3.53)
Indeed, if they converge then the function
φ(1) =
∞∑
k=1
ψ(k) +
∞∑
k=1
ϕ(k) (5.3.54)
solves (5.3.50), as desired. To ensure the convergence of the above series the lower bound of
γ in (5.1.6) is required. As will be seen in the next proposition, under the condition (WC)
we need γ ≥ 57 , while under the condition (SC) it can be replaced by γ ≥ 23 . Our argument
is built upon Proposition 5.11 for the Rayleigh equations and Proposition 5.20 for the Airy
equations. In the next proposition the number ν0 is as in (IC), while the number δ
′
1 ∈ (0, δ1]
and the constants Cwc, Csc are given in Proposition 5.11.
Proposition 5.21 (Solvability of (5.3.50)) Let 0 < ν ≤ ν0 and |c| ≤ δ−11 . Assume that
(WC) holds. Then there exists δ∗ ∈ (0, δ′1] such that the following statement holds. If
γ ∈ [ 57 , 1] and δ ∈ (0, δ∗] in (5.1.6), then the series in (5.3.53) converges in H2(R+), and it
follows that
Im cǫ
|ǫ| ‖
∞∑
k=1
ψ(k)‖L2 +
( Im cǫ
|ǫ|
) 1
2 ‖∂Y
∞∑
k=1
ψ(k)‖L2 + ‖∂2Y
∞∑
k=1
ψ(k)‖L2 ≤ C‖∂2Y ϕ(0)‖L2 , (5.3.55)
and
‖∂Y
∞∑
k=1
ϕ(k)‖L2 + α‖
∞∑
k=1
ϕ(k)‖L2 ≤
2Cwc|ǫ|
(Im cǫ)
7
2
‖∂2Y ϕ(0)‖L2 ,
‖(∂2Y − α2)
∞∑
k=1
ϕ(k)‖L2 ≤ 2Cwc
( |ǫ|
(Im cǫ)
7
2
+
|ǫ| 12
(Im cǫ)
3
2
)
‖∂2Y ϕ(0)‖L2 .
(5.3.56)
If (SC) holds in addition, then the condition γ ∈ [ 57 , 1] is relaxed to γ ∈ [ 23 , 1], and the
estimates for
∑∞
k=1 ϕ
(k) stated above are replaced by
‖∂Y
∞∑
k=1
ϕ(k)‖L2 + α‖
∞∑
k=1
ϕ(k)‖L2 ≤
2Csc|ǫ|
(Im cǫ)3
‖∂2Y ϕ(0)‖L2 ,
‖(∂2Y − α2)
∞∑
k=1
ϕ(k)‖L2 ≤ 2Csc
|ǫ| 12
(Im cǫ)
3
2
‖∂2Y ϕ(0)‖L2 .
(5.3.57)
Here C is a universal constant, and δ∗ depends only on Cwc under the assumption (WC),
while on Csc under the assumption (SC).
Remark 5.22 (i) As is seen in the proof below, the constant |ǫ|
(Im cǫ)
7
2
is small when γ ∈ [ 57 , 1]
in (5.1.6), while |ǫ|(Im cǫ)3 is small when γ ∈ [ 23 , 1] in (5.1.6).
(ii) Proposition 5.21 gives the estimates for φ(1) =
∑∞
k=1 ψ
(k) +
∑∞
k=1 ϕ
(k) which solves
(5.3.50). If α Im cǫ ≤ δ−12 in addition, where δ2 is the number in Proposition 5.8, then
(5.3.55) implies α2‖∑∞k=1 ψ(k)‖L2 ≤ C|ǫ|(Im cǫ)3 ‖∂2Y ϕ(0)‖L2. Thus we have
‖∂Y φ(1)‖L2 + α‖φ(1)‖L2 + ‖(∂2Y − α2)φ(1)‖L2 ≤ C‖∂2Y ϕ(0)‖L2 , (5.3.58)
when α Im cǫ ≤ δ−12 under the assumptions of Proposition 5.21.
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Proof of Proposition 5.21: We will show that
‖∂2Y ϕ(k)‖L2 ≤ ‖(∂2Y − α2)ϕ(k)‖L2 ≤ Bk1‖∂2Y ϕ(0)‖L2 , k ∈ N ∪ {0} , (5.3.59)
where B1 is given as
B1 = Cwc
( |ǫ|
(Im cǫ)
7
2
+
|ǫ| 12
(Im cǫ)
3
2
)
, (5.3.60)
where Cwc is the constant in Proposition 5.11. Note that the first inequality of (5.3.59) is
always valid. The estimate (5.3.59) clearly holds for k = 0. Next suppose that (5.3.59) holds
for k. Then Proposition 5.20 for the Airy equations gives
‖ψ(k+1)‖L2 ≤
|ǫ|
Im cǫ
‖∂2Y ϕ(k)‖L2 ,
‖∂Y ψ(k+1)‖L2 ≤
( |ǫ|
4 Im cǫ
) 1
2 ‖∂2Y ϕ(k)‖L2 ,
‖∂2Y ψ(k+1)‖L2 ≤ 2
(
1 +
‖∂Y V ‖L∞ |ǫ| 12
(Im cǫ)
3
2
)‖∂2Y ϕ(k)‖L2 .
(5.3.61)
On the other hand, Proposition 5.11 yields
‖∂Y ϕ(k+1)‖L2 + α‖ϕ(k+1)‖L2 ≤
Cwc
(Im cǫ)
5
2
‖ψ(k+1)‖L2 , (5.3.62)
and
‖(∂2Y − α2)ϕ(k+1)‖L2 ≤ Cwc
(
1
(Im cǫ)
5
2
‖ψ(k+1)‖L2 +
1
Im cǫ
‖∂Y ψ(k+1)‖L2
)
. (5.3.63)
Hence (5.3.61), (5.3.62), and (5.3.63) imply
‖∂Y ϕ(k+1)‖L2 + α‖ϕ(k+1)‖L2 ≤
Cwc|ǫ|
(Im cǫ)
7
2
‖∂2Y ϕ(k)‖L2 , (5.3.64)
and
‖(∂2Y − α2)ϕ(k+1)‖L2 ≤ Cwc
( |ǫ|
(Im cǫ)
7
2
+
|ǫ| 12
(Im cǫ)
3
2
)
‖∂2Y ϕ(k)‖L2 = B1‖∂2Y ϕ(k)‖L2 (5.3.65)
by the definition of B1. Thus (5.3.59) holds for all k. To achieve the convergence we need
the smallness of B1, and in view of (5.3.60) this requires the smallness of
|ǫ| 12
(Im cǫ)
3
2
and
|ǫ|
(Im cǫ)
7
2
.
Recall that |ǫ| = n−1 and Im cǫ ≥ Im c ≥ δ−1nγ−1 by the condition (5.1.6). Therefore, we
need the smallness of
|ǫ| 12
(Im cǫ)
3
2
≤ (n−1(δn1−γ)3) 12 = (δ3n2−3γ) 12 ,
|ǫ|
(Im cǫ)
7
2
≤ n−1(δn1−γ) 72 = δ 72n 52− 72γ ,
from which we need the condition γ ≥ 57 and the smallness of δ. Finally the estimates of
ψ(k+1) are obtained from (5.3.61) and (5.3.59) when B1 ≤ 12 , while the H1 norm of ϕ(k+1),
k ∈ N ∪ {0}, is estimated from (5.3.64) and (5.3.59). Note that the smallness of δ∗ leads to
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the bound ‖∂Y V ‖L∞ |ǫ|
1
2
(Im cǫ)
3
2
≤ 1 in (5.3.61). When (SC) holds then the above argument works
for γ ≥ 23 with the factor |ǫ|(Im cǫ) 72 replaced by
|ǫ|
(Im cǫ)3
, in virtue of Proposition 5.11. The
proof is complete. 
A direct consequence of Proposition 5.21 and Remark 5.22, we have the following result
on the solvability of the Orr-Sommerfeld equations (5.3.49).
Corollary 5.23 Let h ∈ L2(R+). Under the assumption of Proposition 5.21 there exists a
weak solution φ = ΦmOS [h] ∈ H2(R+) ∩H10 (R+) to (5.3.49) satisfying the estimate
‖∂Y (φ − ΦRay[h])‖L2 + α‖φ− ΦRay[h]‖L2 + ‖∂2Y (φ− ΦRay [h])‖L2 ≤ C‖∂2Y ΦRay[h]‖L2 ,
(5.3.66)
where C is a universal constant, while the leading term ΦRay[h] satisfies the estimates in
Lemma 5.14. Moreover, if α Im cǫ ≤ δ−12 in addition, where δ2 is the number in Proposition
5.8, then we also have
‖(∂2Y − α2)(φ− ΦRay [h])‖L2 ≤ C‖∂2Y ΦRay [h]‖L2 . (5.3.67)
Proposition 5.21 leads to the solvability of (5.3.49) also for the case h = −f2,n+ 1iα∂Y f1,n
as follows.
Proposition 5.24 Let α Im cǫ ≤ δ−12 . When h = −f2,n + 1iα∂Y f1,n for f = (f1,n, f2,n) ∈
L2(R+)
2 the solution φ in Corollary 5.23 satisfies the estimates
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
α(Im cǫ)
5
2
‖f‖L2 , (5.3.68)
‖(∂2Y − α2)φ‖L2 ≤
C
α
( 1
(Im cǫ)
5
2
+
1
(|ǫ| Im cǫ) 12
)‖f‖L2 . (5.3.69)
Here C depends only on UE and U . When (SC) holds the factor (Im cǫ)
− 52 in (5.3.68) and
(5.3.69) is replaced by (Im cǫ)
−2.
Remark 5.25 By allowing a larger negative power on Im cǫ in (5.3.68) and (5.3.69), Propo-
sition 5.24 is valid under the slightly weaker condition than (WC): −Mσ∂2Y U ≥ (∂Y U)4,
rather than −Mσ∂2Y U ≥ (∂Y U)2 in (WC). Under this condition the factor (Im cǫ)−
5
2 in
(5.3.68) and (5.3.69) is replaced by (− Im cǫ)−3.
Proof of Proposition 5.24: The Rayleigh-Airy iteration in the proof of Proposition 5.21
requires the bound of the second derivative for the solution to the Rayleigh equations. Thus,
we need to be careful about the choice of the “first approximation”, for the solution ΦmOS [h]
has to be estimated in terms of ‖f‖L2, rather than ‖h‖L2. Let Φ0 = Φ0[f ] be the solution to

− ǫ(∂2Y − α2)∂2Y Φ0 + ∂Y
(
(V − cǫ)∂Y Φ0
)− ν 12 (∂yUE)(ν 12 ·)∂Y Φ0
− (V − cǫ)α2Φ0 − (∂2Y V )Φ0 = h , Y > 0 ,
Φ0(0) = ∂Y Φ0(0) = 0 , Y = 0 .
(5.3.70)
This elliptic problem is uniquely solvable. Indeed, it suffices to show the a priori estimate.
By taking the inner product with Φ0 in the first equation of (5.3.70), we have
− ǫ(‖∂2Y Φ0‖2L2 + α2‖∂Y Φ0‖2L2)− 〈(V − cǫ)∂Y Φ0, ∂Y Φ0〉L2 − α2〈(V − cǫ)Φ0,Φ0〉L2
− ν 12 〈(∂yUE)(ν 12 ·)∂Y Φ0,Φ0〉L2 − 〈(∂2Y V )Φ0,Φ0〉L2 = 〈h,Φ0〉L2 .
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Then the imaginary part of the above identity gives
1
n
(‖∂2Y Φ0‖2L2 + α2‖∂Y Φ0‖2L2)+ Im cǫ(‖∂Y Φ0‖2L2 + α2‖Φ0‖2L2)
= ν
1
2 Im〈(∂yUE)(ν 12 ·)∂Y Φ0,Φ0〉L2 + Im〈h,Φ0〉L2 .
(5.3.71)
We see
ν
1
2 Im〈(∂yUE)(ν 12 ·)∂Y Φ0,Φ0〉L2 ≤
ν
1
2 ‖UE‖C1
α
‖∂Y Φ0‖L2 α‖Φ0‖L2
≤ ν
1
2 ‖UE‖C1
2α Im cǫ
Im cǫ
(‖∂Y Φ0‖2L2 + α2‖Φ0‖2L2)
≤ Im cǫ
2
(‖∂Y Φ0‖2L2 + α2‖Φ0‖2L2)
in virtue of (5.1.6) and the smallness of δ. which implies the unique solvability of (5.3.70).
Note that
∣∣〈h,Φ0〉L2 ∣∣ ≤ 1
α
‖f‖L2
(‖∂Y Φ0‖L2 + α‖Φ0‖L2) . (5.3.72)
Hence, (5.3.71) and (5.3.72) yield
‖∂Y Φ0‖L2 + α‖Φ0‖L2 ≤
C
α Im cǫ
‖f‖L2 , (5.3.73)
where C is a universal constant. Then (5.3.72) and (5.3.73) imply
∣∣〈h,Φ0〉L2∣∣ ≤ Cα2 Im cǫ ‖f‖2L2,
which leads to, from (5.3.71),
‖∂2Y Φ0‖L2 ≤ C
( n
α2 Im cǫ
) 1
2 ‖f‖L2 , (5.3.74)
and therefore,
‖(∂2Y − α2)Φ0‖L2 ≤ C
(( n
α2 Im cǫ
) 1
2 +
1
Im cǫ
)
‖f‖L2 ≤ C
( n
α2 Im cǫ
) 1
2 ‖f‖L2 (5.3.75)
when γ ≥ 23 in (5.1.6) and n ≤ δ−10 ν−
3
4 , in virtue of α = nν
1
2 .
We will now construct the solution ΦmOS [h] to (5.1.5) of the form ΦmOS [h] = Φ0[f ] +
Φ1[f ], where Φ1[f ] should solve (5.1.5) with h replaced by h1 = (∂Y U)∂Y Φ0. By Corollary
5.23 the function Φ1[f ] is of the form Φ1[f ] = ΦRay[h1] + Φ˜1[f ] with the estimate
‖(∂2Y − α2)Φ˜1[f ]‖L2 + ‖∂Y Φ˜1[f ]‖L2 + α‖Φ˜1[f ]‖L2 ≤ C‖∂2Y ΦRay[h1]‖L2 , (5.3.76)
where C is a universal constant. Thus it suffices to estimate ϕ = ΦRay [h1]. To this end we
decompose ϕ = ϕ1+ϕ2, where ϕ1 is the solution to (5.1.5) with h replaced by χ{0≤Y≤σ}h1 =
χ{0≤Y≤σ}∂Y U ∂Y Φ0 with sufficiently small σ ∈ (0, 1], while ϕ2 is the solution to (5.1.5) with
h replaced by χ{Y≥σ}h1. The number σ ∈ (0, 1] is chosen so that U(Y ) is well approximated
by the linear function ∂Y U |Y=0Y for Y ∈ [0, σ]. Note that ∂Y U |Y=0 > 0. Then ϕ1 satisfies
the estimates in Lemma 5.14, and we have
|〈χ{0≤Y≤σ}∂Y U ∂Y Φ0
V − cǫ , ϕ1〉L
2 | ≤ ‖Y
1
2χ{0≤Y≤σ}∂Y U ∂Y Φ0
V − cǫ ‖L
1‖∂Y ϕ1‖L2
≤ C‖χ{0≤Y≤σ}
V − cǫ ‖L
2‖∂Y Φ0‖L2‖∂Y ϕ1‖L2
≤ C
(Im cǫ)
1
2
‖∂Y Φ0‖L2‖∂Y ϕ1‖L2 .
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Here we have used the fact that V is well approximated by the linear function ∂Y V |Y=0Y ≈
∂Y U |Y=0Y for Y ∈ [0, σ] and for sufficiently small ν. Then we have from (5.3.10),
‖∂Y ϕ1‖L2 + α‖ϕ1‖L2 ≤
C
(Im cǫ)
3
2
‖∂Y Φ0‖L2 ≤
C
α(Im cǫ)
5
2
‖f‖L2 , (5.3.77)
where C depends only on UE and U , while (5.3.11) implies
‖(∂2Y − α2)ϕ1‖L2 ≤ C
( 1
(Im cǫ)
3
2
‖∂Y Φ0‖L2 +
1
Im cǫ
‖∂Y Φ0‖L2
) ≤ C
α(Im cǫ)
5
2
‖f‖L2 . (5.3.78)
The estimate of ϕ2 follows from Lemma 5.19, and we have
‖(∂2Y − α2)ϕ2‖L2 + ‖∂Y ϕ2‖L2 + α‖ϕ2‖L2
≤ C( 1
Im cǫ
‖χ{Y≥σ}∂Y U ∂Y Φ0√−∂2Y U ‖L2 + ‖
χ{Y≥σ}∂Y U ∂Y Φ0
V − cǫ ‖L
2
)
≤ C
Im cǫ
‖∂Y Φ0‖L2 ≤
C
α(Im cǫ)2
‖f‖L2 . (5.3.79)
Here we have used the concave condition in (WC). Collecting (5.3.73) - (5.3.79), we obtain
(5.3.68) and (5.3.69). The proof is complete. 
5.3.4 Construction of slow mode for modified Orr-Sommerfeld equations
The goal of this subsection is to construct a slow mode for the modified Orr-Sommerfeld
equations, which is a solution to the boundary value problem{
mOS(φ) = 0 , Y > 0 ,
φ = 1 , Y = 0 .
(5.3.80)
The slow mode is constructed around the solution to the Rayleigh equations. To this end
we first consider the boundary value problem{
(V − cǫ)(∂2Y − α2)ϕ − (∂2Y V )ϕ = 0 , Y > 0 ,
ϕ = 1 , Y = 0 .
(5.3.81)
Proposition 5.26 Let 0 < ν ≤ 1 and |c| ≤ δ−11 . Assume that (WC) holds. Let δ ∈ (0, δ∗]
in (5.1.6). Then there exists a unique solution ϕRay ∈ H2(R+) to (5.3.81) of the form
ϕRay = e
−αY + ϕ˜Ray satisfying
‖∂Y ϕ˜Ray‖L2 + α‖ϕ˜Ray‖L2 + ‖(∂2Y − α2)ϕ˜Ray‖L2 ≤
C
Im cǫ
. (5.3.82)
Here C depends only on ‖UE‖C2 and ‖U‖.
Proof: The function ϕ˜Ray has the form ϕ˜Ray = ϕ˜Ray,1+ϕ˜Ray,2, where ϕ˜Ray,1 is the solution
to (5.3.2) with h(Y ) = h1(Y ) = ν(∂
2
yU
E)(ν
1
2Y )e−αY and ϕ˜Ray,2 is the solution to (5.3.2)
with h(Y ) = h2(Y ) = e
−αY ∂2Y U(Y ). Then, in virtue of Lemma 5.14 we have
‖∂Y ϕ˜Ray,1‖2L2 + α2‖ϕ˜Ray,1‖2L2 + ‖(∂2Y − α2)ϕ˜Ray,1‖2L2
≤ C( 1
Im cǫ
∣∣〈 h1
V − cǫ , ϕ˜Ray,1〉L2
∣∣+ ‖ h1
V − cǫ ‖
2
L2
)
.
Here C depends only on ‖UE‖C2 and ‖U‖. We observe that
1
Im cǫ
∣∣〈 h1
V − cǫ , ϕ˜Ray,1〉L
2
∣∣ ≤ ν‖UE‖C2
(Im cǫ)2
‖e−αY ‖L2‖ϕ˜Ray,1‖L2 ≤
Cν‖UE‖C2
α
1
2 (Im cǫ)2
‖ϕ˜Ray,1‖L2 ,
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and
‖ h1
V − cǫ ‖
2
L2 ≤
ν2‖UE‖2C2
(Im cǫ)2
‖e−αY ‖2L2 ≤
Cν2‖UE‖2C2
α(Im cǫ)2
,
which imply
‖∂Y ϕ˜Ray,1‖2L2 + α2‖ϕ˜Ray,1‖2L2 + ‖(∂2Y − α2)ϕ˜Ray,1‖2L2 ≤ C
(ν2‖UE‖2C2
α3(Im cǫ)4
+
ν2‖UE‖2C2
α(Im cǫ)2
)
.
Recalling the lower bound α Im cǫ ≥ δ−11 nγν
1
2 assumed in (5.1.6), we thus obtain
‖∂Y ϕ˜Ray,1‖2L2 + α2‖ϕ˜Ray,1‖2L2 + ‖(∂2Y − α2)ϕ˜Ray,1‖2L2 ≤
C
Im cǫ
.
Next we see from Lemma 5.19,
‖∂Y ϕ˜Ray,2‖L2 + α‖ϕ˜Ray,2‖L2 + ‖(∂2Y − α2)ϕ˜Ray,2‖L2 ≤
C
Im cǫ
‖
√
−∂2Y Ue−αY ‖L2
≤ C
Im cǫ
‖
√
−∂2Y U‖L2 ≤
C
Im cǫ
,
where C depends only on UE and U . Note that we have used the spatial decay such as
|∂2Y U(Y )| ≤ ‖U‖(1 + Y )−2. Collecting these estimates, we obtain (5.3.82), since |c| ≤ δ−11 .
The proof is complete. 
The existence and the estimates for the slow mode φs are stated as follows. Recall that
δ2 > 0 is the number in Proposition 5.8, while δ∗ > 0 is the number in Proposition 5.21.
Proposition 5.27 (Slow mode for modified Orr-Sommerfeld equations) Let 0 < ν ≤
ν0, |c| ≤ δ−11 , and α Im cǫ ≤ δ−12 . Assume that (WC) holds. Let γ ∈ [ 57 , 1] and δ ∈ (0, δ∗] in
(5.1.6). Then there exists a solution φs ∈ H2(R+) to (5.3.80) of the form φs = ϕRay + φ˜s
satisfying the estimate
‖∂Y φ˜s‖L2 + α‖φ˜s‖L2 + ‖(∂2Y − α2)φs‖L2 ≤
C
Im cǫ
. (5.3.83)
Here C depends only on UE and U . Moreover, if (SC) holds in addition then the above
statement is valid for γ ∈ [ 23 , 1].
Proof: Since the function φ˜s satisfies the equations (5.3.50) with the source term
ǫ(∂2Y − α2)∂2Y ϕRay = ǫ(∂2Y − α2)∂2Y (e−αY + ϕ˜Ray) = ǫ(∂2Y − α2)∂2Y ϕ˜Ray ,
the estimates of φ˜s follows from Proposition 5.21 and Remark 5.22 by combining the estimate
‖∂2Y ϕ˜Ray‖L2 ≤
C
Im cǫ
,
which is proved in Proposition 5.26. The proof is complete. 
Remark 5.28 In virtue of Proposition 5.8 and Corollary 5.10, the construction of the
slow/fast modes is needed only in the case 0 < α Im cǫ ≤ δ−12 . In this regime of α, Proposi-
tions 5.26 and 5.27 lead to the estimate for the slow mode φs such as
‖∂Y (φs − e−αY )‖L2 + α‖φs − e−αY ‖L2 + ‖(∂2Y − α2)(φs − e−αY )‖L2 ≤
C
Im cǫ
, (5.3.84)
by recalling the form φs = ϕRay + φ˜s = e
−αY + ϕ˜Ray + φ˜s. Note that the constant C in
(5.3.84) depends only on UE and U . In particular, we have
|∂Y φs(0)| ≤ C
Im cǫ
if α Im cǫ ≤ δ−12 . (5.3.85)
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5.3.5 Construction of fast mode for modified Orr-Sommerfeld equations
In this subsection we construct another solution to (5.3.80) possessing a boundary layer
structure, called the fast mode due to the rapid dependence on the parameter ǫ. The result
is stated as follows.
Proposition 5.29 (Fast mode for modified Orr-Sommerfeld equations) Let 0 < ν ≤
ν0, |c| ≤ δ−11 , and α Im cǫ ≤ δ−12 . Assume that (WC) holds. Let δ ∈ (0, δ∗] in (5.1.6). If
γ ∈ [ 57 , 1] in (5.1.6) then there exists a solution φf ∈ H2(R+) to (5.3.80) satisfying the
estimates
‖∂kY φf‖L2 ≤ C|
cǫ
ǫ
| k2− 14 , k = 0, 1, 2 , (5.3.86)
for all sufficiently small ν > 0. Moreover,
|∂Y φf (0)| ≥ 1
C
|cǫ
ǫ
| 12 . (5.3.87)
Here C depends only on UE and U . Moreover, if (SC) holds in addition then the above
statement is valid for γ ∈ [ 23 , 1].
The construction of the fast mode becomes a delicate issue when the critical point Yc is
close to the boundary Y = 0. By taking into account the monotonicity of U such a situation
corresponds to the case |Re c| ≪ 1. For convenience we shall treat separately the following
cases. Fix small θ ∈ (0, 110 ).
(1) Case |c| ≤ |ǫ| 1−θ3 ≪ 1: in this case the critical layer has to be taken into account in the
analysis,
(2) Case |c| ≥ |ǫ| 1−θ3 : in this case the effect of the critical layer is negligible.
Proof of Proposition 5.29 for case (1) |c| ≤ |ǫ| 1−θ3 ≪ 1: We recall that V (Y ) =
UE(
√
νY ) − UE(0) + U(Y ) and ∂Y U > 0 near Y = 0. Let us introduce the odd extension
of V to R: V (Y ) = −V (−Y ) for Y < 0. Then V belongs to W 2,∞(R) and, for sufficiently
small ν, we have ∂Y V ≥ κ for Y ∈ (−1, 1). Here the number κ is positive and can be taken
uniformly in small ν. We may assume that there exists a unique Yc ∈ (−1, 1) such that
V (Yc) = Re c holds. Moreover, Yc satisfies Yc ≃ Re c and Yc = 0 if and only if Re c = 0. In
particular, we can take a constant C∗ ≥ 1 such that
|Yc| ≤ C∗|Re c| ≤ C∗|ǫ|
1−θ
3 . (5.3.88)
Then we rewrite the term V − cǫ as
V (Y )− cǫ = ∂Y V |Y=Yc(Y − Yc) +R(Y )− i Im cǫ
=: ∂Y V |Y=Yc
(
Y − Zc
)
+R(Y ) .
Here we have set
Zc = Yc + i
Im cǫ
∂Y V |Y=Yc
, (5.3.89)
and the remainder term R satisfies the estimate
|R(Y )| ≤ C‖V ‖C2(R+)|Y − Yc|2 , Y ≥ 0 . (5.3.90)
The key idea is then to build the fast mode φf around a solution ψAi to
− ǫ∂2Y (∂2Y − α2)ψAi + ∂Y V |Y=Yc(Y − Zc)(∂2Y − α2)ψAi = 0 , (5.3.91)
satisfying ψAi(0) = 1, ψAi(Y ) → 0, Y → +∞. Therefore, we introduce the classical Airy
function Ai = Ai(z) defined by the contour integral
Ai(z) =
∫
L
exp
(
zt− t
3
3
)
dt
where arg(z) ∈ (−π, π), and L : {r(s)eiϕ(s), s ∈ R} is any contour satisfying
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• lims→+∞ r(s) = +∞, and in the neigborhood of s = +∞, 2π3 ≤ ϕ(s) ≤ 2π3 + π6 .
• lims→−∞ r(s) = +∞, and in the neigborhood of s = −∞, − 2π3 − π6 ≤ ϕ(s) ≤ − 2π3 .
It is well-known that Ai satisfies
∂2zAi− zAi = 0 ,
and decays to zero when |z| → +∞ with | arg(z)| < π3 . See [2] for details. To fix the idea,
we take the contour L defined by L = L− ∪ L0 ∪ L+ with
L− = {re−2iπ/3, r ∈ (1,+∞)}, L0 = {eiθ, θ ∈ [−4π
3
,−2π
3
]}, L+ = {e2iπ/3r, r ∈ (1,+∞)}
(oriented from bottom to top). We then set
Aiα(z) =
∫
L
exp(zt− t33 )
t2 − (ǫ˜ 13α)2 dt , ǫ˜ =
ǫ
∂Y V |Y=Yc
. (5.3.92)
Note that, since α Im cǫ ≤ δ−12 , we see
ǫ˜
1
3α = e−
π
6 in
2
3 ν
1
2 (∂Y V |Y=Yc)−
1
3 and |ǫ˜ 13α| ≤ |ǫ|
1
3
δ2(∂Y V |Y=Yc)
1
3 Im cǫ
≪ 1
under the condition γ ∈ [ 23 , 1] with sufficiently small δ > 0 in (5.1.6), and thus, the poles
±ǫ˜1/3α are at the right of L. By simple differentiation, one has
(∂2z − (ǫ˜
1
3α)2)Aiα = Ai .
Then we set
ψAi(Y ) =
1
Aiα(−Zc/ǫ˜ 13 )
Aiα(
Y − Zc
ǫ˜
1
3
) , (5.3.93)
which clearly solves the equation (5.3.91). We collect in the following lemma a few estimates
on ψAi.
Lemma 5.30 Let γ ∈ [ 23 , 1] in (5.1.6). Then the function ψAi given in (5.3.93) is well-
defined and satisfies the estimates
|∂kY ψAi(Y )| ≤ C|ǫ˜|−
k
3 |Zc
ǫ˜
1
3
| 54 |Y − Zc
ǫ˜
1
3
|− 5−2k4 | exp
(
− 2
3
(Y − Zc
ǫ˜
1
3
) 3
2 +
2
3
(− Zc
ǫ˜
1
3
) 3
2
)
| ,
(5.3.94)
for all Y ≥ 0 and k = 0, 1, 2, and
|∂Y ψAi(0)| ≥ 1
C
|cǫ
ǫ
| 12 . (5.3.95)
In particular, we have
‖∂kY ψAi‖L2 ≤ C |
cǫ
ǫ
| k2− 14 , k = 0, 1, 2 . (5.3.96)
The proof of Lemma 5.30 is postponed to the appendix. To achieve the construction of the
fast mode, we consider the remainder φ˜f = φf − ψAi:{
mOS(φ˜f ) = hf , hf (Y ) = −R(Y )∂2Y ψAi + ∂2Y V ψAi , Y > 0 ,
φ = 0 , Y = 0 ,
(5.3.97)
In view of Corollary 5.23 and Lemma 5.14, we have
‖∂Y φ˜f‖L2 + α‖φ˜f‖L2 + ‖(∂2Y − α2)φ˜f‖L2 ≤ C
(
1
Im cǫ
∣∣〈 hf
V − cǫ , φ˜f 〉L
2
∣∣+ ‖ hf
V − cǫ ‖
2
L2
)1/2
.
(5.3.98)
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By the Hardy inequality,
∣∣〈R∂2Y ψAi
V − cǫ , φ˜f 〉L2
∣∣ ≤ C
Im cǫ
‖Y R∂2Y ψAi‖L2‖∂Y φ˜f‖L2 ,
∣∣〈∂2Y V ψAi
V − cǫ , φ˜f 〉L
2
∣∣ ≤ C
Im cǫ
(‖Y ∂2Y U ψAi‖L2‖∂Y φ˜f‖L2 + ν‖UE‖C2‖ψAi‖L2α α‖φ˜f‖L2) ,
and
‖ hf
V − cǫ ‖L
2 ≤ C
Im cǫ
(‖R∂Y ψAi‖L2 + ‖∂2Y V ‖L∞‖ψAi‖L2) .
Thus we end up with
‖∂Y φ˜f‖L2 + α‖φ˜f‖L2 + ‖(∂2Y − α2)φ˜f‖L2
≤ C
Im cǫ
(
1
Im cǫ
‖Y R∂2Y ψAi‖L2 +
1
Im cǫ
‖Y ψAi‖L2 + ‖R∂2Y ψAi‖L2 + ‖ψAi‖L2
)
(5.3.99)
We focus on the control of the terms ‖Y R∂2Y ψAi‖L2 and ‖R∂2Y ψAi‖L2 at the right-hand side,
the other two being similar. We see
‖R∂2Y ψAi‖L2 ≤ C
( ∫ ∞
0
(
Y − Yc)4|∂2Y ψAi(Y )|2 dY
) 1
2
≤ C( ∫ 2C∗|ǫ|
1−θ
3
0
(
Y − Yc)4|∂2Y ψAi(Y )|2 dY
) 1
2
+ C
( ∫ ∞
2C∗|ǫ| 1−θ3
(
Y − Yc)4|∂2Y ψAi(Y )|2 dY
) 1
2
=: I + II.
Since |Yc| ≤ C|ǫ| 1−θ3 as stated in (5.3.88), the term I is estimated as
I ≤ C|ǫ| 23 (1−θ)‖∂2Y ψAi‖L2 ≤ C|ǫ|
2
3 (1−θ)|cǫ
ǫ
| 34 ,
where (5.3.96) is used. As for II, we use the pointwise estimates
|∂2Y ψAi(Y )| ≤ C|ǫ˜|−
2
3 |Zc
ǫ˜
1
3
| 54 |Y − Zc
ǫ˜
1
3
|− 14 e− 1C |Zcǫ˜ |
1
2 Y , (5.3.100)
see (A.0.68) in the appendix for the proof. Then, since |ǫ| ≤ C(Im cǫ)3 holds and |Zc| ≃ |cǫ|,
|ǫ˜| ≃ |ǫ|, the term II is small exponentially in |ǫ|− θ3 . In particular, we have
II ≤ Cθ,N |ǫ|N ,
for large N ≥ 1. Hence, it follows that
‖R∂2Y ψAi‖L2 ≤ C|ǫ|
2
3 (1−θ)|cǫ
ǫ
| 34 . (5.3.101)
To estimate ‖Y R∂2Y ψAi‖L2 , we write
‖Y R∂2Y ψAi‖L2 ≤ ‖(Y − Yc)R∂2Y ψAi‖L2 + |Yc|‖R∂2Y ψAi‖L2 ,
and obtain, by the similar computation as above,
‖Y R∂2Y ψAi‖L2 ≤ C|ǫ|1−θ|
cǫ
ǫ
| 34 .
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Note that |cǫ| ≤ |c|+ |ǫ|α2 = |c|+nν ≤ C|c| since nν ≤ C Im c for n ≤ δ−10 ν−
3
4 and γ ∈ [ 23 , 1]
in (5.1.6). Then, back to (5.3.99), still for small enough θ, we end up with
‖∂Y φ˜f‖L2 + α‖φ˜f‖L2 + ‖(∂2Y − α2)φ˜f‖L2
≤ C
Im cǫ
( 1
Im cǫ
|ǫ|1−θ|cǫ
ǫ
| 34 + 1
Im cǫ
|ǫ| 13 (1−θ)| ǫ
cǫ
| 14 + |ǫ| 23 (1−θ)|cǫ
ǫ
| 34 + | ǫ
cǫ
| 14 )
≤ C
Im cǫ
( |ǫ| 12− 54 θ
Im cǫ
+ (
|ǫ| 13
Im cǫ
)
5
4 |ǫ| 16− 13 θ + |ǫ| 16− 1112 θ + |ǫ| 16
)
≤ C
Im cǫ
|ǫ| 16− 54 θ , (5.3.102)
which by the Sobolev embedding implies
|∂Y φ˜f (0)| ≤ C
Im cǫ
|ǫ| 16− 54 θ . (5.3.103)
On the other hand, by (5.3.95) the function ∂Y ψAi has the lower bound at Y = 0 as follows:
|∂Y ψAi(0)| ≥ 1
C
|cǫ
ǫ
| 12 . (5.3.104)
We recall again the condition γ ∈ [ 23 , 1] in (5.1.6), which ensures |ǫ| ≪ (Im cǫ)3. Then,
combining (5.3.103) and (5.3.104), for small enough ǫ (that is large enough n), we end up
with
|∂Y φf (0)| ≥ 1
C
|cǫ
ǫ
| 12 . (5.3.105)
This lower bound on the derivative of the fast mode at the boundary Y = 0 will be important
when solving the Orr-Sommerfeld equation. From (5.3.96) and (5.3.102) we obtain (5.3.86)
for φf = ψAi + φ˜f . The estimate (5.3.87) is just obtained by (5.3.105). The proof of
Proposition 5.29 for the case (1) is complete. 
Proof of Proposition 5.29 for case (2) |c| ≥ |ǫ| 1−θ3 : In this case the construction of the
fast mode is more straightforward than the case (1). Set
τǫ =
(−cǫ
ǫ
) 1
2 =
( Im cǫ − iRe cǫ
|ǫ|
) 1
2 , ωǫ =
τǫ
|τǫ| . (5.3.106)
The root is taken so that Re τǫ > 0, and since Im cǫ > 0 we see
Re τǫ ≥ 1
C
|cǫ
ǫ
| 12 = |τǫ|
C
(5.3.107)
for some universal constant C > 0. Then we look for a solution φf to (5.3.80) of the form
φf (Y ) =
N∑
k=0
φk(|τǫ|Y ) +R(Y ) , (5.3.108)
where the leading profile φ0 is given by
φ0(z) = e
−ωǫz , (5.3.109)
and φk, k = 1, · · · , N , are profiles of boundary layer type, and R is a small remainder. The
number N will be taken large enough. The profile φk is built inductively as the solution to
− ∂4zφk + ω2ǫ∂2zφk
= −( α|τǫ| )
2∂2zφk−1 −
1
ǫ|τǫ|2V
(ǫ)∂2zφk−1 +
α2
ǫ|τǫ|4 (V
(ǫ) − cǫ)φk−1 + 1
ǫ|τǫ|4 (∂
2
Y V )
(ǫ)φk−1
(5.3.110)
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satisfying φk = 0 on z = 0, where f
(ǫ)(z) = f( z|τǫ|) for any f = f(Y ). Set
∂−1z f = −
∫ ∞
z
f(z′) dz′ , ∂−2z f =
∫ ∞
z
∫ ∞
z′
f(z′′) dz′′ dz′ .
Then the right-hand side of (5.3.110) is written as
∂2z
(
− ( α|τǫ| )
2φk−1 − 1
ǫ|τǫ|2 V
(ǫ)φk−1 + ∂−1z
( 2
ǫ|τǫ|3 (∂Y V )
(ǫ)φk−1
)
+ ∂−2z
( α2
ǫ|τǫ|4 (V
(ǫ) − cǫ)φk−1
))
=: ∂2zgk .
(5.3.111)
As a result, it suffices to solve
−∂2zφk + ω2ǫφk = gk , z > 0 , φk|z=0 = 0 . (5.3.112)
Thus, φk is expressed as
φk(z) =
∫ z
0
e−ωǫ(z−ξ
′)
∫ ∞
ξ′
e−ωǫ(ξ
′′−ξ′)gk(ξ′′) dξ′′ dξ′ . (5.3.113)
By using the estimate
|V (ǫ)(z)| ≤ z|τǫ| ‖∂Y V ‖L
∞
Y
each gk is estimated as, for any 0 < δ < Reωǫ,
sup
z>0
eδz|gk(z)| ≤ CDǫ sup
z>0
(1 + z)eδz|φk−1(z)| , (5.3.114)
where
Dǫ =
α2
|τǫ|2 +
1
|ǫ||τǫ|3 ‖∂Y V ‖L
∞
Y
+
α2
|ǫ||τǫ|5 ‖∂Y V ‖L
∞
Y
+
α2
|τǫ|4 |
cǫ
ǫ
|
= 2
α2
|τǫ|2 +
1
|ǫ||τǫ|3 ‖∂Y V ‖L
∞
Y
+
α2
|ǫ||τǫ|5 ‖∂Y V ‖L
∞
Y
. (5.3.115)
Let us recall the conditions α Im cǫ ≤ δ−12 and |c| ≥ |ǫ|
1−θ
3 . In particular, |τǫ|−1 = | ǫcǫ |
1
2 ≤
|ǫ| 13+ θ6 holds. Then Dǫ is estimated as
Dǫ ≤ C
( |ǫ| 23+ θ3
Im c2ǫ
+ |ǫ| θ2 ) ≤ C|ǫ| θ3 , (5.3.116)
under the condition |ǫ| ≤ (Im cǫ)3, which is valid for γ ∈ [ 23 , 1] in (5.1.6). From (5.3.113) and
(5.3.114) it is straightforward to see
|φk(z)| ≤
∫ z
0
e−Re(ωǫ)(z−ξ
′)
∫ ∞
ξ′
e−Re(ωǫ)(ξ
′′−ξ′)|gk(ξ′′)| dξ′′ dξ′
≤
∫ z
0
e−Re(ωǫ)(z−ξ
′)
∫ ∞
ξ′
e−Re(ωǫ)(ξ
′′−ξ′)−δξ′′ dξ′′ dξ′ sup
ξ′′>0
|eδξ′′gk(ξ′′)|
≤ 1
Reωǫ + δ
∫ z
0
e−Re(ωǫ)(z−ξ
′)−δξ′ dξ′ sup
ξ′′>0
|eδξ′′gk(ξ′′)|
≤ CDǫe
−δz
(Reωǫ + δ)(Reωǫ − δ) supz>0 |(1 + z)|e
δzφk−1(z)| .
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Here we have used the condition 0 < δ < Reωǫ. Similarly, we obtain
sup
z>0
eδz
2∑
j=0
|∂jzφk(z)| ≤ CDǫ sup
z>0
(1 + z)eδz|φk−1(z)|
≤ Cδ,kDkǫ , (5.3.117)
for any 0 < δ < Reωǫ and k = 1, 2, · · · , N , where Cδ,k depends only on δ and k. The
remainder R in (5.3.108) is then defined as a solution to
mOS(R) = h , Y > 0 , R|Y=0 = 0
with
h =
(− ǫα2|τǫ|2∂2zφN − |τǫ|2V (ǫ)∂2zφN + (V (ǫ) − cǫ)α2φN + (∂2Y V )(ǫ)φN)(|τǫ|Y ) .
In virtue of Corollary 5.23 we can take R such that
‖∂YR‖L2 + α‖R‖L2 + ‖(∂2Y − α2)R‖L2
≤ C(‖∂Y ΦRay[h]‖L2 + α‖ΦRay[h]‖L2 + ‖(∂2Y − α2)ΦRay[h]‖L2) (5.3.118)
if α Im cǫ ≤ δ−12 . Thus it suffices to consider the estimates of ΦRay[h]. By using
|〈 h
V − cǫ , ϕ〉L
2 | ≤ C‖ Y h
V − cǫ ‖L
2‖∂Y ϕ‖L2 , ϕ ∈ H10 (R+) ,
Lemma 5.14 implies that the right-hand side of (5.3.118) is bounded from above by
C
Im cǫ
(‖ Y h
V − cǫ ‖L
2 + ‖h‖L2
)
. (5.3.119)
Recalling the definition of h, we first observe that
‖ Y h
V − cǫ ‖L
2 ≤ C
Im cǫ
‖Y h‖L2
≤ C
Im cǫ
(
|ǫ|α2|τǫ| 12 ‖z∂2zφN‖L2z + ‖V ‖L∞ |τǫ|
1
2 ‖z∂2zφN‖L2z
+ α2‖∂Y V ‖L∞|τǫ|− 52 ‖z2φN‖L2z + α2|cǫ||τǫ|−
3
2 ‖zφN‖L2 + ‖∂2Y V ‖L∞ |τǫ|−
3
2 ‖zφN‖L2z
)
≤ CN
Im cǫ
(|τǫ| 12 + α2|τǫ|− 52 + (α2|cǫ|+ 1)|τǫ|− 32 )DNǫ , (5.3.120)
since |ǫ|α2 = nν ≤ 1 by our assumption and (5.3.117). Similarly, we have
‖h‖L2 ≤ CN
(|τǫ| 32 + α2|τǫ|− 32 + (α2|cǫ|+ 1)|τǫ|− 12 )DNǫ . (5.3.121)
Since Im cǫ ≥ |τǫ|−1 and α2 ≤ | cǫ | = |τǫ|2 under the conditions α Im cǫ ≤ δ−12 and γ ∈ [ 23 , 1]
in (5.1.6) we have from (5.3.120) and (5.3.121) applied for (5.3.119),
‖∂YR‖L2 + α‖R‖L2 + ‖(∂2Y − α2)R‖L2 ≤ C|τǫ|
5
2DNǫ ≤ C|ǫ|
Nθ
3 − 54 ≪ 1 , (5.3.122)
if N is taken so that N > 154θ . Collecting (5.3.116), (5.3.117), and (5.3.122), we have con-
structed the fast mode φf (Y ) of the form (5.3.108) and φf satisfies
‖∂kY
(
φf − φ0(|τǫ|·)
)‖L2 ≤ C|ǫ| θ3 |cǫǫ | k2− 14 , (5.3.123)
if N is taken large enough. Comparing the estimate of φ0(|τǫ|Y ), we obtain (5.3.86) and
(5.3.87). The proof for the case (2) is complete. 
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5.3.6 Construction of resolvent
Let us go back to the analysis of the boundary value problem for the modified Orr-Sommerfeld
equations (5.1.12) with the inhomogeneous term h = −f2,n + 1iα∂Y f1,n. We look for the
solution φ to (5.1.12) of the form
φ = ΦmOS [h] + φ˜ , (5.3.124)
where ΦmOS [h] is the solution to (5.3.49) constructed in Proposition 5.24. Then φ˜ should
satisfy the homogeneous problem{
−ǫ(∂2Y − α2)∂2Y φ˜+ (V − cǫ)(∂2Y − α2)φ˜− (∂2Y V )φ˜ = 0 , Y > 0 ,
φ˜ = 0 , ∂Y φ˜ = −∂Y ΦmOS [h] , Y = 0 .
(5.3.125)
In virtue of Propositions 5.27 and 5.29, the solution φ˜ to (5.3.125) is written as
φ˜ = Aφs +Bφf , (5.3.126)
and the coefficients A and B are determined by the equation(
φs(0) φf (0)
∂Y φs(0) ∂Y φf (0)
)(
A
B
)
=
(
0
−∂Y ΦmOS [h](0)
)
. (5.3.127)
Recall that φs(0) = φf (0) = 1. Then, A and B are determined under the condition ∂Y φf (0)−
∂Y φs(0) 6= 0, and we have the formula(
A
B
)
=
1
∂Y φf (0)− ∂Y φs(0)
(
∂Y φf (0) −1
−∂Y φs(0) 1
)(
0
−∂Y ΦmOS [h](0)
)
=
∂Y ΦmOS [h](0)
∂Y φf (0)− ∂Y φs(0)
(
1
−1
)
.
Hence, φ˜ is given by
φ˜ =
∂Y ΦmOS [h](0)
∂Y φf (0)− ∂Y φs(0)
(
φs − φf
)
. (5.3.128)
The solvability condition ∂Y φf (0) − ∂Y φs(0) 6= 0 is ensured by Propositions 5.27 and 5.29
for γ ≥ 57 under (WC), while for γ ≥ 23 under (SC). Collecting (5.3.124) and (5.3.128), we
have the following proposition. Let us recall that we are interested in the case when h in
(5.1.12) is of the form h = −f2,n + 1iα∂Y f1,n for f = (f1,n, f2,n) ∈ L2(R+)2.
Proposition 5.31 Assume that (WC) holds.
(i) Let 0 < ν ≤ ν0, |c| ≤ δ−11 , and α Im cǫ ≤ δ−12 , where δ2 is the number in Proposition
5.8. Then there exists δ∗∗ ∈ (0, δ∗] such that the following statement holds. If γ ∈ [ 57 , 1] and
δ ∈ (0, δ∗∗] in (5.1.6), then for any f = (f1,n, f2,n) ∈ L2(R+)2 there exists a weak solution
φ ∈ H20 (R+) to the Orr-Sommerfeld equations (5.1.12), and φ satisfies the estimates
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
α(Im cǫ)
5
2
‖f‖L2 , (5.3.129)
‖(∂2Y − α2)φ‖L2 ≤
C
α(Im cǫ)
5
2
(
1
|ǫ| 14 +
Im cǫ
|ǫ| 12
)
‖f‖L2 . (5.3.130)
Here C depends only on UE and U . If (SC) holds in addition, then the above statement is
valid for γ ∈ [ 23 , 1] with the factors (Im cǫ)−
5
2 and Im cǫ
|ǫ| 12
replaced by (Im cǫ)
−2 and (Im cǫ)
3
4
|ǫ| 12
,
respectively.
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(ii) Let α Im cǫ ≥ δ−12 . Then for any f = (f1,n, f2,n) ∈ L2(R+)2 there exists a unique weak
solution φ ∈ H20 (R+) to the Orr-Sommerfeld equations (5.1.12), and φ satisfies the estimates
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
α Im cǫ
‖f‖L2 , (5.3.131)
‖(∂2Y − α2)φ‖L2 ≤
C
α(|ǫ| Im cǫ) 12
‖f‖L2 . (5.3.132)
Here C is a universal constant.
Remark 5.32 (i) By the standard elliptic regularity the solution φ in Proposition 5.31
belongs to H3(R+). In fact, the uniqueness of weak solutions is available also for the case
(i) of Proposition 5.31 by applying the method of continuity. Indeed, following the proof of
Proposition 5.31 below, we can also show the existence of the weak solution φ ∈ H20 (R+) to
(5.1.12) for arbitrary h ∈ L2(R+), which satisfies the similar H2 estimate as in (5.3.129) and
(5.3.130): in fact, under the conditions on the parameters of Proposition 5.31 (i), one can
show
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
α(Im cǫ)2
‖h‖L2 , ‖(∂2Y − α2)φ‖L2 ≤
C
α(Im cǫ)2
( 1
|ǫ| 14 +
1
|cǫ| 12
)‖h‖L2 .
(5.3.133)
Moreover, φ belongs to H4(R+) by the elliptic regularity. Since the uniqueness is available
at least for the case α Im cǫ = δ
−1
2 in virtue of (ii) of Proposition 5.31, one can apply the
method of continuity stated in Proposition B.1 in the appendix for the operator mOS =
−ǫ(∂2Y − α2)∂2Y + (V − cǫ)(∂2Y − α2) − (∂2Y V ) with the domain H4(R+) ∩ H20 (R+), which
shows the uniqueness of weak solutions in the case (i). Although we do not give the details
here, we use this argument for the operator Lν,n, rather than mOS, in the next subsection,
since it is sufficient for our purpose.
(ii) Recalling Remark 5.25, we can show Proposition 5.31 under the condition −Mσ∂2Y U ≥
(∂Y U)
4, rather than −Mσ∂2Y U ≥ (∂Y U)2 in (WC), however, the factor (Im cǫ)−
5
2 in (5.3.129)
and (5.3.130) is replaced by (Im cǫ)
−3 under this weaker condition. The similar remark is
applied for Corollary 5.33 below.
Proof of Proposition 5.31: (i) We may assume that δ ∈ (0, δ2]. As we have seen in the
beginning of this subsection, if ∂Y φf (0)− ∂Y φs(0) 6= 0 then the weak solution φ to (5.1.12)
exists, which is written as (5.3.124) with φ˜ as in (5.3.128). Proposition 5.24 implies that
‖∂Y ΦmOS [h]‖L2 + α‖ΦmOS [h]‖L2 ≤
C
α(Im cǫ)
5
2
‖f‖L2 ,
‖(∂2Y − α2)ΦmOS [h]‖L2 ≤
C
α
( 1
(Im cǫ)
5
2
+
1
(|ǫ| Im cǫ) 12
)‖f‖L2 .
The condition ∂Y φf (0)− ∂Y φs(0) 6= 0 is satisfied if γ ∈ [ 23 , 1] and δ in (5.1.6) is sufficiently
small, since Proposition 5.29 implies |∂Y φf (0)| ≥ 1C | cǫǫ |
1
2 ≥ 1C |ǫ|−
1
3 , while Proposition 5.27
and Remark 5.28 show |∂Y φs(0)| ≤ 1C (Im cǫ)−1. In particular, we have |∂Y φf (0)−∂Y φs(0)| ≥
1
C | cǫǫ |
1
2 if γ ∈ [ 23 , 1] and δ is sufficiently small. Hence, Propositions 5.27, 5.29, and Remark
5.28 yield
‖∂Y φ˜‖L2 + α‖φ˜‖L2 ≤ C|
ǫ
cǫ
| 12 ( 1
Im cǫ
+ |cǫ
ǫ
| 14 + α| ǫ
cǫ
| 14 )|∂Y ΦmOS [h](0)|
≤ C| ǫ
cǫ
| 12 ( 1
Im cǫ
+ |cǫ
ǫ
| 14 )|∂Y ΦmOS [h](0)| ,
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by the assumption α ≤ C(Im cǫ)−1 and | ǫc | ≤ C. Similarly, we have
‖(∂2Y − α2)φ˜‖L2 ≤ C|
ǫ
cǫ
| 12 ( 1
Im cǫ
+ |cǫ
ǫ
| 34 + α2| ǫ
cǫ
| 14 )|∂Y ΦmOS [h](0)|
≤ C(|cǫ
ǫ
| 14 + 1|cǫ| 12
)|∂Y ΦmOS [h](0)| ,
where we have again used α ≤ C(Im cǫ)−1 and |ǫ| ≤ C(Im cǫ)3. The value |∂Y ΦmOS [h](0)|
is estimated by the interpolation as
|∂Y ΦmOS [h](0)| ≤ C
α(Im cǫ)
5
2
(
1 + |ǫ|− 12 (Im cǫ)2
) 1
2 ‖f‖L2 .
Collecting these above, since φ = ΦmOS [h] + φ˜f , we have arrived at
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
α(Im cǫ)
5
2
(
1 + | ǫ
cǫ
| 12 ( 1
Im cǫ
+ |cǫ
ǫ
| 14 )(1 + |ǫ|− 14 Im cǫ)
)
‖f‖L2
≤ C
α(Im cǫ)
5
2
‖f‖L2 ,
since |ǫ| ≤ C(Im cǫ)3. Similarly,
‖(∂2Y − α2)φ‖L2 ≤
C
α(Im cǫ)
5
2
(
1 +
(Im cǫ)
2
|ǫ| 12 + (1 +
Im cǫ
|ǫ| 14 )
(|cǫ
ǫ
| 14 + 1|cǫ| 12
))‖f‖L2
≤ C
α(Im cǫ)
5
2
(
1
|ǫ| 14 +
Im cǫ
|ǫ| 12
)
‖f‖L2 .
Here we have used | cǫǫ | ≤ C|ǫ|−1 and |cǫ|−
1
2 ≤ |ǫ|− 14 . Thus, (5.3.129) and (5.3.130) follow.
(ii) In the case α Im cǫ ≥ δ−12 we can apply Proposition 5.8 and obtain (5.3.131) and (5.3.132).
The proof is complete. 
Corollary 5.33 Assume that (WC) holds.
(i) Let δ−10 ≤ |n| ≤ δ−10 ν−
3
4 , 0 < ν ≤ ν0, γ ∈ [ 57 , 1], and δ ∈ (0, δ∗∗]. Then the set
Oν,n =
{
µ ∈ C ∣∣ |µ| ≤ nν 12
δ1
, Reµ ≥ n
γν
1
2
δ
}
(5.3.134)
is included in the resolvent set of −Lν,n. Moreover, if µ ∈ Oν,n satisfies Reµ = nγν
1
2
δ and
Reµ+ n2ν
3
2 ≤ δ−12 , then
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
Cn
3
2 (1−γ)
Reµ
‖f‖L2(Ων) , f ∈ P(ν)n L2σ(Ων) , (5.3.135)
‖∇(µ+ Lν,n)−1f‖L2(Ων) ≤
Cn
3
2 (1−γ)
Reµ
(
n
1
4 + n
1
2−(1−γ)
)‖f‖L2(Ων) , f ∈ P(ν)n L2σ(Ων) .
(5.3.136)
If (SC) holds in addition, then the above statement is valid for γ ∈ [ 23 , 1] with the factors
n
3
2 (1−γ) and n
1
2−(1−γ) replaced by n1−γ and n
1
2− 34 (1−γ), respectively.
(ii) If Reµ+n2ν
3
2 ≥ δ−12 and Reµ > 0 then µ belongs to the resolvent set of −Lν,n, and the
following estimates hold.
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
C
Reµ
‖f‖L2(Ων) , f ∈ P(ν)n L2σ(Ων) , (5.3.137)
‖∇(µ+ Lν,n)−1f‖L2(Ων) ≤
C
ν
1
4 (Reµ)
1
2
‖f‖L2(Ων) , f ∈ P(ν)n L2σ(Ων) . (5.3.138)
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Proof: The case (ii) is already proved in Corollary 5.10, so we focus on the case (i): We may
assume that n
γν
1
2
δ ≤ nν
1
2
δ1
, otherwise the set Oν,n is empty and there is nothing to be proved.
It is clear that the set Oν,n is arcwise connected in C. By Proposition 5.31 (i), for any
µ ∈ Oν,n and any f ∈ P(ν)n L2σ(Ων) there exists a weak solution φ ∈ H20 (R+) to (5.1.12) (and
thus, to (5.1.5)), which is H3(R+) by the elliptic regularity and gives the solution v (as in
the proof of Corollary 5.7) to (5.1.1) with a suitable pressure q. From (5.3.129) and (5.3.130)
the norms ‖v‖L2(Ων) and ‖∇v‖L2(Ων) are estimated so that the constants in the estimates are
uniform in Oν,n. Moreover, if |µ0| = δ−11 nν
1
2 and Reµ0 = δ
−1nγν
1
2 then µ0 ∈ Oν,n but also
µ0 ∈ ρ(−Lν,n) from (5.2.17) in the proof of Corollary 5.7. Then we can apply the method
of continuity in Proposition B.1, which shows Oν,n ⊂ ρ(−Lν,n). The estimates (5.3.134) and
(5.3.135) follow from (5.3.129) and (5.3.130); indeed, the equality Reµ = δ−1nγν
1
2 implies
that Im c = δ−1nγ−1, and thus,
nγ−1
δ
≤ Im cǫ = n
γ−1
δ
+ nν ≤ Cnγ−1
if γ ∈ [ 23 , 1] and n ≤ δ−10 ν−
3
4 . The proof is complete. 
Remark 5.34 The resolvent estimate is available for all µ ∈ Oν,n also in (i), but for later
use we need the estimate only on the borderline Reµ = δ−1nγν
1
2 . On the borderline Reµ =
δ−1nγν
1
2 the conditions (i) and (ii) in Corollary 5.33 are respectively written as
(i) nγν
1
2 + δn2ν
3
2 ≤ δδ−12 (ii) nγν
1
2 + δn2ν
3
2 ≥ δδ−12 .
When n ≤ δ−10 ν−
3
4 and γ ∈ [ 23 , 1] the condition nγν
1
2 ≫ δn2ν 32 is satisfied. Therefore, the
case (i) essentially correspond to the regime nγν
1
2 ≤ O(1) when n ≤ δ−10 ν−
3
4 and γ ∈ [ 23 , 1].
On the other hand, the case (ii) is always satisfied in the regime nγν
1
2 ≥ O(1).
5.4 Estimate for semigroup
The resolvent estimates established in Corollaries 5.7 and 5.33 lead to the estimates for the
semigroup e−τLν,n, and hence, by going back to the original variables, we obtain the estimates
for the semigroup e−tAν,n as follows.
Theorem 5.35 Assume that (WC) holds. Then the following estimates hold for all f ∈
PnL2σ(Ω) and t > 0.
(i) Let δ−10 ≤ |n| ≤ δ−10 ν−
3
4 , γ ∈ [ 57 , 1], and δ ∈ (0, δ∗∗]. If in addition |n|γν
1
2 < 1, then
‖e−tAν,nf‖L2(Ω) ≤ C|n|
5
2 (1−γ)e
|n|γ
δ
t‖f‖L2(Ω) , (5.4.1)
‖∇e−tAν,nf‖L2(Ω) ≤
C
ν
1
2
(
1
t
1
2
+ |n| 52 (1−γ)(|n| 14 + |n| 12−(1−γ))e |n|γδ t)‖f‖L2(Ω) . (5.4.2)
Here C depends only on UE and U . If (SC) holds in addition, then (5.4.1) and (5.4.2)
are valid for γ ∈ [ 23 , 1] with the factors |n|
5
2 (1−γ) and |n| 12−(1−γ) replaced by |n|2(1−γ) and
|n| 12− 34 (1−γ), respectively.
(ii) Let |n|γν 12 ≥ 1. Then
‖e−tAν,nf‖L2(Ω) ≤ C|n|1−γe
|n|γ
δ
t‖f‖L2(Ω) , (5.4.3)
‖∇e−tAν,nf‖L2(Ω) ≤
C
ν
1
2
( 1
t
1
2
+ |n|1− γ2 e |n|
γ
δ
t
)‖f‖L2(Ω) . (5.4.4)
Here C depends only on ‖UE‖C2 and ‖U‖.
Remark 5.36 (i) As is mentioned in Remark 5.3, the best possible value of γ in the temporal
growth estimates in (i) of Theorem 5.35 is γ = 23 . Our result achieves this optimal value
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at least under the strong concave condition (SC) for the boundary layer profile U . In fact,
(SC) can be slightly relaxed as −M∂2Y U ≥ (∂Y U)4, but instead, the factor |n|
5
2 (1−γ) of the
derivative loss is replaced by |n|3(1−γ) under this condition; see Remark 5.32 (ii).
(ii) The result for the case (ii) of Theorem 5.35 is based only on Corollary 5.7 and Proposition
5.8. Hence, it holds for γ ∈ (0, 1] and for any profile U satisfying (5.2.1) without concave
conditions.
Proof of Theorem 5.35: By the rescaling (5.0.38) we have
(e−tAν,nf)(x, y) = (e−τLν,nf (ν))(X,Y )
with τ = tν−
1
2 and f (ν)(X,Y ) = f(ν
1
2X, ν
1
2 Y ). Note that we may assume that n is positive
without loss of generality. By the general perturbation theory we have already known that
−Lν,n generates a C0-analytic semigroup acting on P(ν)n L2σ(Ων), and in particular, from
Proposition 5.1 we already have the following estimate
‖e−τLν,ng‖L2(Ων) ≤ e(‖∂yU
E‖L∞(R+)+2n‖Y ∂Y U‖L∞(R+))ν
1
2 τ‖g‖L2(Ων) , g ∈ P(ν)n L2σ(Ων) ,
(5.4.5)
which is useful in the short time interval 0 < τ ≤ ν− 12n−1 = α−1. Hence it suffices to
consider the case τ ≥ ν− 12n−1 = α−1. Let Sν,n(θ) be the set defined in Corollary 5.7.
From the proof of Corollary 5.7 we have already known that the set ∪µ∈Eν,nBrµ(µ) with
Eν,n =
{
µ ∈ C | Reµ ≥ δ−11 nγν
1
2 , |µ| ≥ δ−11 nν
1
2
}
is included in the resolvent set of −Lν,n,
and Sν,n(θ) ⊂ ∪µ∈Eν,nBrµ(µ) holds. On the other hand, in virtue of Corollary 5.33 the set
Oν,n =
{
µ ∈ C ∣∣ Reµ ≥ δ−1nγν 12 , |µ| ≤ δ−11 nν 12} is also included in the resolvent set of
−Lν,n. Hence we conclude that the set
Σν,γ(θ) = Sν,n(θ) ∪
{
µ ∈ C | Reµ ≥ n
γν
1
2
δ
}
(5.4.6)
is included in the resolvent set of −Lν,n. The estimates in Corollary 5.7 for | Imµ| ≫ 1
ensures the representation of the semigroup such as
e−τLν,n =
1
2πi
∫
Γ
eτµ(µ+ Lν,n)
−1 dµ , (5.4.7)
where the curve Γ is oriented counterclockwise and is taken as
Γ = Γ+ + Γ− + l+ + l− + l0
with
Γ± =
{
µ ∈ C | ± Imµ = (tan θ)Reµ+ δ−11 (α + | tan θ|nγν
1
2 ) , Reµ ≤ 0} ,
l± =
{
µ ∈ C | ± Imµ = δ−11 (α+ | tan θ|nγν
1
2 ) , 0 ≤ Reµ ≤ n
γν
1
2
δ
}
,
l0 =
{
µ ∈ C | 0 ≤ | Imµ| ≤ δ−11 (α+ | tan θ|nγν
1
2 ) , Reµ =
nγν
1
2
δ
}
.
(5.4.8)
The estimate of the resolvent on Γ± ∪ l± follows from Corollary 5.7. Let g ∈ PnL2(Ων).
Then we have from (5.2.15) and | Imµ| = |Re(µ)| | tan θ|+ δ−11 (α+ | tan θ|nγν
1
2 ) on Γ±,
‖ 1
2πi
∫
Γ±
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων)
≤ C
∫
Γ±
eτ Re(µ)|µ|−1| dµ| ‖g‖L2(Ων)
≤ C
∫ ∞
0
e−τs
s+ | tan θ|s+ δ−11 (α + | tan θ|nγν
1
2 )
ds ‖g‖L2(Ων) .
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Recall that α = nν
1
2 and 0 < γ ≤ 1. Then, for any κ ∈ (0, 1] there is Cκ > 0 such that∫ ∞
0
e−τs
s+ | tan θ|s+ δ−11 (α+ | tan θ|nγν
1
2 )
ds ≤ Cκ
(ατ)κ
≤ Cκ for ατ ≥ 1 . (5.4.9)
Hence we have, by taking κ = 12 for example,
‖ 1
2πi
∫
Γ±
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων) ≤ C‖g‖L2(Ων) , τ ≥ α−1 . (5.4.10)
Next we see
‖ 1
2πi
∫
l±
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων)
≤ C
∫ nγν 12
δ
0
eτs
s+ δ−11 (α+ | tan θ|nγν
1
2 )
ds ‖g‖L2(Ων)
≤ Cnγ−1en
γν
1
2
δ
τ‖g‖L2(Ων) . (5.4.11)
Finally, on l0 we apply the result of Corollary 5.33. To this end we consider the following
two cases by taking Corollary 5.33 into account:
(i’) nγν
1
2 + δn2ν
3
2 ≤ δδ−12 (ii’) nγν
1
2 + δn2ν
3
2 ≥ δδ−12
In the case (i)’ we have from (5.3.135),
‖ 1
2πi
∫
l0
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων) ≤ C
δ
nγν
1
2
n
3
2 (1−γ)e
nγν
1
2
δ
τ
∫ Cα
δ1
0
ds ‖g‖L2(Ων)
≤ Cδδ−11 n
5
2 (1−γ)e
nγν
1
2
δ
τ‖g‖L2(Ων) . (5.4.12)
Collecting (5.4.5), (5.4.10), (5.4.11), and (5.4.12), we have arrived at the estimate
‖e−τLν,ng‖L2(Ων) ≤ Cn
5
2 (1−γ)e
nγν
1
2
δ
τ‖g‖L2(Ων) , τ > 0 , (5.4.13)
where C depends only on UE and U . In virtue of (i) in Corollary 5.33, if (SC) holds then
the above estimate holds for γ ∈ [ 23 , 1] with the factor n
5
2 (1−γ) replaced by n2(1−γ). The
estimate (5.4.13) implies (5.4.1) in the case (i’) by returning to the original variables. The
estimate (5.4.3) for the case (ii’) is obtained in the same manner by using (5.3.137) instead
of (5.3.135). Indeed, in this case (5.4.12) is replaced by
‖ 1
2πi
∫
l0
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων) ≤ C
δ
nγν
1
2
(
1 +
δ
nγν
1
2
)
e
nγν
1
2
δ
τ
∫ Cα
δ1
0
ds ‖g‖L2(Ων)
≤ Cδδ−11 n1−γe
nγν
1
2
δ
τ‖g‖L2(Ων) . (5.4.14)
Thus we obtain (5.4.3). Note that the dependence on n in the case (ii’) is milder than in the
case (i’). Hence, we conclude that (5.4.1) holds for nγν
1
2 ≤ 1, while (5.4.3) follows in the
case nγν
1
2 ≥ 1, as desired.
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Next we consider the derivative estimate. Let us go back to the representation (5.4.7)
with the curve Γ as mentioned in (5.4.8). For the integral on Γ± we have from (5.2.16),
‖∇X,Y 1
2πi
∫
Γ±
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων)
≤ C
ν
1
4
∫
Γ±
eτ Re(µ)|µ|− 12 | dµ| ‖g‖L2(Ων)
≤ C
ν
1
4
∫ ∞
0
e−τs(
s+ | tan θ|s+ δ−11 (α+ | tan θ|nγν
1
2 )
) 1
2
ds ‖g‖L2(Ων)
≤ C
ν
1
4 τ
1
2
‖g‖L2(Ων) . (5.4.15)
Similarly, on l± we have
‖∇X,Y 1
2πi
∫
l±
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων)
≤ C
ν
1
4
∫ nγν 12
δ
0
eτs(
s+ δ−11 (α+ | tan θ|nγν
1
2 )
) 1
2
ds ‖g‖L2(Ων)
≤ C
ν
1
4α
1
2
∫ nγν 12
δ
0
ds e
nγν
1
2
δ
τ‖g‖L2(Ων) ≤ Cnγ−
1
2 e
nγν
1
2
δ
τ‖g‖L2(Ων) . (5.4.16)
The estimate on l0 is obtained in the same manner as in (5.4.12) and (5.4.14). Indeed, in
the case (i’) the estimate (5.3.136) yields
‖∇X,Y 1
2πi
∫
l0
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων)
≤ Cn 52 (1−γ)(n 14 + n 12−(1−γ))enγν 12δ τ‖g‖L2(Ων) ,
(5.4.17)
while in the case (ii’) the estimate (5.3.138) implies
‖∇X,Y 1
2πi
∫
l0
eτµ(µ+ Lν,n)
−1g dµ‖L2(Ων) ≤ Cn1−
γ
2 e
nγν
1
2
δ
τ‖g‖L2(Ων) . (5.4.18)
Collecting (5.4.15) - (5.4.18), we obtain the estimates for the spatial derivative of e−τLν,ng,
which lead to (5.4.2) and (5.4.4) by returning to the original variables. The proof is complete.

6 Linear evolution operator in middle frequency: the
case of time-dependent shear flow
In this section we consider the case when UE and UP depend on the time variable. Our
strategy in achieving the estimate of the evolution operator Tν,n(t, s) with δ
−1
0 ≤ |n| ≤
δ−10 ν
− 34 , is to split the time interval depending on n and to expand the profile UP around
a fixed time in each short time interval, in which we can apply the perturbation argument
based on the result of Theorem 5.35 in the previous section. To verify this idea we need
enough regularity of UE and UP as well as a concave shape of UP (t) for each t which
should be uniform in time; see (WC-t) in Section 2. In fact, due to the factor |n| 52 (1−γ) in
(5.4.1) and the underlying derivative loss structure of (2.0.7), even if we assume the strong
concave condition (SC) on UP (t) uniformly in time, the present approach does not provide a
growth estimate of the order eC|n|
γ(t−s) with γ = 23 for Tν,n(t, s) in the the parameter regime
|n|1+γν ≤ 1. Note that, as stated in Remark 5.36, the value γ = 23 in the growth estimate is
50
known to be optimal at least for the semigroup e−tAν,n , and we have established this optimal
growth bound in Theorem 5.35 under the condition (SC) for the time-independent profile
UP (t) = UP . The condition (WC-t) is always satisfied when UP is the solution to (2.0.17)
with UE(0) > 0, if the initial data Us ∈ BC3(R+) satisfies ‖Us‖ < ∞, Y ∂3Y U ∈ L∞(R+),
compatibility conditions on Y = 0,∞, and (ii) of (SC).
Theorem 6.1 Assume that (WC-t), stated in Section 2, holds for some T > 0. Then there
exist C,K0 > 0 such that the following estimates hold for all f ∈ PnL2σ(Ω) and 0 ≤ s < t ≤ T .
Set
θγ,n = |n|γ
(
1 + (1− γ) log(1 + |n|)) , γ ∈ [ 2
3
, 1] . (6.0.19)
(i) Let δ−10 ≤ |n| ≤ δ−10 ν−
3
4 . If in addition γ ∈ [ 79 , 1] and |n|γν
1
2 < 1, then
‖Tν,n(t, s)f‖L2(Ω) ≤ Cn
5
2 (1−γ)eK0θγ,n(t−s)‖f‖L2(Ω) , (6.0.20)
‖∇Tν,n(t, s)f‖L2(Ω) ≤
C
ν
1
2
( 1
(t− s) 12 + |n|
1
2+3(1−γ)eK0θγ,n(t−s)
)‖f‖L2(Ω) . (6.0.21)
(ii) If γ ∈ [ 23 , 1] and |n|γν
1
2 ≥ 1 then
‖Tν,n(t, s)f‖L2(Ω) ≤ Cn1−γeK0θγ,n(t−s)‖f‖L2(Ω) , (6.0.22)
‖∇Tν,n(t, s)f‖L2(Ω) ≤
C
ν
1
2
( 1
(t− s) 12 + |n|
1
2+
3
2 (1−γ)eK0θγ,n(t−s)
)‖f‖L2(Ω) . (6.0.23)
Proof of Theorem 6.1: It suffices to show the estimate for Tν,n(T0, 0) with 0 < T0 ≤ T .
We split the time interval [0, T0] as t0 = 0 < t1 < · · · < tN−1 < tN = T0, where tl = lN T0
with N determined later. Set un(t) = Tν,n(t, 0)f . In the time interval [tl, tl+1] the operator
Aν,n(t) defined in (3.0.21) (recall also (2.0.8)) is expanded around Aν,n(tl). Then by the
Duhamel formula we have for t ∈ (tl, tl+1],
un(t) = Tν,n(t, tl)un(tl) = e
−(t−tl)Aν,n(tl)un(tl)
−
∫ t
tl
e−(t−s)Aν,n(tl)P
(
in
(
UE(s)− UE(tl)
)
un(s)
)
ds
−
∫ t
tl
e−(t−s)Aν,n(tl)P
(
un,2(s)∂y
(
UE(s)− UE(tl)
)
e1
)
ds
−
∫ t
tl
e−(t−s)Aν,n(tl)P
(
in
(
UP (s,
·√
ν
)− UP (tl, ·√
ν
)
)
un(s)
)
ds
−
∫ t
tl
e−(t−s)Aν,n(tl)P
(
un,2(s)∂y
(
UP (s,
·√
ν
)− UP (tl, ·√
ν
)
)
e1
)
ds .
(6.0.24)
It is easy to see that
‖in(UE(s)− UE(tl))un(s)‖L2(Ω) ≤ |n|(s− tl)‖∂tUE‖L∞t,y‖un(s)‖L2(Ω) ,
‖in(UP (s, ·√
ν
)− UP (tl, ·√
ν
)
)
un(s)‖L2(Ω) ≤ |n|(s− tl)‖∂tUP ‖L∞t,Y ‖un(s)‖L2(Ω) .
On the other hand, the interpolation inequality yields
‖un,2(s)∂y
(
UE(s)− UE(tl)
)
e1‖L2(Ω) ≤ C(s− tl)
1
2
(‖∂tUE‖L∞t,y + ‖UE‖L∞t C2y)‖un,2(s)‖L2(Ω) .
Finally, the same computation as in (4.0.25) using the Hardy inequality implies that
‖un,2(s)∂y
(
UP (s,
·√
ν
)− UP (tl, ·√
ν
)
)
e1‖L2(Ω) ≤ 2|n|(s− tl)‖Y ∂t∂Y UP ‖L∞t,Y ‖un,1(s)‖L2(Ω) .
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Case (i) δ−1
0
≤ |n| ≤ δ−1
0
ν−
3
4 , γ ∈ [7
9
, 1], and |n|γν 12 < 1. In this case we apply
Theorem 5.35 (i) for the semigroup e−tAν,n(tl), which gives for γ ∈ [ 79 , 1] ⊂ [ 57 , 1],
‖un(t)‖L2(Ω) ≤ C|n|
5
2 (1−γ)e
|n|γ
δ
(t−tl)‖un(tl)‖L2(Ω)
+ C|n|1+ 52 (1−γ)
∫ t
tl
e
|n|γ
δ
(t−s)(s− tl)‖un(s)‖L2(Ω) ds
+ C|n| 52 (1−γ)
∫ t
tl
e
|n|γ
δ
(t−s)(s− tl) 12 ‖un(s)‖L2(Ω) ds .
Since tl+1 − tl = T0N this estimate implies
sup
tl<t≤tl+1
‖un(t)‖L2(Ω) ≤ C|n|
5
2 (1−γ)e
|n|γ
δ
T0
N ‖un(tl)‖L2(Ω)
+ C1|n|1+ 52 (1−γ)(T0
N
)2e
|n|γ
δ
T0
N sup
tl<t≤tl+1
‖un(t)‖L2(Ω)
+ C1|n| 52 (1−γ)(T0
N
)
3
2 e
|n|γ
δ
T0
N sup
tl<t≤tl+1
‖un(t)‖L2(Ω) .
Let us take
N = max{δ˜−1|n|γT0 , 1} , γ ∈ [ 7
9
, 1] , (6.0.25)
where δ˜ ∈ (0, δ] is a small number depending only on C1 chosen so that, for γ ∈ [ 79 , 1],
C1|n|1+ 52 (1−γ)(T0
N
)2e
|n|γ
δ
T0
N + C1|n| 52 (1−γ)(T0
N
)
3
2 e
|n|γ
δ
T0
N ≤ C1δ˜2|n| 72− 92γe δ˜δ + C1δ˜ 32 |n| 52−4γe δ˜δ
≤ 1
2
.
Thus we have
sup
tl<t≤tl+1
‖un(t)‖L2(Ω) ≤ C|n|
5
2 (1−γ)e
|n|γ
δ
T0
N ‖un(tl)‖L2(Ω) ,
and in particular,
‖un(tl+1)‖L2(Ω) ≤ C2|n|
5
2 (1−γ)e
|n|γ
δ
T0
N ‖un(tl)‖L2(Ω) . (6.0.26)
Here C2 is independent of n, N , and T0. If N = 1 then we obtain the desired estimate for
T0 ≤ δ˜0|n|−γ . If N ≥ 2 then the iteration leads to the estimate
‖un(T0)‖L2(Ω) = ‖un(tN )‖L2(Ω) ≤
(
C2|n| 52 (1−γ)e
|n|γ
δ
T0
N
)N
‖un(t0)‖L2(Ω)
=
(
C2|n| 52 (1−γ)
) |n|γT0
δ˜ e
|n|γ
δ
T0‖f‖L2(Ω)
≤ CeK|n|γ
(
1+(1−γ) log |n|
)
T0‖f‖L2(Ω) , (6.0.27)
for some K > 0 independent of n, γ, and T0. Hence, (6.0.20) holds. Next we show the
derivative estimate. The above iteration argument does not work well due to the appearance
of the singularity in a short time. To overcome this difficulty, recalling (2.0.8), we write
un(t) = Tν,n(t, 0)f as, instead of (6.0.24),
un(t) = e
−νtAnf
−
∫ t
0
e−ν(t−s)AnP
(
in
(
UE(s) + UBL(s,
·√
ν
)
)
un(s) + un,2∂y
(
UE(s) + UBL(s,
·√
ν
)
)
e1
)
ds
(6.0.28)
52
Here An is the Stokes operator A = −P∆ restricted on the invariant space PnL2σ(Ω). It is
well known that
‖∇e−νtAf‖L2(Ω) ≤
C
ν
1
2 t
1
2
‖f‖L2(Ω) , t > 0 .
Then we have by using the estimate as in (4.0.25) and by applying (6.0.20),
‖∇un(T0)‖L2(Ω) ≤
C
ν
1
2T
1
2
0
‖f‖L2(Ω) +
C|n|
ν
1
2
∫ T0
0
‖un(s)‖L2(Ω)
(T0 − s) 12
ds
≤ C
ν
1
2T
1
2
0
‖f‖L2(Ω) +
C|n|1+ 52 (1−γ)
ν
1
2
∫ T0
0
eK|n|
γ
(
1+(1−γ) log |n|
)
s
(T0 − s) 12
‖f‖L2(Ω) ds
≤ C
ν
1
2T
1
2
0
‖f‖L2(Ω) +
C|n| 12+3(1−γ)eK|n|γ
(
1+(1−γ) log |n|
)
T0
ν
1
2
‖f‖L2(Ω) .
(6.0.29)
This implies (6.0.21).
Case (ii) |n|γν 12 ≥ 1, γ ∈ [2
3
, 1]. The strategy is the same as in the case (i), and we
apply Theorem 5.35 (ii) instead of (i) in this case, which yields from (6.0.24),
‖un(t)‖L2(Ω) ≤ C|n|1−γe
|n|γ
δ
(t−tl)‖un(tl)‖L2(Ω)
+ C|n|1+1−γ
∫ t
tl
e
|n|γ
δ
(t−s)(s− tl)‖un(s)‖L2(Ω) ds
+ C|n|1−γ
∫ t
tl
e
|n|γ
δ
(t−s)(s− tl) 12 ‖un(s)‖L2(Ω) ds .
Thus we have
sup
tl<t≤tl+1
‖un(t)‖L2(Ω) ≤ C|n|1−γe
|n|γ
δ
T0
N ‖un(tl)‖L2(Ω)
+ C1|n|1+1−γ(T0
N
)2e
|n|γ
δ
T0
N sup
tl<t≤tl+1
‖un(t)‖L2(Ω)
+ C1|n|1−γ(T0
N
)
3
2 e
|n|γ
δ
T0
N sup
tl<t≤tl+1
‖un(t)‖L2(Ω) .
Setting N as in (6.0.25), and we see for γ ∈ [ 23 , 1],
C1|n|1+1−γ(T0
N
)2e
|n|γ
δ
T0
N + C1|n|1−γ(T0
N
)
3
2 e
|n|γ
δ
T0
N ≤ C1δ˜2|n|2−3γe δ˜δ + C1δ˜ 32 |n|1− 52γe δ˜δ
≤ 1
2
,
if δ˜ is sufficiently small depending only on C1. Hence we obtain
‖un(tl+1)‖L2(Ω) ≤ C2|n|1−γe
|n|γ
δ
T0
N ‖un(tl)‖L2(Ω) . (6.0.30)
Then (6.0.22) and (6.0.23) follow from (6.0.30) by the same argument as in the case (i). The
details are omitted here. The proof is complete. 
7 Nonlinear stability in Gevrey class
In this section we consider the full nonlinear problem (2.0.7). By the Duhamel formula the
associated integral equations are given by
u(t) = Tν(t, 0)a−
∫ t
0
Tν(t, s)P
(
u · ∇u)ds , t > 0 . (7.0.31)
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For γ ∈ (0, 1], d ≥ 0, and K > 0 let us introduce the Banach space Xd,γ,K as
Xd,γ,K = {f ∈ L2σ(Ω) | ‖f‖Xd,γ,K = sup
n∈Z
(1 + |n|d)eKθγ,n‖Pnf‖L2(Ω) <∞} , (7.0.32)
where θγ,n = |n|γ
(
1 + (1− γ) log(1 + |n|)) as in (6.0.19).
Theorem 7.1 Assume that (WC-t) holds for some T > 0. For any γ ∈ [ 79 , 1), d > 92 − 72γ,
and K > 0, there exist T ′ ∈ (0, T ] and K ′ ∈ (0,K) such that the following statement holds
for any sufficiently small ν > 0. If ‖a‖Xd,γ,K ≤ ν
1
2+β with β = 2(1−γ)γ then the system
(7.0.31) admits a unique solution u ∈ C([0, T ′];L2σ(Ω)) ∩ L2(0, T ′;W 1,20 (Ω)2) satisfying the
estimate
sup
0<t≤T ′
(‖u(t)‖Xd,γ,K′ + (νt) 14 ‖u(t)‖L∞(Ω) + (νt) 12 ‖∇u(t)‖L2(Ω)) ≤ C‖a‖Xd,γ,K . (7.0.33)
Here C > 0 is independent of ν.
Remark 7.2 (i) Since a ∈ L2σ(Ω) and the problem is a two-dimensional one, the unique
existence of global solutions to (7.0.31) in C([0,∞);L2σ(Ω))∩L2loc(0,∞;W 1,20 (Ω)2) is classical
for any ν > 0. The nontrivial part of Theorem 7.1 is the estimate (7.0.33), which is uniform
with respect to sufficiently small ν > 0.
(ii) Theorem 7.1 holds also for γ = 1 if ‖a‖Xg,1,K ≤ κν
1
2 with sufficiently small (but inde-
pendent of ν) κ > 0.
(iii) The requirement γ ∈ [ 79 , 1) comes form Theorem 6.1; the stability estimate for the
evolution operator is obtained only for the exponent γ ∈ [ 79 , 1]. In other words, once Theorem
6.1 is obtained for γ ∈ [ 23 , 1] (with the same estimates as in (6.0.20) - (6.0.23) ) then Theorem
7.1 holds for γ ∈ [ 23 , 1) without any change of the statement.
Proof of Theorem 7.1: Set
q = d− 7
2
(1− γ) ∈ (1, d) , K(t) = K − 2K0t , (7.0.34)
where K0 > 0 is the number in Theorem 6.1. We establish the a priori estimate of the
solution to (7.0.31) in the space
Yγ,K,T ′ = {f ∈ C([0, T ′];L2σ(Ω)) |
‖f‖Yγ,K,T′ = sup
0<t≤T ′
(‖f(t)‖Xq,γ,K(t) + ‖(νt) 12∇f(t)‖Xq,γ,K(t)) <∞} . (7.0.35)
For each n ∈ Z we have
Pnu(t) = Tν,n(t, 0)Pna−
∫ t
0
Tν,n(t, s)PPn
(
u · ∇u)ds , t > 0 . (7.0.36)
For 1 ≤ |n| ≤ δ−10 ν−
3
4 the evolution operator Tν,n(t, s) is estimated as in (6.0.20) - (6.0.23)
in virtue of Proposition 4.1 for |n| ≤ δ−10 and Theorem 6.1 for δ−10 < |n| ≤ δ−10 ν−
3
4 . The
estimate for the case n = 0 follows from Proposition 4.1 with m1 = 1.
Case (i) |n|γν 12 < 1. In this case we have from (6.0.20),
‖Pnu(t)‖L2(Ω) ≤ C(1 + |n|
5
2 (1−γ))eK0θγ,nt‖Pna‖L2(Ω)
+ C(1 + |n| 52 (1−γ))
∫ t
0
eK0θγ,n(t−s)‖Pn(u · ∇u)‖L2(Ω) ds .
(7.0.37)
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The nonlinear term is estimated as
‖Pn(u · ∇u)‖L2(Ω) ≤ ‖‖Pn(u1∂xu)‖L2(Ω) + ‖Pn(u2∂yu)‖L2(Ω)
≤ ‖
∑
j∈Z
(e−ijxPju1) · (e−i(n−j)x∂xPn−ju)‖L2y(R+)
+ ‖
∑
j∈Z
(e−ijxPju2) · (e−i(n−j)x∂yPn−ju)‖L2y(R+) .
From the Gagliardo-Nirenberg inequality we have
‖
∑
j∈Z
(e−ijxPju1) · (e−i(n−j)x∂xPn−ju)‖L2y(R+)
≤
∑
j∈Z
‖e−ijxPju1‖L∞y (R+)‖e−i(n−j)xPn−j∂xu‖L2y(R+)
≤ C
∑
j∈Z
‖e−ijxPju1‖
1
2
L2(R+)
‖∂ye−ijxPju1‖
1
2
L2(R+)
|n− j| 12 ‖Pn−ju‖
1
2
L2(Ω)‖Pn−j∂xu‖
1
2
L2(Ω)
≤ C
∑
j∈Z
‖Pju1‖
1
2
L2(Ω)‖∇Pju1‖
1
2
L2(Ω)|n− j|
1
2 ‖Pn−ju‖
1
2
L2(Ω)‖∇Pn−ju‖
1
2
L2(Ω) .
On the other hand, the divergence free condition implies
‖
∑
j∈Z
(e−ijxPju2) · (e−i(n−j)x∂yPn−ju)‖L2y(R+)
≤
∑
j∈Z
‖e−ijxPju2‖L∞y (R+)‖e−i(n−j)xPn−j∂yu‖L2y(R+)
≤ C
∑
j∈Z
‖e−ijxPju2‖
1
2
L2(R+)
‖∂ye−ijxPju2‖
1
2
L2(R+)
‖Pn−j∂yu‖L2(Ω)
≤ C
∑
j∈Z
‖Pju1‖
1
2
L2(Ω)‖Pj∂xu1‖
1
2
L2(Ω)‖∇Pn−ju‖L2(Ω)
≤ C
∑
j∈Z
|j| 12 ‖Pju1‖L2(Ω)‖∇Pn−ju‖L2(Ω) .
Thus, for u ∈ Yγ,K,T ′ we have
‖Pn(u · ∇u)(s)‖L2(Ω)
≤ C
(νs)
1
2
∑
j∈Z
( 1
(1 + |j|q)(1 + |n− j|q− 12 ) +
1
(1 + |j|q− 12 )(1 + |n− j|q)
)
× e−K(s)θγ,j−K(s)θγ,n−j‖u‖2Yγ,K,T′
Since the function h(τ) = τγ
(
1 + (1− γ) log(1 + τ)), γ ∈ (0, 1), is monotone increasing and
concave for τ > 0 we have θγ,j + θγ,n−j ≥ θγ,n. Then we finally obtain
‖Pn(u · ∇u)(s)‖L2(Ω) ≤
C
(νs)
1
2
e−K(s)θγ,n
1 + |n|q− 12 ‖u‖
2
Yγ,K,T′
. (7.0.38)
Here we have also used the condition q > 1. Note that (7.0.38) itself is valid for all n ∈ Z.
By the definition of K(t) in (7.0.34), we have for |n| ≥ 1,∫ t
0
eK0θγ,n(t−s)e−K(s)θγ,ns−
1
2 ds = e−(K−K0t)θγ,n
∫ t
0
eK0θγ,nss−
1
2 ds
≤ Ce−(K−2K0t)θγ,n min{ 1
(K0θγ,n)
1
2
, t
1
2 } , (7.0.39)
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Therefore, from (7.0.37), (7.0.38), and (7.0.39), we obtain
‖Pnu(t)‖L2(Ω) ≤ C
e−(K−K0t)θγ,n
1 + |n|d− 52 (1−γ) ‖a‖Xd,γ,K
+
C(1 + |n|) 12+ 52 (1−γ)e−K(t)θγ,n
ν
1
2 (1 + |n|q) min{
1
(K0θγ,n)
1
2
, t
1
2 }‖u‖2Yγ,K,T′ ,
and hence, if T ′ < K2K0 then for β =
2(1−γ)
γ ,
sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|q)eK(t)θγ,n‖Pnu(t)‖L2(Ω)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2 ‖u‖2Yγ,K,T′ sup
|n|γν 12<1
(1 + |n|) 12+ 52 (1−γ)min{θ−
1
2
γ,n, T
′ 12 }
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2−β‖u‖2Yγ,K,T ′ sup
|n|γν 12<1
(1 + |n|) 12+ 52 (1−γ)−2βγmin{θ−
1
2
γ,n, T
′ 12 }
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2−β‖u‖2Yγ,K,T ′ sup
n∈Z
(1 + |n|) 12− 32 (1−γ)min{θ−
1
2
γ,n, T
′ 12 }
)
. (7.0.40)
Since θγ,n = |n|γ
(
1 + (1− γ) log(1 + |n|)) and γ < 1 we see
lim
T ′→0
sup
n∈Z
(1 + |n|) 12− 32 (1−γ)min{θ−
1
2
γ,n, T
′ 12 } = 0 . (7.0.41)
The derivative estimate is obtained similarly for |n|γν 12 < 1. Indeed, from Proposition 4.1
for |n| ≤ δ−10 and Theorem 6.1 for δ−10 < |n| < ν−
1
2γ , we have, instead of (7.0.37),
‖∇Pnu(t)‖L2(Ω) ≤
C
ν
1
2
( 1
t
1
2
+ |n| 12+3(1−γ)eK0θγ,nt)‖Pna‖L2(Ω)
+
C
ν
1
2
∫ t
0
( 1
(t− s) 12 + |n|
1
2+3(1−γ)eK0θγ,n(t−s)
)‖Pn(u · ∇u)‖L2(Ω) ds .
(7.0.42)
Noe that the inequality eK0θγ,nt ≤ C(K0θγ,nt)− 12 e2K0|n|γt holds. Then the first term of the
right-hand side of (7.0.42) is bounded from above by
C
(νt)
1
2
(
1 + |n| 72 (1−γ)e2K0θγ,nt)‖Pna‖L2(Ω) .
On the other hand, by using (7.0.38) the second term of the right-hand side of (7.0.42) is
estimated as
C(1 + |n| 12 )
ν(1 + |n|q)
∫ t
0
( 1
(t− s) 12 + |n|
1
2+3(1−γ)eK0θγ,n(t−s)
)e−K(s)θγ,n
s
1
2
ds ‖u‖2Yγ,K,T′
=: Iν,n(t)‖u‖2Yγ,K,T ′ .
Here we have to be careful about the derivative loss in Iν,n(t) for large n. We observe that,
for l ∈ (−1, 1],∫ t
0
(t− s)leK0θγ,n(t−s)−K(s)θγ,ns− 12 ds ≤ Ce−K(t)θγ,n min{ 1
θ1+lγ,n t
1
2
, t
1+l
2 } . (7.0.43)
Then the term Iν,n(t) is estimated as
Iν,n(t) ≤ C(1 + |n|
1
2 )e−K(t)θγ,n
ν(1 + |nq) min{
1
(θγ,nt)
1
2
, t
1
4 }
+
C(1 + |n|)1+3(1−γ)e−K(t)θγ,n
ν(1 + |n|q) min{
1
θγ,nt
1
2
, t
1
2 } .
(7.0.44)
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Thus we obtain for T ′ < K2K0 ,
(νt)
1
2 ‖∇Pnu(t)‖L2(Ω)
≤ Ce
−K(t)θγ,nγ
(1 + |n|)d− 72 (1−γ) ‖a‖Xd,γ,K0 +
C(1 + |n|) 12 e−K(t)θγ,n
ν
1
2 (1 + |n|q) min{θ
− 12
γ,n , t
3
4 }‖u‖2Yγ,K,T′
+
C(1 + |n|)1+3(1−γ)e−K(t)θγ,n
ν
1
2 (1 + |n|q) min{θ
−1
γ,n , t} ‖u‖2Yγ,K,T′ .
Recall that q = d− 72 (1− γ) and β = 2(1−γ)γ . Then we have
sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|q)eK(t)|n|γ (νt) 12 ‖∇Pnu(t)‖L2(Ω)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2 ‖u‖2Yγ,K,T ′ sup
|n|γν 12<1
(1 + |n|) 12 min{θ−
1
2
γ,n , T
′ 34 }
+ ν−
1
2 ‖u‖2Yγ,K,T′ sup
|n|γν 12<1
(1 + |n|)1+3(1−γ)min{θ−1γ,n , T ′}
))
≤ C
(
‖a‖Xd,γ,K + ν−
1
2−β‖u‖2Yγ,K,T′ sup
|n|γν 12<1
(1 + |n|) 12−2βγ min{θ−
1
2
γ,n , T
′ 34 }
+ ν−
1
2
−β‖u‖2Yγ,K,T ′ sup
|n|γν 12<1
(1 + |n|)1+3(1−γ)−2βγmin{θ−1γ,n , T ′}
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2−β‖u‖2Yγ,K,T′ sup
n∈Z
(1 + |n|) 12−4(1−γ)min{θ−
1
2
γ,n , T
′ 34 }
+ ν−
1
2−β‖u‖2Yγ,K,T ′ sup
n∈Z
(1 + |n|)1−(1−γ)min{θ−1γ,n , T ′}
)
.
(7.0.45)
Note that, since θγ,n = |n|γ
(
1 + (1− γ) log(1 + |n|)) and γ < 1, we see that
lim
T ′→0
sup
n∈Z
(1 + |n|) 12−4(1−γ)min{θ−
1
2
γ,n , T
′ 12 } = 0 ,
lim
T ′→0
sup
n∈Z
(1 + |n|)1−(1−γ)min{θ−1γ,n , T ′} = 0 .
(7.0.46)
Case (ii) |n|γν 12 ≥ 1 and |n| ≤ δ−1
0
ν−
3
4 . The argument is the same as in the case (i),
we simply apply the result of (ii) in Theorem 6.1 in this case. From (7.0.36) combined with
(6.0.22) and (7.0.38) we have
‖Pnu(t)‖L2(Ω) ≤ C|n|1−γeK0θγ,nt‖Pna‖L2(Ω)
+
C(1 + |n|) 12
ν
1
2 (1 + |n|q)
∫ t
0
|n|1−γeK0θγ,n(t−s)e−K(s)θγ,ns− 12 ds ‖u‖2Yγ,K,T′
≤ C|n|
1−γe−K(t)θγ,n
(1 + |n|d) ‖Pna‖Xd,γ,K
+
C|n| 12+1−γ
ν
1
2 (1 + |n|q)
∫ t
0
eK0θγ,n(t−s)e−K(s)θγ,ns−
1
2 ds ‖u‖2Yγ,K,T ′ .
(7.0.47)
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Using (7.0.39) and (7.0.39), we obtain from the similar calculation as in (7.0.40),
sup
0<t≤T ′
sup
ν
− 1
2γ ≤|n|≤δ−10 ν−
3
4
(1 + |n|q)eK(t)θγ,n‖Pnu(t)‖L2(Ω)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2 ‖u‖2Yγ,K,T ′ sup
ν
− 1
2γ ≤|n|≤δ−10 ν−
3
4
(1 + |n|) 12+1−γ min{θ−
1
2
γ,n, T
′ 12 }
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2 ‖u‖2Yγ,K,T ′ sup
ν
− 1
2γ ≤|n|≤δ−10 ν−
3
4
(1 + |n|) 32 (1−γ)
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2− 98 (1−γ)‖u‖2Yγ,K,T′
)
. (7.0.48)
In the first line we have used the fact d−q−1+γ ≥ 0 by the choice of q. As for the derivative
estimate, we have from (6.0.23),
‖∇Pnu(t)‖L2(Ω)
≤ C
ν
1
2
( 1
t
1
2
+ |n| 12+ 32 (1−γ)eK0θγ,n(t−s))‖Pna‖L2(Ω)
+
C(1 + |n|) 12
ν(1 + |n|q)
∫ t
0
( 1
(t− s) 12 + |n|
1
2+
3
2 (1−γ)eK0θγ,n(t−s)
)
e−K(s)θγ,ns−
1
2 ds ‖u‖2Yγ,K,T′ .
(7.0.49)
Therefore, the similar computation as in (7.0.48) using (7.0.43) yields
sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|q)eK(t)|n|γ (νt) 12 ‖∇Pnu(t)‖L2(Ω)
≤ C
(
‖a‖Xd,γ,K + ν
1
2 ‖u‖2Yγ,K,T ′ sup
ν
− 1
2γ ≤|n|≤δ−10 ν−
3
4
(1 + |n|) 12 min{θ−
1
2
γ,n , T
′ 12 }
+ ν−
1
2 ‖u‖2Yγ,K,T′ sup
ν
− 1
2γ ≤|n|≤δ−10 ν−
3
4
(1 + |n|)1+ 32 (1−γ)min{θ−1γ,n , T ′}
))
≤ C
(
‖a‖Xd,γ,K + ν−
1
2− 158 (1−γ)‖u‖2Yγ,K,T′
)
. (7.0.50)
Note that 158 (1− γ) < β = 2γ (1− γ) for γ < 1.
Case (iii) |n| > δ−1
0
ν−
3
4 . In this case we apply Theorem 4.2. For the estimate of
‖Pnu(t)‖L2(Ω) we have from (7.0.36) combined with (4.0.28) and(7.0.38),
‖Pnu(t)‖L2(Ω) ≤ C‖Pna‖L2(Ω) +
C(1 + |n|) 12
ν
1
2 (1 + |n|q)
∫ t
0
e−
1
4ν|n|2(t−s)e−K(s)θγ,ns−
1
2 ds ‖u‖2Yγ,K,T ′ .
(7.0.51)
Then we see
I = (1 + |n|) 12
∫ t
0
e−
1
4ν|n|2(t−s)e−K(s)θγ,ns−
1
2 ds ≤ Ce
−K(t)θγ,n
ν
1
2 (1−γ)
(7.0.52)
for |n| > δ−10 ν−
3
4 . Indeed, when δ−10 ν
− 34 ≤ |n| ≤ ν−1 we have
I ≤ C|n| 12
∫ t
0
e−K(s)θγ,ns−
1
2 ds ≤ C|n| 12 e−K(t)θγ,nθ−
1
2
γ,n ≤ Cν− 12 (1−γ)e−K(t)θγ,n ,
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while when |n| ≥ ν−1 we use the factor e− 14νn2(t−s) in the integral of I, and then
I ≤ C
∫ t
0
1
ν
1
4 (t− s) 14 e
−K(s)θγ,ns−
1
2 ds ≤ Ce
−K(t)θγ,n
ν
1
4 θ
1
4
γ,n
≤ Ce−K(t)θγ,nν− 14 (1−γ) ,
which proves (7.0.52). Then (7.0.51) and (7.0.52) give
sup
0<t≤T ′
sup
|n|≥δ−10 ν−
3
4
(1 + |n|q)eK(t)θγ,n‖Pnu(t)‖L2(Ω) ≤ C
(
‖a‖Xd,γ,K + ν−
1
2− 12 (1−γ)‖u‖2Yγ,K,T ′
)
.
(7.0.53)
The derivative of Pnu is estimated by using (4.0.29), and we obtain
‖∇Pnu(t)‖L2(Ω)
≤ C
(νt)
1
2
(
1 + |n|t)e− 14 νn2t‖Pna‖L2(Ω)
+
C(1 + |n|) 12
ν(1 + |n|q)
∫ t
0
( 1
(t− s) 12 + |n|(t− s)
1
2
)
e−
1
4ν|n|2(t−s)e−K(s)θγ,ns−
1
2 ds ‖u‖2Yγ,K,T′ .
(7.0.54)
The last integral has to be computed carefully as in (7.0.52). Our aim is to show
II := (1 + |n|) 12
∫ t
0
( 1
(t− s) 12 + |n|(t− s)
1
2
)
e−
1
4ν|n|2(t−s)−K(s)θγ,ns−
1
2 ds
≤ Ce
−K(t)θγ,n
ν
3
2 (1−γ)t
1
2
, (7.0.55)
for |n| ≥ δ−10 ν−
3
4 . We first consider the case δ−10 ν
− 34 ≤ |n| ≤ ν−1. In this case we have from
(7.0.43) and θγ,n = |n|γ
(
1 + (1− γ) log(1 + |n|)),
II ≤ Ce
−K(t)θγ,n
t
1
2
(|n| 1−γ2 + |n| 32 (1−γ)) ≤ Ce−K(t)θγ,n
ν
3
2 (1−γ)t
1
2
. (7.0.56)
Next we consider the case |n| ≥ ν−1. In this case we use the factor e− 14νn2(t−s) in the integral
of II, and then
II ≤ C
∫ t
0
( 1
ν
1
4 (t− s) 34 +
1
ν
3
4 (t− s) 14
)
e−K(s)θγ,ns−
1
2 ds,
which is bounded from above by, again from (7.0.43) and |n| ≥ ν−1,
C
( 1
ν
1
4 θ
1
4
γ,n
+
1
ν
3
4 θ
3
4
γ,n
)
t−
1
2 e−K(t)θγ,n ≤ Ce
−K(t)θγ,n
ν
3
4 (1−γ)t
1
2
. (7.0.57)
Collecting (7.0.56) and (7.0.57), we obtain (7.0.55). Then (7.0.51) and (7.0.55) yield
(1 + |n|q)eK(t)|n|γ (νt) 12 ‖∇Pnu(t)‖L2(Ω)
≤ C (1 + |n|t)
1 + |n|d−q e
−2K0θγ,nt− 14νn2t‖a‖Xd,γ,K + Cν−
1
2− 32 (1−γ)‖u‖2Yγ,K,T′
≤ C (1 + |n|
1−γ)
1 + |n|d−q ‖a‖Xd,γ,K + Cν
− 12− 32 (1−γ)‖u‖2Yγ,K,T′ .
Since d− q − 1 + γ ≥ 0 by the choice of q, we obtain
sup
|n|≥δ−10 ν−
3
4
(1 + |n|q)eK(t)|n|γ (νt) 12 ‖∇Pnu(t)‖L2(Ω) ≤ C
(‖a‖Xd,γ,K + ν− 12− 32 (1−γ)‖u‖2Yγ,K,T′ ) .
(7.0.58)
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Since β = 2(1−γ)γ and 0 < γ < 1 we have ν
β− 32 (1−γ) → 0 as ν → 0. Collecting (7.0.40),
(7.0.41), (7.0.45), (7.0.46), (7.0.48), (7.0.50), (7.0.53), and (7.0.58), we have arrived at, for
γ ∈ [ 79 , 1) and T ′ < K2K0 ,
‖u‖Yγ,K,T ′ ≤ C′
(
‖a‖Xd,γ,K0 + κν−
1
2−β‖u‖2Yγ,K,T ′
)
. (7.0.59)
Here C′ > 0 is independent of small T ′ and ν, while κ = κ(T ′, ν) > 0 is taken as small
enough when T ′ and ν are sufficiently small. Hence, we can close the estimate if T ′ and
ν are small enough as long as ‖u‖Yγ,K,T′ ≤ Cν
1
2+β , which is consistent with the condition
‖a‖Xd,γ,K ≤ ν
1
2+β . Note that the number T ′ is taken uniformly with respect to sufficiently
small ν. In particular, we obtain
‖u‖Yγ,K,T ′ ≤ 2C′‖a‖Xd,γ,K . (7.0.60)
The existence of solutions satisfying (7.0.60) is proved by the Banach fixed point theorem
in the closed ball {f ∈ Yγ,K,T ′ | ‖f‖Yγ,K,T ′ ≤ 2C′‖a‖Xd,γ,K}, based on exactly the same
calculation as above. Since the argument is standard we omit the details here. Note that if
u ∈ Yγ,K,T ′ and T ′ ∈ (0, K4K0 ) then u(t), (νt)
1
2∇u(t) ∈ Xq,γ,2K′ ⊂ Xd,γ,K′ with K ′ = K4 for
all t ∈ (0, T ′], and sup
0<t≤T ′
(‖u(t)‖Xd,γ,K′ +(νt) 12 ‖∇u(t)‖Xd,γ,K′ ) ≤ C‖u‖Yγ,K,T′ holds. Hence,
by using the embedding
(νt)
1
4 ‖u(t)‖L∞(Ω) + (νt)
1
2 ‖∇u(t)‖L2(Ω) ≤ C
(‖u(t)‖Xd,γ,K′ + (νt) 12 ‖∇u(t)‖Xd,γ,K′ ) ,
the estimate (7.0.33) follows from (7.0.60). The proof is complete. 
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A Proof of Lemma 5.30
To prove Lemma 5.30 we first show
Lemma A.1 Let k = 0, 1, 2. There exists C,M > 0 such that if |αǫ˜ 13 | ≤ 12 , then for all z
satisfying | arg(z)| ≤ 5π6 , |z| ≥M ,
1
C
|z− 5−2k4 e− 23 z
3
2 | ≤ |∂kzAiα(z)| ≤ C|z−
5−2k
4 e−
2
3 z
3
2 |. (A.0.61)
Proof: We first make the change of variables u = |z| 12 t in (5.3.92), so that
Aiα(z) =
1
2iπ
|z|− 12
∫
|z|− 12 L
exp
(
|z| 32 (ei arg(z)u− u33 ))
u2 − |z|−1(ǫ˜) 23α2 du.
By Cauchy’s theorem, for |z| ≥ 1, we can replace the contour |z|− 12L by L, so that
Aiα(z) =
1
2iπ
|z|− 12
∫
L
exp
(
|z| 32 (ei arg(z)u− u33 ))
u2 − |z|−1(ǫ˜) 23α2 du.
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Set
A(ρ, θ, η) = 1
2iπ
ρ−1/2
∫
L
exp
(
ρ
3
2
(
eiθu− u33
))
u2 − ρ−1η2 du.
where ρ ≥ 1, |η| ≤ 12 , θ ∈ [− 5π6 , 5π6 ]. We shall prove that:
A(ρ, θ, η) ∼ 1
2i
√
π
(ρeiθ)−
5
4 exp(−2
3
(ρeiθ)
3
2 ), ρ→ +∞ (A.0.62)
uniformly in η and θ. Case k = 0 in Lemma A.1 follows immediately. Cases k = 1, 2 are
treated similarly.
To prove (A.0.62), we use the method of steepest descent. This method is exposed with
much details in [2], where an equivalent of the classical Airy function
Ai(ρ) =
1
2iπ
ρ1/2
∫
L
exp
(
ρ
3
2 (u− u
3
3
)
)
du
is derived as ρ→ +∞. In our setting, the idea is to replace the curve L by a curve Lθ that
goes through a critical point of the phase hθ(u) = e
iθu− u33 . More precisely, one must choose
at least locally the curve of steepest descent for Rehθ through the critical point. By Cauchy-
Riemann theorem, the gradients of Rehθ and Imhθ are orthogonal, so that the imaginary
part of the phase remains constant along that curve. In this way, there is no oscillation of
the phase along that curve, which allows application of the Laplace method to the integral,
replacing hθ and the factor (u
2 − ρ−1η2)−1 by their leading part at the critical point. The
difficulty lies in the choice of the good curve Lθ, in the range θ ∈ [− 5π6 , 5π6 ]. Before describing
Lθ, we collect information on the phase hθ. It has two critical points: h
′
θ(u) = 0 if and only
if u = ±ei θ2 . We denote uθ = −ei θ2 . The curves of steepest descent and ascent near u = uθ
satisfy Imh(u) = Imh(uθ). With u = x+ iy, this reads
sin θ x+ cos θ y − yx2 + 1
3
y3 +
2
3
sin(
3θ
2
) = 0. (A.0.63)
Note that this equation is invariant under the transformation (y, θ)→ (−y,−θ). From now
on, we therefore focus on the case θ ∈ [− 5π6 , 0], all arguments being transposable to [0, 5π6 ].
Let us denote by Γθ the curve of steepest descent through uθ = xθ + iyθ, which is at least
locally defined. One computes h′′θ (uθ) = 2e
i θ2 , so that for u close to uθ,
hθ(u)− hθ(uθ) ∼ h
′′
θ (uθ)
2
(u − uθ)2 = r2ei( θ2+2ϕ), with u− uθ = reiϕ.
The curve of steepest descent corresponds to the conditions
sin
(θ
2
+ 2ϕ
)
= 0, cos
(θ
2
+ 2ϕ
)
< 0.
Hence, it is tangent to the line φ = − θ4 ± π2 .
For θ = 0, the computation is explicit and performed in [2]. The curve of steepest descent is
given by
Γ0 = {(x, y), 1− x2 + 1
3
y2 = 0}.
This is a branch of hyperbola, see [2] for details. For θ ∈ [− 5π6 , 0), as the tangent line is
φ = − θ4 ± π2 , one has locally near (xθ , yθ) that:
• the upper branch of Γθ (corresponding to y > yθ) goes in the upper left direction:
the points (x, y) on this upper branch satisfy y > yθ, x < xθ. Moreover, from the
expression of Imh,
∂x Imhθ(x, y) = sin θ + 2xy, ∂y Imhθ(x, y) = (cos θ − x2) + y2.
It yields ∂x Imh(x, y) > 0, ∂y Imh(x, y) > 0 on the upper branch, near (xθ , yθ).
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• the lower branch of Γθ (corresponding to y < yθ) goes in the lower right direction: the
points (x, y) on this lower branch satisfy y < yθ, x > xθ. Moreover ∂x Imh(x, y) < 0,
∂y Imh(x, y) < 0, near (xθ, yθ).
Note that ∂y Imh is increasing with y over {y > 0}, as ∂2y Imh = 2y. Also, ∂x Imh does not
vanish on {x < xθ, y > yθ}, nor on {xθ < x < 0, 0 < y < yθ}. From these remarks, it follows
that the upper branch keeps pointing in the upper left direction and extends to infinity in
y. Taking the limit y → +∞ in (A.0.63), we see that Γθ is asymptotic to −yx2 + 13y3 = 0,
which means that
lim
z∈Γθ,
Im z→+∞
arg(z) =
2π
3
.
From the same remarks, it follows that the lower branch of Γθ must escape the upper left
quadrant. It can be either by the imaginary axis or by the real axis (depending on the value
of θ). In the special case θ = − 2π3 , direct verification shows that
Γ− 2π3 ∩ {x ≤ 0, y ≥ 0} = exp(
2iπ
3
)R+,
so that it escapes by the origin. Nevertheless, for θ ∈ [−π2 , 0[, Γθ can never cross the
imaginary axis, as ∂y Imh|x=0 = cos θ + y2 > 0. Moreover, still for θ ∈ [−π2 , 0[, ∂x Imh =
sin θ − 2xy < 0 for all y < 0 and x < 0. Hence, the lower branch extends to infinity in y,
and taking the limit y → −∞ in (A.0.63), we see that Γθ is asymptotic to −yx2 + 13y3 = 0,
which means that
lim
z∈Γθ,
Im z→−∞
arg(z) = −2π
3
.
We now describe our choice for the contour Lθ. We need to pay attention to the poles ±ρ− 12 η
in the integrand, due to the denominator u2 − ρ−1η2. We want to choose Lθ so that it is
homotopic to L without crossing the poles.
• If θ ∈ [−π2 , 0], Γθ exits the upper left quadrant through the negative real axis, away
from the origin (which is the exit point for θ = − 2π3 ). Hence, for ρ large enough,
uniformly in θ ∈ [−π2 , 0] and |η| ≤ 12 , Γθ (oriented from bottom to top) is homotopic
to L without crossing the poles. We take Lθ = Γθ.
• If θ ∈ [− 5π6 ,−π2 [, we note that Reh(uθ) = − 23 cos(3θ2 ) ≥
√
2
3 . Let R > 0 such that
R + R
3
3 <
√
2
6 . For ρ large enough, the poles ±ρ−
1
2 η are in D(0, R2 ). Let us denote
by zθ the point (either on the real or imaginary axis) at which Γθ exits the upper left
quadrant. There are three possibilities.
– either zθ is real negative and less than −R. In this case, we take
Lθ = Lθ,− ∪ Lθ,0 ∪ Lθ,+
where
Lθ,− =
{
re−2iπ/3, r ∈ (R,+∞)
}
, L0 =
{
Reiθ, θ ∈ [−π,−2π
3
]
}
∪ [zθ,−R],
and Lθ,+ = Γθ ∩ {x < 0, y > 0} (oriented from bottom to top).
– or zθ is on the imaginary axis, above iR. In this case, we take
Lθ = Lθ,− ∪ Lθ,0 ∪ Lθ,+
where
Lθ,− =
{
re−2iπ/3, r ∈ (R,+∞)
}
, L0 =
{
Reiθ, θ ∈ [−3π
2
,−2π
3
]
}
∪ [iR, zθ],
and Lθ,+ = Γθ ∩ {x < 0, y > 0} (oriented from bottom to top).
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– or Γθ crosses the circle {z = |R|} before exiting the upper left quadrant, at some
z = Reiα, α ∈ [−3π/2,−π]. We set in this case
Lθ = Lθ,− ∪ Lθ,0 ∪ Lθ,+
where
Lθ,− =
{
re−2iπ/3, r ∈ (R,+∞)
}
, L0 =
{
Reiθ, θ ∈ [α,−2π
3
]
}
,
Lθ,+ = Γθ ∩ {x < 0, y > 0, |x+ iy| > R} (oriented from bottom to top).
In all three cases, the path Lθ is homotopic to L away from the poles. Moreover, the
important point is that that there exists µ > 0 such that for all z ∈ Lθ,− ∪ Lθ,0,
Reh(z) ≤ Reh(uθ)− µ. (A.0.64)
(this condition is the one needed to apply the method of steepest descent, see [2]).
Indeed, from the choice of R, this condition is obviously satisfied over |z| = R. If
zθ ∈ (−∞,−R), we find for all z ∈ [zθ,−R],
Reh(z) = cos θz − 1
3
z3 ≤ Reh(zθ) ≤ Reh(uθ)− µ
for some µ > 0 (as zθ belongs to the line of steepest descent). On the other hand, if
zθ ∈ [iR, i∞], we find for all z ∈ [iR, zθ],
Reh(z) = − sin θ|z|+ 1
3
|z|3 ≤ Reh(zθ) ≤ Reh(uθ)− µ
for some µ > 0. Finally, for all r ∈ [R,+∞),
Reh(re−
2iπ
3 ) = cos(θ − 2π
3
)r − r
3
3
which reaches its maximal value at r = R when θ ∈ [− 5π6 , 0].
By Cauchy’s theorem, we write
A(ρ, θ, η) = 1
2iπ
ρ−1/2
∫
Lθ
exp(ρ
3
2
(
eiθu− u33
)
u2 − ρ−1η2 du.
The steepest method applies to the right-hand side: one can replace the phase hθ(u), the
factor 1u2−ρ−1η2 , and the contour parametrization by their leading order terms near u = uθ.
We find, for any a > 0 small enough
A(ρ, θ, η) ∼ 1
2iπ
ρ−
1
2
exp(− 23 (ρeiθ)
3
2 )
uθ − ρ−1η2
∫
[uθ−iae−i
θ
4 ,uθ+iae
−i θ
4 ]
exp(ρ
3
2 (u− uθ)2ei θ2 )du
∼ 1
2i
√
π
(ρeiθ)−
5
4 exp(−2
3
(ρeiθ)
3
2 )
as expected. 
Proof of (5.3.96). Recall that Zc = Yc+ i
Im cǫ
∂Y V |Y=Yc and ǫ˜ =
ǫ
∂Y V |Y=Yc , and it is assumed that
|Yc| + Im cǫ ≤ C|ǫ| 1−θ3 ≪ 1 for some small θ ∈ (0, 110 ). Taking into account the pointwise
estimate (5.3.94) we set
2
3
(Y − Zc
ǫ˜
1
3
) 3
2 − 2
3
(− Zc
ǫ˜
1
3
) 3
2 =
2
3
(n∂Y V |Y=Yc)
1
2
(
f(Y )
3
2 − f(0) 32 ) ,
f(Y ) = e
π
6 i
(
Y − Yc − i Im cǫ
∂Y V |Y=Yc
)
.
(A.0.65)
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We first give the lower bound of Re(f(Y )
3
2 − f(0) 32 ). To this end we observe that the
condition Im cǫ > 0 implies
−π < arg(Y − Yc − i Im cǫ
∂Y V |Y=Yc
) < 0 , Y ≥ 0 ,
and therefore,
−5π
6
< arg f(Y ) <
π
6
, Y ≥ 0 .
Set z1 = f(Y ) and z0 = f(0). Then the segment ρ : ρ(t) = tz1 + (1 − t)z0, 0 ≤ t ≤ 1, lies in
the half plane − 5π6 < arg ρ(t) < π6 , and hence, we see
f(Y )
3
2 − f(0) 32 =
∫
ρ
(z
3
2 )′ dz =
3
2
(z1 − z0)
∫ 1
0
(
ρ(t)
) 1
2 dt =
3
2
Y
∫ 1
0
{
e
π
3 iρ(t)
} 1
2 dt .
Set λ(t) =
{
e
π
3 iρ(t)
} 1
2 . Since −π2 < arg
(
e
π
3 iρ(t)
)
< π2 , we have
Re(λ(t)) ≥ 1√
2
|ρ(t)| 12 ≥ 1
8
(|Yc − tY | 12 + ( Im cǫ
∂Y V |Y=Yc
)
1
2
)
,
which implies
Re
(
f(Y )
3
2 − f(0) 32 ) = 3
2
Y
∫ 1
0
Re(λ(t)) dt ≥ 3Y
16
( ∫ 1
0
|Yc − tY | 12 dt+ ( Im cǫ
∂Y V |Y=Yc
)
1
2
)
.
(A.0.66)
It is not difficult to find a constant C > 0 such that
∫ 1
0
|Yc − tY | 12 dt ≥ 1C |Yc|
1
2 for all Y ≥ 0.
Hence, there exists C > 0 such that
2
3
(n∂Y V |Y=Yc)
1
2 Re
(
f(Y )
3
2 − f(0) 32 ) ≥ 1
C
|Zc
ǫ˜
| 12Y , Y ≥ 0 . (A.0.67)
Then (5.3.94) combined with (A.0.65) and (A.0.67) gives the estimate
|∂kY ψAi(Y )| ≤ C|ǫ˜|−
k
3 |Zc
ǫ˜
1
3
| 54 |Y − Zc
ǫ˜
1
3
|− 5−2k4 e− 1C |Zcǫ˜ |
1
2 Y , Y ≥ 0 , k = 0, 1, 2 . (A.0.68)
By using (A.0.68), ‖∂kY ψAi‖L2 is estimated in the following three cases: (i) Yc ≤ 0 (ii)
0 < Yc ≤ Im cǫ (iii) Yc ≥ Im cǫ. Here we give the proof only for the cases (ii) and (iii). The
case (i) is computed in the same manner. We see
‖∂kY ψAi‖2L2 ≤ C|ǫ˜|−
2k
3 |Zc
ǫ˜
1
3
| 52
∫ Yc
2
0
|Y − Zc
ǫ˜
1
3
|− 5−2k2 e− 2C |Zcǫ˜ |
1
2 Y dY
+ C|ǫ˜|− 2k3 |Zc
ǫ˜
1
3
| 52
∫ ∞
Yc
2
|Y − Zc
ǫ˜
1
3
|− 5−2k2 e− 2C |Zcǫ˜ |
1
2 Y dY
=: I + II .
The term I is estimated as
I ≤ C|ǫ˜|− 2k3 |Zc
ǫ˜
1
3
| 52 |Zc
ǫ˜
1
3
|− 5−2k2
∫ Yc
2
0
e−
2
C
|Zc
ǫ˜
| 12 Y dY ≤ C|ǫ˜|− 2k3 |Zc
ǫ˜
1
3
|k|ǫ˜| 12 |Zc|− 12
≤ C|ǫ˜| 13− 2k3 |Zc
ǫ˜
1
3
|k− 12 .
As for the term II, distinguishing the regions where Y is away from Yc and Y close to Yc,
we find
II ≤ C|ǫ˜|− 2k3 |Zc
ǫ˜
1
3
| 52 |ǫ˜ 13 | 5−2k2 | ǫ˜
Zc
| 12 e− 1C |Zcǫ˜ |
1
2 Yc
(|Zc|− 5−2k2 + (Im cǫ)− 5−2k2 )
≤ C|ǫ˜| 13− 2k3 |Zc
ǫ˜
1
3
|2e− 1C |Zcǫ˜ |
1
2 Yc | ǫ˜
1
3
Im cǫ
| 5−2k2 .
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If 0 < Yc ≤ Im cǫ then |Zc| ≤ C Im cǫ, while if Yc ≥ Im cǫ then |Zc
ǫ˜
1
3
|2e− 1C |Zcǫ˜ |
1
2 Yc ≤ C′ since
Yc ≃ |Zc| in this case. Hence, both in the cases (ii) and (iii) we conclude that
II ≤ C|ǫ˜| 13− 2k3 |Zc
ǫ˜
1
3
|k− 12 .
Collecting the estimates for I and II, we obtain (5.3.96), for |Zc| ≃ |cǫ| and |ǫ| ≃ |ǫ˜|. The
proof is complete.
B Method of continuity in abstract framework
Proposition B.1 Let L : D(L) ⊂ X → X be a closed linear operator in a Banach space X.
Let Σ be an arcwise connected set in C. Assume that
(i) there exists µ0 ∈ Σ such that µ0 ∈ ρ(−L),
(ii) there exists CΣ > 0 such that for any µ ∈ Σ and for any f ∈ X there exists u ∈ D(L)
such that (µ+ L)u = f and ‖u‖X ≤ CΣ‖f‖X.
Then Σ ⊂ ρ(−L).
Proof: Fix any µ ∈ Σ and take the continuous curve λ : [0, 1] → Σ connecting µ0 and
µ: λ(0) = µ0, λ(1) = µ, and λ(t) ∈ Σ for all t ∈ [0, 1]. Since µ0 ∈ ρ(−L) and ρ(−L) is
open, there exists δ > 0 such that λ([0, δ]) ⊂ ρ(−L). In virtue of the condition (ii) we see
‖(λ(t) + L)−1‖X→X ≤ CΣ for any t ∈ [0, δ]. Then, by considering the Neumann series, we
can take δΣ > 0 depending only on CΣ such that λ([δ, δ + δΣ]) ⊂ ρ(−L). Again from (ii) we
have ‖(λ(t) + L)−1‖X→X ≤ CΣ for any t ∈ [0, δ + δΣ]. Repeating this argument we finally
achieve µ ∈ ρ(−L). The proof is complete. 
C Estimate for heat equations
Proposition C.1 Assume that U ∈ BC3(R+) satisfies ‖U‖+‖Y ∂3Y U‖L∞(R+) <∞. Assume
in addition that U |Y=0 = 0 and lim
Y→∞
U(Y ) = UE(0). Then there exists a unique solution to
(2.0.17) such that
sup
0<t<T
(‖UP (t)‖ + ‖∂tUP (t)‖L∞(R+) + ‖Y ∂t∂Y UP (t)‖L∞(R+)) ≤ C‖U‖ . (C.0.69)
Moreover, if U satisfies ∂Y U |Y=0 > 0 and −M∂2Y U ≥ (∂Y U)2 for all Y ≥ 0, then for any
T > 0 and σ ∈ (0, 1] there exists Mσ > 0 such that −Mσ∂2Y U ≥ (∂Y U)2 for all Y ≥ σ and
t ∈ [0, T ].
Proof: Set
GD(t, Y, Z) = G(t, Y − Z)−G(t, Y + Z) , GN (t, Y, Z) = G(t, Y − Z) +G(t, Y + Z) ,
(C.0.70)
where G(t, Y ) = (4πt)−
1
2 e−
|Y |2
4t is the one-dimensional Gaussian. Then the solution UP to
(2.0.17) and its derivatives are represented by
UP (t, Y ) =
∫ ∞
0
GD(t, Y, Z)U(Z) dZ ,
∂Y U
P (t, Y ) =
∫ ∞
0
GN (t, Y, Z) ∂ZU(Z) dZ ,
∂tU
P (t, Y ) = ∂2Y U
P (t, Y ) =
∫ ∞
0
GD(t, Y, Z) ∂
2
ZU(Z) dZ ,
∂t∂Y U
P (t, Y ) = 2G(t, Y ) ∂2ZU |Z=0 +
∫ ∞
0
GN (t, Y, Z) ∂
2
ZU(Z) dZ .
(C.0.71)
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From (C.0.71) and the inequality (1 + Y k) ≤ C(|Y − Z|k + 1 + Zk) for Y, Z ≥ 0 it is
straightforward to show (C.0.69) with a constant C depending only on T > 0. Next we
assume that ∂Y U |Y=0 > 0 and −M∂2Y U ≥ (∂Y U)2 for all Y ≥ 0. Fix T > 0 and σ ∈ (0, 1]
and let Y ≥ σ. From (C.0.71) and the Ho¨lder inequality we have
(∂Y U
P (t, Y ))2 ≤
∫ ∞
0
GN (t, Y, Z) dZ
∫ ∞
0
GN (t, Y, Z)(∂ZU)
2 dZ =
∫ ∞
0
GN (t, Y, Z)(∂ZU)
2 dZ ,
−∂2Y UP (t, Y ) ≥
∫ ∞
0
M−1GD(t, Y, Z)(∂ZU)2 dZ .
Note that, since (∂ZU)
2 ∈ BC(R+) there is r ∈ (0, σ2 ] such that∫ ∞
0
G(t, Y − Z)(∂ZU)2 dZ ≤ 2
∫ ∞
r
G(t, Y − Z)(∂ZU)2 dZ , Y ≥ σ , t ∈ (0, T ] ,
which implies from GN (t, Y, Z) ≤ 2G(t, Y − Z) for Y, Z ≥ 0,∫ ∞
0
GN (t, Y, Z)(∂ZU)
2 dZ ≤ 4
∫ ∞
r
G(t, Y − Z)(∂ZU)2 dZ .
Take large Mσ > 0, which will be determined later. Then we have
−Mσ∂2Y UP (t, Y )− (∂Y UP (t, Y ))2
≥
∫ ∞
r
(
Mσ
M
GD(t, Y, Z)− 4G(t, Y − Z)
)
(∂ZU)
2 dZ
=
Mσ
M
∫ ∞
r
(
(1− 4M
Mσ
)G(t, Y − Z)−G(t, Y + Z)
)
(∂ZU)
2 dZ . (C.0.72)
Then we observe that, for Y ≥ σ, Z ≥ r, and t ∈ (0, T ],
(1 − 4M
Mσ
)G(t, Y − Z)−G(t, Y + Z) = (4πt)− 12 e−Y
2+Z2
4πt
(
(1− 4M
Mσ
)e
YZ
2t − e−YZ2t
)
≥ (4πt)− 12 e−Y
2+Z2
4πt
(
(1− 4M
Mσ
)e
σr
2T − e− σr2T
)
> 0 ,
if Mσ ∈ (4M,∞) is sufficiently large. Note that Mσ depends only on σ, r, and T . This
shows that the positivity of the right-hand side of (C.0.72). The proof is complete. 
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